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Resumen
En este trabajo se comparan métodos para encontrar intervalos de con-
fianza para la función de supervivencia, como los métodos de remuestreo
Bootstrap aplicado a los estimadores de Kaplan-Meier y Nelson-Aalen. Tam-
bién, mediante las transformaciones log, log(− log) y arc sen que pueden re-
sultar en muchos casos más efectivos. Además, se muestra el comportamiento
que presentan los intervalos de confianza no paramétricos frente a los para-
métricos.
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Abstract
This work compares methods to find confidence interval for the survival
function such as the resampling methods Bootstrap, applied to the Kaplan-
Meier and Nelson-Aalen estimators. Also through log, log(− log) and arcsin
transformations that can result more effectives in many cases. The behavior
of nonparametric confidence intervals against parametric ones is also shown.
Key words: Bootstrap, Confidence intervals, Kaplan-Meier estimator, Sur-
vival function, Right censoring.
1. Introducción
En la actualidad existen diferentes métodos para encontrar intervalos de con-
fianza para la función de supervivencia en un tiempo de interés, con censura a
aProfesor asistente. E-mail: javierramirez@sinu.unicordoba.edu.co
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derecha, tales como los métodos tradicionales utilizando los estimadores de Kaplan-
Meier y Nelson-Aalen, también mediante remuestreo Bootstrap aplicado a estos
estimadores y a través de las transformaciones log, log(− log) y arc sen, que pue-
den resultar en muchos casos más efectivos. Así, este trabajo compara de manera
simultánea todos estos métodos utilizando diferentes porcentajes de censura y
tamaños de muestra, a través de diferentes modelos generadores. Además, propor-
ciona criterios para establecer qué intervalos de confianza no paramétricos utilizar
para estimar la función de supervivencia en un tiempo de interés, con censura a
derecha y se muestra el comportamiento de los estimadores no paramétricos frente
a los paramétricos.
En la sección 2 se muestran los estimadores no paramétricos para la función
de supervivencia utilizados en este estudio, como son los estimadores de Kaplan-
Meier y Nelson-Aalen. En la sección 3 se presentan los intervalos de confianza
utilizados en la comparación como son los tradicionales, Bootstrap y mediante
transformaciones log, log(− log) y arc sen, luego en la sección 4 se presentan los
criterios de comparación de los intervalos de confianza y finalmente en la sección 5
se muestra una descripción de los escenarios de simulación, así como sus resultados
y conclusiones en la sección 6.
Al final del documento, en los anexos, se encuentran los resultados mediante el
índice de comparación de intervalos de confianza propuesto por Correa & Sierra
(2003), con base en las distribuciones Weibull y Exponencial para los tiempos de
falla/censura.
2. Estimadores utilizados
2.1. Estimador de Kaplan-Meier
Kaplan & Meier (1958) propusieron una modificación de Ŝ(t) a la cual deno-
minaron, estimador del producto límite (EPL) de la función de supervivencia. En
efecto, supónganse que existen observaciones de n individuos y que hay k ≤ n
tiempos distintos en los cuales la muerte ocurre, esto es, t1 < t2 < · · · < tk.
Se admite la posibilidad de tener más de una muerte en tj y dj representará el
número de muertes en tj . Además, existen los tiempos de censura tc para individuos
cuyo tiempo de vida no es observado.







donde nj es el número de individuos en riesgo en tj , es decir, el número de indivi-
duos vivos y no censurados justo antes de tj . Cualquier individuo con tiempo de
censura registrado igual a tj será incluido en el conjunto de nj individuos en riesgo
en tj , como individuos que murieron en tj . Esta convención es razonable, puesto
que un individuo censurado en el tiempo tc casi ciertamente sobrevive después de
tc.
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2.1.1. Varianza del estimador de Kaplan-Meier
Para evaluar los resultados eficazmente cuando se usa el estimador del produc-
to límite, es conveniente tener un estimador de la varianza de Ŝ(t), una de las
utilizadas en este trabajo es la fórmula de Greenwood (1926), como




nj [nj − dj ]
(2)
2.2. Estimador de Nelson-Aalen
Nelson (1969), sugieren otra alternativa para estimar la función de superviven-







este estimador es muy utilizado en los casos cuando se tienen tamaños de muestra
pequeños, donde
Ŝ(t) = exp(−Ĥ(t))
2.2.1. Varianza del estimador de Nelson-Aalen
Una forma de calcular la varianza la función de supervivencia, basándose en la














Aalen & Johansen (1978) proponen una alternativa para la estimación de la
varianza de Ŝ(t), como






3. Intervalos de confianza
3.1. Intervalo de confianza tradicional Kaplan-Meier
Teniendo en cuenta la normalidad asintótica de los estimadores de máxima
verosimilitud, los intervalos de 100(1 − α)% de confianza de la función de super-
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nj [nj − dj ]
(7)
donde Z(1−α/2) es el valor que se excede con probabilidad (1 − α/2) para una
distribución normal estándar.
3.2. Intervalo de confianza tradicional Nelson-Aalen
Un intervalo de confianza 100(1− α)% para Ŝ(0·2), mediante el estimador de






donde, V ar[Ŝ(0·2)], está dado en la ecuación 6
3.3. Método de remuestreo Bootstrap aplicado a datos de
supervivencia
Un problema involucra determinar los límites de confianza para la función de
supervivencia teórica o parámetros que describen esta función. Akritas (1986),
propone utilizar el método Bootstrap para estimar la supervivencia utilizando el
estimador de Kaplan-Meier.
Para estimar los intervalos de confianza para función de supervivencia utilizan-
do el estimador de Kaplan-Meier a través del intervalo de confianza (7), mediante
el remuestreo Bootstrap, consiste en lo siguiente:
1. Dada la muestra de tamaño n, estimar Ŝ(0·2) mediante (1). La distribución
de esta muestra se considera equivalente a la distribución de la población y
Ŝ(0·2) es el estimador muestral del parámetro poblacional S(0·2).
2. Generar B muestras Bootstrap de tamaño n mediante muestreo con reempla-
zamiento de la muestra original, asignando a cada tiempo una probabilidad
1/n y calcular los correspondientes valores Ŝ(0·2)
∗1, Ŝ(0·2)
∗2, . . . , Ŝ(0·2)
∗B
para cada una de las B muestras Bootstrap.
3. Estimar el error estándar del parámetro estimado Ŝ(0·2) calculando la des-
viación estándar de las B réplicas Bootstrap.













∗ corresponde al promedio de la estimación de la función de supervi-
vencia evaluada en el tiempo t = 0·2 de las muestras Bootstrap.
Revista Colombiana de Estadística 34 (2011) 197–209
Intervalos de confianza para la función de supervivencia con censura a derecha 201
3.4. Intervalos de confianza mediante transformaciones
En muchos casos resulta de interés calcular intervalos de confianza mediante
transformaciones, como son log, log(− log) y arc sen, con el hecho principal ya sea
de simetrizar la distribución de un parámetro cualquiera, estabilizar la varianza,
etc.
3.4.1. Intervalos de confianza mediante la transformación log
Estos intervalos de confianza fueron sugeridos inicialmente por Kalbfleisch &
Prentice (1980); luego un intervalo de confianza 100(1−α)%, mediante esta trans-














es decir que σs(0·2) corresponde a la raíz de la suma en la formula de Greenwood
(1926) (2).
3.4.2. Intervalos de confianza mediante la transformación log(− log)
Para encontrar intervalos de confianza 100(1−α)% mediante esta transforma-












los intervalos de confianza mediante la transformación log(− log) son muy utiliza-
dos en la práctica, debido a sus propiedades asintóticas.
3.4.3. Intervalos de confianza mediante la transformación arc sen
Otra alternativa para calcular intervalo de confianza 100(1−α)% para la fun-
ción de supervivencia es mediante la transformación arc sen, sugeridos inicialmente
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4. Criterio de comparación de los intervalos de
confianza
Hay dos conceptos importantes que se deben de considerar al evaluar los in-
tervalos de confianza: la precisión indicada por la longitud del intervalo y la pro-
babilidad de cobertura P (LI ≤ S(t) ≤ LS). Estos criterios no se pueden analizar
por separado porque de poco nos sirve un intervalo con probabilidad de cobertura
alta si su longitud es muy grande o un intervalo con una longitud muy pequeña,
pero con probabilidad de cobertura muy baja.
Idealmente se quiere ver que los intervalos sean cortos y tengan probabilidad
de cobertura muy cercana al nivel de confianza nominal, que los procedimientos
que se utilicen para construir los intervalos de confianza den intervalos tales que
sus longitudes sean pequeñas, pero diferentes de cero y que la probabilidad de
cobertura no sea inferior al nivel de confianza nominal, Correa & Sierra (2003).
En este trabajo se calcula para cada método las tasas de error (TE), la longitud
promedio del intervalo de confianza (LPI) para la función de supervivencia y la
propuesta de Correa & Sierra (2003), del índice de comparación de intervalos de
confianza (I), el cual tiene en cuenta simultáneamente el nivel de confianza real









donde el nivel de confianza real (NR) corresponde a la proporción de intervalos
simulados que cubre el verdadero valor de S(t). Por lo tanto, mientras mayor sea
el índice, mejor será el método, luego:
T.E =
# de I.C que no cubren el verdadero valor S(t)
N






donde N corresponde al número de simulaciones, LS y LI representa el límite
superior e inferior respectivamente.
5. Estudio de simulación
En esta sección se presentan los resultados obtenidos al comparar los intervalos
de confianza para la función de supervivencia en un tiempo de interés ti = 0·2,
este tiempo de interés fue escogido teniendo en cuenta la literatura y con el propó-
sito de ser comparables con los resultados de Borgan & Liestøl (1990), mediante
los estimadores de Kaplan-Meier y Nelson-Aalen, a través de los métodos de re-
muestreo Bootstrap aplicado a los estimadores, transformaciones log, log(− log) y
arc sen. Estos métodos se compararon utilizando un algoritmo en R Development
Core Team (2008).
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5.1. Resultados simulación
Se utilizaron diferentes combinaciones de modelos generadores de los tiem-
pos de supervivencia (Time) y de censura (Cens), como son el modelo exp(λ) y
Weib(λ, β), donde λ = 2, λ = 1 y β = 0·5 con porcentajes de censura tipo I, de
0 %, 15 %, 25 %, 35 %, 45 %, 55 % y tamaños de muestra n = 25, 50, 75 y 100.
La razón de utilizar los porcentajes de censura y los tamaños de muestra se
debe a la finalidad de comparar los resultados con los resultados de algunos autores
referenciados. Con el propósito de abreviar los títulos de las tablas se presenta las
siguientes siglas, I.C: Intervalos de confianza, TE: Tasas de Error, LPI: Longitud
promedio del intervalo (valores en paréntesis), NN: Nivel de confianza nominal,
T.KM: I.C mediante el estimador de Kaplan-Meier, Boot.KM y Boot.NA: corres-
ponden a los I.C de los estimadores de Kaplan-Meier y Nelson-Aalen, mediante el
remuestreo Bootstrap. Adicionalmente log, log(− log) y arc sen corresponden a las
transformaciones de las funciones de supervivencia definidas en (10), (12) y (13),
respectivamente.
Para determinar la efectividad de utilizar intervalos de confianza no paramétri-
cos para la función de supervivencia frente a los paramétricos, los valores de refe-
rencia para el caso exponencial exp(2) la S(t) = 0·67 y exp(1) la S(t) = 0·82, mien-
tras que para el caso weib(1, 0·5) la S(t) = 0·64. Además, para el caso exp / exp la
LPI = 0·53, exp /weib la LPI = 0·53, weib/ exp la LPI = 0·32 y para weib/weib
la LPI = 0·32, los resultados para ŜKM (0·2) y ŜNA(0·2) correspondiente al esti-
mador de Kaplan-Meier y Nelson-Aalen, respectivamente, son:
5.2. Resultados para n = 25
Tabla 1: TE (LPI) para un NN de 95 % con 0% de censura y n = 25.
Estimador ŜKM (0·2)
Time/Cens T.KM Boot.KM log log(− log) arc sen
exp / exp 0.05(0.37) 0.08(0.39) 0.02(0.63) 0.08(0.37) 0.05(0.36)
exp /weib 0.03(0.32) 0.09(0.32) 0.01(0.42) 0.07(0.33) 0.07(0.31)
weib/ exp 0.10(0.37) 0.08(0.38) 0.02(0.64) 0.05(0.37) 0.06(0.36)
weib/weib 0.10(0.37) 0.08(0.38) 0.02(0.64) 0.05(0.37) 0.06(0.36)
Estimador ŜNA(0·2)
Time/Cens T.NA Boot.NA log log(− log) arc sen
exp / exp 0.05(0.36) 0.11(0.36) 0.02(0.62) 0.08(0.37) 0.05(0.36)
exp /weib 0.03(0.31) 0.10(0.30) 0.01(0.41) 0.07(0.33) 0.07(0.30)
weib/ exp 0.08(0.37) 0.10(0.36) 0.02(0.62) 0.05(0.37) 0.04(0.36)
weib/weib 0.08(0.37) 0.10(0.36) 0.02(0.62) 0.05(0.37) 0.04(0.36)
En los resultados para n = 25 se nota que cuando no hay observaciones cen-
suradas, los I.C mediante la transformación log(S(t)), presentan mejor compor-
tamiento, esto se debe a que resultan ser más amplios, independientemente del
estimador que se utilice y el modelo generador. Además a medida que se aumen-
ta el porcentaje de censura los I.C para la función de supervivencia mediante la
transformación log(− log(S(t))) resultan ser mejores.
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Tabla 2: TE y LPI de NN 95% con 25% de censura para n = 25.
Estimador ŜKM (0·2)
Time/Cens T.KM Boot.KM log log(− log) arc sen
exp / exp 0.11(0.35) 0.16(0.37) 0.01(0.52) 0.02(0.36) 0.08(0.34)
exp /weib 0.06(0.29) 0.14(0.31) 0.05(0.36) 0.04(0.31) 0.05(0.29)
weib/ exp 0.17(0.35) 0.11(0.32) 0.11(0.53) 0.04(0.36) 0.11(0.34)
weib/weib 0.15(0.36) 0.13(0.33) 0.12(0.54) 0.05(0.36) 0.12(0.34)
Estimador ŜNA(0·2)
Time/Cens T.NA Boot.NA log log(− log) arc sen
exp / exp 0.11(0.35) 0.17(0.34) 0.11(0.51) 0.02(0.36) 0.09(0.34)
exp /weib 0.057(0.29) 0.15(0.29) 0.05(0.35) 0.02(0.32) 0.05(0.28)
weib/ exp 0.19(0.35) 0.16(0.33) 0.12(0.51) 0.04(0.36) 0.11(0.34)
weib/weib 0.17(0.35) 0.17(0.34) 0.13(0.53) 0.05(0.37) 0.12(0.34)
Tabla 3: TE y LPI de NN 95% con 45% de censura para n = 25.
Estimador ŜKM (0·2)
Time/Cens T.KM Boot.KM log log(− log) arc sen
exp / exp 0.31(0.33) 0.33(0.34) 0.26(0.43) 0.08(0.34) 0.21(0.32)
exp /weib 0.17(0.26) 0.17(0.29) 0.17(0.31) 0.04(0.30) 0.14(0.26)
weib/ exp 0.39(0.33) 0.41(0.35) 0.34(0.44) 0.15(0.34) 0.33(0.32)
weib/weib 0.37(0.34) 0.37(0.36) 0.34(0.46) 0.14(0.35) 0.30(0.33)
Estimador ŜNA(0·2)
Time/Cens T.NA Boot.NA log log(− log) arc sen
exp / exp 0.32(0.32) 0.36(0.32) 0.29(0.42) 0.08(0.34) 0.23(0.31)
exp /weib 0.17(0.26) 0.18(0.27) 0.17(0.30) 0.04(0.30) 0.14(0.26)
weib/ exp 0.43(0.32) 0.43(0.33) 0.35(0.43) 0.15(0.34) 0.34(0.31)
weib/weib 0.39(0.33) 0.42(0.34) 0.35(0.45) 0.14(0.36) 0.32(0.32)
5.3. Resultados para n = 50
Tabla 4: TE y LPI de NN 95% con 0% de censura para n = 50.
Estimador ŜKM (0·2)
Time/Cens T.KM Boot.KM log log(− log) arc sen
exp / exp 0.06(0.26) 0.04(0.27) 0.02(0.42) 0.08(0.26) 0.06(0.26)
exp /weib 0.04(0.22) 0.06(0.22) 0.02(0.28) 0.07(0.22) 0.08(0.22)
weib/ exp 0.08(0.26) 0.13(0.27) 0.03(0.41) 0.03(0.26) 0.05(0.26)
weib/weib 0.08(0.26) 0.13(0.27) 0.03(0.41) 0.03(0.26) 0.05(0.26)
Estimador ŜNA(0·2)
Time/Cens T.NA Boot.NA log log(− log) arc sen
exp / exp 0.06(0.26) 0.06(0.26) 0.02(0.41) 0.05(0.26) 0.06(0.26)
exp /weib 0.04(0.22) 0.07(0.21) 0.02(0.28) 0.07(0.23) 0.04(0.21)
weib/ exp 0.08(0.26) 0.12(0.26) 0.03(0.41) 0.03(0.26) 0.04(0.26)
weib/weib 0.08(0.26) 0.12(0.26) 0.03(0.41) 0.03(0.26) 0.04(0.26)
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Tabla 5: TE y LPI de NN 95% con 25% de censura para n = 50.
Estimador ŜKM (0·2)
Time/Cens T.KM Boot.KM log log(− log) arc sen
exp / exp 0.17(0.25) 0.20(0.25) 0.11(0.35) 0.08(0.25) 0.15(0.24)
exp /weib 0.11(0.20) 0.17(0.21) 0.11(0.25) 0.03(0.21) 0.10(0.20)
weib/ exp 0.29(0.25) 0.26(0.24) 0.21(0.35) 0.16(0.25) 0.26(0.24)
weib/weib 0.27(0.25) 0.27(0.25) 0.19(0.36) 0.16(0.25) 0.23(0.25)
Estimador ŜNA(0·2)
Time/Cens T.NA Boot.NA log log(− log) arc sen
exp / exp 0.17(0.25) 0.23(0.24) 0.12(0.34) 0.09(0.25) 0.16(0.24)
exp /weib 0.11(0.20) 0.17(0.20) 0.11(0.24) 0.03(0.21) 0.10(0.20)
weib/ exp 0.32(0.25) 0.25(0.30) 0.23(0.35) 0.16(0.25) 0.27(0.24)
weib/weib 0.29(0.25) 0.25(0.31) 0.21(0.35) 0.16(0.26) 0.25(0.25)
Tabla 6: TE y LPI de NN 95% con 45% de censura para n = 50.
Estimador ŜKM (0·2)
Time/Cens T.KM Boot.KM log log(− log) arc sen
exp / exp 0.58(0.23) 0.59(0.24) 0.46(0.29) 0.39(0.23) 0.50(0.22)
exp /weib 0.33(0.18) 0.31(0.19) 0.32(0.21) 0.09(0.20) 0.23(0.18)
weib/ exp 0.73(0.23) 0.80(0.23) 0.62(0.29) 0.57(0.23) 0.67(0.22)
weib/weib 0.67(0.24) 0.74(0.24) 0.55(0.31) 0.48(0.24) 0.61(0.23)
Estimador ŜNA(0·2)
Time/Cens T.NA Boot.NA log log(− log) arc sen
exp / exp 0.59(0.23) 0.60(0.23) 0.47(0.29) 0.40(0.23) 0.53(0.22)
exp /weib 0.34(0.18) 0.32(0.19) 0.33(0.21) 0.09(0.20) 0.25(0.18)
weib/ exp 0.74(0.23) 0.81(0.22) 0.65(0.29) 0.57(0.23) 0.71(0.22)
weib/weib 0.69(0.23) 0.74(0.24) 0.57(0.30) 0.49(0.24) 0.63(0.23)
Tabla 7: TE y LPI de NN 95% con 0% de censura para n = 100.
Estimador ŜKM (0·2)
Time/Cens T.KM Boot.KM log log(− log) arc sen
exp / exp 0.06(0.18) 0.04(0.18) 0.01(0.28) 0.06(0.18) 0.06(0.18)
exp /weib 0.05(0.15) 0.07(0.15) 0.02(0.19) 0.06(0.16) 0.05(0.15)
weib/ exp 0.09(0.19) 0.19(0.18) 0.04(0.28) 0.06(0.18) 0.06(0.18)
weib/weib 0.09(0.19) 0.19(0.18) 0.04(0.28) 0.06(0.18) 0.06(0.18)
Estimador ŜNA(0·2)
Time/Cens T.NA Boot.NA log log(− log) arc sen
exp / exp 0.06(0.18) 0.04(0.18) 0.01(0.28) 0.04(0.19) 0.06(0.18)
exp /weib 0.05(0.15) 0.07(0.15) 0.02(0.19) 0.06(0.16) 0.05(0.15)
weib/ exp 0.09(0.18) 0.18(0.18) 0.04(0.28) 0.06(0.19) 0.09(0.18)
weib/weib 0.09(0.18) 0.18(0.18) 0.04(0.28) 0.06(0.19) 0.09(0.18)
5.4. Resultados para n = 100
Se nota que los resultados para n = 50 son similares a n = 25. Es de resaltar
que los I.C para la función de supervivencia mediante el remuestreo Bootstrap
para Kaplan-Meier y Nelson-Aalen arrojan resultados inapropiados, esto se debe
a que se utilizó la opción type = “norm”, el cual es sensible. Por otra parte en el
último escenario la comparación de estos intervalos de confianza para la función
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Tabla 8: TE y LPI de NN 95 % con 25 % de censura para n = 100.
Estimador ŜKM (0·2)
Time/Cens T.KM Boot.KM log log(− log) arc sen
exp / exp 0.36(0.17) 0.23(0.19) 0.23(0.24) 0.26(0.18) 0.31(0.17)
exp /weib 0.19(0.14) 0.23(0.15) 0.14(0.17) 0.09(0.15) 0.14(0.14)
weib/ exp 0.60(0.17) 0.50(0.17) 0.44(0.24) 0.50(0.18) 0.57(0.17)
weib/weib 0.54(0.18) 0.56(0.19) 0.38(0.25) 0.45(0.18) 0.51(0.18)
Estimador ŜNA(0·2)
Time/Cens T.NA Boot.NA log log(− log) arc sen
exp / exp 0.37(0.17) 0.33(0.20) 0.24(0.24) 0.27(0.18) 0.32(0.17)
exp /weib 0.20(0.14) 0.21(0.21) 0.15(0.17 0.09(0.15) 0.14(0.14)
weib/ exp 0.62(0.17) 0.62(0.22) 0.45(0.24) 0.52(0.18) 0.59(0.17)
weib/weib 0.56(0.18) 0.62(0.22) 0.40(0.24) 0.46(0.18) 0.53(0.18)
Tabla 9: TE y LPI de NN 95 % con 45 % de censura para n = 100.
Estimador ŜKM (0·2)
Time/Cens T.KM Boot.KM log log(− log) arc sen
exp / exp 0.89(0.16) 0.89(0.16) 0.80(0.20) 0.83(0.16) 0.87(0.16)
exp /weib 0.53(0.13) 0.54(0.13) 0.45(0.15) 0.35(0.13) 0.48(0.13)
weib/ exp 0.98(0.16) 0.94(0.16) 0.93(0.20) 0.96(0.16) 0.97(0.16)
weib/weib 0.94(0.17) 0.87(0.17) 0.88(0.21) 0.91(0.17) 0.93(0.16)
Estimador ŜNA(0·2)
Time/Cens T.NA Boot.NA log log(− log) arc sen
exp / exp 0.90(0.16) 0.91(0.16) 0.81(0.20) 0.83(0.16) 0.88(0.16)
exp /weib 0.54(0.13) 0.56(0.13) 0.51(0.15) 0.35(0.13) 0.48(0.13)
weib/ exp 0.98(0.16) 0.93(0.16) 0.94(0.20) 0.96(0.16) 0.98(0.16)
weib/weib 0.95(0.16) 0.87(0.16) 0.89(0.21) 0.91(0.17) 0.94(0.16)
de supervivencia en muestras de tamaño n = 100, los resultados respaldan lo
mencionado con los demás tamaños de muestra, sin embargo es de resaltar que a
medida que se aumenta el porcentaje de censura al caso más extremo, las tasas de
error son bastantes altas en particular al aumentar de 35 % a 45 % observaciones
censuradas en la muestra simulada, resultando similar a los resultados de Borgan
& Liestøl (1990) para t = 0·2, sin embargo los autores no incluyen los I.C mediante
la transformación log(− log) que en este trabajo resultan ser mejores.
Por otra parte los resultados de los I.C mediante la transformación log(− log)
cuando se presenta altos porcentajes de censura coinciden con los resultados de
Anderson, Bernstein & Pike (1982). Teniendo en cuenta los resultados anteriores
en algunos casos se presentan confusiones para la escogencia del IC que presenta
mejores resultados por lo que se implementó la metodología de Correa & Sierra
(2003) para comparar dichos intervalos a través del índice propuesto por dichos
autores, modificando el nivel de confianza nominal (NN = 0·9, 0·95 y 0·99), lo
anterior se muestra tomando la distribución de fallas/censura exp / exp, esto con
el fin de presentar el funcionamiento del índice presentado en el anexo.
Es de resaltar que mientras mayor sea el índice mejor será el intervalo de con-
fianza, sin embargo éste índice fue propuesto para comparar intervalos de confianza
para diferencia de proporciones, lo que cambiaría el rango de valores resultantes,
Revista Colombiana de Estadística 34 (2011) 197–209
Intervalos de confianza para la función de supervivencia con censura a derecha 207
pero la analogía de la interpretación se mantiene. Cabe resaltar que se realiza-
ron 2000 simulaciones para la comparación y B = 1000 remuestras Bootstrap,
estos valores se consideraron teniendo en cuenta que no se presentaron cambios
significativos para un número mayor de simulaciones en las estimaciones.
6. Conclusiones
Cuando no se presentan observaciones censuradas en los datos los I.C median-
te la transformación log poseen menor tasas de error, independientemente de la
distribución de falla/censura y tamaños de muestra, como también el estimador
utilizado, esto se debe a que resultan ser más amplios.
A medida que se aumenta el porcentaje de censura, los IC mediante la trans-
formación log(− log) resultan ser más efectivos, en general para los modelos gene-
radores, tamaños de muestra y estimador de supervivencia utilizado.
Cuando las falla/censura se distribuyen exp / exp los resultados de la estimación
de S(0·2) resultan ser mejores que las demás combinaciones de distribución de
falla/censura, en particular utilizando el estimador de KM.
[
Recibido: septiembre de 2010 — Aceptado: marzo de 2011
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Tabla 10: Índice de IC para ŜKM (t) con 15% de censura.
NN Trad.K-M Boot.K-M log log(− log) arc sen
n=25
90 % 0.85 0.84 0.87 0.89 0.84
95 % 0.78 0.78 0.79 0.81 0.80
99 % 0.73 0.73 0.73 0.74 0.73
n=50
90 % 0.83 0.86 0.89 0.90 0.84
95 % 0.82 0.82 0.85 0.87 0.83
99 % 0.80 0.79 0.81 0.82 0.81
n=75
90 % 0.83 0.85 0.90 0.88 0.86
95 % 0.83 0.83 0.87 0.87 0.85
99 % 0.82 0.83 0.84 0.85 0.84
n=100
90 % 0.89 0.82 0.90 0.85 0.85
95 % 0.84 0.83 0.85 0.88 0.85
99 % 0.83 0.82 0.83 0.86 0.84
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Tabla 11: Índice de IC para ŜNA(t) con 15 % de censura.
NN Trad.N-A Boot.N-A log log(− log) arc sen
n=25
90% 0.80 0.81 0.87 0.88 0.85
95% 0.78 0.77 0.79 0.81 0.79
99% 0.73 0.75 0.73 0.74 0.73
n=50
90% 0.83 0.86 0.89 0.90 0.84
95% 0.82 0.85 0.84 0.86 0.82
99% 0.79 0.80 0.81 0.82 0.81
n=75
90% 0.82 0.86 0.89 0.90 0.82
95% 0.82 0.82 0.87 0.87 0.84
99% 0.82 0.82 0.84 0.85 0.83
n=100
90% 0.88 0.80 0.89 0.89 0.80
95% 0.84 0.74 0.85 0.88 0.85
99% 0.82 0.71 0.84 0.86 0.84
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