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.Die Neugier steht immer an erster Stelle eines Problems, das
gelöst werden will.
Galileo Galilei [1]
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1 Introduction
Transition metal oxides exhibit an enormous richness and wide variety of physical prop-
erties [2] which arises from the complex interplay of spin, charge, orbital, and lattice
degrees of freedom [3]. High-temperature superconductivity in the cuprates [4] and
colossal magneto-resistance in the manganites [5] are some of the most prominent of
these properties. In these systems complex ordering phenomena play an important role
for the understanding of their outstanding physical properties.
For example charges sometimes order forming stripe or checker-board arrangements,
like for example in La1.48Nd0.4Sr0.12CuO4 or in Pr1−xCaxMnO3 [6, 7]. Whereas the
colossal magneto-resistance is supposed to be triggered by switching between ferro-
magnetic metallic and antiferromagnetic charge-ordered states [5, 8] the relationship
between charge ordering and superconductivity is a more challenging question. Static
charge stripe order seems to be harmful for superconductivity [9], but electron-phonon
coupling might play an important role in the cuprates [10-13]. However, the direct rel-
evance for the pairing mechanism remains an open question. This sketch of two rather
prominent representatives of the class of transition metal oxides underlines the impor-
tance of charge ordering for these systems.
In this work, charge ordering phenomena and the concomitant appearance of electron
phonon coupling have been studied within a broad spectrum of transition metal oxides
using a wide variety of measurement tools, among them elastic and inelastic neutron
scattering, resonant X-ray scattering, X-ray diffraction and synchrotron experiments as
well as transport and thermodynamic measurements. Furthermore, a copious number
of single crystals has been synthesized for these purposes.
Besides charge ordering also orbital ordering plays an important role for the under-
standing of physical properties in transition metal oxides including the colossal magneto-
resistance in the manganites [14]. In this work orbital ordering has been studied by the
analysis of structural distortions implied by orbital ordering or directly by means of elec-
tron density measurements at the synchrotron. The latter kinds of measurements are
usually used to uncover the electron distribution within organic compounds since these
materials consist of light elements only which assures a high contrast of the valence elec-
trons compared to the core-electrons. Concerning these electron density measurements
transition-metal oxides are much less studied [15-17].
Furthermore, it is also of fundamental interest to know the spin configurations as well
as the spin interactions in transition metal oxides, i. e. magnetic ordering and dynamic
spin-spin correlations. For example the spin excitation spectrum in the cuprates [18-22]
has attracted enormous interest, recently, as one may assume an important role for the
superconducting pairing mechanism. The overall dispersion has a so-called ’hour-glass-
shape’ and exhibits a much enhanced intensity around the merging point at the planar
11
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antiferromagnetic wave vector resembling on the resonance peak in the superconducting
state of YBa2Cu3O7 [23-25]. This ’hour-glass-shape’ is believed to be the unifying fea-
ture of all cuprates [20]. However, this topic is highly under debate [19]. A prerequisite
of understanding spin excitations is the detailed knowledge of the magnetic structure.
For the determination of static as well as for the study of dynamic spin-spin correlations,
neutron scattering is an outstanding and very direct experimental probe [26]. Hence,
another aim of this work was to study magnetic structures and spin wave excitations by
means of elastic and inelastic magnetic neutron scattering. Magnetic ordering, charge
ordering and orbital ordering are also often interwoven since charge ordering and orbital
ordering may be coupled with the magnetic interactions for example by double-exchange
[27] or by superexchange according to the rules of Goodenough, Kanamori and Anderson
[28-30].
Regarding the materials studied, the focus of this work was on the one hand on the
study of first row transition metal oxides and oxyhalides with low d-level occupation,
i. e. the study of 3d1 and 3d2 systems with one or two t2g electrons where the orbital
degree of freedom plays an important role. Hence, three groups of 3d systems have been
studied: three-dimensional perovskite titanate and chromate systems (Ti3+ and Cr4+),
different low-dimensional as well as fully three-dimensional vanadate systems (V3+ and
V4+) and also titanium and vanadium oxychlorides (Ti3+ and V3+). Since the 3d-shell is
only occupied by one or two electrons, these systems are also very well suited for electron
density measurements as it should be more easy to separate the contributions of one or
two valence electrons than the contributions of a couple of electrons in transition metal
oxides with higher d-level occupation.
On the other hand the focus of this work was on the study of the first row 3d8 and
3d9 transition metal oxides, i. e. nickelate and cuprate systems with one or two holes
in the 3d-shell. In contrast to the t2g electron systems mentioned before, the orbital
degree of freedom is almost quenched in these eg electron systems due to a strong Jahn-
Teller effect. In these systems with a layered ’214’ perovskite structure charge stripes
play an important role and have been studied intensively in this work. Whereas the
cuprates are metallic (above ∼5% of Sr-doping [31]) the nickelates stay insulating in the
whole Sr doping regime (up to Sr-doping levels of ∼1 [32]). It should be noted, that
like the nickelates also the layered perovskite manganites and cobaltates are insulating
for moderate doping. Hence, the cuprates are different from these isostructural ’214’
systems. Nonetheless, the nickelate system is a prototypical charge stripe system which
gives rise to the study of the properties of a charge stripe ordered phase and allows for
a comparison with the isostructural cuprates.
This thesis is divided into twelve Chapters. In the first two theoretical chapters,
Chapters 2 and 3, a brief survey of neutron and X-ray sources and neutron and X-ray
scattering is given. In Chapter 4 a general outline of electron density measurements is
given in the first, theoretical part followed by a description of the experimental require-
ments which have been optimized in this work. In Chapter 5 the results of crystal growth
using the floating zone technique are described and the most important crystals grown
in this work are presented, accompanied by measurements for sample characterization
12
including X-ray and neutron diffraction measurements.
In Chapter 6 to 11 the most important results of the studies of charge, orbital and
magnetic order of different transition metal oxides are presented according to ascending
atomic number of the transition metal element. Thus, Chapter 6 deals with Titanates
with perovskite structure. In the first part the change of structural anomalies for ferro-
and antiferromagnetic RTiO3 has been studied close to the crossover between ferroorbital
and antiferroorbital ordering schemes. In the following parts charge ordering in hole-
doped R1−xCaxTiO3+δ-systems (R = Y, Er, Lu) is presented. Chapter 7 deals with
Vanadates - K2V8O16, LiV2O5 and ZnV2O4. In K2V8O16 a novel dimerized phase has
been observed which resembles on the monoclinic M2-phase of VO2. For LiV2O5 and
ZnV2O4 the electron density has been studied by means of synchrotron radiation single
crystal X-ray diffraction. In Chapter 8 a study of magnetism and electronic behaviour
in the RCrO3 (R = Ca, Sr, Pb) system is presented. The chromium ion in these
compounds has a rather unusual oxidation state of Cr4+ which gives rise to interesting
electronic and magnetic properties. Chapter 9 deals with electron-phonon coupling
and magnetic excitations in the nickelate system La2−xSrxNiO4 which is isostructural
to the high-temperature superconducting cuprate system and which exhibits a rather
robust diagonal charge stripe order. In Chapter 10 a detailed study of charge stripe
ordering in the cuprates La2−xSrxCuO4 themselves is presented with special focus to
a compound in the spin-glass phase. Signatures of charge stripes have been studied
directly with neutron diffraction and hard X-rays at the synchrotron as well as by the
study of the coupling of phonons to such stripes. Furthermore, the impact of Ni- and
Zn-doping to the phonon dispersion has been studied and compared with the Ni- and
Zn-free compound La1.88Sr12CuO4 for which a ’giant electron-phonon anomaly’ has been
reported recently [13]. In Chapter 11 structural and magnetic studies of the oxyhalides
TiOCl and VOCl are presented. For TiOCl a pressure-induced metal-insulator transition
has been proposed [33], recently. Hence, pressure dependent structural studies have
been performed by means of neutron diffraction revealing strong structural changes at
high pressures. In synchrotron and neutron experiments on VOCl a hitherto unknown
structural phase transition has been observed at low temperatures giving rise to the
determination of the magnetic structure.
13
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2 Neutron and X-ray Sources
The microscopic nature of condensed matter, i. e. the structure and the lattice or
magnetic excitations, can be investigated by different diffraction and spectroscopic tech-
niques. For these purposes X-rays and neutrons have been used in this work and, hence,
the properties of X-rays and neutrons will be briefly introduced followed by a short
description of the measurement techniques in the next chapters.
2.1 X-rays
X-rays have been discovered 1895 by W. C. Ro¨ntgen and the first Nobel Prize in Physics
ever awarded went to him in 1901 [34]. X-rays are electromagnetic radiation with a wave-
length between that of ultraviolet light and the gamma rays which is of the dimension of
interatomic distances and, thus, interesting for the study of condensed matter: in 1912
M. von Laue and P. Knipping for the first time observed X-ray diffraction patterns of a
crystal (1914 M. von Laue was awarded by the Nobel Prize) [34]. In home laboratories
the X-rays are generated by sealed X-ray tubes or by rotating anode tubes. Here, the
characteristic X-ray radiation is used: accelerated electrons hit out an orbital electron
of the inner shell (K-shell) of a metal atom and when an electron from a higher shell
fills up the vacancy, X-rays are generated. Characteristic X-ray radiation was discovered
1909 by C. G. Barkla and C. A. Sadler (1917 Nobel Prize to Barkla) [34].
X-ray diffraction is based on the interaction between X-rays and electrons in the
shells of atoms. Constructive interference can be observed when the flight path of two
scattered rays differs by the X-ray wavelength λ or an integer multiple of λ. This
scattering condition is known as Bragg’s law:
2 · d · sin(Θ) = n · λ (2.1)
with d the spacing between two diffracting planes in the crystal and 2Θ the scattering
angle.
In the next section a more brilliant X-ray source will be presented:
2.2 Synchrotron radiation
A beam of charged particles, usually electrons or positrons 1, which has been acceler-
ated by electric fields to relativistic speeds and which is forced on a curved trajectory by
1Linearly accelerated electrons hitting a tungsten target radiate gamma rays which can create electron
positron pairs. The positrons can be selected by appropriate magnetic fields.
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magnetic fields emits a continuous spectrum of X-rays that can be up to 1012-1013 times
as brilliant as that from sealed X-ray tubes, depending on the energy of the charged
particles [35, 36]. With increasing velocity of an accelerated charge the radiation cone
Figure 2.1: Angular distribution of sin2(Θ′)/(1− β · cos(Θ′))5 for different values of β.
shifts towards the direction of motion and the radiation power increases. For the spe-
cial case −→v ‖−˙→v the radiated energy per time interval dt through the angle element dΩ
amounts to dP ′/dΩ = q
2
4pic3
· −˙→v 2 · sin2(Θ′)/(1− β · cos(Θ′))5 [37]; compare Fig. 2.1. Here,
Θ′ is the angle between −˙→v and the direction of radiation and β = v/c [37]. As can
be seen already in this simplified special case, for highly relativistic particles most of
the radiation is emitted in direction of motion, i. e. concentrated in a small cone with
an opening angle which is inverse proportional to the particles energy in units of its
rest energy, i. e. 1/γ. In bending magnets the charged particles are forced on circular
trajectories in the horizontal plane and the radiation is linearly polarized in the plane of
acceleration (or elliptically polarized from other observation points) [34]. In a wiggler or
undulator the charged particle beam gets deflected by an arrangement of periodic mag-
netic fields. A sinusoidally varying vertical field would induce also a sinusoidal beam
trajectory. In a wiggler the applied magnetic fields are stronger yielding a larger deflec-
tion of the charged particles and, therefore, strongly suppressed interference effects due
to the vanishing overlap of the light cones. Thus, the radiation from different periods
adds incoherently. The flux is about 2· N times the flux of a bending magnet with N
being the number of magnetic periods [34]. In an undulator these magnetic fields are
weaker and the radiation from different periods is able to exhibit strong interference
effects [34] since the deviations of the flight trajectory are smaller than in a wiggler.
Roughly, the charged particles emit radiation at the wavelength of their periodic mo-
tion, which is the period length of the undulator divided by γ due to relativistic Lorentz
contraction [34]. For the observer this wavelength is additionally divided by γ due to the
Doppler effect. Furthermore, higher harmonics with odd values of i are observable [34].
On axis the peak intensity of the n-th harmonic is proportional to N2. Compared to a
wiggler the brilliance is higher. However, in the hard X-ray regime the wiggler has an
intensity advantage since for the generation of the same photon energies as in a wiggler
16
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the charged particles (electrons) would need an acceleration to much higher energies in
the case of an undulator.
In this work experiments with synchrotron radiation have been performed at the
DORIS III storage ring (∼4.45 GeV positrons ∼140 mA) at Hasylab/DESY in Hamburg
[38], at BESSY (∼1.7 GeV electrons ∼290 mA) in Berlin [39] and at the ESRF (∼6 GeV
electrons ∼200 mA) in Grenoble, France [35].
2.3 Neutrons
In 1932 J. Chadwick discovered neutrons which were emitted from beryllium metal after
activation by alpha particles from a radium source: 4He +9 Be →12 C + n + 5.7 MeV
(1935 Nobel Prize to Chadwick) [40]. Only a few years later the diffraction of neutrons
by condensed matter was studied. Neutrons are uncharged elementary particles with a
finite mass mn = 1.675 · 10−27 kg and a magnetic dipole moment µn = -1.913 µN due
to their spin of 1/2 [41]. Free neutrons have a life time of roughly 886(1) s (β-decay:
n → p + e− + ν˜e). Due to de Broglie these particles behave also as waves with the
wavelength λ = h
m·v =
h√
2·m·E [42]. The first demonstration of the diffraction of neutrons
was done by Halban and Preiswerk, Mitchell and Powers using Ra-Be neutron sources
[43-45]. With the advent of nuclear reactor technology the problem of the extremely
low flux of Ra-Be sources was solved (first ’atomic pile’ by Fermi in 1942) [40]. Nuclear
fission was first discovered 1938 by O. Hahn and F. Strassmann, who bombarded a sam-
ple of uranium with a neutron beam and observed that uranium fissions into barium
and krypton [46] (1944 Nobel Prize in Chemistry to O. Hahn). In nuclear reactors the
neutrons are generated by the nuclear fission of 235U:
n(thermal) +235 U→ fragment1 + fragment2 + 2.5 · n(fast) + 180 MeV. Neutrons from the
reactor core become thermalized in a moderator of heavy water D2O (→thermal neu-
trons). Other possible moderators are liquid H2, CH4 cooled to 20 K (→ cold neutrons)
or a block of graphite heated by the gamma rays from the core to temperatures of about
2400 K (→ hot neutrons). Due to scattering processes in the moderator the peaks of
the Maxwellian distribution shift to energies according to the moderator temperature.
In Tab. 2.1 the properties of cold, thermal and hot neutrons are listed.
source E (meV) T (K) λ (A˚)
cold 0.1 → 10 1 → 120 30 → 3
thermal 5 → 100 60 → 1000 4 → 1
hot 100 → 500 1000 → 6000 1 → 0.4
Table 2.1: Neutron wavelength, energy and moderator temperatures for different neutron
sources taken from Ref. [41].
Besides reactors the other important neutron sources are the spallation sources, where
highly energetic protons hit heavy targets (metals like U, W, Ta, Pb or Hg etc.) trig-
gering an intra-nuclear cascade. The highly excited nuclei emit neutrons and other
spallation particles in order to release energy. For every proton hitting the nucleus
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about 15 neutrons are emitted [47]. In contrast to the continuous flux in reactors, in
spallation sources these neutrons are produced in bursts/pulses. Like in reactors, hy-
drogenous moderators around the target slow the high-energetic neutrons down [47].
The time structure of these neutron pulses can be used in order to compensate for the
lower time-averaged flux of these polychromatic neutron beams using Time-Of-Flight
methods etc., compare Chap. 3.
As can be seen in Tab. 2.1, the wavelength of thermal neutrons is of the order of the
interatomic distances in solids and liquids and, hence, interference effects may occur
yielding information about the microscopic properties of condensed matter. Neutron
scattering is one of the most versatile techniques for probing condensed matter. 1994
the Nobel Prize in Physics was awarded to C. G. Shull and B. N. Brockhouse for their
contributions to elastic neutron scattering and inelastic neutron scattering (triple-axis
spectrometer invented 1961) respectively [40]. Neutron diffraction results from the nu-
clear interaction between neutrons and cores as well as the magnetic interaction of the
neutrons magnetic moment with the moments of the atoms. The most important con-
sequences arising from the properties of neutrons are listed in the following:
• large penetration depth since neutrons do not interact with the electron shells
• large scattering contributions from light elements as hydrogen and oxygen
• different scattering from elements with similar atomic numbers allows to distin-
guish between these elements
• different scattering from isotopes allows to study for example specific parts of
molecules which have been deuterated etc.
• measurement of excitations accessible since the neutron energy is comparable to
the energy of elementary excitations in matter
• measurement of magnetic structure and dynamical magnetic properties is possible
due to the magnetic moment of the neutron.
Thus, the character of neutrons is unique and often cannot be matched by any other
experimental technique. For example, the measurement of phonons with X-rays is much
more difficult since the photon energies are about 7 orders of magnitude larger than
the energies of neutrons for comparable wavelengths and, hence, a huge experimental
effort is needed in order to resolve 1 meV energy change of a photon. Only recently, a
few experimental stations at very brilliant synchrotron radiation sources were able to
provide these resolutions.
In this work, neutron scattering experiments have been performed at the FRM-II in
Garching (reactor) [48], at the reactor Orphe´e in Saclay, France (reactor) [49], at the
ILL in Grenoble, France (reactor) [50], at ISIS in Didcot, United Kingdom (spallation
source) [47] and at the SINQ in Villigen, Swiss (spallation source) [51].
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3.1 Powder diffraction
Four years after the pioneering work of M. v. Laue, Friedrich and Knipping on single
crystals in 1912 [36, 52] Debye and Sherrer reported first experiments with polycrys-
tals/powders [36, 53]. In the beginning, the applications of powder diffraction were
limited to phase analysis mainly (Hanawalt files) [36, 54] .
Due to the extension to powder neutron diffraction by Shull and Smart [36, 55] and
the development of crystal structure refinement by Rietveld [56] and the steadily grow-
ing computational power, powder diffraction became a very powerful tool for crystal
and magnetic structure determination and is often used even in place of single crystal
methods since the measurements are fast and the availability of powders is often much
easier than for (large) single crystals.
A rather detailed description of powder diffraction methods, powder X-ray and neu-
tron diffractometer and of the data treatment/analysis by Rietveld refinement is given
in the diploma thesis of the author [57].
In this work a Siemens D5000 diffractometer using monochromized Cu Kα and Cr Kα
radiation has been used for sample characterization. The precise measurement of the
lattice parameter as a function of temperature and pressure has been performed by means
of synchrotron radiation powder X-ray diffraction in several experiments at beamline B2
at Hasylab/DESY in Hamburg and beamline ID09A at the ESRF in Grenoble, France.
For crystal and magnetic structure determination purposes powder neutron diffraction
measurements have been performed at the SPODI diffractometer at FRM-II in Garching,
at the 3T.2 diffractometer and G4.1 diffractometer at the reactor Orphe´e in Saclay,
France, at the DMC diffractometer at pulsed neutron source SINQ at PSI in Villigen,
Swiss, at the PEARL diffractometer at the pulsed neutron source ISIS in Didcot, United
Kingdom, and at the D1A diffractometer, D2B diffractometer and D20 diffractometer
at the ILL in Grenoble, France.
3.2 Single crystal diffraction
If single crystals are available, single crystal X-ray diffraction is the more accurate
method for the determination of atomic positions and (thermal) displacement parame-
ter. In contrast to powder methods the intensity of a very large number of reflections in
reciprocal space can be measured precisely by ω-scans (or φ-scans).
In a scattering process the three-dimensional periodic electron density in the crys-
tal splits the X-ray beam in several components Fhkl, i. e. the scattering process is
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equivalent to a Fourier transformation of the electron density in the crystal and the
measured intensities are proportional to the square of the amplitude of the complex
structure factors Fhkl ≡ F−→G =
∑
i fj exp(−i ·
−→
G ◦ −→r j) with the atomic form factor
fj =
∫
dV nj(
−→r ) exp(−i · −→G ◦ −→r ) being the Fourier transformation of the electron den-
sity of the j-th atom. However, the phase of Fhkl is not measurable and, hence, the
Fourier transformation ρ(−→r ) = 1
V
·∑−→
G
F−→
G
· exp(i · −→G ◦−→r ) back to the electron density
in the crystal not possible. This is the well known phase problem of X-ray crystallog-
raphy. In a centrosymmetric crystal this phase problem is only limited to the determi-
nation of the sign (±). If a structure model could be derived by theoretical methods or
from a known related compound, this structure model has to be optimized/refined in
order to minimize the differences of the calculated and observed squares of the struc-
ture factors |F 2o − F 2c | (least squares refinement). In this work, the program Jana2000
[58] was used for these purposes and the structure refinement was based on F 2. A
measure for the quality of the obtained structure model are the residuals or R-values
R =
∑
−→
G
||Fo| − |Fc||/
∑
−→
G
|Fo| and Rw = [
∑
−→
G
w · (F 2o − F 2c )2/
∑
−→
G
w · (F 2o )2]1/2 with
weights w accounting for the accuracy of each individual reflection (in the simplest form:
w = 1/σ2 with the standard deviation σ(F 2o )). A third measure is the goodness of fit
GoF = [
∑
−→
G
w·(F 2o−F 2c )2/(n−m)]1/2 with the number of reflections n and the number of
refined parameters m. A more detailed description of single crystal X-ray methods and
theory can be found for example in Ref. [59]. The precise measurement of the electron
density by single crystal X-ray diffraction will be described in Chap. 4 and in Chap. 7.2
where the results of a synchrotron measurement are reported. In this work, a X8Apex
single-crystal diffractometer of Bruker using a CCD area detector and a Kryo− Flex
low-temperature device has been used for most single crystal X-ray diffraction measure-
ments. But also several synchrotron experiments have been performed at beamline D3
at Hasylab at DESY in Hamburg and several single crystal neutron diffraction mea-
surements have been performed at the HEIDI diffractometer and RESI diffractometer
at FRM-II in Garching and at the 5C.2 diffractomter at the reactor Orphe´e in Saclay,
France.
3.3 Triple-axis spectrometer
A triple-axis spectrometer (TAS) gives rise to the spectroscopic study of the dispersion of
phonons and magnetic excitations in a wide regime of energy and momentum transfer.
A drawing of the general design of a TAS is given in Fig. 3.1. The three axes being
responsible for the name of this instrument are the monochromator axis, the sample
axis and the analyzer axis. These axes are indicated by the gray transparent circles in
Fig. 3.1. The polychromatic neutron beam (Maxwell distribution) from the beam tube
inside the reactor gets collimated by a first collimator α0 (usually fixed), then hits a
monochromator crystal and gets diffracted according to Bragg’s law - see Eq. 2.1. Thus
only one wavelength with wavevector
−→
ki and its higher harmonics pass the collimator
α1 and reach the sample. With the collimators α2, α3 and the analyzer crystal all
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Figure 3.1: Schematic construction of a triple axis spectrometer.
scattered neutrons from the sample with a specific wavevector
−→
kf meeting the bragg
condition for the analyzer crystal can be scattered towards the detector where they will
be counted. Thus, the size of energy transfer ~ · ω = ~2
2·mn · (k2i − k2f ) and momentum
transfer
−→
Q =
−→
kf −−→ki can be controlled by selection of −→ki and −→kf . For an optimization of
intensity and intensity-to-noise ratio the monochromator crystal should be of a material
with a small unit cell volume V , a large nuclear structure factor F (∝ scattering length),
a low absorbtion coefficient, a small incoherent cross section and a rigid lattice (to
avoid scattering by phonons) [40]. 58Ni would be the ideal monochromator with no
incoherent scattering and a very large value of F/V [40]. The next best materials are Be
(for higher neutron energies) and pyrolytic graphite (PG) having an extremely strong
preferred orientation of the (0 0 L) planes [40]. The intensities can be further optimized
by choosing a focussing geometry of the monochromator (and analyzer). A vertical
focussing which does not alter the good energy and momentum resolution within the
scattering plane yields a factor of ∼4 more intensity [40]. For a further enhancement of
intensity a horizontal focussing configuration can be applied in addition. (In contrast
to vertical focussing, horizontal focussing influences the wavelength resolution.) In this
work, double-focussing monochromator and analyzer configurations have been used in
most of the inelastic neutron measurements.
Besides the mentioned key elements there are also several other elements which in-
crease the performance of a TAS, like shielding, energy filters, diaphragms and a moni-
tor. The shielding is necessary since the moderation is not perfect and also fast neutrons
(&200 meV) and gamma rays reach the monochromator. These fast neutrons need to
be scattered, moderated and absorbed by different materials. Hence, a bulky shielding
around the monochromator is needed. Additionally, lead may be needed to absorb the
gamma rays [40]. The energy filters are needed in order to filter the higher order neu-
trons. Since the maximum wavelength which can be diffracted by a crystal is twice the
largest d-spacing, polycrystalline materials like Be can be used as a higher order neutron
filter at a cold neutron source. For a thermal TAS a PG filter is used with the c-axis
parallel to the beam. The transmission conditions for this filter are rather complicated.
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However, a couple of incident neutron energies with a large transmittance and a strong
attenuation for λ/2 and λ/3 exists (near 14 meV, near 30.5meV etc.) [40]. Diaphragms
can be used to minimize the background in a TAS experiment. A monitor measures the
neutron flux behind the monochromator. Thus, measuring in a constant-kf mode is very
favourable since the angular dependence of the reflectivity of the analyzer is not changed
and the monitor can be used in order to account for the changes in the monochromator
reflectivity when changing ki.
In this work several inelastic neutron scattering experiments have been performed at
the IN8 spectrometer and IN20 spectrometer at the ILL in Grenoble, France, at the
PUMA spectrometer and PANDA spectrometer at the FRM-II in Garching and at the
4F.1 spectrometer at the reactor Orphe´e in Saclay.
3.4 Time-Of-Flight techniques
Time-Of-Flight (TOF) techniques are optimal for the maximum utilization of the white
neutron beam provided at pulsed spallation sources. TOF measurements base on the
relation between the energy or wavelength of the neutron and its velocity which follows
the law of de Broglie λ = h/(m · v). Hence, neutrons with higher energy arrive faster
at sample and detector than neutrons with a smaller energy or larger wavelength. This
time-structure of the detected signals allows to calculate the neutrons wavelength (mea-
sured after a time t) since the flight path l is known for each detector: λ = h · t/(m · l).
For elastic scattering the d-spacing of each reflection can be calculated by Eq. 2.1
(Bragg’s law): d = h · t/(m · l · 2 · sin(Θ)) [60]. Hence, the d-spacing is proportional to
the time-of-flight and a large number of Bragg reflections (depending on the wavelength
range) can be measured at only one fixed value of 2Θ which is in contrast to the con-
ventional powder methods for a monochromatic instrument as described in the diploma
thesis of the author [57]. Furthermore, the use of multiple detector banks increases the
statistics since the data of all detectors can be merged.
(a) (b)
Figure 3.2: (a) Schematic construction of a TOF spectrometer. (b) Distance-time plot.
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For inelastic neutron scattering the design of a chopper spectrometer is shown in
Fig. 3.2 (a). The white beam coming from the moderator of the pulsed neutron source is
running through a first background chopper (disk chopper) which prevents the neutrons
with higher than thermal (epithermal) energies from passing further into the spectrom-
eter where they thermalize and contribute to the background [60]. Disk choppers are
rotating disks with holes which would chop a continuous neutron beam into consecutive
parts. By synchronization to the proton beam hits epithermal neutrons can be cut off
[60]. A second Fermi chopper monochromatizes this white neutron beam. In the Fermi
chopper the hole in the middle is filled with several sheets of absorbing and transparent
material with a curvature optimized for specific energy ranges [60]. The incident neu-
tron energy can be selected by the phase of the chopper relative to the incident neutron
pulse [60]. At a reactor instead of a Fermi chopper a monochromator can be used and
a disk chopper divides the continuous neutron beam into pulses of neutrons. The result
is always the same - pulses of monochromatic neutrons arrive at the sample. Due to
scattering processes in the sample these neutrons with a fixed incident energy Ei gain
or lose energy and get diffracted in one of the various detectors in the detector bank.
This is drawn schematically in Fig. 3.2 (b). The black line corresponds to neutrons with
energy Ei. Most of the signal can be detected in this elastic line. Neutrons which arrive
earlier (later) at the detector have gained (lost) energy in an inelastic scattering pro-
cess in the sample. Applying the cosine rule to the scattering triangle one obtains
−→
Q 2 =−→
ki
2+
−→
kf
2−2·−→ki ◦−→kf ·cos(^(−→ki ,−→kf )), thus ~2·Q2/(2·m) = Ei+Ef−2·
√
Ei · Ef ·cos(^−→ki ,−→kf )
and finally ~2 · Q2/(2 ·m) = 2 · Ei − ~ · ω − 2 ·
√
Ei · (Ei − ~ · ω) · cos(^(−→ki ,−→kf )) [60].
Hence, each detector has a parabolic trajectory through (Q,ω)-space.
In this work, elastic TOF measurements have been performed at the PEARL diffrac-
tometer at the pulsed neutron source ISIS in Didcot, United Kingdom. Inelastic TOF
neutron scattering experiments have been performed at the FOCUS spectrometer at the
pulsed neutron source SINQ at PSI in Villigen, Swiss, at the IN4 spectrometer at the
ILL in Grenoble, France and at the TOFTOF spectrometer at FRM-II in Garching.
3.5 Some basic neutron scattering formulas
A neutron scattering experiment measures the probability that a neutron which arrives
at the sample with an incident wavevector
−→
ki is scattered into a state with wavevector
−→
kf .
Hence, the intensity is measured as a function of momentum transfer ~ ·−→Q = ~(−→ki −−→kf )
and energy transfer ~ · ω = ~2
2·m · (k2i − k2f ).
−→
Q is the so called scattering vector which
is (not) equal to a reciprocal lattice vector −→τ for a (in-) coherent elastic scattering
process with ω = 0. For inelastic scattering processes the scattering vector is equal to
the wavevector −→q of a magnetic or phononic excitation plus a reciprocal lattice vector,
i. e.
−→
Q = −→q + −→τ . The number of neutrons scattered into an angle element dΩ with
an energy transfer between ~ · ω and ~ · (ω + dω) is called the neutron scattering cross
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section which can be derived by Fermi’s Golden Rule [26, 41]:
d2σ
dΩdω
=
( m
2 · pi · ~2
)2
· kf
ki
·
∑
λi
pλi
∑
λf
|〈−→k f , λf |Û |−→k i, λi〉|2 · δ(~ · ω + Eλi − Eλf ) (3.1)
with the thermal population pλi of the initial state λi of the scattering system and the
final state λf .
For nuclear scattering the interaction operator of neutron and sample can be approx-
imated by the Fermi pseudo-potential since the nuclei have dimensions much smaller
than the wavelength of a neutron: U(−→r ) = 2·pi·~2
m
∑
i bi · δ(−→r − −→ri ) with the scattering
length bi of the i-th nucleus at
−→ri being of the order of 10−12 cm.
For magnetic scattering this operator Û is the product of magnetic moment operator
of the neutron and the magnetic field [26, 41]: µ̂
−→
H . In the case of an electron with
velocity −→ve and spin ŝ the magnetic field −→H can be decomposed to contributions of spin
and orbital motion [26, 41]:
−→
H = rot (−2 · µB · ŝ×−→r /r3) − e·−→ve×−→rc·r3 . From Eq. 3.1 the
following equation can be obtained for unpolarized neutrons (orbital angular momentum
quenched, one magnetic ion type) [26, 41]:
d2σ
dΩdω
= (γ ·r0)2 · kf
ki
·F (−→Q)2 exp(−2 ·W (−→Q))
∑
α,β
(
δα,β −Qα ·Qβ/Q2
) ·Sαβ(Q,ω) (3.2)
Sαβ(Q,ω) =
∑
i,j
exp(i·−→Q◦(−→ri−−→rj ))
∑
λi,λf
pλi < λi|Ŝαi |λf >< λf |Ŝβj |λi > ·δ(~·ω+Eλi−Eλf )
(3.3)
with Sαβ(Q,ω) the magnetic scattering function and F (
−→
Q) the magnetic form factor,
exp(−2 · W (−→Q)) the Debye-Waller factor, Ŝαi the spin operator of the i-th ion at −→ri
(α = x, y, z), γ the gyromagnetic ratio and r0 = 0.282 · 10−12cm. The pre-factor r0
indicates that the magnetic neutron cross section is of comparable magnitude as the nu-
clear cross section, the factor (δα,β −Qα ·Qβ/Q2) indicates that neutrons couple only to
magnetic moments perpendicular to the scattering vector and the factor F (
−→
Q) indicates
a decreasing signal with increasing value of Q since F (
−→
Q) is the Fourier transform of
the spatially extended spin-density.
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4.1 Theoretical aspects
4.1.1 The independant atom model
The basis of structure determination by X-ray diffraction is the adoption of spherically
distributed electron densities of the isolated atoms - therefore the name, independent
atom model. Such a description of the atomic electron densities yields, indeed, rather
good results in structure analysis and refinement and is common practice. But strictly
speaking, this assumption is just an approximation, which is only very successful for
the description of heavier atoms where the valence shell is just a small fraction of the
total electron density. For smaller atoms this assumption becomes less reliable and
finally for hydrogen, which has no core electrons at all, even wrong. In the case of
hydrogen, a structure refinement based on the independent atom model even yields
hydrogen positions which are shifted along the bond towards the bonding atom as its
electron density is remarkably displaced along the bond [61]. Such deviations in the
positional parameters appearing for hydrogen atoms can be of the order of 0.1-0.2 A˚ [62,
61] and can be easily revealed by comparison with neutron diffraction measurements. As
can be seen from this example, the independent atom model is also not able to describe
dipole electrostatic moments and charge transfer occurring between atoms of different
electronegativity. Furthermore, the location of valence electrons and the occupation of
orbitals within orbitally ordered materials, can not be described.
4.1.2 The κ Formalism
The spherical atom κ formalism is a first modification of the independent atom model. In
this first, rather simple approach the valence electrons are separated from the inner core
shells and described by two new variables - a parameter κ which describes the expansion
or contraction of the valence shell and P v which describes the valence shell population
[61]. Thus, it becomes possible to describe the population and radial dependence of the
valence electron shells and also enables charge transfer between atoms. The electron
density in the κ formalism is defined as follows [61]:
ρ(r) = ρcore(r) + ρ
′
valence(κ · r) = ρcore(r) + P v · κ3 · ρvalence(κ · r) (4.1)
From this equation, the structure factor can be calculated as
F (G) =
∑
j
(Pj,c · fj,c(G) + Pj,v · fj,v(G/κ))× exp(2 · pi · i ·G ◦ rj × Tj(G)) (4.2)
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with the scattering factors fj,c/v being the Fourier transform of the valence density com-
ponent scaled to one electron, Pj,c/v being the populations of core and valence electron
shells and Tj being the temperature factor [61]. Structural analysis based on the κ
formalism is able to observe net charges and dipole moments in agreement with the
electronegativity of the atoms and other experimental/theoretical methods[61].
4.1.3 Multipole formalism
The next step exceeding simple spherical electron density approximations is the de-
scription of the electron density by non-spherical density functions, in the simplest case
atom-centered functions. More sophisticated models either are problematical during the
refinement or the interpretation of results is not easy [61]. Inspired by the s,p,d,... or-
bitals of the hydrogen atom the density functions are products of angular functions of
θ and φ with certain radial functions of r. In principle the angular density functions
dlm±(θ, φ) are linear combinations of the complex spherical harmonic functions Ylm:
dlm+(θ, φ) = N
′
lm · Pml (cos(θ)) · cos(m · φ) (4.3)
dlm−(θ, φ) = N ′lm · Pml (cos(θ)) · sin(m · φ) (4.4)
with Pml (cos(θ)) being the associated Legendre functions and N
′
lm some appropriate
normalization factor [61]. For the radial functions an approach based on the Slater type
radial functions of hydrogen orbitals omitting the radial nodes has been made:
Rl(r) = κ
′3 · ζ
nl+3
l
(nl + 2)!
· (κ′ · r)n(l) · exp(−κ′ · ζl · r) (4.5)
with κ′ being an additional expansion parameter for the aspherical deformation functions
being, generally, more diffuse than the spherical component of the valence density and
thus needing an own expansion parameter [61]. The single-Slater ζl values for all sub-
shells can be found in tables and the coefficients nl obey the equation nl > l [61].
Thus, in the multipole formalism, the electron density is described by the following
equation:
ρ(r) = Pc · ρc(r) + Pv · κ3 · ρv(κ · r) +
lmax∑
l=0
κ′3 ·Rl(κ′ · r)×
l∑
m=0
Plm± · dlm±(θφ) (4.6)
A Fourier transformation of the electron densities yields the atomic form factors ac-
cording to the multipole formalism and the final structure factor can then be calculated
analogue as shown in the κ formalism taking into account the additional terms from the
multipole formalism.
4.1.4 The residual electron density
The residual electron density ∆ρ(r) is the difference of the total observed electron density
and the calculated electron density. To calculate ∆ρ(r) a Fourier transformation of the
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complex coefficients ∆F has to be performed. Thereby, ∆F is the difference between
the observed and calculated structure factor [61]:
∆F = Fobs(H)/scale− Fcalc(H) (4.7)
Thus, the residual electron density is given by the following Fourier summation:
∆ρ(r) = ρobs(r)− ρcalc(r) = 1
V
∑
H
∆F · exp(−2 · pi ·H ◦ r) (4.8)
Usually, the structure model used for the calculation of Fcalc is obtained from an indepen-
dent atom model based on spherically averaged electron densities of the isolated atom;
see Chapter 4.1.1. This model is a very good approximation, especially for heavier ions
having the bulk of electrons in the core shells. But it fails in describing the electrons of
valence electrons which do not have spherically distributed densities. In such a case, Eq.
4.8 is able to reveal electron densities of valence electrons, especially in orbitally ordered
materials. Eq. 4.8 is a frequently used tool in structure analysis for the detection of
shortcomings of the structure model in a structure refinement as it also reveals missing
or wrongly set atoms etc. (see Chap. 7.1 for an example).
If a refinement with the multipole formalism has been performed, the refined electron
density distribution also can be visualized by the multipole deformation map. The
static multipole deformation map is the Fourier transform of the part of the calculated
structure factors originating from the multipole formalism. The dynamic multipole
deformation map also considers the (thermal) displacement parameters in these structure
factors. But the electron density can be also visualized directly in real space by the
charge density map which plots the electron density of all or only the valence electrons
in real space. For an example of both, see Chap. 7.2.
4.2 Sample preparation
4.2.1 Sample shape and absorbtion correction
The sample shape is very important for electron density measurements as for a very
irregular sample shape it is impossible to accurately calculate the absorbtion effects of
the sample. This is especially important if smaller incident energies are used in the
X-ray diffraction measurement or with rising value of µ · R of the measured sample.
Although numerical methods as the analytical [63] (or Gaussian quadrature...) methods
probably yield the best absorption corrections, they are often not well applicable as the
crystal faces are not well defined and can not be exactly measured or indexed. Also
spherical/cyclindrical corrections are only accurate for perfectly shaped specimens. To
cope with irregular sample shapes, semi-empirical methods have been developed. If
there is a sufficiently large redundancy in the data set, multiscan absorbtion correction
methods like described in Ref. [64] can be applied, analyzing the intensities of equivalent
reflections using a multipolar spherical harmonic expansion. Such a multiscan absorbtion
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correction is implemented in the program SADABS [65] of the Apex Suite of Bruker [66].
These corrections work remarkably well. However, a perfect description would require
an extremely large redundancy only for correcting the absorbtion effects of an irregular
sample shape. As the measuring time has to be very large for all images/reflections
in order to measure precise intensities, especially for weaker reflections, there has to
be made a compromise between measuring time and redundancy. An electron density
measurement will, therefore, always suffer from the imperfect crystal shape put in the
beginning. In this work, large effort has been made in order to receive close to perfectly
shaped spherical crystals. Therefore, the sphere milling single crystal ball mill described
in Ref. [67] was rebuilt and slightly modified with different top frames of varying exhaust
radii and filter mesh widths in order to find the best milling conditions for each sample.
The milling conditions of different samples distinctly vary depending on hardness and
shape of the starting material. Whereas fully three-dimensional systems are more easy
to handle, a quasi one-dimensional system like LiV2O5 - having the shape of long narrow
needles which also survives after grinding - is an extremely challenging material as one
can imagine (see Chapter 7.2).
The errors in the intensities for spherical samples arising from non sphericity in the
sample shape have been calculated in Ref. [68]. The deviations from spherical shape
(σ(r)/r) of the samples prepared for electron density measurements in this work were
determined by averaging over a series of measurements under a Leica MZ16 stereomi-
croscope. A multiscan absorbtion correction was applied to all measurements performed
at the Apex single crystal diffractometer. Only, for measurements performed at the
synchrotron with high incident energies, where the absorbtion effects are minimal, a
spherical absorbtion correction was applied for the almost perfectly spherical samples.
4.2.2 Sample stick/holder
Besides the perfect spherical sample shape there is another important point of sample
preparation. The form of the (boro-silicate) glass capillary holding the sample turned
out to be responsible for a sizeable contribution to the background in the (2Θ) low-
angle region. The background of a standard (boro-silicate) glass capillary is shown in
Fig. 4.1 (a). A rather large amount of diffuse intensity is found around the shadow of
the beam-stop. From this observations it is obvious, that the glass capillary affects the
measurement as it scatters (absorbs) also some intensity of the direct beam and also
contributes to a larger background. Both effects might also alter in magnitude with
the relative orientation of the glass capillary to the direct beam. These effects can not
be corrected in any absorbtion correction procedure. In order to avoid this unknown
influence of the glass capillary (plus glue), these effects of the sample holder had to be
minimized. Therefore, in a first attempt, the glass capillary has been elongated under
heat similar as is done by a glass-blower for macroscopic pieces of glass. Thus, only a very
narrow, pointed tip is formed during this heat treatment. As can be seen in Fig. 4.1 (b),
this narrowed, peaked glass capillaries contribute to a reduced background. Therefore,
all common single crystal X-ray diffraction measurements within this work have been
performed with spherical ground crystals mounted on the tip of such a narrow, pointed
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Figure 4.1: Images collected at the Apex single crystal diffractometer [66] for about similar
measurement conditions (χ, ω, 2Θ) but using different sample sticks: (a) with a
standard 0.1 mm glass capillary as is usually used for such kind of measurements,
(b) with a narrowed glass capillary used in this work for all single crystal diffrac-
tion measurements, (c) with a carbon fibre for electron density measurements and
(d) with a glass capillary specially modified for electron density measurements.
The blue arrow indicates additional reflections from the carbon fibre. The bright-
ness of each pixel indicates the relative measured intensity (dark-red to white).
The images collected in electron density measurements (c-d) exhibit distinctly
less background from the sample stick.
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glass capillary treated with heat. But as there is still some background left even from
this minimal mass of glass (plus glue) in the narrow glass tip, additional improvements
had to be made. Instead of glass capillaries, carbon fibres contribute to a much reduced
background as can be seen in Fig. 4.1 (c). Therefore, carbon fibres were used for several
electron density measurements in this work. However, carbon fibres cause unwanted
additional reflections. Such a reflection is indicated by a blue arrow in Fig. 4.1 (c). In
order to cope with these unwanted effects, a self-written program checked for overlap
with such reflections. But the further improvement of the method creating narrow
peaked glass capillaries with heat finally lead to the construction of long, extremely
narrow glass fibres which remain stable and which at the same time do neither vibrate
nor break during rotation in ω- or φ-scans. Applying the spherical samples on these long
and extremely narrow (but stable) tips of such glass fibres leads to a similar background
reduction as the use of carbon fibres but without any additional reflections caused by
the fibre - see Fig. 4.1 (d). Of cause, a minimum use of glue is as important.
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For the study of physical properties of condensed matter it is often essential to have
high quality single crystals of the compound of interest as many investigation techniques
depend on having single crystals. Especially for most neutron scattering experiments
even large single crystals of the order of cm3 are needed. Furthermore, in polycrystalline
samples the properties of the grain boundaries alter or sometimes even overrule the
properties of the bulk material itself as can be seen for example in the resistivity of
CrO2 (see also Chap. 8.1).
In this work, the floating zone technique was used for growing single crystals.
5.1 Floating zone technique
The floating zone technique using a floating zone image furnace has established as a
standard technique for preparation of transition metal oxide compounds in the past
years.
Figure 5.1: (a) Sketch of a floating zone furnace (see text). (b) Temperature distribution in
the four mirror design [69] (top view). (c) Temperature distribution (side view).
The principle is as follows: four opposing ellipsoidal reflecting mirrors surround halo-
gen lamps mounted at one side focal point of each mirror in a way that their light gets
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focussed on the other side focal points. Here, the sample rod is mounted. Fig. 5.1 (a)
shows a sketch of the floating zone crystallization technique. By increasing the lamp
power, finally a molten zone is established which is held between the two solid sample
rods by its surface tension. One of these rods is the seed rod, the other the feeding rod.
The theoretical maximum stable length of the floating zone amounts to l = λ×√σ/ρ · g,
where σ is the surface tension, ρ the density, g the gravitational acceleration and λ cal-
culated to be 2.84 [70], 2.67 [71] or 2.62 [72]. The actual length of the zone depends on
the lamps and the size of the filaments. Now, the molten zone can be translated along
the length of the feeding rod by slowly moving the mirror system up - of cause with a
well defined growth rate. Thus, the molten material recrystallizes on the seeding rod
while new material is molten at the feeding rod end; see also Fig. 5.1 (c). Due to a sur-
rounding quartz tube a controlled atmosphere can be applied during the growth process
using reductive, inert or oxidizing gas flows with pressures up to 10 bar depending on
the needs of the crystal system. The seeding and feeding rods have to be pressed and
often also sintered before mounting them on the upper and lower shafts. Of cause, the
chemical composition and stoichiometry of the feeding rod and a thorough mixture of
the educts, for example achieved by thorough grinding, is also essential for a successful
growth. As a seeding rod one can use either a seeding crystal or polycrystalline material
or even not reacted educts, if no single crystal of the same composition is available. In
the first case, it is likely that the crystal starts directly growing on the seeding crystal
with the same orientation, if all other growth parameters are also correct. The upper
and lower shaft can be rotated with independent velocities which has influence on the
flow of the melt and is necessary for a good mixture of the molten zone as well as for
stabilizing the liquid [73] during the whole growth process. Additionally, the Marangoni
convection which affects the flow pattern and temperature distribution of the melt can
be influenced [74]. The temperature distribution of the melt for a four lamp system can
be seen in Fig. 5.1 (b) [69]. It is rather homogeneous compared to two lamp-systems with
a pronounced sinusoidal temperature distribution. Fig. 5.1 (c) shows the temperature
distribution from a side view. Within the hottest region, the molten zone is created, but
there is also a region of high temperatures directly above and below which is affected
by the filament size and where undesirable effects can occur if the liquid moves into this
zone driven by the capillary force and causes objectionable pre-reactions. Two other
very important growth parameters are the lamp power and the growth rate. The lamp
power has to be high enough in order to melt all educts completely, especially if educts
with different melting points were cold-pressed together directly without any previously
applied solid state reaction or sintering. However, too high lamp power reduces the
surface tension as well and it also contributes to stronger evaporation. In such systems,
lamp power and growth rate are not independent and have to be adapted to each other.
A too fast growth rate is also very harmful for the crystallization process and leads to
twinned, polycrystalline or even not well reacted products. If all growth parameters are
correct, large single crystals can be grown. The floating zone furnace used in this work
is a model from CSI [75].
In Fig. 5.2 (a) an image taken during the growth-process of the HoTiO3 crystal
ACK122 is shown. The bright area in the middle is a mirror image of the filaments
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(a) (b)
Figure 5.2: Two snapshots during the growth of HoTiO3 ACK122.
of the 1000 W lamps generating the heat which establishes the molten zone. Above is
the feeding rod and below the recrystallized material. A large facet can be seen in the
middle of this crystal. This facet is very symmetric and extends over the whole length of
this crystal. After a ∼180◦ rotation the image in Fig. 5.2 (b) was collected. As can be
seen there is another very large facet in the middle which is exactly opposed to the first
one and which extends also over the whole crystal length (from the bottom up to the
molten zone). The appearance of two facets symmetrically on both sides of the crystal
is indicative for a single crystal.
The advantage of the floating zone technique compared to other methods like for
example the Czochralski technique is first of all the prevention of any contaminations
by the crucible, which might be a severe problem for compounds with high melting
points. Furthermore, due to the closed sample chamber and the use of reductive, inert
or oxidizing atmospheres with well defined pressure the growth of materials with higher
vapor pressure becomes also possible. Additionally, the speed of the crystal growth is
rather fast, the shape of the grown crystal controllable and the crystal size rather large
if compared with some other techniques like chemical transport where crystallization is
carried out via the gas phase and the obtained crystals with irregular shape are often
only of mm size.
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5.2 Y1−xCaxTiO3
For the synthesis of the first titanate crystal within this work, YTiO3, which is the
parent compound of the Y1−xCaxTiO3-system a standard solid state reaction was tried.
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Figure 5.3: Powder X-ray diffraction patterns of (a) AK001 and (b) ACK002 ; black cricles:
measured data (Iobs), red line: Rietveld fit (Icalc), blue line: Iobs − Icalc, green
bars: bragg peak positions.
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Assuming the solid state reaction 1
2
×Y2O3 + 12×Ti2O3 → YTiO3 would take place a
stoichiometric mixture of Y2O3 and Ti2O3 was ground thoroughly in an agate mortar for
about 45 minutes and pressed into pellets using a hydraulic press under application of
10-15 kbar pressure. Then, this pellet was put into an airtight chamber furnace (’ZEUS’ )
and heated with a temperature ramp of 300◦C/h up to 1600◦C. At this temperature the
sample was left for 24 h. A constant atmosphere of 0.4 bar Ar was applied during the
whole sintering process. The final product (sample AK001 ) derived by this procedure
has a white color. An examination by powder X-ray diffraction reveals an absolutely
pure Y2Ti2O7 pyrochlore phase with space group Fd3¯m and 10.09 A˚ lattice parameter;
see Fig. 5.3 (a). Obviously the corundum tube of the chamber furnace is not fully
airtight at higher temperatures and the YTiO3-mixture becomes fully oxidized.
Another 21 solid state reactions have been tried in two airtight chamber furnace
(’ZEUS’ and ’GERO’ ). In these 21 additional growth processes, the total nominal oxy-
gen content of the composition of the starting material was reduced by the exchange of
Ti or TiO for Ti2O3. Thus, a bunch of different nominal oxygen compositions ranging
from YTiO2.95 to YTiO2.75 and finally, also YTiO2.5 has been tried this way. In all of
these compounds (AK002 to AK022 ) large amounts of the impurity phase (Y2Ti2O7
etc.) could be detected in powder X-ray diffraction measurements. Also the use of car-
bon as a ’getter’ for the oxygen and the use of a sealed Mo-container and, further, the
use of welded Ta-vials did not avoid the growth of impurity phases as titanium is highly
reactive and reacts with any residual oxygen or with the container material Mo or Ta.
Ti even reacts with Pt which has been put into the sealed Mo-container in order to avoid
the reaction with Mo. Therefore, the whole method seems not to be appropriate for the
clean preparation of YTiO3.
Figure 5.4: Photo of an deoxidized Y1−xCaxTiO3-crystal (left) and a block of TiO (right).
In order to get pure single crystals of Y1−xCaxTiO3 a floating zone image furnace has
been used for the crystal growth (see Chap. 5.1). This furnace has the advantage of
a controllable atmosphere and avoids any reactions with the crucible material. There-
fore, it is a very favourable method for the growth of titanates. Nevertheless, the first
tries in growing Y1−xCaxTiO3-crystals were not successful. Using forming gas (mixture
of ∼95% N2 and ∼5% H2) as an atmosphere results in severe reduction of the whole
crystal (ACK001 ). The growth of a single crystal was prevented by the formation of
an unidentified yellow/golden impurity phase surrounding the whole reacted compound,
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Figure 5.5: From left to right: photographs of Y0.667Ca0.333TiO3 (ACK015 ), Y0.64Ca0.36TiO3
(ACK016 ), Y0.8125Ca0.1875TiO3 (ACK045 ), Y0.75Ca0.25TiO3 (ACK044 )obtained
by the floating zone technique.
which can be seen on the crystal in the left part of Fig. 5.4. In the right part of this
figure, a solid block of TiO is shown which has a very similar color as the impurity
phases found in the deoxidized titanate compounds which are, hence, most likely Ti2+-
compounds. Thus, forming gas is a too strong deoxidising/reducing gas which can not
be controlled easily and which may also give rise to possible reactions of nitrogen with
the titanium since TiN is a very stable compound. Therefore, an argon atmosphere was
applied throughout most of all further crystal preparation processes (see Chap. 5.7).
However, the next try using an argon atmosphere resulted in the appearance of strong
pyrochlore impurity phases. In Fig. 5.3 (b) a two phase fit for Y1−xCaxTiO3 and a
pyrochlore phase is shown. These results indicate an excess of oxygen. Either the argon
atmosphere in the sample chamber contains small impurities of oxygen or the educt
Ti2O3 contains some excess oxygen. Indeed, the analysis of Ti2O3 by TGA indicates
an oxygen excess of about 0.3%. This oxygen excess in the starting material has to be
compensated by the removal of some oxygen from the starting materials. Furthermore,
some material evaporates during the growth process and deposits on the quartz glass
tube. The analysis of the evaporated material by EDX reveals Ti and Ca as the evap-
orating elements. Therefore, the appropriate concentration of all starting materials has
to be found and in general the evaporation of Ti, Ca has to be counterbalanced. As
the evaporation rate is very sensitive on the heating power and the growth rate, the
three parameters of chemical doping have to be adjusted very carefully for the two
chosen growth parameters with an accuracy of about 0.1-0.2%. A somewhat higher Ti-
concentration leads to a higher melting point and the accumulation of Ti in the melt,
which causes a rising melting point during growth process and the occurrence of the
same yellow impurity phase found in the sample ACK001 which was grown with form-
ing gas. As Ca-doping leads to an increase of the melting point, these three parameters
have to be re-adjusted for every Ca-concentration again. The excess Ti was in gereral
of the order of 0.5% but can be reduced to zero if the heating power is reduced. A
similar growth technique was described for the manganite synthesis in Ref [76]. With
this technique, no excess Ti or Ca is needed and only the excess oxygen from the Ti2O3
starting material has to be taken into account. However, this crystal growth process is
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very difficult as shaft rotations, heating power, growth rate and the movement of the
feeding rod into and out of the melting zone have to be adjusted very frequently during
the whole growth process but it has the advantage that no undesirable by-products can
emerge. Furthermore, the Ar-gas flow and pressure are also important parameters as
all other parameters like chemical doping, heating power and growth rate have to be
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Figure 5.6: Powder X-ray diffraction patterns of (a) ACK011 and (b) ACK013 ; black cricles:
measured data (Iobs), red line: Rietveld fit (Icalc), blue line: Iobs − Icalc, green
bars: bragg peak positions. The inset idicates an enlargement of the region
marked with the blue box.
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adjusted taking the gas flow and pressure into account. Probably, the Ar gas contains
some oxygen impurities, as a higher gas pressure or gas flow have to be counterbalanced
by chemical doping. Additionally, the titanate crystal growth suffers from segregation
effects. Moving the melting zone a distance l leads to a concentration gradient in the
recrystallized part as the concentration of a solvent in a liquid (cl) and in the solid phase
(cs) are not equal in the thermal equilibrium [77]: on the side of the feeding rod material
with a concentration of cini enters the melting zone and on the other side this material
recrystallizes with a concentration cs = k · cl 6= cl. Thus, the concentration of this
material in the floating zone is raised or lowered depending on whether k is smaller or
larger than 1. If no concentration gradient was applied over the whole feeding rod in the
Y1−xCaxTiO3-synthesis, impurity phases could appear in the further growth process or a
pulldown of the floating zone could be unavoidable or, in the simplest case, the beginning
and the end of the grown crystal have different properties, for example in the electrical
(a) (b)
(c) (d)
Figure 5.7: Laue photos of crystal ACK011 (a,b) and ACK044 (c,d).
38
5.2 Y1−xCaxTiO3
1 2 0 1 6 0 2 0 0 2 4 0 2 8 0 3 2 00
5 0 0 0
1 0 0 0 0
1 5 3 1 5 4 1 5 5 0
5 0 0
1 0 0 0
1 5 0 0
1 9 8 1 9 9 2 0 0 2 0 1 2 0 21 0 9 1 1 0 1 1 1 1 1 2 1 1 30
5 0 0
1 0 0 0
1 5 0 0
- 0 . 1 0 - 0 . 0 5 0 . 0 0 0 . 0 5 0 . 1 0- 2 . 1 0
- 2 . 0 5
- 2 . 0 0
- 1 . 9 5
- 1 . 9 0

K (r
.l.u.
)
( a )
( 0  - 2  0 )
1 . 9 0 1 . 9 5 2 . 0 0 2 . 0 5 2 . 1 0- 0 . 1 0
- 0 . 0 5
0 . 0 0
0 . 0 5
0 . 1 0( b )
( 2  0  0 )
 K (
r.l.u
.)

( c )
 
 
cou
nts 
(a. u
.)
ω 	
( 2 0 0 )( 0 2 0 )( 1 1 0 )( 0 0 2 )
( f )
 cou
nts 
(a. u
.)
 
ω  	
( 0 0 2 )( e )
 
ω  	
( 0 2 0 )   ( d )
 
 
cou
nts 
(a. u
.)
ω  	
( 2 0 0 )
Figure 5.8: (a-b) Elastic neutron scattering intensity of Y0.64Ca0.36TiO3 ACK017 measured
within the HK-plane with a 15’-S-40’ collimation. (c) Large rocking scans (ω-
scans) for different reflections with 15’-S-40’ collimation. (d-e) Rocking scans of
single reflections with 15’-S-10’ collimation.
resistivity etc. Therefore, a gradient of Ti, O (Ca) has been applied over the whole feed-
ing rod, which had to be adjusted for each Y1−xCaxTiO3-compound depending on the
Ca concentration, the chosen growth conditions like growth rate, heating power or argon
flow and on the amount of the Ti-/Ca-/O-doping. In order to get a more continuous
distribution of this gradient, the whole feeding rod was made of more than six different
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parts by filling a rubber tube successively with starting materials of slightly changing
concentration yielding a more continuous distribution over the whole rod followed by
pressing the tube in a hydraulic press. If the feeding rod was divided into two or three
different parts only, an abrupt change of the growth conditions could be observed when
the neighbouring part enters the floating zone. Such an abrubt change can even induce
the pulldown of the floating zone, if the gradient is large enough. However, these effects
can be fine tuned also by the Ar gas flow. Oxygen rich and oxygen poor melting zones
have slightly different properties of the liquid. If a change of the melt is recognized early
enough during the growth, the Ar- gas flow or pressure can be lowered or enlarged in
order to balance the melt again. Of cause the heating power has to be adjusted again,
if the pressure is changed.
Fig. 5.5 shows some of the Y1−xCaxTiO3 single crystals grown in this work by
the floating zone technique and in Fig. 5.6 the X-ray powder diffraction patterns of
(a) Y0.90Ca0.10TiO3 and (b) Y0.80Ca0.20TiO3 are shown. As can be seen in the inset of
these figures, there is no oxidized pyrochlore impurity phase. In Fig. 5.7 (a-b) two Laue
photos of Y0.90Ca0.10TiO3 from the front side and the 180
◦ rotated backside of a ∼cm
large crystal are shown. These Laue photos obtained from both sides of the crystal
indicate the single crystallinity.
The Y0.64Ca0.36TiO3 crystal was also examined at the 3T.1 diffractometer at the re-
actor Orphe´e in Saclay, France. A collimation of 15’-S-40’ has been used for these
measurements. Large rocking scans of various reflections are shown in Fig. 5.8 (c).
Only the expected number of reflections is visible in an ω-range of more than 180◦.
This indicates that there are no crystallites in this single crystal. In Fig. 5.8 (a-b) the
neutron scattering intensity maps of Q-scans within the reciprocal HK-plane are shown.
Red (rosy) regions are regions of high intensity and dark blue areas are regions of low
intensity. These scans indicate that this single crystal of .cm3 dimension is untwinned.
Also a single crystal neutron diffraction measurement performed with this crystal at the
5C.2 diffractometer at the reactor Orphee in Saclay, France exhibits no indications for
twinning. Scans with 15’-S-10’ collimation are shown in Fig. 5.8 (d-f) indicating a quite
fair mosaic spread of the crystal which amounts to 0.59(7)◦ for the (002) reflection and
0.83(11)◦ and 0.90(9)◦ for the (020) and (200) reflections.
The stoichiometry of the Y1−xCaxTiO3-samples was tested by EDX measurements
over the whole crystal length. These measurements prove the overall stoichiometry of
the Y1−xCaxTiO3-single crystals grown in this work. However, the accuracy of EDX
measurements is not perfect as these measurements suffer from some uncertainties. For
example the chosen standard materials for calibration may not be appropriate reference
materials for the Y1−xCaxTiO3-system and the shape of the crystal surface may alter the
intensities of lighter versus heavier elements etc. Therefore, also complementary single
crystal X-ray diffraction measurements have been performed in order to get additional
information about the Ca-content. Especially, some synchrotron radiation single crystal
X-ray diffraction measurements which have been performed for Lu1−xCaxTiO3 etc. give
very accurate Ca compositions (which differ from the according EDX measurements).
In Tab. 5.1 the Ca-concentrations determined by single crystal X-ray diffraction mea-
surements are shown together with the values of EDX measurements. Also the goodness
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Figure 5.9: TGA measurement of Y0.64Ca0.36TiO3 (ACK016 ), red: temperature curve, blue:
sample mass.
of fit, R and weighted R-values of the X-ray measurements are listed.
crystal x (nom.) x (EDX) x (X-ray) GoF/R/Rw δ (TGA)
ACK011 0.10 10.3(2)% 1.74/2.16%/3.17% 0.001(1)
ACK012 0.10 11.7% 0.010(1)
ACK013 0.20 21.1(2)% 1.68/1.88%3.46%
ACK015 0.333 33.8% 33.9(2)% 1.78/1.81%/2.62% 0.005(1)
ACK016 0.36 36.1% 34.2(2)% 2.49/1.95%/3.37% -0.013(1)
ACK017 0.36
ACK027 0.45 44.2%
ACK044 0.25 22.7% 22.9(2)% 2.52/1.77%/2.91% -0.007(2)
ACK045 0.1875 19.4% 19.8(4)% 1.99/1.97%/3.70% -0.005(1)
ACK047 0.5 49.8(3)% 1.78/1.57%/2.91%
ACK083 0.37 0.018(1)
ACK088 0.5 -0.009(1)
ACK090 0 - - - -0.010(1)
HR08+71 0 0.025(1)
HR99+100 0.38 0.012(1)
HR120 0.35 0.007(1)
HR139 0.5 0.020(3)
HR155 0.55 0.016(1)
Agung 0.40 0.046(1)
Table 5.1: Calcium and oxygen content of Y1−xCaxTiO3+δ determined by EDX, single crystal
X-ray diffraction and TGA respectively.
Furthermore, the oxygen content has been determined by TGA after some improve-
ments of the measuring sequence. The main improvement of the new measuring sequence
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is a sintering process of the sample at 130◦C for 15 minutes in an inert gas flow (N2)
before the oxidation process in order to get rid of any water etc. After this sintering at
130◦C, the sample was cooled down to 25◦C again and, then, the gas flow was changed
to O2 and an oxidation process at 1000
◦C has been started. The whole measurement is
shown in Fig. 5.9. The (starting) oxygen composition in the Y1−xCaxTiO3+δ-compound
can be calculated from the change of mass in this chemical reaction of titanium with
oxygen: Y1−xCaxTiO3+δ + 1−x−2·δ4 ·O2 −→ 1−x2 ·Y2Ti2O7 + x·CaTiO3. The excess oxygen
δ is listed for the Y1−xCaxTiO3+δ-compounds grown in this work in Tab. 5.1.
In general, the oxygen stoichiometry as well as the Ca-composition could be adjusted
quite well within the accuracy of each measurement technique by the synthesis route
described in this chapter. For a comparison, the oxygen content was also measured for
Y1−xCaxTiO3-samples synthesized in Ref. [78] and listed in Tab. 5.1. Obviously, these
samples tend to have a slightly larger oxygen excess than the samples grown in this work.
Also the Y1−xCaxTiO3-crystals grown by A. Nugroho exhibit severe oxygen problems.
In Fig. 5.10 the lattice parameter of several Y1−xCaxTiO3-samples grown in this work
(0 ≤ x≤ 0.5) determined by powder X-ray diffraction are shown. For the exact de-
termination of the lattice parameter, Si was used as a standard. As can be seen in
Fig. 5.10 (d) the unit cell volume decreases with hole doping. Thus, a differing oxygen
or calcium concentration would induce changes in the lattice parameter and unit cell
volume. The lattice parameter of the crystals grown in this work (circles) exhibit very
similar values as the lattice parameter reported in Ref. [79] (triangles) which underlines
the stoichiometry of the samples grown in this work.
In summary, untwinned single crystals of Y1−xCaxTiO3 having close to stoichiometric
Ca and O compositions have been grown by the synthesis route developed in this work.
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5.3 RTiO3
Figure 5.11: Unit cell of the undistorted
perovskite AMX3 with corner-
sharing MX6-octahedra.
The crystal synthesis of rare earth ti-
tanates was focussed on the growth of fer-
romagnetic RTiO3-single crystals. Among
this group crystals with R = Gd, Tb,
Dy, Y, Ho and Yb have been grown
in this work using the floating zone im-
age furnace. Therefore, a very simi-
lar crystal synthesis procedure as for the
Y1−xCaxTiO3-system described in Chap.
5.2 has been applied. In this chapter the
growth optimization and control process
will be reported in detail on the exam-
ple of GdTiO3. Although the RTiO3 crys-
tal growth is more simple due to the ab-
sence of Ca, all growth parameters have to
be adjusted for each system again. Espe-
cially, the growth of RTiO3 with smaller R-ionic radii turned out to be rather difficult.
The reason might be that the well-known Goldschmidt tolerance factor t [80], defined
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Figure 5.10: (a-d) Room-temperature lattice parameter and unit cell volume of ACK090,
ACK011, ACK045, ACK013, ACK044, ACK015, ACK016, ACK083 and
ACK088 (circles) and from Ref. [79] (triangles).
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Figure 5.13: Powder X-ray diffraction patterns and Rietveld fits for YTiO3 ACK090 and
HoTiO3 ACK122 ; black cricles: measured data (Iobs), red line: Rietveld fit
(Icalc), blue line: Iobs − Icalc, green bars: bragg peak positions.
by Eq. 5.1
t =
rA + rX√
2 · (rM + rX)
(5.1)
is already too far away from the ideal value of 1 for these type of perovskite compounds.
For the ideal closed packing the A-X bondlength has to be
√
2 times larger than the
M-X bond lengths (green lines in Fig. 5.11). Hence, the tolerance factor is 1 for the
ideal, undistorted perovskite structure. In the titanate series, only EuTiO3 and SrTiO3
have the ideal perovskite structure with a 3d0 configuration of the Ti4+-ion. But as the
ionic radius of the Yb3+-ion is about 0.27 A˚ smaller than the radius of the Sr2+-ion (for
a coordination of 8) [82], the tolerance factor is far from the ideal value of 1. This effect
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Figure 5.14: Lattice parameter and unit cell volume of RTiO3 (R = Gd, Tb, Dy, Y, Ho
and Yb). Circles denote the values for ACK043, ACK121, ACK115, ACK090,
ACK122 and ACK123 grown in this work and triangles the lattice parameter
from Ref. [81]
Figure 5.15: Laue photos from two sides of DyTiO3 (ACK115 ).
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is even enhanced as the Ti3+-ion in YbTiO3 has an about 10% larger ionic radius than
the Ti4+-ion in (Sr/Eu)TiO3. Unfortunately no ionic radius for a coordination of 12
is given for the Yb3+-ion in Ref. [82]. But a linear extrapolation of the given values
for coordinations of 6, 7, 8 and 9 to a value of 12 indicates an extrapolated radius of
1.215 A˚ (compared to 1.44 A˚ for SrTiO3). Assuming this extrapolated ionic radius for
the Yb3+-ion, the tolerance factor decreases from 1.009 for SrTiO3 to 0.928 for YbTiO3.
Probably, this rising deviation from the ideal close-packing makes the growth of RTiO3
with smaller R-ionic radius more difficult. One try to grow LuTiO3 with an even smaller
R-ionic radius than for YbTiO3 was not successful.
Figure 5.12: Photos of RTiO3
crystals (top down:
YTiO3, SmTiO3,
DyTiO3, GdTiO3,
TbTiO3, HoTiO3
and YbTiO3).
Finally, RTiO3 with smaller R-ionic radius have
been grown successfully in this work using the floating
zone technique (see Fig. 5.12) among which YbTiO3
is the compound with the smallest R-ionic radius. In
Fig. 5.13 the powder X-ray diffraction patterns for
two RTiO3crystals are shown. All RTiO3 samples are
single phase. For the exact determination of the lat-
tice parameter at room-temperature, Si was used as a
standard (second phase in Fig. 5.13). The resulting
lattice parameter are plotted in Fig. 5.14 as a function
of the R-ionic radius [82] for a coordination of 8 as
this is a coordination which is available for all R-ions.
Furthermore, one may argue, that the orthorhombic
distortions in the GdFeO3 structure lift the equal size
of the twelve R-O distances reducing the effective co-
ordination of the R ion a little bit such that a smaller
coordination than 12 may be justified. The unit cell
volume exhibits the expected monotonic increase from
YbTiO3 to GdTiO3. A comparison with the lattice
parameter of Ref. [81] indicates very similar values.
Furthermore, Laue photographs from the front and the back side of a RTiO3- single
crystal prove the single crystallinity of these crystals grown in this work. As an example
in Fig. 5.15 the two Laue photos of both sides of the DyTiO3 crystal ACK115 grown in
this work is shown.
EDX measurements indicate a close to stoichiometric composition of the RTiO3-
crystals grown in this work. For example, the Gd concentration in the GdTiO3-crystal
ACK043 amounts to 98.6(1.5)% averaged over 13 EDX measurements for two differ-
ent pieces. Since the EDX measurements seem not to be perfectly reliable for the
Y1−xCaxTiO3- and R1−xCaxTiO3- system, complementary information was drawn from
the refinement of single crystal X-ray diffraction data. The refinement of the R con-
tent/occupation indicates a value which is not far from the stoichiometric composition.
The Gd concentration in the GdTiO3-crystal ACK043 amounts to 99.1(1)%
1. Further-
1GoF: 2.32, R/Rw: 1.72%/3.11%; 29024 reflections collected up to 2Θmax = 120.3◦ with a redundancy
of 16.3 and an internal R-value of 3.09%.
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more, the oxygen excess is close to zero within the accuracy of the TGA measurements.
For example for GdTiO3, the excess oxygen of the crystal ACK043 amounts to 0.007(1),
which is not far from the stoichiometric value with regard to the general accuracy of
these measurements. Additionally, the sample quality can be checked by the magnetic
ordering temperature, which is higher for samples with higher sample quality. This might
be the best method to test the sample quality since defects and a non stoichiometric
composition usually lower the magnetic ordering temperature, whereas EDX measure-
ments suffer from measurement and even systematic errors and TGA measurements are
also difficult if an extremely high accuracy is demanded. In Fig. 5.16 the magnetic
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Figure 5.16: Magnetic susceptibility or magnetisation measurements for the determination
of the magnetic ordering temperature of (a) GdTiO3, (b) YTiO3.
susceptibility is shown for two RTiO3-samples grown in this work comparing it with
other crystals grown in Ref. [78, 83] which are also published in Ref. [84, 85]. As can
be seen, the magnetic ordering temperatures are higher for the new YTiO3 and GdTiO3
crystals grown in this work underlining their high crystal quality. In this work, the
value of TC of each crystal was determined by the derivative of the magnetization as a
function of temperature. The temperature exhibiting an extremal value of ∂M/∂T can
be considered to be the magnetic ordering temperature [86]. In Ref. [78] changes of the
inverse susceptibility were used for the determination of TC yielding slightly overesti-
mated values of TC: for example a value of 34 K was given for TC of GdTiO3 (HR143/2 )
in Ref. [78]. But the value determined by the method applied in this work yields a value
of 32.8 K for the same sample HR143/2 and a value of 34.0 K for the GdTiO3 crystal
ACK043 grown in this work.
In Fig. 5.17, the inverse magnetic susceptibility for the GdTiO3 crystals ACK032,
ACK022, ACK033, ACK021 and finally ACK043 (from left to right) are shown which
have been measured by M. Reuther using a vibrating sample magnetometer (VSM). For
the example of GdTiO3 the result of the growth optimization process is visualized in
this figure. This process includes the optimization of the growth rate, the lamp power,
the Ti doping x within the feeding rod etc. For the feeding rod the following starting
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materials have been mixed together and ground for at least 45 minutes: 1
2
×Gd2O3 +
1
2
×Ti2O3 + x×Ti  Gd1.00Ti1.00+xO3.00. The Ti-doping in the seeding rod of each
crystal is summarized in Tab. 5.2. In general, a smooth gradient ∆(l) of Ti-doping x
has been applied over the whole length ltot of the feeding rod with x ≡ x(l) tending
towards zero at the end of the feeding rod. This drift of Ti-doping x(l) = x0 −∆(l) is
important, as the crystals become deoxidized otherwise and the properties of the crystal
change between the upper and lower part of the crystal. The oxygen content has been
weighted stoichiometrically. Hence, only two chemical parameters had to be adjusted,
the Ti-doping and the gradient (x0 − ∆(l)) within the feeding rod. One of the most
important parameters, the lamp power which determines the evaporation rates on the
one hand and guarantees a complete melting and mixture of all educts on the other hand
has to be adjusted for each growth process again as it is always different since it depends
on the translucency of the glass tube and the thickness of the feeding rod etc. (Hence,
the lamp power is not listed in the Tab. 5.2.) The lamp power has to be adjusted
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Figure 5.17: Inverse magnetic susceptibility of GdTiO3 (compare Tab. 5.2).
crystal Ti-doping lamps atmosphere, flow, p growth TC
ACK021 +0.40% 1000 W Ar, 0.5 l/min, 2.0 bar 8 mm/h 29.9 K
ACK022 +0.80% 1000 W Ar, 1 l/min, 2.4 bar 7 mm/h 18.7 K
ACK032 +1.20% 1000 W Ar 0.7 l/min, 2.0 bar 5 mm/h 17.7 K
ACK033 +0.04% 1000 W Ar, 1 l/min, 1.7 bar 4 mm/h 22.6 K
ACK043 +0.86% 1000 W Ar, 1 l/min, 3.0 bar 5 mm/h 34.0 K
Table 5.2: Growth parameters for GdTiO3 together with TC (VSM-measurement).
carefully until the properties of the melting zone are optimal - no unreacted material
should be found in the crystal afterwards and the evaporation rates should be adopted
to the Ti-doping x. Also the growth rate was modified during the whole growth process
in order to optimize the melting zone and the duration of evaporation etc. Typically,
this parameter varies somewhere between 2 mm/h and 6 mm/h, for GdTiO3 which was
the first RTiO3-crystal grown in this work, the growth rate is listed in Tab. 5.2.
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Returning to the magnetic measurements shown in Fig. 5.17 and 5.18 (a), the GdTiO3
crystal ACK043 has a magnetic ordering temperature of 35.0 K where the Ti-sublattice
(Ti-array) orders ferromagnetically. Then, at ∼25 K the Gd-sublattice orders ferromag-
netically but antiferromagnetically to the Ti-sublattice. The magnetization curve shows
no hysteresis as can be seen in Fig. 5.18 (a). A comparison of TC with literature data
is listed in Tab. 5.3 and the value of TC for the GdTiO3 crystal ACK043 is larger than
for other crystals reported in literature.
In Tab. 5.3 also the magnetic ordering temperatures of all other RTiO3-crystals grown
in this work are compared with literature data. Furthermore, the magnetic susceptibility
and magnetization curves of all ferromagnetic RTiO3-crystals grown in this work are
shown in Fig. 5.18. The magnetization measurements of the other RTiO3 crystals not
discussed yet have been performed by S. Heiligen using a SQUID.
ACK series Ref. [81] Ref. [87]
Titanate TC(R-array) TC(Ti-array) TC(Ti-array) TC(Ti-array)
GdTiO3 25 K 34.0 K 32 K 34 K
TbTiO3 12 K 57.3 K 49 K 49 K
DyTiO3 14 K 64.6 K 60 K 64 K
YTiO3 – 30.1 K 30 K 29 K
HoTiO3 8 K 57.3 K 56 K 56 K
YbTiO3 44.1 K 36 K 41 K
Table 5.3: Magnetic ordering temperatures for ferromagnetic RTiO3 grown in this work com-
pared with ordering temperatures from Ref. [81, 87]. The ordering temperatures
for the crystals grown in this work have been determined by the position of the
extremal value of the derivative of χ. The largest value for the magnetic ordering
temperature is indicated with bold letters/numerics.
For the TbTiO3 crystal ACK121 the magnetic susceptibility was measured for all
three crystallographic axes. The temperature dependency of χ is very similar for the
a- and c-direction. However, the absolute values are two orders of magnitude (factor
∼80) larger for the c-direction. This result does not support the Fx type ferromagnetic
order reported for both the Ti- and R- sublattice [87]. The behaviour of χ in b-direction,
however, aggrees with the Cy type AFM order of the R-sublattice (R-array) [87], but,
the magnetic ordering temperature of the R-ions is usually distinctly lower than for the
Ti-sublattice. This result either indicates strong R-O-Ti interactions starting at the
magnetic ordering temperature of the Ti-sublattice or it points to some participation of
the Ti-sublattice on the Cy-type AFM order. An additional measurement with 50 mT
field-cooled and c‖H-orientation has been perfomed after measuring the hysteresis loop
M(H) (dashed line), i. e. with a large remanence. These measurements turned out to
indicate the ordering temperature of the R-sublattice very accurately. As is indicated
by the black arrow the magnetic susceptibility attains very large values below the R-
sublattice ordering temperature. The derivative of this second measurement of χ has
a sharp maximum at ∼12 K. Hence, the ordering temperature of the R-sublattice is
roughly 12 K which is distinctly lower than the magnetic ordering temperature of the
Ti-sublattice of about 57.3 K. Of cause, the additional contribution of the Ti-sublattice
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may biase the values determined for the R-ordering temperature slightly since it might
shift the extremum of the derivative of χ.
The DyTiO3-crystal ACK115 has a magnetic ordering temperature of 64.6 K (or-
dering of the Ti-sublattice). The first (#1) field-cooled (fc) susceptibility measurement
(black dotted line) was measured after a M -H hysteresis curve has been measured and
the magnetic field was reduced from +7 T to 50 mT. The second (#2) susceptibility
measurement (gray dashed line) has been measured on the same sample directly (50 mT,
fc) without any previous M − H measurement. These two measurements indicate the
ordering temperature of the Dy-sublattice which amounts to ∼14 K. Additionally, three
oriented magnetic susceptibility measurements have been performed. In these zero-field
cooled measurements (zfc) the value of the magnetic susceptibility is negative for the
orientations along the b- and c-axis. The diamagnetic signal must have something to do
with some remaining fields in the SQUID magnetometer but is not finally understood.
The susceptibility in b direction is one order of magntitude larger than in c-direction
(factor 17) and even two to three orders of magnitude larger than in a-direction (factor
700). This is fully in accordance with the Fy type ferromagnetic order of the Ti- and R-
arrays [87]. The M -H hysteresis loops (inset of Fig. 5.18 (c)) exhibits large remanences
and coercivities and unusually abrupt changes at the coercitivities which are much more
pronounced than for the samples reported in Ref. [81]. Similar as in Ref. [81], DyTiO3
exhibits the largest values for remanences and coercivities among the RTiO3-series.
The YTiO3 crystal ACK090 has a magnetic ordering temperature of 30.1 K and
exhibits no visible or very small coercivities and remanences similar to the observations
in Ref. [81].
As can be seen in Fig. 5.18 (e) the HoTiO3 crystal ACK122 exhibits a magnetic
ordering temperature of 57.3 K. In a second fc measurement after application of high
magnetic fields at 2 K, the magnetic ordering temperature of the R-sublattice could be
determined as ∼8 K.
The magnetical susceptibility of YbTiO3 crystal ACK123 which has the smallest rare
earth ion in this series has been measured by M. Reuther using a VSM magnetometer.
This (not oriented) YbTiO3 crystal has a magnetic ordering temperature of 44.1 K.
Additionally, the M-H hysteresis loop (not oriented) has been measured by S. Heiligen.
As can be seen, the magnetization exhibits a very linear developing for high fields and no
saturation can be observed even at highest fields which is very similar to the observations
for YbTiO3 in Ref. [81].
In summary, the magnetic susceptibility measurements document the high crystal
quality of the RTiO3-samples grown in this work. The magnetic ordering temperatures
are listed in Tab. 5.3 and these values are also plotted in Fig. 6.1 (d) of Chap. 6.1 together
with values for TC of other crystals for a comparison. The transition temperatures
of the crystals grown in this work (which have been determined by the derivative of
the magnetic susceptibility) belong to the highest transition temperatures reported in
literature.
Furthermore, for TbTiO3, DyTiO3, HoTiO3 and YbTiO3 powder neutron diffraction
measurements have been performed at the 3T.2 diffractometer at the reactor Orphe´e in
Saclay, France. YTiO3 has been measured already in the Diploma thesis of the author
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Figure 5.18: Magnetisation measurements of (a) GdTiO3, (b) TbTiO3, (c) DyTiO3, (d)
YTiO3, (e) HoTiO3 and (f) YbTiO3.
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Figure 5.19: Powder neutron diffraction measurements of (a) TbTiO3, (b) DyTiO3, (c)
HoTiO3 and (d) YbTiO3 measured at 2 K; black circles: measured data Iobs,
green/blue bars: peak positions of the nuclear/magnetic peaks; red line: Ri-
etveld fit (Icalc); blue dotted line: calculated contribution of the magnetic struc-
ture to Icalc; blue arrows: marked magnetic peaks.
[57]. Due to the large absorbtion of Gd, the GdTiO3 sample could not be measured.
Also in DyTiO3 the already significant absorbtion of the Dy ions has diminished the
data quality and only the data for 2Θ ≤ 100◦ could be evaluated properly. The powder
neutron diffraction patterns have been analyzed and fitted using the programs BasIreps
for the calculation of all possible irreducible representations and FullProf for Rietveld
refinement [88]. The irreducible representations for spacegroup Pbnm have been also
calculated and reported in Ref. [89]. Whenever possible, only one irreducible represen-
tation has been used in order to describe the magnetic symmetry at the Ti- and R-sites.
The results of Rietveld refinement are shown in Fig. 5.19 (a-d). The strongest antifer-
romagnetic intensities are marked with blue arrows. In overall, the magnetic structures
for these RTiO3-compounds are in accordance with the magnetic structures reported in
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Ref. [90, 91, 87] (with one exception).
For TbTiO3 the irreducible representation with a ferromagnetic moment in x-direction
and a C-type antiferromagnetic (AFM) moment in y-direction (FxCy) yields the best
description of the measured data. But, exactly as described in Ref. [91] the antifer-
romagnetic (100) peak appears somehow skewed and highly asymetrically broadened:
there is a lot of intensity which is distributed exactly between the (100) and (010) peaks
as can be seen at the position of the first blue arrow in Fig. 5.19 (a). In Ref. [91]
this problem was solved by attributing some of the integrated intensity with a ratio of
1 : 5.9 to the (010) peak. Since this ratio would be 1 : 1.2 for an antiferromagnetic
moment along the z-direction, it was thought that the C-type AFM moment also has
a small component in z-direction [91]. In this work, Rietveld refinement was used and
the refinement of another Cz-type component did not yield an appropriate description
of the data since the measured intensity is very low at the (010) peak and the largest
amount of the additional intensity is distributed exactly between the (010) and (100)
peaks. However, all other magnetic peaks are sharp and symmetric. Thus, the idea to
fit another Cz-type component to the data does not solve the problem and there must be
another reason for the additional intensity between the (010) and (100) peaks. Further
neutron measurements with a higher resolution would be necessary in order to analyze
the origin of these additional magnetic intensities which were observed in Ref. [91] and
also in this work, now. Since another Cz component fails in describing the data, only the
FxCy magnetic structure was fitted to the data in this work. Additionally, a ferromag-
netic moment in x-direction was fitted at the Ti-site. The resulting Ti- and Tb-moments
are listed in Tab. 5.4. The ordered moment at the Ti-sies amounts to ∼0.6µB which is
∼0.15µB lower than the ordered moment observed in the diploma thesis of the author
for YTiO3 - in this system without any magnetic R-ion the ordered moment amounts
to ∼0.75(8)µB at 2 K [57]. The concomitant appearance of ferromagnetically ordered
moments at Ti- and R-sites may induce a slight biasing of the small Ti-moments. The
ordered Tb-moment of ∼8.3 µB is in agreement with the total Tb-moment of 8.1(4) µB
observed in Ref. [91].
The measurement of DyTiO3 suffers from the sizeable neutron absorbtion of the Dy-
ions. Therefore, the data with larger 2Θ had to be dismissed. The refinement of the
magnetic moment is in accordance with the results in Ref. [91]. During the refinement
the Ti-moment had to be fixed to the value of -0.6 µB which is between the measured
values for TbTiO3 and HoTiO3 (r(Tb) < r(Dy) < r(Ho)) since the value determined
by Rietveld refinement was too small and, hence, unphysical. (As there were difficulties
with the neutron absorbtion of this compound, no further efforts have been made in
order to investigate the origin of this small Ti-moment.) The total Dy-moment amounts
to 9.0(1) µB which is about 7% smaller than the value of 9.7(7) µB reported for the
Dy-moment in Ref. [91] but which agrees with this value within the error bars.
For HoTiO3 the magnetic structure is in agreement with the results reported in
Ref. [90]. The ordered Ti-moment is similar as in TbTiO3 and the total Ho-moment
amounts to 8.7(1) µB which is within the error bars very close to the value of 8.1(5) µB
reported for the Ho-moment in Ref. [90].
The magnetic structure of YbTiO3 exhibits some hitherto unknown features. As can
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TbTiO3 DyTiO3 HoTiO3 YbTiO3 YbTiO3 (test)
crystal : ACK121 ACK115 ACK122 ACK123 ∼
mag. order (Ti): Fx Fy Fy Fz CyFz
1st component size: -0.58(4) µB -0.6 µB -0.61(4) µB -0.44(8) µB 0.77(7) µB
2nd component size: - - - - -0.44(8) µB
total moment : 0.58(4) µB 0.6 µB 0.61(4) µB 0.44(8) µB 0.89(8) µB
mag. order (R): FxCy CxFy CxFy CyFz Fz
1st component size: 6.82(6) µB 4.05(7) µB 3.22(3) µB -0.71(6) µB 1.72(6) µB
2nd component size: 4.67(4) µB 8.07(11) µB 8.11(6) µB 1.72(6) µB -
total moment : 8.26(7) µB 9.03(12) µB 8.73(6) µB 1.86(6) µB 1.72(6) µB
magnetic R-factor : 6.41% 6.27% 7.17% 8.50% 8.18%
Table 5.4: Ordered magnetic moments of RTiO3 grown in this work compared determined
at 2 K.
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Figure 5.20: Powder neutron diffraction pattern of YbTiO3 crystal ACK123 measured at 2 K
at the 3T.2 diffractometer; black circles: measured data Iobs; green/blue bars:
peak positions of the nuclear/magnetic peaks; red line: Rietveld fit (Icalc); blue
dotted line: calculated contribution of the magnetic structure to Icalc.
be seen in the inset of Fig. 5.20 there are small but significant intensities at the (100),
(012) and (102) peak positions which are indicative for a C-type antiferromagnetic order
but there is no intensity of the (010) reflection. Thus, a Cy antiferromagnetic moment is
either located at the Ti-site or at the Yb-site. Since all other compounds studied exhibit
only ferromagnetic order at the Ti-site, most likely, the AFM Cy component can be
attributed to the Yb-moments. However, for a final decision a temperature dependent
study would be necessary, since the Yb- ordering temperature is distinctly lower than the
Ti-ordering temperature. Nevertheless also the results of a fit for the Cy-component at
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the Ti-sites is listed in Tab. 5.4 and denoted by the word ’test’. It should be noted that
due to representation analysis of spacegroup Pbnm a Cy type antiferromagnetic order
belongs to the irreducible representation Γ2 with FxCyGz components at the Ti-site [89].
However, a fit with a Fx-type ferromagnetic order at the Ti-site yields unphysical values
for the total moments of 1.2(1) µB and enhanced magnetic R-values of 9.7%. Also for
the R-site the irreducible representation Γ2 allows for FxCy magnetic components only.
A fit with such an ordering scheme at the R-site yields strongly enhanced magnetic R-
values of 12.2% and unphysical total moments of 1.7(1)µB (Fz) at the Ti-sites. Hence,
these possibilities can be excluded and the moments at the Yb-site belong to two different
irreducible representations. Other magnetic structures where the spins on one site belong
to two different irreducible representations have been reported for example for ErCrO3
(the Cr-moment has Gx and Gy components belonging to the irreducible representations
Γ4 and Γ1 respectively) and also for the RTiO3-system [92, 90, 91]. Concluding, the Cy-
type AFM order observed in this work for YbTiO3 has not been reported in literature
so far. Hitherto, only ferromagnetic Fz-components were reported for the magnetic ions
in YbTiO3. Finally, it should be noted that the magnetic structure can be described
with the same irreducible representation in LaTiO3 to YTiO3, i. e. Γ4 [89] with GxAyFz
components. Only the size of Gx versus Fz components changes between AFM LaTiO3
and FM YTiO3, see Chap. 6.1. But this ordering scheme is obviously changed by the
introduction of heavier rare earth ions (RE) which affect the ordering at the Ti-sites via
RE-Ti interactions, see Tab. 5.4.
In Tab. 5.5, the structural parameters derived from Rietveld refinement are listed. A
discussion of these values is given in Chap. 6.1.
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TbTiO3 DyTiO3 HoTiO3 YbTiO3
crystal : ACK121 ACK115 ACK122 ACK123
a (A˚) : 5.3804(2) 5.3526(5) 5.3131(2) 5.2798(1)
b (A˚) : 5.6809(2) 5.6856(5) 5.6864(2) 5.6422(1)
c (A˚) : 7.6284(3) 7.6174(7) 7.5825(3) 7.5555(1)
x (R) : 0.9826(6) 0.9789(4) 0.9777(5) 0.9763(2)
y (R) : 0.0708(5) 0.0738(3) 0.0750(4) 0.0761(2)
z (R) : 1/4 1/4 1/4 1/4
x (Ti) : 0 0 0 0
y (Ti) : 1/2 1/2 1/2 1/2
z (Ti) : 0 0 0 0
x (O1) : 0.1131(8) 0.1175(10) 0.1202(7) 0.1269(3)
y (O1) : 0.4609(7) 0.4598(12) 0.4570(7) 0.4509(4)
z (O1) : 1/4 1/4 1/4 1/4
x (O2) : 0.6919(5) 0.6911(7) 0.6899(5) 0.6875(3)
y (O2) : 0.3081(5) 0.3097(8) 0.3097(5) 0.3120(3)
z (O2) : 0.0553(4) 0.0580(5) 0.0575(3) 0.0609(2)
B(R)iso (A˚
2) : 0.293(4) 0.140(0) 0.140(3) 0.051(1)
B(Ti)iso (A˚
2) : 0.299(84) 0.311 0.311(83) 0.071(42)
B(O1)iso (A˚
2) : 0.467(3) 0.424 0.424(3) 0.171(1)
B(O2)iso (A˚
2) : 0.467(3) 0.424 0.424(3) 0.171(1)
Rp/Rwp : 6.42%/8.91% 2.80%/3.58% 5.66%/7.62% 3.90%/5.33%
Table 5.5: Structural parameters of RTiO3 measured at 2 K at the 3T.2 diffractometer. As
the DyTiO3 sample suffers from neutron absorbtion, the (thermal) displacement
parameters have been fixed to the values derived from the refinement of HoTiO3.
The displacement parameter of O2 has always been restricted to the value of O1
in order to avoid too many free fitting parameter.
5.4 R1−xCaxTiO3
The insulator-to-metal transition in the RTiO3-system shifts with decreasing R-ionic
radius to higher levels of hole-doping. Whereas, the LaTiO3-system becomes metallic
around x ≈ 0.05 [93-95], the Y1−xCaxTiO3-system stays insulating up to hole doping
levels of roughly 35-40% [96-98]; see also Chap. 6.2. In order to extend the insulator-to-
metal transition to higher hole doping levels, the Y-ion in Y1−xCaxTiO3 has been sub-
stituted with smaller Er- and Lu- ions. Hence, a series of samples of the Er1−xCaxTiO3-,
Er(1−x)/2Lu(1−x)/2CaxTiO3- and the Lu1−xCaxTiO3-system have been grown in this work
using the floating zone furnace.
For the Lu1−xCaxTiO3-system the difficulties of the growth of RTiO3-systems with
small R-ionic radius and the difficulties of the growth of Ca-doped titanate systems
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come together. However, large single crystals of Lu1−xCaxTiO3 have been grown after
an optimization of the growth conditions; see Fig. 5.24.
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Figure 5.22: Powder X-ray diffraction patterns of ACK108 + ACK109 + ACK110 +
ACK114 ; black cricles: measured data (Iobs), red line: Rietveld fit (Icalc), blue
line: Iobs − Icalc, green bars: bragg peak positions.
Figure 5.21: Photos of
Lu0.56Ca0.44TiO3
(ACK110 and
ACK114 ).
Powder X-ray diffraction measurements of Lu0.56Ca0.44TiO3
(mixture of ACK108 + ACK109 + ACK110 + ACK114 )
are shown in Fig. 5.22. As can be seen in the inset, there
is no impurity phase visible. Hence, these samples are sin-
gle phase. The lattice parameter amount to 5.31813(7) A˚,
5.55200(8) A˚ and 7.63365(10) A˚.
Neutron Laue diffraction measurements have been
performed in collaboration with B. Ouladdiaf and
M. T. Fernandez-Diaz at the Neutron Laue diffractometer
Orientexpress at the ILL in Grenoble, France. Laue im-
ages were collected at different parts over the whole crys-
tal length. Reflections resulting from the neutron Laue
diffraction measurements of three different parts of the
Lu0.56Ca0.44TiO3 crystal ACK110 are shown in Fig. 5.23.
Red points indicate the positions of the indexed reflections using the Laue indexation
program OrientExpress [99]. These measurements of the bulk crystal shown in Fig.
5.24 (top) prove the single crystallinity of this crystal as the neutron beam penetrates
the whole crystal. This fact together with the broader neutron beam also explains the
broader reflection profiles of these Neutron Laue measurements compared to the X-ray
case. These laue diffraction photos indicate an untwined sample since Laue photos of
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twinned crystals exhibit additional reflections in vicinity of the reflections of the first
domain.
Figure 5.23: Neutron Laue diffraction photos from three different parts of the
Lu0.56Ca0.44TiO3 crystal ACK110. Red points indicate fits to the data.
crystal x (nom.) R-ion x (EDX) x (X-ray) GoF/R/Rw δ (TGA)
ACK024 0.40 Er 39(1)% 39.9(1)% 1.46/2.03%/2.81% -0.004(1)
ACK026 0.43 Er 42(1)% 43.7(1)% 1.46/1.79%/2.83%
ACK028 0.45 Er 44(2)% 43.3(1)% 1.89/1.83%/3.84%
ACK030 0.47 Er 45(2)% 47.2(1)% 3.49/1.75%/4.16%
ACK031 0.50 Er 50(2)% 50.3(1)% 2.10/2.91%/3.75%
ACK039 0.40 Er 1
2
Lu 1
2
40.3(2)% 1.44/1.90%/2.91%
ACK041 0.43 Er 1
2
Lu 1
2
40.0(3)% 45.4(2)% 1.79/1.94%/3.93% 0.013(1)
ACK038 0.36 Lu 35.9(2)% 2.55/2.14%/4.39%
ACK042 0.50 Lu 45.4(4)% 50.1(4)% 1.99/1.98%/4.11% 0.018(1)
” ∼ ∼ ∼ 49.6(1)% 1.54/2.04%/2.86% ∼
” ∼ ∼ ∼ 49.8(4)% 1.61/3.01%/4.40% ∼
” ∼ ∼ ∼ 48.6(2)% 1.61/3.01%/4.40% ∼
ACK048 0.45 Lu 48.6(1)% 1.64/1.75%/3.30% 0.017(1)
ACK055 0.43 Lu 46.9(1)% 1.42/1.87%/2.83% -0.002(0)
ACK082 0.44 Lu 44.2(1)% 2.46/2.57%/4.87% 0.022(1)
ACK114 0.44 Lu 44.2(1)% 2.46/2.57%/4.87% -0.012(1)
Table 5.6: Calcium and oxygen content of R1−xCaxTiO3+δ determined by single crystal X-
ray diffraction and TGA respectively.
The Ca-content determined by EDX and that refined in single crystal X-ray diffrac-
tion measurements are shown together with the oxygen stoichiometry determined by
TGA in Tab. 5.6. However, the EDX measurements did not seem reliable, especially for
the determination of the compositions in the titanates containing Lu. In order to study
the large discrepancies of EDX measurements and the nominal Ca concentration, an
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intensive study of the Ca content has been performed on the half-doped Lu0.5Ca0.5TiO3
crystal ACK042. In total, 20 EDX measurements on several sample pieces have been
made indicating a rather constant Ca concentration of 45.4(4)% in average which is far
away from the nominal composition of 50%. In order to get further information, four
different samples taken from the Lu0.5Ca0.5TiO3 crystal have been ground carefully to
spheres of 38µm to 110µm radius and measured with very precise single crystal X-ray
diffraction measurements. One of these measurements is a synchrotron radiation single
crystal X-ray diffraction measurement performed at the beamline D3 at Hasylab/DESY
in Hamburg which is used for electron density measurements usually. All these mea-
surements on four samples from different parts of the crystal including the synchrotron
measurement indicate a Ca concentration of 49.5(3)% in average which is close to the
nominal composition; see Tab. 5.6. Hence, the EDX measurements do not seem to
be reliable, probably the Lu standard is not appropriate. Also for the Er1−xCaxTiO3-
system the EDX measurements often indicate a lower Ca-stoichiometry but with a larger
statistical spread which may result from surface effects as the relative orientation of the
sample surface to the emitted X-ray beam plays an important role on the the intensities
of heavier versus lighter elements. Therefore, the analysis of the Ca-content by single
crystal X-ray diffraction may be more accurate and more reliable for the (Lu,Er,Ca)TiO3-
system than EDX measurements and no further EDX measurements have been applied
for the Lu1−xCaxTiO3-crystals grown later.
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5.5 La2−xSrxNiO4
Figure 5.24: Photo of
LSNO
x = 0.12
(ACK117 ).
Using the floating zone image furnace a La2−xSrxNiO4 (LSNO)
single crystal with x = 0.12 (ACK117 ) has been grown. A
growth strategy more similar to the Y1−xCaxTiO3-synthesis
route described in Chap. 5.2 than to the strategies described
in Ref. [100, 101] has been applied for the growth of the
La2−xSrxNiO4-system. Some reasons for this choice are that
the La2NiO4- and La2−xSrxNiO4- systems tend to intercalate
excess oxygen - see Chap. 9.1 - which is a somehow similar
problem as in the titanate system where the Ti4+-ion has the
most stable oxidation state and any oxidation of the Ti3+-ion
has to be prevented during the synthesis. Furthermore, also
the evaporation of Ni has to be counterbalanced. In order to
cope with this Ni-evaporation, some extra Ni has been added
to the starting materials, very similar to the growth strategy
in the titanate case. For the feeding rod the following start-
ing materials have been mixed together and ground for about
one hour: (1 − x
2
)×La2O3 + (x2 + y)×SrCO3 + (x2 − y)×SrO2
+ (1 + y)×NiO  La2−xSrxNi1.00+yO4 + (x2 + y)×CO2 ↑. For
the crystal ACK117 an Ni-excess y of 0.5% has been applied.
In this work, hygroscopic R2O3 starting materials like La2O3 al-
ways have been heated for 12 hours at 900◦C before weighing.
In the growth process the main attention has been turned to the
establishment of growth conditions which support a minimum of
Ni-evaporation very similar as described for the Y1−xCaxTiO3-
system in Chap. 5.2.
Powder X-ray diffraction measurements from a piece of the bottom of this crystal
prove that the crystal ACK117 is single phase right from the beginning of the growth.
In Fig. 5.25 a Rietveld fit with space group Cmca is shown. The second phase is the
Si standard. In the inset of this figure the splitting of the (2K0) and (0K2) peaks with
K = 0, 4 are shown. Hence, the LSNO-sample is orthorhombic at room-temperature with
an orthorhombic splitting  = 2 · a−b
a+b
of 0.465×10−2. This value is close to the value of 
of a La2−xSrxNiO4-sample with x = 0.10 which amounts to 0.426×10−2 [102]. This value
fits also nicely in the LSNO phase diagram reported in Ref. [103] where a sample with
x + 2 · δ ≈ 0.09 has a value  ≈ 0.57 × 10−2. These results indicate that no significant
amount of excess oxygen is incorporated in the LSNO-crystal ACK117. The lattice
parameters of this crystal amount to 5.48056(19)A˚, 12.60571(40)A˚ and 5.45511(20)A˚
(space group Cmca).
Laue photographs from two sides of the crystal indicate the single crystallinity of this
crystal; see Fig. 5.26.
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Figure 5.25: Powder X-ray diffraction patterns and Rietveld fits of La1.88Sr0.12NiO4 ACK117 ;
black cricles: measured data (Iobs), red line: Rietveld fit (Icalc), blue line: Iobs−
Icalc, green bars: bragg peak positions.
Figure 5.26: Laue photos from two sides of La1.88Sr0.12NiO4 (ACK117 ).
5.6 RMnO3
For neutron scattering experiments [104] RMnO3-crystals have been grown in this work.
Therefore, a similar synthesis route as for the RTiO3-system has been applied and
adopted to the manganite system which has the great advantage, that there are not such
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severe oxidation problems as in the titanate synthesis and, hence, only the evaporation
of Mn has to be counterbalanced, which is a similar problem as the Ti-evaporation in
the titanate growth. In order to cope with the evaporation of Mn, few extra Mn x has
been added to the stoichiometrically composed starting materials in the feeding rod and
the growth conditions have been optimized for a minimization of Mn-evaporation very
similar as in the titanate synthesis; see Chap. 5.2. Therefore, the following starting
materials have been ground together for at least 45 minutes: 1
2
×R2O3 + 12×Mn2O3 +x
Mn  RMn1.00+xO3. The basic growth parameters are listed in Tab. 5.7. A photo of
some RMnO3-crystals grown in this work is shown in Fig. 5.27. (from top to the bottom:
TbMnO3 ACK103, GdMnO3 ACK105 and DyMnO3 (ACK116 )). The (Tb/Dy)MnO3-
cyrstals have the tendency to crack easily. One possible explanation might be that these
compounds are close to the hexagonal perovskite phase [105] which appears for smaller
R-ionic radius in the manganite system and which may be connected somehow to this
problem. A GdMnO3-crystal grown also in this work does not exhibit such problems
which may support this interpretation.
Figure 5.27: Photo of
RMnO3.
As indicated by powder X-ray diffraction, the RMnO3-
crystals grown in this work are single phase and contain
no impurity phases; see Fig. 5.28. The analysis with
Laue diffraction indicates the single crystallinity of the anal-
ysed RMnO3-samples as shown in Fig. 5.28 for the exam-
ple of DyMnO3. The magnetic suseptibility of TbMnO3
measured by M. Reuther using a vibrating sample magne-
tometer (VSM) with the crystallographic c-axis parallel to
the magnetic field indicates two magnetic transition tem-
peratures - one at 42.0 K and another at 27.5 K for the
TbMnO3-crystal ACK106 ; see Fig. 5.30 (a). The first
TbMnO3-crystal exhibits slightly lower transition temper-
atures 41.8 K and 27.1 K. Also, the whole magnetic suscep-
tibility is higher and the transitions are slightly smeared out. One interpretation might
be that the excess Mn doping x of 1.0% is already too large and that magnetic impurities
of manganese oxides might be responsible for the slightly higher magnetic susceptibility.
Hence, the doping with extra Mn should be avoided, if possible (there is only very few
extra Mn in ACK106 ).
In neutron scattering experiments performed by T. Finger and M. Braden the ex-
crystal RMnO3 Mn-doping lamps atmosphere growth
ACK101 TbMnO3 +1% 1000 W Ar 3 mm/h
ACK102 TbMnO3 +0.5% 1000 W Ar 6 mm/h
ACK103 TbMnO3 +0.1% 300 W Ar 2 mm/h
ACK105 GdMnO3 ±0% 300 W Ar 2 mm/h
ACK106 1 TbMnO3 +0.04% 1000 W Ar 2 mm/h
ACK106 2 TbMnO3 +0.04% 300 W Ar 2 mm/h
ACK116 DyMnO3 +0.80% 1000 W ∼80%Ar ∼20%O2 2 mm/h
Table 5.7: Growth parameters of the RMnO3-synthesis in this work.
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Figure 5.28: Powder X-ray diffraction patterns and Rietveld fits of DyMnO3 ACK116 ; black
cricles: measured data (Iobs), red line: Rietveld fit (Icalc), blue line: Iobs− Icalc,
green bars: bragg peak positions.
Figure 5.29: Laue photos from two sides of DyMnO3 (ACK116 ).
pected magnetic intensities of the incommensurate magnetic reflections were observed.
In Fig. 5.30 (b) a K-scan is shown. These intensities exhibit a distinct rise at tem-
peratures which can be connected to the observed transition temperatures in the VSM
measurements and affirm the consistency with the TbMnO3-phase diagram [104]. Hence,
the crystal quality of the TbMnO3-single crystals is affirmed by neutron diffraction.
63
5 Crystal Growth
For the growth of DyMnO3 an oxygen-rich atmosphere has been used in order to
stabilize the orthorhombic perovskite phase versus the hexagonal one. Similar strategies
have been reported in literature [106].
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Figure 5.30: (a) Magnetic susceptibility of TbMnO3 (ACK101 and ACK106 ) with H‖c. (b)
K-scan of an incommensurate magnetic reflection in TbMnO3 measured at 17 K.
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5.7 Table of Crystals
A list of all crystals grown at the floating zone image furnace follows. It also contains
the most important growth parameter which were constant during growth. Some other
growth parameters like growth rate, (maximum) lamp power and shaft rotations and
even the gas pressure usually were often changed during the whole growth process and
therefore not listed in this table. The table is built in the following manner: the first
column contains the sample name followed by the composition of the sample. Special
signs indicate whether the crystal has successfully grown as a single crystal (♦), poly-
crystal ([), with impurities (§) or not at all(],‡,†). In the following columns (maximum)
lamp power and atmosphere are listed followed by the total length during the growth
process.
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crystal composition lamps gas length
ACK001 Y0.6Ca0.4TiO3 § 1000 W Ar 30 mm
ACK002 Y0.75Ca0.25TiO3 § 1000 W Ar 63.3 mm
ACK003 Yb0.5Ca0.5TiO3 § 1000 W Ar 46.5 mm
ACK004 Y0.64Ca0.36TiO3 [ 1000 W Ar 80 mm
ACK005 Y0.64Ca0.36TiO3 [ 1000 W Ar 74.1 mm
ACK006 Sr2TiO4 [ 1000 W Ar 55 mm
ACK007 La2TiO4 ] 1000 W FG 11.6 mm
ACK008 La2TiO4 ] 1000 W Ar 5.4 mm
ACK009 LaSrTiO4 ] 1000 W Ar -
ACK010 YCaTiO4 § 1000 W Ar 60 mm
ACK011 Y0.90Ca0.10TiO3 ♦ 1000 W Ar 43.2 mm
ACK012 Y0.90Ca0.10TiO3 ♦ 1000 W Ar 64.3 mm
ACK013 Y0.80Ca0.20TiO3 ♦ 1000 W Ar 70.6 mm
ACK014 LaSrTiO4 § 1000 W Ar 46.7 mm
ACK015 Y0.667Ca0.333TiO3 ♦ 1000 W Ar 70.6 mm
ACK016 Y0.64Ca0.36TiO3 ♦ 1000 W Ar 65.3 mm
ACK017 Y0.64Ca0.36TiO3 ♦ 1000 W Ar 50.1 mm
ACK018 Y0.5Ca0.5TiO3 ♦ 1000 W Ar 57.8 mm
ACK019 Y0.5Ca0.5TiO3 [ 1000 W Ar 23.5 mm
ACK020 Y0.5Ca0.5TiO3 [ 1000 W Ar 66.8 mm
ACK021 GdTiO3 ♦ 1000 W Ar 73.4 mm
ACK022 GdTiO3 ♦ 1000 W Ar 36.4 mm
ACK023 Gd2CaTi2O7 [ 1000 W Ar 66.8 mm
ACK024 Er0.6Ca0.4TiO3 ♦ 1000 W Ar 60.9 mm
ACK025 YTi0.5Ni0.5O3 § 1000 W Ar 63.4 mm
ACK026 Er0.57Ca0.43TiO3 ♦ 1000 W Ar 64.9 mm
ACK027 Y0.55Ca0.45TiO3  1000 W Ar 48.7 mm
ACK028 Er0.55Ca0.45TiO3 ♦ 1000 W Ar 51.0 mm
ACK029 Er0.53Ca0.47TiO3  1000 W Ar 18.3 mm
ACK030 Er0.53Ca0.47TiO3 ♦ 1000 W Ar 58.0 mm
ACK031 Er0.5Ca0.5TiO3 ♦ 1000 W Ar 45.1 mm
ACK032 GdTiO3 ♦ 1000 W Ar 34.5 mm
ACK033 GdTiO3 ♦ 1000 W Ar 34.5 mm
ACK034 Er0.3Ca0.7TiO3 ‡ 1000 W Ar 45.1 mm
ACK035 Er0.59Ca0.41TiO3 ♦ 1000 W Ar 53.2 mm
ACK036 La1.15Sr0.85CrO4 ‡ 1500 W Ar 45.1 mm
ACK037 Y0.6Mg0.07Ca0.33TiO3 § 1000 W Ar 28.5 mm
ACK038 Lu0.64Ca0.36TiO3 [ 1000 W Ar 46.5 mm
ACK039 Er0.3Lu0.3Ca0.4TiO3 ♦ 1000 W Ar 57.4 mm
ACK040 Er0.285Lu0.285Ca0.43TiO3 ♦ 1000 W Ar 34 mm
Table 5.8: Table I of grown crystals at the CSI[75] floating zone furnace. (FG: 5%H2+95%N2;
]: No stable melt could be established; ‡: no melt could be established; † feeding
rod broken accidentally; §: contaminated with impurities; [: polycrystalline; ♦:
single crystal.)
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crystal composition lamps gas length TGA
ACK041 Er0.285Lu0.285Ca0.43TiO3 ♦ 1000 W Ar 44.3 mm
ACK042 Lu0.5Ca0.5TiO3 ♦ 1000 W Ar 36.7 mm
ACK043 GdTiO3 ♦ 1000 W Ar 45.0 mm δO = 0.0009(1)
ACK044 Y0.75Ca0.25TiO3 ♦ 1000 W Ar 63.5 mm
ACK045 Y0.8125Ca0.1875TiO3 ♦ 1000 W Ar 53.0 mm
ACK046 LaTiO3 † 1000 W Ar 0.0 mm δTi=0.00
ACK047 Y0.5Ca0.5TiO3 ♦ 1000 W Ar 64.7 mm
ACK048 Lu0.55Ca0.45TiO3 ♦ 1000 W Ar 59.2 mm
ACK049 YCaTiO4 § 1000 W Ar 54.2 mm
ACK050 LuFe2O4 [ 300 W FG 36.7 mm
ACK051 LuFe2O4 ♦ 300 W Ar 42.3 mm
ACK052 ErFe2O4 ♦ 300 W Ar 52.2 mm
ACK053 ErFe2O4 [ 1000 W Ar 9.7 mm
ACK054 Sr1.94La0.06TiO4 [ 1000 W Ar 50.0 mm
ACK055 Lu0.57Ca0.43TiO3 ♦ 1000 W Ar 45.0 mm
ACK056 Sr1.85La0.15TiO4 [ 1000 W Ar 30.0 mm
ACK057 Sr1.82La0.18TiO4 [ 1000 W Ar 24.5 mm
ACK058 Eu2TiO5 ♦ 1000 W Ar 54.2 mm
ACK059 Eu1.5La0.5TiO4 § 1000 W Ar 26.1 mm
ACK060 Sr1.85La0.15TiO4 [ 1000 W Ar 2.6 mm
ACK061 LaBaTiO4 § 300 W Ar 49.0 mm
ACK062 Eu1.5Gd0.5TiO4 § 1000 W Ar 18.3 mm
ACK063 Eu2Nb0.2Ti0.8O5 § 1000 W Ar 12.9 mm
ACK064 Lu0.34Ca0.66TiO3 § 1000 W Ar 23.1 mm
ACK065 Eu2TiO4 § 1000 W Ar 1.9 mm
ACK066 Eu2V0.15Ti0.85O5 ♦ 1000 W Ar 45.0 mm
ACK067 Gd2VO5 § 1000 W Ar 37.3 mm
ACK068 Sr1.9La0.1TiO4 [ 1000 W FG 2.0 mm
ACK069 LaSrCrO4 ] 1000 W FG 0 mm
ACK070 Gd0.64Ca0.36Ti0.97Co0.03O3 [ 1000 W Ar 44.8 mm
ACK071 Sr2TiO4 [ 1000 W Ar 57.3 mm
ACK072 Sr1.75La0.25TiO4 § 1000 W Ar 24.2 mm
ACK073 Sr2FeO4 [,§ 1000 W O2 51.2 mm
ACK074 La0.5Ba0.5Ti0.97Co0.03O3 § 1000 W Ar 1.3 mm
ACK075 Y0.59Ca0.41Ti0.98Co0.02O3 [ 1000 W Ar 1.3 mm
ACK076 Y0.61Ca0.39TiO3 ♦ 1000 W Ar 45.4 mm
ACK077 MgCuO2 ‡ 300 W Ar 0 mm
ACK078 CuTiO2 ] 300 W Ar 0 mm
ACK079 SrLaTiO4 § 1000 W Ar 60.5 mm
ACK080 YBa2Ti3O7 § 1000 W Ar 33.9 mm
Table 5.9: Table II of grown crystals at the CSI[75] floating zone furnace. (FG:
5%H2+95%N2; ]: No stable melt could be established; ‡: no melt could be es-
tablished; † feeding rod broken accidentally; §: contaminated with impurities; [:
polycrystalline; : small single crystals; : small single crystals; ♦: single crystal.)
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crystal composition lamps gas length TGA
ACK081 SrLaTiO4 ] 1000 W Ar 3.4 mm
ACK082 Lu0.56Ca0.44TiO3 ♦ 1000 W Ar 49.6 mm
ACK083 Y0.63Ca0.37TiO3 ♦ 1000 W Ar 87.0 mm
ACK084 Lu0.4Sc0.1Ca0.5TiO3 [ 1000 W Ar 31.5 mm
ACK085 Lu0.4Sc0.1Ca0.5TiO3 [ 1000 W Ar 31.0 mm
ACK086 Lu0.4Sc0.1Ca0.5TiO3  1000 W Ar 50.0 mm
ACK087 Y0.5Ca0.5TiO3  1000 W Ar 46.1 mm
ACK088 Y0.5Ca0.5TiO3 ♦ 1000 W Ar 72.4 mm
ACK089 YRu0.2Ti0.8O3 ♦ 1500 W Ar 22.3 mm
ACK090 YTiO3 ♦ 1000 W Ar 60 mm
ACK091 Yb2VO5 § 1000 W Ar 55.0 mm
ACK092 Er2TiO5  1000 W Ar 6.4 mm
ACK093 SmTiO3 [ 1000 W Ar 30 mm
ACK094 Sm0.1Gd0.9TiO3 ♦ 1000 W Ar 8.6 mm
ACK095 SmTiO3 ♦ 1000 W Ar 53.3 mm
ACK096 Sm0.2Gd0.8TiO3 ♦ 1000 W Ar 8.6 mm
ACK097 Sm0.3Gd0.7TiO3 ♦ 1000 W Ar 22.0 mm
ACK098 1 Sm0.4Gd0.6TiO3 ♦ 1000 W Ar 19.0 mm
ACK098 2 Sm0.4Gd0.6TiO3 ♦ 1000 W Ar 9.1 mm
ACK099 1 Sm0.5Gd0.5TiO3 ♦ 1000 W Ar 22.5 mm
ACK099 2 Sm0.5Gd0.5TiO3 ♦ 1000 W Ar 8.5 mm
ACK100 Sm0.6Gd0.4TiO3 ♦ 1000 W Ar 15.4 mm
ACK101 TbMnO3 ♦ 1000 W Ar 60 mm
ACK102 TbMnO3 ♦ 1000 W Ar 94.7 mm
ACK103 TbMnO3 ♦ 300 W Ar 88 mm
ACK104 Ba1.2Mn8O16 § 300 W Ar 5.8 mm
ACK105 GdMnO3 ♦ 300 W Ar 30 mm
ACK106 1 TbMnO3 ♦ 1000 W Ar 46.6 mm
ACK106 2 TbMnO3 ♦ 300 W Ar 46.0 mm
ACK107 YTi2O5 § 1000 W Ar 72.3 mm
ACK108 Lu0.56Ca0.44TiO3  1000 W Ar 63.7 mm
ACK109 Lu0.56Ca0.44TiO3  1000 W Ar 71.4 mm
ACK110 Lu0.56Ca0.44TiO3 ♦ 1000 W Ar 75.8 mm
ACK111 Eu0.991Eu0.009TiO3 ♦ 1000 W Ar 75.8 mm
ACK112 EuSrTiO4 § 1000 W Ar 34.7 mm
ACK113 Lu0.38Sc0.12Ca0.5TiO3 [ 1000 W Ar 26.2 mm
ACK114 Lu0.56Ca0.44TiO3 ♦ 1000 W Ar 74.8 mm
ACK115 DyTiO3 ♦ 1000 W Ar 96.8 mm
ACK116 DyMnO3 ♦ 1000 W Ar ∼20 mm
ACK117 La1.88Sr0.12NiO4 ♦ 1000 W Ar 78.3 mm
ACK118 YTi0.5Mn0.5O3  1000 W Ar 55.2 mm
ACK119 La1.5Sr0.5TiO4 ] 1000 W Ar -
ACK120 La1.85Ce0.15NiO4 § 1000 W Ar 36.8 mm
Table 5.10: Table III of grown crystals at the CSI[75] floating zone furnace. (FG:
5%H2+95%N2; ]: No stable melt could be established; ‡: no melt could be
established; † feeding rod broken accidentally; §: contaminated with impurities;
[: polycrystalline; : small single crystals; ♦: single crystal.)
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crystal composition lamps gas length TGA
ACK121 TbTiO3 ♦ 1000 W Ar 64.5 mm
ACK122 1 HoTiO3 ♦ 1000 W Ar 44.0 mm
ACK122 2 HoTiO3 ♦ 1000 W Ar 60.0 mm
ACK123 YbTiO3 ♦ 1000 W Ar 97.4 mm
ACK124 Eu2TiO4.9  1000 W Ar 35.5 mm
ACK125 LuTiO3 [,§ 1000 W Ar ≈70 mm
ACK126 NaTiSi2O6 § 150 W Ar ≈40 mm
Table 5.11: Table IV of grown crystals at the CSI[75] floating zone furnace. (FG:
5%H2+95%N2; ]: No stable melt could be established; ‡: no melt could be
established; † feeding rod broken accidentally; §: contaminated with impurities;
[: polycrystalline; : small single crystals; ♦: single crystal.)
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6 Titanates
Titanium is widely spread throughout the earth´s crust - 0.6% by mass with the main
ores Rutile and Ilmenite [107]. It is a less corrodible metal with high strength and melt-
ing point and a rather low density making it a desired material for technical applications
like for example jet engines [107]. One of the most prevalent titanium oxides, TiO2, is
a common substance which is used as a white pigment for example in wall paint or in
paper [107, 108] (maybe also in the paper this work is written on).
The first experimental Chapter of this work dealing with the properties of transition
metal oxides will tie in with the results observed in the Diploma Thesis of the author
[57]. In the first section a short survey of the perovskite rare earth titanates (RTiO3) is
given which will be followed by the new results measured in this work. Afterwards, in the
second and third section, a special focus will be given on the metal-insulator transition
in the hole-doped R1−xCaxTiO3-system and the observations of charge ordering within
this system. Finally, in the fourth section, first results of a layered perovskite titanate
system will be presented.
6.1 Interplay of magnetic and orbital order in RTiO3
6.1.1 Introduction
The pseudocubic perovskite compound RTiO3 (with R = trivalent rare earth ion or Y)
is a prototypical example of a Mott-Hubbard insulator [2]. With decreasing R ionic
radius in the series La to Lu [82] the magnetic ordering scheme of the Ti-array changes
from antiferromagnetism to ferromagnetism [81, 109-119]. (EuTiO3 exhibits an excep-
tional behaviour as the Eu-ion has a valency of 2+ within this perfectly cubic perovskite
compound resulting in a 3d0 configuration of the Ti-ion [120] according to the preferred
Ti(IV+) oxidation state of the titanium ion. Only the 7 µB of the Eu
2+-ion order antifer-
romagnetically below about 5 K [120]. See also Appendix C.) By decreasing the R-ionic
radius, the Ti-O-Ti bond angles and concomitantly the one-electron bandwidth of the
RTiO3-system decrease [121, 122]. The changes in the bond-angles can be understood by
the structure. The RTiO3-compounds, with exception of EuTiO3, have an orthorhombic
distorted perovskite structure of GdFeO3-type. The tolerance factor t=dR−O/
√
2·dT i−O
[123] is smaller than the value 1 for the ideal structure resulting in a compressive stress
in the Ti-O bondlengths. In order to relieve this stress, the TiO6-octahedra are coop-
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eratively tilted around the cubic (110)-axis and rotated around the c-axis which leads
to a decreasing Ti-O-Ti bond angle and an enlargement of the pseudocubic unit cell
to the orthorhombic
√
2 × √2 × 2 unit cell with space group Pbnm. This is shown in
Fig. 6.1 (a-b). The Ti-O-Ti interactions are responsible for the electronic properties
of the RTiO3 system and the orbital (and magnetic) ordering changes with decreasing
Ti-O-Ti bond angle from ferroorbital ordering in LaTiO3 to SmTiO3 to antiferroorbital
ordering in GdTiO3 to LuTiO3 and YTiO3 [124, 117]. In accordance with the rules of
Goodenough, Kanamori and Anderson [28-30], these two types of orbital ordering induce
antiferromagnetism in LaTiO3 to SmTiO3 and ferromagnetism in GdTiO3 to LuTiO3
and YTiO3. Concomitant with these types of orbital ordering also two corresponding
TiO6-octahedral distortions appear. These are shown schematically for the shape of the
TiO6-octahedral basal plane (O2) in Fig. 6.1 (c). In the case of ferroorbital ordering the
TiO6-octahedral basal plane exhibits a rectangular distortion and the difference of the
two O2-O2 bond-lengths differs most (∆(O2 − O2) 6= 0). For antiferroorbital ordering
a rhombic octahedral basal plane is observed [121, 118, 84] and the two Ti-O2 bond-
lengths show the strongest changes (∆(Ti − O2) 6= 0) 1. The magnetic phase diagram
of this system is shown in Fig. 6.1 (d). LaTiO3 having a relative large Ti-O-Ti bond
angle of about 153.5◦ [84] is a Gx-type 2 antiferromagnetic Mott-insulator with a Ne´el-
temperature of about 145 K whereas YTiO3 (or LuTiO3) having a roughly 10
◦ smaller
Ti-O-Ti bond angle [84] is a ferromagnetic (Fz) insulator with a Curie-temperature of
about 30 K. However, also weak Gx-type and Ay-type antiferromagnetic components
have been found in YTiO3 [125]. Thus, these two different types of magnetic order-
ing correspond to the same irreducible representation, determined in Ref. [89] for the
GdFeO3 structure, and the change from antiferromagnetism to ferromagnetism corre-
sponds to a redistribution of the ordered moment among the the three different Gx,
Ay and Fz components of the irreducible representation labeled Γ4 [89]. However, the
magnetic order at the R-sites may alter this rule since the anisotropic rare earth ions
(RE) affect the ordering at the Ti-sites via RE-Ti interactions, see Chap. 5.3.
The occurrence of ferromagnetism and insulating electrical properties together is al-
ways interesting as the coexistence of these two properties deviates from the usual ob-
servation of ferromagnetism in metals. Like in the case of YTiO3 [117], orbital ordering
often explains the coexistence of these two properties [126].
In the past years, LaTiO3 has attracted large interest due to an orbital liquid model
which has been proposed for this system assuming that the splitting between the t2g
states is sufficiently low to allow orbital fluctuations to determine the physical properties
of this system [129, 130]. However, the t2g-level splitting of the order of 200 meV is
contraindicative for this scenario as it should effectively suppress orbital fluctuations
[118, 124, 131-133]. This is in accordance with recent calculations which are able to
describe the magnetic properties of this system quite well within a conventional scenario
[134, 135].
1∆(Ti−O2) = dist(Ti−O2) : dist(Ti−O2′)−1 shown schematically in Fig. 6.1 (c) left. ∆(O2−O2) =
dist(O2−O2′) : dist(O2−O2′′)− 1; see Fig. 6.1 (c) right.
2moment of all six nearest neighbour Ti-sites are coupled antiferromagnetically; all moments are
parallel to the x/a-axis.
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Figure 6.1: (a-b) GdFeO3-structure (Pbnm); green dotted lines: (pseudo-)cubic unit cell. (c)
Schematic figures of basal TiO6-distortions in YTiO3 and LaTiO3. (d) Phasedi-
agram of RTiO3 from Ref. [84]. The magnetic ordering temperatures are plotted
versus the R-ionic radius. This extended version also contains the value for
LuTiO3 from Ref. [81] (dark blue dot). Open squares/triangles/crosses/open cir-
cles/stars/dots: values from Ref. [84]/[87]/[127]/[122]/[128]/[81] and diamonds:
values of TC for crystals synthesized in this work (ACK). The insets show the
prominent octahedral distortions of YTiO3/LaTiO3.
Additionally to the magnetic ordering within the Ti-array the R-array (with exception
of R = Y, La, Lu) orders also magnetically:
1. for R = Ce to Sm: AFM below TN2 < TN1
3 which is of Cz/Fy- type for Nd, Sm
[111, 112].
2. for R = Gd to Yb (without Tb, Dy, Ho): FM ordering antiparallel to the FM
moment of the Ti-array.
3. for Tb, Dy, Ho: FM and AFM components; see Ref. [81, 87, 136-138].
The ordering temperatures of these moments are distinctly smaller than for the Ti-
sublattice which allows a separation of the effects of magnetic ordering of theR-sublattice.
In the Diploma Thesis of the author [57] a coupling between orbital degrees of free-
dom and the crystal structure has been found within the titanate system extending
the observations in LaTiO3 [118, 139] to other AFM RTiO3 with R = Nd, Sm. These
measurements show an anomalous rise of the a- and decrease of the b-lattice parameter
below TN. These effects sum up in the orthorhombic splitting ε = (a−b)/(a+b). In Fig.
6.2 (e) the orthorhombic splitting is shown for different RTiO3. The arrows indicate the
magnetic ordering temperature. Usually, ε should be negative for undistorted octahedra
3AFM: antiferromagnetic; TN1 is the Ne´el-temperature for the G-type AFM ordering of the Ti-array.
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as these octahedra tilt around b. But octahedral basal planes which are elongated in
a-direction - see Fig. 6.1 (c) - can even lead to positive values of ε as in LaTiO3. In
Ref. [57] (Diploma Thesis) the anomalous rise of ε in the series La, Nd, Sm strengthens
from La to Sm. This anomaly was interpreted as a change of the orbital ground state
at the magnetic ordering temperature with a strengthening of the ferroorbital arrange-
ment. For one of these compounds, it was shown by neutron scattering [57, 84] that tilt
and rotational angles do not change with temperature, but that the internal octahedral
distortions ∆(O2−O2) shown in Fig. 6.1 (c) exhibit a strong temperature dependence.
Hence, the octahedral distortions are decoupled from the tilts and the anomalous struc-
tural effects can be interpreted to be mainly caused by orbital effects. Thus, on the one
hand the crystal field splitting is induced by the tilting angles (and the shifts of the
R-ions) [124, 131], but on the other hand, below TN, the ferroorbital arrangement gets
strengthened following the crystal-field splitting already induced by the tilts [57, 84].
It turned out that the orthorhombic splitting which is directly accessible by the lattice
parameter is a direct indicator for these octahedral distortions (∆(O2 − O2)) as only
the tilt and the octahedral distortion ∆(O2−O2) determine the value of ε and the tilt
is constant over the whole temperature range. Furthermore, it was also shown that the
ε - ∆(O2−O2) curve is linear over the whole temperature range [57, 84].
Also for a ferromagnetic compound, YTiO3, which is on the other end of the phase
diagram the tilting and rotational angles are temperature invariant [57]. Some first
weak structural anomalies around TC were also visible in the lattice parameter and the
thermal expansion of YTiO3 [57, 84, 140].
In this work, these observations for the antiferromagnetic (AFM) titanates (and
YTiO3) have been further extended to measurements of a ferromagnetic (FM) com-
pound which is close to the FM/AFM-crossover: GdTiO3.
6.1.2 Experimental
The older RTiO3 samples (R = La, Nd, Sm, Gd and Y) were grown by H. Roth [78]. New
GdTiO3 (ACK043 ) and YTiO3 (ACK090 ) samples with higher TC and, additionally,
the ferrimagnetic RTiO3 samples TbTiO3 (121 ), DyTiO3 (115 ), HoTiO3 (ACK122 )
and YbTiO3 (123 ) were grown within this work using a floating zone image furnace.
The magnetic transition temperatures have been measured by M. Reuther by a vibrat-
ing sample magnetometer (VSM) or were taken from Ref. [84, 78, 85]. Powder X-ray
diffraction measurements have been performed using a Siemens D5000 X-ray diffrac-
tometer with Cu-/Cr- Kα radiation. The program FullProf [88] has been used for
rietveld-refinement. Single crystal X-ray diffraction has been performed on a Bruker
X8 Apex CCD diffractometer using Mo-Kα radiation. For the structural refinement
on F2 the program Jana2000 [58] has been used. Thermal-expansion coefficients of
GdTiO3, TbTiO3 and DyTiO3 have been measured by J. Rohrkamp and T. Lorenz on
a high-resolution capacitance dilatometer using the RTiO3 samples grown in this work.
High pressure studies of the GdTiO3-sample grown in this work have been performed
by means of angle dispersive powder X-ray diffraction using synchrotron radiation at
beamline ID09A at ESRF in Grenoble, France using a wavelength of 0.413071 A˚. There-
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fore, a GdTiO3 single crystal (ACK043 ) has been crushed and a piece smaller than
1 mm3 has been ground thoroughly for at least two hours to an extremely fine powder.
Diamond anvil cells of the cylinder-piston type with a He gas driven membrane for pres-
sure generation have been used with He as the pressure medium. For the determination
of the pressure the ruby fluorescence method has been used. Two-dimensional diffrac-
tion images have been measured with an image plate detector. The data reduction has
been performed with the FIT2D software [141]. (See also Chapter 8.4.)
Additionally, resonant X-ray diffraction measurements at the Ti K-edge have been per-
formed by and in collaboration with C. Schu¨ßler-Langeheine, H.-H. Wu and C. Trabant
at beamline MagS at BESSY in Berlin.
6.1.3 Results
Figure 6.2: (a-d) Lattice parameter and ε = (a − b)/(a + b) of GdTiO3. (e) Orthorhombic
splitting ε of RTiO3 with R = La (black), Nd (red), Sm (green), Gd (magenta)
and Y (blue) measured in the Diploma thesis of the author [57] and in this work.
The two groups of antiferromagnetic (AFM) and ferromagnetic (FM) titanates
exhibit anomalies of opposite sign at the magnetic ordering temperature and the
compounds close to the AFM/FM crossover, i. e. SmTiO3 and GdTiO3, exhibit
the strongest anomalies within their group.
X-ray diffraction measurements
The lattice parameter of GdTiO3
4 have been measured as a function of temperature by
means of powder X-ray diffraction; see Fig. 6.2. At the magnetic ordering temperature
4old sample grown by H. Roth
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which is indicated by an arrow in the figure, anomalies of the lattice parameter are
observable. But the a- and b- lattice parameter show a completely different behaviour
than for the antiferromagnetic titanates - instead of increasing a and decreasing b the
a-lattice parameter of GdTiO3 decreases and the b-lattice parameter increases below TC.
Thus, the orthorhombic splitting ε exhibits anomalies of opposite sign; see Fig. 6.2 (d-
e). Much weaker anomalies but of similar sign have been also reported for another FM
titanate - YTiO3 [140]. These structural anomalies of the FM titanates with magnetic
moment parallel to c do not seem to arise from simple spin-orbit coupling as one could
expect an elongation along c [142], which, however, could also be observed in these
compounds additionally to the effects mentioned above as described in the Diploma
thesis [57] and in Ref. [140]. But additionally to a possible influence of the spin orbit
coupling, also orbital effects may drive the anomalous rise of c, as the energetically lowest
orbital in YTiO3 is also extended in c-direction [124, 143, 144].
The thermal-expansion has been measured for the three orthorhombic directions (αa,
αb, αc) on the GdTiO3 sample ACK043 grown in this work. The results are plotted in
Fig. 6.3 (a). These measurements are of higher accuracy than powder X-ray diffraction
measurements. At TC ≈ 34 K the anomalies give rise to extrema in the thermal expan-
sion coefficient. As known from the lattice parameter, these anomalies are opposite in
sign compared to the thermal expansion anomalies in the AFM titanates. As can be seen
in these accurate measurements there are also anomalies at a lower temperature TC2 ≈
25 K. This is most likely the ordering temperature of the Gd moments which order ferro-
magnetically but antiparallel to the Ti moments. Concerning αa and αb the anomalous
peaks are very narrow compared to the anomalous peaks around TC . As the peak width
is very small, the integrated area under these additional peaks is negligible which is also
confirmed in a calculation omitting these Gd-contributions. In Fig. 6.3 (b) the measured
a lattice parameter is plotted as a function of temperature (triangles). Additionally, the
calculated a-lattice parameter derived from the thermal expansion measurement (blue)
is shown. Together with these values a calculated line omitting the Gd-contributions
(red) is shown. The corresponding modified thermal expansion is shown in the inset (red
line). As can be seen, the effect of Gd-ordering is small and would not have been seen
in a X-ray diffraction measurement. Therefore, the main contribution on the structural
distortions is caused by the Ti-sublattice and the effect of Gd-ordering on the lattice
can be neglected.
In Fig. 6.4 (a-c) the thermal expansion of GdTiO3 is compared with the thermal
expansion of RTiO3 wit smaller rare-earth ionic radius. As found in the X-ray diffraction
measurements the structural anomalies are strongest for GdTiO3 which is close to the
AFM/FM crossover in the phase diagram. TbTiO3 with a slightly smaller rare-earth
ionic radius exhibits already distinctly smaller anomalies than GdTiO3. And DyTiO3
exhibits the same absolute values for the thermal expansion αb at TC as YTiO3 [84] (with
a very similar rare-earth ionic radius) for αa. This indicates that the size of the structural
anomalies at TC depends on the size of the R-ion rather than on its magnetic moment
as the Y3+-ion is non-magnetic which is in contrast to the Dy3+-ion. The magnetic R-
ions either seem to have only small impact on α at the magnetic ordering temperature
as could be observed for GdTiO3 or its effect is smeared out over a large temperature
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Figure 6.3: (a) Thermal expansion αj of GdTiO3. (b) a-lattice parameter; triangles: mea-
sured values for a from Fig. 6.2; lines: calculated values from the measured
thermal expansion of GdTiO3 (blue) and for a hypothetic thermal expansion of
GdTiO3 with subtraction of the Gd contribution (red) as shown in the inset.
interval as could be observed for TbTiO3, see Fig. 6.4 (b). A similar smeared out bump
of α between 20 and 150 K could also be observed for TbMnO3 [145] and, hence, may
be attributed to the Tb-array.
These new observations give now a complete picture of the phase diagram of the
titanates. Both, the AFM and the FM titanates exhibit structural anomalies below
the magnetic ordering temperature which can be observed directly in the orthorhombic
splitting ε or in the thermal expansion α. For the FM titanates these anomalies of ε
and the thermal expansion along a and b exhibit a sign change compared to the AFM
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Figure 6.4: (a-c) Comparison of the thermal expansion α of DyTiO3, TbTiO3 and GdTiO3.
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side as these anomalies of ε and α are connected to the ferroorbital and antiferroorbital
ab-plane arrangement. As the structural anomalies are induced by orbital ordering and
as ferroorbital and antiferroorbital ordering is coupled to antiferromagnetic and ferro-
magnetic ordering respectively, also magnetism and structural anomalies couple. This is
verified by the fact that the structural anomalies are strongest at the magnetic ordering
temperature; see thermal expansion measurements in [57, 84]. Thus, magnetism induces
a change in the orbital arrangement which strengthens the prevalent orbital ordering
already induced by the tilts and R-shifts (which exists already at room-temperature).
Furthermore, for both sides the anomalies get the stronger the closer the compound is to
the AFM/FM crossover of the phase diagram as can be clearly seen in Fig. 6.2 (e) where
the anomalies of ferromagnetic GdTiO3 and antiferromagnetic SmTiO3 are strongest.
Single crystal X-ray diffraction measurements of the old GdTiO3-sample and of the
new RTiO3-samples (R = Tb, Dy, Ho, Yb) grown in this work have been performed
(at room-temperature) in order to measure the full structure and observe the octahedral
tilts and distortions in this compound close to the AFM/FM crossover. In Fig. 6.5 the
values of these structural distortions are plotted and compared with the other RTiO3-
compounds measured in the Diploma Thesis of the author [57]. As can be seen, the
Ti-O-Ti angles which are a direct measure of the octahedral tilting and rotational an-
gles increase continuously with increasing R-ionic radius. The close examination of the
structure shows that also the two prominent octahedral distortions vary continuously
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Figure 6.5: (a) Ti-O-Ti bondlengths of RTiO3 which are a measure of the octahedral tilting
and rotational angles and (b) the two prominent basal/ab-plane distortions of the
TiO6-octahedra; black open symbols: single crystal X-ray diffraction data (room-
temperature); gray symbols: powder neutron diffraction data (2 K). (Lines are
guide to the eyes.)
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from HoTiO3 to LaTiO3. In Ref. [118] and also in the Diploma Thesis [57] somehow the
values for the bondlength ratios rO2−O2 = ∆(O2−O2) + 1 and rT i−O2 = ∆(Ti−O2) + 1
are always bigger than 1. But if one uses constantly the same oxygen ions O2, O2’ and
O2” for the calculation of the octahedral distortions the ’real’ dependency of the ratios
rO2−O2 and rT i−O2 on the R ionic radius gets visible which is shown in Fig. 6.5 (b).
Due to the correct procedure the artificial minimum in rO2−O2 and rT i−O2 has vanished.
Now, it can be seen, that also the TiO6-octahedral distortions change continuously and
smoothly with increasing R-ionic radius from HoTiO3 to LaTiO3. Thus, the R-ionic
radius can be considered as an external control parameter which continuously drives
the magnetic and orbital transition from ferromagnetic and antiferroorbital to antiferro-
magnetic and ferroorbital ordering. Such transitions controlled by an external ordering
parameter are well known for other systems. Especially, for a quantum phase transition
the expected change of the sign of the thermal expansion anomalies on crossing the
transition [146] and also the observed sign change of the thermal expansion across the
metamagnetic transition in Ca2−xSrxRuO4 [147] resembles on the observations of the
sign change of the thermal expansion anomalies across the FM/AFM crossover in the
RTiO3-system.
Additionally, the values of powder neutron diffraction measurements at 2 K are shown,
compare Tab. 5.5 in Chap. 5.3. As can be seen, the octahedral tilts and rotations can be
determined accurately by powder neutron diffraction (the error bars are small) and there
is nearly no change between room-temperature and 2 K. Unfortunately, the two promi-
nent octahedral distortions ∆(O2− O2) and ∆(Ti− O2) exhibit larger error bars and,
hence, the single crystal X-ray diffraction measurements are more accurate. However,
within the accuracy of these powder neutron measurements, there is no indication for
a significant change of ∆(O2−O2) and ∆(Ti−O2) between room-temperature and 2 K.
high pressure studies
Synchrotron radiation studies of the lattice parameter of GdTiO3 have been performed
at 298 K and at 42 K. Fig. 6.6 (a-c) shows the lattice parameter as a function of pressure.
No phase transition could be observed up to pressures of roughly 40 GPa. As reported
for YTiO3 the b-axis is less compressible than the other two axes [148]. But whereas
the b axis is about half (50%) as compressible than a or c in YTiO3, this anisotropy has
decreased for GdTiO3, which is closer to the ferroorbital versus antiferroorbital border
within the RTiO3 phase diagram, and the difference amounts to 15% only. In Fig. 6.6
(d) the unit cell volume is shown together with the fits of the Birch equation of state
(EOS); see Eq. 8.1 in Chapter 8.4. These fits of the V-P curve to the Birch EOS
give a bulk modulus B0 of 185.8(0.8)/187.5(2.2) GPa at 298/42 K. Therefore, GdTiO3
is less compressible than the d0 titanate compound CaTiO3 having a bulk modulus of
170.9(1.4) GPa [149]. Astonishingly, GdTiO3 is also much less compressible than YTiO3
which has a bulk modulus of 163(6) GPa [148].
As the used sample volume is very small in these synchrotron measurements, pre-
ferred orientation effects appeared despite the extremely thorough grinding procedure.
Unfortunately, these preferred orientation effects render a reliable determination of the
atomic positions impossible. Neutron scattering would be an alternative to avoid pre-
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Figure 6.6: (a-d) Lattice parameter and V of GdTiO3; black/blue: 298/42 K data; ma-
genta/cyan lines: fit of 298/42 K data to Birch EOS. (e) Change of a/c-ratio
relative to the value at P = 0; black/blue: 298/42 K. (f-h) Pressure dependence
of the relative lattice parameter a/a0; circles/triangles: 298/42 K data.
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ferred orientation effects as the used sample volume is usually much larger in these kind
of experiments. However, the large absorbtion of the Gd-ion 5 makes this alternative
impossible or very expensive as special Gd-isotopes would be needed. Therefore, reliable
information has to be deduced from the lattice parameter.
Related high-pressure studies on YTiO3 exhibit a flattening of the TiO6-octahedra
along c-direction at high pressures which could indicate the occupation of a dxy-orbital
and thus a pressure-induced change in orbital ordering [148]. Although there are some
concerns in theoretical calculations, the reported high pressure phase resembles on
SmTiO3, [148, 151], which is already on the AFM side of the phase diagram. About
concomitant with this change a crossing of the relative lattice parameter a/a0 and c/c0
could be observed in Ref. [148] (a exhibits a lower compressibility). Such a crossing
could be also observed in the high resolution synchrotron measurements of this work at
298 K as well as at 42 K; see Fig. 6.6 (f-h). At 42 K this crossing is more subtle but
still detectable. Fig. 6.6 (e) shows the change of the value of a/c relative to the value
at ambient pressure (in %), i. e. 100 · (a · c0/(a0 · c) − 1) %. The 298 K measurement
exhibits a crossing around 13.6 GPa. The 42 K data has a larger statistical spread,
but a similar crossing is located somewhere between 12 GPa and 15 GPa. In the data
of Ref. [148] the same crossing is observable between 16 GPa and 20 GPa. Thus, this
crossing of the normalized a/c lattice parameter occurs around 4(2) GPa lower in the
GdTiO3-system. This observation would favour a model where the antiferroorbitally
ordered (and ferromagnetic) titanates are shifted by pressure towards the ferroorbitally
ordered (and antiferromagnetic) side of the phase diagram as GdTiO3 is already closer
to this side than YTiO3. For this reasons, GdTiO3 may be also the better candidate to
examine this possible pressure induced crossing of the orbital ordering schemes.
The best proof of such a change in orbital ordering would be to identify the associated
types of magnetic ordering as a function of pressure at very low temperatures. Neutron
scattering could be a possible method. But in this case, the difficulties would be of
more practical nature, as the larger pressure cells need to be cooled down to very low
temperatures, i. e. the needed pressure and temperature range might be a problem.
In conclusion, the high pressure studies of GdTiO3 indicate a crossing of the relative
a/a0 and c/c0 lattice parameters which is very similar to the observations in YTiO3
and, thus, also might be connected to a pressure-induced change of the orbital ordering
schemes from antiferroorbital to ferroorbital ordering. In favour of this interpretation
is, that this pressure induced cross-over in GdTiO3 (which is already closer to the AFM
side of the phase diagram) appears at lower pressures than in YTiO3. Furthermore, this
crossing seems to be rather temperature independent and driven by pressure only, since
the 42 K and 298 K measurements yield similar results.
resonant X-ray diffraction measurements
The temperature dependency of orbital ordering in DyTiO3 was analyzed in resonant
X-ray diffraction measurements at the 7 T multipole wiggler beamline MagS at the syn-
chrotron source BESSY in Berlin. For a brief description of the measurement technique,
549700(125) barn [150]
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see Chap. 6.2 or Ref. [152].
Very recently, thermal conductivity (κ) measurements for the whole RTiO3-series have
been reported in Ref. [153]. For all samples κ(T) exhibits a strong increase below the
magnetic ordering temperature [153]. This result was interpreted as an evidence for a
transition from an orbital liquid to an orbitally ordered phase at the magnetic transition
temperature, which is common for both the AFM and the FM compounds [153]. In this
scenario, the low, glassy κ(T) for T > TC/N is induced by strong scattering from orbital
fluctuations and the phonon-like κ(T) for T < TC/N is interpreted by orbital ordering
[153]. This result was supposed to give an answer to the issue of orbital order versus
an orbital-liquid phase in the RTiO3-system which was discussed controversially in the
recent years (see introduction). However already the structural studies of the series of
rare earth titanates RTiO3
6 indicate that the distortions indicative for orbital ordering
appear above TC or TN (see discussion below).
The resonant X-ray measurements of DyTiO3 (ACK115 ), which will be presented in
the following, reveal a completely different scenario and, hence, disprove this attempt to
reconcile the orbital liquid picture and the orbital order picture in the RTiO3-system.
But, already the structural results indicating a small temperature dependency of the oc-
tahedral distortions (which are mainly doping dependent) can exclude this interpretation
as can be seen in Fig. 6.5 for example.
In Fig. 6.7 (a) the energy dependence of the resonant X-ray scattering intensity of
the forbidden (0 1 1) reflection is plotted for different temperatures. The intensity in
the non-rotated σ-σ channel has a structural origin whereas the intensity in the rotated
σ-σ channel originates from orbital ordering [154]. Both contributions appear for this
reflection. In order to avoid contaminations by multiple scattering the energy scans
have been performed at several different azimuthal angles. The fluorescence of DyTiO3
is shown additionally in the background (gray area). The two resonant peaks which
can be seen in these plots emerge at the maximum of the absorbtion and about 10 eV
higher, i. e. at ∼4973 eV and at ∼4983 eV. The temperature dependence of the first of
these two peaks is plotted as a function of temperature for both channels and for two
different azimuthal angles in the inset of Fig. 6.7 (a). As can be seen there is almost no
temperature dependence.
In Fig. 6.7 (b) energy scans of the forbidden (0 0 1) reflection are shown for different
temperatures. The intensity of the unrotated channel (dotted lines) is much smaller
for this reflection and most of the intensity can be found in the rotated channel (solid
lines). Also for this (0 0 1) reflection two resonant peaks emerge at ∼4971 eV and at
∼4983 eV. Additionally, a weak peak can be observed at the pre-edge, see the inset
of Fig. 6.7 (b). The resonant X-ray scattering intensity at the pre-edge is expected to
reflect the 3d orbital state directly [140]. They become accessible via a dipole transition
from the 1s state because of the hybridization of the Ti 4p with the orbitally ordered
Ti 3d orbitals [140]. The usually forbidden (0 0 1) reflection becomes detectable due to
the non-scalar interaction due to orbital ordering and the intensity is a measure for this
orbital ordering [155]. (Nevertheless, orbital ordering is in accordance with space group
6of this work and of the Diploma thesis of the author [57] and for LaTiO3 of Ref. [118]
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Figure 6.7: (a) Fluorescence (gray) together with energy scans of the (0 1 1) reflection in
the (un-)rotated σ − σ (σ − pi) channel at different temperatures. In the inset
the temperature dependency of the intensity of the (0 1 1) reflection measured
at resonance energy for the (un-) rotated channels and for two different values of
the azimuth is shown. (b) Energy scans of the (001) reflection at different tem-
peratures for the rotated (solid lines) and the unrotated (dotted lines) channel.
The inset shows the region around the pre-edge.
Pbnm.)
All these observations are very similar to the observations in YTiO3 [140] where the
orbital order was studied at the same reflections. Hence, these measurements indicate
an orbital order in DyTiO3 similar to that in YTiO3.
The temperature dependence of the main and pre-edge peaks in DyTiO3 is again rather
weak. There is no strong rise of any intensity at the magnetic ordering temperature
(TC = 64.6 K). Similar observations were made for YTiO3 [140] where the RXS intensities
of the (001) reflection at the main edge exhibit no anomalies at TC (which was also
reported for the pre-edge RXS intensities).
As these resonant peaks are a fingerprint of orbital ordering these measurements of
DyTiO3 show, that there is no transition between an orbital liquid state and an orbitally
ordered state and that the interpretation in Ref. [153] which is in particular based on
the analysis of DyTiO3 and LaTiO3 seems rather questionable
7.
7X-ray absorption magnetic circular dichroism measurements
Complementary X-ray absorption magnetic circular dichroism (XMCD) measurements at the Ti
L2,3 edge which have been performed by Z. Hu and N. Hollmann using the DyTiO3 crystal ACK115
grown in this work reveal that the orbital moment of the Ti3+ ions is strongly quenched by using
the XMCD sum rule reported in Ref. [156]. These experimental results further rule out the orbital
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As mentioned above, this could already be seen in the structural studies between
room-temperature and 2 K which indicate neither changes of the octahedral tilt (which
is important for the orbital ordering scheme [124]) nor in the rhombic or rectangular
TiO6 octahedral basal plane distortions which are indicative for distortions arising from
orbital ordering, see Fig. 6.5. In conclusion, the interpretation that magnetic order in
DyTiO3 is accompanied by a transition from an orbital liquid to an orbital ordered state
can be fully ruled out.
6.1.4 Conclusion
From the single crystal X-ray diffraction measurements of RTiO3 a continuous variation
of the octahedral tilts and rotations as well as the TiO6-octahedral distortions with
decreasing R-ionic radius has been observed. Thus, the R-ionic radius can be considered
as an external control parameter which continuously drives the magnetic ordering from
AFM to FM ordering. Powder X-ray as well as thermal expansion measurements for
R = La, Nd, Sm, Gd and Y exhibit anomalies of the orthorhombic splitting ε and the
thermal expansion α at the magnetic ordering temperature which are of opposite sign
for AFM and FM titanates. These anomalies get stronger for the compounds closer
to the FM/AFM crossover and are indicative for a magnetically driven change in the
orbital arrangement which strengthens the prevalent orbital ordering already induced
by the tilts and R-shifts. The thermal expansion measurements on GdTiO3 exhibit
also structural anomalies at the magnetic ordering temperature of the Gd-ions. But
these effects can be neglected compared to the contribution of the Ti-sublattice. Hence,
these structural effects and the increase of the thermal expansion anomalies towards
the AFM/FM crossover are not induced by the R-ions and their magnetic moments
(magneto-elastic coupling) but are intrinsic effects within the Ti-sublattice. Thus, this
change of the sign of the thermal expansion anomalies and the increase for compounds
close to the AFM/FM-crossover resembles on a quantum phase transition [146] or on
the metamagnetic transition in Ca2−xSrxRuO4 [147].
The results of the synchrotron high pressure studies of GdTiO3 in this work exhibit
a crossing of the relative a/a0 and c/c0 lattice parameters which occurs at distinctly
lower pressures than in YTiO3 where a concomitant change in the oxygen environment
of the Ti-ion indicating a change in orbital ordering has been observed [148]. Since
GdTiO3 is already closer to the antiferromagnetic side of the magnetic phase diagram,
the observations within this work support such a model where the ferromagnetic and
antiferroorbital ordered titanates are shifted by pressure towards the antiferromagnetic
and ferroorbital ordered side of the phase diagram. Furthermore, this crossing of the
relative lattice parameters could be observed at room-temperature as well as in the 42 K
measurement at about the same pressures. Thus, these (presumable) crossings of the
orbital ordering schemes in GdTiO3 seem to be rather temperature independent and
almost fully driven by pressure.
In resonant X-ray scattering measurements of DyTiO3 similar signatures of orbital
liquid scenario in DyTiO3 [157].
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ordering as in YTiO3 [140] could be observed. In DyTiO3 the resonant peaks associated
with this orbital ordering exhibit almost no temperature dependence and, especially, no
anomalies at TC. Thus, the resonant X-ray scattering measurements indicate an orbitally
ordered state already at room-temperature. Hence, the interpretation of the thermal
conductivity measurements of DyTiO3 reported in Ref. [153] where a transition from
an orbital liquid to an orbitally ordered state at TC has been assumed in an attempt to
reconcile the orbital liquid and the orbital ordering picture can be ruled out. This could
be observed also directly in the structural measurements, since no significant structural
changes which might be connected to a change in orbital ordering etc. could be observed
between room-temperature and 2 K. Hence, the interpretation of a transition from an
orbital liquid to an orbitally ordered state [153] could already be excluded from the
structural measurements of RTiO3.
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6.2 Charge order in Y1−xCaxTiO3
6.2.1 Introduction
Metal Insulator transitions controlled by carrier-doping into a Mott insulator are a cen-
tral theme in contemporary solid-state physics partly due to their relevance for the phase
diagram of the high-TC-superconducting cuprates [158, 2]. The titanates LaTiO3 and
YTiO3 are particularly interesting since they posses a single electron in the 3d-shell
compared to the cuprates with a single hole. But in contrast to the cuprates, the orbital
degree of freedom plays an important role in the titanates whereas it is quenched in the
cuprates. Furthermore, these titanates exhibit a three-dimensional crystal structure. In
contrast to the cuprates, but, especially in contrast to the La1−xSrxTiO3 system the
Y1−xCaxTiO3-system stays insulating up to rather high hole-doping levels which was
the motivation to study the properties of this system in more detail.
Doping Sr and Ca into LaTiO3 and YTiO3, respectively, allows one to render these
titanate systems metallic as the substitution of the trivalent R-ion by the divalent earth
alkaline ion introduces holes into this system. Besides turning these titanates metallic
also the magnetic order gets suppressed by hole-doping. However, whereas a small
amount of Sr (approximately 5%) is sufficient to render LaTiO3 metallic, Y1−xCaxTiO3
samples stay insulating up to Ca-doping levels of about 39% (at room-temperature)
[159]. This surprising difference could only be explained by reduced bandwidths induced
by increasing octahedral tilts so far [122]. But there are several other phase diagrams
known, where doping into a Mott-insulator does not yield metallic behavior even at high
amounts of doping. In such systems charges sometimes order, forming checker-board or
stripe arrangements, like for example in Pr1−xCaxMnO3 or in La2−xSrxNiO4 [7, 160]. In
the titanates, however, so far no evidence for charge ordering has been reported.
The Y1−xCaxTiO3-system shows some rather anomalous properties for the compounds
in the metal-insulator transition region with Ca-doping levels of 30%-40%. First of all,
the samples have insulating properties at high temperatures. However, the samples show
a temperature-driven insulator-to-metal transition and become metallic at low tempera-
tures [159, 161] which is rather anomalous. Usually, other systems like V2O3 exhibit an
opposite behaviour with insulating properties at low temperatures and metallic prop-
erties at high temperatures [162]. Also other charge ordered systems exhibit metallic
properties at high temperatures and insulating properties at low temperatures [163].
Furthermore, the magnetic susceptibility of Y1−xCaxTiO3 shows an anomalous rise
on heating and an anomalous hysteresis as a function of temperature [159, 164, 165].
K. Kato et al. found phase separation occurring in this system at low temperatures
[161] and could qualitatively assign the metallic properties to one of these phases - a
low-temperature orthorhombic phase (LTO) with a small unit cell volume which appears
besides the original insulating phase with a larger unit cell volume. It turned out that the
large volume phase is orthorhombic at high temperatures (HTO) but becomes monoclinic
at low temperatures (LTM) [161].
In the Diploma Thesis of the author [57] Y1−xCaxTiO3-samples with x= 0.35, 0.38 and
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0.41 have been studied 8 and phase separation could be observed also in the sample with
x = 0.38 which is right in the MI transition regime [57]. However, the resolution of the
home diffractometer using Cu-Kα radiation was on the border of the detection limit and
the LTM phase emerged as a shoulder in the diffraction patterns. Nevertheless, a quan-
titative description of macroscopic properties like electrical resistivity ρ and magnetic
susceptibility χ could be achieved by weighting the metallic and insulating contributions
of ρ and χ with the volume fractions determined in these X-ray measurements and sum-
ming up both contributions: χtotal = nLTO · χ0,const + (1 − nLTO) · CLTM/(T + ΘLTM)
with nLTO being the volume fraction of the metallic LTO phase as determined by X-ray
diffraction and CLTM (Curie constant) and ΘLTM obtained by fitting this Curie Weiss
term to the high temperature tail where nLTO = 0. Thus, only χ0,const remains a free
parameter which has to be determined or fitted to the data. With this quantitative de-
scription the overall anomalous features of the magnetic susceptibility can be understood
- the anomalous rise can be explained as a rise of the volume fraction of the insulating
LTM phase which has a larger value of χ and the hysteresis is explained by the hys-
teresis of the volume fractions [57]. Furthermore, in a first powder neutron diffraction
measurement of the sample with x = 0.38 a first (weak) indication for charge ordering
was found within the insulating LTM phase [57].
In this work, first, high resolution synchrotron measurements extended the structural
studies on phase separation and on the lattice parameter. Furthermore, various powder
and single crystal neutron measurements have been performed in order to search for
and finally establish charge ordering. Finally, the results of the neutron measurements
have been affirmed by complementary resonant X-ray diffraction measurements using
synchrotron radiation. For all these purposes several new Y1−xCaxTiO3 single crystals
with more precise oxygen stoichiometry have been grown (see Chap.5.7) and character-
ized by electrical resistivity and magnetic susceptibility measurements as well as specific
heat and thermal expansion measurements.
6.2.2 Experimental
A Siemens D5000 X-ray diffractometer was used for powder X-ray diffraction. Θ/2Θ-
scans with step widths of 0.01◦ and 0.02◦ were made using Cu- and Cr-Kα-radion. Pow-
der X-ray diffraction measurements using synchrotron radiation have been performed
on beamline B2 at Hasylab/DESY in Hamburg. A wavelength of λ = 0.74950 A˚ (E
= 16541.7 eV) was chosen in order to avoid fluorescence of the Y-ions (electron bind-
ing energy for K 1s electrons: 17038 eV). Powder neutron diffraction measurements
have been performed at the reactor FRM-II in Garching using the SPODI diffractome-
ter (λ = 1.548A˚) and at the reactor Orphe´e in Saclay using the 3T2 diffractometer
(λ = 1.2251 − 1.2252A˚). Single crystal neutron diffraction measurements have been
performed at the reactor Orphe´e in Saclay using the 5C2 diffractometer (λ = 0.83 A˚,
0.831 A˚) and at the PANDA spectrometer at the FRM-II in Garching. Single crys-
tal X-ray diffraction has been performed on a Bruker Apex X8 CCD diffractometer
8The sample with x=0.40 probably suffers from larger inhomogeneities.
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using Mo-Kα radiation (structural refinement with Jana2000 [58]). Resonant X-ray
diffraction using synchrotron radiation have been performed at the MagS beamline of
BESSY in Berlin in collaboration with C. Schu¨ßler-Langeheine, H.-H. Wu and C. Tra-
bant. Resistivity measurements have been performed using an AC four-point method.
The magnetic susceptibility was measured by M. Reuther with a vibrating sample mag-
netometer (VSM). The specific heat has been measured by O. Heyer in a physical prop-
erty measurement system (PPMS, Quantum Design) using the relaxation time method.
Measurements of the thermal expansion have been performed by J. Rohrkamp using a
high-resolution capacitance dilatometer.
For the first diffraction measurements of this work old samples grown by H. Roth were
used. These samples HR120, HR99+HR100, HR134, HR139 and HR155 with x = 0.35,
0.38, 0.41, 0.50 and 0.55 respectively tend to have some excess oxygen as indicated by
TGA measurements (see Chap. 5.2) or by the comparison of the volume fractions of the
metallic LTO phase measured for HR99+HR100 with the values observed in Ref. [166]
for a Y1−xCaxTiO3-sample with x = 0.39 which are very similar for both measurements;
see Fig. 6.10 (f). Two other samples with x = 0.40, 0.52 were grown by A. Nugroho.
Since the new Y1−xCaxTiO3-samples (ACK-series) were not available then, only these
old Y1−xCaxTiO3-samples could be measured in the very first synchrotron and some of
the very first neutron measurements. Many of the R1−xCaxTiO3-samples grown later in
this work have a better oxygen stoichiometry (see Chap. 5.7) and have been used for all
further neutron, resistivity, magnetic susceptibility, thermal expansion and specific heat
measurements as well as resonant X-ray diffraction measurements.
6.2.3 Results and Discussion
Resistivity and magnetic susceptibility measurements
For a detailed characterization of the Y1−xCaxTiO3-phase diagram the electrical re-
sistivity as well as the magnetic susceptibility have been measured mainly using the
new samples grown in this work (ACK -series) for different doping levels ranging from
x = 10% to 50%. These measurements are shown in Fig. 6.8 (a-b). Up to roughly 30%
of Ca-doping, the Y1−xCaxTiO3-system stays insulating. Between about 30% and 40%
of doping there is a broad MI-transition regime. In this regime a temperature driven
MI-transition can be observed (TMI). This MI-transition is rather unusual as the metal-
lic phase emerges at low temperatures. Such anomalous behaviour could be observed
for the layered 327-manganites (see for example Ref. [167]), but usually, like in V2O3,
the metallic phase emerges at high temperatures and the insulating phase at low tem-
peratures [162]. The Y1−xCaxTiO3-compounds in this MI-transition regime also exhibit
anomalies in the magnetic susceptibility which shows a hysteresis and an anomalous
rise with temperature. This anomalous susceptibility could be well described within
the phase separation scenario by attributing a constant Pauli paramagnetic term to the
metallic phase and fitting a Curie-Weiss term to the high-temperature tail where 100%
of the insulating HTO phase persists (see Introduction) [57].
powder X-ray diffraction measurements
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Figure 6.8: (a) Electrical resistivity and (b) magnetic susceptibility measurements
of Y0.9Ca0.1TiO3 (ACK012 ), Y0.8Ca0.2TiO3 (ACK013 ), Y0.75Ca0.25TiO3
(ACK044 ), Y0.67Ca0.33TiO3 (ACK015 ), Y0.64Ca0.36TiO3 (ACK016 ),
Y0.63Ca0.37TiO3 (ACK083 ), Y0.62Ca0.38TiO3 (HR100 ), Y0.61Ca0.39TiO3
(ACK076 ), Y0.6Ca0.4TiO3+δ (Agung), Y0.5Ca0.5TiO3 (ACK047 ).
Synchrotron radiation powder X-ray diffraction measurements have been performed in
order to study the lattice parameter, the monoclinic angle and the occurrence of phase
separation in the Y1−xCaxTiO3-system (old samples grown by H. Roth). As the LTO
phase has a smaller unit cell volume caused by a smaller b-lattice parameter [57] the (020)
peak is a good reflection to distinguish between the HTO/LTM and the LTO phase 9.
This peak is compared in Fig. 6.9 (a-c) for three different types of measurements. A
first improvement to the powder X-ray diffraction measurements of the Diploma Thesis
[57] could be achieved by using Cr-Kα-radiation instead of Cu-Kα-radiation as Cr-Kα
radiation has a distinctly larger wavelength. The use of a larger wavelength succeeds
in giving a better resolution as can be seen impressively in Fig. 6.9 (a-b), but the use
of such a large wavelength renders these measurements more surface sensitive since the
absorbtion increases. Therefore, the results of these measurements can be biased by
surface effects. Additionally, fewer reflections can be measured making the Rietveld
fits less reliable. Therefore, the structural studies have been extended to synchrotron
measurements in this work. These synchrotron measurements benefit from the small
divergence of the X-ray beam at the synchrotron which gives a much better resolution
even at higher incident energy (smaller wavelength). Clips out of the diffraction patterns
of measurements of the same Y1−xCaxTiO3-sample are plotted in Fig. 6.9 (c). In the left
part of the figure the splitting of the (020) peak can be observed with better resolution
9The (020) reflection has the largest intensity of all reflections exhibiting a peak-splitting due to phase
separation.
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Figure 6.9: Clips out of powder X-ray diffraction patterns of Y0.62Ca0.38TiO3.01 using (a)
Cu-Kα radiation [57], (b) Cr-Kα radiation and (c) synchrotron radiation (λ =
0.7495 A˚).
than in the measurement using Cr-Kα-radiation although the wavelength is more than
three times smaller. In the right part of this figure the (243) reflection is shown which is
also split into the LTO and the LTM contribution. Additionally, the (243) peak of the
LTM phase exhibits a significant peak broadening at low temperatures and indicates the
splitting into a (-243) and a (243) peak. The Rietveld refinement reveals a monoclinic
angle which starts to deviate from 90◦ below about 200 K and amounts to 90.1◦ at low
temperatures; see Fig. 6.10 (e). Thus, the insulating HTO phase becomes monoclinic
on cooling. The corresponding volume fraction of the metallic LTO phase is shown in
Fig. 6.10 (f) and the lattice parameter and unit cell volume are plotted in Fig. 6.10
(a-d). Besides the sample with x = 0.38 also the other samples with x = 0.35, 0.41, 0.50
and 0.55 and the sample with x = 0.40 (grown by A. Nugroho) have been measured.
The results of these measurements were plotted in Fig. 6.10 (a-f).
One of the main important results which can be drawn from these measurements
is that phase separation occurs in the systems around the MI-transition and that the
volume ratio of the metallic phase increases with increasing hole doping level; see Fig.
6.10 (f). For completeness also the volume ratio of the sample with x = 0.37 from
Ref. [166] is added to the plot. The samples which are already in the metallic regime
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(x = 0.40, 0.41) also exhibit phase separation and minor parts of the HTO phase survive
into this metallic regime and even exhibit a small increase on heating. This explains
the rise of the magnetic susceptibility with temperature which could be observed for
the metallic samples with x ≥ 0.40; see Fig. 6.8 (and the Diploma Thesis [57]). With
increasing temperature, the volume fraction of the HTO phase rises and causes a small
rise of the total susceptibility as χHTO/LTM  χLTO. For the samples with x = 0.40 and
0.41 this could be observed directly, for the samples with higher hole-doping level this
could not be observed directly as the lattice constants may have become more similar,
but the anomalous rise of the susceptibility for these samples would suggest a similar
scenario as for the samples with x = 0.40 and 0.41 where phase separation could be
confirmed.
Figure 6.10: (a-e) Lattice parameter a, b, c, β and V of Y1−xCaxTiO3 for different doping
levels x. (f) Volume fraction of the metallic LTO phase. Values for x = 0.37
(gray) were taken from Ref. [166].
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Furthermore, the phase separated samples in the MI-transition regime (0.30 < x <
0.40) have a monoclinic phase with a monoclinic angle β which starts to deviate from
90◦ below about 200-250 K and attains its maximum value of about 90.1◦ at lowest
temperatures. This was also observed in Ref. [161]. However, for the samples in the
metallic regime (x ≥ 0.40) the monoclinic angle gets small and can not be unambiguously
distinguished from 90◦. Also in Ref. [161] it was reported that the sample with x = 0.41
shows phase separation with two orthorhombic phases (Pbnm) at room-temperature 10.
Another interesting result is the temperature dependence of the b lattice parameter of
the LTM phase. For all samples measured in this work (x = 0.35, 0.38, 0.40 and 0.41)
an anomalous rise of the b-lattice parameter on cooling could be observed. Such an
anomalous rise could be indicative for orbital ordering (see for example Chapter 6.1) or
other interesting effects occurring in the insulating LTM phase. The b lattice constant is
also the lattice constant which shows the strongest difference for the LTO and the LTM
phase. These interesting findings give reason to further investigations.
neutron diffraction measurements
Single crystal neutron diffraction measurements have been performed for Y0.64Ca0.36TiO3.00
(ACK016) and Y0.67Ca0.33TiO3.00 (ACK015) at the PANDA spectrometer at FRM-II in
Garching. In these measurements superstructure reflections could be observed on cool-
ing; see Fig. 6.11 (a-b). The space group Pbnm has a b glide mirror plane (⊥a) which in-
duces the zonal reflection condition 0kl, k = 2n. Thus, the (011) and (013) reflections are
superstructure reflections which indicate the breaking of the glide mirror symmetry. In
synchrotron radiation powder X-ray diffraction measurements for similar Y1−xCaxTiO3
samples a phase transition from the orthorhombic space group Pbnm to the monoclinic
space group P21/n has been observed (see previous section and Ref. [161]). In the
monoclinic space group P21/n the zonal reflection condition mentioned above is absent
and the (0kl) reflections with odd values of k are allowed. Thus, the rise of the (011) and
(013) superstructure reflections indicates the orthorhombic → monoclinic phase transi-
tion which is in accordance with the synchrotron measurements (see previous section).
The (011) and (013) reflections are the (1/2 1/2 1/2)cub and (1/2 1/2 3/2)cub reflec-
tions of the pseudocubic unit cell of the Ti-array (blue cell in the inset of 6.11 (a)) and,
thus, are indicative for distortions/modulations which alternate for all Ti-ions. Due to
the loss of symmetry elements in the monoclinic phase the oxygen environment of a Ti
ion can be different compared to its six neighbouring Ti-ions. The remaining n glide
mirror plane induces equivalent oxygen environments among these six neighbourring Ti-
ions. Thus, there are two different Ti-sites (Ti1, Ti2) in the monoclinic phase which
alternate in all three directions (acub, bcub, ccub). As the average charge at all Ti sites
is close to 3.5+, this observation could suggest charge ordering in the RTiO3-system
which should be embodied by an alternating Ti4+-/Ti3+ checkerboard pattern such that
each Ti4+O6-octahedron is connected with six neighbouring Ti
3+O6-octahedra. If the
10At low temperatures (20 K), again, a monoclinic phase has been reported for this sample but the
monoclinic angle was not shown. Only the temperature dependency of β for the samples with
x = 0.37 and 0.39 has been plotted.
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Figure 6.11: (a) Intensity of the (011) and (013) reflections (in Pbnm) for Y0.64Ca0.36TiO3.00
(ACK016); background and multiple scattering subtracted. In the inset a model
with 8 unit cells (Pbnm) filled with alternating Ti3+/Ti4+-ions and the (011)
and (013) planes is shown. (b) Comparison of the temperature dependency of
the (011) reflections for Y0.64Ca0.36TiO3.00 (ACK016) and Y0.67Ca0.33TiO3.00
(ACK015). The inset shows the temperature dependency of a (017) superstruc-
ture reflection for the sample with x = 0.35 after multiple scattering subtraction.
Ca doping x is less than 50% some additional Ti3+- ions have to be placed randomly
at Ti4+-sites. A very similar type of ordering can be observed in the A2BB’O6-type
perovskites with A = Nd, B = Ti and B’ = Mg, where the B/B’-sites are almost fully
ordered and each TiO6-octahedron is surrounded by 6 MgO6 octahedra and vice versa
[168]. This type of Mg/Ti-ordering is very similar to a Ti4+-/Ti3+-ordering and also
results in a reduction of the symmetry from Pbnm to P21/n with a monoclinic angle β
very close to 90◦. Besides the similar symmetry reduction, the charge ordering in the
Y1−xCaxTiO3-system is supported by the following findings. The transition temperature
for the Y1−xCaxTiO3-sample with x = 0.33 is 15 K lower as the transition temperature
for the sample with x=0.36; see Fig. 6.11 (b). These superstructure reflections can
not be caused by orbital ordering and concomitant oxygen displacements as the larger
Ti3d -orbital occupation in the sample with x = 0.33 should stabilize any orbital ordering
and the ordering temperature should be higher for the sample with x = 0.33 instead.
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Furthermore, these superstructure reflections are not magnetic in origin as the magnetic
susceptibility shows no anomalies at 150 K (see Fig. 6.8) and as the magnitude increases
with Q which is in contrast to the expected Q-dependency due to the magnetic form
factor. Last, any ionic Y/Ca order can be excluded because the fully reversible rise of
the superstructure reflections at 150 K is too steep and sudden for such types of ordering
phenomena. And additionally, any oxygen-order can be excluded by the almost perfect
oxygen stoichiometry.
A similar temperature dependency of the (017) superstructure reflection of a sample
with x = 0.35 (HR120) could be observed in a different single crystal neutron diffraction
measurement at the 5C.2 diffractometer at the reactor Orphe´e in Saclay, France. This
measurement suffers from larger multiple scattering contributions. In order to remove
this multiple scattering, a linear intensity contribution has been subtracted from this
data. Hence, the x = 0.35 intensity-temperature curve has some uncertainties, but at
least the overall progression of the intensity with temperature can be estimated from
the inset of Fig. 6.11 (b).
The loss of intensity of the (01L) superstructure reflections at about TMI can be
well understood by the phase separation scenario. As can be seen in Fig. 6.8 the
electrical resistivity of Y0.67Ca0.33TiO3.00 (ACK015) and Y0.64Ca0.36TiO3.00 (ACK016)
starts to decrease below about 100 K. This is about the same temperature where these
superstructure reflections start to decrease slightly; see Fig. 6.11 (b). Therefore, it
is likely that phase separation occurs at these temperatures and that the metallic LTO
phase emerges besides the insulating and charge ordered monoclinic P21/n (LTM) phase.
As this metallic phase which is not charge ordered exhibits no superstructure reflections,
the intensity of the superstructure reflections decreases together with the volume fraction
of the LTM phase.
Figure 6.12: (a-b) Schematic model for the distortions in the LTM phase.
For a more detailed analysis of the charge ordering occuring in this system, single
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crystal neutron diffraction measurements have been performed at the 5C.2 diffractome-
ter at the reactor Orphe´e in Saclay, France. In these measurements the samples with
x = 0.35 (HR120) and x = 0.36 (ACK017) have been measured at 120 K, 298 K and
at 110 K, 298 K respectively, i. e. one measurement in the HTO and one measurement
in the pure LTM phase for each sample. Due to the loss of symmetry elements after
the phase transition from the HTO phase (Pbnm) to the LTM phase (P21/n) there are
two different Ti sites with inequivalent oxygen environments in the unit cell of the LTM
phase as shown schematically in Fig. 6.12 (a-b). The results of the structure refine-
ment of these measurements indicate elongated basal Ti-O distances for one Ti-ion and
compressed basal Ti-O distances for its six neighbouring Ti ions. This is indicative for
charge ordering which is affirmed by the bond valence sum analysis (calculated for both
Ti-ions from the measured crystal structure) which provides clear evidence for charge
ordering. Thus, the insulating large-volume HTO phase becomes monoclinic at low tem-
peratures due to charge ordering. In this charge ordering pattern the Ti4+- and Ti3+-ions
are placed alternatingly at the Ti1 and Ti2 sites. But as the doping level of 35%-36%
is not sufficient for a fully developed three-dimensional Ti3+/Ti4+ checkerboard charge
ordering pattern the additional electrons have to be placed randomly at the Ti4+ sites.
The analysis of the internal R-values for the monoclinic settings ”a”, ”b”, and ”c”
(”2/m”) yields the following Rint values: 4.32%, 3.37% and 4.42% (redundancy: 1.9,
1.8 and 1.9 respectively) for the sample with x = 35% and 1.83%, 1.13% and 1.86%
(redundancy: 1.8, 1.9, and 1.8 respectively) for the sample with x = 36%. Thus, the
results of the synchrotron measurements finding the monoclinic angle β are supported
by these neutron measurements.
The results of the structural refinements of these single crystal neutron diffraction
measurements are listed in Tab. 6.1. Due to these measurements, the four Ti-O2
distances are larger for the Ti2-site than for the Ti1-site; see Tab. 6.1. (The two Ti-
O1 distances exhibit an opposite behaviour of minor extent.) This leads to different
bond valence sums for these two Ti-ions. The bond valence sum (BVS) is an empirical
value which indicates the nominal valency of an ion Mi calculated from the Mi - oxygen
distances by equation 6.1 [169].
Vi =
∑
j
sij =
∑
j
exp((r0 − rij)/B) (6.1)
The constants B and r0 have been determined for each ion Mi from a crystal structure
database and can be found in tables [169]. If the Mi-Oj distance rij is small, the bond
valence sij increases and indicates a stronger oxidation of the Mi-ion. As the constants B
and r0 have not been calculated for such compact structures as the perovskite structure,
the BVS Vi for these type of compounds always indicates slightly larger values than
expected. But as was shown in Ref. [170, 57] the BVS is an excellent measure for
differences in the oxidation state of two ions within the same class of compounds or
within the same crystal. The calculation of the BVS for the Ti-ions in the samples with
x = 0.35 (HR120) and x = 0.36 (ACK017) reveals a difference in the nominal oxidation
state which amounts to about 0.23 - 0.30 electrons; see Tab. 6.1. In the refinement
with space group P21/n the anisotropic thermal displacement parameters Uij for Ti2
95
6 Titanates
and O3 sites have been restricted to the corresponding values at the Ti1 and O2 sites
respectively, assuming that these ions have very similar thermal displacement parameters
as in the Pbnm parent structure. This restriction to the same thermal displacement
parameters according to space group Pbnm avoids any additional distortions which
may occur in the structure refinement if the (thermal) displacement parameters of Ti1
and Ti2 get different. (For example if Uij of Ti1 would be very large and Uij of Ti2
would be very small one could easily introduce distortions similar to charge ordering
artificially.) Although the observation of the (01L) superstructure reflections in both
measured samples clearly indicates the monoclinic symmetry P21/n, for a comparison
the low-temperature single crystal neutron data has also been refined with a structure
model which is restricted to an undistorted Pbnm structure which does not allow charge
ordering (‡). The refinement within this structure model yields enhanced R-values. This
supports the charge ordering model. On the other hand a refinement of the 298 K room-
temperature data for the sample with x = 0.35 with the monoclinic structure P21/n
and the atomic positions from the charge ordered 120 K structure as starting parameters
yields structural parameters which do not show any indication for charge ordering. At
298 K the nominal valency of both Ti sites amounts to 3.534(6) for Ti1 and 3.530(6)
for Ti2. This result is in accordance with a drop of the (017) superstructure reflection
around roughly 150 K measured for the sample with x = 0.35 at the 5C.2 diffractometer
which indicates the onset temperature for charge ordering (TCO) which is similar to the
sample with x = 0.36; see Fig. 6.11 (b). The difference of the nominal valencies of both
Ti sites derived from the BVS analysis is plotted for different temperatures in Fig. 6.13
(a). Additionally, the temperature dependency of the (011) superstructure reflection of
Y0.64Ca0.36TiO3 is shown in the background (gray). Hence, these single crystal neutron
diffraction measurements give evidence for a checkerboard type charge ordering in the
Y1−xCaxTiO3-system which is shown schematically in Fig. 6.13 (b).
Unfortunately, the two single crystals which are untwined at room-temperature be-
come twinned below the orthorhombic to monoclinic phase transitions with two (mon-
oclinic) twin domains of about 50.0% volume fraction. This twinning is inherent to the
phase transition and can not be avoided. The existence other twin domains can possibly
biase the results of the structural refinement. In order to avoid any effects by twinning,
both samples with x = 0.35 (HR120) and x = 0.36 (ACK017) have also been studied
with complementary powder neutron diffraction measurements at 130 K, 298 K and
110 K, 298 K respectively. The sample with x = 0.35 has been measured at the SPODI
diffractomter at FRM-II in Garching and the sample with x = 0.36 has been measured
at the 3T.2 diffractometer at the reactor Orphe´e in Saclay. In the less accurate powder
neutron diffraction data, the weak superstructure reflections could not be observed any-
more. Nevertheless, these measurements have to be in accordance with the structure
model determined in the single crystal neutron measurements. Therefore, the struc-
ture model was refined simultaneously for powder neutron diffraction data and single
crystal neutron data using the program Jana2006 [171]. The R-values obtained for the
refinement of the charge ordered structure model (P21/n) and the R-values obtained
for the undistorted structure model (Pbnm) are very similar for the powder neutron
data: Rp/Rwp=5.88%/7.92% (P21/n), Rp/Rwp= 5.90%/7.97% (Pbnm) for the sample
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x: 0.35 0.35 0.35 0.36 0.36 0.36
SG: P21/n Pbnm ‡ Pbnm P21/n Pbnm ‡ Pbnm
s.c. neutron:
T: 120 K ‡ 298 K 110 K ‡ 298 K
all refl.: 1538 ‡ 1553 1790 ‡ 366
2Θmax: 78.9◦ ‡ 85.1◦ 85.3◦ ‡ 85.5◦
redun.: 1.79 ‡ 2.83 1.88 ‡ 1.07
Rint: 2.26% ‡ 4.16% 1.13% ‡ 0.79%
GoF: 3.96 4.65 11.43 2.96 3.22 8.00
R: 4.03% 5.35% 3.46% 3.31% 5.59% 5.36%
Rw: 8.35% 9.87% 5.76% 3.06% 3.38% 5.85%
x(Y1/Ca1): 0.9834(1) 0.9834(1) 0.9841(1) 0.9847(1) 0.9847(1) 0.9849(2)
y(Y1/Ca1): 0.0641(1) 0.0642(1) 0.0631(1) 0.0623(1) 0.0623(1) 0.0612(4)
z(Y1/Ca1): 0.2476(2) 0.25 0.25 0.2488(3) 0.25 0.25
U(Y1/Ca1): 0.0095(2) 0.0095(2) 0.0136(2) 0.0047(1) 0.0046(1) 0.0063(7)
x(Ti1/Ti2): 0 / 0.5 0 / - 0 / - 0 / 0.5 0 / - 0 / -
x(Ti1/Ti2): 0.5 / 0 0.5 / - 0.5 / - 0.5 / 0 0.5 / - 0.5 / -
z(Ti1/Ti2): 0 / 0 0 / - 0 / - 0 / 0 0 / - 0 / -
U(Ti1/Ti2): 0.0085(3) 0.0082(3) 0.0111(3) 0.0029(1) 0.0029(1) 0.0038(11)
x(O1): 0.1039(1) 0.1040(1) 0.1030(2) 0.0999(1) 0.0998(1) 0.1002(2)
y(O1): 0.4656(1) 0.4657(2) 0.4658(1) 0.4678(1) 0.4679(1) 0.4668(5)
z(O1): 0.2507(3) 0.25 0.25 0.2526(4) 0.25 0.25
U(O1): 0.0125(2) 0.0122(2) 0.0154(2) 0.0068(1) 0.0068(1) 0.0088(8)
x(O2): 0.6993(3) 0.6958(1) 0.6956(1) 0.7004(3) 0.6964(1) 0.6964(2)
y(O2): 0.3057(2) 0.3017(1) 0.3013(1) 0.3035(3) 0.3000(1) 0.3003(3)
z(O2): 0.0554(2) 0.0534(1) 0.0529(1) 0.0493(3) 0.0516(1) 0.0517(1)
U(O2): 0.0125(2) 0.0127(2) 0.0159(1) 0.0066(1) 0.0070(1) 0.0085(6)
x(O3): 0.8079(3) - - 0.8077(3) - -
y(O3): 0.7977(3) - - 0.7965(3) - -
z(O3): 0.0514(2) - - 0.0540(3) - -
U(O3): 0.0122(1) - - 0.0066(1) - -
Ti1-O1: 2.011(2) A˚ 2.006(1) A˚ 1.993(1) A˚ 2.018(3) A˚ 1.999(1) A˚ 1.995(1) A˚
Ti1-O2: 1.991(1) A˚ 2.016(1) A˚ 2.019(1) A˚ 1.984(2) A˚ 2.015(1) A˚ 2.004(1) A˚
Ti1-O2’: 1.997(1) A˚ 2.029(1) A˚ 2.045(1) A˚ 1.996(2) A˚ 2.020(1) A˚ 2.005(1) A˚
Ti2-O1: 2.001(2) A˚ - - 1.980(3) A˚ - -
Ti2-O2: 2.060(1) A˚ - - 2.044(2) A˚ - -
Ti2-O2’: 2.041(2) A˚ - - 2.047(2) A˚ - -
∆BVS: 0.32(1) e - - 0.23(1) e - -
Table 6.1: Results of single crystal neutron diffraction measurements of Y1−xCaxTiO3;
U≡Uiso (A˚2); ‡: same low-temperature measurement as in column before but
fitted with restrictions equivalent to space group Pbnm.
with x = 0.35 and Rp/Rwp=2.92%/3.68% (P21/n), Rp/Rwp=2.89%/3.64% (Pbnm) for
the sample with x = 0.36. Thus, the powder diffraction data is presumably not sensible
enough to distinguish clearly between the undistorted and the charge ordered structure
model. This could have already been assumed for these measurements, as the charge
ordering superstructure reflections are completely hidden in the background. Whereas
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Figure 6.13: (a) Difference of the BVS for both Ti sites for different temperatures. Addi-
tionally, the temperature dependency of the (011) superstructure reflection for
the sample with x = 0.36 is shown (lt. gray). (b) Schematic model of the LTM
phase.
the powder diffraction data set is not very sensible to a change between these two struc-
ture models (Pbnm and P21/n) in this simultaneous refinement, the single crystal data
set still exhibits enhanced R-values for the Pbnm structure and the results are fully in
accordance with the first refinement of the single crystal data solely. Thus, this simul-
taneous refinement with powder and single crystal neutron data supports the results of
single crystal neutron diffraction as it shows, that there are no major discrepancies due
to twinning.
Unfortunately, the Y1−xCaxTiO3-system becomes metallic for doping levels exceeding
40%. Therefore, the optimum doped sample with x = 50% can not exhibit charge order-
ing at low temperatures. Instead, the charge ordering regime extends to lower Ca-doping
levels x where the Y1−xCaxTiO3-system is still insulating.
X-ray diffraction measurements
Additional single crystal X-ray diffraction measurements of the sample with x=0.35 have
been performed with the accuracy of an electron density measurement. Images have been
collected with 30 s/ 45 s/ 50 s for the low/medium/high 2Θ-angle region. For a detailed
description of the measurement method see Chapter 4. The spherical sample with 75(3)
µm radius has been measured at 298 K and at 115 K and the resulting Ti-O distances
and bond valence sums are listed in Tab. 6.2. In these measurements the difference in
the BVS is significantly enlarged compared to the results in the single crystal neutron
measurements although the atomic positions of the neutron measurements have been
used as starting parameters and the oxygen positions were refined last. This discrep-
ancy in the BVS mainly results from an increased apical Ti-O distance for the Ti3+ ion
which is absent in the neutron results. Thus the TiO6-octahedra are elongated in all
three directions for the Ti3+ ion as is shown in Fig. 6.12. This discrepancy between
98
6.2 Charge order in Y1−xCaxTiO3
x: 0.35 0.35 0.35 0.35
SG: P21/n Pbnm † P21/n Pbnm †
s.c. X-ray:
T: 115 K ‡ 298 K ‡
all refl.: 27382 ‡ 24851 ‡
2Θmax: 126.8◦ ‡ 125.0◦ ‡
redun.: 7.85 ‡ 6.92 ‡
Rint: 3.05% ‡ 2.37% ‡
GoF: 1.96 2.12 2.10 2.09
R: 1.86% 2.00% 1.61% 1.71%
Rw: 3.68% 4.02% 3.15% 3.33%
Ti1-O1: 1.986(2) A˚ 1.998(1) A˚ 1.996(2) A˚ 2.000(1) A˚
Ti1-O2: 1.9564(15) A˚ 2.009(1) A˚ 2.011(2) A˚ 2.012(1) A˚
Ti1-O2’: 1.9844(15) A˚ 2.023(1) A˚ 2.025(1) A˚ 2.021(1) A˚
Ti2-O1: 2.010(2) A˚ - 2.005(2) A˚ -
Ti2-O2: 2.0636(15) A˚ - 2.017(1) A˚ -
Ti2-O2’: 2.0615(15) A˚ - 2.014(2) A˚ -
BVS(Ti1): 4.04(1) 3.68(1) 3.66(1) 3.66(1)
BVS(Ti2): 3.36(1) - 3.65(1) -
∆BVS: 0.68(1) e - 0.01(1) -
Table 6.2: Results of the refinement of single crystal X-ray diffraction measurements of
Y1−xCaxTiO3. ‡: same measurement as in the column before but fitted with
Pbnm.
single crystal neutron and single crystal X-ray data has not been fully understood. Ei-
ther the sample quality of a small single crystalline sphere is higher than that of a large
single crystal of roughly 0.5 cm3 volume which causes an enhanced difference of the BVS
in the X-ray case or one of these measurements has less accuracy than the other. The
relatively weak scattering by the oxygen ions in the X-ray case is disfavourable for these
types of measurements, but extinction effects may be disfavourable for the neutron mea-
surements. A synchrotron radiation single crystal X-ray diffraction measurement could
give additional information as extinction and absorbtion effects are small at high X-ray
energies and as the large statistics due to the high intensities at the synchrotron may
overcompensate the relative small scattering by oxygen.
Single crystal X-ray diffraction measurements have been performed for the whole
series of Y1−xCaxTiO3 at room-temperature (HTO phase with space group Pbnm) in
order to determine the TiO6-octahedral tilts and rotations which are important for
the electronic bandwidth W of this system. As has been discussed in the previous
Chapter, the TiO6-octahedral tilts and rotations in RTiO3 decrease with increasing
R ionic radius. Thus, the enlargement of Ti-O-Ti bond angle versus 180◦ supports
the effective d-electron hopping interaction and increases the electronic bandwidth W
since the d-electron transfer is governed by superexchange interaction via the oxygen
2p orbitals rather than by d-d hopping. In Fig. 6.14 (b) the Ti-O-Ti bond angles are
shown as a function of Ca doping (x). These bond angles are a measure for the TiO6-
octahedral tilts and rotations. For a comparison also the corresponding values of the
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pure RTiO3-system are shown in Fig. 6.14 (a). As the Ca
2+-ion has a larger ionic radius
(1.12 A˚) for the same coordination (of 8) than the Y-ion (1.019 A˚) [82], the doping
with Ca can be expected to decrease also the octahedral tilts and rotations in addition
to the introduction of holes into the system. Indeed, a continuous rise of the Ti-O-
Ti angle with increasing Ca doping level x could be observed in these measurements
of Y1−xCaxTiO3 with 0.00 ≤ x / 0.50; see Fig. 6.14 (b). A doping with 50% of Ca
even induces TiO6-octahedral tilts and rotations which are smaller than for NdTiO3
which is already far in the antiferromagnetic regime of the magnetic phase diagram
of RTiO3. It is interesting to note, that the MI-transition regime of the Y1−xCaxTiO3-
system starts at Ca doping levels x ≈ 0.30 where the octahedral tilts are exactly between
the corresponding values of ferromagnetic GdTiO3 and antiferromagnetic SmTiO3, i. e.
around the values for a compound which is at the crossover of the magnetic phase
diagram of RTiO3 concomitantly with a crossover between ferro- and antiferroorbital
ordering schemes. And the metallic Y1−xCaxTiO3-sample with x = 0.40 has already
even smaller octahedral tilts than SmTiO3 which has a larger electronic bandwidth than
YTiO3 [127]. These effects are caused by the large ionic radius of the Ca
2+ ion which is
already distinctly larger than that of the Nd3+ ion (1.109 A˚) [82]. The Ti-O-Ti angles
and octahedral distortions have been calculated for CaTiO3 (x = 1.0) from the crystal
Figure 6.14: Ti-O-Ti angles for (a) the RTiO3-system (see also Ref. [84]) and (b) for the
Y1−xCaxTiO3-system and the two prominent distortions of the TiO6-octahedral
basal plane for (c) RTiO3 and (d) Y1−xCaxTiO3.
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structure at 296 K [172] and exhibit Ti-O1-Ti/Ti-O2-Ti angles of about 156.0◦/155.6◦
which are even larger than the Ti-O-Ti angles for LaTiO3. These strong structural
changes have a direct impact on the electronic properties. Hence, Ca doping enhances
the metallic properties of the Y1−xCaxTiO3-system on two ways - by hole doping and
also by increasing of the electronic bandwidth W . So far, only the first mechanism has
been accounted for.
Besides the Ti-O-Ti angles also the distortions of the TiO6-octahedral basal plane
change with increasing Ca-doping as can be seen in Fig. 6.14 (d). If refined with a single
orthorhombic phase, the octahedral distortions indicative for antiferroorbital ordering in
YTiO3 continuously decrease from x = 0 to about x = 0.4 and vanish above this critical
Ca concentration. Hence, in the metallic regime the octahedral distortions vanish and
the TiO6-octahedra become regular. In Ref. [79] a similar result has been reported for
the octahedral distortions based on less reliable powder X-ray diffraction measurements.
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resonant X-ray diffraction measurements
Using synchrotron radiation resonant X-ray diffraction measurements have been per-
formed at the 7 T multipole wiggler beam line MagS at the synchrotron source BESSY
in Berlin. In Fig. 6.16 (a) the temperature dependency of the (011) superstructure
reflection of Y0.64Ca0.36TiO3 (ACK016) measured at two different energies, one at the
resonance energy (Eres = 4967.7 eV) and one below (E’ = 4900 eV) is shown. Whereas
the intensity of this superstructure reflection is close to zero at room-temperature, a
strong rise can be observed at low temperatures. This temperature dependency is very
similar to the one observed in the single crystal neutron diffraction measurements re-
ported in the previous section. However, in the synchrotron measurements there is a
much stronger decrease of intensity at low temperatures than in the neutron case. A very
similar discrepancy between the intensities in neutron and synchrotron measurements
was also observed for charge ordering superstructure reflections in the stripe ordered
nickelates [173]. Thus, this stronger decrease at low temperatures compared to the neu-
tron measurements may be inherent to the measurement technique. The untwined single
crystal used in this synchrotron measurement was derived from the same large single
crystal used for the neutron measurements reported in the previous section. However,
small gradients within the large single crystal can not be fully excluded and may also
explain the different observation in the synchrotron measurements at low temperatures.
Figure 6.15: Arrangement of the experimen-
tal configuration in the resonant
X-ray scattering measurement.
In order to verify the charge ordering
scenario spectroscopically the energy de-
pendence of the superstructure reflection
was studied around the Ti 1s−→4p (K)
resonance. In Fig. 6.16 (b) energy scans of
the (011) superstructure reflection and a
(022) fundamental reflection are shown to-
gether with the fluorescence signal (gray).
The fundamental reflection exhibits a dis-
tinct decay at the absorbtion threshold.
Contrarily to this normal behaviour, the
(011) superstructure reflection shows a
well pronounced resonant enhancement at
this energy which is indicative for charge
ordering. In order to exclude orbital or-
dering to be the driving mechanism of this
resonant enhancement polarization analysis was performed. Therefore, the linear polar-
ized X-ray beam with
−→
E -vector in the horizontal plane of the synchrotron ring and
parallel to the sample surface (σ-polarized) was scattered by the sample and analyzed
with an additional analyzer crystal; see Fig. 6.15. Analyzer crystal and detector were
mounted in a way that the diffraction angle 2Θ for the analyzer crystal is 180◦-ΘBrewster.
Thus, the scattered X-ray beam meets the Bragg condition and at the same time makes
an angle with the normal of the analyzer crystal surface which is equal to the brewster
angle ΘBrewster = arctan(n2/n1). Thus, only light with an
−→
E -vector parallel to the ana-
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lyzer crystal surface will be diffracted into the detector. In the first setting the detector
is mounted vertically above the analyzer such that the incident X-ray beam on the sam-
ple, the diffracted beam of the sample and the diffracted beam of the analyzer crystal
are within the same vertical plane. In this setting, only X-rays with horizontal linear
polarization (σ) parallel to the sample surface will be scattered by the analyzer into the
detector. This setting is called the σ-σ channel, as both, incident and scattered X-ray
beam (of the sample) are σ polarized. The other configuration is the σ-pi′ setting where
the analyzer crystal and detector are rotated by 90◦ such that only the component with
a polarization rotated by 90◦ and perpendicular to the sample surface will be detected.
As the incident X-ray beam has σ polarization and only the pi′-component perpendicular
to the sample surface is measured, this setting is called the σ-pi′ channel (see also Ref.
[152]).
In Fig. 6.16 (c) ω-scans of the (011) reflection for the σ-σ and the σ-pi′ channel are
shown. They have been measured at resonance energy at two different temperatures: 300
K and 110 K. As can be seen, the polarization of the scattered photons is unrotated. The
small residual intensity in the σ-pi′ channel can be attributed to an imperfect polarization
analysis or may be caused by some very weak orbital ordering component which occurs
in addition to charge order. Therefore, not orbital ordering but charge ordering is mainly
responsible for the rise of these superstructure reflections. This is a clear affirmation of
charge ordering in the Y1−xCaxTiO3-system.
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Figure 6.16: (a) Temperature dependency of the (011) reflection for two different energies.
(b) Energy scans for the (011) and (022) reflections together with the fluo-
rescence. (c) ω-scans of the (011) reflection at resonance energy for different
polarization channels.
In Fig. 6.17 (a) the intensity of the (011) charge ordering superstructure reflection
is plotted versus temperature for different doping levels x = 0.33 (ACK015), x = 0.36
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(ACK016) and x = 0.37 (ACK083). The values are normalized to 100% in order to get a
better comparison of the onset of charge ordering. With increasing hole concentration n,
the onset of charge ordering shifts to higher temperatures as can be clearly seen in this
plot. This is in accordance with the results observed by single crystal neutron diffraction
for the samples with x = 0.33 and x = 0.36 where the onset of charge ordering was 15
K lower for the sample with x = 0.33. Thus, the charge ordering transition temperature
TCO shifts to higher values with increasing hole-doping level n. As discussed in the
previous section, such a TCOn dependency could be expected for charge ordering as the
values of n closer to the optimum doped value of 50% should stabilize charge ordering.
In Fig. 6.17 (c) energy scans of the (011) superstructure reflection for the sample with
x = 0.33, 0.36, 0.37 and 0.5 are shown. The resonant enhancement at the absorbtion
threshold affirms the relation of this superstructure reflection to charge ordering.
Finally, for the sample with x= 0.50 far in the metallic regime, still a weak (011) charge
ordering superstructure reflection could be observed. The temperature dependency of
this (011) reflection is plotted as a function of temperature and normalized to 100% in
Fig. 6.17 (b). As the sample is metallic, no (011) reflection would have been expected.
Fig. 6.17 (c) shows an energy scan of the (011) superstructure reflection at 550 K 11
and compares it to the fundamental (022) reflection (measured at 295 K). Thus, the
(011) superstructure reflection is also related to charge ordering in the sample with
x = 0.50 in the metallic regime and small volume fractions of the insulating charge
ordered LTM phase may survive into this metallic regime. Already in the magnetic
susceptibility measurements of this sample a rise of χ could be observed with increasing
temperature; see Fig. 6.8 (b). This rise of χ is very similar to the rise in the sample
with x = 0.38 which has been analyzed with powder X-ray diffraction measurements
in the Diploma Thesis of the author [57]. These measurements could explain the rise
of χ with an increasing volume ratio of the insulating LTM/HTO phase in the phase
separated regime and could describe the measured susceptibility even quantitatively; see
the Introduction of this chapter. Thus, the same mechanism can be expected to drive
the rise of χ also for the sample with x = 0.50. But as no phase separation could be
observed directly in the synchrotron radiation powder X-ray diffraction measurements of
this work for a similar sample with with x = 0.50, the volume fraction of the insulating
phase has to be very small and thus below the detection limit. As the lattice parameters
of the LTO and LTM phase could also be more equal in these compounds of the metallic
regime, possibly any volume ratio smaller than 10% could not have been detected in
these kind of measurements. Indeed, as shown in Fig. 6.10 (f) such small values have
been measured in this work for the metallic sample with x = 0.41. Due to the Ca-doping
dependency x shown in Fig. 6.10 (f) even smaller values can be expected for the sample
with x = 0.50. The existence of few percents of the LTM phase could explain the rise of
χ with temperature (see Fig. 6.8 (b)) and also the anomalies of the electrical resisitivity
ρ at higher temperatures which have been measured for the sample with x = 0.50 in this
work. Furthermore it could also explain the occurrence of the weak (011) charge ordering
superstructure reflection in this resonant X-ray diffraction measurement. Hence, small
11Another energy scan at 295 K shows very similar values.
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Figure 6.17: (a-b) Temperature dependency of the (011) reflection for different values of x.
(c) Energy scan of the (011) and (022) reflection at 550 K and 295 K respectively.
volume fractions of the insulating and charge ordered LTM phase can be even found
even far in the metallic regime around Ca doping levels of x = 50%.
Finally, a discussion follows whether orbital order instead of charge order is the possi-
ble origin of the (0 1 1) resonance peak. In Ref. [140] orbital order in YTiO3 was studied
by the measurement of the forbidden (1 0 0), (0 0 1) and (0 1 1) peaks in resonant
X-ray scattering experiments at the Ti K-edge and, hence, under similar conditions as
in the measurements of this work. Like for the Ca-doped system the (0 1 1) peak in
YTiO3 exhibits a resonant enhancement at the absorption threshold and also a larger
intensity in the σ-σ channel compared to the rotated σ-pi channel [140]. What is dif-
ferent though is the energy dependence. In order to compare YTiO3 directly with a
33% Ca doped Y1−xCaxTiO3-sample these two crystals have been measured in the same
RXS synchrotron experiment. The resulting energy scans for different azimuthal angles
of both compounds are shown in Fig. 6.18 (a-b). (Some scans are contaminated with
multiple scattering which should not be taken into account.) The big difference between
these two measurements is the position of the resonance peaks. For YTiO3 the maxima
of the resonance peaks appear at the maximum of the fluorescence whereas the maxima
of the resonance peaks in Y0.67Ca0.33TiO3 appear at distinctly lower energies right at the
maximum of the slope the fluorescence signal, i. e. the (0 1 1) resonance resembles the
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derivative of the fluorescence signal. This derivative-like resonance shape is the general
signature of charge ordering [174-178]. reflecting a fundamental difference to the spectra
of YTiO3. Thus, the origin of these reflections is different in both compounds and in
contrast to YTiO3 the peak positions in Y0.67Ca0.33TiO3 are compatible with charge
ordering. Hence, the (0 1 1) peak which is the (1
2
1
2
1
2
) peak in the pseudocubic cell
(which describes the Ti-array) is able to reflect antiferroorbital ordering as in YTiO3
and charge ordering as in Y1−xCaxTiO3 for x ∼0.33. There are also some RXS studies
of Y1−xCaxTiO3 in literature [79, 179, 180]. However, in these studies the interpretation
focuses on the signatures of orbital ordering. Especially the RXS intensity at the pre-
edge which reflects orbital ordering is analyzed [79]. As suggested for YTiO3 [140], these
pre-edge intensities arise from the dipole transition 1s→ 3d which is allowed due to the
hybridization of Ti 4p and neighbouring Ti 3d electrons. The intensities of these reflec-
tions (at the pre-edge) rapidly decrease with increasing Ca doping level x. Above Ca
concentrations of x = 0.15 these peak intensities are strongly suppressed. This critical
Ca concentration corresponds roughly to the Ca concentration where the ferromagnetic
order is destroyed. Above Ca concentrations of x = 0.4 this signal completely van-
ishes which corresponds to Ca concentrations where the Y1−xCaxTiO3-system becomes
metallic.
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Figure 6.18: For several azimuthal angels the energy dependence of RXS intensity of the
(0 1 1) reflection measured in the unrotated σ-σ channel for (a) Y0.67Ca0.33TiO3
at 110 K and (b) YTiO3 at 295 K is shown. The gray line indicates the fluores-
cence of each compound.
Interestingly, fairly strong pre-edge peaks could be observed in the RXS measurements
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of this work, see Fig. 6.18 (a) or Fig. 6.16 (b). This may indicate the presence of orbital
order also for doping levels distinctly higher than 0.15, but the pre-edge intensity could
also be a consequence of charge ordering, see Ref. [152].
In contrast to the pre-edge intensities, the intensities at the main-edge may arise also
from the local crystal structure [179]. The qualitatively different energy dependencies
of the main-edge intensities of the (0 1 1) reflections of YTiO3 and Y1−xCaxTiO3 which
have been measured in this work (see Fig. 6.18 (a-b)) indicate a different origin of these
superstructure reflections in the Y1−xCaxTiO3-system, i. e. a structural origin rather
than orbital ordering. This structural origin can not be related to the alternating octahe-
dral tilting pattern since the temperature dependency of these superstructure reflections
is very disfavourable for such an interpretation (see Fig. 6.17 (a)): At room temperature
this intensity is about zero for the samples with x = 0.33 and 0.36 and it starts to rise
at low temperatures TC. Furthermore, this transition temperature TC increases with
growing value of x which can be neither explained with octahedral tilts nor with orbital
ordering. Hence, the charge ordering scenario is in accordance with the temperature and
with the energy dependence of these superstructure reflections.
specific heat and thermal expansion measurements
The thermal expansion α has been measured for the sample with x = 0.33 along the
crystallographic b-direction (Pbnm) and for the sample with x = 0.37 in the pseudocu-
bic [111]cub direction which is the [011] direction in the orthorhombic cell (Pbnm); see
Fig. 6.19 (a,c). Additionally, the temperature dependency of the (011) superstructure
reflection measured at beamline MagS at BESSY (lt. gray) and measured with neutrons
(dk. gray) is shown together with the electrical resisitivity (dk. gray). The measurement
of α clearly indicates strong structural anomalies around the MI-transition temperature.
At about these temperatures the superstructure reflection intensity is decreasing again.
In the previous sections this decrease at low temperatures was explained with phase
separation and the formation of the metallic LTO phase which is not charge ordered and
thus leads to a reduction of the total intensity of the charge ordering superstructure re-
flections. The strong anomalies of the thermal expansion α of the sample with x = 0.37
support this interpretation, as the LTO phase has a smaller b lattice parameter than
the LTM phase. Thus, the formation of the metallic LTO phase would induce a decay
of the crystal length in [011] direction 12 and, thus, qualitatively the same anomalies
of α as observed in the measurement of the sample with x = 0.37. Of cause, also the
resistivity ρ which already exhibits a drop at TMI supports this interpretation; see also
Fig. 6.8 (a). As the electrical resistivity is much more sensitive to the occurrence of small
volume fractions of the metallic LTO phase, the decrease of ρ may even start at little
higher temperatures than the decrease of the superstructure reflection intensity which
have only a linear dependence on the volume fractions. Clear anomalies in the thermal
expansion of the sample with x = 0.33 can not be resolved. This may be attributed
to the fact that this sample is already close to the insulating regime and that there are
12The a and c lattice parameter of the LTO and LTM phase are very similar and do not change much;
see Fig. 6.10.
107
6 Titanates
0 1 0 0 2 0 0 3 0 0- 4
0
4
8
1 2
1 6 Y 0 . 6 7 C a 0 . 3 3 T i O 3( a )
a
n e u t r o n
X - r a y
α
(01
0)o
rtho
 (10
-6 /K
)
T  ( K ) 0 1 0 0 2 0 0 3 0 0
0
2 0
4 0
6 0
8 0
1 0 0
r
Y 0 . 6 3 C a 0 . 3 7 T i O 3 + δ
a
X - r a y
( c )
α
(11
1)c
ub (1
0-6 /K
)
 
T  ( K )0 1 0 0 2 0 0 3 0 0
0 . 0
0 . 1
0 . 2
0 . 3
0 . 4
0 . 5
T
r
r
Y 0 . 6 4 C a 0 . 3 6 T i O 3
c p
X - r a y
n e u t r o n
( b )
 c p/T
 (J m
ol-1 K
-2 )
 
T  ( K )
Figure 6.19: (a) Thermal expansion α for Y0.67Ca0.33TiO3 (ACK015 ) with the intensity of
the (011) superstructure reflection (lt. gray) measured with X-rays at the syn-
chrotron and neutron scattering (dk. gray) and the electrical resistivity ρ (gray)
in the background. (b) Specific heat for Y0.64Ca0.36TiO3 (ACK016 ) with the
(011) superstructure reflection intensity measured by neutron scattering (dk.
gray) and X-rays at the synchrotron (lt. gray). (c) Thermal expansion α for
Y0.63Ca0.37TiO3+δ (ACK083 ) with the intensity of the (011) superstructure re-
flection (lt. gray) measured with X-rays at the synchrotron and the electrical
resistivity ρ (gray) in the background.
only small volume fractions of the metallic phase which contribute to the reduction of
b. However, these small volume fractions of the metallic phase are able to change the
electrical resistivity significantly as was discussed in the Diploma thesis of the author
[57].
In Fig. 6.19 (b) the specific heat divided by temperature (cp/T) of Y0.64Ca0.36TiO3 is
plotted as a function of temperature. Additionally, the resistivity ρ and the intensities of
the (011) superstructure reflections measured by neutron and synchrotron measurements
are shown for a comparison of the transition temperatures. Anomalies of the specific
heat are neither visible around the onset temperature of charge ordering nor at TMI.
Thus, the are only minor differences in entropy of the HTO and the LTM phase.
6.2.4 Conclusion
In this work, a three-dimensional checkerboard Ti3+/Ti4+ charge ordering has been ob-
served in the insulating LTM phase of Y1−xCaxTiO3 by various neutron and synchrotron
diffraction techniques. With the onset of charge ordering a rise of the (01L) superstruc-
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ture reflections was detected both by neutron and synchrotron measurements. These
superstructure reflections arise from charge ordering as could be verified with resonant
synchrotron radiation X-ray diffraction together with polarization analysis. Single crys-
tal neutron diffraction measurements indicate a difference of about 0.3 electrons for the
valency of the two Ti-sites derived from the analysis of the bond-valence sums. However,
highly precise single crystal X-ray diffraction measurements indicate a distinctly higher
value of about 0.6 electrons. This discrepancy could not be finally explained, but, it
arises either from the higher sample quality of a small 100 µm sphere compared to the
large single crystal of about 1/2 cm3 size or from the different accuracy of neutron and
X-ray diffraction measurements.
To the best knowledge of the author, no observation of charge ordering in a titanate
system has been reported in literature so far. This occurrence of charge ordering may
also explain the expansion of the insulating properties of the Y1−xCaxTiO3-system to
such high hole-doping values of 40%. So far, this fact has been attributed to the band-
width reduction induced by the stronger tilts in this system only. But as shown by the
single crystal X-ray diffraction measurements, the tilting angles for the compounds with
x = 0.40/0.50 have already become even smaller than in antiferromagnetic (Sm/Nd)TiO3
which have distinctly larger electronic bandwidths W than YTiO3 [127]
13. Thus, charge
ordering can be an additional explanation for enforcing the insulating properties of the
Y1−xCaxTiO3-system to these rather high levels of hole doping.
With increasing Ca-doping the metallic properties of the Y1−xCaxTiO3-system get
amplified by two mechanisms - first by hole doping and second by an increase of the
electronic bandwidth W . This combined effect finally turns the whole system metallic at
x ≈ 0.40. Thus, unfortunately, the optimum doped compound for a three-dimensional
checkerboard charge ordering (x = 0.50) is in the metallic regime and the ideal Ti3+/Ti4+
charge ordering pattern could not be observed directly by structure determination. How-
ever, resonant X-ray diffraction measurements reveal a small volume fraction of the
charge ordered LTM phase also for the metallic sample with x = 0.50 which can explain
the anomalies in the magnetic susceptibility and resistivity at high temperatures. But
the existence of a pure LTM phase, at least at one temperature point, is necessary in
order to measure the nuclear structure of the charge ordered LTM phase with neutron or
X-ray diffraction and to analyze the oxygen environment of the Ti-ions. In order to ex-
tend the insulating properties of this system closer to the ideal value of 50% hole-doping,
a further reduction of the electronic bandwidth W has been aimed at by the substitution
of the already small Y3+ ion with even smaller R3+ ions - see the next Chapter.
13This effect is caused by the large ionic radius of the Ca2+ ion which has a distinctly larger size than
the Sm3+ and Nd3+ ion [82].
109
6 Titanates
6.3 Charge order in (Lu,Er)1−xCaxTiO3
6.3.1 Introduction
As has been stated in the previous Chapter, the observation of charge ordering in the
Y1−xCaxTiO3 system suffers from the imperfect Ti3+/Ti4+ charge ordering pattern for
the compounds in the insulating regime with x < 0.40. The ionic radius of the Y3+
ion is already rather small (1.019 A˚ [82]) resulting in stronger TiO6-octahedral tilt and
rotational distortions. In order to increase the insulating properties of the R1−xCaxTiO3-
system, the effect of substitution with the smaller Er3+ (1.004 A˚ [82]) and Lu3+ ions
(0.977 A˚ [82]) has been studied in this work. Due to the smaller R ionic radius an in-
crease of the octahedral tilts and distortions could be expected to diminish the electronic
bandwidth W and, thus, to enhance the insulating properties of this system.
Figure 6.20: Electrical resistivity of (a) R0.6Ca0.4TiO3 (b) Er1−xCaxTiO3 and (c)
Lu1−xCaxTiO3. (d) Magnetic susceptibility measurements of Lu1−xCaxTiO3.
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6.3.2 Experimental
Single crystal X-ray diffraction has been performed on a Bruker Apex X8 diffractometer
using Mo-Kα radiation. Synchrotron radiation single crystal X-ray diffraction measure-
ments have been performed at beamline D3 at HASYLAB/DESY in Hamburg using
a MarCCD area detector (λ = 0.47686 A˚). For the structural refinement the program
Jana2000 [58] has been used. Resistivity measurements have been performed using an
AC four-point method. Resonant X-ray diffraction using synchrotron radiation have
been performed at BESSY in Berlin in collaboration with C. Schu¨ßler-Langeheine and
H.-H. Wu. The magnetic susceptibility was measured by M. Reuther with a vibrating
sample magnetometer (VSM).
6.3.3 Results
resistivity and magnetic susceptibility measurements
In Fig. 6.20 (a) the electrical resistivity of three different R0.6Ca0.4TiO3 samples is plot-
ted versus temperature. With decreasing R-ionic radius the metallic susceptibility of
Y0.6Ca0.4TiO3 changes to insulating properties in (Lu1/2Er1/2)0.6Ca0.4TiO3. Thus, the
decreasing R-ionic radius has the expected effect on the electronic properties of this
system. In Fig. 6.20 (b) the resistivity of the Er1−xCaxTiO3 series is shown. Obvi-
ously, these samples become metallic above 41% of hole-doping. The resistivity of the
sample with x = 0.41 is very similar to the resistivity of the Y1−xCaxTiO3-sample with
x = 0.39. In order to get a more pronounced effect regarding the insulating properties,
the Lu1−xCaxTiO3-system was synthesized and studied. The electrical resistivity and
magnetic susceptibility of this system are shown in Fig. 6.20 (c-d). The sample with
x = 0.50 has a similar resistivity as the Y1−xCaxTiO3-sample with x = 0.39. Also, the
Lu1−xCaxTiO3-sample with x = 0.45 has a very similar resistivity as the Y1−xCaxTiO3-
sample with x = 0.36. Thus, in the Lu1−xCaxTiO3-system the insulating properties are
extended distinctly closer to the half-doped sample and the MI-transition boundary is
shifted by roughly 0.10 to higher values of Ca doping x.
X-ray diffraction measurements
Single crystal X-ray diffraction measurements for various R1−xCaxTiO3-samples have
been performed at room-temperature (HTO phase, Pbnm) in order to study the oc-
tahedral tilts and rotations for the systems with R = Er, (Er1/2Lu1/2), Lu. The re-
sulting Ti-O-Ti angles are shown in Fig. 6.21. Whereas the Er1−xCaxTiO3-system
exhibits only about 0.4◦ larger tilts than the Y1−xCaxTiO3-system, the octahedral tilts
in the Lu1−xCaxTiO3-system are about 3.5◦ larger than in the Y1−xCaxTiO3-system.
A comparison of the compounds at the MI-transition boundary of the systems with
R = Y, Er, Lu shows that these compounds have quite similar TiO6-octahedral tilts
or Ti-O1-Ti angles. For all these compounds with x =0.39, 0.41 and 0.50 respec-
tively, the Ti-O1-Ti angle attains values around 147◦-146◦. Thus, from R = Y to
Lu the octahedral tilts change about 3.5◦ for the samples with the same values of x
(x =0.50, 0.50, 0.50) but change less than about 1◦ for the samples at the MI-transition
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boundary (x =0.39, 0.41, 0.50). Thus, the bandwidth W which is dependent on the
octahedral tilts and rotations has a strong impact on the MI-transition which may be
even more important than the band filling which is dependent on the hole concentration
n = x+ 2 · δO.
Figure 6.21: Ti-O-Ti bond angles for R1−xCaxTiO3 measured with single crystal X-ray
diffraction at room-temperature.
Synchrotron radiation single crystal X-ray diffraction measurements using an CCD
area detector have been performed at beamline D3 at DESY in Hamburg. In these syn-
chrotron measurements the crystal structure of Lu0.3Er0.3Ca0.4TiO3 and Lu0.5Ca0.5TiO3
has been studied at about 10 K. Two small single crystalline spheres of roughly 60 µm
in diameter have been chosen in order to minimize absorption effects which are already
minimized by the high incident X-ray energy. As can be seen in Fig. 6.20 (a,c) the first
compound belongs still to the insulating regime whereas the second compound is just
at the MI-transition boundary but exhibits already a completely metallic temperature
dependency of the electrical resistivity. The resulting Ti-O distances of the structural
refinement of both compounds are listed in Tab. 6.3. A refinement of the Lu, Er and
Ca concentrations verifies the stoichiometry of both compounds within about 1% ac-
curacy. For Lu0.3Er0.3Ca0.4TiO3 a better description could be achieved with the charge
ordering model (P21/n) compared to a model which is restricted to the undistorted
Pbnm structure. The structure refinement within the monoclinic space group P21/n
indicates elongated Ti2-O2 distances whereas the Ti2-O1 distances are not elongated
(compared to the corresponding Ti1Oν distances). This result is in accordance with
the neutron measurements of Y1−xCaxTiO3 in Chap. 6.2. However, the bond valence
sums (BVS) calculated from the Ti-O distances indicate a difference of about 0.72(3)
electrons in the nominal valency at both Ti-sites. This value is distinctly higher than
for the Y1−xCaxTiO3-compounds with x = 0.35 and 0.36 measured in Chapter 6.2 but
still in accordance with the nominal hole-doping level in this compound.
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x: 0.40 0.40 0.50 0.50 0.44 0.44
SG: P21/n Pbnm ‡ P21/n Pbnm ‡ P21/n Pbnm ‡
s.c. X-ray:
T: 8 K ‡ ≈10 K ‡ 125 K ‡
all refl.: 17368 ‡ 9410 ‡ 7853 ‡
2Θmax: 64.2◦ ‡ 63.8◦ ‡ 87.0◦ ‡
redun.: 6.76 ‡ 4.01 ‡ 5.42 ‡
Rint: 7.42% ‡ 2.87% ‡ 2.91% ‡
GoF: 1.43 1.47 1.48 1.57 2.20 2.46
R: 2.83% 3.05% 2.14% 2.16% 2.25% 2.57%
Rw: 5.49% 5.67% 4.39% 4.41% 4.33% 4.87%
Ti1-O1: 2.002(4) A˚ 2.003(1) A˚ 2.003(3) A˚ 1.996(1) A˚ 1.976(4) 1.998(1)
Ti1-O2: 1.952(4) A˚ 2.011(1) A˚ 2.011(2) A˚ 2.011(1) A˚ 1.950(4) 2.004(1)
Ti1-O2’: 1.966(4) A˚ 2.018(1) A˚ 2.014(3) A˚ 2.011(1) A˚ 1.967(3) 2.013(1)
Ti2-O1: 2.003(4) A˚ - 1.991(3) A˚ - 2.020(4) -
Ti2-O2: 2.071(4) A˚ - 2.009(3) A˚ - 2.059(3) -
Ti2-O2’: 2.070(4) A˚ - 2.009(2) A˚ - 2.062(4) -
BVS(Ti1): 4.00(2) 3.63(1) 3.64(1) 3.67(1) 4.15(2) 3.72(1)
BVS(Ti2): 3.28(2) - 3.70(1) - 3.33(1) -
∆BVS: 0.72(3) e - 0.06(2) e - 0.82(2) e -
Table 6.3: Results of the refinement of synchrotron radiation single crystal X-ray diffraction
measurements of Lu0.3Er0.3Ca0.4TiO3 (x = 0.40) and Lu0.5Ca0.5TiO3 (x = 0.50)
and of a single crystal X-ray diffraction measurement of Lu0.56Ca0.44TiO3
(x = 0.44) is ‡: same low-temperature measurement as in column before but fitted
with restrictions equivalent to space group Pbnm.
The structure refinement of Lu0.5Ca0.5TiO3 using starting parameters from the dis-
torted P21/n structure of Lu0.3Er0.3Ca0.4TiO3 exhibits only minor TiO6-octahedral dis-
tortions and the difference in the nominal valency of both Ti-sites amounts to 0.06 only.
A refinement with restrictions to the undistorted Pbnm structure yields very similar
R-values. Hence, Lu0.5Ca0.5TiO3 does not exhibit any indications for charge ordering
which is in accordance with its almost metallic properties.
An additional single crystal X-ray diffraction measurement has been performed for
a Lu0.5Ca0.5TiO3 sample (ACK082) at the Apex X8 single crystal X-ray diffractometer
using Mo-Kα radiation. A larger single crystalline sphere with 110 µm radius has been
chosen in order to yield more intensity of the weaker (superstructure) reflections. Reso-
nant X-ray diffraction measurements on the same sample revealed the strongest charge
ordering superstructure reflection intensity at temperatures around 125 K; see the next
section. Thus, the same temperature was chosen for this single crystal X-ray diffraction
measurement. The results of the structural refinement with space group P21/n and for a
structure model restricted to the undistorted Pbnm structure are listed in Tab. 6.3. The
refinement of the structure model without charge ordering exhibits moderately enhanced
R-values. Analyzing the Ti-O distances with the BVS formalism reveals a difference of
the nominal oxidation states of both Ti-ions which amounts to 0.82(2) electrons. This
value is even larger than the value of about 0.72 electrons for Er0.6Ca0.4TiO3 which sup-
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ports the overall picture of a stabilization of charge ordering for the compounds with Ca
concentrations closer to the optimum-/half-doped value of 50%.
resonant X-ray diffraction measurements
Resonant X-ray diffraction measurements at the Ti K edge using synchrotron radiation
have been performed at beamline MagS at BESSY in Berlin. In Fig. 6.22 (a) the (011)
superstructure reflection intensity is plotted for four different R1−xCaxTiO3-compounds
as a function of temperature. For Er0.6Ca0.4TiO3 the onset temperature of charge order-
ing (TCO) is distinctly higher than for Y0.63Ca0.37TiO3+δ and Y0.64Ca0.36TiO3. For these
three compounds TCO increases continuously with hole-doping n. Such a behaviour sup-
ports the charge ordering model, as the compounds closer to the optimum half-doped
sample exhibit higher values for TCO. However, further hole doping (x = 0.44-0.45) does
not increase TCO any further; see Fig. 6.22 (c). Instead, the whole temperature depen-
dency becomes smoother with no sharp transition. For these higher doped compounds
small volume fractions of the sample exhibit charge ordering even at room-temperature,
but the bulk of the sample orders always below about 250 K.
In Fig. 6.22 (b) the half width at half maximum (HWHM) for the (011) charge order-
ing superstructure reflections is shown. For all samples the HWHM increases below TMI
where the metallic LTO phase appears. This effect is most strongly for Er0.6Ca0.4TiO3
which exhibits the strongest changes in the electrical resistivity around TMI. As there
is no charge ordering in the metallic LTO phase, the broadening of the (011) charge
ordering superstructure reflection can be attributed to the insulating LTM phase only.
Hence, the appearance of the metallic phase seems to induce a peak broadening of peaks
belonging to the charge ordered phase. An explanation might be that the metallic and
the charge ordered phase get more mixed on a microscopic scale rather than forming
large, well separated metallic and charge ordered domains (see Ref. [181]). Such an
effect could be responsible for the reduction of the coherence length and, thus, for the
peak broadening. The correlation length calculated from the peak width is of the order
of 450 A˚ (in a-direction of Er0.6Ca0.4TiO3 far away from the MI-transition). However, it
shrinks to about 140 A˚ in the MI-transition region 14. The hysteresis of the peak-width
as well as of the intensity itself corresponds to the hysteresis in the electrical resistivity
as can be seen by comparing Fig. 6.20 (b) with Fig. 6.22 (a-b) for Er0.6Ca0.4TiO3.
In Fig. 6.22 (d) energy scans for the same reflections as in Fig. 6.22 (c) at the
temperature of maximum intensity are shown. The fluorescence of Y0.64Ca0.36TiO3 is
plotted (gray) in the background indicating the Ti K-edge. Additionally, the behaviour
of the fundamental (022) reflection of Lu0.56Ca0.44TiO3 is shown (brown). These energy
scans of the (011) reflections exhibit a strong resonant enhancement at the Ti K edge
very unlike to the behaviour of the fundamental (022) reflection indicating the charge
ordering nature of these superstructure reflections for all compounds.
In Fig. 6.22 (e) energy scans of the (011) and (013) superstructure reflections and the
fundamental (022) reflection of Lu0.56Ca0.44TiO3 (ACK110) are plotted together with
14Further synchrotron measurements are planned to analyze the distribution of the charge ordered and
metallic domains more in detail.
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Figure 6.22: (a-b) Intensity and HWHM of the (011) reflection for Y0.67Ca0.33TiO3,
Y0.64Ca0.36TiO3, Y0.63Ca0.37TiO3 and Er0.6Ca0.4TiO3. (c) Intensity of the (011)
reflection for different R1−xCaxTiO3-systems. For Lu0.55Ca0.45TiO3 the (011)
and (013) reflections are shown (cyan and dk. cyan). (d) Energy scans for these
reflections shown in figure (c). Additionally the fluorescense of Y0.64Ca0.36TiO3
(gray) and the fundamental (022) reflection of Lu0.56Ca0.44TiO3 (brown) are
shown. (e) Energy scans for different reflections of Lu0.56Ca0.44TiO3 (ACK110)
on top of the fluorescense of Y0.64Ca0.36TiO3 (gray).
the fluorescence of Y0.64Ca0.36TiO3. A very interesting effect is visible in these energy
scans - the (013) and (011) reflection exhibit resonance with an anti-phase modulation.
This is indicated by the six dotted vertical lines. Additionally, the peak at the Ti K edge
is shifted to little higher energies. Another peak around 5010 eV also shows a similar
displacement, but whether this second peak is true or an artifact of multiple scattering
is not clear. During these measurements a strong azimuthal dependency was revealed
which may also be the reason for this anti-phase behaviour. As shown in Fig. 6.22 (c)
the intensity of the (011) and (013) superstructure reflections of Lu0.55Ca0.45TiO3 show
an identical temperature dependency. Thus, both reflections are connected to charge
ordering, but the anti-phase energy dependency of the (011) and (013) reflections have
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to be analyzed further.
6.3.4 Conclusion
In conclusion, the substitution of the Y ion with smaller R ions (R = Er, Lu) is suc-
cessful in the enhancement of the insulating properties of the R1−xCaxTiO3-system.
Compared to Y1−xCaxTiO3, this improvement is achieved by the reduction of the elec-
tronic bandwidth W induced by larger TiO6-octahedral tilts and rotations as could be
shown by single crystal X-ray diffraction measurements. With these increased insulating
properties these samples stay insulating closer to the optimum/half-doped regime. As
shown by resonant X-ray diffraction, these compounds exhibit charge ordering at low
temperatures with an increasing charge ordering temperature TCO for the samples with
higher Ca doping level x. At high Ca doping levels around x = 0.45 the charge ordering
transition is smeared out and TCO attains its maximum value in the broad temperature
range 200 K to 250 K. However, small volume fractions of the sample may be even charge
ordered at room-temperature as there is still some superstructure reflection intensity left
around 300 K. The (011) and (013) charge ordering superstructure reflections exhibit
a not yet understood anti-phase resonance with an additional strong resonant peak at
the absorbtion threshold which is shifted to higher energies compared to the (011) re-
flection. In summary, these measurements demonstrate the shift of charge ordering to
higher temperatures with increasing hole-doping value n. Single crystal X-ray diffrac-
tion measurements for samples with larger Ca doping level x = 0.40, 0.44 also indicate
enhanced values for the difference of the nominal valency of both Ti-sites. This observa-
tion is in accordance with the expected stabilization of charge ordering for doping levels
closer to the optimum doped value of 50%.
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6.4 Comparison and Summary of R1−xCaxTiO3
The R1−xCaxTiO3-system (R = Y, Er, Lu) exhibits a temperature-driven insulator-
to-metal transition with the metallic phase appearing at low temperatures. This is in
contrast to the usually observed MI-transition in other compounds like V2O3, VO2 or
other charge ordered systems like for example K0.5CoO2 where the metallic phase ap-
pears at high temperatures and where the insulating phase instead at low temperatures
[162, 163]. However, there exist also other systems with such an ’inverse MI-transition’
as for example the 327-manganites (La,Sr,Ca)3Mn2O7±δ [167]. In Fig. 6.23 (a) the phase
diagram of the Y1−xCaxTiO3-system is shown. At high temperatures there is an insulat-
ing phase (HTO phase) which first becomes charge ordered at lower temperatures (LTM
phase) and finally metallic (LTO phase) at even lower temperatures. Additionally, in
Fig. 6.23 (b) the MI-transition temperatures derived from electrical resistivity measure-
ments are plotted as a function of Ca-doping level x (gray dashed lines). In this unified
R1−xCaxTiO3-phase diagram the curves of all three systems with R = Y, Er and Lu are
shown together (gray dashed lines) separating the insulating regime from the metallic
regime 15.
Besides these unusual features the doping driven MI-transition appears at rather high
hole doping levels x ∼0.39, ∼0.41 and ∼0.5 for R = Y, Er, Lu 16. This is in contrast
to the La1−xSrxTiO3-system where the MI-transition appears at rather low hole-doping
levels of x ∼0.05 [2, 94, 182]. So far, this difference has been attributed to the bandwidth
reduction induced by the stronger tilts of the Y1−xCaxTiO3-system solely. But as could
be derived from single crystal X-ray diffraction measurements, these octahedral tilts
strongly decrease with Ca doping since the Ca2+ ion has a larger ionic radius than the
R3+-ions and since the Ti4+-ion has a smaller ionic radius than the Ti3+-ion: 1.120 A˚
for Ca with a coordination of VIII and 1.019 A˚, 1.004 A˚ and 0.977 A˚ for Y, Er and
Lu respectively [82]; 0.605 A˚ for Ti4+ and 0.67 A˚ for Ti3+ with a coordination of VI
[82]. For pure metallic Y1−xCaxTiO3 with hole-doping levels x ∼0.40, the octahedral
tilts have already become smaller than in SmTiO3 which has distinctly larger electronic
bandwidths W than YTiO3 and exhibits an ’inverse MI-transition’ between x = 0.20
and 0.24 [127]. This could be an indication that additional effects - like charge ordering
- might explain the enforced insulating properties of the R1−xCaxTiO3-systems with
R = Y, Er, Lu. In other perovskites (like for example Pr1−xCaxMnO3 or La2−xSrxNiO4)
which stay insulating up to high amounts of hole-doping sometimes charge ordering is
observed [7, 160]. However, no evidence for charge ordering has been reported for a
titanate system so far.
In this work, the monoclinic low-temperature phase (LTM) in Y1−xCaxTiO3 which has
been reported in Ref. [161] could be confirmed by synchrotron radiation powder X-ray
diffraction measurements. In this monoclinic structure with space group P21/n there are
two different Ti-sites which alternate three-dimensionally in all directions. Furthermore,
the structural data derived from several neutron, synchrotron and single crystal X-ray
15The metallic regime is below this curve and the insulating regime above.
16The electrical resistivity of these samples exhibits a very similar temperature dependency with an
almost metallic character.
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Figure 6.23: (a) Phase diagram of the Y1−xCaxTiO3-system; gray circles/triangles: CO-
transition temperature determined by the derivative of the superstructure
reflection intensities in the resonant X-ray/neutron measurements (beamline
MagS/PANDA diffractometer); the dark gray shaded area indicates the metallic
regime as derived from electrical resistivity measurements. (b) Phase diagram
of the R1−xCaxTiO3-system; dark gray dashed lines: MI-transition tempera-
ture of Y1−xCaxTiO3, Er1−xCaxTiO3 and Lu1−xCaxTiO3 systems derived from
the resistivity; gray circles/triangles: CO-transition temperature determined
by the derivative of the superstructure reflection intensities in the resonant
X-ray/neutron measurements (beamline MagS/PANDA diffractometer); gray
shaded area: temperature region where the superstructure reflection intensi-
ties rise on cooling (beamline MagS); black squares: difference of the nominal
valency of the distinct Ti sites in the charge ordered LTM phase.
diffraction measurements indicates a different oxygen environment of the two distinct Ti-
sites in the LTM phase which is indicative for charge ordering. The nominal valency of
both Ti-sites which could be calculated by the bond-valence-sum formalism [169] reveals
a difference of about 0.3 electrons for the Y1−xCaxTiO3-compounds with x ∼0.35. In
Fig. 6.23 (b) the difference of the nominal valencies of both Ti-sites (∆BVS) is plotted
as a function of hole-doping (black squares). With increasing hole-doping level x this
difference of the nominal valencies further increases in the RTiO3-system
17 and attains
its maximum value of about 0.8 electrons for a compound with x ∼0.44. This doping
dependency supports the charge ordering picture since the half-doped compound should
exhibit the most stable charge ordering pattern.
Additionally, charge ordering superstructure reflections (0 1 L) could be observed by
neutron diffraction. These reflections are the (1
2
1
2
1
2
) reflections of the pseudocubic
unit cell (Ti-sublattice) and are indicative for three-dimensionally alternating oxygen
17This could be observed only in systems having a pure LTM phase and, hence, systems which are
fully insulating at the measured temperatures. Thus, the RTiO3-systems have been measured at
120 K for Y0.65Ca0.35TiO3, 110 K for Y0.64Ca0.36TiO3, 8 K for Er0.3Lu0.3Ca0.4TiO3 and 125 K for
Lu0.56Ca0.44TiO3.
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environments of the Ti-ions. The Q-dependence of these reflections indicates, that the
origin of these reflections is not magnetic. And the charge ordering temperature associ-
ated with the onset of these superstructure reflection intensities rises for compounds with
increasing hole-doping level x. This is also in accordance with a stabilization of charge
ordering for doping levels closer to the half-doped compound since a half-doped com-
pound should exhibit the ideal Ti3+/Ti4+-charge ordering pattern. The charge ordering
temperatures TCO derived from these reflections are plotted in the R1−xCaxTiO3-phase
diagram (gray triangles), see Fig. 6.23 (a-b).
Complementary resonant X-ray diffraction measurements have been performed at the
synchrotron exhibiting the same superstructure reflections. The charge ordering onset
temperatures TCO derived from these superstructure reflection intensities are plotted
in Fig. 6.23 (a-b). The circles denote the temperatures with the largest slope and the
gray shaded region indicates the whole temperature regime where the intensities of these
reflections increase on cooling. As can be seen, the overall charge ordering temperature
TCO increases with increasing Ca content x which has also been observed in the neutron
measurements 18. But for higher doped samples this transition somehow smears out.
Furthermore, the charge ordering character of these superstructure reflections could be
verified by energy scans and with polarization analysis. Thus, orbital order could be
excluded as an origin for these reflections.
Summarizing, comprehensive neutron, synchrotron, single crystal X-ray and reso-
nant X-ray diffraction measurements reveal charge ordering in the R1−xCaxTiO3-system
(R = Y, Er, Lu) which extends from hole-doping levels around x ∼0.35 towards the
half-doped regime and which is stabilized with increasing Ca content x as can be seen
in the increase of TCO and in the increasing difference of the Ti-valencies. However,
the metallic properties finally prevail at high doping levels since the introduction of Ca-
ions strengthens the metallic properties by hole doping as well as by an increase of the
electronic bandwidth W due to decreasing octahedral tilts. The substitution of Y by
even smaller R-ions succeeded in counteracting this decrease of the octahedral tilts and
it was possible to extend the insulating properties towards higher hole-concentrations.
However, the optimum doped sample with x ∼1/2 is still metallic in the compound with
the smallest R-ion, Lu0.5Ca0.5TiO3.
18The sample with x = 0.45 might have a lower sample quality.
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6.5 The quasi two-dimensional titanate system
Sr2−xLaxTiO4
6.5.1 Introduction
Among layered perovskites with K2NiF4-structure (214-structure, see Chap. 9.1) the
compound Sr2RuO4 is so far the only compound exhibiting superconductivity [183] be-
sides the superconducting cuprates [158]. Doped SrTiO3 was one of the first transi-
tion metal oxides where superconductivity was found [184]. But compared to the two-
dimensional CuO2-layers in the high-TC cuprates, SrTiO3 has a fully three-dimensional
(3D) crystal structure. Therefore, the effect on the electronic properties for 2D stron-
tium titanate compounds could be of interest. There exists only one study dealing with
this topic. In Ref. [185] epitaxial films of Sr2−xLaxTiO4 were grown in the concentration
range 2% ≤ x ≤ 7%. For 2% of La-doping, a beginning conversion to metallic behaviour
could be observed, whereas the samples with 5%-7% are already metallic.
In this work, polycrystalline Sr2−xLaxTiO4-samples with La-concentrations ranging
from 0% to 18% have been grown at the floating zone image furnace. Despite slow
growth rates (∼1 mm/h) it was not possible to obtain single crystals. It should be
noted, that even simple 113-perovskite (La,Sr)TiO3 compounds like La0.96Sr0.04TiO3 are
reported to grow only as polycrystalline samples using the floating zone technique [78,
83]. Furthermore, there seems to be also a similar problem during growth of Sr2VO4
[186], where the synthesis of tetragonal (I4/mmm) Sr2VO4 was rendered difficult due to
its metastability: at high temperatures above 1373 K the tetragonal phase transforms to
an orthorhombic phase [186] which disturbs or prevents the growth of single crystalline
samples using the floating zone technique. It is also possible, that a similar problem is
inherent in the synthesis of 214-titanates. Hence, several problems might even merge in
the growth process of Sr2−xLaxTiO4. In this work, all Sr2−xLaxTiO4-crystals have been
grown as polycrystalline products, even if the growth rate was reduced to 1 mm/h and
varying Sr-, Ti- and oxygen-concentrations have been tried. The compounds with lower
La-doping level x are single phase but for higher La-concentrations around 18% some
small volume fractions of impurity phases appear. Finally, above 18% of La-doping, no
stable zone could be established at all.
6.5.2 Experimental
High resolution synchrotron radiation powder X-ray diffraction measurements have been
performed at beamline B2 at the synchrotron facility HASYLAB/DESY in Hamburg,
Germany. A wavelength of 0.7763 A˚ (E = 15970.6 eV) was chosen from the direct
white synchrotron beam using a Si (111) double flat-crystal monochromator in order
to suppress the Sr-fluorescence (K 1s: 16105 eV). The diffraction patterns have been
collected using an on-site readable position-sensitive image-plate detector.
Powder neutron diffraction measurements have been performed at the high resolution
D2B diffractometer at ILL in Grenoble, France (λ = 1.59439 A˚). The electrical resistivity
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has been determined by an AC four-point method and the capacitance of a cylindrical
sample was measured by S. Jodlauk using an ultra-high precision capacitance bridge.
6.5.3 Results
Figure 6.24: (a-b) Lattice parameter of Sr2TiO4. (c) c/a-ratio for Sr2TiO4. For comparison
the values for Sr2RuO4 from Ref. [187] are plotted. (d) Capacity of a cylindrical
Sr2TiO4-sample. (e) Synchrotron radiation powder X-ray diffraction patterns
of Sr2TiO4(beamline B2).
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powder X-ray diffraction measurements
Synchrotron radiation experiments have been performed in order to study the lattice
parameter of Sr2TiO4 between room-temperature and about 10 K. A diffraction pattern
of the measured sample grown in this work is plotted in Fig. 6.24 (e). These synchrotron
measurements prove that the Sr2TiO4-sample grown in this work contains no impurities.
The temperature dependency of the a- and c-lattice parameter is shown in Fig. 6.24
(a). A closer look to the data reveals, that the ratio c/a shows an anomalous rise at
around 170 K. This rise of the ratio is unusually linear down to lowest temperatures
as can be seen in Fig. 6.24 (b). A similar situation, but without a kink, was observed
for Sr2RuO4 [187]. In Sr2RuO4 the ratio c/a also exhibits an anomalous rise on cooling
which resembles to the one found in this work; see Fig. 6.24 (c). In Ref. [187] this
anomalous rise was connected with localized moments and associated with a transition
from a localized to an itinerant state. With regard to the new results found in this work
these similar changes in Sr2RuO4 may also be driven by purely structural effects only,
as Sr2TiO4 is a d
0-system. Finally, it should be noted that these effects are rather small
and could be resolved only due to the high resolution at the synchrotron.
In order to study whether the rise of c/a may be indicative for some kind of ferro-
electric transition, the dielectric constant  (∝ C) was measured by S. Jodlauk on the
same sample. Therefore, a cylindrical sample was sputtered with gold at the top and
bottom faces and the capacity C was measured as a function of temperature. As can
be seen in Fig. 6.24 (d), there is no strong rise visible comparable to that in SrTiO3
[188]. However there is a small rise parallel to the rise of c/a. The anomalous behaviour
around room-temperature is an extrinsic effect of the measuring method and should be
ignored.
neutron measurements
The influence of La-doping on the lattice parameter of the Sr2−xLaxTiO4-system mea-
sured by means of powder neutron diffraction is shown in Fig. 6.25 (a-b). Whereas a
decrease of the c-lattice parameter can be observed with increasing La-doping level, the
a-axis shows the opposite behaviour. In total, the system exhibits a rise of the unit cell
volume with increasing La-doping; see Fig. 6.25 (c). The inset within this figure shows
the bond-valence sum (BVS, see Eq. 6.1) for all compounds measured. As expected,
the BVS decreases with increasing La-concentration as the trivalent La-ion introduces
electrons in this system. The fact that the initial value for Sr2TiO4 starts at a higher
value of about 4.1 is common for perovskite systems as the BVS parameters have not
been determined for systems with such a compact structure. Nevertheless, a comparison
within a series yields reliable relative values (see Chapter 6.2). Comparing the values
determined for Sr2−xLaxTiO4 in this work, the continuous electron doping with further
La-substitution is clearly demonstrated. However, not the full difference expected for x
= 0 and x = 0.15 is attained.
The value for c/a shown in Fig. 6.25 (d) exhibits a decreasing La-doping dependency.
However the Ti-O2 distances 19 distinctly increase with further electron doping instead
19The apical Ti-O2 bond is parallel to the c-axis.
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Figure 6.25: (a-c) Lattice parameter and unit cell volume of Sr2−xLaxTiO4 with the BVS in
the inset. (d) c/a-ratio. (e) Ratio of Ti-O bondlength (basal versus apical). (f)
Apical and basal Ti-O bondlength. (g) Powder neutron diffraction pattern for
Sr1.94La0.06TiO4 (D2B diffractometer).
of decreasing as the behaviour of c/a would suggest. The doping dependency of the
two Ti-O distances is plotted in Fig. 6.25 (f). This rise of the apical Ti-O2 distance is
even stronger than the rise of the basal Ti-O1-distance although the a-lattice parameter
exhibits a rise and the c-lattice parameter a decay with increasing La-doping. This
surprising result may indicate that the dxz and dyz orbitals get successively occupied
with the introduction of electrons into the Sr2−xLaxTiO4-system (if there are no other
effects).
The resistivity of this system has already been measured for epitaxial films up to La-
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Figure 6.26: Resistivity of Sr2−xLaxTiO4.
doping levels of 7% only [185]. Therefore, the resistivity of higher doped 214-titanates
is of greatest interest. In Fig. 6.26 the resistivity of the 15% La-doped compound is
shown and compared to the (known) resistivity of the 6% doped sample which has a
similar temperature dependency. The difference in the absolute value of the resistivity
of Sr1.94La0.06TiO4 compared to Ref. [185] can be explained by grain boundary effects as
the samples grown in this work are polycrystalline. Compared to the 6% doped sample,
Sr1.85La0.15TiO4 has more metallic temperature dependency with a smaller resistivity.
However, both samples show no superconductivity down to 6 K.
6.5.4 Conclusion
In summary, polycrystalline Sr2−xLaxTiO4-samples have been grown in this work. High-
resolution synchrotron measurements on the undoped parent compound Sr2TiO4 exhibit
an anomalous rise of the c/a ratio which resembles on the rise of c/a in the isostructural
Sr2RuO4-system [187]. But as the titanate has no d-electrons indicating a purely struc-
turally driven effect, probably also the origin of this anomaly in the ruthenate-system
has to be re-analyzed.
New Sr2−xLaxTiO4-compounds with higher La-doping levels have been synthesized
within this work. Neutron scattering studies indicate increasing apical Ti-O distances
(parallel to c) although the ratio of the lattice parameter c/a decreases. These results
may point to the occupation of dxz and dyz orbitals in this system on electronic doping.
The 6% and 15% doped samples are metallic down to 6 K. The larger absolute values
may be induced by the polycrystallinity of these materials. Single crystalline samples
might have distinctly lower absolute values. Further resistivity measurements down to
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300 mK are planned in order to search for superconductivity within these samples. Also
the growth of even higher doped samples and maybe even single crystalline samples is a
future aim.
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7 Vanadates
Vanadium is a common element in the earth’s crust with a distribution of 0.02% by
mass [107]. Its applications range from the use in iron or titanium alloys such as steel
to the use in reactors due to its structural strength and small neutron cross section. The
vanadium oxide V2O5 (see Chap. 7.2) is used as a catalyst for the industrial production
of chemicals like sulfuric acid [107].
7.1 A novel dimerized phase in Hollandite
7.1.1 Introduction
Although discovered about 30 years ago [189] not much is known about the hollandite
K2V8O16 which may be related to the elaborate high-pressure preparation procedure
which renders the availability of this vanadium oxide rather difficult. Due to the large
number of possible oxidation states of the vanadium ion ranging from +2 to +5 a
large variety of different vanadium oxide compounds exists. Some of these compounds
exhibit very interesting properties as for example the vanadium bronzes β-Na0.33V2O5,
β-Ag0.33V2O5 and β
′-Cu0.65V2O5 which exhibit superconductivity under pressure [190-
192]. Vanadium oxides show a large variety of structural and electromagnetic properties
of which the metal-insulator (MI) transition in the binary vanadium oxides V2O3 and
VO2 is one of the most famous ones. This MI transition is accompanied by a strong
and sharp rise of the electrical resistivity by several orders of magnitude[193, 194, 162].
The comprehension of the MI transition in these compounds is still a puzzling task as
the role of electron correlations and the role of electron-lattice interactions, concomitant
with structural distortions, is highly under debate. On the one hand, the MI transition
in VO2 was found to be a predominantly Peierls transition [195], on the other hand it
was thought to be a Mott-Hubbard transition [196].
Mixed-valent vanadium oxides such as V4O7, additionally, exhibit charge ordering at
the MI transition accompanied by dimerization of spin singlets which becomes noticeable
in a drop in the magnetic susceptibility [197-199]. The hollandite compound K2V8O16 is
such a mixed-valent vanadium oxide with an average valency of 3.75+. Originally, the
first Hollandite was a manganese oxide mineral[200], but all compounds with the general
formula AxM8O16 (x≤ 2) are counted to this class of compounds. Bystro¨m and Bystro¨m
were the first who reported the hollandite type structure for manganese minerals [200]. A
series of other hollandite compounds quickly followed [201-209]. At room-temperature,
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Figure 7.1: The tetragonal high temperature structure of K2V8O16; blue: oxygen ions,
gray: potassium ions, magenta: vanadium ions. The green/red bonds indicates
long/short apical V-O bonds. The right figure shows a VO6-octahedral double
chain running in ctet-direction.
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Figure 7.2: (a) Electrical resistivity of K2V8O16 measured by M. Isobe [210]. (b) Magnetic
susceptibility of K2V8O16 measured by M. Isobe [210].
the vanadium oxide hollandite compound K2V8O16 has a tetragonal structure with lattice
parameters of about 10 A˚ × 10 A˚ × 2.9 A˚ (see Fig. 7.1). The structure is built of VO6-
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octahedral double chains running along the tetragonal c-direction. Due to the four-fold
symmetry four octahedral double chains form tubes extending in ctet-direction. The
potassium ions align along the free space within these tubes surrounded by vanadium
oxide double-chains and, thus, form themselves chains in c-direction as can be seen in
Fig. 7.1.
K2V8O16 exhibits a (split) metal-insulator (MI) transition at TMI ∼ 160 K with the
insulating behaviour appearing below this temperature [210], see Fig. 7.2 (a). Concomi-
tantly with the MI-transition there is a structural phase transition from the tetragonal
to a monoclinic structure with an enlarged
√
2×√2× 2 cell. As the average valence of
the vanadium ions amounts to 3.75+ it is obvious to search for a charge disproportiona-
tion corresponding to a V3+:V4+-ratio of 1:3 below TMI. Such charge order could explain
the insulating properties below TMI. However, concomitantly with the metal-insulator
transition the magnetic susceptibility exhibits a well pronounced drop below 160 K (see
Fig. 7.2 (b) and Fig. 7.8 (b)) and this effect can not be explained by a charge ordering
scenario alone.
7.1.2 Experimental
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Figure 7.3: Synchrotron radiation powder X-ray diffraction pattern of K2V8O16 measured at
beamline B2; black circles: measured intensity at 15 K, red line: Le Bail fit, green
bars: Bragg peak positions, blue circles: measured intensity at 220 K  TC.
Polycrystalline samples of K2V8O16 were grown by M. Isobe using a high-pressure
technique with pressures of about 3-4 GPA. Within the polycrystalline samples it was
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possible to find some single crystalline grains as well. In this work four different samples
(A, B, C, D) have been studied. Regarding impurity phases, sample A and C are high
quality samples, whereas sample B has a somewhat minor quality and sample D is a
sample with an acceptable quality in between. Sample C’ will be defined as sample C
plus an additional large amount of sample volume with the same high sample quality.
The samples Aν , Bν , Cν and Dν (ν = 1, 2, ...) are single crystalline spheres derived from
the polycrystalline bulk of sample A, B, C and D respectively. Elastic and inelastic pow-
der neutron diffraction measurements have been performed at the D2B diffractometer
(sample B and C’) and the IN4 spectrometer (sample C’) at the ILL in Grenoble, France
and at the DMC diffractometer (sample B) and the FOCUS spectrometer (sample B)
at the PSI in Villigen, Swiss. Synchrotron radiation powder X-ray diffraction measure-
ments have been performed on sample D at beamline B2 at Hasylab/DESY. A Bruker
X8 Apex single crystal X-ray diffractometer was used for single crystal X-ray-diffraction
measurements on sample C1 using Mo-Kα radiation. The magnetic susceptibility of
sample C was measured by M. Isobe using a SQUID-magnetometer. The specific heat
was measured by D. Meier on sample A using a home-built calorimeter. The ESR stud-
ies were carried out together with J. Hemberger with a Bruker ELEXSYS E500
CW spectrometer at X-band frequency (ν = 9.36 GHz) in a nitrogen gas flow cryostat
Bruker ER4131VT for 100 K ≤ T ≤ 300 K.
7.1.3 Results and Discussion
neutron and X-ray measurements
Fig. 7.3 shows the synchrotron radiation powder X-ray diffraction patterns of K2V8O16
measured at 15 K (black circles) together with the corresponding Le Bail fit (red line).
Additionally, the measured data at 220 K in the high-temperature tetragonal phase with
space group I4/m is shown (blue circles). As can be seen, at low temperatures a peak
splitting is observable. Additionally, other peaks slightly broaden. The best description
could be obtained with a monoclinic symmetry with space group I2/m and a
√
2×2×√2
enlarged unit cell with monoclinic angle β 1. The Bragg peaks in Fig. 7.3 are labeled in
notation of this enlarged monoclinic unit cell. As can be seen in the right inset of Fig. 7.3
the tetragonal (2 0 0)tet and (0 2 0)tet peaks are clearly split. This peak splitting can be
described by the
√
2 × 2 ×√2 monoclinic unit cell. In notation of this monoclinic cell
these peaks are the (±2 0 2)mono peaks and the splitting of these peaks can be described
1The superstructure reflections according to this enlarged unit cell with amono ∼
√
2 × atet bmono ∼
2× ctet and cmono ∼
√
2× btet were barely visible in these powder diffraction patterns but have been
observed by single crystal X-ray diffraction as will be presented later.
a (A˚) 13.98027(81)
a (A˚) 5.85981(24)
a (A˚) 14.01861(79)
β (◦) 90.50777(31)
Table 7.1: Lattice parameters of K2V8O16 at 15 K (space group I2/m).
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Figure 7.4: (a) Powder diffraction patterns of K2V8O16 at different temperatures indicating
phase separation at 160 K. (b-d) The lattice parameter of K2V8O16 measured
by means of synchrotron radiation powder X-ray diffraction. Additionally to
the values of the low-temperature monoclinic cell (I2/m) for a comparison, also
the values derived from a fit of an F-centered orthorhombic unit cell are shown.
This enlarged orthorhombic cell is also able to describe the distinct peak splitting
observed for one class of reflections but fails in describing a small peak broadening
(splitting) of a second class of reflections.
with a monoclinic angle of about 90.5◦. However, this splitting can be also described
by a F-centered orthorhombic unit cell which exhibits a further doubling of the unit cell
and which is rotated by about 45◦compared to the monoclinic unit cell. Hence, this
F-centered orthorhombic cell would be 2× 2× 2 the size of the tetragonal cell and the
split peaks mentioned above would be the (4 0 0)ortho and (0 4 0)ortho peaks.
However, also the (1 ±1 0)tet peaks, i. e. the (2 0 0)mono and (0 0 2)mono peaks
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in monoclinic notation, are broadened below TC, see the left inset of Fig. 7.3. This
could be verified by gaussian fits yielding a peak width (FWHM) of 0.03862(79)◦ at
220 K and 0.03249(49)◦ at 15 K. This is a clear indication for a further peak splitting
of the monoclinic (2 0 0)mono and (0 0 2)mono peaks which could not be resolved in
these synchrotron measurements. Such a peak splitting can not be described with the
orthorhombic 2× 2× 2 unit cell since these peaks correspond to the (2 ±2 0)ortho peaks
in this F-centered orthorhombic cell which exhibit no splitting in powder diffraction
patterns. Hence, a monoclinic symmetry is needed in order to describe also these slightly
broadened peaks. The lattice parameters at 15 K obtained by a Le Bail fits using the
monoclinic symmetry are listed in Tab. 7.1. As can be seen, the difference between the
monoclinic amono and cmono lattice parameters is significant. Hence, an orthorhombic
symmetry is less probable.
Concluding, the distinct peak splitting of the (2 0 0)tet and (0 2 0)tet peaks observed
in K2V8O16 below TC can be attributed either to a monoclinic distortion with a mono-
clinic angle of about 90.5◦ or to an orthorhombic distortion with a difference of about
1% between the orthorhombic a and b-lattice parameters. Furthermore, a tiny peak
broadening below TC could be observed for the (1 ±1 0)tet peaks which is indicative
for a small peak splitting. This peak splitting can be only described by the mono-
clinic symmetry yielding a difference of about 0.27% in the monoclinic a and b lattice
parameters. The values of the I-centered monoclinic (black triangles) and, for a com-
parison, also the values of a fit with a F-centered orthorhombic unit cell (light gray
squares) are plotted together with the values of the high-temperature tetragonal unit
cell (gray circles) in Fig. 7.4 (b-c). Besides the failure in describing the small peak
broadening of the (1 ±1 0)tet peaks the transition from the tetragonal cell (I4/m) to
a F-centered orthorhombic cell is not a continuous phase transition [211]. In contrast,
the transition I4/m → I2/m (or I4/m → C2/c or I4/m → I2 ) is a continuous phase
transition [211]. Hence, it is very unlikely that the low-temperature phase in K2V8O16
has an orthorhombic symmetry and only the monoclinic space groups I2/m, C2/c and
I2 are possible symmetries which describe continuous phase transitions and which are
able to describe the small peak broadening of the second class of reflections in the high-
resolution synchrotron measurements. Due to these synchrotron data and also due to
single crystal X-ray and powder neutron diffraction data, there is no indication for an
even lower symmetry.
Furthermore, from Fig. 7.4 (a) it can be seen, that phase separation occurs around
160 K: the tetragonal high temperature and the monoclinic low temperature structure
coexist in this temperature region. But at 140 K the phase separated region has already
vanished and only one monoclinic phase persists down to lowest temperatures.
It should be noted that the c-axis exhibits a distinct rise below TC (see Fig. 7.4 (c))
which is very similar to the rise of the rutile c-axis in VO2 by about 1% [212, 213].
Hence, even at this early stage of data analysis the temperature dependency of the
lattice parameters of K2V8O16 reveals similarities with VO2.
In order to elucidate the low temperature structure of K2V8O16, single crystal X-
ray diffraction measurements using Mo-Kα radiation have been performed. A single
crystalline sphere of about 100 µm in diameter (sample C1) has been measured between
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Figure 7.5: Clips out of precession maps measured at 100 K in monoclinic notation (first axis
in horizontal direction, second in vertical direction). (a) (H 0 L)mono plane, first
reflections in H-/L- direction are (2 0 0)mono and (0 0 2)mono. (b) (H 1 L)mono
and (c) (H 3 L)mono plane showing the superstructure reflections, first reflections
in H-/L-direction are (1 3 0)mono and (0 3 1)mono. (d) (H K 0)mono plane. (e)
(H K 1)mono plane. (f) (1 K L) plane.
290 K and 100 K. A close analysis of the 290 K structure reveals, that the V-ions in
the high-temperature structure are not located in the center of its surrounding VO6
octahedron but shifted towards an apical oxygen as indicated by the red and green V-O
bonds in Fig. 7.1. In fact, this could be derived from the structural parameters already
measured in Ref. [189], but nevertheless an octahedral oxygen environment has been
reported in this publication. The sample measured in this work exhibits two different
apical V-O distances of 1.8604(5) A˚ and 1.9713(5) A˚. Thus, the V-O coordination has
already become a square pyramid rather than an octahedron. This observation is in
accordance with the expected V-O coordination for a vanadium valency of about 4+
[214]. And as the neighbouring vanadium chain within each V-double chain exhibits the
same split apical V-O distances, but, in opposite direction, the vanadium ions within
these double chains become more separated and isolated from each other.
Fig. 7.5 (a-f) shows (central) parts of the precession maps of K2V8O16 at 100 K. In
Fig. 7.5 (b-c,e-f) all reflections shown are superstructure reflections. In this work, only
133
7 Vanadates
superstructure reflections with K = 2 ·n+1 and H+L = 2 ·n+1 in monoclinic notation
(
√
2 × √2 × 2 cell) could be observed, i.e. for (H K L)tet-reflections with half-integer
values. Fig. 7.5 (b) shows the large number of reflections in the (H 3 L)mono plane which
are all superstructure reflections - with most of them having rather strong intensities
of the order of ∼3
4
% of the strongest fundamental reflection 2. In contrast, in the
(H 0 L)mono plane only fundamental reflections could be detected, see Fig. 7.5 (a). The
main purpose of showing the precision maps in Fig. 7.5 (a-f) is to show the vast number
of strong superstructure reflections which could be observed in this X-ray diffraction
measurement. Note, that all the reflections which can be seen in Fig. 7.5 (b-c,e-f) are
superstructure reflections solely.
Due to Ref. [211] there are three possible monoclinic space groups which have an unit
cell volume Vmono = 4×Vtet and which describe a continuous tetragonal to monoclinic
phase transition: I2/m, C2/c and I2. These three symmetries have to be considered since
the orthorhombic F-centered symmetries could be excluded according to the synchrotron
measurements. For the last of these space groups there would be a large number of about
30 atoms in the asymmetric unit. For the other two possibilities, the number is still large
but only of the order of 20 atoms. Hence, first of all only the two symmetries I2/m and
C2/c will be compared. The unit cell in the first case (I2/m) roughly is a 14 A˚ × 5.8 A˚
× 14 A˚ cell with a monoclinic angle β ∼ 90.5◦, compare Tab. 7.1. The unit cell in the
second case roughly is a 19.9 A˚ × 5.8 A˚ × 14 A˚ cell with a monoclinic angle β ∼135◦.
The symmetry reduction from the tetragonal symmetry I4/m with a unit cell size of
about 9.9 A˚ × 2.9 A˚ × 9.9 A˚ to the monoclinic symmetries I2/m and C2/c and the
calculation of the possible twin laws arising concomitantly with the loss of symmetry
elements has been performed using the ’cell transformation’, ’origin shift transform’ and
’go to subgroup structure’ tools provided by the program Jana2000 [58]. Finally, it
was possible to solve the structure with space group I2/m yielding acceptable R-values
which were of the order of 5% to 8.5% for several different single crystalline spheres
measured. A refinement with space group C2/c did not yield satisfactory results and
the R-values were of the order of 17%. After solving the low-temperature structure
of K2V8O16 and regarding the differences between space groups I2/m and C2/c this
result can be understood also from the physical point of view. But first the solved low-
temperature structure of K2V8O16 has to be presented and afterwards, the problems of
describing such a structure with space group C2/c will be discussed. It is also possible to
describe the low-temperature structure of K2V8O16 with space group I2. The R-values
even decrease by up to 1% and all distortions which can be observed in the structure
with space group I2/m can be still observed in the structure with space group I2.
However, the refinement is not satisfactory since too many displacement parameters are
negative or not positive definite. Thus a refinement with such a huge number of atoms
in the asymmetric unit seems not very stable 3. Also this refinement with space group
2Most fundamental reflections are distinctly weaker. For example these superstructure reflection in-
tensities are of the order of 1.5% of the intensity of the second strongest fundamental reflection
which has been measured. In average, these superstructure reflections can be estimated to be of the
order of roughly 1-5% of most strong fundamental reflections.
3For these reasons it was also not possible to refine structure models with lower monoclinic symmetry
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I2 does not yield any completely new distortions compared to space group I2/m which
could have justified the use of such a low symmetry. Thus, the highest symmetry which
is able to describe the low temperature structure of K2V8O16 satisfactory is I2/m (a
satisfactory description with space group C2/c was not possible).
Several single crystalline samples A1, A2, A3, A4, B1, B2, B3, B4, C1 and D1, have
been measured at the Apex single crystal diffractometer. For all of these samples which
have been measured at low temperatures, the observed distortions appearing below the
tetragonal to monoclinic phase transition were qualitatively and also quantitatively al-
most the same. Also the volume fractions of the twin domains calculated by the program
Jana2000 [58] were distributed about equally among two twin domains, with the excep-
tion of one sample (C1) which exhibits only one large twin domain and, hence, only few
twinning below the phase transition. Usually, all symmetry elements which get lost due
to a symmetry reduction should appear in the twin laws of the twinned structure which
appears below the phase transition. After a tetragonal to monoclinic phase transition
twin domains ν with the following twin laws can be expected:
T1 =
 1 0 00 1 0
0 0 1
 T2 =
 −1 0 00 1 0
0 0 1
 T3 =
 0 0 −10 1 0
1 0 0
 T4 =
 0 0 10 1 0
1 0 0

As mentioned above, there was one sample (sample C1) which shows only minor twinning
as was indicated by the refinement of the volume ratios of all twin domains. Since the
obtained fit was rather good and since the structural results were almost identical to the
results of the other fully twinned samples, this less twinned sample has been considered
as the ideal sample for structural studies of K2V8O16 and measured in great detail at dif-
ferent temperatures. Presumably some kind of strain due to imperfections or impurities
might enforce the growth of one twin domain only. Besides the less twinned sample C1
also the ’fully twinned’ samples A3 and A4 have been studied in great detail at several
temperatures 4. In the following the low temperature structure of K2V8O16 derived from
the measurements of sample C1 will be discussed. The results of the refinement of the
’untwined’ sample C1 at 100 K are listed in Tab. 7.2.
The low-temperature structure of K2V8O16 exhibits three different structural distor-
tions which are displayed in Fig. 7.6. First of all, one half of all vanadium ions exhibits
a quite remarkable dimerization along chains in ctet-direction. A measure for this dimer-
ization are the V-V-bondlengths of the dimerized V-ions within the same dimer and
between two dimers, see Fig. 7.7. The difference of these V-V-bond lengths amounts
to ∼0.3 A˚ at 100 K and is plotted as a function of temperature in Fig. 7.8 (d). The
second distortion is found in the other half of vanadium chains which are the neigh-
bouring V-chains of the dimerized V-chains within the VO6-double chains. In these
neighbouring V-chains the vanadium ions move away from the dimers on the one hand
like P2/m or P2 having even 42 atoms and 56 atoms in the asymmetric unit respectively.
4The volume ratios rν ≡ r(Tν) of the twin domains of these three very well studied samples amount
to r(A3)1 = 61.4(8)%, r
(A3)
2 = 0.1(2)%, r
(A3)
3 = 38.3(8)%, r
(A3)
4 = 0.1(2)%, r
(A4)
1 = 47.6(2)%, r
(A4)
2 =
0.1(1)%, r(A4)3 = 52.2(2)%, r
(A4)
4 = 0.1(1)%, r
(C1)
1 = 86.5(7)%, r
(C1)
2 = 0.3(1)%, r
(C1)
3 = 13.2(7)%,
r(C1)4 = 0.0(0)%. Hence, sample C1 is almost untwined.
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Figure 7.6: Low temperature structure of K2V8O16. (a) The measured structure at
100 K; blue: oxygen ions, gray: Potassium ions, magenta: vanadium ions,
small/large/medium sized spheres denote V-ions which are dimerized with a
V-ion: in the same unit cell (moving down)/the next upper unit cell (moving
up)/ within zig-zag-chains. Green octahedra indicate V3+O6-octahedra and blue
octahedra indicate V4+O6-octahedra thus visualizing the charge ordering. The
black dotted lines identify the small 10 A˚ × 10 A˚ × 2.9 A˚ unit cell of the high-
temperature structure whereas the gray cell is the
√
2 × √2 × 2 cell of the low
temperature structure. (b) Two unit cells rotated by 90◦ with respect to Fig.
(a). Here, all K+-ions are omitted and the distortions are exaggerated in order
to demonstrate the dimerization and zig-zag-chain formation more clearly.
and move towards the free space between two dimers in a manner which leads to a
zig-zag-chain formation as can be seen in Fig. 7.6 (b). As a quantitative measure the
V-V-V bond-angle within one selected zig-zag chain is plotted versus temperature in
Fig. 7.8 (e). A distinct deviation from the non-distorted value of 180◦ can be observed
below TMI. The value at 100 K amounts approximately 174.7
◦. This dimerization and
zig-zag-chain formation strongly resembles on the monoclinic M2-phase in VO2[212] or
V0.976Cr0.024O2 which also exhibits astonishingly similar anomalies in the lattice param-
eter at the phase transition from the high temperature tetragonal rutile structure to the
monoclinic M2-structure around 345 K[215] (rise of c etc.). It should be noted that these
rather strong structural distortions were observable below TC for all samples measured
at low temperatures, also the ’fully twinned’ samples A3 and A4. The values of the V-V
distances and V-V-V bond angles is listed in Tab. 7.3.
Furthermore, on top of that, there occurs charge ordering in the low-temperature
structure of K2V8O16 in a way that one half of all dimerized vanadium chains contains
V4+ ions and the other half V3+ ions. This charge ordering was found by analysis of
the bond valence sums of the vanadium ions. It turned out that all vanadium ions
located in zig-zag-chains have all the same oxidation state of about 4+. Therefore, the
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Figure 7.7: V-V-distances within dimerized chains along c in K2V8O16 determined by single
crystal X-ray diffraction.
charge ordering must take place within the dimerized chains. Within the monoclinic
space group I2/m there are only two V-sites within these dimerized chains - V1 and V4
- opposed to the four V-sites attributed to the zig-zag-chains - V2, V3, V5 and V6. The
difference in the oxidation state of the V1 and V4 ions compared to the average valency
of the remaining four vanadium sites reveals that the V4-site contains V4+ ions whereas
the V1 sites are occupied by V3+ ions. This difference in the oxidation state is plotted
as a function of temperature in Fig. 7.8 (f) and amounts to about 0.5 electrons at low
temperatures. The deviation from the ideal value of one electron was also observed in
other charge ordered systems like the manganites which show even much smaller values
of about 0.2. It should be noted that this distribution of electrons which naturally comes
out by bond valence sum analysis of the diffraction measurements is fully in accordance
with the nominally expected ratio of V4+:V3+ ions for K2V8O16 where the V-ions should
have the nominal valency of 3.75+, i. e. a ratio of 3:1. The structural parameter of
K2V8O16 measured at 100 K are given in Tab. 7.2. Whereas the dimerization and zig-zag
chain formation are stable in the structural refinements of all three samples and could
be observed without any doubts, the charge ordering in K2V8O16 is not unambiguously
clear since the twinned samples A3 and A4 exhibit almost no indications for charge
ordering.
In the following, the low-temperature structure of K2V8O16 will be discussed in order
to explain all distortions and features of this rather complex structure. Afterwards, also
a possible solution with space group C2/c will be discussed. Fig. 7.6 (a) shows a view
of the monoclinic 14 A˚ × 5.8 A˚ × 14 A˚ cell from c-direction and the distribution of
the dimerized chains within the cell. Here, large V-ions (magenta) indicate dimerized
V-ions where the topmost V-ion moves upwards and thus dimerizes with a vanadium ion
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a (A˚) b (A˚) c (A˚) β (◦)
13.9773(9) 5.8773(4) 13.9773(9) 89.481◦†
atom x y z Uiso (A˚2)
K1 0 0.25014(6) 0 0.00435(14)
K2 0.5 0.5 0 0.0344(5)
K3 0.5 0 0 0.0347(5)
V1 0.24290(10) 0.26262(6) 0.09062(10) 0.00592(13)
V2 0.73881(9) 0.5 0.09262(9) 0.00560(15)
V3 0.74587(10) 0 0.08644(9) 0.00544(14)
V4 0.09103(10) 0.26386(6) -0.24409(11) 0.00618(13)
V5 0.09519(9) 0.5 -0.73930(10) 0.00465(14)
V6 0.08842(10) 0 -0.74616(11) 0.00685(15)
O1 0.1774(6) 0 0.0196(7) 0.0067(10)
O2 0.6755(6) 0.25173(14) 0.0214(7) 0.0049(9)
O3 0.1751(6) 0.5 0.0156(7) 0.0060(9)
O4 0.3144(5) 0 0.1499(5) 0.0089(12)
O5 0.8142(4) 0.24852(14) 0.1507(4) 0.0034(9)
O6 0.3176(5) 0.5 0.1514(5) 0.0085(12)
O7 0.0247(5) 0 -0.1791(4) 0.0023(7)
O8 0.0179(5) 0.25143(15) -0.6757(5) 0.0072(8)
O9 0.0225(5) 0.5 -0.1771(5) 0.0033(7)
O10 0.1501(6) 0 -0.3162(6) 0.0082(9)
O11 0.1461(5) 0.24978(13) -0.8148(4) 0.0032(7)
O12 0.1507(5) 0.5 -0.3199(5) 0.0073(9)
# refl. # av. refl. Rint redund. 2Θmax
31852 4861 2.54% 6.55 92.5◦
R Rw GoF
3.06% 5.14% 2.58
Table 7.2: Results of single crystal X-ray diffraction measurements of K2V8O16 at 100 K:
lattice parameter, atomic positions, displacement parameter (isotropical), number
of reflections/averaged reflections, internal R-value, redundancy, maximum value
of 2Θ, R- and weighted R-value and GoF; †: the monoclinic angle β was taken
from the synchrotron measurements.
in the next unit cell above (and not shown here). Very small V-ions indicate dimerized
V-ions which move downward and dimerize with another V-ion in the same unit cell
shown here. For a better understanding, see also Fig. 7.6 (b) which shows a view of
the same unit cell rotated by 90◦ around the amono-axis. The medium sized V-ions in
Fig. 7.6 (a) indicate V-ions within the zig-zag-chains. The blue VO6 octahedra indicate
the VO6-octahedra containing V
4+-ions and the green ones the octahedra containing
V3+-ions. As mentioned above, Fig. 7.6 (b) shows a view of the same cell with the
bmonoaxis rotated by 90
◦ towards cmono. But here, the potassium ions have been omitted
and dimerization- and zig-zag-chain distortions have been exaggerated a little in order
to present a more clear picture.
Now the structure with monoclinic symmetry C2/c will be discussed briefly. Besides
138
7.1 A novel dimerized phase in Hollandite
sample A3 sample A4 sample C1
temperature 100 K 90 K 100 K
V1-V1 distance 3.126(2) A˚ 3.094(1) A˚ 3.087(1) A˚
V1-V1 distance 2.745(2) A˚ 2.769(1) A˚ 2.790(1) A˚
V4-V4 distance 3.092(2) A˚ 3.107(1) A˚ 3.102(1) A˚
V4-V4 distance 2.779(2) A˚ 2.756(1) A˚ 2.776(1) A˚
V-V-V angle 173.8(1)◦ 173.8(1)◦ 174.9(1)◦
V-V-V angle 174.2(1)◦ 173.8(1)◦ 174.7(1)◦
#reflections 9072 35591 31852
av. reflections 2337 6885 4861
redundancy 3.9 5.2 6.6
Rint 2.53% 3.41% 2.54%
2Θmax 92.5◦ 110.8◦ 92.5◦
R-value 4.06% 4.21% 3.06%
Rw-value 8.48% 6.75% 5.14%
GoF 2.15 1.88 2.58
Table 7.3: V-V distances and V-V-V bond angles indicating the dimerization and zig-zag-
chain formation of three different samples measured at low temperatures. It should
be noted that the R-values of the refinements of samples A3 and A4 can be further
minimized if anisotropic displacement parameters for the potassium ions would
have been introduced in order to describe shifts of the K-ions within their tubes
which has been also observed for other hollandite materials [202], compare the
discussion in the following sections.
the distinctly worse R-values, there is also a physical reason which renders this solution
very unfavourable. In Fig. 7.9 two unit cells of this structure are shown. As can be seen,
the V1 (green) and V2 ions (yellow) always appear within the same vanadium oxide
double chain. The same is true for the V3 (red) and V4 ions (magenta). Hence, if there is
dimerization in one chain, there is also dimerization in the neighbouring vanadium chain
within the same VO6-double chain. But as Pouget et al. and Paquet and Leroux-Hayon
[216, 217, 196] already pointed out for the monoclinic M2 phase of VO2, the zig-zag
displacement is directly coupled to the pairing on the neighbouring chain. Therefore, it
would be energetically unfavourable to replace any zig-zag chain by a second dimerized
chain creating double chains with two dimerized chains and double chains with two non-
dimerized chains. The only possibility might be that all four vanadium sites dimerize, but
as can be seen in Fig. 7.2 (b) and Fig. 7.8 (b) the susceptibility χ decreases only to about
one half of its value above TC. Hence, only one half of all V-ions may dimerize. (That
this drop of χ is really connected to a dimerization and not to antiferromagnetic order
will be corroborated by neutron and ESR-measurements as presented in the following
sections.)
This kind of charge ordering which was indicated by the measurement of sample C1
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Figure 7.8: (a) Specific heat of sample A. (b) Magnetic susceptibility of sample C. (c-f) Re-
sults of single crystal X-ray diffraction measurements of sample C1. (c) Intensity
of the (0.5 1.5 1.5)tet = (2 1 3)mono superstructure reflection normalized to the
fundamental (0 2 2)tet = (2 2 4)mono reflection. (d) Difference of the V-V bond-
length indicating the dimerization; black: V1-V1 , grey: V4-V4. (e) V5-V6-V5
bond-angle, i.e. the angle of the zig-zag-chains. (f) Difference in the oxidation
state of the dimerized V1 and V4 ions compared to the average valency of the
V-ions within the zig-zag chains which are all very close to a V4+ valency. Due
to the BVS formalism only the V1-ion exhibits a distinct deviation from a V4+
valency which indicates charge ordering: in the low-temperature structure V1 has
the oxidation state 3+ whereas V2 to V6 have the oxidation state 4+.
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Figure 7.9: Two unit cells of the C2/c structure; blue: O-ions, white: K-ions,
green/yellow/red/magenta: V1-/V2-/V3-/V4-ions.
may explain the symmetry reduction from tetragonal to monoclinic below TMI as the
fourfold symmetry is broken. In Fig. 7.10 (a-b) the charge ordering pattern observed for
sample C1 is compared with another charge ordering pattern where the charges are more
equally distributed. Indeed, a simple estimation of the electrostatic lattice energy U =
1/2×∑i∈CellQi×∑j 6=iQj/ | −→rj −−→ri | [218] for electrons located at the V3+-sites (green
octahedra) yields a slightly lower energy for the other ordering pattern which is shown in
Fig. 7.10 (b) 5. Thus, other charge ordering patterns with lower electrostatic energy are
possible, compare Tab. 7.4. However, all these other charge ordering models would lead
to a symmetry reduction from I2/m to P2/m etc. For example the charge ordering model
shown in Fig. 7.10 (b) would violate the I-centering. But no additional superstructure
reflections indicating such a further symmetry reduction could be observed as can be
seen for example in Fig. 7.5. Nevertheless, other charge ordering patterns with lower
energy are possible and can not be excluded, if the symmetry is lower than I2/m or if
one introduces an additional doubling of the monoclinic bmono axis (which has also not
been observed experimentally). At least the charge ordering pattern found in this work
is energetically lower than the uniform distribution of 0.25 electrons at all vanadium sites
and as the charge ordering model proposed by M. Isobe et al. [210] which is even higher
than that for the uniform electron distribution as was already pointed out in Ref. [221].
Returning to the single crystal X-ray diffraction measurements, also one superstruc-
5For a better convergence the charges at the border of summation have been count only half/quarter/ 18 ,
if they are located at faces/edges/corners [219]. An improvement of this simple summation would be
to calculate the Madelung energy using the Ewald summation as described for example in Ref. [220].)
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Figure 7.10: Charge ordering patterns for (a) the low temperature monoclinic structure and
(b) another charge ordering model with V3+-ions at dimerized chains and zig-
zag-chains. Blue/green octahedra indicate V4+-/V3+-ions.
energy U (eV) # monoclinic unit cells CO model
252633.210542 51×51×51 average 0.25 elec.
252630.326116 51×51×51 this work
252621.569976 51×51×51 Fig. 7.10 (b)
252609.273865 51×51×51 Horiuchi [221]
252639.898987 51×51×51 Isobe [210]
Table 7.4: Simple calculation of the electrostatic lattice energy U [218] for different charge
ordering models considering only electrons located at the V3+-sites.
ture reflection has been traced with temperature, see Fig. 7.8 (c). If compared with
the magnetic susceptibility data (χ) of the bulk sample C from which sample C1 was
derived, a hysteresis of the intensity of the superstructure reflection is observable in
about the same temperature region where the hysteresis of χ of the bulk sample occurs.
This indicates that the structural distortions leading to these superstructure reflections
are directly related to the drop of the magnetic susceptibility and thus underlines the
dimerization scenario. The larger hysteresis loop in the bulk sample may be caused by
small oxygen or most likely potassium gradients (or other inhomogenities) within the
bulk sample.
The specific heat measurement of another bulk sample of high crystal quality indicates
two different transition temperatures T1 and T2. Our synchrotron diffraction measure-
ments exhibit phase separation around 160 K which is between these two transition
temperatures. Therefore, this feature may be connected with phase separation (or even
sample inhomogenities) rather than two different phase transitions. Thus, also the single
crystal X-ray diffraction results between T1 and T2 are questionable. It remains unclear
wether the small values for dimerization-shifts are the real values of this dimerization or
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only appear to be small due to phase separation effects. On the other hand these two
transition temperatures measured within the specific heat correspond very well with the
two-step phase transition measured in the electrical resisitivity which was reported by
Isobe et al. [210], see Fig. 7.2 (a). Therefore, there may be also another explanation:
Analyzing the structural data more in detail, one finds that the dimerized V4+ chains
exhibit stronger dimerized V4+-V4+ pairs than the V3+-V3+ chains, see Fig. 7.8 (d).
Thus, the V4+-V4+ dimerization seems energetically more favoured and may set in at
little higher temperatures than the V3+-V3+ dimerization. This could be another ex-
planation of the two-step phase transition, which was experimentally observed in the
electrical resistivity [210], and phase separation is just an additional effect then.
Figure 7.11: Powder neutron diffraction patterns measured at the DMC diffractometer (mea-
sured at 2 K and 200 K > TMI).
In order to verify whether the drop in χ is related with magnetic order, magnetic re-
flections have been also searched for by powder neutron diffraction at the DMC diffrac-
tometer at PSI in Viligen, Swiss using a wavelength of 2.4503 A˚ in a temperature range
from 2 K to 250 K (in 50 K steps). In the K2V8O16-sample there is no sign of antifer-
romagnetic ordering below TMI. Fig. 7.11 shows the diffractograms at 2 K and at 200 K
with an cut-out of the interesting low-theta-angle region in the inset. This finding is fully
contrary to the observations in the manganese hollandite compound Ba1.2Mn8O16, where
quite sizeable magnetic reflections have been observed by powder neutron diffraction re-
cently [222]. (Nevertheless, a direct comparison of these measurements with K2V8O16
seems difficult since no absolute values for neighbouring structural peak intensities etc.
could be found in Ref. [222].) The absence of any magnetic reflections in the neutron
diffraction measurements of K2V8O16 underlines the observation of dimerization (which
can explain the drop of χ) as there are no indications for antiferromagnetic ordering
down to 2 K.
143
7 Vanadates
Figure 7.12: Powder neutron diffraction patterns measured at the D2B diffractometer mea-
sured at 10 K and 200 K. The 200 K data was fit with space group I4/m and
the 10 K data was fit by using the atomic positions (fixed) of the single crystal
X-ray diffraction measurements at 100 K (SG I2/m). Gray: data points, black:
calculated values, dark gray: difference of observed and calculated values.
Powder neutron diffraction measurements have been also performed at the D2B diffrac-
tometer on the high quality sample C’ using a neutron wavelength of 1.59439 A˚. The
low-temperature data at 10 K can be fitted with the low-temperature structure found
by single crystal X-ray diffraction (measured at 100 K). As shown in Fig. 7.12 the sin-
gle crystal X-ray data is able to describe the low-temperature structure of K2V8O16 as
well as a regular fit of the tetragonal high-temperature structure is able to describe the
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200 K data. The R- and Rw-values of the measurement at 10 K amount to 4.71% and
6.22% which is of similar size as the R- and Rw-values of the measurement at 200 K, i. e.
5.02% and 6.92% respectively. (Also another K2V8O16-sample B of slightly lower sample
quality has been measured at 5 K, 100 K and 200 K at the D2B diffractometer which
can be fitted with about the same quality in the same way.) Although one of the best
high resolution powder diffractomters was used, this powder diffraction data turned out
not to be sufficient to refine the large number of atomic parameters of all 21 atoms in
the asymmetric unit of the low-temperature structure of K2V8O16 reliably. Nevertheless,
these measurements are important as the measured intensities can be perfectly described
by the structure derived from the single crystal X-ray diffraction. Thus, larger errors
by possible hidden twinning within the X-ray data can be excluded. Furthermore, these
measurements on the high quality sample C’ as well as on sample B neither show any
additional magnetic peaks nor any magnetic intensities on top of the structural peaks
down to 10 K and 5 K respectively. Thus, these measurements underline the results
of the DMC measurement exhibiting also no indications for magnetic ordering at low
temperatures.
Now, a brief discussion of the arrangement of the zig-zag chains and the dimerized
chains within the crystal follows. First it should be noted, that the direction of the dis-
placements of the V-ions within the zig-zag chains fully ’harmonizes’ with the directions
of the dimerization displacements within the neighbouring chains. If one regards one
zig-zag chain, it has three neighbouring dimer chains. First of all, V4+ ions within a zig-
zag chain are strongest influenced by the dimers within the same VO6 octahedral double
chain and move off the chain axis towards an apical oxygen away from the V-V-dimer
within the same double chain. Second, the dimerized V-ions within the next V-chain
which is directly connected over this apical oxygen exhibit dimerization displacements
in a way that dimerized V-V-pairs are as far away from these former zig-zag V-ions as
possible. This ordering scheme is identical to the one in the M2 phase of VO2 [215].
Finally, the dimerized ions in the third and last neighbouring V-chain which is neither
within the same double chain nor coupled via an apical oxygen of the zig-zag chain,
shows the smallest dependency on the displacement directions of the zig-zag chain as
the displacements also point more or less in a perpendicular direction. This third group
is first of all influenced by the other two neighbouring zig-zag-chains of its own in the
same way as mentioned above.
Further on, there is another parallel to the M2 phase of VO2. If one regards the
positions of the dimers (running along the b axis) in VO2, they are all at same height
y comparing dimers in c-direction. But different dimers appear at alternating heights y
if one compares dimers in a direction. A similar situation can be observed in K2V8O16.
But instead of one direction one has to follow a circular path within a whole tube (of
size of the 10 A˚ × 10 A˚ × 2.9 A˚-cell). In every second of all such tubes surrounding
the potassium ions one can observe dimers beeing at the same height y and in the other
half of tubes the dimers are located at alternating heights y; see Fig. 7.6. This is the
same situation as in VO2 but instead of linear directions one has to follow circular rings.
Regarding this, K2V8O16 shows similar physics with regard to dimerization and zig-zag
chain formation as VO2 but with two linear dimensions transformed into circular rings
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which may be an interesting situation for theoretical calculations.
Figure 7.13: Joint probability density function (pdf) for the K1-ion with 0.25 atom/A˚3 con-
tour intervals for the measurements of (a) sample C1 at 100 K and (b) sample
A1 at 298 K. e1/e2: (100)tet-/(001)tet-directions and units in A˚.
Next, another aspect of the intriguing structure of K2V8O16 will be discussed. Similar
as observed for the Ba-ions in Ba1.2Mn8O16 [222], the K-ions in K2V8O16 exhibit a kind
of diffusion within the large tunnels built of four VO6 double chains in which they are
located as they have only other K-ions below and above them and thus the potential
holding them in ctet-direction is only created by the oxygen ions very far away from them.
This results in large U33 displacement parameters and additionally remaining electron
density directly of 1.4 e/A˚3 above and below the nominal K-sites. In order to describe
these effects two different methods turned out to be applicable: either the adding of
further K-ions above and below the K-ions shifted in ctet-direction or a refinement of
anisotropic thermal displacement parameters for the K-ions. In the first method the
ztet-, occupation and isotropic atomic displacement parameters (Uiso) of the additional
K-ions were refined. It turned out, that a fraction of about 2% of all K-ions is located
at these sites. Applying the second method, extremely large values for the anharmonic
displacement parameters D3333 and F333333 were obtained in the refinement whereas
all other anharmonic displacement parameters stayed reasonably small. The joint prob-
ability density function (jpdf) [223] for the K1 ion of such a refinement is shown in
Fig. 7.13 for two different temperatures below and above the phase transition. (For the
100/298 K measurement anharmonic displacement parameters up to the order of 4/6
have been refined.) The jpdf are very similar to the jpdf reported for the potassium
ions in KxMg(8+x)/3Sb(16−x)/3O16 [202]. This may suggest that this effect in K2V8O16
originates in a small off-stoichiometric potassium occupation of the samples which leads
to a small displacement of K-ions sitting next to a vacant K-site (of the order of 1%).
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The fact that the jpdf for the K1-ions in K2V8O16 look very similar at 100 K and 298 K
corroborates that no potassium ordering is the origin of the superstructure reflections.
Also, a potassium ordering could not describe the drop of the magnetic susceptibility at
TC .
Old samples 6 of bad sample quality which have lost their superstructure reflections
even exhibit values of only 81% K-ions sitting at the regular sites and 10% K-ions di-
rectly above and below and the remaining percent even being located at positions further
away in ctet-direction.
inelastic neutron scattering measurements
Figure 7.14: Neutron scattering intensity measured at the TOFTOF spectrometer: (a) S(ω)
for momentum Q within a range of 1 A˚−1 <Q< 1.5 A˚−1. (b) Total of S(ω).
Next, spin excitations have been searched for by means of inelastic powder neutron
diffraction measurements at three time-of-flight spectrometer: FOCUS (PSI, Villigen,
Switzerland), IN4 (ILL, Grenoble, France) and TOF-TOF (FRM-II, Garching, Ger-
many). Due to the dimerization within the V3+- and V4+-chains one would expect a
singlet-triplett excitation with an energy of the order of roughly kB× TMI. In differ-
ent measurements at the FOCUS spectrometer using various incident energies down to
neutron wavelengths of λ = 1.7 A˚, no signal could be detected below about 17 meV
(sample B, measured at 2 K). Another measurement at the TOF-TOF spectrometer
6After leaving these samples one year at room-temperature in air.
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Figure 7.15: Neutron scattering intensity as a function of energy and wavevector transfer
measured at 2 K at the IN4 spectrometer using a neutron wavelength of 1.08 A˚.
with higher flux was performed (sample C’). The used neutron wavelength was 1.6 A˚.
The results of these measurements were shown in Fig. 7.14 (vanadium normalization
and background subtraction already applied). Also these measurements do not exhibit
any indications for a magnetic excitation. The rise of intensity with temperature seen
in the overall scattering function S(ω) in Fig. 7.14 (b) is due to phonon contributions.
These can be minimized for smaller values of momentum transfer Q which was done by
binning the detector intensities for small values of Q as shown in Fig. 7.14 (a). There
is no indication for any magnetic excitations up to 15 meV. Therefore, magnetic excita-
tions have been searched for in the higher energy range at the IN4 spectrometer (using
the high quality sample C’). Unfortunately, the low-angle detector bank was missing
in the configuration of the IN4 spectrometer rendering the search for weaker magnetic
excitations quite difficult (compare Eq. 3.2). Therefore, the high flux of this instrument
did not compensate the problems occurring due to the strong incoherent scattering of
vanadium and the rather large phonon contributions. In principle one could expect one
very broad signal as the dimerized V3+-chains and the dimerized V4+-chains should have
different excitation energies which probably leads to a merging of the magnetic signal
in a broad peak. This makes the detection of the searched signal even more difficult.
Fig. 7.15 shows the resulting signal of the IN4 measurement using a wavelength of 1.08
A˚ and with already applied vanadium normalization and background correction (with
measured background data counted for the same time). At least, there are two energy
regions in which there are first weak indications of a very broad magnetic signal which
also has the right Q-dependency for a magnetic signal - these are around 28 and 57 meV.
For a distinct decision further investigations are needed. It may be possible that the
spin excitations are even higher in energy.
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electron density measurements
Furthermore, precise electron density measurements at 298 K have been performed
with an Apex single crystal diffractometer of Bruker [66] using Mo Kα radiation and
a CCD area detector. In order to attain the high accuracy needed for this kind of
measurements, large effort has been made to obtain a nearly perfectly shaped sphere of
about 100(2) µm in diameter. In order to avoid background, the sample preparation
procedures described in Chapter 4 have been applied. For an almost perfect background
reduction a carbon fibre was used instead of a glas capillary. The collected reflections
were checked for overlap with possible reflections from the carbon fibre by a self-written
program. For a very good statistics of measured reflections, also of weaker reflections,
the measuring time for all frames was enlarged to 60-90 seconds per image (0.5◦ rotation
in ω-/φ-scans; κ-geometry) with 60 seconds for the low-angle and 75 and 90 seconds for
the medium and high angle region. To cancel out small absorbtion effects due to tiny
imperfections of the spherical shape of the sample a reasonably large redundancy of 14.92
has been attained. 18788 reflections have been collected in total with a completeness of
100% up to a value of 1.173 A˚−1 for sinθ/λ and 98.9% for sinθmax/λ = 1.242 A˚−1 or,
equivalently, 2θmax = 123.93
◦. The internal R-value of this set of reflections amounts to
2.38.
The structure refinement has been performed with Jana2000 [58]. Isotropic extinction
correction has been applied. In order to describe potassium vacancies which are common
for other hollandite compounds the occupancy of K1 has also been refined. The final
resulting goodness of fit, R-value and weighted R-value amount to 2.55, 1.34% and
2.73%. The structural parameters are listed in Tab. 7.5.
The residual electron density maps (compare Chap. 4) ±1A˚ around the V1-ion are
shown in Fig. 7.16 (a-c). In the xz plane there are obviously additional densities with a
kind of fourfold symmetry as could be expected for the occupation of the dx2−z2 orbital in
the tetragonal unit cell or a dxy orbital in an coordinate system of the V1-ion and its six
surrounding oxygen ions. For convenience, from now on, the local coordinate system of
the V1 ion will be referred to. In this coordinate system the z-axis points in direction of
the apical oxygens and the x- and y- axis are pointing in direction of the basal oxygens.
Furthermore, in the residual electron density maps additional electron density can be
observed which is located in direction of the apical oxygen O+apic, which is most far away
from the V1-ion (green distance in Fig. 7.1). Such an electron density could indeed be
expected for the V1 ion, as it is shifted towards the apical oxygen O−apic. Therefore, the
V1-O−apic distance is the shortest V-O distance in this system (red distance in Fig. 7.1).
This leads to a rise of the energy levels of all eg and t2g orbitals having an orientation in
z-direction, i. e. the dxz, dyz and d3r2−z2 orbitals. Thus, one would naturally expect the
occupation of a dxy orbital in this system. And as the V1-ion is shifted out of the basal
oxygen plane towards the apical oxygen O−apic one could also expect some admixture of
an orbital in direction of the apical oxygen O+apic which resembles on a ’sp-orbital’. This
is exactly what the residual electron density maps reveal. The ionic radius of the V4+ ion
amounts to 0.58 A˚ [82]. This is about the distance where the maximal electron density
in the residual electron density maps could be observed. Therefore, the electron density
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a (A˚) b (A˚) c (A˚)
9.9518(2) 9.9518(2) 2.9085(1)
atom x y z Uiso (A˚2)
K1 0 0 0.5 0.02222(15)
V1 0.33083(1) 0.14859(1) 0.5 0.00750(2)
O1 0.19777(3) 0.15502(3) 0 0.00724(6)
O2 0.46145(3) 0.16506(3) 0 0.00796(6)
atom U11 (A˚2) U22 (A˚2) U33 (A˚2)
K1 0.02406(12) 0.02406(12) 0.0185(4)
V1 0.00708(3) 0.00751(3) 0.00791(2)
O1 0.00756(10) 0.00725(10) 0.00692(10)
O2 0.00593(9) 0.01058(11) 0.00738(9)
atom U12 (A˚2) U13 (A˚2) U23 (A˚2)
K1 0 0 0
V1 0.00045(2) 0 0
O1 0.00040(8) 0 0
O2 -0.00040(8) 0 0
# refl. # av. refl. Rint redund. 2Θmax
18788 1259 2.38% 14.92 123.93◦
R Rw GoF
1.34% 2.73% 2.55
Table 7.5: Results of a (precise) single crystal X-ray diffraction measurement of K2V8O16 at
room-temperature.
measurement points to the occupation of a dxy orbital with some additional density in
direction of the most far apical oxygen (O+apic). For a three-dimensional visualization of
the residual electron density, the 0.2 e/A˚3-isosurface is shown in Fig. 7.16 (d) together
with a ’wire model’ of the orbital lobes on top.
The occupation of an orbital which has large dxy character (in the local V1-coordinate
system) may also have some relevance for the dimerization at low temperatures observed
in this work by single crystal X-ray diffraction. If such orbitals are occupied, there are
always lobes pointing in ±ztetdirection at the vanadium sites. Thus, there may be even
direct overlap of orbitals in chain-direction. Such a one-dimensional metallic chain may
be instable versus static lattice deformations with wavevector 2× kF [224], i. e. exhibit
a Peierls instability.
However, the resulting residual electron densities of these measurements can be only
regarded as a first indication for such an orbital occupation. For a more reliable analysis
of the electron density of K2V8O16 synchrotron measurements would give more accurate
information since the noise in the background and absorbtion (extinction) effects are
much lower and the intensity and, thus, the statistics is much higher in these measure-
ments yielding a much higher precision and reliability of the results (see Chap. 7.2).
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Figure 7.16: Residual electron density maps of K2V8O16 at room temperature in the (a)
xy-plane, (b) xz-plane and (c) yz-plane (tetragonal unit cell); units are in A˚;
magenta: position of the V1-ion. The contours are at 0.05 e/A˚3; negative lines
are dashed; the extremal values are +0.655/-0.466 e/A˚3. (d) blue: the 0.2 e/A˚3
iso-surface around the V1-ion (tetragonal unit cell). Additionally, a model of a
dx2−z2 orbital with an additional lobe is shown.
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ESR measurements
In Fig. 7.17 (b) the measured ESR signal as a function of magnetic field and temperature
Figure 7.17: (a) Intensity of ESR peak as a function of temperature. The corresponding
value of g is shown in the inset. (b) T-H plot of the measured ESR-signal.
is shown. The corresponding values of the intensity and the g factor fitted by J. Hem-
berger are shown in Fig. 7.17 (a). A T-H plot of the raw data of this measurement is
shown in Fig. 7.17 (b). These measurements reveal a strong localization of t2g-electrons
of the V-ions below TMI which would be accordance with a localization of one half of
all V-ions in the zig-zag chains 7. Furthermore, these ESR measurements support no
antiferromagnetic phase transition since the g-factor should exhibit a strong kink at the
magnetic ordering temperature with g extrapolating to extremely high values then [226].
Such a behaviour could not be seen in the g-T diagram of Fig. 7.17 (a). Thus, these ESR
measurements indicate no antiferromagnetism in the K2V8O16-system. Regarding the
strong decay of the magnetic susceptibility at TMI, this ESR measurement is an indirect
evidence for dimerization in K2V8O16 below TMI and, hence, nicely supports the neutron
measurements detecting no antiferromagnetic ordering at low temperatures.
7.1.4 Conclusion
In this work the low-temperature crystal structure of K2V8O16 was measured by single
crystal X-ray diffraction and solved for the first time. A dimerization of one half of all
vanadium chains running in c-direction could be observed together with zig-zag-chain
formation of the neighbouring vanadium chains. This resembles on the monoclinic M2-
phase of VO2. Furthermore, there is some evidence that charge ordering occurs in this
7This effect resembles on the rise of the ESR signal at the phase transition of the triclinic T-phase to
the monoclinic M2-phase in V0.99Cr0.01O2 [225]. In the T-phase all V-ions are paired resulting in
the vanishing ESR signal. When coming into the M2-phase only half of all chains are dimerized and,
thus, the localized and unpaired V4+-ions in the zig-zag chains induce the rise of the ESR signal.
This is very similar as in the case of K2V8O16 with the difference that the vanishing ESR signal at
high temperatures is caused due to the metallic conductivity of the tetragonal phase. Below TMI
the localized V4+-ions in the zig-zag chains of the monoclinic low-temperature phase contribute to
the growing ESR signal similar as in the M2-phase of VO2.
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system in a manner that one half of all dimerized chains contains V3+ ions and the
other half V4+ ions. This additional charge ordering is indicated by the analysis of the
V-O distances and explains the monoclinic symmetry of this system being in accordance
with the highest possible symmetry (I2/m). Other charge ordering patterns could be
imagined if an even lower symmetry or a doubling of the bmono-lattice parameter was
assumed, but there is no evidence for such lower symmetries.
Finding the dimerization by solving the low-temperature structure of K2V8O16 now
explains the drop of the magnetic susceptibility below TMI and the metal-insulator tran-
sition. An additional charge ordering is not needed but fits into this overall picture 8.
Also the decrease of χ by about 50% below TC nicely fits to the dimerization of one half
of all vanadium chains. The observation of dimerization of the vanadium ions in this
work is corroborated by powder neutron diffraction measurements exhibiting no signs
of antiferromagnetic ordering down to 2 K. This is, furthermore, supported by ESR
measurements.
Precise electron density measurements have been performed giving some evidence for
an orbital occupation with large dxy character. These orbitals would exhibit direct
overlap in ctet-direction indicating K2V8O16 to be a quasi one-dimensional system. This
is also supported by the close analysis of the high-temperature structure indicating
a square pyramidal rather than an octahedral oxygen environment which isolates the
vanadium ions in each double chain, thus, enhancing the 1D-character of each V-chain.
This quasi one-dimensional metal may exhibit a Peierls instability below TMI which
explains the dimerization found in this work. Thus, in this work a new structure with a
complex ordering scheme could be solved which may be interesting for further theoretical
calculations as it is in some sense an analogue of VO2 but with two linear dimensions
transformed into ’circular rings’.
8It might be interesting to note, that the vanadium oxide β-SrV6O15 with a similar structure of Sr-
ions in tunnels of vanadium chains also exhibits a very similar charge ordering temperature of 170 K
[227].
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7.2 Electron density measurement of LiV2O5
7.2.1 Introduction
The vanadate family of oxides AV2O5 shows a variety of low-dimensional phenomena
originating from their peculiar crystal structures [228]. The parent compound of AV2O5
is V2O5 which crystallizes in the orthorhombic Pmmn structure. In this structure
the V5+-ions are surrounded by oxygen square pyramids which can be described as an
oxygen basal plane together with one apical oxygen of strongly distorted VO6 octahedra
in which the vanadium ion has moved out of the basal plane towards the apical oxygen;
see Fig. 7.18 (a). The other apical oxygen has moved away and the free space in
between enables the intercalation of (earth) alkaline A-cations like sodium or lithium.
These VO5 square pyramids form edge-sharing zig-zag chains which are connected via
corner-shared oxygen ions. This arrangement of VO5 square pyramids in the ab-plane
describes ladders in b-direction with rungs in a-direction. Such a lattice is also known
as the Trellis lattice [229-231]. The intercalated A-cations act as electron donators
and α′-NaV2O5 and γ-LiV2O5 are the end compounds in the bronze system AxV2O5.
The structure of α′-NaV2O5 is shown in Fig. 7.18 (b). α′-NaV2O5 is one of the most
studied vanadates as this system was believed to be the second inorganic spin-Peierls
system with a much enhanced transition temperature of 34 K compared to the first
discovered inorganic spin-Peierls system CuGeO3 with a transition temperature of 14 K
[232-235, 231]. The discovery of the spin-Peierls transition in CuGeO3 has attracted large
experimental and theoretical interest [232]. CuGeO3 [236] is an almost ideal prototype
of the S 1/2 frustrated chain, the antiferromagnetic Heisenberg J1−J2 chain (J1: nearest
neighbour coupling, J2: next nearest neighbour coupling). The spin-Peierls transition is
an instability below a critical temperature TSP arising from magnetoelastic effects and
is characterized by the opening of a spin gap together with a lattice dimerization. It was
first predicted for the non-frustrated S 1/2 chain [237]. But also the properties of the
J1 − J2 chain suggest that it is also a natural instability for this chain, as the ground
state of that model is spontaneously dimerized for J2/J1 ≥ 0.24 [238]. Recently, TiOCl
was assumed to be another spin-Peierls system which may even have a higher transition
temperature of 67 K [239-242]; see Chap. 11.1.
In older structural studies NaV2O5 has been described with the non-centrosymmetric
space group P21mn in which V
4+/V5+-charge ordering was postulated [243]. But more
recent studies find an average valency of 4.5+ for the vanadium ions in NaV2O5 which
crystallizes in a centrosymmetric orthorhombic structure with space group Pmmn [244,
245]. This structure describes two-leg spin ladders which are quarter filled (1 electron
per rung). Band structure calculations indicate that the electrons are not localized at
the vanadium sites but form V-O-V molecular orbitals between them [244]. Due to these
new findings and due to other studies [246-248] NaV2O5 is not supposed to be a spin-
Peierls system and the transition at 34 K is associated with charge ordering inducing
a 2 × 2 × 4 supercell [249] which was also confirmed in 51V-NMR measurements [250].
Simultaneously with charge ordering and the respective lattice distortions a spin gap
opens, indicating substantial spin-charge coupling in α′-NaV2O5 [250, 234, 251, 252].
154
7.2 Electron density measurement of LiV2O5
X-ray diffraction measurements indicate a monoclinic symmetry of this charge ordered
phase [253, 254] with space group A112 having the lattice parameter a′ = a - b, b′ = 2 ·b,
c′ = 4 · b and γ ≈ 107.6◦. In this V4+/V5+-charge ordered structure the V5+-ions form
zig-zag chains along each ladder (one V4+- and one V5+-ion per rung). There are four
possible arrangements of these zig-zag-chains within one layer (A, A’, B, B’) and two
possibilities for a stacking of these layers which are in accordance with the quadrupled
c-lattice parameter and with the space group A112 (ABA’B’, AAA’A’).
Figure 7.18: Structure of (a) AV2O5, (b) NaV2O5, (c) γ-LiV2O5 and (d) charge ordered
V4+- and V5+- zig-zag chains in LiV2O5; green: A+-cations, blue: O2−-ions,
red : V4+-ions, yellow : V5+-ions.
Whereas charge ordering was observed in α′-NaV2O5 only below 34 K, γ-LiV2O5
which has a much more corrugated crystal structure exhibits charge ordering already
at room-temperature; see Fig. 7.18 (c). In the charge ordered unit cell with a c-
lattice parameter being about twice as large as in NaV2O5, magnetic V
4+- zig-zag chains
running in b-direction are separated by non-magnetic V5+- zig-zag chains; see Fig. 7.18
(d). This charge ordering was confirmed by 51V-NMR measurements [255]. Contrarily
to α′-NaV2O5, γ-LiV2O5 has no singlet ground state and exhibits no magnetic ordering
down to 0.5 K [233, 256]. The magnetical susceptibility of γ-LiV2O5 exhibits a broad
maximum around 200 K [233, 257] which can be fitted with a one-dimensional (1D)
linear antiferromagnetic Heisenberg chain model [258, 259]. Depending on the size of
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the magnetic exchange interactions along the zig-zag chains (J1) or along the legs of the
ladders (J2) this 1D spin system can be regarded either as a double-linear chain with
independent linear chains (J1  J2) or as a zig-zag chain (J1  J2) or even something
in between (J1 ≈ J2). Inelastic neutron scattering measurements of Ref. [260] indicate
that the magnetic chains in γ-LiV2O5 are independent S 1/2 AF double-linear chains
with J1  J2. This result is supported by infra-red and Raman measurements [261,
262].
Quasi-1D quantum antiferromagnets show interesting properties at low temperatures.
Due to recent theoretical calculations, γ-LiV2O5 has been proposed to be a good can-
didate for a novel tetramerized phase [238] which should induce a further doubling of
the zig-zag chain periodicity. With increasing ratio J2/J1, the weakly coupled J2-chains
may undergo a spin-Peierls transition of their own and for large enough frustration the
tetramerized phase has been proposed [238]. The doubling of the zig-zag chain period-
icity in this scenario should induce new superstructure peaks which could be detected
by neutron or X-ray diffraction, and also two non-equivalent V4+- sites, a feature that
could be observed in NMR experiments [238].
Of cause, the observation of superconductivity in the vanadium bronzes β-Na0.33V2O5,
β-Ag0.33V2O5 and β
′-Cu0.65V2O5 [190-192] is another highlight of the interesting low
temperature physics of this class of compounds.
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Figure 7.19: Electrical resistivity of LiV2O5.
7.2.2 Experimental
Single crystals of γ-LiV2O5 have been grown by M. Isobe. The electrical resistivity
of γ-LiV2O5 was measured with an AC four point method. For the high temperature
measurement a furnace was used and a vacuum of approximately 10−5 mbar was applied.
Single crystal neutron diffraction measurements have been performed at the HEIDI
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diffractometer at FRM-II in Garching and at the 4F.2 diffractometer at the reactor
Orphe´e in Saclay, France. High precision synchrotron radiation single crystal X-ray
diffraction measurements have been performed at beamline D3 at Hasylab/DESY in
Hamburg (λ = 0.45 A˚).
7.2.3 Results
electrical resistivity measurements
In Fig. 7.19 the electrical resistivity of γ-LiV2O5 is plotted as a function of temperature.
The γ-LiV2O5-sample was measured in about 10
−5 mbar vacuum in a temperature range
of 192 K < T < 830 K. Below about 192 K the electrical resistivity gets too large for
a reliable measurement due to a saturation of the voltmeter. No kink in the electrical
resistivity could be observed up to 830 K. This indicates that the charge ordering ap-
pearing at room-temperature possibly also persists up to 800 K and above.
X-ray diffraction measurements
A single crystal X-ray diffraction measurement has been performed at room-temperature
at the Bruker X8-Apex single crystal diffractometer using Mo-Kα radiation. This mea-
surement has been performed with the accuracy of an electron density measurement (see
next sections and Chap. 4). The CCD images have been collected starting with 25 s
per image for the low-2Θ-angle region and 45 s per image for the high-2Θ-angle region.
77439 reflections have been collected up to sin(Θ)/λ = 1.221 (2Θmax = 120.8
◦) with a
redundancy of 25.54. The internal R-value amounts to 3.73. The structural refinement
using the programm Jana2000 [58] yields a Goodness of Fit, R and Rw- value of 3.49,
2.08% and 4.29% respectively. The analysis of the refined structural parameters reveals
measurement: X-ray at 295 K neutron at 2 K synchrotron at 10 K
V1-O1 (A˚): 1.9467(6) 1.97(2) 1.9560(9)
V1-O3 (A˚): 1.6104(8) 1.62(3) 1.6141(10)
V1-O4 (A˚): 1.9744(7) 1.97(2) 1.9726(8)
V1-O4 (A˚): 1.9435(2) 1.949(9) 1.9390(4)
V1-O4 (A˚): 1.9435(2) 1.949(9) 1.9390(4)
V2-O1 (A˚): 1.7411(6) 1.72(2) 1.7290(8)
V2-O2 (A˚): 1.6172(8) 1.64(3) 1.6133(10)
V2-O5 (A˚): 1.9738(7) 1.98(3) 1.9740(10)
V2-O5 (A˚): 1.8917(2) 1.895(9) 1.8870(3)
V2-O5 (A˚): 1.8917(2) 1.895(9) 1.8870(3)
BVS(V1): 4.14(1) 4.05(14) 4.13(1)
BVS(V2): 5.04(1) 4.98(15) 5.12(1)
Table 7.6: V-O distances and BVS of V1 and V2.
differences in the V-O distances which point to charge ordering; see Tab. 7.6. Due to the
analysis of the bond-valence sums the nominal oxidation states of the V1 and V2 ions
amount to 4.14(1) and 5.04(1) respectively. Thus the difference in the oxidation state of
both V-ions amounts to 0.90(1) electrons confirming the charge ordering of γ-LiV2O5 at
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Figure 7.20: (a-c) Lattice parameter of γ-LiV2O5. (d) Ratio of lattice parameter versus value
at 290 K. (e) Diffraction pattern at 15 K; black : measured data, gray : rietveld
fit, lt. gray : difference Iobs − Ical.
room-temperature described in the introduction. A similar result (with less accuracy)
has been obtained in Ref. [263] for γ-LiV2O5 at room-temperature. In Ref. [264] the
non-centrosymmetric space group Pna21 has been used with all atomic parameters fixed
to y = 0 in order to simulate a centrosymmetric structure. However, this data has been
refined with space group Pnma later [263].
Synchrotron radiation powder X-ray diffraction measurements have been performed
at beamline B2 at Hasylab/DESY using a X-ray wavelength of 0.75 A˚. A diffraction
pattern measured at 15 K is shown in Fig. 7.20 (e). The resulting lattice parameter
are plotted in Fig. 7.20 (a-d) and exhibit a weak temperature dependency. There is no
indication for any structural phase transition down to 15 K (no symmetry changes or
superstructure reflections etc.).
single crystal neutron diffraction measurements
Single crystal neutron diffraction measurements have been performed at 2 K at the
HEIDI diffractometer using a neutron wavelength of 0.875 A˚. 1740 reflections have been
collected up to sin(Θ)/λ = 0.776 and a redundancy of 2.5. The Rint-value amounts to
8.8. The structure refinement using the program Jana2000 [58] yields a GoF, R and Rw
value of 2.34, 4.05% and 6.47% respectively. As the V-scattering length is very small
in the neutron case, the thermal displacement parameters of all vanadium ions have
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been refined isotropically. The resulting V-O distances of the refinement are listed in
Tab. 7.6. Both vanadium sites exhibit a different oxygen environment which indicates
a difference of the valency of both V-ions due to the bond-valence sum formalism, see
Eq. 6.1. The nominal valencies of both vanadium ions amount to 4.05(14) and 4.98(15).
Thus, the persistance of charge ordering in γ-LiV2O5 down to very low temperatures
has been ascertained.
An elastic neutron scattering experiment has been performed at the 4F.2 spectrom-
eter in order to search for superstructure reflections down to very low temperatures
which would indicate a tetramerized phase as described in the introduction. Therefore,
a dozen LiV2O5-single crystals have been coaligned using a Laue camera. However, in
these measurements there were no clear indications for superstructure reflections indicat-
ing a tetramerized phase nor any additional peaks of magnetic origin etc. As described
in the next section, additional synchrotron measurements have been performed for the
further search of such superstructure reflections.
electron density measurements
Careful synchrotron radiation single crystal X-ray diffraction measurements have been
performed at 10 K at beamline D3 at Hasylab/DESY in order to search for superstruc-
ture reflections in γ-LiV2O5 and to measure the electron density of this compound.
Therefore, a single crystalline sphere of 45(2) µm radius has been prepared with great
effort from the needle-like single crystals and the accurate preparation procedure de-
scribed in Chap. 4 has been applied (this is the same sample as used for the Apex single
crystal X-ray diffraction measurement described in the previous sections). For the mini-
mization of extinction and absorbtion effects an incident X-ray wavelength of 0.45 A˚ with
the highest possible energy at a reasonable flux has been chosen. For the measurement
of the reflections (ω-scans) an NaJ point detector has been used. Contrarily to neutron
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Figure 7.21: Typical ω-scans for HKL reflections of γ-LiV2O5.
measurements, synchrotron measurements have the advantage of a large contribution
of the scattering of the vanadium ions and rather high intensities of the incident X-ray
beam which is both important for the detection of weak superstructure reflections due
to tiny shifts of the vanadium ions as expected for a tetramerized phase. Nevertheless,
in these measurements there were no clear signs of superstructure reflections indicating
a tetramerized phase as proposed in Ref. [238].
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For the precise measurement of the electron density 4460 reflections with a redundancy
of 1.794 have been collected with the NaJ point detector. The internal R-value amounts
to 1.78%. Typical reflections measured performing ω-scans are shown in Fig. 7.21. These
scans of randomly chosen reflections with medium-sized intensities demonstrate the high
accuracy of this electron density measurement compared to the neutron measurement or
the measurement at the Apex single crystal diffractometer using a CCD area detector.
The background of all peaks is almost zero in this synchrotron measurement. A fit of
the randomly chosen (0 -8 0) reflection yields an average background of 2.2(2) counts
and a peak-amplitude of 2460(23) counts. This level of accuracy is fully in contrast to
the neutron measurement suffering from large incoherent scattering contributions to the
background and also to the measurement at the CCD Apex single crystal diffractometer
suffering from the dark current noise of the CCD area detector and the absence of any
diaphragms etc. In the Apex CCD measurement the equivalent (0 8 0) reflection has
a fitted background of 47.0(1.4) counts at a fitted peak amplitude of 2699(42) counts.
Thus, the peak to background ratio is nearly a factor 20 worse than in the synchrotron
measurement although the elaborate sample preparation procedure for electron density
measurements described in Chap. 4 has been applied as the sample in the CCD mea-
surement is exactly the same sample as in the synchrotron measurement. In the neutron
measurement, the situation is even worse as vanadium has a large incoherent scattering
contribution. Just to get an impression, the (400) reflection has a fitted background of
238(4) counts at a fitted peak-amplitude of 924(19) counts. Due to the high energy of
the synchrotron radiation X-ray beam (27.55 keV) and as the sample contains only the
light elements Li, O, and V, the spherical absorption correction had only minor effects
on the intensities of the collected reflections reaching from 0% to 0.1% for highest an-
gles. The maximum value of sinΘ/λ obtained in this measurement amounts to 1.274.
For the structure refinement the program Jana2000 [58] has been used. The goodness
of fit (GoF), the R and Rw-values amount to 1.84, 1.51% and 2.94%. These rather small
values underline the accuracy of this measurement compared to the values obtained in
the neutron or the Apex CCD measurement (see previous sections). The structural pa-
rameters are listed in Tab. 7.7 and the V-O distances in Tab. 7.6. The bond valence
sum (BVS) for the vanadium ions calculated from the V-O distances amounts to 4.13(1)
for the V4+-ion and 5.12(1) for the V5+-ion. Thus, the difference of the oxidation state
of both vanadium ions amounts to 0.99(1) electrons which confirms the persistence of
charge ordering down to 10 K. Note, that the BVS tends to overestimate the nominal
valency but it yields reliable values for differences of valencies of two ions.
Fig. 7.22 (b) shows the difference Fourier map which is the Fourier transformation of
the difference of the observed and the calculated structure factors and which indicates
additional electron densities which have not been described by the spherical electron
densities of the applied structure model. Usually, this feature is used for the detection of
missing ions like hydrogen ions during a structural refinement. But in a precise electron
density measurement it may also indicate orbitally ordered electrons which can not be
described by the standard spherical model. This additional electron density shown is
also the largest electron density within the whole unit cell and amounts to +0.48 e/A˚3
in the peak. These rather low values within the whole map underline the high precision
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Figure 7.22: (a) A model of LiV2O5 where the plane of the difference Fourier map of figure
(b) is shown (magenta). Additionally, the +0.25 e/A˚3 isosurface (magenta) of
the 3D difference Fourier map within the model of a VO5-square pyramid is
painted below. (b) Difference Fourier map around the V4+-ion in γ-LiV2O5;
maximum (minimum) electron density in the region shown: +0.48 (-0.39) e/A˚3;
maximum (minimum) electron density in the whole unit cell: +0.49 (-0.57) e/A˚3;
only electron density ≥ 0.25 e/A˚3 is shown; solid/dotted lines: positive/negative
0.05 e/A˚3 countour lines Green: V-ion, blue: O-ions.
of this measurement as there is no significant deviation from the structure model over
the whole cell. In Fig. 7.22 (a) the three-dimensional +0.25 e/A˚3 isosurface (magenta)
of this electron density is also shown together with a model of the VO6-square pyramid.
The electron density in Fig. 7.22 (a) is located around the V4+-ion and points between
the surrounding four oxygen ions. This electron density indicates the occupation of a
dxy orbital within the basal plane of the VO6-square pyramid; see Fig. 7.22 (a-b). In
order to avoid the noisy background, electron densities smaller than 0.25 e/A˚3 have been
omitted.
A multipole refinement as described in Chap. 4 has been tried describing all ions
with the full multipole formalism as reported in Chap. 4. This multipole refinement
starts with the structural parameter derived in the first refinement (see Tab. 7.7) and
uses anharmonic displacement parameters up to the third order. But, due to the huge
amount of parameters from the multipole formalism no stable and reliable solution could
be obtained. Therefore, in a another refinement all ions have been described with the
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SG: a (A˚) b (A˚) c (A˚) α (◦) β (◦) γ (◦)
Pnma 9.6558(23) 3.5949(6) 10.6445(24) 90 90 90
x y z Uiso (A˚2)
Li1 0.1640(3) 0.25 0.2223(3) 0.0118(4)
V1 0.37602(2) 0.25 0.49878(2) 0.002250(15)
V2 0.065971(19) 0.25 0.59999(2) 0.002186(14)
O1 0.24069(8) 0.25 0.63552(9) 0.00425(7)
O2 0.48085(9) 0.25 0.76959(9) 0.00608(8)
O3 0.27737(9) 0.25 0.37637(9) 0.00603(8)
O4 0.57331(8) 0.25 0.45067(10) 0.00397(7)
O5 0.44037(9) 0.25 0.04633(10) 0.00482(7)
U11 (A˚2) U22 (A˚2) U33 (A˚2) U12 (A˚2) U13 (A˚2) U23 (A˚2)
Li1 0.0122(6) 0.0152(7) 0.0081(6) 0 -0.0028(5) 0
V1 0.00212(2) 0.00200(2) 0.00263(3) 0 -0.00004(2) 0
V2 0.00206(2) 0.00197(2) 0.00252(3) 0 -0.00012(2) 0
O1 0.00332(10) 0.00481(12) 0.00463(14) 0 -0.00011(10) 0
O2 0.00532(11) 0.00773(14) 0.00520(15) 0 -0.00155(11) 0
O3 0.00600(12) 0.00681(14) 0.00528(15) 0 -0.00156(11) 0
O4 0.00374(10) 0.00302(11) 0.00516(14) 0 0.00049(10) 0
O5 0.00556(11) 0.00291(11) 0.00600(15) 0 0.00187(11) 0
C111 C113 C122 C133 C223 C333
Li1 -0.0001(3) -0.00021(18) -0.0014(17) -0.00007(17) -0.0018(14) -0.0001(2)
V1 0.000023(9) 0.000039(6) -0.00002(4) 0.000042(7) -0.00001(5) 0.000062(12)
V2 -0.000025(9) -0.000031(6) -0.00005(4) 0.000020(7) 0.00001(5) -0.000062(13)
O1 -0.00009(4) -0.00002(3) -0.0002(2) -0.00005(3) 0.0000(2) 0.00003(5)
O2 -0.00001(5) 0.00002(3) 0.0006(2) 0.00000(4) 0.0002(3) 0.00018(6)
O3 0.00006(5) 0.00003(3) 0.0000(2) 0.00000(4) 0.0003(3) 0.00017(6)
O4 -0.00004(4) 0.00004(3) -0.00035(19) -0.00002(3) 0.0000(2) 0.00009(6)
O5 -0.00001(5) 0.00003(3) 0.0000(2) 0.00007(4) 0.0001(2) 0.00003(6)
Rint GoF R Rw
1.78% 1.50 1.50% 3.31%
Table 7.7: Structural parameters of the synchrotron measurement (beamline D3) at 10 K.
standard spherical model using V5+-form factors for the vanadium ions and setting
an additional electron at the V4+-site. This single electron at the V4+-site has been
described with the multipole formalism, using the ζ-values etc. for a vanadium 3d
electron. As the electron density distribution of a 3d orbital can be described by the
population of multipole terms with even values of l up to l = 4 in Eq. 4.6, only the P2m±-
and P4m±- terms have been refined within this multipole refinement. In a first multipole
refinement of this kind the charge density distribution of the additional electron at the
V4+-site was very similar to the one in Fig. 7.22 (b), hence, supporting the picture
with an occupied dxy orbital at the V
4+-site. This electron density remains qualitatively
similar, if anharmonic displacement parameters up to the fifth order were refined for all
ions additionally in a second multipole refinement of this kind. The fact, that the use
of anharmonic displacement parameters up to the fifth order does not alter the electron
density distribution of the additional electron at the V4+-site substantially underlines
the reliability of this multipole refinement and indicates that the additional electron
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density is not caused by some anharmonic vibrational effect of the vanadium ions. With
this knowledge and as the multipole parameters were not perfectly uncorrelated with the
higher order anharmonic displacement parameters, the highest order of the anharmonic
displacement parameters at the V4+-site has been reduced to three again in order to
avoid any correlations between the multipole and anharmonic displacement parameters
within a third and last multipole refinement of this kind. This final multipole refinement
yields a goodness of fit (GoF), R and Rw values of 1.80, 1.38% and 2.67% respectively.
The static multipole deformation maps are plotted in Fig. 7.23 (a-c) for different xz-
planes within the unit cell at three different values of y: 0.17, 0.25 and 0.33 respectively.
The V4+-ion (green) is located at y = 0.25 and the maps at y = 0.17 and 0.33 indicate
the accumulation of electron density in the lobes of the dxy orbital. In Fig. 7.23 (d) the
summation of the whole electron density from y = 0.00 to 0.50 is plotted. As this large
region covers the whole space around the V4+-ion, the total electron density distribution
of the additional d-electron at the V4+-site is projected in this map. In Fig. 7.23 (e)
the static multipole deformation map of a plane through the V4+-ion and the dxy-like
electron distribution is plotted. This plane is similar to the magenta plane in Fig. 7.22
(a). This figure shows how the electron density points between the four oxygen ions
(blue) as could be expected for a dxy orbital. The fifth oxygen ion in the middle is
located below this plane and below the V4+-ion; see also Fig. 7.22 (a). Finally, in Fig.
7.23 (f) the charge density map of the valence density of the 3d-electron at the V4+-
site is shown within the same plane as in Fig. 7.23 (e). This map directly shows the
electron density generated by the multipole formalism in real space, see Chap. 4, and
is not effected by termination effects as the Fourier maps before. All these maps in Fig.
7.23 (a-f) show how the electron distribution of the additional electron at the V4+-site
has been modelled during the multipole refinement. Finally, an electron distribution
qualitatively similar to that of a dxy orbital has been obtained. This result has already
been derived in the difference Fourier map of the standard refinement; see Fig. 7.22
(b). Thus, the difference Fourier map can already be regarded as a good indicator of
non-spherical electron density distributions. However, the difference Fourier map suffers
from more noise.
The occupation of the dxy orbital is physically sound, as the apical V-O distance is
distinctly shorter than the other four basal V-O distances: 1.611(1) A˚ versus 1.957(1) A˚,
1.973(1) A˚, 1.939(0) A˚, 1.939(0) A˚. Hence, the dxy orbital is most likely energetically
lower than dxz or dyz orbitals corroborating the results of the multipole refinement. This
is also supported by electronic structure calculations of the ground state of LiV2O5 by
H. Wu [265] using the structural parameters measured in the synchrotron measurement
of this work.
7.2.4 Conclusion
Summarizing, in this work, single crystal X-ray and neutron diffraction measurements of
γ-LiV2O5 reveal the persistence of charge ordering down to lowest temperatures (2 K).
No structural phase transitions could be observed in synchrotron measurements studying
the lattice parameter. Furthermore, neither neutron nor single crystal X-ray diffraction
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Figure 7.23: (a-e) Static multipole deformation maps, (f) charge density map (valence den-
sity). Solid/dotted lines: positive/negative 0.1 e/A˚3 contour lines. Green: V4+-
ion, blue: O2−-ion, red: V5+-ion.
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measurements at the synchrotron give any evidence for a tetramerized phase at low
temperatures as was proposed in Ref. [238]. Furthermore, electrical resistivity measure-
ments up to 830 K indicate that the charge ordering is quite robust and persists up to
such high temperatures.
Beyond the search for phase transitions, a careful electron density measurement has
been performed at the synchrotron. The data has been refined with a standard structure
refinement and, additionally, with a multipole refinement of the single d-electron at
the V4+-site. The difference Fourier map of the first as well as the static multipole
deformation map of the multipole refinement both point to the occupation of the dxy
orbital of the V4+-ion in the charge ordered structure at 10 K. Such a ground state could
be expected for the V4+-ion as the four V-O distances are much larger within the xy
plane (of the local coordinate system) than the ’apical’ V-O distance.
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7.3 Structural and electron density studies on ZnV2O4
7.3.1 Introduction
Geometrical frustration is one of the central themes in contemporary condensed matter
physics since it gives rise to interesting and exotic ground states [266]. The cubic spinells
AM2X4 with magnetic M ions may form frustrated systems [267]. The ideal spinel struc-
ture can be described as a cubic close-packed array of anions X in which one eighth of
the tetrahedral and one half of the octahedral interstices are occupied by cations A and
M respectively [268, 269]. Some of the most prominent representatives of this class of
compounds are magnetite Fe3+[Fe3+Fe2+]O4 with the inverse spinell structure (i. e. all
tetrahedrally coordinated sites are occupied by Fe3+-ions) exhibiting ferrimagnetism (A-
array vs. M-array) below ∼850 K [270] and the well known Verwey transition at 120 K
[271]. A further example is LiTi2O4 which exhibits superconductivity at∼12 K [272, 273]
or LiV2O4 which is a metallic transition-metal oxide exhibiting a heavy Fermi liquid be-
haviour at low temperatures (CP ∼ γ ·T, ρ ∼ ρ0 +A ·T2, χ ∼ const) with the d-electrons
having the largest Sommerfeld constant among d-electron systems: γ ∼ 0.42 J·mol−1·K−2
and an effective mass about equal to that in UPt3
9 [274, 275]. With successive substi-
tution of the monovalent Li+-ion in LiV2O4 by the divalent Zn
2+-ion and after crossing
a metal-insulator transition for Zn-doping levels of 65(5)% [276] one finally obtains the
Mott-Hubbard insulator ZnV2O4 which was studied in this work. ZnV2O4 also crys-
tallizes in the cubic spinel structure with space group Fd3¯m, see Fig. 7.24 (a-c). The
Figure 7.24: (a-c) Crystal structure of ZnV2O4; green: V-ions, blue: O-ions, magenta: Zn-
ions. In figure (a) only the V-tetrahedra (green) are shown, whereas in figure (b)
a chain of edge-sharing VO6 octahedra (blue) is added. In figure (c) ZnO4 tetra-
hedra (magenta) and some other VO6 octahedra (blue) are shown additionally
with the V-tetrahedra (green).
9CP = γ · T + A · T3 ≈ γ · T = pi22 ·N · kB · T · kBF with F =
~2·k2F
2·m ; thus the Sommerfeld parameter
γ is inversely proportional to the Fermi energy F and, hence, γ ∝ m [224] which gives rise to the
values of m for LiV2O4 and UPt3 in experiment.
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vanadium ions form tetrahedra which run in chains along the [1 ±1 0]-, [±1 0 1]- and
[0 1 ±1]-directions, compare Fig. 7.24 (a). This tetrahedral coordination of the vana-
dium ions gives rise to the frustration in this system. Furthermore, all vanadium ions
are coordinated octahedrally by six oxygen ions forming edge-sharing VO6 octahedral
chains, compare Fig. 7.24 (b). In contrast, the Zn-ions are located in a tetrahedral
oxygen environment and isolated from the other Zn-ions, compare Fig. 7.24 (c).
Whereas metallic LiV2O4 is not magnetically ordered at low temperatures and whereas
a spin-glass state appears in the Li1−xZnxV2O4-system for Zn-doping levels 0.1. x . 0.9,
pure ZnV2O4 orders antiferromagnetically below TN ∼ 40 K [277]. Furthermore, the sus-
ceptibility of this insulating 3d2 system exhibits an additional distinct drop at TC ∼ 50 K
which can be explained by a structural phase transition from a high temperature cubic
phase (acub = 8.39941(5) A˚) to a low temperature tetragonal phase (ctet/
√
2 < atet = btet;
ctet = 8.37532(1) A˚, atet = 5.94807(5) A˚) [278, 277, 279]. Powder neutron diffraction
measurements have been described with space group I41/amd. Neutron measurements
studying the magnetic structure in the low temperature tetragonal phase at 4.2 K re-
veal an antiferromagnetic ordering with one-dimensional antiferromagnetic spin chains
in [1 1 0] and [1 -1 0] direction which are staggered in c-direction [279, 280]. The ordered
moment amounts to 0.61 µB/V [278-280].
The orbital order in ZnV2O4 and other vanadium spinels like CdV2O4 and MgV2O4 is
highly debated as the competition between spin, orbital, and lattice degrees of freedom is
rather complex in these systems [281-283]. Since the tetragonal c-axis is compressed one
may assume that the first electron of the 3d2-system ZnV2O4 occupies the dxy orbital
whereas the other t2g orbitals are degenerate giving rise to different possible orbital
ordering patterns. If spin frustration is cancelled out by a magnetoelastic interaction
a spontaneous symmetry breaking in the crystal lattice is calculated in Ref. [284]. In
the Tsunetsugu −Motome (’antiferroorbital’ ordering) model [285], where the orbital
degree of freedom due to the degeneracy of the t2g orbitals which are not completely
occupied is considered, the structural phase transition is supposed to induce orbital order
with a spatially modulated interaction between the spins and, thus, reduced frustration
in this system. In the ground state of this model the first electron occupies the dxy
orbital and dyz and dxz orbitals are alternatingly occupied along the c-direction. The
competing Tchernyshyov (’ferroorbital’ ordering) model which is presented in Ref. [286]
considers also the orbital moment of the V3+-ion and regards the relativistic spin-orbit
coupling as the driving force for orbital ordering. Treating the Jahn-Teller effect as
an perturbation, finally a uniform ferroorbital order is obtained with a dxz ± i·dyz
occupied orbital state. Yet another model which might be applicable to the orbital
ordering scheme in ZnV2O4 is reported in Ref. [287] and will be referred to as the
Khomskii −Mizokawa (’orbital- Peierls’) model in which the dyz and dzx orbital are
aligned as yz − yz − xz − xz chains along the [1 0 1]- and [0 1 1]- direction (cubic
notation) [288]. In this model the first electron occupies the dxy orbital and the dyz
and dxz orbitals are alternatingly occupied as is illustrated in Fig. 7.25 (c). Due to
tiny structural changes induced by the particular orbital ordering pattern, these three
basic models which are shown in Fig. 7.25 (a-c) are connected to three different crystal
structures with space group I41/a (Tsunetsugu−Motome), I41/amd (Tchernyshyov)
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(a) (b) (c)
. Tchernyshyov Tsunetsugu−Motome Khomskii−Mizokawa
. (I41/amd) (I41/a) (P41212 )
Figure 7.25: (a-c) The three major orbital ordering patterns proposed for the tetragonal
phase of ZnV2O4 [289, 288]; green/red spheres: V-ions, blue spheres: O-
ions. The occupied orbitals are indicated schematically by transparent cones
or spheres. The dxy orbitals occupied by the first d-electron of the V3+-ions
have been omitted.
and P41212 (Khomskii − Mizokawa) respectively. Although in powder diffractions
measurements 10 the low-temperature tetragonal structure is described using space group
I41/amd [279, 290], the low temperature structure can not be regarded as finally solved
and, hence, the orbital ordering model applicable for ZnV2O4 remains an open issue.
Recent neutron scattering measurements observe a one-dimensional spin chain struc-
ture in the tetragonal phase and a three-dimensionally tangled spin chain structure in
the cubic high temperature phase [278]. The data was interpreted in terms of an orbital
ordering model equivalent to the Tsunetsugu −Motome model [285]. A change from
symmetric to asymmetric spin excitations appeared at the cubic → tetragonal phase
transition indicating a change from three-dimensional to low-dimensional magnetic cor-
relations [278]. An agreement between a one-dimensional chain model and the data
below the structural phase transition supports the picture of ZnV2O4 being an one-
dimensional antiferromagnetic spin chain system [278]. More recent calculations with
an ab initio density functional theory approach find a uniform orbital ordering with
magnetic moment close to the experimentally observed one [283] resembling on the com-
plex orbitals of the Tchernyshyov model [291]. Finally, very recent electronic structure
calculations indicate that partial electronic delocalization induces a formation of V-V
dimers along the [0 1 1] and [1 0 1] directions [292]. This model will be referred to as
the Pardo model.
10Powder diffraction measurements usually fail in detecting rather weak superstructure peaks.
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7.3.2 Experimental
Single crystals of ZnV2O4 have been grown by M. Isobe. Precise synchrotron radiation
single crystal X-ray diffraction measurements have been performed at beamline D3 at
Hasylab/DESY in Hamburg using an incident wavelength of 0.5 A˚.
7.3.3 Results
Very precise synchrotron radiation single crystal X-ray diffraction measurements have
been performed at 70 K and 10 K at beamline D3 at Hasylab/DESY in order to measure
the electron density of ZnV2O4 and in order to distinguish between the orbital ordering
models (10 K measurement). A tiny single crystal of octahedral shape and about 30 µm
in diameter (apex distance: 22 µm, (111)-face distance: 15 µm) has been chosen in order
to minimize absorbtion effects which is also achieved due to the rather high incident X-
ray energy of the synchrotron radiation. This tiny sample was mounted cautiously
with a minimum of glue on a small carbon fibre in order to minimize background and
absorbtion from the sample holder/stick. The reflections have been measured using a
NaJ point detector. In order to exclude wrong intensities due to the Renninger effect,
all reflections have been collected at two different values of Ψ differing by 0.5◦. Due to
the extremely high resolution at the synchrotron this value is fully sufficient in order to
detect reflections contaminated by the Renninger effect.
Unfortunately the cubic to tetragonal phase transition is accompanied by twinning
with three possible twin domains. And this twinning renders the results rather unreliable
since the twinning causes an uncontrollable overlap with reflections from other twin
domains. In order to minimize these effects, also a larger wavelength of 0.7 A˚ has been
tried in an additional measurement at 10 K for a higher resolution. Furthermore, the
detector diaphragms of the χ-circle have been closed further in order to avoid overlap
with any peaks from other twin domains. However, also these efforts were not successful
and twin contributions could be observed in the peak shapes of several reflections. Thus,
a reliable structure model could not be obtained from both measurements at 10 K.
Recently a study of MnV2O4 succeeded in determining the low temperature structure
of this compound by using magnetic fields in order to suppress the formation of the
other two unwanted twin domains, thus establishing a single-domain structure in the
tetragonal phase under a magnetic field [288]. However this method will only work for
ferrimagnetic MnV2O4.
In contrast, the ZnV2O4 synchrotron measurement at 70 K did not suffer from such
twinning effects since the temperature is comfortably above the structural phase tran-
sition but, nonetheless, low enough to minimize thermal vibrations (displacement pa-
rameter) in order to optimize the conditions for detecting the electron density. In this
measurement 1919 reflections have been collected with a redundancy of 9.05 and an
internal R-value of 2.68% up to the maximum value of sin(Θmax)/λ = 1.145. Some
randomly chosen typical reflections (with non-zero intensity) are shown in Fig. 7.26. As
can be seen, the background is almost zero for these reflections. For example the (6 6 6)
reflection has an average background of 1.47(23) counts (averaged over 42 ω-steps) and
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Figure 7.26: Typical ω-scans of reflections of ZnV2O4 measured at 70 K.
a maximum peak intensity of 1281 counts, i. e. a ratio of peak to background of about
873; in contrast, a peak with a similar intensity in the measurement of γ-LiV2O5 at the
ApexX8 single crystal diffractometer with all optimizations for electron density mea-
surements (see Chap. 4) has an average background of 37.76(70) counts and a maximum
(-1 -8 9) peak intensity of 1354 counts and, hence, a ratio of peak to background of
about 36 only. Thus, the peak to background ratio is nearly a factor 24 worse than
in the synchrotron measurement. This example gives a rough impression of the high
accuracy of these synchrotron measurements compared to a laboratory ’state-of-the-art’
study. The high incident X-ray energies at the synchrotron minimize absorbtion and
extinction effects and, thus, further increase the accuracy of these measurements.
For the structure refinement of the 70 K data with space group Fd3¯m the program
Jana2000 [58] has been used. For all ions anharmonic displacement parameters have
been refined up to the order of 5. The goodness of fit (GoF), the R and Rw-values
amount to 1.73, 1.48% and 3.95%. and the resulting structural parameters are listed
in Tab. 7.8. The positional parameters of the oxygen ion x(O) > 0.25 indicate a trig-
onal distortion of the VO6 octahedra which are elongated parallel to the roto-inversion
axis. This drawn schematically in Fig. 7.27 (a-b). This trigonal distortion of the VO6
octahedra indicates that something with the three theoretical models (Tchernyshyov,
Tsunetsugu −Motome and Khomskii −Mizokawa model) might be wrong and that
a description with trigonal orbitals like a2g orbitals might be more appropriate for this
system. Within this refinement the anharmonicity of the atomic displacements was mod-
eled using the Gram-Charlier expansion of the probability density function for atomic
displacements up to tensors of the fifth rank. The probability density function (PDF)
of the V1-ion within a plane spanned by the vectors −→e 1 = (1 1 1) and −→e 2 = (1 -1 0) is
shown in Fig. 7.28. These figures visualize the effect of the largest significant anharmonic
components Dµµνν = 0.000076(14) and D1123, D1223 and D1233 = 0.000014(4) which de-
scribe an anharmonicity along the roto-inversion axis. Without the use of anharmonic
parameters in the refinement the R-, Rw-values and GoF increase to 2.03%, 5.33% and
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(a) (b)
Figure 7.27: Schematic model of the trigonally distorted VO6 octahedron; green sphere: V3+-
ion, blue spheres: O2−-ions; red arrows: ±(1 1 1)-direction (3-fold roto-inversion
axis). Figure (a) is based on measured values and figure (b) is an exaggerated
schematic model.
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Figure 7.28: PDF of the vanadium ion. The distance of the contour lines amounts to 50/A˚3;
green dot : position of the V1-ion; solid/dashed lines: positive/negative values.
(a) plane spanned by vectors e1 = (1 1 1) and e2 = (1 -1 0) and (b) a plane
spanned by e1 = (1 -1 0) and e2 = (1 1 -2); (units of eν : A˚).
2.21. Furthermore, the effects in the difference Fourier map which will be described in
the following stay qualitatively the same but are even much more pronounced (extremal
values: -1.50 e/A˚3 and +1.41 e/A˚3 in a refinement without anharmonic parameters com-
pared to 0.54 e/A˚3 and -0.75 e/A˚3 in a refinement with anharmonic parameters to the
fifth order).
Fig. 7.29 (a) shows the difference Fourier map for the refinement with anharmonic
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SG: a (A˚) b (A˚) c (A˚) α (◦) β (◦) γ (◦)
Fd3¯m 8.3652(288) 8.3652(288) 8.3652(288) 90 90 90
x y z Uiso (A˚2)
Zn1 1/8 1/8 1/8 0.0025(2)
V1 1/2 1/2 1/2 0.0032(2)
O1 0.2607(2) 0.2607(2) 0.2607(2) 0.0046(2)
U11 (A˚2) U22 (A˚2) U33 (A˚2) U12 (A˚2) U13 (A˚2) U23 (A˚2)
Zn1 0.0025(3) 0.0025(3) 0.0025(3) 0 0 0
V1 0.0032(3) 0.0032(3) 0.0032(3) 0.00000(9) 0.00000(9) 0.00000(9)
O1 0.0046(4) 0.0046(4) 0.0046(4) -0.0004(3) -0.0004(3) -0.0004(3)
C111 C112 C113 C122 C123
Zn1 0 0 0 0 -0.00005(7)
V1 0 0 0 0 0
O1 0.0008(4) 0.00010(16) 0.00010(16) 0.00010(16) -0.0002(2)
C133 C222 C223 C233 C333
Zn1 0 0 0 0 0
V1 0 0 0 0 0
O1 0.00010(16) 0.0008(4) 0.00010(16) 0.00010(16) 0.0008(4)
D1111 D1112 D1113 D1122 D1123
Zn1 -0.00006(3) 0 0 0.000025(12) 0
V1 -0.00001(4) -0.000001(7) -0.000001(7) 0.000076(14) 0.000014(4)
O1 0.00003(6) -0.00001(3) -0.00001(3) 0.00008(3) -0.000008(17)
D1133 D1222 D1223 D1233 D1333
Zn1 0.000025(12) 0 0 0 0
V1 0.000076(14) -0.000001(7) 0.000014(4) 0.000014(4) -0.000001(7)
O1 0.00008(3) -0.00001(3) -0.000008(17) -0.000008(17) -0.00001(3)
D2222 D2223 D2233 D2333 D3333
Zn1 -0.00006(3) 0 0.000025(12) 0 -0.00006(3)
V1 -0.00001(4) -0.000001(7) 0.000076(14) -0.000001(7) -0.00001(4)
O1 0.00003(6) -0.00001(3) 0.00008(3) -0.00001(3) 0.00003(6)
E11111 E11112 E11113 E11122 E11123 E11133
Zn1 0 0 0 0 -0.000004(4) 0
V1 0 0 0 0 0 0
O1 0.00011(6) -0.000005(15) -0.000005(15) 0.000014(11) -0.000006(12) 0.000014(11)
E11222 E11223 E11233 E11333 E12222 E12223
Zn1 0 0 0 0 0 -0.000004(4)
V1 0 0 0 0 0 0
O1 0.000014(11) 0.000006(8) 0.000006(8) 0.000014(11) -0.000005(15) -0.000006(12)
E12233 E12333 E13333 E22222 E22223 E22233
Zn1 0 -0.000004(4) 0 0 0 0
V1 0 0 0 0 0 0
O1 0.000006(8) -0.000006(12) -0.000005(15) 0.00011(6) -0.000005(15) 0.000014(11)
E22333 E23333 E33333
Zn1 0 0 0
V1 0 0 0
O1 0.000014(11) -0.000005(15) 0.00011(6)
Rint GoF R Rw
2.68% 1.73 1.48% 3.95%
Table 7.8: Structural parameters of the synchrotron measurement of ZnV2O4 at 70 K.
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parameters within a plane through the central vanadium ion at (1
2
1
2
1
2
) spanned by the
vectors (1,1,1) and (1,-1,0). The ±[1 1 1]-directions (3-fold roto-inversion axis) are indi-
cated by the red arrows in Fig. 7.27 (a). The electron densities range between 0.54 e/A˚3
(maximum value) and -0.75 e/A˚3 (minimum value). These are also the extremal values
observed in the whole cell 0 ≤ x, y, z ≤ 1. Additionally, in Fig. 7.29 (b) a plane per-
pendicular to the roto-inversion axis spanned by vectors (1,-1,0) and (1,1,-2) is shown.
Here, only minor intensities can be found which are distributed in a kind of ring around
the vanadium ion. However, these intensities are rather small and might be artifacts
due to termination effects 11. The difference Fourier maps indicate additional electron
density parallel to the roto-inversion axes through the vanadium ions and, hence, the
occupation of the trigonal a2g orbital which is rather remarkable since the VO6 octahe-
dra are elongated in this direction (red arrows in Fig. 7.27 (a-b)) and the oxygen ions
are closer to the roto-inversion axis (3¯) for such elongated octahedra. This elongation
in direction of the red arrows in Fig. 7.27 (a) is connected to the positional parameters
of the oxygen ion O1 which has a value of x ∼ 0.26 (y = z =x). A similar observation
for the oxygen positions was reported in Ref. [279], i. e. x ∼ 0.26. However, it should
be noted that there are also studies reporting compressed VO6 octahedra with a value
of x ∼ 0.24 [293, 294], i. e. with a different sign of the deviation from the ideal oxygen
position x = 0.25.
Furthermore, in Fig. 7.30 (c) the three-dimensional ±0.35 e/A˚3 isosurfaces of the
difference Fourier maps are shown. Positive/negative isosurfaces are colored brown/cyan.
In Fig. 7.30 (a) the shown volume is indicated by the blue dashed/dotted lines. As can
be seen, the negative (brown) lobes point towards the six oxygen ions and might indicate
an electron transfer to the electronegative oxygen ions which seems rather reasonable.
And the positive (cyan) lobes extend along the three-fold roto-inversion axis indicating
an a2g orbital occupation.
In order to describe these additional electron densities better also a multipole refine-
ment as described in Chap. 4 has been applied for the additional vanadium 3d electrons
whereas all other ions have been described with the standard spherical model but us-
ing V5+-form factors for the vanadium ion. The d-electrons at the V3+-site have been
described with the multipole formalism, using the ζ-values etc. for vanadium 3d elec-
trons. Since the electron density distribution of a 3d orbital can be described by the
population of multipole terms with even values of l up to l = 4 in Eq. 4.6, only these
even terms have been refined within this multipole refinement. Anharmonic displace-
ment parameters have been refined up to the order of 6 for all ions. The goodness of
fit (GoF), the R and Rw-values amount to 2.25, 1.74% and 3.63%. The results of the
multipole refinement are shown in Fig. 7.29 (c-d) where the static multipole deformation
and charge density maps are shown. The charge density map directly shows the elec-
tron density generated by the multipole formalism in real space, (Chap. 4) and is not
effected by termination effects like the Fourier maps, thus, giving a better impression of
the electron distribution. In Fig. 7.30 (d-i) also the three-dimensional iso surfaces of the
static multipole deformation maps are shown giving information about the (additional)
11The multipole refinement does not describe these minor electron densities.
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Figure 7.29: (a) Difference Fourier map in plane spanned by vectors e1 ∝ (1,1,1) and e2 ∝ (1,-
1,0); solid/dotted lines: positive/negative 0.1 e/A˚3 contour lines with maximum
(minimum) electron density: 0.54 e/A˚3 (-0.75 e/A˚3). (a) Difference Fourier map
in plane spanned by vectors e1 ∝ (1,-1,0) and e2 ∝ (1,1,-2); solid/dotted lines:
positive/negative 0.02 e/A˚3 contour lines with maximum (minimum) electron
density: 0.26 e/A˚3 (-0.09 e/A˚3). (c) Static multipole deformation map n plane
spanned by vectors e1 ∝ (1,1,1) and e2 ∝ (1,-1,0) with ∆ = ±0.1 e/A˚3 contour
lines and 1.44 e/A˚3 maximum and -0.84 e/A˚3 minimum electron density. (d)
charge density map (valence density) with ∆ = ±0.15 e/A˚3 contour lines and
2.50 e/A˚3 maximum and -1.87 e/A˚3 minimum electron density. (a-c) blue dots:
projection of oxygen ions into the 3.5 A˚ × 3.5 A˚ plane spanned by vectors
e1 ∝ (1,1,1) and e2 ∝ (1,-1,0) centered at the V3+-ion at (12 12 12) (green dot).
(d) Structure model; green sphere: V3+-ion at (12
1
2
1
2), blue spheres: O
2−-ions;
red arrows: ±(1 1 1) ≡ ±e1 direction (3-fold roto-inversion axis).
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electron density distribution within the crystal. In Fig. 7.30 (a-b) the volume shown in
Fig. 7.30 (d-i) is indicated by the blue dashed/dotted lines. These results support the
picture of the occupation of an a2g orbital.
However, there might be also another interpretation. Since the difference Fourier maps
indicate missing electron density in the structure model, these missing electron densities
could also be explained if the vanadium ions would exhibit a shift along the roto-inversion
axes (or [1 1 1]- and equivalent directions). A shift of the vanadium ions in this direction
is also supported by the PDF of the vanadium ion in Fig. 7.28. Such shifts have also
been observed for other spinells - see Ref. [268]. In order to describe such shifts of the
vanadium ions in ZnV2O4 within the cubic phase, ZnV2O4 has to be described with the
non-centrosymmetric space group F4¯3m. These shifts of the vanadium ions along the
[1 1 1]-directions would induce a ’dimerization’ of the vanadium ions. Such a dimerization
was already proposed in Ref. [294] as there are indications for this type of dimerization in
EXAFS (Extended X-ray Absorbtion Fine structure) measurements. Furthermore, this
idea might have become more significance due to the publication of the Pardo model
which calculates a V-V dimerization [292]. In Tab. 7.9 the reflection conditions of space
space group reflections reflection conditions abbreviation
F4¯3m hkl h+ k, h+ l, k + l = 2n F4¯3m #1
0kl k, l = 2n F4¯3m #2
hhl h+ l = 2n F4¯3m #3
h00 h = 2n F4¯3m #4
Fd3¯m hkl h+ k, h+ l, k + l = 2n Fd3¯m #1
0kl k + l = 4n and k, l = 2n Fd3¯m #2
hhl h+ l = 2n Fd3¯m #3
h00 h = 4n Fd3¯m #4
reflection: I σ(I) I/σ(I) cond. violated cond. fulfilled
4 2 0 2.1 0.1 21.0 Fd3¯m #2 F4¯3m #2
6 0 4 2.2 0.2 11.0 Fd3¯m #2 F4¯3m #2
8 0 10 3.9 0.5 7.8 Fd3¯m #2 F4¯3m #2
4 1 2 0.7 0.1 7.0 Fd3¯m #1 -
0 14 0 3.3 0.5 6.6 Fd3¯m #4 F4¯3m #4
10 12 0 2.1 0.4 5.2 Fd3¯m #2 F4¯3m #2
8 0 10 1.6 0.4 4.0 Fd3¯m #2 F4¯3m #2
Table 7.9: Reflection conditions for space groups F4¯3m and Fd3¯m from Ref. [295] followed
by a list of measured reflections at 70 K. For these reflections I, σ(I) and I/σ(I) are
listed as well as the violated reflection condition of space group Fd3¯m. Addition-
ally, if this reflection is allowed in space group F4¯3m the corresponding reflection
condition in listed.
groups F4¯3m and Fd3¯m are listed. Furthermore, also the reflections with largest values
of I/σ(I) violating the reflection conditions of space group Fd3¯m (’cond. violated ’)
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Figure 7.30: (a-b) Selected volume A and B (blue dotted cubes) within the unit cell (grey);
green: V-ions, blue: O-ions. (c) ±0.35 e/A˚3 isosurface of the difference Fourier
map within A. (d-f) ±0.45 e/A˚3 isosurface of the static multipole deformation
maps within A. (g-i) ±0.45 e/A˚3 isosurface of the charge density map within B ;
grey spheres: V-ions. (c-i) Positive/negative isosurfaces are colored brown/cyan.
are shown. Nearly all of these reflections are allowed in space group F4¯3m (’cond.
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fulfilled ’). Multiple scattering can be excluded since all reflections have been measured
at two different values of Ψ in order to detect multiple scattering contributions. Thus,
the detection of these forbidden peaks might be a first indication for such a ’dimerization
model’. A refinement with space group F4¯3m finally yields some improvements for the
R- and Rw-values which amount to 1.23% and 3.51%. These values are better than the
values of 1.48% and 3.95% for a fully equivalent refinement with space group Fd3¯m,
compare Tab. 7.8 and Tab. 7.12 or see tab. 7.11. However, the goodness of fit amounts
Figure 7.31: (a-b) The structure of ZnV2O4 measured at 70 K and refined with space group
F4¯3m; green: V-ions, blue: O-ions, magenta: Zn-ions, red lines: short V-V
bonds, orange dashed lines: long V-V bonds.
to 1.69 which is almost identical to 1.73 obtained in the refinement with space group
Fd3¯m. Since Fd3¯m is a non-centrosymmetric space group, an additional twin domain
has to be considered in the refinement (with T2 = -E3). As can be seen from Tab. 7.11,
the refinement with space group F4¯3m has even advantages compared to the multipole
refinement 12 further supporting the ’dimerization’ model. The V-V distances and V-
O distances obtained by this refinement are listed in Tab. 7.10 and exhibit small but
significant deviations from the average value of the undistorted Fd3¯m-structure. For
example the distances between the vanadium ions differ by 0.013(3) A˚ which supports
the ’dimerization model’. This is also shown in Fig. 7.31 (a-b) where the structure of
ZnV2O4 obtained by this refinement (with space group F4¯3m) is shown. The green
spheres indicate the vanadium positions which are connected by red and orange dotted
lines for small and large V-V bonds respectively. Additionally, the vanadium oxygen
cubes typical for the spinel structure are indicated with white/light yellow lines. As can
be seen, each cube contains either only small or only large V-V bonds. Whereas there is
12The comparably larger goodness of fit in the multipole refinement may arise from the additional
fitting parameters and the comparably small number of averaged reflections in this cubic symmetry.
Then the weighted R-values might be a better comparison.
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only one V1-site in this structure there are two different oxygen sites O1 and O2. The
(pseudo-) cubes with small V-V bonds contain only O2 ions, whereas the cubes with
large V-V bonds are build of O1 ions only. These two types of corner-sharing (pseudo-)
cubes alternate three dimensionally in all directions. Due to the deviations in the V-V
bond lengths these cubes exhibit a trigonal distortion which is different for both types of
cubes, see Tab. 7.10. For the trigonal distorted cubes (rhombohedra) containing V1-ions
with large V1-V1 distances only, the V1-O1-V1 bond angle amounts to 94.1(2)◦ and for
the other pseudo-cubes (rhombohedra) with small V1-V1 distances the V1-O2-V1 bond
angle amounts to 96.0(2)◦ and in the ’undistorted’ structure with space group Fd3¯m
these angles have an intermediate value of 95.0(1)◦ due to the trigonal distortion of the
VO6 octahedra.
type lengths/angles
70 K 290 K
V1-V1 2.964(2) A˚ (3×) 2.9806(18) A˚(3×)
V1-V1 2.951(2) A˚(3×) 2.9676(18) A˚(3×)
V1-O1 2.025(5) A˚ (3×) 2.044(5) A˚ (3×)
V1-O2 1.985(5) A˚ (3×) 1.992(4) A˚ (3×)
V1-O1-V1 94.1(2)◦ (3×) 93.63(19)◦ (3×)
V1-O2-V1 96.0(2)◦ (3×) 96.28(19)◦ (3×)
Table 7.10: Bond length for all ions around the V1-ion within a sphere of 3 A˚ radius obtained
from a refinement of the 70 K synchrotron measurement and the 290 K single
crystal X-ray diffraction measurement with space group F4¯3m.
However, a distinct decision between both space groups seems difficult although there
are some points in favour of space group F4¯3m: The occurrence of superstructure reflec-
tions with I/σ(I) > 10 (Renninger effect can be excluded), the better R- and weighted
R-values in a refinement with space group F4¯3m, the PDF of the vanadium ion which
exhibits local maxima along the three-fold roto-inversion axis and the electron density
in the difference Fourier map of the refinement with space group Fd3¯m which might
indicate a vanadium shift rather than an occupied orbital. However, this might be only
some evidence in favour of such a model and further, complementary measurements are
needed for a final decision. Such complementary measurements are for example the EX-
AFS studies reported in Ref. [294] which indicate that one half of all V-V distances are
enlarged and the other half diminished by the same value which indicates a dimerization.
Furthermore, the V-O distances shrink for one half (i. e. three) of all V-O distances
within the VO6 octahedron and are larger for the others. But this is exactly what
could be observed in the structural refinement by space group F4¯3m: the vanadium ions
move in [1 1 1]-direction and, thus, equally towards three oxygen ions (or their center
of mass etc.) whereas the other three oxygen ions are more far away and, thus, there
are two different V-O distances for one half of all V-O bonds as well as two different
V-V distances for one half of all V-V distances - compare Tab. 7.10. Hence, the EXAFS
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measurements would strongly support the ’dimerization model’. Also an alternative ex-
planation of the EXAFS measurement was given in Ref. [294]: an asymmetrical electron
density distribution of the oxygen ions which points towards Zn- and V-ions could also
explain the measured signal. However, the electron density measurements of this work
(space group Fd3¯m) do not indicate such an electron density distribution and hence, this
interpretation of the EXAFS data seems not likely. Since these EXAFS measurements
are nearly temperature independent, this kind of dimerization might already exist in the
cubic phase which would support a dimerization also occuring at 70 K.
Complementary single crystal X-ray diffraction measurements at room-temperature at
the ApexX8 single crystal X-ray diffractometer with the accuracy of an electron density
measurement - see Chap. 4 - have also been performed. Therefore, a second single crys-
talline sample with octahedral shape and about 55 µm in diameter has been measured
using Mo-Kalpha radiation. 2283 reflections have been collected with a redundancy of 5.09
(449 averaged reflections) and an internal R-value of 1.48% up to sin(Θmax)/λ = 1.2621
(Θmax = 127.1
◦). In Tab. 7.11 the obtained R-values are compared for structure refine-
ments with space group F4¯3m versus space group Fd3¯m (290 K measurement). Here,
the differences between both structure models are even more apparent: as can be clearly
seen the R-values and also the goodness of fit are better with space group F4¯3m. The
different V-V and V-O bond lengths are listed in Tab. 7.10 together with the results
for the 70 K synchrotron measurement. Also, in this measurement reflections could
be observed which violate the reflection condition 0kl, k + l = 4n and which have sig-
nificant values of I/σ(I). Furthermore, the difference Fourier maps of the refinement
70 K 290 K
Fd3¯m Fd3¯m † F4¯3m Fd3¯m F4¯3m
R-value: 1.48% 1.74% 1.23% 1.67% 1.31%
Rw-value: 3.95% 3.63% 3.51% 4.45% 3.16%
GoF: 1.73 2.25 1.69 1.80 1.17
∆d(V-V): 0 0 0.013(3) A˚ 0 0.0130(25) A˚
Table 7.11: Comparison of the R-values and goodness of fit for a structural refinement with
space group Fd3¯m and F4¯3m for the synchrotron measurement at 70 K as well as
for the measurement at the single crystal X-ray diffractometer ApexX8 at 290 K.
Additionally, the difference of the long and short V-V bonds ∆d(V-V) is listed.
†: fit with multipole refinement.
with space group Fd3¯m exhibit the same excess electron densities distributed along the
roto-inversion axis as observed in the synchrotron measurement at 70 K. This indicates
that either the occupation of the trigonal a2g orbital or this kind of ’dimerization’ phase
appears already at room-temperature. Regarding now also the clear differences of Rw-
values and GoF for the room-temperature measurement the ’dimerization’ model with
space group F4¯3m may be favourized. Since the V-V distances of all four V1 ions within
a cube or rhombohedron are of the same size (either large or small), compare Fig. 7.31,
this phase might be a kind of ’tetramerization’ phase [238] rather than a ’dimerization’
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phase.
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Figure 7.32: (a) Difference Fourier map with +0.05 e/A˚3- (-0.1 e/A˚3-) contour lines; maxi-
mum (minimum) elecctron density: 0.321 e/A˚3 -0.561 e/A˚3; the plane is spanned
by vectors e1 = (1 1 1), e2 = (1 -1 0); all distances in A˚. (b) +0.2 e/A˚3-iso-
surface (cyan) and -0.25 e/A˚3-iso-surface (brown) of the difference Fourier map
around the V1-ion in the center.
It might be also possible, that both effects, i. e. the occupation of the a2g orbital and
a ’dimerization’ of the vanadium ions (F4¯3m) occur simultaneously. However, since a
second twin domain has to be introduced if the non-centrosymmetric structure model
(F4¯3m) is applied, the detection of such electron densities might be not reliable. Usually,
the residual electron densities etc. are severely biased by the refinement of the volume
ratios of other twin domains. For completeness, also the difference Fourier maps within
a plane spanned by the vectors (1 1 1) and (1 -1 0) are shown in Fig. 7.32 (a). (At
least these maps may indicate the quality of the structure model or shortcomings of
the structure refinement.) Also a +0.2 e/A˚3- (-0.25 e/A˚3-) iso-surface of the Difference
Fourier map in a cubic volume around the vanadium ion is shown in Fig. 7.32 (b). As
mentioned above, the significance of these maps is rather questionable due to twinning
effects. However, the negative electron densities (brown iso-surfaces) exactly point to-
wards the oxygens, i. e. are located in the vanadium dx2−y2 and d3r2−z2 orbitals. This
feature could be also observed in the difference Fourier maps of the ’undistorted’ struc-
ture (Fd3¯m) as can be seen in Fig. 7.30 (c-f). Hence, this ’electron drain’ from the
vanadium ion towards its six neighbouring oxygen ions is still observable in the refine-
ment with space group F4¯3m. The positive electron densities in Fig. 7.32 (a) still point
to an occupation of the a2g orbital, but there are now some additional electron densities
and the overall picture resembles on the occupation of the (trigonal) xz+yz and xz-yz
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orbitals now. But as stated above, these orbital occupations might be artifacts of the
refinement with a second twin domain - a problem which is absent in the refinement
with the centrosymmetric space group Fd3¯m.
70 K
SG: a (A˚) b (A˚) c (A˚) α (◦) β (◦) γ (◦)
Fd3¯m 8.3652(288) 8.3652(288) 8.3652(288) 90 90 90
x y z Uiso (A˚2)
Zn1 0.25 0.25 0.25 0.0027(2)
Zn2 0 0 0 0.0027(2)
V1 0.62527(18) 0.62527(18) 0.62527(18) 0.0036(2)
O1 0.3835(6) 0.3835(6) 0.3835(6) 0.0049(3)
O2 -0.1381(5) -0.1381(5) -0.1381(5) 0.0049(3)
U11 (A˚2) U22 (A˚2) U33 (A˚2) U12 (A˚2) U13 (A˚2) U23 (A˚2)
Zn1 0.0027(4) 0.0027(4) 0.0027(4) 0 0 0
Zn2 0.0027(4) 0.0027(4) 0.0027(4) 0 0 0
V1 0.0036(4) 0.0036(4) 0.0036(4) 0.00019(11) 0.00019(11) 0.00019(11)
O1 0.0049(6) 0.0049(6) 0.0049(6) 0.0014(8) 0.0014(8) 0.0014(8)
O2 0.0049(6) 0.0049(6) 0.0049(6) -0.0014(8) -0.0014(8) -0.0014(8)
Rint GoF R Rw
2.68% 1.69 1.23% 3.51%
290 K
SG: a (A˚) b (A˚) c (A˚) α (◦) β (◦) γ (◦)
Fd3¯m 8.4120(13) 8.4120(13) 8.4120(13) 90 90 90
x y z Uiso (A˚2)
Zn1 0.25 0.25 0.25 0.0153(4)
Zn2 0 0 0 0.0153(4)
V1 0.62527(15) 0.62527(15) 0.62527(15) 0.0159(5)
O1 0.3825(5) 0.3825(5) 0.3825(5) 0.0184(6)
O2 -0.1387(5) -0.1387(5) -0.1387(5) 0.0184(6)
U11 (A˚2) U22 (A˚2) U33 (A˚2) U12 (A˚2) U13 (A˚2) U23 (A˚2)
Zn1 0.0153(8) 0.0153(8) 0.0153(8) 0 0 0
Zn2 0.0153(8) 0.0153(8) 0.0153(8) 0 0 0
V1 0.0159(8) 0.0159(8) 0.0159(8) -0.00050(13) -0.00050(13) -0.00050(13)
O1 0.0184(11) 0.0184(11) 0.0184(11) 0.0032(6) 0.0032(6) 0.0032(6)
O2 0.0184(11) 0.0184(11) 0.0184(11) -0.0032(6) -0.0032(6) -0.0032(6)
Rint GoF R Rw
1.48% 1.17 1.31% 3.16%
Table 7.12: Structural parameters of ZnV2O4 measured at 70 K (synchrotron) and 290 K
(Mo-Kα) for the refinements with space group F4¯3m (anharmonic displacement
parameters omitted).
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7.3.4 Conclusion
In conclusion, precise single crystal X-ray diffraction measurements have been performed
at the synchrotron (70 K measurement) and at the ApexX8 single crystal diffractometer
(290 K measurement) on two different ZnV2O4 samples. Both measurements indicate
an excess electron density around the V-ion which extends along the three-fold roto-
inversion axis in the cubic phase. This might be an indication of the trigonal a2g orbital
which would give rise to completely new orbital ordering schemes also in the low tem-
perature tetragonal phase.
However, there might be also another explanation: the excess electron density might
indicate a shift of the vanadium ions along the [1 1 1]-direction and equivalent directions
(former roto-inversion axes) instead of a real electron density. Such a phase can be
described with space group F4¯3m. Indeed, the fits indicate better R/Rw-values for
this structure model and also superstructure reflections violating the 0kl, k + l = 4n
reflection condition of space group Fd3¯m could be observed in both measurements.
These reflections are allowed in space group F4¯3m. Thus, ZnV2O4 might exhibit a
tetramerized phase already at high temperatures, i. e. in the cubic phase. Hence, the
cubic to tetragonal phase transition might be a transition from a tetramerized phase to
a dimerized phase which has been reported recently in the Pardo model [292].
Either the occupation of an a2g orbital or the formation of V-V dimers/tetramers
in the cubic phase gives rise to new basis for theoretical calculations of the ground
state of ZnV2O4. Unfortunately, the tetragonal low temperature structure could not be
measured at the synchrotron due to severe twinning problems.
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8 Chromates
Chromium is a comparatively rare transition metal with the main ore Chromite (FeCr2O4)
[107]. As vanadium, it is mainly used in the production of steel.
8.1 Magnetic order and electrical properties in CaCrO3
8.1.1 Introduction
CaCrO3 is a transition metal oxide with an orthorhombic GdFeO3-type perovskite struc-
ture (see Fig. 8.1). Two electrons occupy the d-shell of the chromium ion (S=1). In
such materials with low d-level occupation one may expect the orbital degree of free-
dom to cause exciting effects [296-299, 119, 300, 301]. As CaCrO3 has two d-electrons
it resembles either on the metallic 4d4 system (Ca,Sr)RuO3 (S=1, low spin with two
holes in the t2g shell) or on the insulating 3d
2-system RVO3 with a similar structure and
which show such interesting effects as for example temperature-induced magnetization
reversals in YVO3 with a concomitant change in the magnetic structure from C-type to
G-type antiferromagnetism induced by orbital ordering where the first electron occupies
an dxy-orbital and the second one occupies alternatingly the dxz- and dyz-orbitals in a
way that C-type orbital ordering leads to G-type antiferromagnetism and G-type or-
bital ordering leads to C-type antiferromagnetism [296-299]. Regarding the magnetism
in such correlated electron systems, the relation to electrical conductivity is in principle
the following: ferromagnetism comes along with metallic conductivity and antiferro-
magnetism with insulating properties [302]. Systems with a behaviour differing from
this rule often attract strong attention. An example for an insulating ferromagnet is
YTiO3 which plays an important role in Chapter 6.1. In this fully three-dimensional
system antiferroorbital ordering [117] induces ferromagnetism as is in accordance with
the rules of Goodenough [28], Kanamori [29] and Anderson [30]. Thus, orbital order-
ing can often explain the occurrence of ferromagnetism in insulating transition-metal
oxide systems [126]. The other possibility of antiferromagnetism occurring in a fully
three-dimensional metallic transition metal oxide may be even more interesting, as the
few systems with these two properties are quasi low dimensional with regard to their
structure and antiferromagnetism is realized by stacking of ferromagnetic layers. Such
systems are for example Ca3Ru2O7 [303] and (La,Sr)3Mn2O7 [304]. In this work, the
fully three-dimensional pseudocubic perovskite chromate compound CaCrO3 was found
to exhibit antiferromagnetic ordering. Optical reflectivity measurements carried out and
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analyzed by T. Mo¨ller reveal metallic properties of this system which is consistent with
previous reports of metallic properties of single crystalline samples of CaCrO3 [305].
Therefore, it is likely, that CaCrO3 is the rare example of a fully three-dimensional
antiferromagnetic transition metal oxide.
Figure 8.1: The structure of CaCrO3 at 3.5 K with space group Pbnm derived from powder
neutron diffraction; red: Cr4+, blue: O2−, green: Ca2+. The yellow arrows
indicate the spin directions.
The oxidation state 4+ of the chromium ion is rather unusual and the samples have to
be grown by an elaborate high pressure synthesis. Among perovskite Cr4+ compounds,
SrCrO3, CaCrO3 and PbCrO3 have been studied. However, for most of them, there is no
detailed knowledge of the crystal and magnetic structure and sometimes even the same
group reports two conflictive observations within shortest time as in the case of SrCrO3:
... No magnetic diffraction peaks are evident in the 10 K neutron diffraction
profile of SrCrO3 ..The 50 K magnetic transition in SrCrO3 therefore appears
to be to a weakly ferromagnetic itinerant state ... [306]
followed about one year later by:
...observation of two very weak magnetic peaks ... These peaks index on an
antiferromagnetic (1/2 1/2 0) superstructure of the tetragonal SrCrO3 phase
... [307]
Returning to CaCrO3, also the electronic properties are not reported unanimously
with reports ranging from metallic [305, 308] to insulating properties [309, 310]. For
CaCrO3 Goodenough et al. reported a structural O-orthorhombic → O’-orthorhombic
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transition at about 90 K [309]. This transition manifests itself through a crossover of
the pseudo-cubic acub- and ccub- lattice parameters.
Besides its exciting physical properties the system La1−xAxCr1−yMyO3 (A=Ca,Sr;
M=Mg,Ti), of which CaCrO3 is an end compound, has attracted interest in the past
decades due to its importance for technical applications in solid oxide fuel cells [311-313]
and as electrodes in magnetohydrodynamic generators [314].
Figure 8.2: (a) The lattice parameter acub = a/
√
2, bcub = b/
√
2, ccub = c/2 (in pseudo-
cubic notation), (b) the orthorhombic splitting ε = (a − b)/(a + b) scaled with
factor ×1000. (c) and the unit cell volume V of CaCrO3 measured with powder
x-ray and neutron diffraction. The O-orthorhombic → O’-orthorhombic phase
transition manifests itself in a crossover of the acub- and ccub- lattice parameters.
circles: synchrotron X-ray data , open triangles: neutron data. (d) A diffraction
pattern measured at 20 K; black: measured intensities Iobs, light gray: rietveld
fit Icalc, gray: Iobs − Icalc − Ioffset.
8.1.2 Experimental
Polycrystalline samples of CaCrO3 were grown by M. Isobe using high pressure tech-
niques. The magnetic ordering temperature was determined by M. Isobe using a SQUID-
magnetometer and amounts to ∼90 K. Powder neutron measurements have been per-
formed at the SPODI diffractometer at the FRM-II reactor in Garching (λ = 1.548A˚)
and at the D20 high flux diffractometer at ILL, Grenoble (λ = 2.4233 A˚). The lattice
parameters have been studied with synchrotron radiation X-ray powder diffraction at
beamline B2 at Hasylab/DESY in Hamburg (λ = 0.7466 A˚) and structural studies down
to 90 K have been performed with an BrukerApexX8 single crystal diffractometer [66].
The electrical resistivity was measured by an AC four-point method. And the reflectivity
spectra were measured using a Bruker IFS 66v/S Fourier transform spectrometer with
an Au mirror used as a reference.
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8.1.3 Results
CaCrO3 has an orthorhombic perovskite structure with space group Pbnm. The Cr-ions
are surrounded by six oxygen ions forming corner-sharing CrO6-octahedra with O1 being
the apical and O2 the basal oxygen.
powder X-ray diffraction measurements
The precise lattice parameters of CaCrO3 have been measured by means of synchrotron
radiation X-ray powder diffraction at the beamline B2 at DESY, Hamburg using an
incident wavelength of 0.75 A˚ and an image plate detector for the temperature range
between 15 K and 1063 K. Fig. 8.2 (d) gives an impression of the accuracy of these
measurements; note, that the pseudocubic lattice parameters are very similar.
With the onset of magnetic ordering at 90 K a distinct rise of the a- and b- lattice
parameters is observable (on cooling). Concomitantly the c-lattice parameter shows a
strong decrease. The last plot in Fig. 8.2 shows the acub- and ccub- lattice parameters
with an apparent crossover at 90 K. Therefore, the system undergoes an O-orthorhombic
→ O’-orthorhombic phase transition together with a pronounced suppression of ε which
indicates some orbital reoccupation or ordering processes [84].
The high temperature data shows an approximation of the lattice parameters towards
cubic symmetry. At 713 K a second phase emerges which may be due to a temperature
induced decay of the sample (or phase separation). Therefore, only the data below 800
K is shown in Fig. 8.2.
It should be stressed, that in these high resolution synchrotron measurements of
CaCrO3 there is no phase mixture apparent as was reported recently for SrCrO3 in
Ref. [307].
single crystal x-ray diffraction measurements
Although the sample mass of CaCrO3 is polycrystalline it was finally possible to find a
single domain single crystalline grain within the whole sample. This grain was ground
to a sphere with roughly 100(5) µm in diameter (sample 1 ). This sample was used for
a temperature dependant single crystal X-ray diffraction measurement down to 90 K.
Unfortunately these measurements revealed a twinned structure with 6 different twin
domains which can be described by a threefold rotation around the pseudocubic (1 1 1)
axis combined with or without mirroring at the (1 1 0) plane. The six twin matrices Tj
in notation of the conventional Pbnm cell are:
T1 =
 1 0 00 1 0
0 0 1
 T2 =
 −12 12 121
2
−1
2
1
2
1 1 0
 T3 =
 0 1 01 0 0
0 0 −1

T4 =
 −12 12 −12−1
2
1
2
−1
2
1 1 0
 T5 =
 12 12 12−1
2
−1
2
1
2
1 −1 0
 T6 =
 12 12 −121
2
1
2
1
2
1 −1 0

The volume ratios of these 6 different twin domains rj ≡ r(Tj) are:
r1= 39.7(1.4)%, r2= 2.9(6)%, r3= 39.5(7)%, r4= 2.6(6)%, r5= 11.2(6)% and r6=
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4.2(6)% at room-temperature and do not change for the refinements at all lower temper-
atures. The results of these measurements are listed in Tab. 8.1. Afterwards a second
single crystalline grain was searched for. In order to avoid twinning like in sample 1,
a very small grain was selected. This grain was ground to an accurate sphere with
20(2) µm in diameter (sample Elec) and prepared with large effort for an electron den-
sity measurement at room-temperature; for further details see Chap. 4. Images/frames
have been collected with 60 s per image up to 2Θmax=124.5
◦ using Mo-Kα-radiation.
But unfortunately, also this measurement revealed a twinned structure with 6 different
twin domains. The volume ratios of these 6 different twin domains are:
r1= 4.1(3)%, r2= 2.7(1)%, r3= 11.5(1)%, r4= 4.2(1)%, r5= 39.2(1)% and r6= 38.2(1)%.
As the divergence of the X-ray beam is rather large compared to synchrotron measure-
ments for example, the reflections of different twin domains merge into a single broad
intensity-spot, which can be integrated and includes the intensity of all possible reflec-
tions from other twin domains which may contribute to this (broad) spot. Therefore, it is
possible to analyze and refine the data with a program which can calculate the intensity
contributions of all twin domains to the total intensity I(tot)(hkl) ∝∑6ν=1 r2ν ·I(Tν(hkl)).
But an electron density analysis becomes impossible as all tiny features of any possible
valence electron density distribution will be hidden by the refinement of the volume
ratios of the six different twin domains. Therefore, this single crystal X-ray diffraction
measurement which has been prepared with the precision of an electron density measure-
ment has been used for precise structure determination purposes only. In a third try to
Figure 8.3: Results of single crystal X-ray diffraction measurements; open circles: sample
Elec and sample 2, open triangles: sample 1. (a) Cr-O distances; (b) ratio of the
O2-O2 bondlengths (red) and ratio of the basal Cr-O2 distances (blue); (c) tilt
and rotational angles of the CrO6 octahedron.
find an untwined sample another single crystalline specimen has been found within the
polycrystalline sample mass. This sample was ground to a sphere of roughly 20(4) µm
in diameter (sample 2 ). Afterwards a second, temperature dependant structural study
has been applied from 200 K to 90 K. This second temperature measurement has been
performed in order to check, whether the results from the first measurement can be
reproduced despite their heavily twinned composition, in order to measure some more
temperature points in the low temperature region close to the phase transition and also
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in order to improve the data quality and to diminish the statistical spread of the data
points. Unfortunately, also this sample was twinned despite its tiny dimensions. The
volume ratios of these 6 different twin domains are:
r1= 1.5(6)%, r2= 1.3(3)%, r3= 1.1(3)%, r4= 3.4(4)%, r5= 30.3(2)% and r6= 62.4(4)%.
These ratios stayed about constant for all temperatures. The results of this second
measurements are listed in Tab. 8.2. A comparison between the results of both mea-
surements can be seen in Fig. 8.3. The three different Cr-O distances - with O2 and
O2’ being in the CrO6-octahedral basal plane and O1 the apical oxygen - are shown in
Fig. 8.3 (a). The ratios of the two different O2-O2 bondlengths, i. e. the ratio of the
two basal Cr-O2 distances and the ratio of the edges of the CrO6 octahedral basal plane
are plotted in Fig. 8.3 (b). Finally, in Fig. 8.3 (c) the tilt and rotation angles of the
CrO6 octahedron are plotted. These values are calculated from the tilt of the apical
oxygen and also for the tilt and rotation of the basal plane. As can be seen, the results
of all measurements are quite consistent as the values do not differ within the error bars.
Therefore, the results are reproducible (within the error bars). But the measurement
with sample Elec and sample 2 yield much better results with respect to error bars and
statistical spread. Especially, the O2-ions seems to suffer from this statistical spread
in the data of sample 1. Therefore, only the data of sample Elec and sample 2 will be
taken for further data analysis and interpretation as will follow in the next section.
Furthermore, a synchrotron radiation single crystal X-ray diffraction measurement at
beamline D3 at DESY, Hamburg has been performed using the MAR CCD area detector
and a wavelength of 0.47686 A˚. In this experiment sample 2 which only has two major
twin domains has been measured at 10 K 1. But at the synchrotron the resolution is
much higher than at the Apex single crystal diffractometer. Therefore, the reflections of
both different twin domains were resolved and detected separately, although the pseu-
docubic lattice parameter of CaCrO3 are very similar. Unfortunately, this is an obstacle
for the integration software which can not deal with twinned structures. Thus, this
measurement could not be further evaluated.
neutron measurements
Powder neutron diffraction measurements have been performed at the high resolution
diffractometer SPODI at FRM-II, Garching and at the high-flux diffractometer D20 at
ILL, Grenoble. In the SPODI measurement the atomic positions could be determined
down to 3.5 K. The results are listed in Tab. 8.3. Together with the single crystal
diffraction data the whole temperature region between room-temperature and 3.5 K has
been measured and the results are shown in Fig. 8.4. The rotation Φ and tilt Θ of the
CrO6-octahedra characteristic for the GdFeO3 perovskite structure (see also Chapter 6.1
and Ref. [84]) do not change much with temperature as can be seen in Fig. 8.4. There
are two prominent distortions determining the shape of the basal oxygen plane of this
CrO6-octahedra. The first is the ratio of the basal oxygen (O2) bondlengths between
each other (rO2−O2′,O2−O2′′). The other is the ratio of the bondlength of the Cr-ion to
these basal oxygens (rCr−O2,Cr−O2′). If the first ratio is large, the basal oxygen plane is
1Sample 1 and sample Elec have both three twin domains with significantly large volume ratios.
188
8.1 Magnetic order and electrical properties in CaCrO3
90 K 120 K 160 K 200 K 250 K 293 K
Lattice:
a (A˚): 5.2806(15) 5.2772(14) 5.2789(13) 5.2806(13) 5.2835(11) 5.2888(2)
b (A˚): 5.3178(17) 5.3104(16) 5.3096(15) 5.3106(14) 5.3131(13) 5.3169(2)
c (A˚): 7.4532(25) 7.4714(23) 7.4750(21) 7.4781(21) 7.4837(18) 7.4858(3)
Atoms:
Ca1:
x: 0.9944(2) 0.99437(9) 0.9946(1) 0.9949(2) 0.9949(1) 0.9952(2)
y: 0.0332(2) 0.0329(1) 0.0324(2) 0.0322(2) 0.0315(2) 0.0305(2)
z: 0.25 0.25 0.25 0.25 0.25 0.25
Uiso (A˚
2): 0.0042(2) 0.00494(9) 0.0056(1) 0.0063(2) 0.0072(1) 0.0086(2)
Cr1:
x: 0 0 0 0 0 0
y: 0.5 0.5 0.5 0.5 0.5 0.5
z: 0 0 0 0 0 0
Uiso (A˚
2): 0.0026(2) 0.0033(1) 0.0034(1) 0.0040(2) 0.0043(1) 0.0047(2)
O1:
x: 0.0627(4) 0.0624(2) 0.0618(3) 0.0621(4) 0.0619(3) 0.0616(5)
y: 0.04897(4) 0.4896(2) 0.4898(3) 0.4898(4) 0.4895(3) 0.4907(4)
z: 0.25 0.25 0.25 0.25 0.25 0.25
Uiso (A˚
2): 0.0040(6) 0.0050(3) 0.0052(4) 0.0052(8) 0.0065(4) 0.0070(6)
O2:
x: 0.7133(6) 0.7137(3) 0.7141(4) 0.7134(5) 0.7139(4) 0.7138(7)
y: 0.2852(6) 0.2861(3) 0.2861(4) 0.2857(5) 0.2857(4) 0.2849(7)
z: 0.0325(2) 0.0324(1) 0.0322(2) 0.0323(2) 0.0319(1) 0.0316(2)
Uiso (A˚
2): 0.0043(5) 0.0048(3) 0.0049(4) 0.0055(5) 0.0066(4) 0.0077(6)
Data:
all refl.: 2625 31380 11263 4508 11244 4119
av.refl.: 1104 1785 1644 1600 1645 1527
2Θmax: 74.2◦ 84.6◦ 84.1◦ 83.2◦ 84.12◦ 82.4◦
redun.: 2.38 17.58 6.85 2.82 6.84 2.70
Rint: 2.26% 3.85% 3.29% 2.81% 3.34% 2.61%
Fit:
GoF: 1.73 2.05 1.92 1.43 1.76 1.63
R: 2.76% 1.86% 2.55% 2.82% 2.34% 3.13%
Rw: 5.03% 3.25% 4.01% 4.72% 3.69% 4.89%
Table 8.1: Results of single crystal X-ray diffraction measurements of CaCrO3 sample 1.
rectangular, if it is close to 1 it is square (or rhombic). On the other hand, if the second
ratio is large the basal plane has an rhombic shape and if it is close to 1 it is square (or
rectangular). These ratios are shown in Fig. 8.4 (a). As the second ratio, rCr−O2,Cr−O2′ ,
is very close to 1 over the whole temperature range, the oxygen basal plane has no rhom-
bic shape at all. Only the first ratio differs from 1 and amounts approximately 1.01.
The oxygen basal plane therefore has a square shape with a small rectangular distortion
of the order of 1% which also shows no significant change with temperature. Therefore,
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90 K 100 K 110 K 120 K 160 K 200 K 290 K
Lattice:
a (A˚): 5.2806(15) 5.2765(15) 5.2768(15) 5.2772(14) 5.2789(13) 5.2806(13) 5.2888(2)
b (A˚): 5.3178(17) 5.3112(17) 5.3112(17) 5.3104(16) 5.3096(15) 5.3106(14) 5.3169(2)
c (A˚): 7.4532(25) 7.468(2) 7.4697(25) 7.4714(23) 7.4750(21) 7.4781(21) 7.4858(3)
Atoms:
Ca1:
x: 0.9944(1) 0.9944(1) 0.9943(1) 0.9944(1) 0.9945(1) 0.9947(1) 0.99486(5)
y: 0.0326(1) 0.0326(1) 0.0324(1) 0.0323(1) 0.0320(1) 0.0317(1) 0.03116(5)
z: 0.25 0.25 0.25 0.25 0.25 0.25 0.25
Uiso (A˚
2): 0.0054(1) 0.0056(1) 0.0056(1) 0.0057(1) 0.0063(1) 0.0067(1) 0.00806(4)
Cr1:
x: 0 0 0 0 0 0 0
y: 0.5 0.5 0.5 0.5 0.5 0.5 0.5
z: 0 0 0 0 0 0 0
Uiso (A˚
2): 0.0032(1) 0.0033(1) 0.0034(1) 0.0033(1) 0.0036(1) 0.0038(1) 0.00441(4)
O1:
x: 0.0628(2) 0.0629(2) 0.0627(2) 0.0629(2) 0.0625(2) 0.0625(2) 0.0625(1)
y: 0.04895(2) 0.4895(2) 0.4896(2) 0.4898(2) 0.4897(2) 0.4894(2) 0.4899(1)
z: 0.25 0.25 0.25 0.25 0.25 0.25 0.25
Uiso (A˚
2): 0.0061(2) 0.0059(2) 0.0061(3) 0.0062(3) 0.0069(3) 0.0069(3) 0.0077(1)
O2:
x: 0.7135(2) 0.7134(2) 0.7133(2) 0.7132(2) 0.7133(2) 0.7134(2) 0.7136(1)
y: 0.2863(2) 0.2861(1) 0.2862(2) 0.2860(2) 0.2861(2) 0.2861(2) 0.2858(1)
z: 0.0324(1) 0.0324(1) 0.0323(1) 0.0322(1) 0.0322(1) 0.0321(1) 0.0319(1)
Uiso (A˚
2): 0.0056(2) 0.0058(2) 0.0059(2) 0.0061(2) 0.0061(2) 0.0068(2) 0.0073(1)
Data:
all refl.: 9946 10193 10340 8951 8967 8614 27617
av.refl.: 1699 1689 1686 1665 1667 1700 3799
2Θmax: 82.6◦ 84.3◦ 84.4◦ 84.4◦ 84.3◦ 84.12◦ 124.5◦
redun.: 2.38 6.04 6.133 5.38 5.38 5.07 7.27
Rint: 2.26% 2.40% 2.66% 2.67% 2.77% 2.57% 2.90%
Fit:
GoF: 1.78 1.84 1.73 1.67 1.70 1.77 1.58
R: 2.21% 2.10% 2.30% 2.37% 2.42% 2.40 1.95%
Rw: 3.80% 3.78% 3.83% 3.32% 4.23% 4.28 3.20%
Table 8.2: Results of single crystal X-ray diffraction measurements of CaCrO3 sample Elec.
the nearly square shape of the oxygen basal plane remains unchanged over the full tem-
perature range. But a comparison of the basal Cr-O2 distances with the apical Cr-O1
distances reveals a strong change with the onset of magnetic ordering, see Fig. 8.4 (c):
The Cr-O1 distance starts to decline at 90 K whereas the Cr-O2 distances increase.
Hence, the CrO6-octahedra are compressed in z-direction and stretched/elongated in
the xy-plane - without changing the shape of the basal oxygen plane. This octahedral
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compression in z-direction is an indication for an orbital redistribution of the t2g-orbitals
and points to a stronger dxy occupation due to this anisotropic oxygen environment. For
Ca2RuO4 with similar electronic properties such effects are also known and have been
interpreted in terms of an orbital rearrangement [315-317]. In Ca2RuO4 these effects are
even one order of magnitude larger than in CaCrO3.
Figure 8.4: Results of powder neutron and single crystal X-ray diffraction measurements;
open circles: X-ray results of sample Elec and sample 2, squares: neutron results.
(a) Ratio of the O2-O2 bondlengths (red) and ratio of the basal Cr-O2 distances
(blue); (b) tilt and rotational angles of the CrO6 octahedron; (c) Cr-O distances;
(d) antiferromagnetic moment of Cr4+.
From the octahedral distortions, in principle, it can be understood why the orthorhom-
bic splitting ε is an indicator for orbital (re-)occupation (which causes these distortions).
As the CrO6-octahedra get elongated in their basal plane without changing their shape,
the elongation in b-direction has a stronger effect on the b-lattice parameter than the
elongation in a-direction on the a-lattice parameter because of the octahedral tilt Θ
which points along a-direction and reduces any effect of an octahedral elongation on the
a-lattice parameter by the factor of cos(Θ) whereas the effect on the b-lattice parameter
is not reduced. Therefore, the occupation of the dxy-orbital which leads to the elongation
of the octahedral basal plane causes a stronger rise of the b-lattice parameter than of
the a-lattice parameter which leads to a decay of ε = (a− b)/(a+ b).
Fig. 8.5 (a) shows powder neutron diffraction patterns measured on heating on the
high-flux D20 diffractometer. Below 90 K two strong magnetic peaks emerge which
can only be described by a C-type antiferromagnetic order. From the intensities an
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Figure 8.5: (a) Powder neutron diffraction patterns measured at the D20 diffractometer. (b-
c) Rietveld-fits to the 2 K data for Cx, Cy and Cz type AFM order.
Cz-type-AF moment can be excluded as the scattering vector is perpendicular to the
ordered moment for the magnetic (100)- and (010)-reflections which causes their cal-
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culated intensities to be too large compared to the ones for the magnetic (102)- and
(012)-reflections and vice versa; see Fig. 8.5 (b). The position of the magnetic (010)-
reflection is shifted to lower 2Θ-values due to a larger b-lattice parameter (b/a > 1).
Thus, the ordered magnetic moment can not be perpendicular to this direction and an
Cx-type-AF is excluded; see Fig. 8.5 (c). Indeed the fit for the remaining Cy-type-AF
ordering fits well to the data. In this ordering scheme the magnetic moment points in
±y-direction. In Fig. 8.1 yellow arrows indicate the direction of the magnetic moments
at the Cr-sites.
Generally, there exist four different types of magnetic ordering which are allowed
within the space group Pbnm for the magnetic Cr4+-ions sitting at the 4b-sites. As the
ordered state has to be symmetric according to the glide plane x = 1
4
, 3
4
and the mirror
plane z = 1
4
, 3
4
, only the GxAyFz-, AxGyCz-, CxFyAz- and FxCyGz- types of magnetic
ordering are allowed belonging to the four different irreducible representations Γ1g to
Γ4g from representation theory [89]. As the predominating magnetic mode in CaCrO3
is of Cy-type, the magnetic structure of CaCrO3 is of FxCyGz-type according to the
irreducible representation Γ2g. However, even in a long measurement at the high-flux
diffractometer D20 it was not possible to detect any (weak) intensities unambiguously
indicating any other components besides the predominant Cy-type moment. However,
an Fx component would be in accordance with the observation of weak ferromagnetism
in the susceptibility. Therefore, there may be an additional, weak Fx component which
is difficult to separate from the structural peaks. The results of the Rietveld-refinement
are shown in Fig. 8.5 (b-c). The total magnetic moment at 2 K amounts to 1.094(37)
µB using the form factor of the Cr
4+-ion 2.
The magnetic structure of the series La1−xCaxCrO3 has the irreducible representation
Γ1g (AxGyCz) for x=0.00 to x=0.30 as was found in Ref. [319]. The predominating
component is a magnetic Gy-mode with an magnetic moment of 2.49(2) µB for the com-
pound with x=0.00. Thus, the magnetic moment points in the same direction (±y)
as in CaCrO3, which is the end compound of this series. The only difference is, that
the magnetic moments are also aligned antiferromagnetically in c-direction, whereas
the moments are aligned ferromagnetically in this direction in CaCrO3. This might be
connected to the metallic versus insulating properties of CaCrO3 and LaCrO3 respec-
tively. Therefore, an examination of the whole series with respect to their electronic and
magnetic properties would be of interest.
Furthermore, it should be remarked that the neutron measurements which are very
sensitive to the oxygen content (see Chap. 2), show nearly no deviations from the stoi-
chiometric formula CaCrO3 if the calcium and oxygen occupations are refined (versus the
Cr-occupation of 0.5): occ(O2)=1.007(4), occ(Ca)=0.502(3) and occ(O1)=1
2
·occ(O2).
Therefore, the CaCrO3-sample measured in this work can be assumed to be close to
stoichiometric, which is also corroborated by the high value for TN.
Finally, orbital-order superstructure reflections have been searched for in a long pow-
der neutron diffraction measurement at the high-flux diffractometer D20 at 2 K. In this
2A different chromium form factor has been used in the refinement reported in Ref. [318] yielding a
slightly higher ordered moment.
193
8 Chromates
3.5 K 60 K 90 K 120 K 300 K
Lattice:
a (A˚) 5.2876(1) 5.2869(1) 5.2796(2) 5.2786(1) 5.2888(2)
b (A˚) 5.3270(1) 5.3258(1) 5.3154(2) 5.3131(1) 5.3169(2)
c (A˚) 7.4279(1) 7.4309(2) 7.4587(2) 7.4655(2) 7.4858(3)
Atoms:
x(Ca1) 0.9930(5) 9919(6) 0.9919(13) 0.9942(10) 0.9950(18)
y(Ca1) 0.0330(5) 0.0328(5) 0.0315(7) 0.0322(5) 0.0296(10)
z(Ca1) 0.25 0.25 0.25 0.25 0.25
x(Cr1) 0 0 0 0 0
y(Cr1) 0.5 0.5 0.5 0.5 0.5
z(Cr1) 0 0 0 0 0
x(O1) 0.0634(4) 0.0632(4) 0.0629(6) 0.0630(5) 0.0603(10)
y(O1) 0.4900(4) 0.4901(4) 0.4888(6) 0.4898(5) 0.4896(9)
z(O1) 0.25 0.25 0.25 0.25 0.25
x(O2) 0.7138(3) 0.7141(3) 0.7140(5) 0.7133(4) 0.7147(6)
y(O2) 0.2857(3) 0.2856(3) 0.2868(4) 0.2868(3) 0.2856(5)
z(O2) 0.0328(1) 0.0329(2) 0.0322(3) 0.0323(2) 0.0321(4)
B (A˚2):
B(Ca1) 0.50(4) 0.52(4) 0.58(6) 0.64(4) 0.99(8)
B(Cr1) 0.57(4) 0.41(4) 0.32(6) 0.33(5) 0.55(7)
B(O1) 0.63(3) 0.62(4) 0.53(5) 0.47(4) 0.86(8)
B(O2) 0.64(3) 0.59(3) 0.53(4) 0.63(3) 0.75(5)
Fit:
R 2.68% 2.96% 4.08% 3.29% 5.35%
Rw 3.43% 3.79% 5.17% 4.19% 6.76%
Table 8.3: Results of the rietveld refinement of the SPODI powder neutron diffrection mea-
surements of CaCrO3 at different temperatures.
measurement, superstructure reflections could not be observed and can be excluded with
an accuracy of 10−3 of strong fundamental reflections. Also a refinement of the SPODI
high-resolution data with an orbital order model similar to YVO3 did not yield any
evidence for such kind of orbital ordering.
resistivity measurements
The electrical resistivity ρ was measured on a pellet of CaCrO3-powder cold-pressed
at 12.5 kbar. The resistivity has a characteristic semiconductive developing but with
rather small values at room-temperature; see Fig. 8.6. Moreover the resistivity tends to
a finite value for T→0, which is a real effect and not due saturation of the voltmeter as
the measured voltage (< 0.04 V) remains two orders of magnitude below the saturation
limit of 3 V. This finite resistance at low temperatures is indicative for itinerant electron
behaviour. The overall semiconductive temperature dependency may be dominated by
grain boundary effects. On the first cooling there is a jump at about 90 K which may be
caused by cracks within the pellet induced by strains occurring at the first order phase
transition. On heating again, as well as on further cooling and heating cycles, this jump
vanishes nearly completely (see Fig. 8.6). It should be noticed, that a similar jump was
observed in the resistivity of the metallic CaCrO3-sample of Ref. [305]. As the jump
is exactly at the same temperature as in the pellet measured in this work both samples
most likely exhibit the same Ne´el-temperature. This shows, that the single crystalline
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sample of Ref. [305] has a similar stoichiometry as minor deviations from perfect stoi-
chiometry usually alter the Ne´el-temperature in transition metal oxides distinctly - see
for example the La2−xSrxCuO4 or the La1−xSrxTiO3 phase diagram [31, 2].
In the inset of Fig. 8.6 the Arrhenius plot of ρ is shown. It can be seen that ρ proceeds
to a finite value for T → 0 K and that the activation energy ∆ vanishes for T → 0 K.
The second inset (within the first) shows this activation energy calculated from a simple
ρ = ρ0 · exp(∆/(2 · kB · T )) model for the second measurement (without a jump of ρ).
Below the phase transition, ∆ seems to accelerate its decrease towards 0 eV. Of course,
this is a too simple model for any quantitative result but at least it shows, that CaCrO3
is not a simple insulator or semiconductor.
Concluding, the question whether single crystalline and bulk CaCrO3 is metallic or
insulating could not be unambiguously solved by resistivity measurements of polycrys-
talline pellets. On the one hand, the temperature dependency ∂ρ/∂T < 0 is an in-
dication for insulating or semiconductive behaviour, but it may be caused by grain
boundary-effects and by barrier oxide layers on the surface of the powder particles. On
the other hand, the lack of a divergence of ρ for T→ 0 K and the somewhat lower room-
temperature values of ρ are indications for an itinerant electron behaviour of CaCrO3.
Figure 8.6: Electrical resistivity ρ of CaCrO3 measured with a current of 1 µA. The first inset
shows the arrhenius plot; the second inset (within the first) shows the activation
energy ∆ calculated from a simple model. Four heating/cooling measurements
have been performed: 1st cooling (blue), 2nd heating (red), 3rd cooling (black),
4th heating (green).
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Finally, it is interesting to note, that in single crystals, metallic properties have been
observed [305], whereas in polycrystalline powders insulating properties have been ob-
served [309]. Also in the polycrystalline powder samples of this work, the temperature
dependency of the resistivity ρ exhibits a semiconductive character. The comparism
with another Cr4+ compound - CrO2 - reveals astonishing similarities. CrO2 is a half
metall with a metallic conductivity. But wheras bulk single crystalline films exhibit
metallic properties [320], cold-pressed polycrystalline powders exhibit insulating prop-
erties. In cold-pressed CrO2-powders the different particles have a natural barrier oxide
layer of Cr2O3 covering them. This insulating Cr2O3-layers have a thickness of 2-3 nm
which is sufficient for turning the properties of the whole pellet insulating [320, 321].
Such an insulating temperature dependency of the electrical resistivity of CaCrO3 could
have been observed for similar reasons in Ref. [309] and in this work. Possibly, the
unusual oxidation state of the Cr4+-ion leads in both compounds to a different oxygen
stoichiometry at the surface. Therefore, the resistivity of polycrystalline CaCrO3 may
be governed by grain boundary effects.
optical measurements
In order to get more insight in the electronic properties of CaCrO3 optical reflectivity
measurements of a cold-pressed pellet of CaCrO3-powder have been performed and an-
alyzed by T. Mo¨ller in the spectral range between 7 meV and 0.9 eV at quasi-normal
incidence; see also Ref. [318]. As is shown in Fig. 8.8 (a) the reflectivity R(ω) tends to
1 for ω → 0 which is typical for a metal. The additional peaks between 20 and 80 meV
are phonons which are obviously strongly screened as could be expected for a metal.
Figure 8.7: (a) Optical reflectivity R and (b) optical of conductivity σ1 of CaCrO3 measured
by T. Mo¨ller [318].
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Thus R(ω) clearly indicates the itinerant electron behaviour in CaCrO3.
Furthermore, the real part σ1(ω) of the optical conductivity has been calculated by
T. Mo¨ller using Kramers-Kronig relations; see Fig. 8.8 (b). The fact, that a poly-
crystalline sample with finite grain size of 10-20 µm in average has been used for this
measurement can explain the small decrease of σ1(ω) for small values of ω → 0 since the
wavelength of λ = 20 µm corresponds to a photon energy of about 60 meV. Also the
broad peak around 350 meV could be attributed to excitations from the lower to the
upper Hubbard band. For further, more detailed information, see Ref. [322].
Hence, the optical measurements reveal the metallic properties of CaCrO3 with a
moderate conductivity of the order of several hundred Ω−1cm−1.
magnetic susceptibility
The magnetic susceptibility has been measured by M. Isobe; see also Ref. [318]. The
temperature dependency of χ above TN is small and almost temperature independent
which is indicative for itinerant magnetism. Therefore, these measurements corroborate
the itinerant properties of CaCrO3. Indeed, the magnetic susceptibility of CaCrO3 has
some similarities with the susceptibility in the metallic (Sr,Ca)RuO3-system [323].
Figure 8.8: The magnetic susceptibility of CaCrO3 measured by M. Isobe [318].
This itinerant scenario would also be in accordance with the observations in Ref. [310]
where a magnetic moment µeff of 3.7 µB was obtained by fitting χ(T ) to the Curie-Weiß-
law. This value is distinctly higher than the measured value of 1.1 µB determined by
neutron scattering in this work. Such a failure of the Curie-Weiß-law is usually indica-
tive for a non-localized system.
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band structure calculations
In order to understand the electrical and magnetic properties of CaCrO3 better, S. V.
Streltsov has performed band structure calculations using the structural data measured
in this work; see Ref. [318]. The results of the LSDA calculation for CaCrO3 retrieve
metallic solutions for all possible types of (collinear, commensurate) magnetic ordering.
Due to these calculations, the C-type antiferromagnetic structure has the lowest energy.
This is in accordance with the magnetic structure measured in this work. The calculated
magnetic moment of about 1.5 µB is only little higher than the measured moment of
about 1.1 µB. A value lower than 2 µB can be explained by strong pd-hybridisation. In
these LSDA calculations, the C-type antiferromagnetic ordering could be explained by
the interplay of three different exchange constants J, J’ and J” - see Fig. 8.9. Here, J is
the exchange constant between the nearest neighbours (nn) within the ab-plane. J’ is a
similar coupling constant between nearest neighbours in c-direction and J” is the next
nearest neighbour (nnn) exchange constant in a diagonal direction; see Fig. 8.9. S. V.
Streltsov found strong antiferromagnetic nn coupling constants J = 80 K and J’ = 60 K.
This can not explain the observed magnetic structure, as it would cause a G-type anti-
ferromagnetic structure as measured for example for insulating LaCrO3 [319]. But the
nnn coupling constants were found to be remarkably high: J” = 33 K. Since there are
four times more nnn than nn, the nnn coupling overrules the nn coupling (J is also
AFM). This explains the C-type antiferromagnetic order in CaCrO3. Furthermore, the
flattening of the octahedra observed in this work fits to this scenario since it yields an
increased dxy occupation thereby lowering J’.
S. V. Streltsov also made LSDA+U calculations (Ref. [318]). In these calculations
CaCrO3 is insulating and the resulting C-type magnetic structure is related to orbital
ordering very similar as in the G-type orbital ordered phase of YVO3 which leads to
C-type antiferromagnetism [296-299].
On the one hand these two solutions were the two possibilities right from the begin-
ning, on the other hand these calculations show, that the C-type antiferromagnetism
can be well explained in a metallic scenario.
8.1.4 Discussion
In the literature, the descriptions of the electronic properties of CaCrO3 range from
metallic [305, 308] to insulating properties [309, 310]. Whereas metallic properties have
been observed in single crystals, all polycrystalline powders exhibit insulating properties.
A similar difference in the behaviour of ρ in single- and polycrystalline samples has also
been observed for the metallic Cr4+ compound CrO2 [320, 321]. This may be caused by
the unusual oxidation state of the Cr4+ ion leading to an oxidation at the surface. Thus,
the resistivity of polycristalline samples may be governed by grain boundary effects also
in CaCrO3 and, indeed, there is strong evidence that bulk CaCrO3 is metallic.
The first indication for an itinerant electron behaviour in CaCrO3 is the finite value
of ρ for T → 0 K.
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Figure 8.9: (a) The measured crystal structure of CaCrO3 and (b) a model of the measured
magnetic structure together with the exchange interactions J, J’ and J” used in
the band structure calculations of S. V. Streltsov [318].
The metallic scenario of CaCrO3 is, furthermore, supported by the fact that the
metallic samples of Ref. [305] show an anomalous jump in the resistivity at the same
temperature, 90 K, as was also observed in the resistivity in this work. It is very unlikely
that the transition temperature of the metallic samples in Ref. [305] is exactly as high
as in stoichiometric samples, if these were not stoichiometric. Therefore, these metallic
samples in Ref. [305] can be regarded as stoichiometric CaCrO3.
The small and almost temperature independent magnetic susceptibility is also indica-
tive for itinerant electron behaviour. And the failure of Curie-Weiss fits - 3.7 µB reported
in Ref. [310] versus 1.1 µB measured in this work - corroborate the non-localized electron
behaviour scenario.
Moreover, the optical reflectivity measurements of the cold-pressed CaCrO3-sample
of this work, which were performed and analyzed by T. Mo¨ller, revealed the metallic
nature of CaCrO3 as the reflectivity tends towards 1 for ω → 0.
Even, if band structure calculations do not give a clear picture (LSDA: metal, LSDA+U:
insulator), at least the LSDA calculations are able to explain the C-type antiferromag-
netic properties of CaCrO3 also in a metallic scenario.
8.1.5 Conclusion
Concluding, a comprehensive structural, magnetic and electronic study of CaCrO3 in-
cluding synchrotron and neutron measurements as well as macroscopic resistivity, sus-
ceptibility and optical reflectivity measurements has been performed and revealed the
unique nature of CaCrO3. The neutron measurements reveal a Cy-type antiferromag-
netic ordering with a total antiferromagnetic moment of about 1.1 µB at 2 K. From the
structural data a compression of the CrO6-octahedra in c-direction with an concomitant
elongation in a- and b-direction was found below TN indicating a higher occupation of
the dxy-orbital. Finally, the optical reflectivity measurements [318] reveal the itiner-
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ant properties of CaCrO3. However, CaCrO3 is not a typical metal and close to the
itinerant/localized crossover, but on the metallic side. Hence, CaCrO3 possibly is the
unique example of an antiferromagnetic and metallic transition metal oxide with a fully
three-dimensional crystal structure.
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8.2 Magnetic order in PbCrO3
8.2.1 Introduction
PbCrO3 is an undistorted perovskite with a simple cubic crystal structure. In Ref. [324]
insulating properties were reported for this compound with a room-temperature value
of ρ which is three orders of magnitude higher than that for CaCrO3 and an activation
energy of 0.27 eV. Also in this compound ρ tends to a finite value for T → 0 K after
reaching a maximum value around 100 K. At this temperature, where the anomalies
in the electrical resistivity appear, also the magnetic susceptibility shows its sharpest
increase. However, a Ne´el-temperature of 160 K is reported in the same study [324]. In
Ref. [325] the Ne´el-temperature was observed at 240 K. But in this neutron scattering
study a small intensity tail was attributed to the onset of magnetic ordering and the error
bars are already rather large at 200 K with about 160 K being the next data point below.
As the powder samples in the neutron scattering study [325] contain impurity phases but
no impurity phases have been detected by X-rays within the single crystalline samples
in the thermodynamics and transport study [324], the Ne´el-temperature of 160 K [324]
is probably more reliable.
8.2.2 Experimental
Polycrystalline samples of PbCrO3 were grown by a high pressure technique by M. Azuma.
Unfortunately these samples contain impurity phases as was determined by X-rays. Pow-
der neutron diffraction measurements have been performed at the G4.1 diffractometer at
the reactor Orphe´e in Saclay (λ = 2.4226 A˚). The lattice parameter have been studied
with synchrotron radiation X-ray powder diffraction at beamline B2 at Hasylab/DESY
in Hamburg (λ = 0.49342 A˚).
8.2.3 Results
powder X-ray diffraction measurements
Using synchrotron radiation, temperature dependant powder X-ray diffraction measure-
ments have been performed. A rather high incident energy has been chosen in order to
penetrate these plumbiferous samples during the measurement in Debye-Scherrer geome-
try. As the sample contains some impurity phases it was not possible to decide whether
PbCrO3 has a lower than cubic symmetry or not; see Fig. 8.10 (b). In the rietveld
refinement the thermal displacement parameters attained non-physical large values. It
could not be determined whether this is due to bad sample quality or other effects (ab-
sorbtion). The temperature dependency of the a-lattice parameter is shown in Fig. 8.10
and shows a very linear developing.
neutron measurements
Powder neutron diffraction measurements have been performed at 1.5 K and at 200 K;
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Figure 8.10: (a) a-lattice parameter of PbCrO3. (b) Synchrotron radiation powder X-ray
diffraction pattern measured at 13 K (beamline B2); black: measured intensities
Iobs, light gray: rietveld fit Icalc, gray: Iobs− Icalc + Ioffset; dark gray: positions
of bragg peaks (only in the inset).
see Fig. 8.11. Contrarily to the neutron scattering study in Ref. [325] the magnetic
peaks have already vanished at 200 K. This can be seen in Fig. 8.11 (b). On the one
hand, this would be in accordance with the observations in single phase single crystals
of Ref. [324]. On the other hand it is possible that TN is somewhat lower in the sample
measured in this work due to a different sample quality. The magnetic moment measured
at 1.5 K amounts to 2.09(33) µB per Cr
4+-ion. This value is close to the value of 1.9 µB
reported in Ref. [325]. Therefore, the sample quality of the sample studied in Ref. [325]
and in this work may be comparable. In Ref. [325] it was noted that the sample quality
was bad (impurity phases) which resulted in relatively poor-quality intensity data [325].
Therefore, it can be assumed that the transition temperature could not be determined
as accurately as in Ref. [324] and that the value of 160 K for TN determined in Ref. [324]
is more reliable. Both values of the antiferromagnetic moment are close to the spin value
expected for a 3d2 system.
8.2.4 Conclusion
Concluding, synchrotron radiation studies and powder neutron diffraction measurements
have been performed on a sample of PbCrO3, which contains some impurities. A G-type
antiferromagnetic moment of 2.09(33) µB has been measured at 1.5 K confirming the
observations in Ref. [325]. However, opposed to the observations in Ref. [325], at 200 K
there is already no sign of magnetic ordering. The rather high magnetic moment suggests
that PbCrO3 is more insulating than CaCrO3 which was also observed in resistivity
measurements in Ref. [324]. The reason for this more insulating behaviour in spite of
the less distorted cubic structure most likely is the much larger unit cell of PbCrO3
compared to the pseudocubic unit cell of CaCrO3 which supports localization effects.
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Figure 8.11: (a) Powder neutron diffraction pattern measured at 1.5 K (G4.1 diffractometer);
black: measured intensities Iobs, green: rietveld fit Icalc, blue/dark blue: posi-
tions of structural/magnetic bragg peaks. (b) Comparison between 1.5K and
200 K data.
The pseudocubic lattice parameters of CaCrO3 are around 3.75 A˚ at room-temperature
whereas the cubic lattice parameters are close to 4.00 A˚.
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8.3 Magnetic order in SrCrO3
8.3.1 Introduction
SrCrO3 which only has slightly larger lattice parameter (a ≈ 3.82 A˚) compared to the
pseudocubic unit cell of CaCrO3, but which already has an undistorted cubic crystal
structure like PbCrO3, might also be of interest with regard to the coexistence of anti-
ferromagnetism and metallic properties.
More than 40 years ago, in the first studies, metallic properties have been observed for
SrCrO3 between room-temperature and liquid helium temperature [326]. In the same
study the magnetic properties of SrCrO3 have been described in terms of paramagnetism.
There are not so many studies of SrCrO3 due to the elaborate high pressure synthesis
technique which renders the availability of all these chromates rather difficult. However,
in the last few years SrCrO3 has re-attracted considerable interest [310, 306, 307, 327].
Regarding the magnetism of the d2-system SrCrO3, there are already two conflictive
observations within the same group as was already stated in Chapter 8.1 [306, 307]. In
Ref. [310] a fit of the magnetic susceptibility to the Curie-Weiss law yields a too large
value of 8.3 µB indicating a failure of the Curie-Weiss law similar to the case of CaCrO3.
This supports a non-localized electronic picture for SrCrO3 [310]. In the same study it
was also reported that the anomalous electronic and magnetic properties of SrCrO3 are
driven by Cr-O bond-length fluctuations due to Cr-O bond lengths differing from ionic
bonds as well as from covalent or metallic bonds [310].
In Ref. [307] phase separation has been reported for SrCrO3 at low temperatures. A
further tetragonal phase (P4/mmm) appears beneath the cubic high-temperature phase.
Whereas no magnetic peaks have been observed in powder neutron diffraction measure-
ments of Ref. [306], weak magnetic peaks within a very noisy background were observed
in powder neutron diffraction measurements of Ref. [307]. These magnetic peaks were
interpreted by orbital ordering in the tetragonal phase in which the occupation of a dxy
orbital was assumed. Due to this orbital occupation a spin ordering equivalent to C-type
antiferromagnetic ordering was fitted to the data. Therefore, the magnetic order was
supposed to occur only within the tetragonal phase and it was claimed, that no magnetic
ordering was observed for the cubic phase.
8.3.2 Experimental
Polycrystalline samples of SrCrO3 were grown by M. Isobe using a high pressure and
high temperature technique. One of these samples, sample A, is contaminated by impu-
rity phases but the other sample B has only minor impurity contributions (which may
be neglected). Powder neutron diffraction measurements have been performed at the
SPODI diffractometer at the FRM-II in Garching (λ = 1.548 A˚, sample A) and at the
D1A diffractometer at ILL in Grenoble, France (λ = 1.3897 A˚, sample B).
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8.3.3 Results
neutron measurements
Both samples have been measured by means of powder neutron diffraction between 100 K
and about 3 K; see Fig. 8.12. In both samples phase separation was observed at lowest
temperature similar to the observations in Ref [307]. However, at higher temperatures
(35 K) the tetragonal phase has already vanished. The diffraction patterns could be
described by a cubic (Pm3m) and a tetragonal phase (P4/mmm) with a, b > c. Since
the atoms are all sitting at high symmetry positions in both phases, no refinement of
the atomic positions was necessary. The volume ratio of both phases was fitted and the
magnetic moment was attributed only to the tetragonal phase. In Tab. 8.4 the results
of the Rietveld refinement are shown.
The Rietveld refinement yields a value of about 30.4% for the volume fraction of the
tetragonal phase in sample A at 3 K. Fig. 8.12 (c) shows the related Rietveld fit. In
the 3 K data there is a small magnetic peak visible which is temperature dependent as
it vanishes at 100 K; see Fig. 8.12 (f). This peak could be indexed as a (1
2
1
2
0) peak
and a a C-type antiferromagnetic (AFM) structure model could be fitted to the data.
From the comparison of fits with magnetic moments parallel to the ctet-direction (green
line) or within the atet/btet-plane (blue line) a Cz antiferromagnetic structure could be
unambiguously identified: For Cx-type AFM ordering the calculated intensity of the
(1
2
1
2
0)tet-peak is too low and for the (
1
2
1
2
1)tet-peak the calculated intensity is too
large. In case of Cz-type AFM ordering the magnetic moment is more parallel to the
(1
2
1
2
1)-scattering vector which has a large L-component. Thus, the scattered intensity
of this reflection is much reduced (compare Chap. 3) which is in accordance with the
experiment; see Fig. 8.12 (d). This result is contrarily to the observations in Ref. [307]
where a moment within the ab-plane was found.
In sample B the refinement yields a value of only 17.5% for the tetragonal phase. Such
a sample dependent fraction of the tetragonal phase was also observed in Ref. [307]. In
sample B, this small volume fraction of the tetragonal phase makes the detection of
the small magnetic moment even harder as the magnetic moment is smaller than 1 µB.
Therefore, a distinct magnetic peak could not be detected. The data and fit are shown
in Fig. 8.12 (e). Nevertheless, it was possible to fit a magnetic moment of similar value
as for the tetragonal phase in sample A to these data. This shows, that the magnetic
moment is really related to the tetragonal phase (and its volume fraction) and not to the
cubic phase: when the tetragonal phase has nearly vanished, also the magnetic peaks
have vanished. This was already assumed in Ref. [307] but without having the data for
comparison 3.
8.3.4 Conclusion
In conclusion, powder neutron diffraction measurements have been performed for two
different SrCrO3-samples. At lowest temperatures (≈ 3 K) both samples exhibit phase
3Probably, in Ref. [307] it was implicitly assumed that the cubic phase would exhibit G-type antifer-
romagnetism and not C-type.
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Figure 8.12: (a,b,e) Powder neutron diffraction pattern measured at 3.5 K (black), 35 K
(cyan) and 95 K (red) at the D1A diffractometer (λ = 1.3897A˚) and (c,d,f)
measured at 3 K (black) and at 100 K (red) at the SPODI diffractometer (λ =
1.548 A˚). The green lines are fits; blue/dark blue/magenta bars: Bragg positions
of the cubic/tetragonal/magnetic phase. Green and blue lines in (d): fits for
Cz- and Cx/y-type AFM.
separation similar to the observations in Ref. [307]. But whereas the low-temperature-
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sample A A B B B
T: 3 K 100 K 3.5 K 35 K 95 K
Cubic phase
a (A˚): 3.81028(7) 3.81151(7) 3.81230(6) 3.81246(8) 3.81306(8)
Tetragonal phase
a (A˚): 3.82117(19) - 3.82257(2) - -
c (A˚): 3.79392(23) - 3.79447(4) - -
vol% : 30.4(8)% 0 17.5(8)% 0 0
M (µB/Cr
4+): 0.83(28) 0 ≈0.87(45) ‡ 0 0
Table 8.4: Lattice parameter, volume fraction and magnetic moment of the two phases in
SrCrO3. ‡: Due to the small volume fraction of the tetragonal phase in the D1A
measurement, a magnetic peak could hardly be detected. Nevertheless, the (not
reliable) value of the fit is shown here.
tetragonal (LTT) phase amounts to 30.4% in the first sample, the second sample exhibits
only 17.5% of the LTT phase. At these low temperatures a small magnetic peak can
be observed for the first sample but not for the second. This gives evidence for the
connection between the magnetic and the tetragonal phase - if the volume fraction of
the LTT phase is sufficient, a weak magnetic peak can be observed, and if the fraction
of the LTT phase gets further diminished, also this weak magnetic peak vanishes or
gets hidden in the background. Furthermore, the type of magnetic ordering could be
unambiguously determined as a Cz-type AFM ordering with moments parallel to the
ctet-axis. This result is different to the observations in Ref. [307]. Also the magnetic
moment, which was not determined in the noisy measurement of Ref. [307] could be
determined roughly in this work. The Cz-type AFM moment amounts to 0.83(28) µB.
This moment is of the order of the AFM moment of 1.1 µB of the chromium ion in
CaCrO3 and even a little lower. With respect to these new results, especially the low
ordered moment, the situation in the LTT phase of SrCrO3 may be similar as in CaCrO3
and antiferromagnetism and metallic properties may coexist in this phase. Therefore,
further examination of the LTT phase of SrCrO3 would be of interest. But for these
purposes, samples with a volume fraction of 100% of the tetragonal phase would be
desirable in order to avoid any biasing by the cubic phase. All samples used in this work
do not meet these requirements, but the existence of such a sample has been reported
in Ref. [307].
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8.4 Pressure studies on chromates
8.4.1 Introduction
High pressure studies provide a powerful tool to probe the behaviour of condensed matter
as a function of decreasing inter-atomic distance omitting any complications introduced
by the change of chemistry. An example may be the doping of chromium into VO2
which has a similar effect on the structure (dimerized M2-phase) as the application of
pressure, but which introduces a different element into this vanadate for example causing
changes in ESR measurements [328]. In this work, high pressure synchrotron radiation
experiments have been performed in order to determine the lattice parameter of CaCrO3
and SrCrO3 as a function of pressure.
For determination of the bulk modulus B0, its pressure derivative B
′
0 and the volume
at ambient pressure V0, a third-order Birch-Murnaghan equation of state has been fitted
to the data.
P =
3
2
·B0 ×
[(
V0
V
)7/3
−
(
V0
V
)5/3]
×
(
1 +
3
4
· (B′0 − 4) ·
[(
V0
V
)2/3
− 1
])
(8.1)
Here, V0 is the volume at 0 GPa, B0 is the bulk modulus at 0 GPa and B
′
0 is its pressure
derivative (see for example Ref. [329-331]).
8.4.2 Experimental
High pressure studies have been performed on the chromates CaCrO3 and SrCrO3
4
discussed in Chapters 8.1 and 8.3. The pressure dependent lattice parameter have been
measured by means of angle dispersive synchrotron radiation powder diffraction at beam-
line ID09A at ESRF in Grenoble, France (λ = 0.413115 A˚). Diamond anvil cells of the
cylinder-piston type with a He gas driven membrane for pressure generation have been
used with He as the pressure medium. The pressure was determined by the ruby fluo-
rescence method. And the scattered intensities have been detected with an image plate
detector. Such a measured intensity map is shown in Fig. 8.13. Data reduction has
been performed with the FIT2D software [141].
8.4.3 Results
CaCrO3
The unit cell volume of CaCrO3 as a function of pressure if plotted for two different
temperatures in Fig. 8.14 (a). For rising pressures, the unit cell volume at 49 K < TC
tends towards the value at room-temperature. Two diffraction patterns measured at
low and high pressures are shown in Fig. 8.14 (g). By comparing the FWHM of the
Bragg peaks at 2 GPa and at 33 GPa the pressure broadening effect is illustrated quite
4sample B
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Figure 8.13: Diffraction patterns of CaCrO3 for different pressures measured at room-
temperature indicating the pressure-induced peak broadening.
impressively. This pressure broadening effect is caused, if the hydrostatic conditions get
worse at higher pressures and was also initially shown in Fig. 8.13.
In Fig. 8.14 (b) the ratio of the lattice parameter at a given pressure to the value at
ambient pressure is shown. This value is a measure for the compressibility of the related
lattice parameter or axis. As can be seen, the c-lattice parameter is less compressible
than a and b. This is somehow astonishing since the c-lattice parameter exhibits a strong
anomalous drop on cooling; see Chapter 8.1. Below the phase transition, at 49 K the a-
lattice parameter becomes also less compressible and only b stays the most compressible
axis. Around 15 GPa a crossover of the pseudocubic cc and bc lattice parameter can be
observed. This resembles on the O-orthorhombic→ O’-orthorhombic phase transition on
cooling where a crossing of the pseudocubic cc and ac lattice parameter can be observed;
see Chap. 8.1. But here, cc behaves opposite and crosses the other pseudocubic bc lattice
parameter.
Unfortunately, preferred orientation effects can not be avoided in such kind of syn-
chrotron measurements as the used sample volume within these pressure cells is very
small. Therefore, the atomic parameters could not be fitted to the data. Thus, the
lattice parameter are the only reliable information which can be drawn out of these
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Figure 8.14: (a) Unit cell volume of CaCrO3 at 298 K and 49 K and of SrCrO3 (cubic) at 27 K;
green lines: fits to the Birch EOS. (b) Ratios of the lattice parameter a/a(0GPa)
etc. of CaCrO3 measured at 298 K. (c) Pseudocubic lattice parameter of CaCrO3
at 298 K. (d) Ratio
√
2 · c/(a+ b); inset: ε = (a− b)/(a+ b). (e) Ratios of the
lattice parameter a/a(0GPa) etc. of CaCrO3 measured at 49 K. (f) Pseudocubic
lattice parameter of CaCrO3 at 49 K. (g) Powder diffraction patterns of CaCrO3
at 298 K; black/blue circles: 2 and 33 GPa data respectively; green/magenta
lines: corresponding Rietveld fits of 2 and 33 GPa data respectively; cyan bars:
Bragg positions at 2 GPa; dark green line: Iobs-Icalc for the ’2 GPa refinement’.
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measurements and interpretation has to be done without knowledge of the atomic po-
sitions. Either pure structural effects like CrO6-octahedral tilts or orbital occupations
inducing octahedral distortions can have impact on the lattice parameter. Generally,
with higher pressure orbital ordering should be diminished and a metallic state should
be supported. As CaCrO3 is close to the itinerant/localized crossover, pressure may
have a remarkable effect on the electronic structure.
The reason for the b-axis being the most compressible axis at all temperatures probably
can have something to do with the octahedral tilts. The CrO6-octahedra are tilted
around the b-axis. If the octahedral tilts decrease with increasing pressure, this should
stabilize the c- and also the a-axis. As was observed in the neutron and X-ray diffraction
measurements of this work, the CrO6-octahedral tilts have a constant value of about 10
◦
for all measured temperatures (see Chap. 8.1). Thus, there is the same initial situation
at 298 K and 49 K leading to the same compressibility of b. However, the octahedral
rotations should be more stable (relative to the tilts) then, since decreasing rotations
would also stabilize the a- and b-lattice parameter. If this simple interpretation is right,
a and b should become more equal. Indeed, this is the case for both temperatures as
can be seen in Fig. 8.14 (c) and (f). Furthermore, this theory is supported by the
pressure dependence of the ratio c · √2/(a + b) ≡ ccub/acub+bcub2 with the pseudocubic
lattice parameters acub = a/
√
2, bcub = a/
√
2 and ccub = c/2, see Fig. 8.14 (d). For
both temperatures, this ratio exhibits an increase with increasing pressure (and even a
crossover for the room-temperature measurement). Furthermore the ’orthorhombicity’,
i. e. the absolute value of the orthorhombic splitting ε = (a − b)/(a + b), decreases
with increasing pressure as can be seen in the inset of Fig. 8.14 (d). However, up to the
highest pressures measured, the symmetry stays Pbnm and in the diffraction patterns
there is no indication for a transition to a higher symmetry like for example P4/mmm
as in SrCrO3 or I4/mcm as in Sr1−xCaxCrO3 with x = 0.4-0.5 [327] or like Ibmm as
in La1−xSrxTiO3 for high Sr-doping [116].
Fits of the unit cell volume of CaCrO3 to the Birch EOS, Eq. 8.1, yield values of
181(2) GPa at 298 K and 168(4)GPa at 49 K for the bulk modulus B0. The value at
room-temperature is of the same order as the value observed in Ref. [310] - 189(2) GPa.
SrCrO3
The unit cell volume of the cubic phase of SrCrO3 at 27 K as a function of pressure is
plotted in Fig. 8.14 (a). As can be seen in Fig. 8.15 (c-d) at 27 K there is no phase
separation observable at ambient pressure. But after loading some pressure, at 3.5 GPa
phase separation sets in and the LTT phase emerges. The lattice parameter of both
phases are plotted in Fig. 8.15 (a) and the volume fraction of the LTT phase is shown
in Fig. 8.15 (b). After reaching its maximum value right in the beginning, the volume
ratio of the tetragonal phase decreases again. At higher pressures the peaks were broad-
ened as could be also seen for CaCrO3. Increasing peak widths and decreasing volume
ratios of the LTT phase render the determination of the lattice parameter of the LTT
phase difficult. Therefore, only a simple cubic phase has been fitted to the data for
higher pressures (and also the data shown for pressures above 13 GPa might already
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suffer from these effects). Additionally to the lattice parameters the unit cell volume of
the tetragonal phase is shown indirectly by plotting V
1/3
tet together with the acub-lattice
parameter of the cubic phase. As can be seen the unit cell volume of both phases is
about equal in the reliable pressure regime. For example at 3.5 GPa (where the volume
fractions of the tetragonal phase are large) the unit cell volumes of the tetragonal and
cubic phase amount to 53.552(17)A˚3 and 53.575(5)A˚3 respectively. This is about equal
within the error bars and, hence, within the resolution of this measurement.
The pressure dependency of the volume fraction indicates a full conversion of the
LTT phase to the cubic phase at high pressures (which could be expected). The fact
that the sample did not exhibit any phase separation at 0.5 GPa pressure 5 but directly
after measuring the next pressure point indicates that the formation of the LTT phase
is affected by strain within the crystal. This was also concluded in Ref. [307] where
a slowly varying strain field was supposed to support the growth of the LTT phase
whereas large local variations of strain would be harmful for the LTT phase. Therefore,
the application of 3.5 GPa pressure could have smeared out local peaky variations of
microstrain thus creating more ideal 6 conditions for the LTT phase. And the effect is
really large: as sample B shows no phase separation at 27 K and only a LTT-volume
fraction of 17.5(8)% at the much lower temperature of 3.5 K in the neutron measurement,
it is really remarkable that at 27 K the same sample exhibits even three times higher
volume fractions of the LTT phase if 3.5 GPa pressure is applied.
After increasing the pressure by 13.5 GPa the ctet-lattice parameter has decreased by
2.33% whereas the atet-lattice parameter has lost only 1.5% of its value. The relative
incompressibility of the atet axis may indicate a higher occupation of the dxy orbital.
This was also assumed in Ref. [307].
A fit of the V-P data of the cubic phase of SrCrO3 to the Birch-Murnagham EOS,
Eq. 8.1, yields a bulk modulus B0 = 153(9) GPa. This is much lower than the value
of 178(5) GPa observed in the room-temperature measurements of Ref. [310] for the
low pressure regime (P < Pcrit = 4 GPa), but it is closer to the value of 144(2) GPa
which was reported in the same study for the high pressure regime (P > Pcrit). This
would suggest a similar high compressibility than in the P > Pcrit regime of the room-
temperature studies of Ref. [310]. On the other hand the phase diagram shown in Ref.
[310] predicts the shift of Pcrit towards much higher pressures on cooling
7. Therefore,
the bulk modulus of SrCrO3 should be much higher at 27 K, i. e. of the order of 178(5)
GPa [310]. Thus, the results of this work are inconsistent with the model of Ref. [310]
and vice versa. No phase separation has been reported in Ref. [310]. It may be possible
that also at room-temperature a pressure of 4 GPa may be sufficient to induce some
kind of phase separation which may have been confound with peak broadening effects.
If these data would have been fitted with a single cubic phase then, a small kink in the P-
V diagram as observed in Ref. [310] could be explainable. Unfortunately, no diffraction
5A temperature of 27 K was already reached before starting the 0.5 GPa measurement.
6with respect to the criteria of Ref. [307]
7for example: Pcrit(240 K) ≈ 23 GPa [310] indicating that all pressures observed in this work are
below Pcrit.
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Figure 8.15: (a) Lattice parameter of the cubic (acub) and tetragonal phase (atet, ctet). Also
the tetragonal unit cell volume is indicated by the value of V1/3tet . (b) Volume
ratio of the LTT phase. (c-d) Diffraction patterns; red arrows indicate peaks of
the LTT phase.
patterns were shown in Ref. [310]. A careful reinvestigation of the room-temperature
phase with special attention to phase separation could give further insights.
8.4.4 Conclusion
Concluding, for CaCrO3 the lattice parameter have been measured at two different tem-
peratures, 298 K and 49 K < TC. There is no change in symmetry up to 35 GPa for
both temperatures although the absolute value of the orthorhombic splitting steadily de-
creases. Similar to the O-orthorhombic→ O’-orthorhombic phase transition on cooling,
the cc-lattice parameter also crosses another pseudocubic lattice parameter with increas-
ing pressure in the 298 K measurement. But instead of decreasing and crossing ac, the
cc lattice parameter is the most incompressible lattice parameter at 298 K and crosses
the initially higher bc lattice parameter. The reason may be the higher compressibility
of bc which could be driven by a decreasing CrO6-octahedral tilt. This is also supported
by the pressure driven increase of the ratio ccub/
acub+bcub
2
. However, also orbital effects
could be responsible. In order to get further information, either theoretical calculations
using the measured lattice parameter or powder neutron diffraction measurements are
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necessary. The last possibility may be the best. Pressure cells for neutron scattering are
much larger as in the synchrotron case. Therefore, much larger amounts of sample can
be loaded into the pressure cell which diminishes preferred orientation effects and, thus,
also gives access to the atomic positions.
In the SrCrO3-system a pressure-induced phase separation has been observed at 27 K.
Showing no phase separation at 0.5 GPa pressure, the application of 3.5 GPa pressure
results in a phase separated sample with roughly 50% LTT phase. This is even three
times more than the value observed at 3.5 K in the neutron measurements (without
pressure). Therefore, the theory that strong but slowly varying strains support the
growth of the LTT phase [307] may be reasonable. The observation of a less compressible
atet-axis may also indicate an orbital (re-)occupation of the dxy orbital within the LTT
phase. Finally, at higher pressures, the LTT phase begins to vanish again and can
not be detected within the resolution around 18 GPa. This is in accordance with the
expectation, that very high pressures should turn the whole system cubic. Finally, the
observation of a distinctly higher compressibility of the cubic phase of SrCrO3 at 27 K
than in Ref. [310] at room-temperature may indicate either discrepancies with the model
reported in Ref. [310] as a much higher bulk modulus would haven been expected due to
the phase diagram shown there, or it indicates a general lowering of the bulk modulus
with decreasing temperature in SrCrO3. Probably, a reinvestigation of the pressure
dependant lattice parameter in SrCrO3 at room-temperature with focus on indications
for phase separation might be of interest.
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8.5 Comparison and Summary of Chromates
In this work the structural, magnetic and electronic properties of the RCrO3-system
with divalent R-ions Ca, Sr and Pb have been studied. The R-ionic radius increases in
this series from Ca to Pb : r(Ca2+) < r(Sr2+) < r(Pb2+) ⇔ 1.34 A˚ < 1.44 A˚ < 1.49 A˚
(for coordination: XII ). Concomitantly with this ionic radius [82], also the pseudocubic
(perovskite) unit cell volume increases in this series as can be seen from the values of
the corresponding lattice parameter: a
(Ca)
c ∼ 3.75 A˚, a(Sr)c ∼ 3.82 A˚, a(Pb)c ∼ 4.00 A˚.
Whereas the compound with the largest R-ion, PbCrO3, has the ideal cubic perovskite
structure with space group Pm3¯m, the compound with the smallest R-ion in this series,
CaCrO3, has the orthorhombic GdFeO3 structure with space group Pbnm. At room-
temperature, the compound with the interjacent R-ion size, SrCrO3, also crystallizes in
an undistorted cubic perovskite structure with space group Pm3¯m, but at low tempera-
tures (< 35-70 K) this system exhibits a structural phase transition from the cubic phase
to a tetragonal phase with space group P4/mmm accompanied by phase separation as
has been reported in Ref. [307] and as could be also observed in various neutron and
synchrotron measurements in this work.
The Cr4+ oxidation state in these compounds is rather unusual and all these com-
pounds have to be grown by an elaborate high-pressure synthesis route. Besides detailed
information about the structure, for most of these compounds there is also no detailed
knowledge about the electronic and magnetic properties. These materials have been
studied in this work by means of neutron diffraction and electrical resistivity measure-
ments. Furthermore, in this context the optical reflectivity of CaCrO3 has been studied
by T. Mo¨ller [322]. And accompanying band structure calculations have been performed
by S. V. Streltsov [318] which were based on the detailed crystal structure measured by
neutron diffraction in this work.
PbCrO3 which has the largest cubic unit cell volume clearly is an insulator [324]. For
both compounds with a smaller (pseudo-cubic) unit cell volume, SrCrO3 and CaCrO3,
the electronic properties reported in literature range from insulating to metallic proper-
ties [310, 308, 305, 309]. Despite these controversial observations it seems beyond doubt
that these compounds are close to the crossover from localized to itinerant electronic
behavior [310, 318].
In this work, the electrical properties of CaCrO3 have been studied by electrical resis-
tivity measurements revealing room-temperature values of ρ which are three orders of
magnitude smaller than those reported for insulating PbCrO3 [324]. Despite its semi-
conductive temperature dependency the electrical resistivity of CaCrO3 might exhibit
already first indications for its itinerant character since the value of ρ for T → 0 K is
finite. Also the small and nearly temperature independent magnetic susceptibility of
CaCrO3 and the failure of Curie-Weiss fits is indicative for itinerant electron behaviour.
Furthermore, the optical reflectivity of CaCrO3 has been measured and analyzed by
T. Mo¨ller [322]. As is typical for a metal, the reflectivity extrapolates to 1 for ω → 0.
These measurements clearly indicate the metallic character of CaCrO3 with a moderate
conductivity of several hundred to thousand Ω−1cm−1. Hence, grain boundary effects
may biase the electrical resistivity measurements of polycrystalline CaCrO3-samples sim-
215
8 Chromates
ilar to the observations for half-metallic CrO2 [320, 321].
In this work, the magnetic structures of all three chromates have been studied by
means of powder neutron diffraction and the magnetic structure of CaCrO3 has been
solved for the first time. The magnetic properties of SrCrO3 which are reported con-
troversially in literature [306, 307] have been reanalyzed. Furthermore, the reported
magnetic structure of PbCrO3 could be affirmed.
Below TN∼90 K, CaCrO3 exhibits a C-type antiferromagnetic order with an ordered
moment of 1.09(4) µB pointing in the crystallographic b-direction. These results to-
gether with the optical data of T. Mo¨ller [322] indicate that CaCrO3 is the rare case of
a metallic and antiferromagnetic transition-metal oxide with a fully three-dimensional
crystal structure.
For SrCrO3 a weakly ferromagnetic itinerant state and a C-type antiferromagnetic
structure with moments within the ab-plane has been reported in literature [306, 307].
In this work, a C-type antiferromagnetic structure has been found. In contrast to the
studies reported in Ref. [307] the size of the ordered moment could be unambiguously de-
termined in this work, yielding an ordered moment of 0.83(28) µB pointing in c-direction.
This direction is different from the direction (ab-plane) reported in Ref. [307] where an
extremely noisy measurement was presented. Furthermore, by the comparison of neu-
tron measurements of SrCrO3-samples with different volume fractions of the tetragonal
and cubic phases, the magnetic properties of SrCrO3 could be directly attributed to the
tetragonal low temperature phase. This model has been also proposed in Ref. [307].
SrCrO3 has the lowest magnetic ordering temperature of these three chromates, i. e.
TN ≈ 40 K [307].
Insulating PbCrO3 exhibits a G-type antiferromagnetic structure with an ordered
moment of 2.1(3) µB. Among the studied chromates, PbCrO3 is the compound with the
highest Ne´el-temperature of about 160 K [324] which might be related to the fact that
this material already is an insulator.
chromate: CaCrO3 SrCrO3 PbCrO3
TN ∼90 K ∼ 40 K [307] ∼160 K [324]
magnetic order C-type AFM C-type AFM G-type AFM
moment direction bortho ctet acub †
moment size 1.09(4) µB 0.83(28) µB 2.1(3) µB
Table 8.5: Summary of magnetic properties of RCrO3; †: since this system is cubic also any
other direction is possible.
Comparing these types of magnetic ordering and the size of the magnetic moments
the similarities between CaCrO3 and SrCrO3 show up (the magnetic properties of these
three chromates are listed in Tab. 8.5). Whereas insulating PbCrO3 exhibits a G-type
antiferromagnetic order with the full moment of roughly ∼2 µB which can be expected
for this d2-system, the other two systems exhibit a different C-type antiferromagnetic
order with an ordered moment of half this size, i. e. roughly ∼1.1 µB and ∼0.8(3) µB
respectively, and lower magnetic ordering temperatures. These different magnetic prop-
erties underline the difference between insulating PbCrO3 and the other two chromates
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CaCrO3 and SrCrO3. As mentioned above, CaCrO3 has metallic properties. The less
distorted crystal structure of SrCrO3 and the slightly lower ordered moment suggest
that this compound is even more metallic than CaCrO3.
Complementary band structure calculations of S. V. Streltsov [318] based on the de-
tailed structural data of CaCrO3 measured in this work give an ambivalent answer to
the question of the electronic properties of CaCrO3: LSDA+U calculations indicate that
CaCrO3 is an insulator whereas LSDA calculations indicate that CaCrO3 is a metal. At
least, these calculations can explain the C-type antiferromagnetic properties of CaCrO3
also in the metallic scenario, which are caused by comparably large diagonal exchange
interactions induced by a strong pd-hybridization. Hence, these band structure calcula-
tions verify the self-consistency of the metallic picture.
Regarding the vicinity to the crossover between itinerant and metallic properties, pres-
sure studies of the CaCrO3- and SrCrO3-systems seem rather interesting. Therefore, the
lattice parameter of CaCrO3 and SrCrO3 have been also measured at the synchrotron
as a function of pressure and temperature 8. For CaCrO3 no change in symmetry was
observable in the whole pressure and temperature range. The study of the lattice pa-
rameters reveals that bortho is the most compressible axis. Together with a pressure
driven increase of the ratio ccub/
acub+bcub
2
this could be indicative for a decrease of the
octahedral tilts with pressure. However, also orbital effects could be responsible.
In pressure-dependent synchrotron measurements of SrCrO3 the tetragonal phase of
the used SrCrO3-sample only appeared after applying pressure (3.5 GPa at 27 K). The
volume fraction of this tetragonal phase amounts to 50% which is distinctly higher than
that observed in the neutron measurements at ambient pressure. This supports the
theory that strong but slowly varying strains support the growth of the tetragonal phase
in SrCrO3 [307]. With further increasing pressure the volume fractions of the tetragonal
phase in SrCrO3 decrease and, finally, at high pressures these volume fractions vanish.
Interestingly, the larger tetragonal atet-axis (atet > ctet) exhibits a lower compressibility
than the already smaller tetragonal ctet-axis. This lower compressibility of the atet-axis
may be connected to the occupation of the dxy orbital in the tetragonal phase of SrCrO3
which is in accordance with the (in ctet-direction) compressed CrO6 octahedra and which
was, therefore, also assumed in Ref. [307].
Concluding, the study of structural, magnetic and electronic properties of CaCrO3
(and related systems) reveals the unique case of an antiferromagnetic and metallic tran-
sition metal oxide with a three-dimensional electronic structure - CaCrO3. The few
antiferromagnetic and metallic transition metal oxides are low dimensional with regard
to their electronic structure and antiferromagnetism is realized by stacking of ferro-
magnetic layers like in Ca3Ru2O7 [303] and (La,Sr)3Mn2O7 [304]. Like CaCrO3, also
SrCrO3 might be such a metallic and antiferromagnetic transition metal oxide since its
metallic properties should be even more pronounced than in CaCrO3 as it has a less
distorted crystal structure and since the indications for antiferromagnetism which have
8:CaCrO3: T = 298 K and 49 K, P ≤ 34.4 GPa and P ≤ 14.2 GPa respectively;
SrCrO3: T = 27 K, P ≤ 23.1 GPa.
The pressure dependence of the unit cell volume of CaCrO3 and SrCrO3 up to pressures of about
8 GPa has also been reported in literature [310].
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been reported in Ref. [307] could be verified by neutron measurements which have been
performed in this work.
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9 Nickelates
Nickel is the 24th most abundant element in the earth crust and can be found in ores
bonded with arsenic, antimony or sulfur [107]. This hardly corrodible metal with quite
good electrical conductivity is commonly used in the production of alloys such as steel.
9.1 Electron-phonon coupling and magnon dispersion in
La2−xSrxNiO4
9.1.1 Introduction
Within contemporary research of strongly correlated electron systems spin, charge and
orbital ordering phenomena play an important role in the understanding of the physical
properties of a broad range of materials. The discovery of the charge stripe ordering in
the high-TC superconducting cuprate materials La2−x−yNdySrxCuO4 [6] has attracted a
lot of interest, recently. The role of the stripe instability in the pairing mechanism, how-
ever, remains unclear. Whereas static stripes definitely are harmful to superconductivity,
dynamic stripes might have some relevance for the understanding of high-TC supercon-
ductivity. Stripe ordering has been predicted theoretically as a combined charge and
spin-density wave already long before (see for example Ref. [332]) and was first observed
in neutron diffraction measurements of the isostructural La2NiO4+δ-system (δ = 0.125)
[160, 333] after incommensurate magnetic correlations have been observed with neutrons
in the NiO2 planes of the La2−xSrxNiO4-system [334] and superlattice peaks indicative
for charge ordering were found in the La2−xSrxNiO4+δ-system by electron diffraction
[335].
The La2−xSrxNiO4+δ-system is isostructural to the high-TC cuprates with a K2NiF4-
type single-layered perovskite structure and like La2CuO4, La2NiO4 is an antiferromag-
netic insulator with TN ≈ 330 K [336], rendering this system ideal for a comparison
to the La2−xSrxCuO4-system, especially with regard to the charge ordering observed in
different nickelate systems (La/Nd)2−xSrxNiO4+δ [160, 337-343]. But in contrast to the
La2−xSrxCuO4-system where the antiferromagnetic, insulating phase is rapidly destroyed
by hole-doping and becomes metallic around hole-concentrations of n = x ≈ 0.05 [344,
2] (see Chap. 10.1), the La2−xSrxNiO4+δ-system remains insulating to up to rather high
concentrations of hole-doping n = x+2·δ ≈ 1 [32]. In the parent compound La2NiO4 the
Ni2+-ion has a 3d8 high-spin configuration with S=1 and is a charge transfer insulator
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with a charge transfer gap of 4 eV [345-348]. Compared to this, the Cu2+-ion in the
charge transfer insulator La2CuO4 has a 3d
9 S=1/2 electron configuration but a much
smaller charge transfer energy of 2 eV [349].
There are mainly four relevant basic structural variations of the La2−xSrxNiO4- and
La2−xSrxCuO4-systems which are commonly referred to as ’214 compounds’. The basic
structure which is also known as the high-temperature tetragonal (HTT) phase consists
of NiO2 (CuO2) planes separated by (La,Sr)2O2 layers. In principle, within the NiO2
(CuO2) planes the Ni- (Cu-) ions form a square lattice connected by oxygen ions within
the plane. These planes are staggered in c-direction and each unit cell contains two
of these plains shifted by [1/2 1/2 1/2]. Additionally, each Ni- (Cu-) ion has also
an (apical) out-of-plane neighbouring oxygen ion in c-direction forming a tetragonally-
distorted NiO6- (CuO6-) octahedral oxygen environment. The (La,Sr)-ions are placed
below and above the centers of the Ni- (Cu-) square lattice within the plane of the
apical oxygens above and below the NiO2 (CuO2) planes. Changes of this well known
K2NiF4-type structure can be best described in terms of NiO6- (CuO6-) octahedral
tilts θ1 around the [1-10] and θ2 around the [110] axis; see Fig. 9.1 (a). Depending
on the size of these two tilts one can distinguish between three (distorted) structural
variants in ’214’ compounds which all have a
√
2 ×√2 × 1 enlarged unit cell as shown
for one of these structures in Fig. 9.1 (b). These structures are the low-temperature
orthorhombic structure (LTO), the low-temperature tetragonal structure (LTT) and the
low-temperature less orthorhombic structure (LTLO). In Tab. 9.1 the according values
for the octahedral tilts and the space group are shown.
name: θ1 θ2 unit cell space group
HTT 0◦ 0◦ 1× 1× 1 I4/mmm
LTO 0◦ α
√
2×√2× 1 Bmab
LTT α α
√
2×√2× 1 P42/ncm
LTLO α β
√
2×√2× 1 Pccn
Table 9.1: Parameters of some common (distorted) K2NiF4-structures with tilting angles Θ1,
Θ2 around [1 1 0] and [1 -1 0]; α, β 6= 0◦, α 6= β.
The structural phase diagram of the La2−xSrxNiO4-system exhibits a tetragonal to
orthorhombic phase transition from the HTT to the LTO phase at 781 K for the undoped
La2NiO4-compound and an almost linear decrease of the transition temperature which
can be extrapolated down to 0 K for x → 0.23 [102, 336]. The La2−xSrxCuO4-system
has a very similar phase diagram. But compared to the decrease of 320 K for ∆x = 0.1
in the La2−xSrxNiO4-system, the transition temperature of the La2−xSrxCuO4-system
decreases with 230 K in the same doping interval only [102, 350]. On the other hand the
transition temperature of the undoped parent compound La2CuO4 amounts to 530 K
[102, 351]. Furthermore, a second structural phase transition can be observed in the
La2−xSrxNiO4-system. A transition of the LTO phase to a phase which can be described
with space group Pccn (LTLO) occurs around 83 K [102]. For this second transition
also a linear decrease of the transition temperature has been reported. But as the
orthorhombic splitting of the LTO phase decreases with further Sr doping, this second
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phase transition could only be traced up to doping levels x ≈ 0.15 where the transition
temperature was reduced to approximately 55 K [102].
Figure 9.1: (a) HTT and (b) LTO structure; blue: O-ions, red: La-ions, yellow: M-ions
(M = Ni/Cu), green/magenta arrows indicate the two tilts Θ1 and Θ2 of the MO6
octahedra. (c-d) octahedral tilt patterns for LTO and LTT structure within a
MO2 plane; yellow: M-ions, dark blue (solid): O-ion displaced downwards out of
plane, blue (dashed): in-plane O-ion, light blue (dotted): O-ion displaced upwards
out of plane.
Whereas the higher doped La2−xSrxNiO4-samples (x  0.5) have the tendency to
exhibit stoichiometric oxygen contents [32], the lower doped La2−xSrxNiO4-samples have
the affinity to accommodate excess oxygen. Especially, the parent compound La2NiO4 is
able to incorporate a large amount of extra oxygen and has a very rich phase diagram as
a function of oxygen doping [352-354]. The intercalation of extra oxygen is accompanied
by NiO6-octahedral tilts about the tetragonal [110] axis similar to the tilts occurring in
the LTO structure with space group Bmab. The interstitial extra oxygen ions tend to
localize between the adjacent LaO layers at the (1/4 1/4 1/4) sites of the LTO structure
repelling its four neighbouring oxygen ions and, thus, disrupting the local octahedral tilt
pattern. At higher oxygen doping (0.06 ≤ x <0.11), this intercalation of oxygen ions
preferably occurs within separate layers which are staggered periodically in c-direction
and induce superstructure reflections of the type (0 K L±∆) with K even and L odd
[352, 355]. Thus, the modulation wave vectors are (0 1 ±∆) and the characteristic
LTO peaks with the modulation wave vector (0 1 0) are absent. Although charge stripe
ordering coexists with the interstitial oxygen ordering [333], such a disruption of the
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octahedral tilting pattern may not seem favourable for a study of the effects of charge
stripe ordering solely, like the electron-phonon coupling of Ni-O bond-stretching phonon
modes for example.
In the charge stripe ordered phase the holes form charge stripes which act as antiphase
domain walls for the antiferromagnetically ordered Ni-spins. The modulated charge den-
sity induces nuclear displacements with modulation wave vectors (±ε ε 1) in tetragonal
notation. The in-plane component indicates that the charge stripes are running in di-
agonal [±110] direction with a spacing of a/(√2 · ε) between them and the out-of-plane
component indicates that the charge stripes in neighbouring NiO2-layers are staggered
in a body-centered manner. This staggering is a consequence of the Coulomb repulsion
between the stripes running parallel to each other. Acting as antiphase domain walls
for the antiferromagnetic host structure with the wavevector (1
2
1
2
0), the charge stripe
ordering induces magnetic superstructure reflections which can be characterized by the
modulation wave vectors (±1
2
∓ ε
2
1
2
− ε
2
0). The two different modulation wave vec-
tors (±) correspond to the two different twin domains either in the magnetic or in the
structural case. Note, that the charge and magnetic superstructure reflections of the
nickelate system are often measured in the orthorhombic (LTO) setup, where the stripes
run parallel to the bortho-direction. In this notation, the charge and magnetic satellites
can be found in reciprocal space at positions with q= (2ε 0 1) and (1-ε 0 0) respectively.
The observation of higher harmonics [356] indicates that the stripe ordering is not
a sinusoidal modulation of charge and spin densities but that these stripes are rather
narrow. Due to the dependency of the neutron intensity on the angle between the
scattering vector and the magnetic moment or spin direction the Ni spins were found to
be oriented perpendicular to the modulation direction and, thus, parallel to the stripes
in the La2NiO4+δ-system [333]. However, in the La2−xSrxNiO4-system the spin-direction
seems to be rotated away from the charge and spin stripe direction within the NiO2
plane [357]. A model of these stripes within the NiO2 planes is shown in Fig. 9.2 (a-b)
for the two possible domains. The corresponding superstructure reflections are shown
in Fig. 9.2 (c). In the nickelates the 1/3 doped compound exhibits a very stable type of
commensurate stripe order which induces distinct anomalies in the electrical resistivity
[345]. This compounds exhibits a constant value of ε = 1/3 over the whole temperature
range where charge ordering exists. The value of the incommensurability ε for other
hole-doping concentrations in a wide range around this 1/3 doped sample is temperature
dependent and converges towards the commensurate value of 1/3 on heating [337]. Also
the charge (and spin) ordering temperatures are highest for the 1/3 doped sample and
continuously decrease from about 250 K for x = 1/3 to approximately 60 K for x ≈ 0.13
[340]. The low-temperature value of the incommensurability ε is proportional to the
hole-doping concentration n = x+ 2 · δ indicating for all hole concentrations n the same
hole-density of 1 hole per site within the stripes. The possibility that the incommensurate
charge ordering superstructure reflections found for various La2−xSrxNiO4-samples [334,
342, 343, 358, 340] are induced by a spin density wave as for example in Cr [359] can
be excluded as the charge ordering temperature is always distinctly higher than the
magnetic ordering temperature.
Resonant X-ray diffraction measurements at the Ni L2,3 absorbtion edge indicate that
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Figure 9.2: (a-b) Schematic model of diagonal stripes within the NiO2 plane. Only the Ni-ions
are shown (circles). Holes are indicated by filled circles and the spin directions
by the arrows. A magnetic unit cell of this arrangement is indicated by the gray
shaded region. (c) (HK0)-zone in reciprocal space; gray circles: bragg reflec-
tions, blue/green circles (diamonds): the magnetic (structural) superstructure
reflections of the stripe domains in figure (a)/(b).
the holes within the stripes are not located at the Ni-site but are mainly located on
NiO2 in-plane oxygen ions surrounding the Ni
2+-ion with antiferromagnetically coupled
spins [360, 361] resembling on a Zhang-Rice singlet in the cuprates [362].
On increasing the hole doping level n an additional commensurate checkerboard charge
ordering emerges abruptly at n ≥ 0.5 which persists up to rather high temperatures.
However, the stripe order coexists with this commensurate checkerboard ordering at
lower temperatures up to doping levels of n ≈ 0.7 [363]. Thus the electronic phase
diagram of the La2−xSrxNiO4-system exhibits a stripe ordering which has a maximum
TC for the 1/3 doped sample around 240 K and an (incommensurate) magnetic ordering
temperature of about 180 K, which both decrease monotonically while n moves away
from 1/3. In the regime n ≤ 0.45 the incommensurability ε is proportional to n and no
checkerboard charge ordering occurs. Then, for n ≥ 0.5 a commensurate checkerboard
charge ordering emerges abruptly and coexists with the stripe odering whose incommen-
surability ε ≈ 0.44 is nearly doping-independent up to n ≈ 0.7 while the commensurate
checkerboard charge ordering exhibits a much higher TC which decreases from 480 K to
400 K within the same doping range (n = 0.5 to 0.7) [363, 364].
Contrarily to the diagonal charge stripe order in the nickelates which is well estab-
lished, in the isostructural cuprate system static charge stripes have been found only in
the Nd co-doped La2−xSrxCuO4-system with x ≈ 0.125 [6] and in the La2−xBaxCuO4-
system at x ≈ 0.125 [365]. The stripes in the latter systems are rotated by 45◦ compared
to the charge stripes observed in the isostructural nickelates. In these systems, the dis-
tinctly different size of the larger Ba- or the smaller Nd-ions distorts the lattice and the
system exhibits a low-temperature phase transition to the LTT phase where the lattice
potential seems to pin or stabilize the vertical stripes. For the pure La2−xSrxCuO4-
compounds only the magnetic satellites were observed (see Chap. 10.1) which rotate
by 45◦ on entering the spin-glass regime of this class of compounds. Thus, a diago-
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nal charge stripe ordering could be assumed also in the spin glass (SG) phase of the
La2−xSrxCuO4-system as the magnetic satellites observed in this regime are rotated by
45◦ in a diagonal direction. However, no charge ordering superstructure reflections of
such a diagonal stripe phase have been observed for this system so far and a chiral model
is also able to explain the diagonal magnetic satellites without any stripe ordering [366].
With regard to these two possible scenarios the nickelate-system with a diagonal charge
stripe ordering is an important reference system. Besides the direct (structural) com-
parison of the diagonal charge stripes in the nickelates and the vertical stripes in the
cuprates a comparison of the nature of the physical properties of these stripe ordered
systems is of high interest.
On the one hand, the magnetic excitations in the cuprates [18-22, 367] are discussed
controversially. Recent neutron scattering experiments in the stripe ordered state of the
La1.875Ba0.125CuO4-system exhibit spin wave excitations which start at the incommensu-
rate positions (1
2
±δ 1
2
0) and (1
2
1
2
±δ 0) and merge at the antiferromagnetic zone center
(1
2
1
2
0) around 55 meV [20]. But above this merging point the spin excitations continue
further (up to at least 200 meV) with the main intensities at positions rotated by 45◦
compared to the excitations below the merging point [20]. Thus, the overall dispersion
has a so-called ’hour-glass-shape’ and exhibits a much enhanced intensity around the
merging point around 55 meV resembling on the resonance peak in the superconducting
state of YBa2Cu3O7 [23-25]. This feature has has been expected already before due
to theoretical work [368]. The spin wave dispersion is in quite good agreement with
linear spin-wave calculations [369, 370]. The ’hour-glass-shape’ is believed to be the
unifying feature of all cuprates [20]. However, this topic is under debate and there are
also different views [19]. As the La2−xSrxNiO4-system is a prototypical stripe ordered
system it may be a very interesting system to test models on the spin-fluctuations of the
stripe phases etc. and to compare its properties with the cuprate-system. Low energy
spin dynamics of the La2NiO4+δ-system (δ = 0.133) has been reported in Ref. [371].
Besides this oxygen doped compound suffering from the additional influence of oxygen
ordering as described above, only the commensurate 1/3 doped system La5/3Sr1/3NiO4
[372-374] and the half-doped system La3/2Sr1/2NiO4 have been studied [375]. Chosing
the compound La5/3Sr1/3NiO4 with a small commensurate magnetic unit cell with only
two Ni2+-ions has the advantage of a very stable charge ordering (as described above).
Close to the elastic peaks, these inelastic neutron measurements find a spin-wave ve-
locity of about 300 meVA˚ [372, 373] which is comparable to 340 meVA˚ in the parent
compound La2NiO4 [376]. The description of the spin-wave dispersion needs only two
magnetic interaction parameters, one for the nearest neighbour interaction and a sec-
ond one with similar magnitude for the interaction across the stripes. The spin wave
dispersion merges at the antiferromagnetic zone center (1
2
1
2
0). However, this could be
expected in the commensurate case and presumably can not be connected directly to
the cuprate resonance. Furthermore, only a single magnon branch can be expected in
the commensurate case and, thus, no dispersion was found above the merging point.
Hence, there is few similarity with a ’hour-glass-shape’. Also the spin wave dispersion
of La1.725Sr0.275NiO4 strongly resembles on the dispersion in the 1/3 doped compound
[374] although, in principle, additional magnon branches could be expected above the
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merging point for incommensurate stripe phases [370]. Obviously, this composition is
still too close to the commensurate compound and the commensurability seems to lock
the magnetic structure.
On the other hand electron-phonon coupling has been studied within the cuprate
system [13] and giant phonon anomalies at the phase transition into the stripe order have
been reported. Regarding the polarization patterns a coupling of bond stretching phonon
modes to charges at the metal site is possible. These modes induce a modulation of the
bond-distances which favours the occupation of positive charges at sites with short M-O
bonds and, thus, can be considered as a kind of dynamic precursors of charge ordering.
In Fig. 9.3 (a-b) two examples of such a coupling of phonons and charge stripes are
shown. The black arrows indicate the oxygen displacements within these polarization
................(a) (b)
q=(0.5 0.5 0) q=(0.5 0 0)
Figure 9.3: Polarization patterns of (a) the planar full breathing mode with q=(0.5 0.5 0)
and (b) the half- breathing mode with q=(0.5 0 0); yellow circles: M-ions, blue
circles: O-ions, black arrows: O-displacements, red dotted lines: diagonal (a) or
collinear (b) charge stripes.
patterns. In Fig. 9.3 (a) the polarization pattern for the high energy Σ1-mode is shown
for a propagation vector of (1
2
1
2
0). As is indicated by the red dotted line, this planar
full breathing mode can couple to a diagonal charge stripe instability. In Fig. 9.3 (b)
the situation for the topmost ∆1 mode is shown. This half breathing mode obviously is
able to couple to vertical charge stripes. The dispersion of the ∆1 mode is qualitatively
similar for nickelates and cuprates and, astonishingly, also for many other perovskites
[377-379]. The dispersion starts flat from the zone center, then steeply decreases around
(1
4
0 0) and gets flat again in the Brillouin zone boundary with respect to the small
perovskite mesh. Qualitative differences are found in the dispersion of the Σ1 mode.
Whereas distinct changes can be observed in the dispersion of the nickelates [380], the
metallic cuprates exhibit only an almost flat dispersion [381]. This difference may be
connected to the different charge stripe instabilities in both systems: In the nickelates
the dispersion exhibits anomalies in [110]-direction which is the propagation direction of
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the diagonal stripes and in the cuprates where charge ordering has only been observed
in stripes running in [100]-direction the dispersion in [100] direction exhibits a over-
screening [381]. And comparing several cuprates among which also static stripe order
appears, a giant phonon anomaly has been reported at the transition into the stripe
order [13]. These large phonon frequency renormalization effects are an interesting topic
to compare with the nickelate system, especially for lower hole-concentrations, far away
from the commensurate value of 1/3 which have not been measured (to the knowledge
of the author) until now.
9.1.2 Experimental
Single crystals of La1.8Sr0.2NiO4+δ and La1.83Sr0.17NiO4+δ were grown by A. A. Nugruho
using a floating-zone image furnace.
In order to study the electron phonon coupling, inelastic neutron scattering experi-
ments have been performed at the IN8 triple axis spectrometer at the ILL in Grenoble,
France. A Cu (200) monochromator and a pyrolytic graphite (002) analyzer was used,
each of which was vertically and horizontally focused. The analyzer was used in a
constant-kf mode with a final energy of 14.7 meV. Two pyrolytic graphite filters were
placed after the sample in order to diminish undesirable neutrons at higher harmonic
wavelengths. In a first experiment only one PG filter has been used and in a second
experiment two PG filters have been placed after the sample. The sample was mounted
with the [100]/[010] axes in the scattering plane (tetragonal notation).
For a study of the spin dynamics in this compound inelastic neutron scattering ex-
periments have been performed at the triple axis spectrometer PUMA at FRM-II in
Garching and at the IN20 spectrometer at the ILL in Grenoble, France.
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Figure 9.4: (a) Incommensurability of charge stripes ε plotted versus temperature. In the
inset the intensity of the according superstructure reflections is shown. (b) Model
of diagonal charge stripes with ε = 0.25 and coupling of a full breathing mode.
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9.1.3 Results and Discussion
lattice dynamics
For a characterization of the charge stripe modulation and the corresponding incom-
mensurability ε in La2−xSrxNiO4+δ the positions of a charge ordering superstructure
reflection in reciprocal space has been traced with temperature. The associated values
of ε are plotted as a function of temperature in Fig. 9.4 (a). These values exceed the
expected value of ε ≈ x by about 0.045. Hence, this sample contains a small excess of
oxygen which is of the order of δ = 0.02. With increasing temperature the value of the
incommensurability ε tends towards the commensurate value of 1/3. A similar behaviour
was observed also for other nickelates [343]. In the inset of Fig. 9.4 (a) the temperature
dependency of the intensity of this superstructure reflection is shown. From this plot one
obtains an onset temperature for static stripe ordering (TCO) which amounts to roughly
150 K. In Fig. 9.4 (b) a model for the charge stripe ordering with ε = 0.25 is shown.
The black dots denote the oxygen ions whereas the larger filled/open circles indicate the
Ni-sites with/without a hole. Additionally, the most significant parts of the polarization
pattern of a breathing mode with q = (0.25 0.25 0) is shown. If there are diagonal charge
stripes, a coupling of such a phonon mode to the local charges could be expected.
The octahedral tilts in La2−xSrxNiO4 induce distortions doubling the primitive unit
cell and the number of phonon branches. Additionally, twinning may further increase
the possible modes at a given value of Q. For the phonon modes in [1 1 0]-direction a
broadening can be expected. But these (small) effects are difficult to resolve in a typical
neutron measurement and will be ignored in this work. Thus, the results presented in
this work refer to the tetragonal notation. In Fig. 9.5 (b) the dispersion of the topmost
Σ1 phonon modes at 2 K (black) are plotted. The energies were derived from gaussian
fits to the according constant-Q scans. The dispersion of the Σ1 mode rises from ζ = 0.0
to 0.5 by about 2 meV and exhibits a distinct dip at a value of ζ which nicely fits
to the measured incommensurability of the charge stripes; see Fig. 9.5 (b). This new
observation is a direct evidence for electron phonon coupling in the nickelates and gives
rise for a comparison with the La2−xSrxCuO4-compounds in the spin glass phase, where
similar anomalies should be observable, if the diagonal stripe picture is applicable. A
direct comparison with a LSCO sample in the spin-glass phase is shown in Chap. 10.1.
For the La1.8Sr0.2NiO4+δ-sample the constant-Q scans exhibit a well pronounced broad-
ening around ζ = ε. In Fig. 9.5 (c) the full-width at half maximum (FWHM) of the
corresponding energy scans is plotted below the dispersion (lt. gray data). Hence, this
broadening may indicate a splitting of the Σ1 branch into two modes similar to the
interpretation proposed for La2−xSrxCuO4 in Ref. [13], i. e. one for phonons prop-
agating parallel and one for phonons propagating perpendicular to the stripes. The
corresponding constant-Q scans are shown in Fig. 9.5 (a).
The highest-energy longitudinal optical mode (∆1) exhibits a softening of about 20%
between the Brillouin zone center and the zone boundary; see Fig. 9.6 (a). This obser-
vation is similar to the findings for the ∆1 mode in Ref. [380]. However, in contrast to
the Σ1-mode there is no broadening of the phonon peaks visible for any value of q; see
Fig. 9.6 (b).
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In Fig. 9.5 (d-f) the constant-Q scans for ζ = 0.00, 0.25 and 0.50 are shown for
different temperatures. The resulting energies from gaussian fits are plotted together
with the dispersion at 2 K in Fig. 9.5 (b). First of all, the overall dispersion decreases
by a constant energy which can be interpreted in terms of thermal expansion effects.
It seems that the dispersion exhibits a larger decrease around ζ = 0.25, i. e. at the
q-vector of the anomaly in the Σ1 branch. This can be seen in Fig. 9.5 (e) where the
phonon peak exhibits an anomalous large shift to lower energies between above TCO.
This can be also seen in the dispersion Fig. 9.5 (b): at the zone center ω(q) decreases by
about 2 meV and q = ε the dispersion ω(q) decreases by more than 3 meV on heating
from 2 K to 300 K. Second, the dispersion shows a rather interesting effect at 300 K for
ζ = 0.5 where the intensity of the dispersion is smeared out which may be interpreted
as a strong damping in this region of the Brillouin zone.
In Fig. 9.7 the neutron scattering intensity is plotted as a function of energy and
wavevector transfer. The open circles denote the phonon dispersions and the black
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Figure 9.5: (a) Constant-Q scans at 2 K (q = ζζ0) measured at (3-ζ 3-ζ 0); gray dotted lines
indicate gaussian fits with constant background. (b) Phonon dispersion of the
topmost Σ1 phonon mode for different temperatures. (c) peak widths (FWHM)
at 2 K. (d-f) Constant-Q scans (q = ζζ0) measured at different temperatures are
plotted for (d) ζ = 0.00 , (e) ζ = 0.25 and (f) ζ = 0.50. (IN8 measurement)
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dotted line indicates some additional intensity which may be contributed to a further
splitting into an additional branch. Clear indications for a split branch have been
reported in Ref. [380] for a La1.69Sr0.31NiO4-sample. This additional branch was at-
tributed to the coupling of the phonons to localized charges which may also occur in
the La1.8Sr0.2NiO4+δ-sample measured in this work. However, this signal is distinctly
weaker than the observations for La1.69Sr0.31NiO4 [380] and may even be absent for
this La1.8Sr0.2NiO4+δ-sample. In this case, the anomalous dip in the phonon dispersion
around ζ = 0.25 is purely an effect induced by electron-phonon coupling and is not re-
lated to a merging of the Σ1-branch with this additional branch (dashed line). However,
such a merging can not be fully excluded although there are some severe arguments
against such a scenario. This is especially the fact, that the structure factor or intensity
of this additional branch for the La1.69Sr0.31NiO4-sample strongly decreases with decreas-
ing value of ζ from ζ = 0.5 to ζ = 0.25. In the measurement of this work, the intensity
of this additional branch is already close to zero for ζ = 0.5. Hence, there should be
no intensity-contribution around ζ = 0.25. Furthermore, the intensity of this additional
branch is comparably high as for the original Σ1-branch in the La1.69Sr0.31NiO4 mea-
surement [380]. Such a large signal would have been easily seen in this experiment -
see Fig. 9.5 (a). Hence, this intensity is either so small, that it can be neglected, or
it is zero. In both cases, the broadening of the energy-scans around ζ = 0.25 and the
anomalous dip of the corresponding phonon mode is not connected to a merging with
an additional branch and can be interpreted as a coupling of the topmost Σ1-phonon
mode to the diagonal charge stripes with about equal propagation vector. On the other
hand, the temperature scans indicate, that the dip in the phonon dispersion persists
also above the charge ordering temperature, see Fig. 9.5 (b-f). However, there might
be some dynamical stripe instability also above this temperature. Although nearly all
signs point to a coupling of phonons and stripes, for a final, decisive conclusion a sam-
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Figure 9.6: (a) Phonon dispersion of the topmost ∆1 phonon mode and (b) peak widths
(FWHM) at 2 K measured at (0 4+ζ 0) and (1 5-ζ 0) in the IN8 measurement.
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ple with another hole-doping level has to be measured and compared to the results for
La1.8Sr0.2NiO4+δ. Measuring time has been already granted at the 1T triple axis spec-
trometer at the reactor Orphe´e in Saclay, France. Therefore, a new La2−xSrxNiO4 single
crystal with ha Sr-doping level x = 0.12 has been grown in this work (ACK117 ); see
Chap. 5.5. For such a hole doping level of 0.12 one would expect to observe an anomaly
around ζ = 0.12. The La2−xSrxNiO4-sample with the lowest Sr-doping where charge
ordering has been observed is a sample with x = 0.135 [342].
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Figure 9.7: Measured neutron scattering intensity in a energy-q contour plot. The black
circles indicate the results of gaussian fits. The black dotted line indicates an
estimated dispersion of an additional (split) phonon mode according to the obser-
vations for La1.69Sr0.31NiO4 [380] which, however, are unlike to the observations
in this system.
Concluding, the inelastic neutron measurements of stripe ordered La1.8Sr0.2NiO4+δ
indicate almost no splitting of the high frequency Σ1 phonon mode which is unlike to
the observations in La1.69Sr0.31NiO4 [380]. Instead there is clear evidence for a coupling
of this topmost Σ1-mode to the diagonal charge stripes with equal propagation vector,
i. e. the dispersion ω(q) exhibits a softening at q = ε and the peak width exhibits a
strong broadening which might be connected to the difference for phonons propagating
parallel or perpendicular to the stripes. These observations which are very different
to the phonon dispersion in La1.69Sr0.31NiO4 [380] also indicate that the dispersion in
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La1.69Sr0.31NiO4 might be dominated by commensurability effects. Furthermore, strong
temperature effects are visible which appear above the stripe ordering onset temperature
TCO. For q = ε the temperature dependency indicates an anomalous softening of ω(q) on
heating above TCO. Furthermore, the phonon intensity becomes very broad for q = 1/2
at 300 K which indicates a strong damping of this phonon mode.
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magnetic excitations
Using the PUMA triple axis spectrometer the magnetic excitations of La1.825Sr0.175NiO4+δ
have been studied. Fig. 9.8 shows the incommensurability ε for charge (black trian-
gles) and magnetic (grey circles) ordering superstructure reflections derived from elastic
(HH¯0)-scans through (0.78 2.22 0) and (1.394 -0.394 0) respectively. Additionally, in the
inset of Fig. 9.8 the normalized intensity of these superstructure reflections is shown.
From this intensity-temperature curve the magnetic transition temperature could be de-
termined which is of the order of ∼100 K. As found for other LSNO-compounds, the
magnetic transition temperature is well below the charge stripe ordering temperature.
The incommensurability ε determined from the charge ordering superstructure reflec-
tions differs from the value determined by the analysis of the magnetic peak positions.
This discrepancy remains unexplained in this work. The value of the incommensurability
ε is on the one hand well below the commensurate value of 1/3 but on the other hand dis-
tinctly larger than the nominal value of 0.175 expected from the Sr-doping. Hence, this
La1.825Sr0.175NiO4+δ single crystal contains substantial interstitial excess oxygen which
is of the order of δ ∈ [0.02, 0.035]. The temperature dependency of ε exhibits the ten-
dency to increase with rising temperature towards the commensurate value of 1/3 as
was observed for other LSNO samples (see Introduction).
0 2 0 4 0 6 0 8 0 1 0 0 1 2 00 . 2 0
0 . 2 5
0 . 3 0
0 5 0 1 0 0 0 %
5 0 %
1 0 0 %
 
 
ε
T  ( K )
Inte
nsit
y
T  ( K )
Figure 9.8: ε-temperature curve with intensity-temperature curve in the inset; black trian-
gles: charge ordering superstructure reflections, gray circles: ε derived from the
positions of the incommensurate magnetic satellites.
Recently, quasi-one-dimensional antiferromagnetic excitations have been observed in
La5/3Sr1/3NiO4 [382]. These low-energy magnetic excitations form a square-pattern in
reciprocal space - see inset of Fig. 9.9 (b) - and were attributed to antiferromagnetic
(AFM) spin correlations among the stripe electrons [382]. In the inset of Fig. 9.9 (b) a
model of the magnetic excitations in reciprocal space is shown. The red circles indicate
the incommensurate magnetic satellites of the La1.825Sr0.175NiO4+δ-sample and the green
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lines indicate the diffuse magnetic scattering arising from 1D AFM correlations parallel
to the stripe direction. As there are two possible stripe domains in the LSNO system (see
Introduction), the solid and dashed lines indicate the magnetic scattering of these two
different domains. The blue arrow denotes the scan direction in this inelastic neutron
scattering measurement and the corresponding constant-E scans measured at 0.5 THz
to 2 THz (∼2.1 meV to ∼8.3 meV) are shown in Fig. 9.9 (a). The red lines indicate
fits with two gaussians 1 equidistant on both sides around the center of the diffuse
magnetic scattering (crossing of the blue arrow with the green dashed line) and another
independent gaussian for the contribution of the magnetic satellites (red circles) in order
to describe the increasing intensity at the end of these scans. Spurious peaks have been
neglected. In Ref. [382] also two simple gaussians have been fitted on a linear background.
The intensity of this magnetic signal decreases with increasing energy and at 8.3 meV
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Figure 9.9: (a) Constant energy scans across the dynamic, quasi-1D antiferromagnetic cor-
relations among the stripe electrons together with (b) the according dispersion.
In the inset the scan (blue arrow) within the (HK0)-plane of reciprocal space is
shown.
the magnetic signal is barely visible. The 8.3 meV constant-E scan has been fitted with
the expected starting parameters right from the beginning but, as can be seen, the fit
is not reliable (red dotted line). This is stressed by the large error bar of the fitted
1The FWHM and the intensities of both gaussian have been set equal and the peak positions have
been fitted symmetrically around the center. For these fits, a self-written computer program [383]
based on the Levenberg-Marquardt algorithm [384] has been used. (Similar fitting results could be
obtained with Origin 7.5 [385].)
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value for ζ in Fig. 9.9 (b) which is even larger than the ζ-region shown in this figure.
(Probably, this data is also biased by spurious peaks etc.) These 1D AFM correlations
have been measured also at various other positions in reciprocal space confirming the
interpretation in terms of a quasi-one dimensional signal. Some of these scans are shown
in Fig. 9.9 (a).
The dispersion obtained by these gaussian fits is shown in Fig. 9.9 (b). The red line
indicates a fit to the measured data using the dispersion proposed in Ref. [382]:
E(
−→
Q) = pi · J · |sin(2pi · −→Q ◦ −→d )| (9.1)
with J the exchange energy per spin and vector
−→
d = (1, 1, 0). For the magnetic
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Figure 9.10: (b) Constant-E-scans in (HH¯0)-direction measured at the PUMA spectrometer.
excitations of the other stripe domain (solid green lines in the inset of Fig. 9.9 (b)) this
vector is
−→
d′ = (1,−1, 0).
Fitting the dispersion of Eq. 9.1 to the measured data yields an exchange energy
of 3.2(1) meV which is exactly the value reported for La5/3Sr1/3NiO4 [382]. However,
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the larger error bars of this dispersion indicate the accuracy of this fit and of this
measurement. Compared to this, the measurement of the La5/3Sr1/3NiO4-sample [382]
exhibits stronger magnetic intensities. This may be explained by the much more stable
commensurate stripe ordering of this 1/3 doped sample which may contribute to a
larger signal from these 1D AFM correlations parallel to the stripes yielding a much
better signal to noise ratio than in the La1.825Sr0.175NiO4+δ-sample measured in this
work. However, also the measurements in this work which have been performed at
various points in reciprocal space clearly confirm these 1D AFM correlations parallel to
the stripes.
Also the magnetic excitation spectrum of the incommensurate magnetic order (satel-
lites) has been studied within this PUMA measurement. For the high energy excitations
a second measurement at the PUMA spectrometer has been performed using a Cu (220)
monochromator. Fig. 9.10 shows large inelastic scans through Q− τ = (0.5 0.5 0) using
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Figure 9.11: Spin-wave dispersion relation of La1.825Sr0.175NiO4+δ determined in the
PUMA measurement; the blue line indicates the dispersion of La2NiO4 from
Ref. [386, 373] which is shifted to the incommensurate wave vectors of the
La1.825Sr0.175NiO4+δ-sample; magenta triangles and black triangles are data
points of the corresponding scans shown in the inset; this data has been mea-
sured around (1.5 -0.5 0) (grey dot in the inset); green and red dashed lines
indicate a linear fit to data of scan type 1 and scan type 2. (Note, that the mag-
netic peaks observed on both sides around H = 1/2 are not fully symetrically
in the PUMA measurement.)
a PG monochromator (data on grey hatched background) and a Cu (220) monochro-
mator for the higher energy range. The grey lines denote the fits to the data with
gaussians of the same FWHM symmetrically placed around the incommensurable wave
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vectors (H∼0.4, ∼0.6). The amplitude of the first two and of the last two gaussians was
set equal in order to suppress non-physical results with the intensity deviations of the
two sides describing effects due to the magnetic form factor etc. over larger regions in
Q-space.
For comparison also a fit of the magnon dispersion taking the convolution of the
spectrometer resolution function by the Cooper Nathans formalism and the magnetic
form factor of the Ni2+ ion into account turned out to describe the data not so well as
the data suffers from larger contributions of phonons from E = 12 meV on. Although
several phonons were introduced by additional gaussians, these fits turned out to be not
as good as fitting the data directly with gaussians as described above. Hence, only the
gaussian fits are shown in Fig. 9.10.
The resulting spin-wave dispersions for two different kinds of scan types are plotted
in Fig. 9.11 together with the dispersions of undoped La2NiO4 with x = 0.00 taken from
Ref. [373, 386]. These values (blue lines) have been shifted to the incommensurate wave
vectors of the La1.825Sr0.175NiO4+δ-sample studied in this work. A linear fit of the magnon
dispersion corresponding to the black and magenta data points (belonging to scan type
1 and scan type 2 ; see Fig. 9.11) yields very similar values for the spin wave velocity as
reported in literature for undoped La2NiO4 [373, 386]. The spin wave velocities parallel
and perpendicular to the stripes amount to ~c⊥ = 357(14) meVA˚ (scan type 1 ) and
~c‖ = 303(10) meVA˚ (scan type 2 ) which is close to the value of ~c0 = 340 meVA˚ for
undoped La2NiO4 and ~c‖ = 300(20) meVA˚ and ~c⊥ = 350(20) meVA˚ for LSNO with
x = 0.31 [373, 386]. Due to the lower doping the distance in-between the stripes is
larger and the magnetic Bragg-peaks are closer to the antiferromagnetic zone-center. In
consequence, it seems that the magnons merge at q=(1
2
1
2
0) at lower energies compared
to the 31% doped sample. From the gaussian fits (see Fig. 9.10 and 9.11) this merging
seems to occur around 14 THz (∼57.9 meV). If this is the case, the data at 16 Thz would
be indicative for a (weak) dispersion above this merging point. But as can be seen in
Fig. 9.10, phonon contaminations render the determination of the magnon-merging-point
and the observation of the dispersion above rather unreliable.
However, the spin wave dispersion could be measured very well in the lower energy
regime and the spin wave velocities parallel and perpendicular to the stripes are very
close to the values for LSNO with x = 0.31 [373]. The anisotropy between the directions
parallel and perpendicular to the stripes is about 15%.
In order to study the purely magnetic scattering and to get rid of the phonon contribu-
tions, an inelastic neutron scattering measurement has been performed at the IN20 spec-
trometer at the ILL using polarized neutrons and a Heusler monochromator and analyzer
for polarization analysis. For the scans shown in Fig. 9.12 (a-b) a constant-kf mode with
kf = 4.099 A˚
−1 has been chosen. The magnetic field was applied parallel to the scattering
vector (H‖Q) and spin-flip (SF) and non-spin-flip (NSF) scattering has been detected
separately. Additionally, for the 50 meV to 70 meV constant-E scans also the SF and
NSF intensity for H⊥Q has been detected in order to calculate the background and/or
the pure magnetic scattering contribution using the following formulas for SF-scattering:
σ
H‖Q
SF = σmag +
2
3
·σnucl,incoh. +σbackg and σH⊥QSF = 12 ·σmag + 23 ·σnucl,incoh. +σbackg. Hence,
the difference intensity amounts to 1
2
· σmag. With this knowledge the non-magnetic in-
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Figure 9.12: (a) Constant-Q-scans at (1.5 1.5 0). (b) Constant-E-scans in (HH¯0)-direction;
circles indicate the measured data in the spin-flip channel multiplied by the
energy (ω) and shifted by a constant value. The filled areas under the data
indicate the pure magnetic scattering after background subtraction. The blue,
green and red lines denote fits of the data by pure gaussian fits (blue), by a
conical dispersion / sine-shaped dispersion convoluted with the spectrometer
resolution function (green/red) as described in the text.
tensity (background etc.) can be calculated and the pure magnetic intensity is indicated
by the filled area under the 50 meV to 70 meV constant-E scan-curves; see Fig. 9.12 (b).
For the lower energies (8 meV to 40 meV) no intensity has been measured for H⊥Q, but
as could already be seen in the 50 meV and 60 meV data, the non-magnetic scattering
(background etc.) is at about the same level as the first and last data points within
these scans. Hence, the background level was estimated by connecting these data points
and, thus, the estimated magnetic scattering is indicated also by a filled area under the
data points; see Fig. 9.12 (b).
In Fig. 9.12 (a) a constant-Q scan is plotted as a function of energy transfer. Around
35 meV and 60 meV peaks could be observed in the NSF channel which indicate phonon
contributions at these energies and explain the additional intensities (peaks) in the
data of the PUMA measurement. Especially, the interpretation of a merging of the
magnon branches around 60 meV which was indicated by the PUMA data is uncovered
as phononic in origin by this energy scan (constant-Q scan). Hence, the PUMA data is
237
9 Nickelates
0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 80
2 0
4 0
6 0
8 0
 
 
E (m
eV)
H  ( r .  l .  u . )
 I N 2 0
 P U M A
x = 0 . 0 0x = 0 . 3 1
Figure 9.13: Spin-wave dispersion relation of La1.825Sr0.175NiO4+δ; red circles: IN20 data,
black triangles: PUMA data; the blue line and the green line are dispersions of
LSNO x =0.00 and 0.31 samples from Ref. [386] and[373] respectively which
are shifted to the incommensurate wave vectors q˜ of the La1.825Sr0.175NiO4+δ-
sample; red line: c′ · | sin(pi · (0.5/q˜H) · |H − (0.5 − q˜H)|)| (In contrast to the
PUMA measurement the incommensurate magnetic peaks could be observed
symmetrically around H = 1/2 for the IN20 measurement.)
not reliable for the 14 THz (57.9 meV) measurement. And probably also other results
could have been biased by phonon contributions.
In Fig. 9.12 (b) constant-E scans are shown with a (HH¯0) scan direction through
(1.5 1.5 0). As stated above, the filled area under the curve indicates the pure magnetic
scattering (above background). The blue lines are gaussian fits to the data.
First of all, the incommensurate magnetic peak positions have been determined by fit-
ting the 8 meV data with two gaussian contributions y = y0 +I1∗exp(−((x−h1)/w1)2)+
I1 ∗exp(−((x−3+h1)/w1)2). This proceeding can be justified as a small splitting of the
magnon branches can not be resolved by the resolution within this measurement, quite
similar to the PUMA measurement. Both gaussians are centered around H =1.5 and
have equal values for intensity and FWHM. After a value of h1 = 1.393(3) and h2 = 3−h1
has been determined for the incommensurate peak positions, the higher energy data has
been fitted using two gaussians centered around h1 and two other gaussians centered
around h2. The intensity and FWHM of these four gaussians has been restricted to
equal values. Hence only three parameters have been refined - one positional parameter
describing the absolute value of the distances to h1 and h2 respectively (∆h1), one pa-
rameter for the intensity (I1) and a third parameter for the width (w1). One additional
parameter was used for the refinement of the background level (y0). During the refine-
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ment it turned out, that there is some intensity at H =1.5 which could not be described
by these four gaussians plus constant background. This additional intensity is most
likely caused by resolution effects due to the admixture of intensity from the other two
spin wave cones. In order to describe this effect somehow, an independent fifth gaussian
which is centered at H =1.5 has been applied to the fitting procedure enhancing the
number of fit parameters by two (I5 and w5). (Whenever possible, this fifth gaussian
contribution was set to zero intensity.) Thus, the total intensity was described using
Eq. 9.2.
y = y0+
1∑
µ=0
2∑
ν=1
{I1∗exp(−((x−hν+(−1)µ∆h1)/w1)2)}+I5∗exp(−((x− 3
2
)/w5)
2) (9.2)
In Tab. 9.2 the fitting parameters are listed for each constant-E scan. In Fig. 9.12 (b)
the four gaussian fits (green lines) are shown together with the additional gaussian in
the center (blue line).
scan y0 ∆h1 I1 w1 I5 w5
8 meV 0.468(35) - 1.203(54) 0.088(4) - -
20 meV 1.436(97) 0.022(2) 1.070(191) 0.023(4) 3.264(159) 0.172(11)
30 meV 2.688(133) 0.036(5) 0.707(179) 0.037(11) 3.186(266) 0.198(14)
40 meV 4.510(57) 0.042(15) 1.198(180) 0.081(19) 1.524(233) 0.089(44)
50 meV 5.7 0.066(6) 0.786(331) 0.074(20) 1.956(637) 0.218(11)
60 meV 7.1975 0.068(4) 1.698(128) 0.091(7) - -
70 meV 9.317(320) 0.092(41) 0.762(188) 0.154(69) - -
Table 9.2: Fit parameters obtained by fitting Eq. 9.2 to the measured data.
The magnon dispersion derived by these fits is shown in Fig. 9.13 (red circles). As
can be seen, the IN20 data fits quite well to the values determined in the PUMA mea-
surement at low energy. The spin-wave dispersions of the undoped La2NiO4 [386] and
of La1.69Sr0.31NiO4 [373] which were shifted towards the incommensurate positions of
the La1.825Sr0.175NiO4+δ-sample exhibit very similar dispersions. The spin-wave velocity
derived from this dispersion amounts to 379(19) meVA˚ which is close to the value of
340 meVA˚ in undoped LSNO [386, 373].
In order to describe the mentioned resolution effects better, all spectra have been also
modeled using the ResLib package [387], enabling a four dimensional convolution of the
spectrometer resolution function with the dispersion surface. In a first model a simple
conical dispersion surface with ω = c·∆Q has been fitted to the data (green line in
Fig. 9.12 (b)). This dispersion is not able to fit the high energy data well. Therefore,
a in a second model a dispersion surface with ω = c·sin(φ·∆Q) has been fitted to the
data (red line in Fig. 9.12 (b)). The spin wave dispersion derived by fits of these second
model is also shown in Fig. 9.13 (red line). Also this model leads to some shortcoming in
describing the measured data since this model can not describe the decreasing structure
factor for the descending sine-branch, i. e. for H approaching 0 or 1. Such a loss of
intensity for H → 0, 1 has been reported in Ref. [370] where the magnon dispersion
was calculated for vertical and diagonal stripes. Hence, a more sophisticated model is
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needed to fit the data including also resolution effects. Also the value of the spin wave
velocity obtained by these fits is somewhat enhanced: ~ · c⊥ ≈ 411 meVA˚. The value
obtained by the first methods using gaussian fits only (Eq. 9.2) yields a more reasonable
value of ~c⊥ = 379(19) meVA˚ which is within the error bars in good aggreement with
the results of the PUMA measurement (~c⊥ = 357(14) meVA˚).
However, also the LSNO single crystal with x = 0.12 grown in this work (ACK117 )
might be a better candidate for a measurement of the spin wave dispersion as the magnon
merging point can be expected at much lower energies since the incommensurability
should be about half as large as the incommensurability of the La1.825Sr0.175NiO4+δ-
crystal measured in this work. Thus, the needed energy transfer can be expected to be
much lower rendering the observation of the spin wave dispersion much more easy.
9.1.4 Conclusion
In conclusion, the phonon dispersion of the high frequency Σ1 branch of La1.8Sr0.2NiO4+δ
reveals a very interesting phonon anomaly at phonon propagation vectors corresponding
to the propagation vectors of the diagonal charge stripes (incommensurability ε). Hence,
this is a first evidence for electron phonon coupling in a diagonal charge stripe phase
and might be relevant for the study of the spin glass phase of La2−xSrxCuO4 where also
a diagonal charge stripe phase was proposed.
Concluding, the inelastic neutron measurements of stripe ordered La1.8Sr0.2NiO4+δ
indicate almost no splitting of the high frequency Σ1 phonon mode which is unlike to
the observations in La1.69Sr0.31NiO4 [380]. Instead there is clear evidence for a coupling
of this topmost Σ1-mode to the diagonal charge stripes with equal propagation vector,
i. e. the dispersion ω(q) exhibits a softening at q = ε. Also the peak width exhibits an
anomalous broadening which is in contrast to the peak widths of the ∆1 phonon mode
which can not couple to diagonal charge stripes like the Σ1-mode. This anomalous peak
broadening of the Σ1 mode might be connected to the difference for phonons propagating
parallel or perpendicular to the diagonal charge stripes. All these findings are very
different to the behaviour of the corresponding Σ1 mode in La1.69Sr0.31NiO4 [380]. Thus,
the phonon anomalies in La1.69Sr0.31NiO4 might be dominated by commensurate effects
and, hence, La1.69Sr0.31NiO4 might not be the ideal compound to study the phonon
dispersion in a diagonal charge stripe phase.
Furthermore, strong temperature effects are visible which appear above the stripe or-
dering temperature TCO. For q = ε the temperature dependency indicates an anomalous
softening of ω(q) on heating above TCO. And the temperature dependency of this Σ1
phonon mode indicates a strong broadening at the zone boundary for high temperatures
(300 K) which indicates a strong damping of this phonon mode.
Besides the phonon dispersion, also the magnon dispersion of La1.825Sr0.175NiO4+δ was
measured. Similar as reported for La5/3Sr1/3NiO4-samples, the LSNO sample studied
in this work exhibits also dynamic, quasi-one-dimensional antiferromagnetic correlations
among the stripe electrons with an exchange energy almost identical to the value reported
for La5/3Sr1/3NiO4 [382], i. e. 3.2(1) meV. These findings support the picture of Ni
3+-
chains in the charge stripe phase of of La1.825Sr0.175NiO4+δ.
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The measurement of the magnon dispersion itself is more complicated. At low energy
the picture is rather clear and the spin wave velocities parallel and perpendicular to
the stripes amount to ~c⊥ = 357(14) meVA˚ and ~c‖ = 303(10) meVA˚ (PUMA mea-
surement) which is close to the value of ~c0 = 340 meVA˚ for undoped La2NiO4 and
~c‖ = 300(20) meVA˚ and ~c⊥ = 350(20) meVA˚ for LSNO with x = 0.31 [373, 386]. Po-
larized neutron measurements of La1.825Sr0.175NiO4+δ at the IN20 spectrometer indicate a
slightly higher value ~c⊥ = 379(19) meVA˚ compared to the value of ~c⊥ = 357(14) meVA˚
for the PUMA measurement. However, at high energy a direct and unambiguous evi-
dence for a merging of the magnon branches could not be found. The energies where this
merging could be expected are still too high for this La1.825Sr0.175NiO4+δ-sample - 70 meV
was the upper limit of the IN20 spectrometer - and the contaminations with phonons in
this energy range renders the interpretation of the PUMA data (no polarization analy-
sis) very difficult. But the growth of another LSNO crystal with x = 0.12 in this work
might enable the observation of this magnon merging point and any possible spin wave
dispersion above this merging point since the incommensurability of this crystal should
be much smaller and, hence, the needed energy scale can be expected to be distinctly
lower. Also for the study of the phonon dispersion this crystal is very well suited as it
may extend the observations of electron phonon coupling from La1.825Sr0.175NiO4+δ to
other Sr doping concentrations 2.
2measuring time has already been granted at the 1T spectrometer at the reactor Orphe´e in Saclay,
France.
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10 Cuprates
Copper is widely distributed in the earth’s crust [107] and although the most important
ores are oxides, sulphides and carbonates it can also be found as a free element due to
it’s low reactivity. Copper is together with silver the best electrical conducting metal.
Besides for electronic applications it is used as an alloy in brass or bronze.
10.1 Search for charge stripes in the spin-glass phase of
La2−xSrxCuO4
10.1.1 Introduction
In 1986 high-temperature superconductivity (HTSC) has been discovered in the cuprate
system La2−xBaxCuO4 exhibiting a transition temperature of about 30 K [4]. This
discovery has triggered enormous research activity in this field and soon other HTSC
cuprates with steadily rising TC followed among which YBa2Cu3O7 (YBCO) with a tran-
sition temperature of 94 K which can be easily reached using liquid nitrogen has drawn
a lot of attention. The cuprate with the current maximum TC is HgBa2Ca2Cu3O8+y
with a TC of 134 K and even 164 K under pressure [388, 389].
La2−xSrxCuO4 can be regarded as the model cuprate system as it has a very simple
quasi-two-dimensional crystal structure consisting of CuO2 layers separated by layers of
(La,Sr)2O2, the so-called 214- or K2NiF4-structure isostructural to the nickelate system
decribed in Chap. 9.1; see Fig. 9.1 (a-d). The most important modifications are listed in
Tab. 9.1 and originate from the octahedral tilts among the tetragonal [110], [1-10] axes;
see Chap. 9.1.
The parent compound La2CuO4 is an antiferromagnetic insulator with a gap of about
1.5 eV, a Ne´el temperature of TN ∼325 K and very large Heisenberg exchange energies
[390, 391, 31]. The Cu2+-ion sitting in weakly coupled CuO2 layers has a 3d
9 configu-
ration and the degeneracy of these 3d orbitals is lifted by a large crystal field splitting.
Hence, the hole (S=1/2) at the Cu-site occupies the 3dx2−y2 orbital and the insulating
properties can be understood by the Hubbard-Model.
By the successive substitution of trivalent La by divalent Sr additional holes are
doped into the La2−xSrxCuO4-system and long-range antiferromagnetic (AFM) order
disappears around Sr-doping levels of x ∼ 0.015 [31]. Around x ∼ 0.055 this system
enters the superconducting regime with a maximum TC around x ∼ 0.15. With further
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hole-doping the transition temperature decreases again, thus forming a so-called super-
conducting dome - see the La2−xSrxCuO4 phase diagram in Fig. 10.1. In this phase
diagram also the HTT to LTO transition temperature is shown as a function of Sr dop-
ing. The electrical resistivity is very anisotropic and the in-plane resistivity ρab which is
purely metallic for x > 0.05 exhibits a distinct minimum for the compounds within the
SG phase; see Ref. [392, 393]
Figure 10.1: Schematic Phase diagram of
La2−xSrxCuO4 (data taken
from Ref. [31]).
The role of electron-phonon coupling in
HTSC cuprates is still a matter of debate. The
static stripes found in Nd codoped LSCO with
x = 0.12 [6] indicate that electron-lattice inter-
action plays a role in the cuprates. However,
these stripe phases exhibit only small struc-
tural distortions. In the isostructural nicke-
lates, for example, the charge stripes are ac-
companied by much larger structural mod-
ulations originating from the modulation of
the charges; see Chap. 9.1. The only evi-
dence for stripe like charge (and spin) modula-
tions with static long range order was observed
by neutron, hard X-ray and resonant soft x-
ray diffraction in La2−xSrxCuO4 codoped with
smaller rare-earth ions and in La2−xBaxCuO4
for Sr and Ba doping levels near 1/8 [6, 365, 9,
394-401]. Here, the charge stripes are running
in tetragonal [100] direction, i. e. parallel to
the Cu-O bonds. Since these stripes act as a
domain wall for the magnetic order yielding a
phase shift, the corresponding magnetic mod-
ulations are also collinear but have a twice as
large spacing, i. e. qmag=
1
2
· qCO. Although
no evidence for static charge stripes was found in the superconducting regime of pure
La2−xSrxCuO4, the observation of collinear magnetic correlations/sattelites [402-407] in-
dicates the existence of (dynamic) collinear charge stripes. On entering the spin-glass
(SG) regime of this system (0.02 ≤ x ≤ 0.05) the magnetic satellites rotate by 45◦ and
appear at (1
2
± δm 12 ± δm 0)tet pointing in a diagonal direction instead of a horizon-
tal/vertical one [408-414]. This behaviour was also observed for similar hole doping
levels in the Nd codoped La2−xSrxCuO4 system [415] and in the La2−xBaxCuO4 sys-
tem [416]. Hence, a stripe phase was also proposed for the SG phase of La2−xSrxCuO4
which is right between the metallic (superconducting) and the commensurate antiferro-
magnetic insulating phases. As the incommensurate magnetic modulation propagates
in the tetragonal [110] direction or, more accurately, in the orthorhombic [010] direction
(space group Bmab) [413], one could also expect diagonal charge stripes similar as in the
nickelate system (see Chap. 9.1). However, despite tremendous effort no concomitant
structural lattice modulation and no evidence for charge ordering has been reported
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in the SG phase of La2−xSrxCuO4 so far. Therefore, an alternative chiral explanation
has been proposed for the incommensurate ordering in the SG-phase and explains the
existing data as well [417-419].
Another possibility to study charge ordering phenomena than by direct observation of
structural modulations etc. is the measurement of anomalies in the phonon dispersion
which occur in many charge ordered perovskite transition metal oxides [420, 421]. As
a charge modulation is accompanied by a modulation of the transition metal-oxygen
bond distances a coupling with the longitudinal bond-stretching phonon modes may be
induced, which were often called breathing modes [422]. In the HTSC cuprates the
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Figure 10.2: Typical constant-Q and constant-E scans.
topmost ∆1 mode, i. e. the bond stretching phonon dispersion in tetragonal [100]
direction, has a flat dispersion near the Brillouin zone centre which, then exhibits a
strong anomalous decay around q = (0.25 0 0) and becomes flat again afterwards for
q = (ζ 0 0) with ζ > 0.35. This behaviour of the compounds in the superconducting
regime is in contrast to the undoped parent compound La2CuO4 [378] and indicates
strong electron-phonon coupling. For La2−xSrxCuO4 with x ≈ 0.12 it also correlates
with the magnetic modulation [407] and coincides with the propagation vector of the
static charge stripes observed in the related Nd codoped compounds [6]. Hence, in
the case that there is charge ordering, a coupling of the topmost Σ1 phonon mode
to diagonal stripes could be expected for the compounds belonging to the SG phase
where diagonal magnetic modulations have been observed. Such a coupling of the bond-
stretching phonon mode to diagonal charge stripes has been observed for the first time
in this work for the nickelate system - see Chap. 9.1. Therefore, the analysis of the
corresponding phonon mode in a a sample belonging to the SG phase may give insight
in the question whether diagonal charge stripe order occurs in this regime or not.
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10.1.2 Experimental
Large single crystals of La1.95Sr0.05CuO4 have been grown by K. Ikeuchi from the group
of K. Yamada using the floating-zone technique. The lattice parameter of these samples
have been determined by powder X-ray diffraction. The values of the room-temperature
lattice parameter as well as the value of the low-temperature orthorhombic splitting
determined in several neutron and hard X-ray experiments confirm the Sr concentration
of x = 0.05 in these crystals. Also the measurement of the electrical resistivity using a
four-probe setup indicates insulating properties; see Fig. 10.3 (b). Hence, the sample is
definitely in the SG phase and not in the metallic (superconducting) phase which might
arise from accidental oxygen doping. This is also affirmed by the measurement of the
magnetical susceptibility; see Fig. 10.3 (b). Most of the literature dealing with the SG
phase and the diagonal magnetic correlations is based on the study of crystals grown in
the same way as the La1.95Sr0.05CuO4 crystal in this work was grown [409, 410, 412, 411,
413, 414].
For further characterization of the sample elastic neutron scattering measurements
have been performed at the triple-axis spectrometer IN8 at the ILL in Grenoble, France
and at the triple-axis spectrometer PUMA at FRM-II in Garching. At the IN8 spec-
trometer a bent Si-monochromator has been used for these purposes and Q-scans in
[1-10] direction through [1
2
1
2
0] have been performed at 1.8 K and at 25 K. The differ-
ence of these two scans is shown in Fig. 10.3 (a) clearly revealing the incommensurate
magnetic signal at (1
2
±δm 12∓δm 0) with δm ∼ 0.03 which is in very good agreement with
previous characterization of the magnetic ordering in La1.95Sr0.05CuO4, affirming the Sr
concentration x = 0.05 in these crystals again. (However, also some signal was found at
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Figure 10.3: (a) The difference of the intensity of an elastic scan in [1 -1 0] direction through
(12
1
2 0) at 1.8 K and 25 K. The resulting signal reveals the positions of the di-
agonal magnetic satellites in reciprocal space with δm ≈ 0.03. (b) Measurement
of the electrical resistivity and of the magnetic susceptibility (50 mT, ZFC).
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the commensurate position (1
2
1
2
0) which is absent in the temperature difference shown
in Fig. 10.3 (a) and might be due to some spurious effect like λ/2, multiple scattering
etc.) Similar scans have been obtained at the PUMA spectrometer confirming the value
of δm.
Inelastic neutron scattering measurements have been performed at the triple-axis spec-
trometer IN8 at the ILL in Grenoble, France. For a flux optimization a double-focusing
Cu (200) monochromator and double-focusing (002) pyrolithic graphite (PG) analyzer
setup has been chosen. These measurements have been performed in a constant-kf mode
with a final energy of 14.7 meV. Pyrolytic graphite filter were placed between sam-
ple/diaphragms and the analyzer in order to diminish undesirable neutrons at higher
harmonic wavelengths. This filter is most efficient for the chosen final energy. For the
reason of intrinsic contaminations appearing at an energy transfer of 44 meV, also a
final energy of 30.5 meV with a lower resolution was chosen across this energy. Two
La1.95Sr0.05CuO4 crystals have been coaligned and mounted with the [100]/[010] axes
in the scattering plane (tetragonal notation) which is optimal for the study of phonons
propagating in [100] direction (∆1 mode) and in [110] direction (Σ1 mode). Also, this
geometry gives rise to an optimal focusing integration as the vertical divergency of the
spectrometer is larger and as the phonon dispersion along c is weak. In Fig. 10.2 (a-d)
typical constant-Q and constant-E scans are shown (lines are gaussian fits to the data).
For a measurement of the longitudinal acoustic branches also an inelastic neutron
measurement has been performed at the cold triple axis spectrometer 4F.1 at the reactor
Orphe´e in Saclay, France. Using cold instead of thermal neutrons a much better energy
resolution could be attained. For these measurements a double PG-(002) monochromator
and a PG-(002) analyzer have been used.
Additionally, a direct investigation for charge-ordering superstructure reflections in
La1.95Sr0.05CuO4 has been performed at the 4F.1 spectrometer (reactor Orphe´e) and at
the PUMA spectrometer (FRM-II).
Furthermore, in three different measurements using ∼100 keV (1st : 100097 eV, 2nd :
99999.5 eV and 3rd measurement : 100061 eV) hard X-rays at beamline BW5 at Ha-
sylab/DESY in Hamburg charge ordering superstructure reflections have been searched
for in La1.95Sr0.05CuO4. The results of these measurements haven been corroborated by
complementary neutron measurements at the G4.3 diffractometer at the reactor Orphe´e
in Saclay, France (λ=2.36 A˚). In the first synchrotron measurement a setting with a Si
analyzer crystal for maximum resolution was used. In the second synchrotron experi-
ment a much lower resolution has been chosen with the use of a Ge-doped Si analyzer
crystal in order to integrate over a larger area in Q-space and to avoid any accidental
missing of very sharp reflections. In the third synchrotron measurement the same res-
olution setting has been applied for the comparison of the results of La1.95Sr0.05CuO4
with a LSCO sample in the superconducting regime - La1.88Sr0.12CuO4.
The analysis of the phonon dispersion is based on the tetragonal (I4/mmm) unit cell
and the orthorhombic distortions will be ignored. All wavevectors Q will be given in units
of reduced lattice units 2pi/atet. Also the results of the neutron measurements searching
for superstructure reflections are also reported in tetragonal notation. However, the high
resolution of the synchrotron measurements using 100 keV X-rays gives necessitates to
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the exact separation of the different twin domains in the orthorhombic phase. Hence,
the results of these synchrotron measurements are given in orthorhombic notation.
10.1.3 Results and Discussion
Lattice dynamics of La1.95Sr0.05CuO4
In Fig. 10.5 constant-Q scans of the La1.95Sr0.05CuO4 sample studied in this work
are shown for the high frequency Σ1 and ∆1 branches. As the polarization patterns in
Fig. 9.3 (a-b) indicate, these topmost Σ1 or ∆1 phonon modes should couple to charge
stripe instabilities and, hence, this experiment mainly focuses on these phonon modes.
The overall phonon dispersion obtained in all measurements is plotted in Fig. 10.4. In
this figure, the ∆1-, ∆2-, Σ1- and Σ2-branches are shown where the ∆ (Σ) branches
denote phonon modes propagating in [100]-direction ([110]-direction) and the index 1
and 3 refer to irreducible representations containing longitudinal acoustic modes and
transverse acoustic modes polarized parallel to the planes respectively [423]. Whereas
the transverse modes exhibit narrow peak widths throughout the entire Brillouin zone,
the longitudinal ∆1 modes lose intensity and broaden towards the middle of the Brillouin
zone which can be only partially understood with lattice dynamic model calculations and
is similar in La1.85Sr0.15CuO4 [381]. Nonetheless, the entire dispersion of the high fre-
quency modes of La1.95Sr0.05CuO4 in [100]- and [110]-direction is plotted in Fig. 10.6 (a-b)
in detail and compared with other La2−xSrxCuO4-samples from literature with Sr doping
levels x = 0.00, 0.07, 0.15. The corresponding peak width measured in constant-Q scans
is plotted in Fig. 10.6 (c-d).
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Figure 10.4: Phonon dispersion for ∆1-, ∆2-, Σ1-, Σ2- modes and a phonon dispersion in
(ζ 12 0) direction.
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of ζ measured at 1.8 K.
The octahedral tilts in La2−xSrxCuO4 induce distortions doubling the primitive unit
cell and the number of phonon branches which may be even further enhanced by twinning
effects. Thus, for the phonon modes in [1 1 0]-direction a broadening can be expected.
But these (small) effects are difficult to resolve in a typical neutron measurement and will
be ignored in this work. Thus, the results presented in this work refer to the tetragonal
notation.
The position of the magnetic satellites at ∼(1
2
± 0.03 1
2
∓ 0.03 0) would be indicative
for diagonal charge stripes with qCO ∼ (0.06 0.06 0). A value of qCO ∼ (0.06 0.06 0) to
(0.07 0.07 0) could be also expected from the nominal Sr concentration and comparison
with literature data [413]. As the bond stretching phonon modes should couple to charge
stripes, one would expect phonon anomalies around q ≈ qCO in the high frequency Σ1
mode as has been observed for La1.8Sr0.2NiO4+δ in this work, see Chap. 9.1. The
(commensurate) stripe order in La1.69Sr0.31NiO4 causes a clear splitting of this phonon
mode; see Ref. [380]. However, the phonon dispersion of La1.95Sr0.05CuO4 in [110]-
direction exhibits no anomalies, although anomalies would have been expected in the
case of diagonal stripe ordering. Also the peak widths are not indicative for any phonon
anomaly in [110]-direction; see Fig. 10.6.
But surprisingly, the dispersion in [100] direction exhibits already similarities with
the dispersion of metallic LSCO especially with La1.93Sr0.07CuO4. In Fig. 10.6 (a) the
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Figure 10.6: (a) Dispersion of the high-frequency ∆1 phonon mode of La1.95Sr0.05CuO4
(black dots) together with the dispersion of La2CuO4 (light gray line) [381],
La1.85Sr0.15CuO4 (gray squares) [381] and La1.93Sr0.07CuO4 (dark gray trian-
gles †) [13]. (b) Dispersion of the topmost Σ1 branch of La1.95Sr0.05CuO4 to-
gether with the dispersion of La2CuO4 [378]. (c-d) The width (FWHM) of
the corresponding bond-stretching modes of La1.95Sr0.05CuO4. (†: the dot-
ted line indicates the values of La1.93Sr0.07CuO4 shifted by 0.4 THz to higher
energies/frequencies.)
dispersion of La1.93Sr0.07CuO4 [13] shifted by 0.4 THz to higher energies is also shown
(dotted line) in order to correct for a possible energy offset of the two different spec-
trometer IN8 and 1T: as shown in Chap. 10.2, Fig. 10.26 (c), the phonon dispersion of
La1.48Nd0.4Sr0.12CuO4 measured in Ref. [13] is shifted by about ∼2 meV ≈ 0.5 THz to
lower energies compared to the phonon measurement of La1.88Sr0.12CuO4 in this work.
Also the phonon dispersion of La1.85Sr0.15CuO4 reported in Ref. [13] is almost identical
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Figure 10.7: Phonon dispersion of the longitudinal acoustic Σ1 phonon mode; black dots: IN8
data, gray cricles: 4F.1 data.
to the dispersion of La1.48Nd0.4Sr0.12CuO4 [13] indicating that this offset in energy might
not be an effect of Nd co-doping. Hence, the dotted line might be a better comparison
of La1.93Sr0.07CuO4 to the 5% doped LSCO sample measured in this work.
In any case, the longitudinal bond stretching mode of La1.95Sr0.05CuO4 exhibits a
downwards dispersion which is characteristic for samples in the metallic LSCO regime.
Also the full widths at half maximum show a distinct broadening which is similar as
in optimum doped La1.85Sr0.15CuO4; see Fig. 10.6 (c). And there is no evidence for a
LO-TO splitting as could be expected for an insulator.
Hence, the phonon dispersion of La1.95Sr0.05CuO4 does not exhibit any signatures sup-
porting the picture of diagonal stripes in the SG phase of LSCO. Instead, the longitudinal
bond stretching phonon dispersion exhibits a softening of the half-breathing mode which
is qualitatively independent on the Sr doping level x and just the extent of this softening
as well as the shape of the dispersion vary with x. The downward dispersion of the of
the ∆1 mode from the zone center ζ = 0 towards ζ = 0.5 (half-breathing mode) amounts
to ∆E ∼1.8 THz in La1.95Sr0.05CuO4 and ∼2.6 THz and ∼3.9 THz in La1.93Sr0.07CuO4
and La1.88Sr0.12CuO4 respectively; see Fig. 10.6 (a). Hence, the amplitude of the half-
breathing mode softening is in very good approximation proportional to the Sr doping
level x and even no effect due to the reduced metallicity of La1.95Sr0.05CuO4 is apparent.
Thus, the dispersion of the ∆1 mode as well as the distinct broadening of the phonon
widths in the LSCO system indicates a strong electron phonon coupling for the longitu-
dinal bond stretching mode and the softening of the half-breathing mode seems to be an
intrinsic instability of the LSCO system which roughly scales with the Sr doping level
x.
Additionally, the longitudinal acoustic (LA) phonons along the [110]-direction have
been studied using also a cold triple-axis spectrometer (4F.1) with a better energy reso-
lution. The results of the inelastic measurements at the thermal (IN8) and cold (4F.1)
neutron sources are shown together in Fig. 10.7. Supporting the observations in the
high frequency Σ1 mode, also the LA Σ1 phonon mode exhibits no anomalies at a prop-
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agation vector which would have been expected for a diagonal charge stripe phase.
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Figure 10.8: (a) The difference of the intensity of an elastic scan through Q = (12
1
2 0) at
3.5 K and 50 K (PUMA spectrometer, first measurement). The resulting signal
yields δm = 0.030(1). (b) Difference intensity between scans measured at 3.5 K
and at 50 K of a scan in [1 1 0] direction through (1 1 0). The dashed blue line
indicates the expected intensity of a superstructure reflection with δCO = 2 ·δm,
the same peak width and of the size of 5 · 10−6 of a strong Bragg peak.
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search for structural distortions in La1.95Sr0.05CuO4
Besides studying the signatures of a (diagonal) stripe instability in the phonon dis-
persion, also several experiments have been performed in this work in order to search
directly for the structural superstructure reflections of a diagonal (horizontal/vertical)
charge stripe phase:
1. PUMA spectrometer (FRM-II, λ = 2.35 A˚ neutrons; 4 days)
2. PUMA spectrometer (FRM-II, λ = 2.36 A˚ neutrons; 2 days)
3. PUMA spectrometer (FRM-II, λ = 2.36 A˚ neutrons; 3 days)
4. 4F.1 spectrometer (reactor Orphe´e, λ = 4.25 A˚ neutrons; 7 days)
5. beamline KMC-1 (BESSY, (soft X-rays) synchrotron radiation; 2 days)
6. beamline MagS (BESSY, λ ∼ 1.381 A˚ synchrotron radiation; 1 day)
7. beamline BW5 (Hasylab/DESY, λ = 0.124 A˚ synchrotron radiation; 7 days)
8. beamline BW5 (Hasylab/DESY, λ = 0.124 A˚ synchrotron radiation; 3 days)
9. beamline BW5 (Hasylab/DESY, λ = 0.124 A˚ synchrotron radiation; 2 days)
10. G4.3 diffractometer (reactor Orphe´e, λ = 2.36 A˚ neutrons; 2 days)
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Figure 10.9: Longitudinal scans in [1 -1 0]-direction through (1 -1 L). The difference of
the low-temperature data (∼2 K) minus the high-temperature data (∼50 K) is
shown; blue circles: L = 0 (4F.1), black dots: L = 12 (4F.1), green triangles:
L = 1 (PUMA), red dashed line: a signal with peak width of the magnetic
satellites and intensity of 1·10−6 of the (110) Bragg peak at H = 1+2·δm.
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In Fig. 10.8 (a) the difference intensity of two scans through the commensurate AFM
Bragg position at 3.5 K and at 50 K at the PUMA spectrometer is shown. Clearly the
magnetic satellites are visible. Fitting two symmetrical gaussian with equal intensity
and peak width to the data yields an incommensurability of (nearly) exactly 0.03 which
is in accordance with the IN8 measurement; compare Fig. 10.3 (a). This measurement
was performed in a [100]/[010] geometry with collimations of 20’-open-S-20’ and flat
analyzer and monochromator. In the second and third measurement at the PUMA
spectrometer a 60’-24’-S-20’ collimation setting was applied. The difficulty of these
measurements compared to measurements of LSCO crystals with higher Sr doping where
horizontal/vertical stripes appear is the vicinity of the expected diagonal charge stripe
superstructure reflections to the Bragg peak. For the suppression of the Bragg tails an
optimal resolution is needed. In Fig. 10.8 (b) the results of a diagonal scan (see inset)
across the (110) Bragg peak is shown. The blue dashed line indicates a signal of the
order of 5 · 10−6 of a strong Bragg reflection. This signal would have been easily seen.
Further measurements across (1±2δ 1±2δ L) with L = 0, 1
2
, 1 and 3 have been
performed at the PUMA and 4F.1 spectrometer. The measurements at the 4F.1 spec-
trometer benefit from the higher resolution due to the larger neutron wavelength used.
The most important results are summarized in Fig. 10.9 where the difference of the low
temperature data (∼2 K) and high temperature data (∼50 K or more) is shown. The
red dashed line indicates a signal which is about 1·10−6 of the (110) Bragg peak. As
can be seen a signal of 1-2 · 10−6 of a strong Bragg peak would have been detected in
these experiments for L = 0, 1
2
and 1. The intensity of the charge stripe ordering su-
Figure 10.10: Superstructure reflections in the first two BW5 measurements.
perstructure reflection (0 2-2ε 0) observed for vertical/horizontal stripes in Ref. [6] is of
the order of ∼ 10−6 times that of the strong (020) nuclear reflection. This value is about
the detection limit for weak superstructure reflections in the neutron measurements of
La1.95Sr0.05CuO4 in this work. Hence, there is no support for the diagonal stripe picture
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in the SG phase of LSCO from the neutron experiments performed in this work which
is in accordance with the study of the phonon dispersion of this work.
There was also no sign of such diagonal stripe superstructure reflection in resonant
soft X-ray diffraction measurements using synchrotron radiation at beamline KMC-1 at
BESSY in Berlin which have been performed in collaboration with H. Ott and T. Burnus.
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In this work, additional synchrotron radiation single crystal X-ray diffraction mea-
surements using ∼100 keV hard X-rays have been performed at beamline BW5 at Ha-
sylab/DESY. Due to the high resolution it was possible to orient the crystal on one
orthorhombic twin domain. Hence, the results of these measurements are shown in
orthorhombic notation instead of the tetragonal one.
In this experiment superstructure reflections were visible at several positions in recip-
rocal space: at positions in diagonal direction indicative for diagonal stripes but also
in horizontal/vertical direction. In Fig. 10.10 the superstructure reflections observed
in the first two BW5 measurements are summarized in the HK plane (in orthorhombic
notation). The red circles denote the superstructure reflections measured at (0 K -3)ortho
which would be indicative for diagonal charge stripes with q=(0 0.2 1)ortho. The other
circles indicate superstructure reflections at vertical/horizontal q-values with L = 2·n+1
(blue circles) or L= 2 · n (green circles) with q=(±0.1 ∓0.1 0)ortho.
In the first high resolution BW5 measurement superstructure reflections appeared at
(0 K -3)ortho. In Fig. 10.11 (a-d) several scans through these superstructure reflections
are shown. These scans exhibit sharp peaks at (0 ±2∓0.2 -3)orthowith an intensity of
about ∼8×10−8 of the (020)ortho Bragg peak. The peak positions are qualitatively the
right position for diagonal charge stripe superstructure reflections indicating a modu-
lation in the orthorhombic b* direction which would be in accordance with the obser-
vation in Ref. [410] that the diagonal magnetic satellites appear only in b* direction
of the LTO structure. Also the intensity could be of right order of magnitude and the
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Figure 10.11: The measured superstructure reflections in the high-resolution BW5 experi-
ment (with a q-vector pointing in b* direction) of a diagonal charge stripe
order. The red lines are fits with a lorentzian.
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odd value of L would be indicative for a three-dimensionally ordered diagonal charge
stripe phase similar as in the nickelate system (see Chap. 9.1). However, the quantita-
tive value of q amounts to (0 0.2 1)ortho and, hence, diagonal magnetic satellites would
have been expected at (0 1±0.1 0)ortho and (1 ±0.1 0)ortho, or in tetragonal notation at
(1
2
∓0.05 1
2
±0.05 0)tet. But, due to the neutron measurements δm amounts to 0.03 which
is distinctly smaller than the value of 0.05; compare Fig. 10.8 (a). Also the temperature
dependency of the (0 1.8 -3) superstructure reflection which has been measured in the
second BW5 measurement and which is shown in the inset of Fig. 10.11 (b) does not
favour a charge-stripe order as an interpretation since the ordering temperature would
be even much higher than that in La5/3Sr1/3NiO4. Thus, these superstructure reflections
probably have some other origin like Sr-ordering etc.
Hence, no superstructure reflections of a diagonal stripe phase could be detected in
this first BW5 measurement with an accuracy of roughly ∼1×10−8 of the (020)ortho
Bragg peak.
Besides these rather weak superstructure reflections distinctly stronger superstructure
reflections appeared at positions with horizontal instead of diagonal character. The ac-
cording q-values amount to (±0.1∓0.1 0)ortho = (±0.1 0 0)tet and most of these reflections
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Figure 10.12: Scans in (a) [100]-, (b) [010]-, (c) [110]- and [1-10] direction through the (0.9 -
1.1 -1) superstructure reflection in the (first) high-resolution BW5 experiment.
In (d) L-scans at (0.9 -1.1 L) and (1.1 -0.9 -1) are shown. In the inset a more
detailed L-scan through (0.9 -1.1 -1)can be seen.
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have about ∼10−6 to ∼1-4·10−4 times the intensity of the (020)ortho reflection. There
are two superstructure reflections which are even larger: the strongest superstructure
reflection found has an intensity of about 7×10−4 of the strong (020)ortho Bragg peak.
It is difficult to understand the origin of these distinctly stronger superstructure re-
flections since they appear at transversal positions 1 which indicates that the shifts of
the modulation should be perpendicular to the propagation direction. A conventional
vertical/horizontal charge stripe phase as has been found in Nd codoped LSCO [6] is
not able to explain these superstructure reflections as they should appear in longitudinal
scans instead of transversal ones. Also, these superstructure reflections are three orders
of magnitude larger than the superstructure reflections observed for horizontal stripes
in Nd codoped LSCO [6]. However, the absolute value of q = (±0.1 0 0)tet would be in
accordance with the Sr doping level of x = 0.05 since the superstructure reflection of the
vertical stripes in Nd codoped LSCO with x = 0.12 was found at q = (0 0.25 0)tet [6].
In Fig. 10.12 (a-c) different Q-scans through such a collinear superstructure reflection
are plotted. Additionally, large scans in [001]-direction reveal the L-dependency for
these superstructure reflections which appear only at odd values of L in Fig. 10.12 (d).
In the inset of Fig. 10.12 (d) a L-scan through (0.9 -1.1 -1) is shown. The green/magenta
lines indicate gaussian/lorentzian fits. As can be seen, these peaks are very sharp and
limited by resolution indicating very large correlation lengths.
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Figure 10.13: The temperature dependency of the (0.9 -1.1 1) superstructure reflection which
was traced for all temperatures by (a) longitudinal and (b) transversal scans
in the (first) high resolution BW5 experiment.
In Fig. 10.13 (a-b) the temperature dependency of the (0.9 -1.1 1) superstructure
reflection traced by both, longitudinal and transversal scans, is shown. As can be seen
from the temperature dependant scans in [110]-direction, these superstructure reflection
1The transversal satellites or superstructure reflections appear at
−→
Q = −→q +−→τ with −→q being perpen-
dicular to −→τ .
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appear exactly at (0.9 -1.1 1) below an onset temperature of roughly 90 K. The intensity-
temperature curve in the inset of Fig. 10.13 (a) exhibits a maximum at ∼40 K. Below
this temperature there seems to be some kind of decrease again. From the temperature
dependency of these superstructure reflections a ionic La/Sr order can be excluded, as
the fully reversible rise is too sudden and rather unlikely for such kind of ordering.
Any oxygen ordering can also be excluded as the sample has a Sr doping level of 5%
which is close to the superconducting regime and, thus, any additional oxygen would
have turned this sample superconducting which is not the case as can be seen from
the electrical resistivity and magnetic susceptibility measurements; see Fig. 10.3 (b).
Furthermore, the typical superstructure reflections for oxygen ordering with q-vectors
having a c* component could not be found (in a brief check) in the second low-resolution
BW5 experiment.
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Figure 10.14: Large scans in [110]-direction through (1 -1 -1) for three different temperatures
measured in the (first) high-resolution BW5 experiment.
After studying these superstructure reflections at q = (±0.1 ∓0.1 0)ortho also the en-
vironment of these superstructure reflections in Q-space was studied in the (first) high-
resolution BW5 experiment. Thus, larger transversal scans through (1 -1 -1) have been
made at different temperatures. These scans are shown for three selected temperatures
in Fig. 10.14. The first observation is that these superstructure reflections are not solely
the only reflections that exist at lowest temperatures. Another rather strong superstruc-
ture reflection appears at positions in reciprocal space with q ∼ (±0.13 ∓0.13 0)ortho.
But there are also several other positions where superstructure reflections appear. These
superstructure reflections vanish with increasing temperature and appear at other po-
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sitions closer to the Bragg peak at higher temperatures. The superstructure reflection
studied at low temperature (4 K) in great detail, see Fig. 10.12 (a-d), is indicated by
the blue open circles.
A very interesting feature could be observed especially in the transversal scans at
200 K (green lines): about all superstructure reflections appear at equidistant positions
as can be seen in Tab. 10.1. Note, that 0.090 is exactly 5×0.018. This astonishing result
ζ: 0.859 0.877 0.895 0.913 0.931 0.948 1.038 1.056 1.074 1.092 1.110 1.128
∆: 0.018 0.018 0.018 0.018 0.017 0.090 0.018 0.018 0.018 0.018 0.018
Table 10.1: ζ values of the q-vectors (±ζ ∓ζ 0) of the superstructure reflections measured
at 200 K (see Fig. 10.14) and the difference ∆ between them.
indicates that all these superstructure reflections with q = (±ζ ∓ζ 0)ortho are higher har-
monics of a modulation with q = (±0.018 ∓0.018 0)ortho. A larger area of the HK plane
around these reflections was also scanned in steps of 0.001 r. l. u. in both directions in
the high-resolution BW5 experiment; see Fig. 10.15 (a). These superstructure reflections
are rather sharp in longitudinal direction but smeared out in a direction transversal to−→q . Even if this effect is mainly caused by instrumental resolution effects, some of these
peaks extend over much larger regions in [1-10]-direction than others which can not be
explained by resolution effects. Hence, the correlation length parallel to −→q is larger than
the (in-plane) correlation length perpendicular to −→q .
At low temperatures this picture is less clear. As can be seen in Fig. 10.14 also sev-
eral additional peaks can be found at q-positions between expected positions for higher
harmonics. But these additional reflections may be caused by an admixture of super-
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Figure 10.15: (a) Scattered intensity in the HK plane (L=-1) measured in the high res-
olution BW5 experiment at 200 K. The intensity was measured in steps of
∆H = ∆K = 0.001. (b-c) Intensity map of the scans in [110]-direction plotted
as a function of temperature and wavevector transfer (H). The white letters
denote the discrete temperature points.
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structure reflections of the other twin components which induces larger effects at low
temperatures since the orthorhombic splitting is distinctly larger; compare Fig. 10.16 (c-
d). Also the high resolution of this first BW5 experiment may have caused a missing of
some reflections. A more detailed analysis of these features was performed in the second
low resolution BW5 experiment and will be discussed later.
The intensity of these superstructure reflections is similar as found for the superstruc-
ture reflections with q = (±0.1 ∓0.1 0)ortho. However, there are also some unusually
strong reflections closer to the Bragg peak having an intensity of about 0.52% or 0.96%
of the strong (020)ortho Bragg peak. If these two ∼(0.96 -1.04 -1)ortho and ∼(2.92 3.08 -
11)ortho reflections are superstructure reflections of the same type and not crystallites
etc. they have an unusually large structure factor. (Also the superstructure reflection
exactly at (2.9 3.1 -11)ortho has the largest intensity compared with other superstructure
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Figure 10.16: (a-b) Transversal scans through (1 1 -1) measured in the second BW5 measure-
ment. Arrows indicate the superstructure peak positions at about equidistant
positions in reciprocal space. (c) Rocking scans through the (1 1 -1) Bragg
peak for different temperatures indicating the LTO → HTT phase transition
(2nd BW5 experiment). (d) Ratio of the peak widths of the (2 0 0),(0 2 0)
peaks and the (1 1 3) reflection measured with Cu-Kα radiation in a high
temperature camera (HTK) at a conventional rotating anode powder diffrac-
tometer. The inset shows the (2 0 0),(0 2 0) peaks in the diffraction patterns
measured at two different temperatures.
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reflections with same q. Its intensity amounts to 4.1·10−4 times the intensity of the
strong (020)ortho peak.)
At higher temperatures the intensity of these superstructure reflections decreases and
the positions move towards smaller values of q as can be seen in Fig. 10.14 but especially
in Fig. 10.15 (b-c) where the scans in [1 1 0]-direction are plotted as a function of
temperature and wavevector transfer. The superstructure reflections appear at discrete
positions and vanish on heating. Instead of these other superstructure reflections appear
at positions closer to the Bragg peak. In this first BW5 experiment the temperature limit
was room-temperature, but in the second BW5 experiment the temperature dependency
was studied in more detail and up to higher temperatures.
In the second BW5 experiment the instrumental resolution was decreased by choosing
a Ge-doped analyzer crystal instead of a pure Si crystal in order to eliminate or reduce
the possibility of missing the sharp superstructure reflections found in the first experi-
ment. Also a different cryostat was used in this experiment in order to be able to heat
also above room-temperature. In Fig. 10.16 (a-b) transversal scans through (1 1 -1)ortho
are shown for three different temperatures: 10 K, 200 K and 430 K. Whereas sharp
superstructure peaks appear at 10 K and 200 K, no superstructure reflections are visible
anymore at 430 K. The statistical spread close to the Bragg peak is caused by the large
attenuation factor (>27) used to scan this region in order to protect the detector. In
Fig. 10.16 (c) ω scans of the (1 1 -1)ortho reflection are shown for different temperatures.
At low temperatures, clearly a splitting is observable which decreases on heating and fi-
nally vanishes completely around 430 K. Hence, the HTT to LTO transition temperature
amounts to ∼430 K. Additional powder X-ray diffraction measurements using Cu-Kα ra-
diation (generated by a rotating anode) and a HTK heating device have been performed
under application of a vacuum of roughly 10−4 mbar. Due to the orthorhombic splitting
the (2 0 0) and (0 2 0) reflections in the LTO phase appear at slightly different values of
2Θ. In the inset of Fig. 10.16 (d) the intensity of these reflections is plotted as a function
of 2Θ for two different temperatures: 300 K (black) and 430 K (gray). Obviously the
resolution of this powder diffractometer is not good enough in order to separate these
reflections although the used X-ray wavelength is a dozen times larger than in the BW5
synchrotron measurements. However, a small but observable peak broadening indicates
the splitting of the (2 0 0)ortho and (0 2 0)ortho peaks. Unfortunately, there were no other
well separated and strong peaks which could be used for a reliable determination of the
LTO to HTT structural phase transition. Hence, the peak width (FWHM) of this com-
bined (2 0 0)ortho/(0 2 0)ortho peak has been compared to the peak width (FWHM) of a
peak which is not split, the (1 1 3)ortho reflection. In Fig. 10.16 (d) the ratio γ of these
two peak widths determined by gaussian fits is plotted as a function of temperature.
From the temperature dependency of γ a transition temperature of roughly 430 K could
be determined. This value is identical to the value determined in the BW5 synchrotron
measurement and also fully in accordance with the phase diagram of LSCO [31] shown
in Fig. 10.1.
Fig. 10.17 (a) shows a larger intensity-map of the HK plane in reciprocal space for
L = -1 measured in the second BW5 experiment at 10 K. The superstructure reflections
are visible and also the equidistant spacing between them is apparent. The inset shows
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Figure 10.17: (a) HK map for L = -1 measured at 10 K in the second BW5 experiment. The
data points are measured in steps of ∆H = ∆K = 0.001. The inset shows the
results of similar scans which have been performed with a large attenuation in
order to scan the adjacent Bragg peak. These scans have been performed rather
briefly with steps of ∆H = ∆K = 0.005. The size of the elliptical dotted line in
the inset corresponds to the size of the dotted ellipse in the figure. (b) Summary
of scans in [1 1 0]-direction through (0.9 1.1 -1) with ∆H = 0.001 measured for
different temperatures in steps of 20 K. Thus, the scattered intensity is plotted
as a function of temperature and wavevector transfer (H). (c) Temperature
dependency of d2ρab/dT2 depicted from Ref. [393]. The figure above indicates
the range of the values from -8·10−6/K2 (violett) to 8·10−6/K2 (green).
a map of the adjacent Bragg peak measured in larger steps (∆H = ∆K = 0.005) with
an attenuation factor >26. The elliptically surrounded area (light yellow) in the inset
10 K:
ζ: 0.958 0.937 0.919 0.900 0.880 0.860
∆: 0.021 0.018 0.019 0.020 0.020
200 K:
ζ: 0.968 0.949 0.932 0.914 0.895 0.878 0.860
∆: 0.019 0.017 0.018 0.019 0.017 0.018
Table 10.2: ζ values of the q-vectors (-ζ ζ 0) of the superstructure reflections measured at
10 K and 200 K in the second BW5 experiment (see Fig. 10.16). Below, the
difference ∆ between the ζ values of the same column and the column before are
listed.
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corresponds to the dotted ellipse (light yellow) in Fig. 10.17 (a) and gives an impression
of the instrumental resolution. The appearance of a three-peak structure is artificial and
results from the rough-textured grid of Q points in the scans forming this map.
In Tab. 10.2 the values of q for the different superstructure reflections measured at
10 K and at 200 K are shown (Q = (1 1 -1)+q). The value of ζ for q = (-ζ ζ 0) is plotted
in the first row and the difference of ζ for the two neighbouring reflections is listed below.
Like in the first high-resolution measurement, the superstructure reflections appear at
equidistant positions which resembles on the occurrence of higher harmonics. At 10 K
the difference of ζ for neighbouring superstructure reflections amounts to 0.0196(5).
This is indicative for higher harmonics of a modulation with q = (-0.0196 0.0196 0).
Indeed, also the scans shown in the inset of Fig. 10.17 (a) indicate a rather strong
superstructure reflection at q = (-0.02 0.02 0) which is even visible in this measurement
of the Bragg peak with a high attenuation factor. On the other side of the Bragg peak
there is also a superstructure reflection at at q = (0.02 -0.02 0) but with distinctly lower
intensity (of the order of 10%). These weaker reflections have been visualized by the
use of contour lines (cyan) for the lower intensity region. Hence, the structure factor
of these superstructure reflections is not equal on both sides of the Bragg peak but
the superstructure reflections from the basic modulation can be found symmetrically on
both sides of the Bragg peak with q ∼ ±(0.02 -0.02 0). Another interesting feature is
an additional peak intensity at q ∼ (-0.01 0.01 0). This reflection is completely absent
on the other side of the Bragg peak. Most likely, this reflection originates from another
twin domain (or crystallite) which can be expected at about this position. Two of the
other four possible twin domains in this system could be expected exactly at (1 1 -1).
The fourth twin domain should be at the other side of the Bragg peak. Obviously, this
fourth twin domain is absent.
At 200 K the basic propagation vector is little smaller than at 10 K and ζ has a value
of 0.0180(4). This is exactly the value determined at 200 K in the first high-resolution
BW5 measurement. This value is smaller than the value at 10 K and indicates that the
superstructure reflections move towards the Bragg peak on heating. In Fig. 10.17 (b)
all temperature scans of the type of Fig. 10.16 (a) are summarized and plotted as a
function of temperature and wavevector transfer (H). From this figure it is apparent
that the superstructure reflections accelerate their movement towards the Bragg peak
above 200 K and that they rapidly lose intensity and finally vanish above 350-400 K. In
Fig. 10.18 (b) the incommensurability δ of the (1±n ·δ 1∓n ·δ -1)ortho reflections (n ∈ ℵ)
is plotted as a function of temperature. At higher temperatures the superstructure
intensities strongly decrease and, thus, the determination of the peak positions becomes
rather difficult. Hence, the value of the incommensurability could be determined up
to 325 K only. The overall temperature dependency of δ exhibits only minor changes
up to 220 K which is followed by a stronger decay at higher temperatures. At low
temperature the incommensurability δ = 0.018 is connected to a modulation which has
a wavelength of about 55 tetragonal unit cells, i. e. a wavelength of roughly 200 A˚. On
heating, this value of the wavelength strongly increases accompanied by a decay of these
superstructure reflection intensities at high temperatures.
Thus, in these synchrotron measurements structural superstructure reflections and
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their higher harmonics could be observed which indicate an in-plane modulation with a
propagation vector parallel to the Cu-O bonds. This modulation is strongly temperature
dependent and exhibits a rather large modulation wavelength which even increases on
heating. Most of these intensities vanish around 250 K and the remaining intensities
finally vanish at the LTO → HTT phase transition.
Complementary neutron measurements have been performed at the G4.3 diffractome-
ter using a large (twinned) single crystal of La1.95Sr0.05CuO4. These measurements reveal
a very similar picture as in the hard X-ray case. In Fig. 10.18 (a) scans in [100]tet di-
0 1 5 0 3 0 0 0 . 0 0
0 . 0 1
0 . 0 2
0 . 0 3
0 . 9 5 1 . 0 0 1 . 0 50
1
2
3
4
5 ( b )
B W 5  ( 2 n d )
G 4 . 3  ( x 1 / 3 )  inc
omm
ens
urab
ility
 (r. 
l. u.
) 
T  ( K )
K t e t
H t e t1
( a ) G 4 . 3
1 2  K
1 0 0  K
1 5 0  K
2 0 0  K
2 5 0  K  
2 9 5  K
 
 
cou
nts 
(a. u
.)
H t e t  ( r .  l .  u . )
( H  1  2 ) t e t
1 s c a n
Figure 10.18: (a) Temperture dependant scans in [100]tet-direction obtained in neutron mea-
surements of La1.95Sr0.05CuO4 at the G4.3 diffractometer. (b) Tempera-
ture dependence of the incommensurability δ of the superstructure reflections
(1±δ 1∓δ -1)ortho measured in the second BW5 measurement and (1±δ 1 2)tet
in the G4.3 measurement.
rection through (1 1 2)tet are shown. In orthorhombic notation this scan is equivalent
to a scan in [1 -1 0]ortho-direction through the (0 2 2)ortho Bragg reflection. Similar
as in the X-ray case, strong superstructure reflections appear at transversal positions
which are indicative for some modulation parallel to the Cu-O bonds (and not diagonal).
Also, these reflections shift towards the Bragg peak on heating. The incommensurabil-
ity δ multiplied by the factor 1/3 (red circles) is plotted as a function of temperature
in Fig. 10.18 (b) together with the value of δ for the basic modulation determined in
the second BW5 measurement (blue triangles). As the resolution is much lower in the
neutron case it is not possible to detect superstructure reflections close to the Bragg
peak. Thus, presumably only the higher harmonics could be detected. The first reflec-
tion which can be clearly separated and fitted with two symmetrical gaussians has an
incommensurability of δ ∼ 0.06 at 12 K. If the picture of higher harmonics is appro-
priate, the basic modulation would correspond to a δ value of ∼0.06/3. This value is
very similar as the value at 10 K in the hard X-ray measurement. Also the values at
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higher temperatures are in accordance with the X-ray case. However, there are some
minor discrepancies around 150 K to 200 K. These might be explained by the differ-
ent La1.95Sr0.05CuO4-samples used in both measurements or by the different resolution
of both measurements. The neutron measurement exhibits a much more smooth shift
of the superstructure reflections towards the Bragg position whereas the synchrotron
measurements indicate discrete jumps of these reflections. Possibly, the neutron mea-
surement averages over all these effects within the large single crystal, whereas the
synchrotron measurement has a much higher resolution and, thus is able to detect all
tiny superstructure reflections separately.
Furthermore, the intensity of these superstructure reflections amounts to ∼1.6% of
the (1 1 2)tet nuclear reflection and can be calculated to be approximately 4·10−3 times
the intensity of the (0 2 0)ortho reflection
2 in order to have a comparison with the BW5
measurement. Hence, these superstructure reflections found in the G4.3 measurement
are 2-3 orders of magnitude larger than most of the superstructure reflections with a q-
value of ±(0.1 -0.1 0) observed in the BW5 measurement and still one order of magnitude
stronger than the strongest superstructure reflections with this q-value observed in the
BW5 measurement. But these reflections found in the neutron measurement are of
equal size as the unusual strong reflection observed at ∼(0.96 -1.04 -1) in the BW5
measurement which also has an intensity of 5.2·10−3 of the (0 2 0)ortho peak. Thus,
the neutron measurements might indicate strong modulations of the oxygen ions since
neutrons are more sensitive to oxygen than X-rays. However, it is also possible that
only the unusually strong superstructure reflections could be observed in the neutron
measurements and that all the other 100 to 1000 times weaker reflections were not
resolved in this measurement. This might explain that no higher harmonics could be
observed in the neutron measurement.
Additionally, also resonant synchrotron radiation X-ray diffraction measurements have
been performed at the MagS diffractometer at BESSY. A La1.95Sr0.05CuO4 sample taken
from the same crystal as in the BW5 measurement has been used for this measurement
and the (1 0 1)tet surface has been cut and polished. In Fig. 10.19 (a) the resulting
scattered intensity at 10 K in the HK-plane for L = 1 is shown. The major intensity is
distributed along a straight line in K direction pointing towards the Bragg peak. This
line is equivalent to a transversal line along (1-ζ 1+ζ 1)ortho in orthorhombic notation.
For a comparison with the map measured in the second BW5 measurement shown in
Fig. 10.17 (a), this map has to be rotated anti-clockwise by 45◦. Obviously, the directions
where large intensities can be found are identical. However, the MagS measurement
exhibits no single superstructure reflections but a smooth intensity distribution along
the positions of superstructure reflections instead. As these measurements are much
more surface sensitive due to distinctly lower X-ray energies (∼8.98 keV instead of
100 keV) this might be induced by surface effects. For example the surface could be
oxidized etc.
2For 2.36 A˚ neutrons and under application of a structure model for La1.95Sr0.05CuO4 the calculated
[58] structure factor of the (0 2 2)ortho reflection is roughly half the size of the structure factor of a
(0 2 0)ortho reflection.
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Figure 10.19: Results of resonant X-ray measurements at the Cu K edge using synchrotron
radiation (beamline MagS). (a) Intensity map in the HK-plane with L = 1;
the intensity is plotted logarithmically as indicated in the legend to the right.
(b) Energy-scan at (1 0.07 1)tet.
In Fig. 10.19 (b) an energy scan has been applied for a Q value where significant
intensity was observed, i. e. at (1 0.07 1)tet which is right in the middle of the HK
map. Obviously, there is no resonant enhancement at the absorbtion threshold. If
these reflections are smeared out along the whole transversal Ktet-line, this observation
would be in favour of o purely structural effect and, hence, support a picture like a
modulation of octahedral tilting patterns etc. versus a charge stripe ordering. However,
the significance of this measurement is not clear as no single superstructure reflections
are visible and as the whole measurement might be biased by surface effects.
In Fig. 10.17 (c) the value of of d2ρab/dT
2 is shown as a function of temperature. These
values have been taken from Ref. [393] where the phase diagram of LSCO was studied by
resistivity curvature mapping (RCM). The temperature values at the vertical axis are the
same as in Fig. 10.17 (b). Hence, both figures can be compared directly. It seems that
the accelerated vanishing of superstructure reflections above ∼250 K coincides with the
beginning decay of d2ρab/dT
2 from which the pseudogap crossover line can be determined
[393]. In this temperature region there are already no superstructure reflections visible
for large regions of Q-space and the incommensurability δ exhibits a strong decrease.
Hence, the origin of these superstructure reflections might be connected to the electronic
properties of La1.95Sr0.05CuO4. However, so far, one may only speculate about the origin
of these superstructure reflections as these superstructure reflections appear at positions
neither typical for diagonal nor for vertical/horizontal charge stripes. Some theoretical
possibilities one may think about are listed in the following and will be discussed only
very briefly afterwards as these are just speculations.
• an unusual charge ordering
• (anti-) ferroelectric domains
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• modulation of the octahedral tilt pattern (LTT)
• bipolaron stripe phase
The transversal positions of these superstructure reflections request a shift/displacement
of the atoms which is transversal to the propagation direction. This is not in accordance
with the general picture of a vertical/horizontal charge stripe phase where one would
expect a longitudinal shift of the oxygen ions towards the charge stripes. Therefore, only
a strange, unusual charge ordering might be responsible for these kind of reflections.
Also the strong intensities and the temperature dependency of these superstructure
reflections is unfavourable for a charge-stripe explanation. Coming to the second model,
a displacement of the copper ions from the central position in the CuO6 octahedra
forming an antiferroelectric arrangement might induce such transversal superstructure
reflections. Due to the large modulation wavelengths of about 200 A˚ this antiferroelectric
pattern should have large domains of ferroelectric character with a regular arrangement
of the domain walls. Also the rather high dielectric constants observed in the SG phase
of LSCO would support such a picture. The third model might be the most realistic
one. Here, the octahedral tilts might be modulated over the whole crystal. For example
one could think of a LTT tilt pattern which appears in this modulation every ∼50
unit cells in a kind of LTT-stripes. These stronger oxygen displacements may explain
larger superstructure reflection intensities and also the temperature dependency, as these
superstructure reflections completely vanish when the octahedral tilts disappear, i. e. at
the LTO→ HTT transition. Finally, also a pairing of holes along charge stripes may also
explain these superstructure reflections. This model starts with a conventional quarter-
filled vertical stripe phase in which every second hole moves to the next neighbouring
copper site parallel to the stripe in order to form hole-pairs which resemble on bipolarons.
Hence, within a stripe there are two holes always separated by two normal Cu-sites. If
all these hole-pairs increase their hole-hole distance for a reduction of Coulomb repulsion
and rotate around their center in order to relief some stress with the neighbouring copper
ions a displacement pattern results which exhibits transversal displacements with respect
to the propagation direction and which can be expected to propagate through the whole
crystal as also all the other neighbouring copper ions will follow this displacement pattern
in order to relief some stress on their own. Therefore, larger superstructure reflection
intensities could be expected for such a modulation. This model would also be rather
interesting with regard to the pairing mechanism in the superconducting regime.
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search for structural distortions in La1.88Sr0.12CuO4
In order to analyze the Sr doping dependency of these superstructure reflections found
in the first two BW5 measurements and to see whether these superstructure reflections
vanish for LSCO samples in the superconducting regime also a third BW5 measurement
using hard X-rays has been performed for a 12% Sr doped LSCO sample. Due to the
use of a lower resolution by choosing a Ge-doped analyzer crystal the possibility of any
accidental missing of sharp superstructure reflections has been reduced. In Fig. 10.20 (c-
h) large transversal scans through six different Bragg peaks exhibiting superstructure
reflections for the 5%-doped LSCO sample are shown. Here, for 12% doped LSCO,
these scans do not exhibit any superstructure reflections at 8 K. For a comparison
also the results of scans at 10 K (green) and at 430 K (red) of the low resolution
BW5 measurements of La1.95Sr0.05CuO4 are shown together with the measurement of
La1.88Sr0.12CuO4 at 8 K (blue) in Fig. 10.20 (a-b). The scan direction is plotted in
the inset of Fig. 10.20 (a). Obviously no discrete superstructure reflections appear in
La1.88Sr0.12CuO4. However, there is an amount of diffuse scattering around the Bragg
peak which is distinctly larger than in La1.95Sr0.05CuO4 at 430 K. The origin of this
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Figure 10.20: (a-b) Transversal scans through (1 1 -1); blue: La1.88Sr0.12CuO4 at 8 K,
green/red : La1.95Sr0.05CuO4 at 10 K/430 K. (c-h) Transversal scans through
different Bragg reflections for La1.88Sr0.12CuO4 measured at ∼8 K.
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Figure 10.21: (a-b) Transversal scans through (1 1 3) for the two different La1.88Sr0.12CuO4
crystals #1 (black) and #2 (gray). (c) Longitudinal scans through
(1.75 1.75±p 0) with p = 0.00 (black circles) and -0.01 (gray triangles). (The
scan with p = +0.01 is not shown.) The blue line is a lorentzian fit to the data
(p = 0.00) and the red line indicates the smallest signal which would have been
detected (detection limit); compare Tab. 10.3.
diffuse scattering is unclear.
For a different La1.88Sr0.12CuO4 sample grown by F. Nakamura also the occurrence of
conventional charge stripe order was studied in this third BW5 measurement. In the fol-
lowing, this crystal will be referred to as crystal #2, whereas the other La1.88Sr0.12CuO4-
crystal studied will be referred to as crystal #1. In order to search for conventional
superstructure reflections large longitudinal scans through Q± q have been applied with
Q being a Bragg peak and q = (0.25 0.25 0)ortho. A low resolution setting with a
Ge-doped Si analyzer crystal has been chosen in order to minimize the possibility of
accidentally missing a very sharp superstructure reflection due to a very high resolu-
tion. Furthermore, additional longitudinal scans parallel to the nominal scans have been
performed symmetrically on both sides of the nominal scans in order to fully exclude
any accidental missing of superstructure reflections. These scans run through through
Q± q ± p. In Tab. 10.3 the results of these scans are summarized. The first three lines
describe the values of (Q±q) ±p which are the central points of several longitudinal
scans of the type shown in Fig. 10.21 (c). In the inset of Fig. 10.21 (c) the scan direc-
tion of the central scan (black) and the two additional scans shifted by ±0.01 in H- or
K-direction (light gray) are shown. The abbreviation for these three scans in Tab. 10.3
is 1.75±0.01 1.75±0.01 0. A value of p = ±0.02 indicates the maximum shifted values
of p, i. e. that one additional scan is shifted by 0.01 and a further one by 0.02 in
H-direction (on each side of the central scan) and not that only one scan shifted by 0.02
has been performed at each side. Finally, the value ι indicates the detection limit of
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H: 2.25±0.02 1.75 1.75±0.01 2.25±0.01 1.75 2.25 2±0.03
K: 2.25±0.02 -0.25 1.75±0.01 2.25±0.01 1.75 2.25 0.25±0.03
L: 0 0 0 1/2 1 1 0
ι: 4.8·10−9 1.6·10−8 6.5-7.6·10−9 8.3·10−9 9.6·10−9 9.7·10−9 2.4-2.5·10−10
Table 10.3: Detection limit ι for several superstructure reflections measured in the third
BW5 measurement on the second La1.88Sr0.12CuO4-single crystal (orthorhombic
notation). ι is the size of a signal relative to a strong Bragg peak which would
have been detected.
this particular superstructure reflection. Its value means that ι times the intensity of a
strong Bragg peak 3 would have been detected in these measurements. As can be seen in
Tab. 10.3 superstructure reflections for vertical/horizontal stripes can be excluded with
an accuracy of at least 10−8 of a strong Bragg reflection. The strength of similar su-
perstructure reflections observed for horizontal stripes in Ref. [6] for Nd codoped LSCO
samples with neutron diffraction is of the order ∼ 10−6. Such a large signal would have
been easily detected in the measurements of this work.
0 . 2 0 0 . 2 5 0 . 3 08 0
1 2 0
1 6 0
2 0 0
2 4 0
- 0 . 4 0 . 0 0 . 4
1 2 0
1 6 0 ( 2 . 2 6 2  0 . 2 6 2  L )
2 9 1  K
    8  K
cou
nts 
(a. u
.)
K  ( r .  l .  u . )
K( 2  0  0 )
H I (a
. u.)
L  ( r .  l .  u . )
Figure 10.22: Scans in [1 ±1 0]-direction through (2.262 0.262 0) measured at ∼8 K
(black/gray). Additionally, a scan in [1 1 0]-direction measured at 291 K
(red) is shown (these values are shifted along the ordinate axis). The blue line
indicates a lorentzian fit. In the inset a scan in [0 0 1]-direction is shown.
However, one superstructure reflection could be observed at (2.262 0.262 0)ortho which
is not too far away from the expected position for vertical stripes of a 1/8 doped sample:
(2.25 0.25 0)ortho = (1 1.25 0)tet [6]. This signal has a magnitude of 1.5·10−8 of a
strong Bragg reflection. In Fig. 10.22 longitudinal (black triangles) and transversal
scans (gray open circles) through this reflection measured at approximately 8 K are
3The reference peak is the (1 1 3)ortho reflection which is only slightly smaller than the (0 2 0)ortho
reflection. Due to a calculation [58] based on a structure model, the intensity of the (1 1 3)ortho
peak should be roughly 2/3 of the (0 2 0)ortho reflection.
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shown. Additionally, the same longitudinal scan measured at 291 K is shown; (the
values are shifted for a better comparison). In the inset of Fig. 10.22 also a scan in
[0 0 1]-direction is shown. In Ref. [6] a charge stripe ordering temperature of roughly
60 K was observed for Nd codoped LSCO samples with same Sr doping level. As this
signal does not vanish up to room temperature in the La1.88Sr0.12CuO4-sample (crystal
#2 ) measured in this work, this peak can not be related to vertical charge stripes since
the ordering temperature would be too high (although the position in reciprocal space
is very close to the expected position).
Additionally, a rather large HK map has been collected for crystal #1 with steps of
∆H = ∆K = 0.003 and H ∈ [2.16,2.31], K ∈ [2.16,2.283], L = 0. In this large map, no
superstructure reflection could be detected around (2.25 2.25 0) with a detection limit
of 1.5·10−8 of a large Bragg reflection (1 1 3).
Although nothing would indicate diagonal stripes in La1.88Sr0.12CuO4, also a few ad-
ditional scans have been performed in order to look briefly for features of such a stripe
order. As expected, there are also no signs of diagonal stripes in 12 scans (0.005 steps)
with a detection limit of 2.5·10−10 of a strong Bragg reflection, compare Tab. 10.3.
10.1.4 Conclusion
In conclusion, the search of indications for a diagonal charge stripe order in a sample
which is in the SG phase of LSCO, La1.95Sr0.05CuO4, did not yield any evidence for
such a stripe instability. On the one hand the phonon dispersion studied by means of
inelastic neutron scattering did not reveal any signature of a diagonal stripe phase nei-
ther in the longitudinal acoustic branches nor in the bond stretching branches - there
is no phonon anomaly in the high frequency Σ1 mode (along the [1 1 0]-direction). In-
stead, the longitudinal bond stretching branches of insulating La1.95Sr0.05CuO4 exhibit
anomalies along the [1 0 0] direction which are very similar to that observed in the metal-
lic/superconducting regime of LSCO: this ∆1 branch exhibits a downwards dispersion
on the half way from zone center to zone boundary. A comparison with a 7% and a 15%
doped sample indicates that the softening of this so called half-breathing mode scales
approximately with the Sr content x independent of metallic or insulating properties of
the particular system.
Additionally, the direct search of superstructure reflections did not yield any evidence
for a diagonal stripe phase. In various neutron scattering experiments such structural
superstructure reflections could be excluded with an accuracy of at least 2·10−6 of a
strong nuclear reflection. Also the search of such reflections with resonant X-rays at the
synchrotron did not reveal the reflections expected for diagonal stripes. Furthermore, the
search of these superstructure reflections with 100 keV hard X-rays at the synchrotron
yields only a few peaks, but these have propagation vectors which are not related to
the propagation vectors of the magnetic satellites and the temperature dependency in-
dicates that these superstructure reflections do not vanish up to 430 K. Hence, these
reflections might reflect some other effect like Sr ordering etc. Any other diagonal charge
stripe superstructure reflections can be excluded with an accuracy of about 10−8 of a
strong Bragg peak. Thus, there is no evidence for diagonal stripes in various diffraction
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measurements performed in this work.
Instead some novel superstructure reflections appear at positions rotated by 45◦ with
respect to the positions for diagonal stripes. However, these superstructure reflections
do not seem to be a signature of horizontal stripes as these reflections could be observed
in transversal configuration only, i. e. the modulation vector q is perpendicular to the
Bragg peak τ . Furthermore, there exists a whole series of superstructure reflections
at about equidistant steps indicating that these reflections are higher harmonics of a
modulation which propagates along the Cu-O bond directions with a wavelength of
about 55×3.9 A˚. On heating, these superstructure reflections decrease in intensity and
move towards the bragg position. Many of these reflections vanish above 250 K. At
the LTO to HTT phase transition, finally, all remaining reflections are gone. Hence,
there might be a connection to the octahedral tilts and these superstructure reflections
might indicate some modulation of these tilts. But of cause, also other interpretations
are possible, as the octahedral tilts might stabilize some other kind of ordering. For
example, it is well known that the octahedral tilts in the LTT phase stabilize the charge
stripes in Nd codoped LSCO [6].
For a La1.88Sr0.12CuO4-sample in the metallic/superconducting regime, these super-
structure reflections vanish suggesting a close connection of these superstructure re-
flections to the insulating properties in La1.95Sr0.05CuO4. Also, the second derivative
of the electrical resistivity ρab (taken from Ref. [393]) exhibits first changes when the
superstructure reflections start to vanish above ∼250 K.
For another La1.88Sr0.12CuO4-sample signatures of vertical charge stripe ordering have
been searched for using 100 keV hard X-rays at the synchrotron. Superstructure reflec-
tions of these kind of stripes can be excluded with an accuracy of ∼10−8 of a strong
nuclear reflection.
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10.2 Phonon dispersion in La2−xSrxCu1−x(Ni/Zn)xO4
10.2.1 Introduction
Since the discovery of the high-temperature superconductivity (HTSC) in the cuprates
[4] the pairing mechanism in still a matter of debate and the question about the role of
electron-phonon coupling still a matter of controversy. First evidence for strong electron-
phonon coupling in the cuprate high-temperature superconductors was found in inelastic
neutron scattering (INS) experiments on La2−xSrxCuO4 (LSCO) and YBa2Cu3O7 [424-
426]. The comparison of the phonon frequencies measured on insulating and on the
superconducting materials revealed a distinct shift of spectral weight [424, 427, 428].
The doping mainly induces a frequency renormalization of the modes with the highest
energies which possess longitudinal bond-stretching character. The polarization patterns
of the zone-boundary longitudinal modes are characterized through modulations of the
bond-lengths at different Cu-sites. Therefore, they are called breathing modes and one
may expect a strong coupling to charge ordering or to charge fluctuations. Polarization
patterns of these longitudinal bond stretching modes (∆1) are shown schematically for
q = (0.25 0 0) and q = (0.5 0 0) in Fig. 10.26 (a-b). A step-like drop in the dispersion
of these high-energy modes can be observed around q = (0.25 0 0) which is similar for
all HTSC cuprates and even in other metallic perovskites [420]. However, the frequency
renormalization seems to rise with rising TC of these compounds. Furthermore, the
value of q nicely fits to the propagation vector of the charge stripe ordering which
has been observed in La2−x−yNdySrxCuO4 and La2−xBaxCuO4 (x ∼ 1/8) [6, 365]. In
contrast to the high-energy mode, the low and medium phonon-energy ranges exhibit less
sensitivity to doping. Similar effects were also reported for the electron-doped cuprates
Nd1.85Ce0.15CuO4 (NCCO) [429, 420, 430]. Although known for a long time these phonon
anomalies in the cuprates have attracted strong interest more recently, initiated through
the discussion of the famous kinks in the ARPES spectra [431]. Some groups now
consider electron-phonon coupling to play an important role in the cuprates [10-12].
Especially, the very recent observation of a coupling of the phonon anomaly and stripe
ordering in cuprates with static charge stripe ordering [13] indicates the importance of
electron phonon-coupling in the cuprates. However, the direct relevance for the pairing
remains an open question.
The investigation of Zn and Ni doped cuprates may give complementary information.
In La2−xSrxCuO4 the substitution of Cu with non-magnetic ions like Al, Ga and Zn
as well as the substitution with magnetic ions like Fe, Co and Ni leads to a reduction
of TC as was studied in great detail for the (optimum doped) LSCO parent compound
La1.85Sr0.15CuO4 [432]. Doping with divalent Zn has the advantage that there is no ad-
ditional electronic doping like in the case of Ga or Al. For a conventional superconduc-
tor, magnetic impurities have a much stronger pair-breaking ability than non-magnetic
dopants. However, in LSCO 3% of doping with non-magnetic Zn leads to a suppression
of superconductivity whereas 4% of doping with magnetic Ni is needed for the same
effect [432, 433]. This observation would be in favour of a magnetic mechanism as the
non-magnetic dopants reduce TC about as effectively as the magnetic ones.
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The Zn2+-ion with a 3d10 (S=0) configuration introduces a nonmagnetic random po-
tential in the copper-oxide planes. Doping with Zn reduces TC even more effectively than
doping with Ni and it magnifies the 1/8 anomaly [434]. Although Zn is a non-magnetic
impurity it seems to induce local moments within non-superconducting islands which
are separated from the superconducting regions as was interpreted by the analysis of the
spin fluctuations [435]. Doping with Zn induces distinct changes on the magnetic fluctu-
ations. In La1.86Sr0.14Cu0.988Zn0.012O4 sharp coherent Bragg reflections can be observed
for zero energy transfer, whereas only some weak diffuse scattering can be observed in the
elastic channel of the corresponding Zn-free compound La1.85Sr0.15CuO4 [406]. Around
2 meV energy transfer in the inelastic channel the magnetic fluctuations are very similar
for these two compounds. Thus, Zn doping shifts the spectral weight of spin excitations
from inelastic to (quasi-)elastic regions and finite-frequency stripe fluctuations of Zn-free
compounds become observable in the elastic channel (ω = 0) of the corresponding Zn
doped compound. Hence, Zn is able to ”pin” the stripe fluctuations [406].
On the other hand, the Ni ion enters the copper oxide planes in its three-valent
magnetic state or the Ni2+-ion plus a hole form a strongly bound state with Zhang-
Rice character. Hence, regarding the Cu oxidation state solely, the hole-doping induced
by Sr gets compensated by Ni doping. However, the average Ni/Cu oxidation state is
not altered. As the Ni-ion strongly localizes the holes at the Ni-sites [436] the effective
number of free, mobile holes is reduced which affects the stripe spacing and, hence,
the incommensurability ε decreases with Ni doping. Thus, the incommensurability gets
finally destroyed in La1.95Sr0.05Cu1−yNiyO4 around Ni-doping levels of y ≈ 0.03 [436]
and the compound with y = 0.05 exhibits only sharp magnetic Bragg peaks originating
from long range antiferromagnetic order as in La2CuO4. The dependence of ε on the
effective (free) hole concentration in Ni doped and Ni-free materials is almost equal. In
Ref. [436] also a very small decrease of the incommensurability ε was observed for the
Zn doped samples. But the decrease of ε is much faster on Ni doping.
10.2.2 Experimental
The Zn and Ni doped LSCO single crystals (LSCZO, LSCNO)4 La1.88Sr0.12Cu0.96Ni0.04O4,
La1.85Sr0.15Cu0.98Ni0.02O4 and La1.88Sr0.12Cu0.97Zn0.03O4 were grown by H. Hiraka using a
floating-zone image furnace. For a comparison also a Zn/Ni-free La1.88Sr0.12CuO4 single
crystal grown by M. Fujita (also from the group of K. Yamada) has been used.
Inelastic neutron scattering experiments have been performed at the IN8 triple axis
spectrometer at the ILL in Grenoble, France. A Cu (200) monochromator and a pyrolytic
graphite (002) analyzer was used, each of which was vertically and horizontally focused.
The analyzer was used in a constant-kf mode with a final energy of 14.7 meV. Two
pyrolytic graphite filter have been placed after the sample in order to diminish higher
harmonics. In summary, a double focussing open − Cu200 − open − D − S − PG −
D − PG− open configuration has been applied (with D: diaphragm). The sample was
mounted with the tetragonal (100)/(010) axes in the scattering plane.
4LSCZO: La2−xSrxCu1−yZnyO4, LSCNO: La2−xSrxCu1−yNiyO4.
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10.2.3 Results and Discussion
0 . 2 5 0 . 5 0 0 . 7 5
3
4
0 . 2 5 0 . 5 0 0 . 7 5 0
1
2
3
4
5
0 . 2 5 0 . 5 0 0 . 7 5 0
1
2
3
4
5
L S C Z O  3 % Z n
 δ =  0 . 1 0 1 ( 4 )
 
 
cou
nts 
(a. u
.)
0 . 5  ζ  0
3  m e V
( a )
 
( b ) L S C N O  2 % N i 
ζ  0 . 5  0
6  m e V
8  m e V
 δ =  0 . 0 9 8 ( 2 ) δ =  0 . 0 9 4 ( 4 ) δ =  0 . 0 6 8 ( 2 )δ =  0 . 0 7 8 ( 3 )
 
( c ) L S C N O  4 % N i 
cou
nts 
(a. u
.)
ζ  0 . 5  0
4  m e V
Figure 10.23: Constant-E scans over the incommensurate magnetic peaks of
(a) La1.88Sr0.12Cu0.97Zn0.03O4 (E = 3 meV), (b) La1.85Sr0.15Cu0.98Ni0.02O4
(E = 6, 8 meV) and (c) La1.88Sr0.12Cu0.96Ni0.04O4 (E = 4 meV). The intensity
of the 8 meV data in figure (b) is multiplied by a factor of 1/2. In figure (c) a
fit with two gaussians (red line) and also a fit three gaussians (magenta dotted
line) is shown (see text).
For a characterization of the three LSCZO/LSCNO samples the positions of the mag-
netic satellites were determined by constant-E scans running in tetragonal [H00] or
[0K0] direction. The resulting (magnetic) neutron scattering intensities are shown in
Fig. 10.23 (a-c). Two equidistant gaussians have been fitted to these data in order to
determine the incommensurability δ of the magnetic satellites. For the 3% Zn doped
sample δ amounts to 0.101(4). For the 2% and 4% Ni doped samples δ amounts to
0.096(2) and 0.068(2) respectively. But also a fit with a third, additional gaussian in
the center has been applied for the 4% Ni-doped sample in order to describe a possible
merging of the magnetic contributions from the magnetic satellites of the other twin
domains (magenta dotted line). The resulting incommensurability amounts to 0.078(3).
These results are roughly in accordance with the nominal effective hole concentration
n = x − y with Sr doping level x and Ni doping level y. For example, for the 4% Ni
doped sample the expected value of n amounts to 0.12 − 0.04 = 0.08 which is in good
agreement with experiment.
In order to analyze the coupling of the longitudinal bond-stretching phonon modes to
the charges and the changes with Zn- and Ni-doping the topmost ∆1 branch has been
measured for La1.88Sr0.12CuO4, La1.88Sr0.12Cu0.97Zn0.03O4, La1.88Sr0.12Cu0.96Ni0.04O4 and
La1.85Sr0.15Cu0.98Ni0.02O4. In Fig. 10.24 (a-d) constant-Q scans measured at 2 K are
shown for all four samples for three selected q values between zone center and zone
boundary. The full data is summarized in the intensity maps of Fig. 10.25 (a-d). The
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Figure 10.24: Constant-Q scans for q = 0.0, 0.3 and 0.5 of (a) La1.88Sr0.12Cu0.97Zn0.03O4,
(b) La1.88Sr0.12Cu0.96Ni0.04O4, (c) La1.85Sr0.15Cu0.98Ni0.02O4 and (d)
La1.88Sr0.12CuO4 measured at 2 K.
incommensurability ε or wavevector of the stripe order, qCO = 2 · δ, is indicated by
the vertical dashed lines (magenta). The total dispersion obtained by gaussian fits to
the data is shown in Fig. 10.26 (c). As can be already seen in the intensity maps,
Fig. 10.25 (a-d), the dispersion of the longitudinal bond-stretching branches looks quite
similar in all four compounds. The dispersion shown in Fig. 10.26 (c) exhibits no major
differences for all these compounds allthough the magnetic satellites appear at quite
different positions, especially for the 4% Ni-doped sample. In Fig. 10.26 (a-b) the po-
larization patterns of the topmost Σ1 phonon modes at q = (0.25 0 0) and (0.5 0 0) are
shown. If there is any charge stripe order with a propagation vector qCO = (0.25 0 0)
one could assume a coupling of this phonon mode to the charges and expect some
anomalies in the phonon dispersion around qCO. The strong softening of this phonon
dispersion around q = (0.25 0 0) which was found in (pure) 1/8 doped LBCO [13] was
attributed to strong electron-phonon coupling. In this study [13] even two different
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Figure 10.25: Inelastic neutron scattering intensities as a function of wavevector and energy
transfer.
branches were assumed and fitted to the data - one for phonons propagating parallel
and one for phonons propagating perpendicular to the stripes. However, the results of
this work indicate something quite different. Although the incommensurability of the
4% Ni doped sample is fully different to the other three samples, the dispersion is about
the same. Especially, the strong softening occurs still around q = (0.25 0 0) and is
obviously not connected to the incommensurability which is indicated by the vertical
lines (magenta) in Fig. 10.25 (a-d). Hence, there is no coupling between any possible
(dynamic) stripes and the renormalization of the longitudinal bond-stretching branch
around q = (0.25 0 0).
Furthermore, in this experiment some additional intensity could be observed in constant-
Q scans above the topmost ∆1 branch. These additional phonon branches obtained by
gaussian fits are shown in Fig. 10.25 (a-d) and Fig. 10.26 (c). This effect may be ei-
ther caused by some resolution effect or indicates the existence of an additional phonon
branch. In the first case, the resolution ellipsoid may collect some intensities from the
phonon modes connecting the ∆1 with the Σ3 mode. In the second case, the interpre-
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Figure 10.26: Schematic model of the polarization patterns for the topmost ∆1-mode with
propagation vector (a) q = 0.25 and (b) q = 0.5; white/black circles: Cu-/O-
ions. (c) Dispersion for the LSCO, LSCZO and LSNO samples measured. The
dashed line indicates the values observed for La1.48Nd0.4Sr0.12CuO4 in Ref.
[13].
tation is not so easy, as the Ni/Zn free LSCO sample also shows some weak intensities
in this region. However, in the 4% Ni doped LSCNO sample, this effect is strongest.
In Ref. [437] also some additional intensities were found in the bond-stretching phonon
branch of La1.85Sr0.15CuO4 which have been attributed to a local dynamic charge order-
ing that is different from the charge stripes and connected to a doubling of the a-lattice
parameter. As the effects are strongest for the 4% Ni doped sample studied in this work
and as Ni strongly localizes charges, a dynamic local charge ordering may really have
something to do with the additional phonon branch observed in this work (if it were not
a resolution effect).
In Fig. 10.26 (c) also the measured dispersion for a Ni/Zn-free LSCO sample with
x = 0.12 taken from Ref. [13] is shown. The values are systematically shifted ∼2 meV
to lower energies. This difference may reflect a different energy calibration of the spec-
trometers used in this work (IN8) and in Ref. [13] (1T). Measurements of the phonon
modes of CuGeO3 which have been performed by M. Braden reveal no misadjustment
of the IN8 spectrometer [438].
In Fig. 10.27 (a-h) the temperature effect on these phonon modes is shown. The
additional phonon branch observed at low temperatures seems to persist up to room-
temperature. At least in both Ni doped samples this effect is clearly visible. Due to this
temperature-independency the explanation as a resolution effect can not be excluded.
Regarding the conventional bond-stretching phonon modes, one can observe the ex-
pected temperature effect for the phonon mode around q = (0 0 0) of all four measured
samples. The frequency slightly decreases on heating up to room-temperature as could be
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expected from thermal expansion effects. However, no clear effect (difference in energy)
is visible around q = (0.5 0 0) in all four samples. Finally, also for q ≈ (0.3 0 0) no distinct
effect is visible for the LSCNO and LSCZO samples, but there is some indication for a
change in Zn/Ni-free La1.88Sr0.12CuO4. The phonon peak for q = (0.3 0 0) measured at
Q = (2.7 1 0) is distinctly more narrow at room-temperature (FWHM = 6.5(3.2) meV)
than at 2 K (FWHM = 10.1(5.9) meV). For q = (0.25 0 0) which was measured at
Q = (2.75 1 0) there is some contamination at higher energies in the room-temperature
data set which renders a reliable determination of the peak width (FWHM) of this data
set rather difficult. Nonetheless, for Q = (2.75 1 0) the FWHM determined by gaussian
fits amounts to 11.2(4.0) meV at 2 K and 9.5(4.1) meV at room-temperature for this
data. The observation of a reduction of the peak width on heating would be in favour
of the existence of (dynamic) charge stripes with a propagation vector of (0.25 0 0)
in this compound with an interpretation of the peak broadening due to the difference
between phonon modes propagating parallel or perpendicular to the stripes similar as in
Ref. [13]. And if the charge stripes vanish with rising temperature, these phonon modes
become identical and the peak becomes narrow. However, the ζ =0.25 data is somewhat
contradictionary to the ζ =0.3 data and, hence, no reliable result can be drawn from this
measurement. Most likely, the peak broadening at 2 K for ζ =0.3 is itself induced by
some contamination (spurious peak) at lower energies. This assumption is also stressed
by the finding, that phonon softening around ζ =0.25 is not coupled to the propagation
vector of the stripes as discussed above. Hence, the temperature dependency of the Σ1
phonon modes does not show any unusual effects.
10.2.4 Conclusion
In conclusion, the dispersion of the Cu-O bond stretching phonon modes probed by
inelastic neutron scattering was compared for four different LSCO, LSCZO and LSCNO
samples with Sr doping levels x = 0.12 and 0.15. The stripe spacing has been modified
by the introduction of Ni. Interestingly, the dispersion of this topmost Σ1 phonon
mode exhibits about the same developing for all four samples. Especially the strong
renormalization of this phonon branch is about identical for all samples although the
stripe spacing is different: for the 4% Ni doped sample the incommensurability of the
magnetic satellites amounts to ∼0.08 which is distinctly lower than the value for the
other compounds and the expected value for the Ni-free compound which amounts to
0.12. If this phonon anomaly is related to (dynamic) charge stripes one would expect a
dependency on the stripe spacing. The absence of any correlation with the propagation
vector of the stripes indicates that the origin of this phonon anomaly might be different
from what was thought before (see Ref. [13]) and that a coupling of the Cu-O bond
stretching phonon modes to the stripes seems not to be the reason.
Furthermore, a new phonon branch was observed which was most pronounced for the
Ni doped samples. It is possible that this branch reflects some coupling to local charges,
which is supported by the fact that Ni strongly localizes charges. However, a simple
resolution effect may also explain this observation and, hence, it can not be excluded
that this additional branch is just a measurement artifact.
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Figure 10.27: Constant-Q scans (q = 0.0, ∼0.3, 0.5) for (a-b) La1.88Sr0.12Cu0.97Zn0.03O4,
(c-d) La1.88Sr0.12Cu0.96Ni0.04O4, (e-f) La1.85Sr0.15Cu0.98Ni0.02O4 and (g-h)
La1.88Sr0.12CuO4 measured at 2 K.
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11.1 High-pressure studies of TiOCl
11.1.1 Introduction
Low dimensional S=1
2
quantum spin systems have attracted much interest in the past
years due to their challenging variety of ground states [439]. TiOCl is such a low dimen-
sional system which exhibits interesting electronic and magnetic properties [239, 241,
242, 440]. TiOCl crystallizes in the FeOCl structure with space group Pmmn. As can
be seen in Fig. 11.1 (a). Ti-O-bilayers are separated by Cl-ions rendering this structure
quasi two-dimensional. Within these Ti-O bilayers, two different types of Ti3+-chains
can be observed. Whereas the chain in a-direction only allows for an interaction between
the Ti3+ 3d-electrons via superexchange, the chain in b-direction enables direct exchange
interactions. Hence, the character of the magnetic interactions is quasi one-dimensional
(1D) in b-direction [439]. At high temperature, the magnetic properties can be described
by a 1D spin-1/2 nearest neighbour Heisenberg model with a Bonner-Fisher type suscep-
tibility [239]. At T1 = 67 K TiOCl exhibits a transition related with a dimerization of the
Ti-ions along the b-direction which has been interpreted as a spin-Peierls transition. This
transition leads to a doubling of the b-lattice parameter and to a symmetry reduction to
a monoclinic symmetry with space group P21/m [439]. The second-order phase transi-
tion at T2 = 91 K causes a lowering of the orthorhombic symmetry [439]. Strong orbital
fluctuations [441, 442] have been proposed as an explanation. But now, an incommen-
surately modulated structure is well established for this intermediate phase [443, 444].
Due to the high nearest neighbour exchange coupling, TiOCl was expected to be close
to a insulator-to-metal transition [239] and should be very sensitive to the application
of high pressure. Recently, optical transmittance and reflectance studies in the infra-red
and in the visible frequency range revealed a strong depression of the transmittance at
high pressures [33] which was interpreted as an pressure-induced insulator-to-metal tran-
sition above the critical pressure pc,1 = 12-15 GPa. This insulator-to-metal transition
is accompanied by structural changes [445]. The closure of the Mott-Hubbard gap has
been also observed for the related compound TiOBr [445]. This report has created a
lot of controversy, lately. Whereas electrical resistivity measurements on polycrystalline
samples indicate insulating properties for the whole pressure range [446] and no indica-
tions for structural changes have been found in accompanying synchrotron measurements
[446], other synchrotron measurements together with ab-initio calculations and pressure
dependent magnetic susceptibility measurements indicate a Peierls-transition above pc,1
[447]. Furthermore, recent theoretical work using Car-Parrinello molecular dynamics
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Figure 11.1: (color online) Structure of TiOCl at (a) 0 GPa and (b) 13 GPa; green: titanium,
blue: oxygen, yellow: chlorine ions.
find an insulator-to-metal transition above pc,1, which is driven by a widening of the
bandwidth instead of a reduction of the crystal field splitting [448]. Due to these calcu-
lations, the partial density of states of the energetically lowest t2g orbital which is able to
overlap in b-direction still exhibits a gap, but the Fermi level crosses the partial density
of states of the other two t2g orbitals rendering the electronic properties of this system
metallic. Furthermore, also a dimerization along b is found which explains the gap in the
partial density of states of the first, energetically lowest t2g orbital. These calculations
are in agreement with the optical data of Ref. [33] and can also explain the superstruc-
ture reflections found in Ref. [447, 445] which are indicative for a Ti-Ti dimerization.
At even higher pressures which have not been studied so far, these calculations indicate
a vanishing dimerization and a purely metallic state [448].
With increasing pressure a continuous rise of the commensurate and incommensurate
spin-Peierls temperatures T1 and T2 has been reported in Ref. [447] as indicated by pres-
sure dependent magnetic susceptibility measurements. And the spin-Peierls transition at
67 K = T1(0 GPa) is assumed to be connected to the dimerization at 300 K = T1(15 GPa).
However, this transition at room-temperature and very high pressures is interpreted to
be a Peierls instability and ab initio calculations postulate an insulating state.
In this work, the pressure-induced structural changes of TiOCl were measured by
neutron diffraction at the Time-Of-Flight powder neutron diffractometer PEARL at the
pulsed neutron source ISIS.
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Figure 11.2: Diffraction patterns of the 3rd measurement (D2O, D-O-CD3, D-O-C2D5, Pb,
double-toroidal diamond anvil cells); gray dots: measured data, black line: fit
to the data, gray star : diamond peak, gray x : extra-peak, gray +: lead peak,
black arrow : TiOCl (011) peak.
11.1.2 Experimental
TiOCl was prepared by the chemical vapour transport technique. The single crystals
obtained were thoroughly ground, compressed under hydrostatic pressure and reground
afterwards. This procedure was repeated several times in order to achieve a homogenous
powder and minimize preferred orientation effects. The phase purity of the sample was
checked by powder x-ray diffraction.
Three Time-of-Flight (TOF) powder neutron diffraction measurements have been per-
formed at the PEARL diffractometer at the ISIS Facility of the Rutherford Apple-
ton Laboratory in Didcot, United Kingdom. For the application of pressure, a Paris-
Edinburgh pressure cell has been used. In the first experiment using double-toroidal
diamond anvils, fluorinert has been used as a pressure medium and MgO as a pressure
marker. In the second experiment using single-toroidal tungsten carbide anvils a mixture
of D2O, D-O-CD3 and D-O-C2D5 with the ratio 1:16:3 has been used as the pressure
medium and Pb as the pressure marker. Finally, in the third experiment using double-
toroidal diamond anvils, also a mixture of methanol, ethanol and water has been used
as a pressure medium and lead as pressure marker. The TOF data has been evaluated
using the GSAS software.
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11.1.3 Results and Discussion
In the first measurement, fluorinert was used as a pressure medium in order to minimize
any reactions with the pressure medium. Unfortunately, fluorinert loses its hydrostatic
properties at comparably low pressures and pressure induced peak broadening sets in
above roughly 4 GPa. Also, the peaks of the pressure marker MgO merged with some
TiOCl sample peaks rendering the pressure determination less accurate. Therefore in the
second measurement, a mixture of methanol, ethanol and water has been tried. In this
experiment the structure of TiOCl was measured at lower pressures using the tungsten
carbide cells. No differences could be observed within these two experiments. Hence,
there are no indications that TiOCl reacts chemically with methanol, ethanol or water
- or, at least, there is no difference to fluorinert. Additional powder x-ray diffraction
measurements support these observations. Thus, this mixture was also chosen as the
pressure medium in the third measurement, where TiOCl has been measured at very high
pressures, again. The TOF-diffraction patterns of this third measurement are shown in
Fig. 11.2. As the low pressure structure of TiOCl was already measured in the second
measurement, the 2.4 GPa data set was measured more rapidly with a lower statistics.
An analysis of the signal in different equivalent detectors reveals that the intensities of
all reflections are about equal in the different detector banks. Thus, there is no evidence
for preferred orientation effects (also at high pressure) which allows a reliable structure
refinement.
In this high pressure study, two main significant changes are observable. First of all,
a new peak emerges above about 4 GPa as is indicated by the gray ’x’ in Fig. 11.2.
This new peak could not be observed in the second measurement using the tungsten
carbide cell up to a pressure of 3.7(1) GPa but it is visible in this third measurement
at 4.2(2) GPa and also above 3.5(2) GPa in the first measurement using fluorinert as a
pressure medium. The other prominent feature in these diffractions patterns is the strong
decrease of the (011) reflection with rising pressure. The (011) reflection is indicated by
the black arrows in Fig. 11.2.
Recently, a pressure induced rise of the commensurate and incommensurate spin-
Peierls transition temperatures T1 (≈67 K) and T2 (≈91 K) has been reported [447]. For
the commensurate and incommensurate spin-Peierls transition temperatures the pres-
sure dependency is (∂T1/∂P ) = 2.88×10−1 GPa−1 and (∂T2/∂P ) = 3.64×10−1 GPa−1;
see Ref. [447]. Hence, the commensurate spin-Peierls temperature T1 is assumed to
reach room-temperature at pressures Pc,1 of roughly 12-15 GPa, thus, connecting the
(67 K, 0 GPa) point with the (300 K, 15 GPa) point in the (T, P )-phase diagram.
If this interpretation is right, also the incommensurate spin-Peierls temperature should
reach room-temperature, but at a distinctly lower pressure. Indeed, the additional peak,
which has been observed in the diffraction data appears at pressures around 4 GPa which
roughly fits to the pressure Pc,2 expected for T2(Pc,2) ≈ 300 K. Thus, this new peak de-
noted by the gray ’x’ in Fig. 11.2 may be connected to the incommensurate phase.
However, an unambiguous determination (indexation) of this incommensurate peak was
not possible. But a (δ 2-ε 0) reflection which has also been traced with temperature in
Ref. [449] describes the peak position best. The incommensurability ε was calculated
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Figure 11.3: Results of the neutron diffraction measurements. (a) The relative lattice param-
eter as a function of pressure; (b) relative bond lengths; (c) Ti-O2-Ti bond angle
indicating the flattening of the Ti-O planes; (d) Ti-Ti distances; (e) Ti-Ti-Ti
angles; (f) the relative Ti-Ti distances.
from the peak position assuming that δ has a more or less constant value of 0.08 which
is a quite reasonable assumption as δ seems to be the much more constant parameter
compared to ε 1; see Ref. [449]. In Fig. 11.4 the value of ε is plotted as a function
of pressure. The gray data points indicate the results for the first measurement with
fluorinert as a pressure medium and the black data points denote the values for the
much more precise, third measurement with methanol, ethanol and water as a pressure
medium. Obviously these values exhibit a significant difference. But as the TiOCl sam-
1Of cause, the two parameters δ and ε can not be determined independently at the same time from
data which was collected as a function of only one free parameter.
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ples measured in these two measurements were different, this difference might either
arise from differences in the two samples or be connected to the different pressure me-
dia. In this work, the influence of this strange incommensurate superstructure reflection
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Figure 11.4: Incommensurability ε of a (δ 2-ε 0) reflection; black: 3rd measurement, gray:
1st measurement (fluorinert).
is neglected and just the fundamental structure has been fitted with an orthorhombic
structure model (Pmmn). Although the measurements have been extended up to pres-
sures of 13.2 GPa no commensurate superstructure reflections of the monoclinic P21/m
phase could be observed. Thus, 13.2 GPa appears to be below the value of Pc,1 for the
sample measured in this work. This would be in accordance with the diffraction results
of Ref. [445] where the structural phase transition is observed around 15.5 GPa. In the
following, the pressure induced changes up to 13.2 GPa, i. e. close to this structural
phase transition, will be discussed.
In Fig. 11.3 (a) the lattice parameters are plotted as a function of pressure. The
gray/black data points indicate the results of the second and third measurement respec-
tively. The pressure dependency of the lattice parameter is similar to the values reported
in Ref. [446] - the a-axis is the fewest compressible axis whereas the c-axis is the most
compressible one.
In Fig. 11.3 (b) the Ti-O1, Ti-O2, Ti-Cl and the Cl-Cl distances are shown. In
this nomenclature the Ti-O1 bond points roughly in [011]-direction connecting an Ti
ion with the oxygen ion in the neighbouring Ti-O layer and the Ti-O2 bond points
in a-direction, thus, connection Ti-ions within the same Ti-O layer. As can be seen,
the Ti-O1 distance exhibits a larger compressibility than the Ti-O2 distance. Thus, the
neighbouring Ti-O layers within the same Ti-O bilayer get closer and the distance of these
layers shrinks. Interestingly, there is one bondlength which increases with pressure - the
Ti-Cl bondlength. Thus, the titanium ion which is located within a strongly distorted
O4Cl2 octahedron moves in c-direction away from the chlorine ions towards the Ti-O
layer. With increasing pressure also the chlorine ions move in c-direction towards each
other and the Cl-Cl distances become much shorter. Another value which illustrates this
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flattening of the Ti-O layers is the Ti-O2-Ti bond angle which connects two titanium
ions within the same Ti-O layer over an oxygen ion in a direction; see Fig. 11.3 (c). This
Ti-O2-Ti angle strongly increases with pressure from roughly 150◦ at ambient pressure
to 174.7(2.7)◦ at 13.2 GPa. This strong effect induces an almost perfect flattening of
the Ti-O bilayers as can be seen even visually in the comparison of Fig. 11.1 (a) and
(b). In the diffraction patterns, this flattening of the bilayers is connected to the strong
reduction of the (011) reflection which is marked by the black arrows in Fig. 11.2. The
same reduction of this (011) reflection at high pressures up to 12 GPa has also been
observed in the first measurement with fluorinert as the pressure medium.
Regarding the Ti-Ti distances which are plotted in Fig. 11.3 (d), the Ti-Ti distance
in a direction is the fewest compressible Ti-Ti distance. The reason for this is the
flattening of the Ti-O layers which induces a relative enlargement of the Ti-O distances
in a direction. Hence, this flattening of the Ti-O layers is also responsible for the weak
compressibility of the a lattice parameter. On the other hand, the Cl-Cl distances exhibit
the strongest compressibility which is responsible for the high compressibility of the c
lattice parameter. The Ti-Ti distance in b direction is more compressible, which would
support a dimerization at higher pressures. However, this Ti-Ti distance is neither the
shortest nor the most compressible Ti-Ti distance. The Ti-Ti distance which roughly
points in [111]-direction is smaller and exhibits a distinctly larger compressibility as can
be seen in Fig. 11.3 (f). This Ti-Ti distance shrinks from 3.189(4) A˚ at 0 GPa to
2.784(35) A˚ at 13.2 GPa which is smaller than the Ti-Ti distance in pure α-titanium
metal at ambient pressure (2.9508 A˚) [450]. High pressure studies of Ti metal observe
a Ti-Ti distance of roughly 2.85 A˚ around 13 GPa for the α-phase and roughly 2.6 A˚
around 13 GPa for the shortest Ti-Ti distances in the high-pressure ω-phase of Ti metal
[451]. Hence, this Ti-Ti distance in TiOCl at 13.2 GPa lies between the Ti-Ti distances
of the α- and ω-phases of the pure titanium metal at similar pressures. These short
Ti-Ti bonds in TiOCl form a grid of zig-zag chains running in [±110] direction. In Fig.
11.3 (e) the corresponding pressure dependent Ti-Ti-Ti angle is shown. It increases
from about 105◦ at 0 GPa to about 121.6◦ at 13.2 GPa. (There are also 120◦ Ti-Ti-Ti
bond-angles in hexagonal α- and ω-Ti.)
The chlorine ions moving away in c-directions enhance the low-dimensionality of this
system. On the first view this anomalous rise of the Ti-Cl distance by 0.124(46) A˚
between 0 GPa and 13 GPa may seem unphysical; see Fig. 11.3 (b). But the flattening
of the Ti-O bilayers induces a shift of the oxygen ions towards the chlorine ions and up
to 13 GPa the Cl-O2 distance decreases by 0.184(30) A˚; see Fig. 11.3 (b). Thus, the
chlorine ions become repelled by the large and negative charged oxygen ions which move
towards the chlorine ions as the Ti-O bilayers flatten.
The structural parameters derived in the measurement with double-toroidal diamond
anvil cells and methanol, ethanol and water as a pressure medium and lead as a pressure
marker (third experiment) are listed in Tab. 11.1. The ’0 GPa measurement’ has been
made at ambient pressure using a vanadium can and the measurement at 2.4(2) GPa has
been made using a tungsten carbide cell and single-toroidal diamond anvil cells (second
experiment).
All these strong structural changes induced by pressure point to changes in the elec-
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pressure: SG a b c
0 GPa Pmmn 3.78395(21) A˚ 3.36095(17) A˚ 8.0496(4) A˚
2.4(2) GPa Pmmn 3.7688(6) A˚ 3.3121(5) A˚ 7.7062(11) A˚
4.2(2) GPa Pmmn 3.7594(8) A˚ 3.2765(6) A˚ 7.5698(16) A˚
8.3(2) GPa Pmmn 3.7410(8) A˚ 3.1996(6) A˚ 7.3789(16) A˚
11.9(2) GPa Pmmn 3.7244(11) A˚ 3.1491(8) A˚ 7.2566(22) A˚
13.2(2) GPa Pmmn 3.7114(12) A˚ 3.1380(9) A˚ 7.2231(24) A˚
pressure: atom: x y z
0 GPa Ti1 0.25 0.75 0.8795(6)
Cl1 0.25 0.25 0.66937(24)
O1 0.75 0.75 0.94383(33)
2.4(2) GPa Ti1 0.25 0.75 0.8742(20)
Cl1 0.25 0.25 0.6511(11)
O1 0.75 0.75 0.9460(7)
4.2(2) GPa Ti1 0.25 0.75 0.880(4)
Cl1 0.25 0.25 0.6440(23)
O1 0.75 0.75 0.9425(21)
8.3(2) GPa Ti1 0.25 0.75 0.889(4)
Cl1 0.25 0.25 0.6377(23)
O1 0.75 0.75 0.9355(22)
11.9(2) GPa Ti1 0.25 0.75 0.901(5)
Cl1 0.25 0.25 0.6354(31)
O1 0.75 0.75 0.9236(33)
13.2(2) GPa Ti1 0.25 0.75 0.906(7)
Cl1 0.25 0.25 0.635(4)
O1 0.75 0.75 0.918(5)
Table 11.1: Structural parameters of TiOCl at different pressures.
tronic behaviour of TiOCl. The strong flattening of the Ti-O bilayers which, addition-
ally, get compressed in c-direction supports the electron hopping and should increase
the bandwidths of the t2g orbitals with exception of the lowest lying t2g orbital which
exhibits a really small overlap in all directions. This result is fully in accordance with
the calculations in Ref. [448] and, thus, supports the observation of a pressure-induced
metal-to-insulator transition in Ref. [33]. However, the structural changes observed
in this work are much larger than the ones calculated in Ref. [448] and may stimulate
further calculations. Also the strongly reduced Ti-Ti distance in [111]-direction may be
in favour of a metallic regime at high pressures. With respect to all these strong struc-
tural changes the observation of insulating electronic properties over the whole pressure
regime in Ref. [446] seems questionable and may be caused by grain boundary effects
within the polycrystalline samples of this presumably quasi-two-dimensional metal as it
was already proposed in Ref. [448].
The dimerization at high pressures which was postulated in Ref. [447] and calculated
in Ref. [448] could not be observed in the measurements of this work, as the highest
pressure attained is probably too low. It is interesting to note, that the Ti-O2-Ti angle
in Fig. 11.3 (c) can be extrapolated to 180◦ for pressures of approximately 15.9 GPa.
About this pressure has been reported to be the critical pressure for the structral phase
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transition of TiOCl [445]. Thus, the high-pressure phase transition in TiOCl may be
connected to a complete flattening of the Ti-O bilayers. However, it appears important
to note that the pressure induced structural modifications described above can go beyond
the full flattening of the TiOCl layers resulting again in a corrugation but with opposed
signs.
11.1.4 Conclusion
In conclusion, the high pressure structure of TiOCl has been measured with powder
neutron diffraction. As there were no preferred orientation effects in these measurements,
it was possible to solve the high pressure structure of TiOCl up to pressures well below
the structural phase transition which has been reported to occur around 15.5 GPa in
Ref. [445]. With increasing pressure, a strong flattening of the Ti-O layers and a
compression of the distance of two neighbouring Ti-O layers within a bilayer occurs. This
flattening of the bilayers is connected to the strong decrease of the (011) reflection in the
diffraction patterns. These strong structural changes favour changes of the electronic
properties of TiOCl at high pressure. An increase of the electronic bandwidth W can
be expected which would support the metallic high-pressure scenario of TiOCl as was
reported in Ref. [33, 448]. However, there is also the possibility for a dimerization at
even higher pressures which was postulated in Ref. [447] within the scenario of a Peierls
instability or calculated in Ref. [448] within a metallic scenario. Possibly, this possible
dimerization is connected to a complete flattening of the Ti-O bilayers as is indicated by
the extrapolation of the Ti-O2-Ti angle to 180◦. Furthermore, with increasing pressure
and flattening of the bilayers the chlorine ions are repelled from the Ti-O bilayers by the
oxygen ions rendering this system even more low-dimensional.
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11.2 Magneto-elastic coupling in VOCl
11.2.1 Introduction
The transition metal oxyhalides MOX with M = Sc, Ti, V, Cr, Fe and X = Cl, Br have
re-attracted enormous interest in the past years due to the exhibition of challenging low-
dimensional phenomena for one compound of this group - TiOCl [439, 239, 241, 242, 440,
444], see Chap. 11.1. The whole group of transition metal oxyhalides MOX provides a
very nice system of at room-temperature crystallographically iso-structural compounds
in which several electronic configurations and their interactions with the crystal lattice
can be probed systematically. However, the physical properties of the MOCl compounds
different from M = Ti have not been studied in great detail so far [452-456]. Like
TiOCl, VOCl crystallizes in an orthorhombic structure with space group Pmmn, with
one crystallographic V-site [457]. The V3+-ions are coordinated by four oxygen atoms
and two chlorine atoms forming strongly distorted VO4Cl2 octahedral units; see Fig.
11.6. These are linked via corners along the crystallographic b-axis and via edges along
the a-axis, forming quasi two dimensional bilayers in the ab-plane. Due to the Cl-ions
there is a separation of the Ti-O-bilayers which are parallel to the ab-plane, thus, turning
this system low-dimensional. Due to electronic correlations all oxyhalides display rather
strong electron localization, resulting in (electrically) Mott-insulating properties. In
VOCl the band gap is reported to be about 1.7 eV [458]. Whereas in TiOCl direct
overlap of the t12g- ground state xy-orbitals along the crystallographic b-axis leads to
one dimensional magnetic interactions [242], VOCl is believed to exhibit (quasi) two
dimensional antiferromagnetic ordering below TN (80 K) [453]. In an early powder
neutron diffraction study a collinear magnetic order with the wavevector [1/2 1/2 1/2]
and the magnetic moments pointing in a-direction has been reported [453]. The magnetic
susceptibility was described well with a quadratic 2D-Heisenberg model. However, in
this study no signs of a structural transition in VOCl have been observed down to lowest
temperatures [453].
11.2.2 Experimental
The polycrystalline VOCl-samples were made by T. Taetz by the chemical transport
technique; see Ref. [459]. The single crystals obtained via this route were thoroughly
ground, compressed under hydrostatic pressure and reground afterwards. This procedure
was repeated several times in order to achieve a homogenous powder and hence minimize
preferred orientation effects. The phase purity of the sample was checked using powder
X-ray diffraction.
High resolution synchrotron radiation powder X-ray diffraction measurements have
been performed at beamline B2 at the synchrotron facility HASYLAB/DESY in Ham-
burg, Germany. Therefore, the VOCl-powder (sample A) was well ground and filled
in glass capillaries with 0.3 mm in diameter which were sealed and mounted in Debye-
Scherrer geometry in a He closed-cycle cryostat equipped with a silicon diode as temper-
ature sensor and with a capillary spinner. A wavelength of 0.7466 A˚ was selected from
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Figure 11.5: (color online) Synchrotron radiation powder X-ray diffraction patterns. (a) Ri-
etveld fit (gray) to the data at 15 K (black) with a clip of the diffraction pattern
in the inset. (b) Temperature dependency of the (±212) and (±121) reflections.
the direct white synchrotron beam using a Si (111) double flat-crystal monochromator
and determined from 8 reflection positions of a LaB6 reference sample. The diffraction
patterns have been collected using an on-site readable position-sensitive image-plate
detector.
Powder neutron diffraction measurements have been performed at the D20, D1A and
the D2B diffractometer at the ILL in Grenoble, France (λ = 2.4233 A˚, 1.91 A˚ and
1.594 A˚ respectively). The sample measured at the D20 and D2B diffractometer (sample
B) contains some not identified impurity phases. Therefore, only the single phase sample
measured at the D1A diffractometer (sample C ) was used for a full nuclear structure
refinement. Only for the magnetic structure refinement the D20 data has been used, as
there was no overlapping of peaks from the impurity phases with the magnetic peaks.
11.2.3 Results and Discussion
Temperature dependent high-resolution powder X-ray diffraction measurements using
synchrotron radiation with an incident wavelength of 0.7466 A˚ have been performed at
beamline B2 at Hasylab/DESY. These measurements reveal a structural phase tran-
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Figure 11.6: (color online) Nuclear and magnetic structure of VOCl; yellow : Cl-, blue: O-,
magenta: V-ions; black : the structural unit cell. The directions of the magnetic
moments at each V-site is indicated by magenta arrows. Green (red) dotted
lines indicate the antiferromagnetically coupled V-V pairs in the AFM1 (AFM2)
structure.
sition below 80 K. A diffraction pattern at the lowest temperature, 15 K, is shown in
Fig. 11.5 (a). The open circles denote the measured data points and the line indicates the
Rietveld fit of the structure model to the data using the program FullProf/WinPLOTR
[88]. The part of the diffractogram focussing on the (±212) reflections is shown in the
inset. The clearly observable splitting of the (212) reflection indicates the symmetry
reduction from the orthorhombic (Pmmn) to a monoclinic symmetry. The data can be
described with space group P2/n (monoclinic setting c) and a monoclinic angle γ of
90.2◦. In Fig. 11.5 (b) the (±212) and (±121) reflections are plotted for different tem-
peratures indicating the orthorhombic to monoclinic phase transition below 80 K. The
resulting lattice parameter are plotted as a function of temperature in Fig. 11.7 (a-d). A
rise of the monoclinic angle γ can be observed below 80 K reaching its maximum value of
about 90.2◦ around 40 K. These new findings are opposite to the neutron measurements
reported in Ref. [453] where no phase transition has been observed at low temperatures.
Powder neutron diffraction measurements have been performed at the ILL. In Fig. 11.8 (a-
c) neutron diffraction patterns of VOCl are shown. Fig. 11.8 (c) shows the splitting of
the (223) reflection measured at the D2B diffractometer with an incident wavlength of
1.594 A˚. This finding corroborates the results of the synchrotron measurements and
verifies the occurrence of a monoclinic distortion for the sample measured at the D20
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Figure 11.7: Results of synchrotron radiation powder X-ray diffraction measurements: (a-c)
lattice parameter, (d) monoclinic angle, (e) unit cell volume and (f) orthorhom-
bic splitting ε = (a-b)/(a+b). (Lines are guide to the eyes.)
diffractometer. In Fig. 11.8 (a) the strongest magnetic peaks measured at 2 K at the D20
diffractometer with an incident wavelength of 2.4233 A˚ are plotted. And in Fig. 11.8 (b)
a diffractogram measured at 10 K at the D1A diffractometer using a neutron wavelength
of 1.91 A˚ is shown. The structural parameters resuting from the rietveld refinement of
all neutron (and synchrotron) measurements are listed in Tab. 11.2.
The structural refinement reveals increasing V-O-V bond angles in a/b-direction and a
displacement of the vanadium ions away from the chlorine ions towards the oxygen ions
in c-direction; see Fig. 11.10 (a-e). These displacements should increase the antiferro-
magnetic exchange interaction across the oxygen ions as all V-O-V bond angles increase.
Indeed, a fully three-dimensional (3D) antiferromagnetic structure could be fitted to the
neutron data; see Fig. 11.8 (a). The occurence of (1
2
1
2
1
2
) and (1
2
1
2
3
2
) reflections below TN
indicates a magnetic propagation vector
−→
k = (1
2
1
2
1
2
). This leads to a 2× 2× 2 enlarge-
ment of the magnetic unit cell. A magnetic structure model with all moments between
neighbouring V-ions in a-, b- and c-direction coupled antiferromagnetically and pointing
in a-direction describes the data best; see Fig. 11.6. Other directions of the magnetic
moment like the [110]-direction induce discrepancies in the measured intensities of the
(±1±11) and (±1±13) reflections (in notation of the magnetic unit cell) and would not
be in accordance with the magnetic susceptibility measured in Ref. [453] which indicates
antiferromagnetic ordering with moments parallel to the crystallographic a-axis. The
antiferromagnetic moment amounts to about 1.3 µB at 2 K which is in approximate
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agreement with the value reported in Ref. [453] but which is a rather small value for the
vanadium ion with a 3d2 electronic configuration. The value of the antiferromagnetic
moment as a function of temperature is shown in Fig. 11.10 (h). The temperature depen-
dency of this antiferromagnetic moment indicates a Ne´el-temperature of roughly 81 K.
Additionally, the monoclinic angle γ is plotted below the ordered moment (gray). The
direct coupling of γ to the antiferromagnetic moment is indicative for a magneto-elastic
coupling which drives the orthorhombic to monoclinic phase transition.
According to representation theory, there are four irreducible representations for space
group P112/n with a magnetic ion at (-0.25 0.25 z0) (z0 ≈ 0.117) and with propagation
vector
−→
k = (1
2
1
2
1
2
). The basis vectors for these four possibilities derived from the
programm BasiRep [88] are shown in Fig. 11.9. These four possibilities will be referred
to as the antiferromagnetic structures 1 to 4 (AFM1 - AFM4). In the AFM1 structure,
the magnetic moments of the V-ions within the first primitive unit cell are within the
ab-plane and couple antiferromagnetically; see Fig. 11.9 (only the a direction is shown).
Contrarily to this, these moments couple ferromagnetically in the AFM2 structure. As
was pointed out in Ref. [453], the two magnetic structures AFM1 and AFM2 can not be
distinguished with powder neutron diffraction if the crystal structure was orthorhombic
(Pmmn) as the intensity of a powder peak is a constant and depends only on the
average value of the sin2 of the angle between magnetic moment and scattering vector.
However, the structural phase transition Pmmn → P2/n observed in this work induces
a (small) splitting of the (±1 ∓1 L) and the (±1 ±1 L) reflections (L = 1, 3). The
(small) splitting of these reflections allows to distinguish between the two magnetic
structures. In Fig. 11.8 (a) for all magnetic models the Rietveld fits to the measured
data at 2 K are shown. A rietveld fit of the AFM2 structure reveals that the calculated
intensities for the first magnetic peak (±1 ±1 1) are shifted to lower 2Θ values in total.
Thus, the AFM2 structure fails in describing the measured data correctly. Contrarily
to this, the AFM1 structure is able to describe the data well if the magnetic moments
are parallel to the a-direction. A fit with moments in b direction suffers in the correct
description of the intensities. Even a fit with both a- and b-components yields only
within the error bars negligible values for the moment in b-direction: -0.14(15)µB. This
result is in accordance with the measured magnetic susceptibility in Ref. [453] which
reveals an antiferromagnetic structure with moments in a-direction. The AFM3 and
AFM4 structures with c-components of the magnetic moment fail in describing the
magnetic intensities; see Fig. 11.8 (a). Thus, in VOCl the AFM1 magnetic structure
with moments in a-direction is clearly preferred against the other possible magnetic
structures, especially the AFM2 structure. This result is in contrast to the results of the
single crystal neutron measurements of Ref. [453] where an admixture of the AFM1 and
AFM2 was found. Most likely, below TN a twinning of both monoclinic structures occurs
in the single crystal of Ref. [453] which has not been accounted for as the orthorhombic
to monoclinic phase transitions has not been recognized.
The preference of the AFM1 structure can be understood with regard to the monoclinic
distortions of the structure. As noted above, the magnetic moments couple antiferro-
magnetically along the green V-V bonds in Fig. 11.6 but not along the red ones. And
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Figure 11.8: (a) Powder neutron diffraction patterns measured at 2 K (D20 diffractome-
ter); circles: data points, lines: rietveld fits to the data with the AFM1-AFM4
structure models. The area below the AFM1-fit (moment ‖a) is filled (gray).
(b) Fit of the D1A measurement at 10 K; black : data points, gray : Rietveld
fit to the data, lt. gray : difference Iobs-Icalc, arrows indicate the magnetic
peaks. (c) Diffraction patterns measured at different temperatures at the D2B
diffractometer.
indeed, the red and green V-V bonds in Fig. 11.6 differ by 0.0073(15) A˚ as can be seen in
Fig. 11.10 (f). Compared to the orthorhombic structure where the red and green bonds
shown in Fig. 11.6 are equivalent, these monoclinic distortions may be responsible for an
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Figure 11.9: (a-d) Models of the four possible irreducible representations in space group
P112/n with k = (12
1
2
1
2) and with magnetic atoms in the primitive unit cell at
(-0.25, 0.25, z0).
enhancement of the antiferromagnetic exchange interaction across one of these bonds,
i. e. the green V-V bonds in Fig. 11.6, as the shorter V-V distance can be expected to
induce a larger orbital overlap accompanied by a stronger exchange interaction. Thus,
these monoclinic distortions prefer the establishment of the AFM1 structure versus the
AFM2 structure. Hence, the orthorhombic to monoclinic phase transition is connected
to the magnetic phase transition and may be driven by magneto-elastic coupling of spins
and lattice.
Unfortunately, these neutron measurements suffer from the small vanadium scattering
length which causes enlarged error bars for all variables which are strongly dependent
on one or even on two atomic V-positions. This effect is most visible in Fig. 11.10 (f).
Therefore, an extremely long measurement has been performed at the D1A diffractome-
ter in order to increase the statistics and another synchrotron radiation powder X-ray
diffraction measurement at 20 K has been performed at beamline B2 at Hasylab/DESY.
In this synchrotron measurement a summation of several measurements with an image
plate detector with a total measuring time of more than 1 hour has been applied. As
the measured sample volume is rather small in synchrotron measurements, preferred
orientation effects can be expected for this quasi-2D system. Thus, also one additional
parameter for a preferred orientation in c-diretcion has been refined which is reason-
able as these crystals have a very anisotropic shape of extremely flat crystalline layers
which extend in a-/b- direction. The values of this extremely accurate measurement are
plotted in Fig. 11.10 (a-g). As can be seen, the error bars of these two exact measure-
ments are much smaller and in the synchrotron case of dimensions of the symbol size
only. Especially, the value of the difference in the V-V distances shown in Fig. 11.10 (e)
has much smaller error bars now and corroborates the neutron results and, thus, the
explanation for the preference of the AFM1 structure. The structural parameters of this
synchrotron measurement and of the neutron measurements at 2 K and at 150 K are
listed in Fig. 11.9 (a-g).
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It is interesting to note that both diagonal V-V distances decrease on cooling which
enhances the antiferromagnetic exchange interaction due to a stronger orbital overlap but
that the corresponding V-O-V bond angles decrease on cooling which is less favourable
for an antiferromagnetic exchange interaction; see Fig. 11.10 (c,e). This effect indicates
that the diagonal V-V-distance may be directly connected with magneto-elastic coupling
whereas the corresponding diagonal V-O-V bond angles play somehow a minor role
than the distances. Furthermore, the (slightly) shorter diagonal V-V bonds have also
about 0.3◦ smaller diagonal V-O-V bond angles which is less favourable for a stronger
antiferromagnetic exchange interaction along the shorter diagonal V-V bonds. As stated
above, in VOCl the antiferromagnetic coupling is established along the shorter diagonal
V-V bonds within a V-double layer and not along the diagonal V-V bonds with larger
corresponding V-O-V bond angles. This situation is contrary to the case of the spin-
Peierls material CuGeO3 where the dimerization is realized through modulation of the
bond angles [460-463]. However, the case of VOCl may be different compared to CuGeO3
as t2g orbitals are involved instead of eg orbitals.
11.2.4 Conclusion
In conclusion, synchrotron measurements as well as neutron measurements reveal a
structural phase transition Pmmn → P2/n in VOCl. Orthorhombic to monoclinic
phase transitions have been observed for TiOCl and TiOBr at low temperatures so far
but no similar transition has been observed in the VOCl system [453]. Furthermore,
the analysis of the magnetic structure within the monoclinic 2 × 2 × 2 unit cell of this
quasi-2D system yields a fully 3D-antiferromagnetic structure with an antiferromagnetic
moment pointing in a-direction. At 2 K this moment amounts to about 1.3 µB which is
a strongly reduced value for the 3d2 V-ion. The magnetic phase transition is accompa-
nied by structural distortions inducing a splitting of two diagonal V-V bond distances
which are both equivalent in the undistorted orthorhombic structure. Concomitant, a
well pronounced increase of the V-O-V bond angles in a- and b-direction appears. This
flattening of the VO-layers induces an enhancement of the antiferromagnetic exchange
interactions in a- and b-directions whereas the shortening of one of the diagonal V-V
distances within a V-bilayer implied by the monoclinic distortion induces a larger orbital
overlap which increases the exchange interaction along one of the previously two equiv-
alent exchange paths and, thus, lifts the frustration of the coupling between the two
magnetic sublattices. Hence, these structural changes explain the magnetic structure
which could be observed in the powder neutron diffraction measurements of this work
and which could be distinguished from the other possible magnetic structures with a
propagation vector of
−→
k = (1
2
1
2
1
2
) due to a sufficiently large monoclinic distortion with
a monoclinic angle of about 90.2◦.
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Figure 11.10: (a) V-O distances for V-O bonds in a- and b-direction. (b) V-Cl distance. (c)
V-V distances for V-ions within the same V-bilayer in diagonal direction (red
and green bonds in Fig. 11.6). (d) V-O-V bond angles for V-ions within the
same z-plane in a-direction (V-O’-V) and in b-direction (V-O-V). (e) Cl-V-
Cl angle and V-O-V angle in diagonal direction. (f) ∆(V-V)diag: difference
of the two diagonal V-V bond distances. (g)
√
(V − V )2diag,1 − (V − V )2diag,2
plotted together with the monoclinic angle γ (gray). (h) The antiferromagnetic
moment (black) together with γ (gray). Black circles: powder neutron data,
gray triangles: synchrotron data. (Lines are guide to the eyes.)
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2 K: neutron D1A (ILL)
SG a (A˚) b (A˚) c (A˚) γ
P112/n 3.76755(10) 3.29045(9) 7.89582(20) 90.21(0)
Atom x y z
V -0.25 0.25 0.11678(76)
Cl -0.25 0.75 0.33000(4)
O -0.25 0.75 -0.04800(6)
10 K: neutron D1A (ILL)
SG a (A˚) b (A˚) c (A˚) γ
P112/n 3.76776(6) 3.29076(5) 7.89611(13) 90.202(1)
Atom x y z
V -0.25 0.25 0.11478(59)
Cl -0.25 0.75 0.33035(3)
O -0.25 0.75 -0.04765(3)
150 K: neutron D1A (ILL)
SG a (A˚) b (A˚) c (A˚) γ
Pmmn 3.77001(10) 3.29656(10) 7.90713(25) 90
Atom x y z
V 0.25 0.25 0.12804(111)
Cl 0.25 0.75 0.32914(5)
O 0.25 0.75 0.95185(8)
20 K: synchrotron B2 (DESY)
SG a (A˚) b (A˚) c (A˚) γ
P112/n 3.76670(4) 3.28912(4) 7.89098(10) 90.207(1)
Atom x y z
V -0.25 0.25 0.11590(16)
Cl -0.25 0.75 0.33176(21)
O -0.25 0.75 -0.04661(57)
Table 11.2: Results of the structural refinement of the neutron (D1A) and synchrotron (B2)
measurements.
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This work deals with the study of ordering phenomena such as charge, orbital and
magnetic ordering in first row transition metal oxides (M = Ti, V, Cr, Ni, Cu) where
the interplay of charge, orbital, spin and lattice degrees of freedom plays a crucial role
for the variety and richness of physical properties of these systems.
On the one hand several first row transition metal oxides and oxyhalides with a 3d1 or
3d2 electronic configuration have been studied. The orbital degree of freedom plays an
important role in these compounds which are also very well suited for electron density
measurements since the contributions of only one or two electrons can be observed
more easily. Ordering phenomena in titanates, vanadates, chromates and titanium and
vanadium oxyhalides have been studied here.
On the other hand charge-stripe order in hole-doped first row 3d8 and 3d9 transition
metal oxides, i. e. nickelates and cuprates with a layered perovskite structure has been
studied. In contrast to the first group of systems the orbital degree of freedom is al-
most quenched in these systems. Whereas horizontal stripes have been observed in the
cuprates [6] the nickelate system exhibits a robust diagonal charge-stripe order. In con-
trast to the metallic cuprates the nickelates also stay insulating up to extremely high Sr
doping levels of ∼1 [32]. Nevertheless, this prototypical diagonal charge-stripe system
is very well suited for the study of charge-stripes and phonon and magnetic excitations
and, thus, for a comparison with the cuprates.
With only one electron in the 3d-shell the rare earth titanate system RETiO3 is an
ideal system to study the complex interplay of orbital and magnetic degrees of freedom
as well as to investigate metal-insulator transitions which can be driven by hole-doping.
In this work these two different aspects of the titanate system have been studied inten-
sively. For these purposes, copious RTiO3 and R1−xCaxTiO3 (R = Gd, Tb, Dy, Y, Ho,
Er, Yb, Lu) single crystals with well defined (oxygen) stoichiometry have been grown.
Regarding the first aspect, structural anomalies at the magnetic ordering temperature
of RTiO3 have been studied by means of powder X-ray diffraction. These structural
anomalies can be observed in an anomalous rise or drop of the orthorhombic a and b
lattice parameters and in thermal expansion anomalies which are of opposite sign for
the group of antiferromagnetic, feroorbitally ordered and the group of ferromagnetic,
antiferoorbitally ordered titanates. Furthermore, within each group, the anomalies are
strongest for the compounds close to the crossover between ferromagnetic and antifer-
romagnetic compounds, i. e. SmTiO3 and GdTiO3.
As could be verified with complementary powder neutron and single crystal X-ray
diffraction measurements, the octahedral distortions which are indicative for orbital
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ordering change few with decreasing temperature (290 K ≥ T ≥2 K). In contrast the
structural distortions strongly change among the whole RTiO3-series with decreasing
R-ionic radius (R = La, ..., Yb). Therefore, these compounds can be considered to
be orbitally ordered already at room-temperature. This is corroborated by resonant
X-ray diffraction measurements of DyTiO3 at the synchrotron revealing no change of
the signal indicative for orbital ordering between room-temperature and 10 K. Hence,
the anomalies of the lattice parameter and the thermal expansion are indicative for a
magnetically driven change in the orbital arrangement which strengthens the prevalent
orbital ordering already induced by the octahedral tilts and R-shifts.
With decreasing R-ionic radius from La to Yb, single crystal X-ray diffraction mea-
surements of RTiO3 reveal a continuous change of octahedral tilts and rotations as well
as of the two prominent distortions which are indicative for the type of orbital ordering
in RTiO3. Hence, the R-ionic radius can be regarded as an external control parame-
ter which continuously drives the magnetic and orbital transition from ferromagnetic
and antiferroorbital ordering to antiferromagnetic and ferroorbital ordering. Thus, the
transition from ferroorbitally to antiferroorbitally ordered RTiO3 controlled by an ex-
ternal ordering parameter and accompanied by a sign change of the thermal expansion
with anomalies strongest at the crossover from ferroorbital to antiferroorbital ordering
resembles on the observations of thermal expansion anomalies across the metamagnetic
transition in Ca2−xSrxRuO4 [147] or in a quantum phase transition in general [146].
Furthermore, a pressure-driven crossover of the relative a/a0 and c/c0 lattice param-
eters could be observed at lower pressures than observed for YTiO3 in Ref. [148]. Since
GdTiO3 is already closer to the antiferromagnetic side of the phase diagram, the observa-
tions within this work support the model proposed in Ref. [148] where the ferromagnetic
and antiferroorbitally ordered titanates are shifted by pressure into the antiferromag-
netic and ferroorbitally ordered regime.
Regarding the second aspect, i. e. the metal-insulator transition in R1−xCaxTiO3,
this system exhibits an unusual ’inverse metal-insulator transition’ with the metallic
phase appearing at low temperatures. Usually, in MI-transitions the metallic phase
appears at high temperatures [162, 163]. Furthermore, the doping driven MI-transition
in R1−xCaxTiO3 appears at rather high hole doping levels x ∼0.39, ∼0.41 and ∼0.5
for R = Y, Er, Lu respectively. In the La1−xSrxTiO3-system a hole-doping level of
x ∼0.05 is sufficient for turning this system metallic [2, 94]. So far, this difference has
been attributed to the bandwidth reduction induced by increasing tilts for decreasing
R-ionic radius. But single crystal X-ray diffraction measurements in this work indicate
that the octahedral tilts of these compounds strongly decrease with Ca doping. This
can be explained with the larger ionic radius of the Ca2+ ion compared to the R3+-ions
and the smaller ionic radius of the Ti4+-ion compared to the Ti3+-ion [82]. It seems
possible that additional effects - like charge ordering - enforce the insulating properties
of the R1−xCaxTiO3-system (R = Y, Er, Lu). Also in other perovskites which stay
insulating up to high amounts of hole-doping sometimes charge ordering is observed [7,
160]. However, no evidence for charge ordering has been reported for a titanate system
so far.
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In this work, signatures of charge ordering could be observed in the crystal structure
measured by means of neutron and X-ray diffraction including synchrotron experiments.
In the low-temperature monoclinic phase the oxygen environment of the two distinct Ti
sites is different. The nominal valency of both Ti-sites calculated by the bond-valence-
sum formalism [169] indicates a difference of about 0.3 electrons for Y1−xCaxTiO3 with
x ∼0.35. As long as these systems remain insulating, this difference of the nominal
valencies further increases with increasing hole-doping level in the R1−xCaxTiO3-system
reaching a value of about 0.8 electrons for x ∼ 0.44. This doping dependency supports
the charge ordering picture since the half-doped compound should exhibit the most stable
charge ordering pattern. Together with charge ordering the concomitant superstructure
reflections (0 1 L) could be observed by neutron diffraction and in several resonant X-
ray diffraction experiments at the synchrotron. The charge ordering temperatures TCO
derived from the onset temperature of these reflections rises with increasing hole-doping
level towards the optimum, half-doped sample in the R1−xCaxTiO3-system which corrob-
orates the charge ordering picture. In the resonant X-ray diffraction measurements, the
charge ordering character of these superstructure reflections could be verified by energy
scans and with polarization analysis. However, for all systems the metallic properties
finally prevail at high doping levels since the introduction of Ca-ions strengthens the
metallic properties by hole doping as well as by an increase of the electronic bandwidth
W due to decreasing octahedral tilts.
Due to the large number of possible oxidation states of the vanadium ion ranging
from +2 to +5 a large variety of different vanadium oxide compounds exists. In this
work, three different representatives of this huge family of vanadates have been stud-
ied: K2V8O16, LiV2O5 and ZnV2O4. Due to the absence of heavy ions and due to small
number of d-electrons these vanadate systems appear to be well suited for electron den-
sity measurements.
The first compound, K2V8O16 (hollandite) is a mixed-valent vanadium oxide with an
average valency of 3.75+ and a structure consisting of VO6-double chains running in ctet
direction. This compound exhibits a MI-transition at about 160 K [210]. Concomitantly,
the magnetic susceptibility exhibits a distinct drop by about 50% of its value above TC
[210]. This drop of χ can be either explained by antiferromagnetism or dimerization.
Furthermore, in X-ray diffraction measurements superstructure reflections appear below
TC being indicative for an
√
2×√2× 2 enlargement of the high-temperature tetragonal
(I4/m) unit cell [210].
Synchrotron radiation powder X-ray diffraction measurements of K2V8O16 indicate a
monoclinic symmetry below TC. The analysis of single crystal X-ray diffraction measure-
ments yields the best description with space group I2/m. In the low-temperature crystal
structure of K2V8O16 a novel dimerization of one half of all vanadium chains running in
c-direction could be observed together with zig-zag-chain formation of the neighbouring
vanadium chains. This resembles on the monoclinic M2-phase of VO2 [212]. From these
structural results, there is also first evidence that charge ordering occurs additionally in
this system in a manner that one half of all dimerized chains contains V3+ ions and the
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other half V4+ ions. The dimerization is able to explain the drop of the magnetic sus-
ceptibility below TC and the metal-insulator transition. Furthermore, the decrease of χ
by about 50% below TC nicely fits to the dimerization of one half of all vanadium chains.
The observation of dimerization of the vanadium ions in this work is corroborated by
powder neutron diffraction and ESR measurements exhibiting no signs of antiferromag-
netic ordering down to 2 K. Electron density measurements using a laboratory X-ray
source give first evidence for an orbital occupation with large dxy character. These or-
bitals would exhibit direct overlap in chain-direction which would be in accordance with
the scenario of a Peierls instability explaining the dimerization found in this work.
In γ-LiV2O5 which is iso-structural to α
′-NaV2O5 but which has a much more cor-
rugated crystal structure charge ordering occurs at room-temperature in a manner that
magnetic V4+- zig-zag chains running in b-direction are separated by non-magnetic V5+-
zig-zag chains.
Measurements of the electrical resistivity indicate that the charge ordering is quite
robust and persists up ∼830 K. Synchrotron radiation single crystal X-ray and single
crystal neutron diffraction measurements of γ-LiV2O5 confirm charge ordering down to
∼2 K. No further structural phase transitions could be observed in synchrotron radiation
powder X-ray diffraction measurements. Neither neutron nor synchrotron measurements
give any evidence for a tetramerized phase at low temperatures which was proposed by
theoretical calculations [238].
Besides the search for phase transitions, an electron density measurement of this com-
pound has been performed at 10 K at the synchrotron. A standard structure refinement
and, in addition, a multipole refinement have been performed. The difference Fourier
maps as well as the static multipole deformation and charge density maps indicate the
occupation of a dxy orbital at the V
4+-site in the charge ordered structure. Such a
ground state could be supported by theoretical calculations based on the atomic posi-
tions derived from this synchrotron measurement [265]. Hence, this measurement can
be considered to be a successful electron density measurement of a transition metal oxide.
ZnV2O4 is a cubic spinel which exhibits a cubic to tetragonal phase transition at
∼50 K and which orders antiferromagnetically below ∼40 K [277]. Basically, three dif-
ferent theoretical orbital orbital ordering models exist for the tetragonal low-temperature
phase: an ’antiferroorbital’ ordering model [285], a ’ferroorbital’ ordering model [286]
and an ’orbital-Peierls’ model [287]. Additionally a ’dimerized’ model has been proposed
recently [292].
For a measurement of the electron density, synchrotron radiation single crystal X-ray
diffraction measurements have been performed at 70 K and at 10 K. Unfortunately,
the unavoidable twinning which appears below the cubic to tetragonal phase transition
prevents the measurement of the low-temperature structure of ZnV2O4. But the syn-
chrotron measurement at 70 K reveals very interesting results. An excess electron density
around the V-ion could be observed. This electron density extends along the three-fold
roto-inversion axis in the cubic phase which might be an indication of an occupation of
the trigonal a2g orbital. This interesting result would give rise to completely new orbital
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ordering schemes also in the low temperature tetragonal phase since a trigonal symmetry
would have to be considered in a completely new orbital ordering model. But there is
also another explanation for this electron density since it might be indicative for a shift
of the vanadium ions along the [1 1 1]-direction and equivalent directions (former roto-
inversion axes) yielding a kind of ’dimerized’ phase. Indeed, the structure refinement
indicates better R/Rw-values for the ’dimerized’ structure model also compared to a
multipole refinement of the ’undistorted’ structure model. Additionally, superstructure
reflections could be observed in this measurement which violate the reflection conditions
for the ’undistorted’ structure but which are allowed in the ’dimerized’ structure.
Either the occupation of an a2g orbital or the formation of V-V dimers (tetramers)
in the cubic phase may stimulate new theoretical calculations for the ground state of
ZnV2O4.
In the perovskite chromate system RCrO3 with divalent R-ions Ca, Sr and Pb the
chromium ion has an unusual oxidation state of Cr4+ giving rise to interesting electronic
and magnetic properties. Besides detailed structural information, for most of these
compounds also no detailed knowledge about the electronic and magnetic properties
exists.
The magnetic structures of all three chromate compounds have been studied by means
of powder neutron diffraction and the magnetic structure of CaCrO3 has been solved for
the first time. The magnetic properties of SrCrO3 which are reported controversially in
literature [306, 307] have been reanalyzed. Finally, the magnetic structure of PbCrO3
reported in literature [325] could be verified.
Below TN∼90 K, CaCrO3 exhibits a C-type antiferromagnetic order with an ordered
moment of 1.09(4) µB pointing in the orthorhombic b-direction. For SrCrO3 a C-type an-
tiferromagnetic structure could be observed. The moment direction could be determined
as the ctetdirection which is different from the atetbtet-direction reported in Ref. [307].
Unlike to Ref. [307] the size of the ordered moment, ∼0.8 µB, could be determined in
this work. Furthermore, the magnetic properties of SrCrO3 could be directly attributed
to the tetragonal low temperature phase which has also been proposed in Ref. [307].
Finally, in PbCrO3 a G-type antiferromagnetic structure with an ordered moment of
∼2 µB could be confirmed.
Despite its semiconductive temperature dependency the electrical resistivity of CaCrO3
might exhibit first indications for an itinerant character since the value of ρ for T→ 0 K is
finite. Thus, the resistivity of polycystalline CaCrO3 might be governed by grain bound-
ary effects - a similar situation can be observed in the half metallic Cr4+-compound CrO2
[320, 321]. Also the small and nearly temperature independent magnetic susceptibility
of CaCrO3 [318] and the failure of Curie-Weiss fits is indicative for itinerant electron
behaviour. Finally, optical reflectivity measurements of CaCrO3 [322, 318] reveal its
metallic character - the reflectivity extrapolates to 1 for ω → 0 [322, 318] and a moder-
ate conductivity of several hundred to thousand Ω−1cm−1 can be observed [322, 318]. In
this metallic scenario, the C-type antiferromagnetic order of CaCrO3 can be explained by
comparably large diagonal exchange interactions induced by a strong pd-hybridization
according to band structure calculations [318]. Hence, CaCrO3 is the rare case of a
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metallic and antiferromagnetic transition-metal oxide with a fully three-dimensional
electronic structure. The few metallic and antiferromagnetic transition metal oxides
known are low dimensional with regard to their electronic structure and antiferromag-
netism arises from the stacking of ferromagnetic layers [303, 304]. SrCrO3 with a less
distorted crystal structure and a slightly lower ordered moment should be even more
metallic than CaCrO3.
Since both systems are close to the crossover between itinerant and metallic properties
it seems interesting to perform pressure studies 1 of the CaCrO3- and SrCrO3-systems.
Here, synchrotron experiments have been performed in order to determine the lattice
parameter as a function of pressure up to rather high pressures of ∼34 GPa. In CaCrO3
these measurements indicate decreasing octahedral tilts with increasing pressure and in
SrCrO3 the less compressible (larger) tetragonal atet-axis (atet > ctet) is indicative for an
orbital occupation of the dxy orbital which was also proposed in Ref. [307].
The transition metal oxyhalides MOX (M = Ti, V, ...) provide an interesting
system of at room-temperature iso-structural compounds in which several electronic con-
figurations and their interactions with the crystal lattice can be probed systematically.
One compound of this group, TiOCl, exhibits a transition related to a dimerization of
the Ti-ions at 67 K which has been interpreted as a spin Peierls transition. Thus, TiOCl
might be one of the few known inorganic spin Peierls systems besides CuGeO3 [439, 239].
Recently, optical transmittance and reflectance studies of TiOCl revealed a strong
depression of the transmittance at high pressures (12-15 GPa) which was interpreted
as a pressure-induced insulator-to-metal transition [33, 448]. However, there are no
indications for metallic behaviour in the electrical resistivity of polycrystalline sam-
ples [446]. Furthermore, a combined study with synchrotron measurements, ab-initio
calculations and pressure dependent magnetic susceptibility measurements indicates a
Peierls-transition at high pressures [447].
In this work, pressure dependent structural studies of TiOCl have been performed by
means of powder neutron diffraction up to a maximum pressure of ∼13 GPa. These
measurements reveal a strong and almost full flattening of the Ti-O layers at high pres-
sures and a concomitant compression of the distances of two neighbouring Ti-O layers
within a bilayer. These strong structural changes favour changes of the electronic prop-
erties of TiOCl at high pressure and may stimulate new theoretical calculations based
on these astonishing results. In general, an increase of the electronic bandwidth W can
be expected which would support the metallic high-pressure scenario of TiOCl as was
reported in Ref. [33, 448]. However, there is still the possibility for a dimerization at
even higher pressures (than ∼13 GPa) which was postulated in Ref. [447] within the
scenario of a Peierls instability or calculated in Ref. [448] within a metallic scenario.
Orthorhombic to monoclinic phase transitions have been observed for TiOCl and
1The pressure dependence of the unit cell volume of CaCrO3 and SrCrO3 up to pressures of about
8 GPa has also been reported in literature [310].
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TiOBr at low temperatures but no similar transition has been observed in the isostruc-
tural VOCl system [453].
In this work, synchrotron measurements as well as neutron measurements reveal such
a structural phase transition (Pmmn → P2/n) in VOCl. The analysis of the magnetic
structure with propagation vector (1
2
1
2
1
2
) yields a fully three-dimensional antiferromag-
netic structure with an antiferromagnetic moment of ∼1.3 µB pointing in a-direction.
This magnetic phase transition is accompanied by structural distortions which induce
an increase of the antiferromagnetic exchange interactions in general and by distortions
implied by the monoclinic symmetry which lift the frustration of the previously equiva-
lent diagonal exchange interactions by the decrease of one diagonal V-V distance versus
the other and, thus, by enhancing the orbital overlap in one direction.
The discovery of charge-stripe ordering in the high-TC superconducting cuprates [6]
as well as the spin wave dispersion with a so-called ’hour-glass’ shape [18-22, 367] have
attracted enormous interest, recently. However, the role of this stripe instability and the
spin fluctuations in the superconducting pairing mechanism is still under debate. The
nickelate compounds La2−xSrxNiO4+δ are iso-structural to the cuprates with a single-
layered perovskite structure. This prototypical stripe ordered system, hence, is an ideal
system for a comparison with the cuprates. In the past, several compounds have been
studied regarding their phonon and spin wave dispersion [380, 373]. But these studies
might suffer from commensurability effects since all these compounds have hole-doping
levels close to the commensurate 1/3 doped value. Here, two La2−xSrxNiO4+δ compounds
with distinctly smaller hole doping levels more far away from the commensurate value
and, thus, with an incommensurate stripe character have been studied: La1.8Sr0.2NiO4+δ
and La1.825Sr0.175NiO4+δ.
In contrast to the commensurate compound La1.69Sr0.31NiO4 [380], the phonon dis-
persion of stripe ordered La1.8Sr0.2NiO4+δ indicates almost no splitting of the high
frequency longitudinal bond-stretching Σ1 phonon mode. But this phonon mode ex-
hibits an extremely interesting anomaly at phonon propagation vectors corresponding
to the propagation vectors of the diagonal charge-stripes (q = ε). The softening of this
phonon mode at these propagation vectors gives evidence for electron phonon coupling
in the diagonal charge-stripe phase. Concomitantly with this anomalous softening a
peak broadening of the Σ1 phonon mode could be observed which might be connected to
the difference for phonons propagating parallel or perpendicular to the diagonal charge-
stripes. Furthermore, strong temperature effects are visible which appear above the
stripe ordering temperature TCO. For q = ε the temperature dependency indicates an
anomalous softening of ω(q) on heating above TCO and the zone boundary mode (q =1/2)
becomes strongly damped at 300 K. These new findings indicating electron phonon cou-
pling in an incommensurate diagonal charge-stripe phase might be also relevant for the
study of the spin glass phase of La2−xSrxCuO4 where a diagonal charge-stripe phase was
also proposed.
The measurement of the magnon dispersion in La1.825Sr0.175NiO4+δ turned out to be
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more complicated. Whereas the picture is rather clear for lower energies it was difficult to
measure the dispersion at higher energies. The spin wave velocities parallel and perpen-
dicular to the stripes amount to ~c⊥ = 357(14) meVA˚ and ~c‖ = 303(10) meVA˚ which
is close to the value of ~c0 = 340 meVA˚ for undoped La2NiO4 and ~c‖ = 300(20) meVA˚
and ~c⊥ = 350(20) meVA˚ for LSNO with x = 0.31 [373, 386]. At high energies it was
difficult to obtain unambiguous evidence for a merging of the magnon branches since
phonon contributions merged with the magnetic signal in the interesting energy regime.
This could be verified with polarized neutrons. Also the observation of a magnon dis-
persion above this presumable merging point suffers from possible phonon contributions
in the experiment without polarization analysis and could be hardly observed in the
experiment with polarized neutrons since the high needed energies were at the limit of
the accessible energy range.
Since the discovery of high-temperature superconductivity (HTSC) in the cuprates
[4] the superconducting pairing mechanism in still a matter of debate and the question
about the role of electron-phonon coupling still a matter of controversy. La2−xSrxCuO4
(LSCO) can be regarded as the model cuprate system as it has a very simple quasi-two-
dimensional crystal structure consisting of CuO2 layers separated by layers of (La,Sr)2O2.
In LSCO the substitution of Cu with non-magnetic ions like Zn as well as the substi-
tution with magnetic ions like Ni leads to a reduction of TC [432]. For a conventional
superconductor, magnetic impurities have a much stronger pair-breaking ability than
non-magnetic dopants. However, this seems not to be the case for the Zn- and Ni-
doped LSCO-system (LSCZO and LSCNO respectively) [432, 433] which might also be
in favour of a magnetic pairing mechanism.
The search of indications for a diagonal charge-stripe order in La1.95Sr0.05CuO4, which
is a compound within the spin-glass phase of LSCO, did not yield any evidence for such
a stripe instability. First, the phonon dispersion studied by means of inelastic neutron
scattering did not reveal any signature of a diagonal stripe phase neither in the longitu-
dinal acoustic branches nor in the Cu-O bond-stretching branches. In contrast to that,
such signatures could be observed in the diagonal charge-stripe phase of La1.8Sr0.2NiO4+δ
in this work. Instead, the longitudinal bond-stretching branches (∆1) of La1.95Sr0.05CuO4
exhibit anomalies similar to the anomalies observed in the superconducting regime of
LSCO. This softening of the so called half-breathing mode scales approximately with
the Sr content x independent of metallic or insulating properties of the system. Second,
the direct search of superstructure reflections did not yield any evidence for a diagonal
stripe phase. In various neutron scattering experiments these superstructure reflections
can be excluded with an accuracy of 1-2·10−6 of a strong nuclear reflection. Resonant
X-rays diffraction measurements at the synchrotron did not reveal these superstructure
reflections and in synchrotron measurements using 100 keV hard X-rays such reflections
could not be observed with an accuracy of about 10−8 of a strong Bragg peak. In-
stead a novel class of superstructure reflections with a large number of higher harmonics
appears at positions rotated by 45◦ with respect to the positions for diagonal stripes.
However, these superstructure reflections do not seem to reflect the typical signature of
310
horizontal stripes since their modulation vector q is perpendicular to the Bragg peak
τ . Also the wavelength of this modulation with about 200 A˚ is rather large. Most of
these reflections (or their higher harmonics) disappear above ∼250 K which might be
connected to the electronic properties of this system since the second derivative of the
electrical resistivity exhibits a strong decrease in this temperature regime [393]. Finally,
after the orthorhombic to tetragonal (LTO→HTT) phase transition all superstructure
reflections disappear which indicates that these superstructure reflections reflect dis-
tortions which are either directly connected to the octahedral tilts in the orthorhom-
bic phase or which are stabilized by these octahedral tilts. Note, that the horizontal
charge-stripe order in Nd codoped cuprates is stabilized by the octahedral tilts of the
low-temperature tetragonal (LTT) phase [6]. These novel superstructure reflections also
vanish for a La1.88Sr0.12CuO4-sample in the metallic (superconducting) regime suggest-
ing a close connection of these superstructure reflections to the insulating properties of
La1.95Sr0.05CuO4.
The phonon dispersion of the Cu-O bond-stretching phonon modes of three different
LSCZO and LSCNO samples with Sr doping levels x = 0.12 and 0.15 has been stud-
ied and compared to Zn- and Ni-free La1.88Sr0.12CuO4. The phonon dispersion of the
topmost ∆1 phonon mode exhibits strong similarities for all four samples. Especially
the strong renormalization of this phonon branch is very similar for all samples. This is
very astonishing since the stripe spacing is different for these samples. For example the
incommensurability of the 4% Ni doped sample amounts to ∼0.08 which is distinctly
lower than the value for the Ni-free compound which amounts to 0.12. If this phonon
anomaly is related to (dynamic) charge-stripes one would expect a dependency on the
stripe spacing, i. e. the anomaly should be observable at q ∼ 0.16 for the 4% Ni-doped
sample which is distinctly lower than the value of q ∼ 1
4
for the Ni-free compound. Hence,
the absence of any correlation with the propagation vector of the stripes might indicate
that a coupling of the Cu-O bond-stretching phonon modes to the charge-stripes is not
the origin of this phonon anomaly as was thought before [13].
Concluding, this work has further contributed to uncover new properties and ordering
phenomena within the wide variety of intriguing properties of transition metal oxides:
Also twenty years after the discovery of high-temperature superconductivity in the
cuprates [4] it was possible to find novel ordering phenomena within the La2−xSrxCuO4-
system. Furthermore, it was possible to show that the generally believed ’rule of thumb’
that 3D-antiferromagnetism is observed in insulating transition metal oxide systems is
not always true. Beyond, it was possible to measure the electron density of a transition
metal oxide, γ-LiV2O5, and to observe the orbital occupation ’directly’: a dxy orbital.
Also, it was possible to observe electron-phonon coupling in a diagonal charge stripe
system, the nickelate system La1.8Sr0.2NiO4. In addition, several other ordering phe-
nomena have been unrevealed and studied among which charge ordering in a titanate
system shall be mentioned in representation.
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A Appendix A: Ferrates/Ferrosilikates
Iron with a distribution of 4.7% by mass is one of the most common elements in the
earth’s crust [107] and also in the universe as the iron nucleus is energetically very
stable. The most common ore is haematite Fe2O3. Iron has a very large importance for
the construction of machines etc. but it is also a crucial element for life as it is the key
functional element of haemoglobin.
A.1 Incommensurate magnetic order in NaFeSi2O6
A.1.1 Introduction
Materials exhibiting a sizeable magnetoelectric coupling might have a great potential
for the application in new data storage devices. Hence, the study of multiferroic materi-
als exhibiting magnetic and ferroelectric order at the same time has become a strongly
studied topic in contemporary solid state physics. The observation of a large magne-
toelectric interaction in TbMnO3 has induced a revival in the field of multiferroics and
magnetoelectrics [464]. The magnetoelectric effect which has been predicted long ago
and observed first in Cr2O3 [465-467] describes the generation of an electric polarization
P by a magnetic field or of a magnetization M by an electric field and is given in leading
order by the tensor αij, which linearly couples P to an applied magnetic field H and
M to an applied electric field E 1. Since the upper limit of αij is restricted by the
product of electric and magnetic susceptibilities χelecii · χmagjj multiferroic materials with
simultaneous ferroelectric and (anti-)ferromagnetic order can be expected to yield the
strongest magnetoelectric response [465, 469]. However, a few years ago the only known
multiferroic materials (like BiFeO3 and some hexagonal manganites) exhibit only small
macroscopic magnetoelectric effects [465, 470-473]. Only recently it has been found, that
ferroelectricity can arise from some special types of magnetic ordering inducing sizeable
magnetoelectric effects and the ability to switch the electric polarization by an applied
magnetic field (and vice versa). In these recently studied materials magnetic frustration
induces a complex magnetic structure with cycloids or spirals. Due to Dzyaloshinskii-
1The Landau free energy for linear magnetoelectrics contains a linear term in H and E [468]:
φ = φ0−αij ·Ei ·Hj with the magnetoelectric susceptibility tensor αij . The electric polarization and
magnetization can be derived by Pi = −∂φ/∂Ei = αij ·Hj andMj = −∂φ/∂Hj = αij ·Ei respectively.
(In general the free energy may contain additional higher order terms − 12 · βijk · Ei · Hj · Hk,− 12 · γijk ·Hi · Ej · Ek resulting in a higher order magnetoelectric effect.) [468]
313
A Appendix A: Ferrates/Ferrosilikates
Moriya interaction such a spiral magnetic ordering can induce ferroelectricity and the
electrical polarization is of the form
P =
∑
i,j
A · eij × (Si × Sj) (A.1)
where eij is the unit vector between the spins Si and Sj [468, 474]. Hence, ferroelec-
tricity may occur in any spiral magnet with the (magnetic) propagation vector
−→
k not
perpendicular to the spin-spiral plane [468].
For example TbMnO3
2 is one of the recently discovered novel multiferroic materials
where the Mn-spins order first in a longitudinal spin-density wave which in a second
phase transition then transforms into a cycloid [475]. Due to the inverse Dzyaloshinski-
Moriya effect [474], see Eq. A.1, the cycloid induces a polar distortion along the c-axis.
Figure A.1: Crystal structure of NaFeSi2O6; yellow : Na, red : Fe, green: Si, blue: O.
Recently, multiferroic properties have been also discovered in aegirine (NaFeSi2O6)
belonging to the pyroxenes AMSi2O6 where A stands for mono- or divalent metals while
M represents di- or trivalent metals [476]. Three members of this large family have been
shown to be multiferroic (NaFeSi2O6) or linear magnetoelectric materials (LiFeSi2O6
and LiCrSi2O6) [476, 477].
The crystal structure of aegirine is shown in Fig. A.1 in three perspective views. In
these pyroxenes zig-zag chains of edge-sharing FeO6 octahedra running in c-direction
are separated by tetrahedral SiO4 chains also running in c-direction. As can be seen
in Fig. A.1, the crystal structure is monoclinic (with space group C2/c, a ∼ 9.68A˚,
b ∼ 8.83A˚, c ∼ 5.3A˚ and β ∼ 107.3◦) [478]. For the compound with A = Li, a further
structural phase transition from C2/c to P21/c occurs at 228 K [479] and in contrast to
NaFeSi2O6, LiFeSi2O6 exhibits ferroelectricity only with applied magnetic fields.
NaFeSi2O6 orders antiferromagnetically at about 8 K and exhibits additional ferro-
electric ordering at about 6 K [476]. However, the yet published magnetic structure
2which was also grown in this work - see Chap. 5.6
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can not explain the ferroelectric properties based on the inverse Dzyaloshinski-Moriya
effect. In the magnetic structure reported in Ref. [478] the Fe-chains are ordered fer-
romagnetically (intra-chain) and neighbouring chains are coupled antiferromagnetically
(inter-chain). In this model, the antiferromagnetic (AFM) inter-chain interaction is sup-
posed to be stronger than the intra-chain interaction, thus stabilizing the ferromagnetic
arrangement within the chains.
A.1.2 Experimental
The aegirine NaFeSi2O6 crystals studied in this work have been provided by the group
of Prof. L. Bohaty´ and were cut from a high-quality natural single crystal from Mount
Malosa, Malawi [476, 477]. However, the real composition of this aegirine compound
has been determined to be Na1.04Fe0.83Ca0.04Mn0.02Al0.01Ti0.08Si2O6 [476]. Additionally,
synthetic powder samples of aegirine have been grown by P. Becker-Bohaty´ which have
been used for powder neutron diffraction measurements.
Single crystal neutron diffraction measurements of aegirine have been performed at
the HEIDI diffractometer at the FRM-II in Garching (λ = 0.55 A˚) and at the IN3
spectrometer at the ILL in Grenoble, France (λ = 2.36 A˚). Additionally, powder neutron
diffraction measurements have been performed at the G4.1 (λ = 2.4226 A˚) and at the
3T.2 diffractometer (λ = 1.22525 A˚) at the reactor Orphe´e in Saclay, France.
A.1.3 Results and Discussion
Single crystal neutron diffraction measurements have been performed at the IN3 spec-
trometer. These measurements reveal the appearance of incommensurate magnetic peaks
below the magnetic ordering temperature. In Fig. A.2 (f) all relevant peaks found in the
HK0-plane are shown. The black arrows indicate the scans which have been performed
in order to study these reflections and the most important scans are labeled with letters
A to E and shown in Fig. A.2 (a-f). It should be noted, that the strongest peaks in
the powder diffraction patterns are absent in these single crystal measurements, i. e.
the (1 0 0) and the (0 1 0) peak. Scans of type A through two incommensurate peaks
are shown for different temperatures in Fig. A.2 (a-d). In Fig. A.2 (a) the intensities
are plotted linearly and shifted by a constant value for each temperature. As can be
seen, the first significant magnetic intensities appear below about 9 K. In Fig. A.2 (b-c)
the focus is drawn on the higher temperatures where still some magnetic scattering can
be observed at the incommensurate peak positions. The peak width increases for these
reflections indicating short range magnetic order at higher temperatures. The intensities
of these scans have been fitted with two symmetric lorentzians and the resulting peak
intensity, incommensurability δ and a ’length’ parameter which is indicative for the lower
limit of the coherence length are plotted as a function of temperature in Fig. A.4 (a-c).
Below 8 K this modulation exhibits hardly any temperature dependency. But above
8 K the incommensurability δ starts to decrease and the magnetic scattering becomes
more and more diffuse. Even at 12 K two different incommensurate peaks can be distin-
guished. Hence, there are still magnetic correlations but with small coherence lengths
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Figure A.2: Results of the IN3 experiment. The scan types A, B, C, D and E are indicated
in figure (f). (a-c) Scans of type A for different temperatures. (d) Scans of type
A (with type B in the inset). (e) Scans of type C (with type D in the inset).
(f) HK-map indicating the incommensurate peak positions; black arrows: scan
directions. Some important scans are labeled with letters A-E.
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Figure A.3: Results of the IN3 measurement for the other orientation of the natural aegirine
crystal. (a) HK-map showing the observed reflections. All relevant scans are
indicated by black arrows. Some selected scans are labeled with letters F-J. The
inset shows scan F. (b) Plot of scan G; the inset shows scan H. (c) Plot of scan
I; the inset shows scan J.
only, i. e. short range order (correlations). The strong decrease of the coherence length
around 9 K is nicely visible in Fig. A.4 (c). Some diffuse magnetic scattering can be
even observed at distinctly higher temperatures of 17-20 K, see Fig. A.2 (c). In order
to get an impression of the coherence lengths and intensities this diffuse scattering has
also been fitted with two lorentzian fits although a significant amount of (diffuse) inten-
sity can be observed at the commensurate peak position. The resulting values for the
incommensurability might be biased by such effects as is already indicated by the larger
error bars. It should be noted that the Bragg peak is asymetrically broadened (and on
one side even nearly split) due to the mosaicity of this natural single crystal. A scan
through the (-2 0 0) Bragg peak is shown in the inset of Fig. A.2 (f). The FWHM of this
peak determined by a gaussian fit amounts to 0.028(3). Hence, the fitting parameter
’length’ plotted in Fig. A.4 (c) should be regarded only as a lower limit for of the real
coherence length as the asymetric mosaic spread was neglected in these calculations.
As the lattice is C-centered (1 0 0) and (0 1 0) are no reciprocal lattice points. Hence,
magnetic satellites appear at Q-positions corresponding to an incommensurate modula-
tion vector q ∼ (0 1.23 0) or (0 0.77 0) or (1 0.23 0).
Additional incommensurate reflections have been observed at various other Q-values
as can be seen in Fig. A.2 (f). The most important scans (at low temperatures) are
plotted in Fig. A.2 (d-e). Furthermore, similar scans have been performed in the 0KL-
plane using another orientation of the crystal. In Fig. A.3 (a) the points in reciprocal
space are shown where incommensurate magnetic and commensurate nuclear reflec-
tions have been observed denoted by blue dots and green dots respectively. Similar
to the other crystal orientation, black arrows indicate the scan directions. All these
measurements 3 indicate a picture of an incommensurate magnetic ordering in aegirine
3One peak of unknown origin has been observed at (0 1 1). As this peak does not vanish up to 13 K
it has a structural origin.
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Figure A.4: Results of the IN3 measurement. (a) Temperature dependency of the intensity
of the incommensurate magnetic peaks at (-1 δ 0). (b) Incommensurability δ as
a function of temperature. (c) fitting parameter ’length’ derived from lorentzian
fits plotted versus temperature. (d) Precise temperature dependency of several
incommensurate magnetic peaks. (Lines are guide to the eyes.)
(Na1.04Fe0.83Ca0.04Mn0.02Al0.01Ti0.08Si2O6) with a propagation vector of q ∼ (0 1.23 0).
Complementary powder neutron diffraction measurements which have been performed
at the G4.1 diffractometer have been analyzed in order to understand the origin of
the incommensurate magnetic modulation. First of all, it should be mentioned that
the diffractogram measured at 1.5 K is very similar to the diffractogram observed in
Ref. [478]. Such a diffractogram can be seen in Fig. A.7 (a). The two most prominent
magnetic peaks appear at the commensurate positions (1 0 0) and (0 1 0). Furthermore,
there are several broad bumps between the commensurate peak positions which have
been attributed to impurity phases in Ref. [478]. The four most apparent bumps or
peaks are indicated with blue arrows in Fig. A.7 (a). Knowing from the IN3 experiment
that an incommensurate magnetic modulation appears in this system it was possible to
index these four peaks and identify them as the (0 -2 0)+q, (-1 -1 0)+q, (0 0 0)+q and
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Figure A.5: Part of the diffractogram of aegirine measured at 1.5 K at the G4.1 diffractome-
ter; black circles: measured data Iobs, blue and magenta bars: peak positions
of the incommensurate magnetic and commensurate magnetic peak positions re-
spectively; red line: a Rietveld fit (I(1)calc) with nuclear plus the two magnetic
commensurate and incommensurate phases; blue dotted line: calculated contri-
bution of the incommensurate magnetic structure (ellipt. spiral) to I(1)calc; green
line: another Rietveld fit (I(2)calc) with a nuclear plus a single commensurate mag-
netic phase.
(±2 0 0)+q and (2 -2 -1)+q reflections. Hence, these magnetic peaks do not arise from
an iron oxide impurity phase but are the incommensurate magnetic peaks observed in
the single crystal neutron measurement on the natural crystal. Furthermore, there are
some other peaks denoted by an asterisk in Fig. A.7 (a). These peaks do not vanish up to
14 K as can be seen in Fig. A.4 (e). Hence, these temperature-independent peaks which
can not be indexed properly belong to an unknown impurity phase with a significant
volume ratio  10%. These data regions were excluded from the fit in order to prevent
any biasing of the results of the refinement.
The superposition of two magnetic phases has been fitted to the data in order to de-
scribe the commensurate as well as the incommensurate magnetic order. The commen-
surate magnetic phase is very similar to the one reported in Ref. [478] (same symmetry,
moment in ac plane). Only the size and direction of the magnetic moments are different
since the second incommensurate peak (blue arrow in Fig. A.7) is located between the
two commensurate peak positions and overlaps with the commensurate magnetic peaks.
(The other incommensurate magnetic peaks do not overlap with other commensurate
peaks.) Furthermore, whereas commensurate magnetic and nuclear peaks have compa-
rably narrow peak widths the incommensurate magnetic peaks are distinctly broader.
This indicates a variation of the incommensurability δ within the powder sample and
may be attributed to variations in the stoichiometry of different parts of the powder
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sample which is corroborated by the fact that this sample contains a significant amount
of impurity phases. (Another interpretation would be that the coherence length is rather
small in this powder sample.) Thus, the peak widths of the two magnetic phases have
been fitted independently.
As can be seen in Fig. A.5, the second incommensurate peak/bump which is located
between the two commensurate magnetic (1 0 0) and (0 1 0) peaks is real - a Rietveld fit
without an incommensurate magnetic phase (green line) is not able to correct for these
reflections. Hence an additional incommensurate magnetic phase is needed in order to
describe these peaks (red line). The contribution of this incommensurate magnetic phase
is plotted separately in this figure (blue dotted line).
For the commensurate magnetic phase the magnetic structure reported in Ref. [478]
has been verified. This result is not astonishing since all the incommensurate peaks do
not overlap strong enough in order to biase these results. Hence, only the magnetic
moments within the ac-plane of the commensurate magnetic structure had to be refined
simultaneously with the incommensurate magnetic structure.
Various possible incommensurate magnetic structure models have been applied in
order to fit the data using the program FullProf [88]. The symmetry analysis using the
program BasIreps implemented in the FullProf suite indicates that no further symmetry
elements correlate the Fe-ions sitting at the special sites (0 y 1
4
) and (0 −y 3
4
). (Only the
C-centering remains.) The resulting vectorial Fourier components of the two irreducible
representations are (0 u 0) and (u 0 v) respectively with u and v being complex numbers.
The reason for the loss of symmetry elements is the incompatibility of the propagation
vector q with the c-glide mirror plane and the inversion. (The identity and the 2-fold
axis remain compatible.) But these two symmetry elements are needed in order to relate
the two Fe-atoms at (0 y 1
4
) and (0 −y 3
4
). Hence, these two iron sites are independent,
in principle. However, in this work, the moments of the two iron sites have been set
equal and just the phase of the magnetic moment has been either fitted or calculated.
Thus, several magnetic structure models have been refined systematically. Most varia-
tions of helical, cycloidal or sinusoidal magnetic structures can not describe the measured
data. However, a couple of possible magnetic structures were finally able to yield quite
acceptable fits. These are shown in Fig. A.7 (a-e). The green/blue/magenta bars denote
peak positions of the nuclear/incommensurate magnetic/commensurate magnetic struc-
tures. And the red and blue lines indicate the total calculated intensity and the intensity
of the single incommensurate magnetic phase respectively. The corresponding incom-
mensurate magnetic structure models of Fig. A.7 (a-e) are visualized in Fig. A.8 (a-e).
First, cycloidal magnetic structure models with magnetic moments rotating in the br
plane with r = (ξ 0 ζ) have been refined. The results for the special cycloidal magnetic
structures with moments rotating in the ab- and bc plane are shown in Fig. A.7 (a-
b). Obviously, these cycloidal models describe the 1st, 3rd and 4th incommensurate
magnetic peaks quite well but tend to have some additional intensity at the second
incommensurate peak position which overlaps with the commensurate magnetic (0 1 0)
peak. Obviously, the independent refinement of the commensurate magnetic phase is
not able to fully compensate these large intensities. Nevertheless, the finally obtained
R-values are quite acceptable.
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magnetic structure model R(tot)p R
(tot)
wp R
(mag)
inc. R
(mag)
com. R(mag)
cycloidal with M in ab-plane 2.42% 4.53% 10.1% 11.1% 10.6%
cycloidal with M in bc-plane 2.53% 4.61% 15.9% 12.9% 13.7%
helical with M in ac-plane 2.68% 4.75% 23.3% 7.45% 15.4%
elliptic spiral with M in ac-plane 2.61% 4.72% 19.7% 4.21% 12.0%
elliptic spiral with M free 2.52% 4.62% 11.8% 3.06% 7.4%
Table A.1: Results of Rietveld refinement with Fullprof [88]. R(mag) is the average R-value
of commensurate and incommensurate magnetic structure.
In contrast to these cycloidal magnetic structures, a transverse spiral magnetic struc-
ture with the moment rotating in the ac-plane yields much smaller calculated intensities
at this second incommensurate peak position resulting in a much better description of
these peaks; see Fig. A.7 (d). However, the fourth (last) incommensurate magnetic peak
marked with a blue arrow can not be appropriately described with this model as the
calculated intensities are too low. Hence, a helical structure with the magnetic mo-
ment rotating in the ac-plane can be excluded. In a similar way an elliptical spiral with
the moment in the ac-plane can not describe the data satisfactory. Hence, these two
magnetic structures can be excluded although the magnetic susceptibility measurements
would be indicative for a moment rotating within the ac plane since χa and χc exhibit
a distinct drop below the magnetic ordering temperature which is in contrast to the
temperature dependency of χb [476].
Next, other (elliptical) spiral structures with the magnetic moment rotating in a plane
which is tilted out of the ac plane but not coplanar to the b-direction (like the cycloids)
have been refined to the data. This tilt of the plane of the magnetic moments has also
been set free in the refinement of this elliptical spiral structure. Several elliptical spirals
were able to describe the data equally well. One of these fits with an elliptical spiral
which is tilted by ∼45◦ out of the ac plane can be seen in Fig. A.7 (e). This fit yields
a satisfactory description of the experimental data since the last (4th) incommensurate
magnetic peak marked with a blue arrow has enough calculated intensity and also the
second incommensurate peak overlapping with the (0 1 0) and (1 0 0) peaks is not too
large yielding a quite good description of the ensemble of the (-1 -1 0)+q, (0 1 0) and
(1 0 0) peaks. Also all other incommensurate magnetic peaks can be described quite
well using this elliptical spiral model. For this last model the phase of the two distinct
Fe-sites has been calculated from the differing y-values of the two Fe-atoms in order to
describe a more simple ’coherent modulation’ within the whole crystal. But in principle,
this phase is not restricted by the symmetry and has been also refined for all the other
models mentioned above in order to obtain the best description of the data.
As can be seen in Fig. A.8 (e) and Fig. A.6, the obtained magnetic moments are
coupled antiferromagnetically within each zig-zag chain running in c-direction (yellow
lines), additionally, exhibiting a sizeable canting. (Some of the magnetic moments which
are not needed in the following discussion are plotted transparent in order to focus on the
most important moments.) The four iron ions in the neighbouring chains (inter-chain)
with same values of z are also coupled antiferromagnetically but with a distinct canting
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Figure A.6: Magnetic and nuclear structure for the tilted elliptical spiral model; blue arrows:
magnetic moments, red spheres: Fe-ions, yellow lines: Fe-Fe bonds within the
zig-zag chains, green dotted lines: the shortest inter-chain Fe-Fe distances, ma-
genta dotted lines: Fe-Fe bonds within the same layer parallel to the ab-plane
(second shortest inter-chain Fe-Fe distances).
angle (these are connected by the magenta dotted lines in Fig. A.6). So far, there would
be no reason for frustration inducing an incommensurate magnetic structure. But, these
four neighbouring Fe-ions with the same value of z are only the next-nearest inter-chain
neighbours with a Fe-Fe distance of about 6.55 A˚. There is one Fe-ion in the layer above
and one Fe-ion in the layer below, which are closer to the central Fe-ion (green dotted lines
in Fig. A.6). For these two Fe-ions the Fe-Fe distances amounts to 5.45 A˚. All the other
Fe-ions in neighbouring chains have larger Fe-Fe distances (2× ∼6.71 A˚, 2× ∼7.82 A˚,
2× ∼8.74 A˚). Obviously these two nearest neighbouring interchain Fe-ions and the other
four next nearest neighbouring inter-chain Fe-ions can not couple antiferromagnetically
at the same time (unless the Fe-ions within the zig-zag chains couple ferromagnetically).
Hence, there is a competition between antiferromagnetic ordering with the four Fe-ions
within neighbouring chains in the same layer (parallel to the ab plane) and with the two
nearest neighbouring Fe-ions in neighbouring chains. In this magnetic structure model,
these competing exchange interactions induce frustration and, hence, the canting of the
two ferromagnetically coupled moments between the nearest neighbouring inter-chain
Fe-ions. Even if the elliptical spiral refined in this work might not be the perfectly
accurate magnetic structure, this mechanism explains the occurrence of frustration in
the aegirine system as long as one assumes, that the intra-chain coupling is antiferro-
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Figure A.7: Analysis of the G4.1 powder diffraction data at 1.5 K; black circles: measured
data, (red lines): calculated intensities for five models: (a)/(b) a cycloidal with
moments in the ab/bc plane; (c) a transverse spiral with moments in the ac-
plane; an elliptical spiral (d) with moments in the ac-plane and (e) with the
spiral plane tilted ∼45◦ out of the ac-plane; blue lines: calculated incommen-
surate magnetic intensities, green/blue/magenta bars: peak positions of the nu-
clear/incommensurate magnetic/commensurate magnetic phase.
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Figure A.8: (a-e) Five different models for magnetic structures in aegirine corresponding to
the structure model refinement shown in Fig. A.7 (a-e). Here the projections of
the magnetic moment in the ac-plane are shown. (a) Cycloidal with moments
in the ab-plane, (b) cycloidal with moments in the bc-plane, (c) transverse spiral
with moments in the ac-plane, (d) elliptical spiral with moments in the ac-plane,
(e) elliptical spiral with spiral plane tilted out of the ac-plane.
magnetic. Of cause, this assumption is not trivial, since a ferromagnetic intra-chain
coupling was proposed in Ref. [478] and only the inter-chain coupling was reported to be
antiferromagnetic. However, this magnetic structure is not commensurate and, hence,
also the intra-chain coupling of the commensurate magnetic phase might be either not
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applicable or it might be possible, that this ferromagnetic intra-chain coupling is another
possibility to release frustration in a commensurate way. Furthermore, a refinement of
the same spiral magnetic structure but with ferromagnetically aligned moments within
the zig-zag chains (with the same canting angle as in the AFM coupled spiral model)
yields a bad description of the measured intensities.
However, there are also some uncertainties, since it was not possible to determine the
exact tilting angle of the plane where the magnetic moments rotate - changes of this
tilting angle yield fits with a similar good description of the data. An exact determi-
nation of this tilting angle is not within the scope of these powder neutron diffraction
measurements and, hence, single crystal neutron diffraction measurements are needed
for a more accurate determination of the magnetic structure. Also a sinusoidal magnetic
structure with a free refinement of the magnetic moment direction is able to describe
the data as well and yields almost identical results as the spiral models. However, a
sinusoidal structure is not able to explain the ferroelectric order in NaFeSi2O6 [476].
But the ferroelectric ordering temperature is directly connected to the intensity of the
incommensurate magnetic reflections as has been observed in the IN3 measurement: in
Fig. A.4 (d) the temperature dependence of the magnetic intensities exhibits a distinct
kink at the ferroelectric ordering temperature of about 6 K. It is very unlikely that this
kink in the intensity of the incommensurate magnetic peaks is accidentally at the same
temperature as the ferroelectric transition and, hence, the inverse Dzyaloshinski-Moriya
effect [474] can be regarded as the mechanism inducing the ferroelectric order. But for a
sinusoidal magnetic structure Eq. A.1 is always zero. Hence, a sinusoidal structure can
be excluded for the 1.5 K data. It is possible that such a sinusoidal magnetic structure
occurs at higher temperatures between 6 K and 8 K, but more accurate single crystal
neutron data is needed in order to distinguish between the spiral and sinusoidal models.
A comparison of the magnetic R-values for all these different structure models is
shown in Tab. A.1. As can be seen, the elliptical spiral magnetic structure with magnetic
moments tilted out of the ac plane yields the smallest average magnetic R-factor of 7.4%.
But also the cycloidal with the moments rotating in the ab plane yields a good description
of the data although the average magnetic R-value is slightly larger - 10.6%. Thus, these
measurements support an elliptical spiral magnetic structure with the magnetic moments
rotating in a plane which is tilted distinctly out of the ac plane with a yet undetermined
tilting angle 0◦  θ < 90◦. The value of θ for the spiral shown in this table amounts
to ∼45◦, but also other values yield acceptable descriptions of the measured data. For
a more accurate magnetic structure determination, single crystal neutron diffraction
measurements are necessary. Especially, a cycloidal with the moments rotating in the
ab plane seems also quite probable. However, this cycloidal is not able to explain the
magnetic susceptibility measurements of the natural aegirine sample [476]: χa and χc
exhibit a distinct drop for T→0 K whereas no drop is observable for χb. Hence, a spiral
model with the moments rotating in a plane slightly tilted out of the ac plane is also
preferred by the susceptibility measurements of aegirine [476].
Thus, this spiral magnetic structure seems quite plausible - it is able to describe the
measured neutron data very well, it is in accordance with the magnetic susceptibility
measurements [476], it is in principle able to explain a ferroelectric polarization due to
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the inverse Dzyaloshinski-Moriya effect and it also gives explanation for the frustration
in this system - but it should be stressed that it is not possible to distinguish accurately
between all possible incommensurate magnetic structures with this powder neutron data.
As mentioned above a sinusoidal solution had to be ruled out by argumentations based
on the kink in the incommensurate magnetic peak intensities of the single crystal data
and not from the powder neutron data directly. Also it was not possible to determine the
exact spiral plane as many different solutions were about equivalent. Hence, single crystal
neutron data are needed for a more accurate magnetic structure determination and these
first results of the powder diffraction data should be rather regarded as a demonstration
that it is possible to describe these data with an incommensurate magnetic spiral. Also
the occurrence of commensurate magnetic peaks in the powder samples remains still
puzzling. Although these peaks are most likely caused by phase separation one may
also think about a conical magnetic structure. But, no commensurate magnetic peaks
have been observed in the single crystal neutron diffraction measurement of the natural
aegirine crystals. Hence, this interpretation is rather unlikely, unless the NaFeSi2O6
powder samples are something completely different than the natural aegirine crystals
(Na1.04Fe0.83Ca0.04Mn0.02Al0.01Ti0.08Si2O6).
Finally, the temperature dependency of the magnetic order in NaFeSi2O6 has been
analyzed based on the elliptical spiral model (with tilted spiral plane) which yields a
satisfactory description of the data measured at 1.5 K. In principle it can be expected
that only one irreducible representation Γi describes the magnetic structure after the
first continuous magnetic phase transition at ∼8 K, and that the data can be described
with two irreducible representations Γi ⊗ Γj after the second magnetic phase transition
at ∼6 K since the components of a second irreducible representation can be added after
the second magnetic phase transition [?]. Therefore, in NaFeSi2O6 it may be possible
that a transverse spiral with moments in the ac plane appears below 8 K according to
the irreducible representation with vectorial Fourier components (u 0 v) and that the
components of a second irreducible representation, (0 u 0), are added after the second
magnetic transition at ∼6 K. With these two components the elliptical spiral which is
tilted out of the ac plane can be described since the second component (0 u 0) is needed
for a tilting of the spiral plane out of the ac-plane.
However, the intensities between 6 K and 8 K are much too low to distinguish between
such models in this magnetic phase. Also a sinusoidal model could be applicable in this
temperature regime. Hence, with this powder diffraction data only the absolute value
of the magnetic moments could be refined within the elliptical spiral model with fixed
moment directions etc. in order to get an imagination of the temperature dependency of
the ordered moment. For an accurate determination of the intermediate magnetic phase
between ∼8 K and ∼6 K it is definitely necessary to use single crystal neutron data
(or to measure a sample without commensurate magnetic contributions at a high-flux
powder diffractometer).
In Fig. A.9 (d-e) the powder neutron diffraction patterns measured at various temper-
atures above and below the phase transition are shown. In Fig. A.9 (a-c) the Rietveld
fits of the elliptical spiral model (with fixed moment directions) and the commensu-
rate magnetic structure model to this data are shown for the 1.5 K, 5.5 K and 7.0 K
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measurements. As can be seen, the magnetic intensity of the incommensurate magnetic
structure nearly vanishes around 7.0 K. The obtained values of the ordered magnetic
moment are shown for all measured temperatures in Fig. A.4 (f). At 1.5 K the ordered
moment of the commensurate magnetic structure amounts to 1.83(3) µB. At 1.5 K the
ordered moment of the incommensurate magnetic structure amounts to 3.41(9) µB. The
magnetic moment of this elliptical spiral rotates in a plane tilted by about 45◦ out of
the ac plane between its maximal value of 4.16 µB in (0.125 -2.910 3.012) direction and
its minimum value of 2.43 µB in (-2.535 -0.209 -0.857) direction, see Fig. A.8 (e) and
Fig. A.6. Since the magnetic intensities are proportional to the square of the ordered
moments, the 1.83(3) µB ordered moment in the commensurate magnetic structure in-
dicate that a 100×(1.83 µB)2/(5 µB)2 percent volume fraction of the aegirine sample
exhibits this commensurate ordering scheme (assuming that the true ordered moment
of the Fe3+-ion in the commensurate magnetic structure amounts to about 5 µB). Thus
13.4% of this aegirine powder sample exhibit a commensurate magnetic order. On the
other hand, the ordered moment in the incommensurate magnetic structure has to be
multiplied by a factor of about 1.075 in order to obtain the correct ordered moment of
this 86.6% majority phase. After this correction, the ordered moment of the elliptical
spiral amounts to 3.67 µB (and the maximum and minimum values amount to 4.47 µB
and 2.72 µB).
A.1.4 Conclusion
Concluding, the NaFeSi2O6-system exhibits an incommensurate magnetic ordering at
low temperatures. Single crystal neutron diffraction measurements reveal a distinct
kink in the temperature-dependent intensity of the incommensurate magnetic reflec-
tions. This kink appears exactly at the ferroelectric ordering temperature and, thus, the
inverse Dzyaloshinski-Moriya effect [474] can be regarded as the driving mechanism of
the ferroelectric polarization.
Complementary powder neutron diffraction measurements at 1.5 K have been analyzed
in order to determine this magnetic structure on a synthetic sample. But in contrast
to the single crystal neutron data of the natural crystal also a commensurate magnetic
phase could be observed in the synthetic powder. This difference to the single crystal
data can not be explained so far. It might be speculated that frustration can be compen-
sated by the incommensurate magnetic phase with antiferromagnetically coupled chains
(as proposed in this work) and also by this commensurate magnetic structure with fer-
romagnetically coupled chains. However the absence of a commensurate magnetic phase
in the natural aegirine single crystal remains unexplained. The commensurate magnetic
propagation vector (0 1 0) resembles on the incommensurate antiferromagnetic prop-
agation vector (0 0.77 0) and the magnetic symmetry reported in Ref. [478] could be
confirmed and has been used for the description of this commensurate phase.
Additionally to the commensurate magnetic peaks, also incommensurate magnetic
peaks could be observed in these measurements. In Ref. [478] these peaks could be
also observed but have been attributed to impurity phases [478]. An incommensurate
magnetic structure with character of an elliptical spiral which is tilted out of the ac
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plane is able to describe the measured data. Also, the magnetic susceptibility data
would be in accordance with such a spiral model [477]. Furthermore, the polarization
in b direction [476] may arise from such a magnetic structure in principle. And finally,
this model also helps to understand the frustration in this system: The coupling of the
moments within the zig-zag chains (intra-chain) and the coupling between an Fe-ion and
its four next-nearest Fe-ions in neighbouring zig-zag chains (inter-chain) have a strong
antiferromagnetic character (as derived from the Rietveld refinement). However, the
coupling of this Fe-ion to its two nearest Fe-ions in neighbouring zig-zag chains has an
unfavourable ferromagnetic character. This gives rise to frustration in this system and
may be responsible for the rotation of the moments away from a collinear alignment
yielding the observed incommensurate structure.
Nonetheless, it should be stressed that it was not possible to unambiguously distin-
guish between all possible magnetic structures in these powder neutron measurements.
Many possible solutions yield a very similar description of the data with very similar
R-values. Especially in the elliptical spiral model it was not possible to determine the
exact tilting angle of the spiral plane. Furthermore, sinusoidal magnetic structures have
been excluded right from the beginning in a argumentative manner but yield also sat-
isfactory descriptions of the measured data. Hence, these powder neutron diffraction
measurements are not sufficient for an exact determination of the magnetic structure.
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Figure A.9: (a-c) Results of Rietveld refinements with the elliptical spiral model for three
different temperatures. (d-e) Powder neutron diffraction patterns collected at
different temperatures. (f) Ordered antiferromagnetic moment of the elliptical
spiral model (black circles) and of the commensurate magnetic phase (gray cir-
cles). Additionally, taken from Ref. [476, 477] the square root of the polarization
P (multiplied by 800) is shown (in units of
√
C/m instead of µB).
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Figure B.1: (a) Structure of Eu2Ti1−xVxO5−δ (b) Magnetic susceptibility of ACK058,
ACK066 and ACK124.
Single crystals of Eu2TiO5 (ACK058 ), Eu2Ti0.85V0.15O5 (ACK066 ) and Eu2TiO4.9
(ACK124 ) with a quasi one-dimensional (1D) crystal structure have been grown in this
work, see Fig. B.1 (a). Whereas Eu2TiO5 is a transparent crystal, the other two crystals
are black. The structure of Eu2TiO5 and Eu2Ti0.85V0.15O5 has been measured with single
crystal X-ray diffraction. The results are listed in Tab. B.1. This structure has also
been confirmed for Eu2TiO4.9 by powder X-ray diffraction. The magnetic susceptibility
measurements which have been measured by M. Reuther and S. Heiligen are shown in
Fig. B.1 (b). Eu2TiO5 exhibits a temperature independent (Van Vleck) paramagnetic
susceptibility below about 100 K presumably arising from the Eu3+-ions. In contrast
to 15% V-doping the susceptibility of Eu2TiO4.9 indicates an antiferromagnetic ordering
at about 6 K. Hence, the introduction of V-ions seems to introduce localized moments
only, whereas electron doping at the Ti-site seems to create some antiferromagnetic
correlations either among Ti3+- or between Eu2+-ions.
331
B Appendix B: 1D Titanates
ACK058
refl. 107180
2Θmax 112.4◦
Rint 3.64%
redun. 33.2
R/Rw 2.65%/3.45%
GoF 1.33
atoms: occ. x y z Uiso (A˚
2)
Eu1 1 0.13647(3) 0.05839(3) 0.25 0.005943(19)
Eu2 1 0.39086(3) 0.22101(3) 0.75 0.006025(19)
Ti1 1 0.17915(4) 0.37890(3) 0.25 0.00545(5)
O1 1 0.00672(9) 0.10388(10) 0.75 0.0299(2)
O2 1 0.27573(10) 0.04114(9) 0.75 0.0292(2)
O3 1 0.23294(9) 0.38170(10) 0.75 0.0302(2)
O4 1 0.26375(9) 0.23113(8) 0.25 0.0294(2)
O5 1 0.01491(11) 0.34203(10) 0.25 0.0350(3)
atoms: U11 U22 U33 U12 U13 U23
Eu1 0.00614(4) 0.00630(3) 0.00539(3) -0.000525(19) 0 0
Eu2 0.00652(4) 0.00624(3) 0.00532(3) -0.00062(2) 0 0
Ti1 0.00578(10) 0.00507(9) 0.00550(8) -0.00029(7) 0 0
O1 0.0295(4) 0.0299(3) 0.0303(4) -0.0010(3) 0 0
O2 0.0304(4) 0.0282(4) 0.0290(3) 0.0010(2) 0 0
O3 0.0341(4) 0.0289(4) 0.0274(3) -0.0007(3) 0 0
O4 0.0333(4) 0.0273(4) 0.0277(3) 0.0001(3) 0 0
O5 0.0297(5) 0.0420(5) 0.0332(4) -0.0056(3) 0 0
ACK066
refl. 70265
2Θmax 113.6◦
Rint 2.65%
redun. 22.1
R/Rw 1.60%/1.93%
GoF 1.34
atoms: occ. x y z Uiso (A˚
2)
Eu1 1 0.136843(14) 0.057866(13) 0.25 0.005416(12)
Eu2 1 0.389882(15) 0.221392(15) 0.75 0.005551(12)
Ti1/V1 0.85/0.15 0.17830(2) 0.37898(2) 0.25 0.00255(4)
O1 1 0.00657(10) 0.10466(10) 0.75 0.00769(17)
O2 1 0.27514(10) 0.04067(10) 0.75 0.00712(16)
O3 1 0.23206(11) 0.38164(9) 0.75 0.00799(18)
O4 1 0.26388(10) 0.23119(10) 0.25 0.00733(16)
O5 1 0.01564(11) 0.34383(13) 0.25 0.0127(2)
atoms: U11 U22 U33 U12 U13 U23
Eu1 0.00557(2) 0.00599(2) 0.004688(17) -0.000445(14) 0 0
Eu2 0.006069(19) 0.00583(2) 0.004748(17) -0.000676(14) 0 0
Ti1/V1 0.00253(6) 0.00231(7) 0.00283(5) -0.00053(5) 0 0
O1 0.0070(3) 0.0076(3) 0.0085(3) 0.0009(2) 0 0
O2 0.0094(3) 0.0061(3) 0.0059(2) 0.0005(2) 0 0
O3 0.0113(3) 0.0076(3) 0.0050(2) -0.0001(3) 0 0
O4 0.0095(3) 0.0070(3) 0.0055(2) 0.0008(3) 0 0
O5 0.0071(3) 0.0227(5) 0.0085(3) -0.0044(3) 0 0
Table B.1: Results of single crystal X-ray diffraction measurements.
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Figure C.1: (a) Electrical resistivity ρ measured with 1 mA (gray circles) and 50 µA in a
Heliox 3He evaporation insert (black circles). (b) Magnetic susceptibility χ of
Eu0.991La0.009TiO3.
EuTiO3 has a cubic perovskite crystal structure (Pm3¯m) with divalent Eu-ions (7 µB)
and non-magnetic Ti4+-ions and orders antiferromagnetically at 5.3 K [120]. In this work,
a single crystal of Eu0.991La0.009TiO3 (ACK111 ) has been grown which has a completely
black colour. The electrical resistivity ρ and magnetic susceptibility χ measurements of
this crystal ACK111 are shown in Fig. C.1 (a-b). The measurement of ρ with a standard
four-probe technique always suffered from noise at low temperatures independent of the
used sample and variation of the measurement technique etc. The electrical resistivity ρ
exhibits a purely metallic behaviour and can be fitted with a ρ0 +A ·T 3 law only (dashed
black line). The measurement of χ which has been performed by M. Reuther indicates
an antiferromagnetic ordering at ∼5.6 K (marked with a black arrow).
EuTiO3 has a similar cubic crystal structure as SrTiO3 and also a Ti 3d
0 electronic
configuration. SrTiO3 is a band insulator with a band gap of 3.2 eV. However, the dop-
ing with a small amount of charge carriers by substitution of Ti by Nb, Sr by La or by
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oxygen vacancies induces metallic properties in this system and, moreover, superconduc-
tivity with a TC of ∼ 0.3 K for the optimum carrier concentration of ∼1020cm−3 which
is a rather high value of TC for this carrier density [480, 481]. For Sr0.991La0.009TiO3
a TC of about 0.22 K has been reported. Although Eu0.991La0.009TiO3 exhibits anti-
ferromagnetic ordering and magnetism is harmful for superconductivity, the electrical
resistivity of this compound has also been measured in another measurement down to
very low temperatures using a Heliox 3He evaporation insert. This measurement which
has been performed by O. Heyer by a standard four-probe technique is denoted by the
black circles in Fig. C.1 (a) and the inset of this figure. However, no indications for
superconductivity have been found down to ∼0.27 K. The antiferromagnetic ordering
temperature is indicated by the black arrow.
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Figure D.1: Magnetic susceptibility χ of MnSiO3.
MnSiO3 is a silicate with rhodonite structure if synthesized at low pressures [482].
Above pressures of 30-43 kbar (depending on the temperature), this compound trans-
forms to a high-pressure polymorph with triclinic pyroxmangite structure (a: 6.721(2) A˚,
b: 7.603(3) A˚, c: 17.455(6) A˚, α: 113◦10’(6’), β 82◦16’(6’), γ: 94◦08’(6’)) [482]. Above
70-95 kbar this compound further transforms to a compound with monoclinic pyroxene
structure (clinopyroxene with SG P21/c) accompanied by a remarkable color change
from light pink (pyroxmangite) to lilac (pyroxene) [482]. Finally, around 125 kbar the
fourth CaGeO3 garnet-like high pressure phase becomes stable [482].
Here, the magnetic susceptibility of a natural mineral of MnSiO3 - pyroxmangite -
with light pink color has been measured by M. Reuther using a VSM magnetometer.
The susceptibility χ indicates an antiferromagnetic ordering temperature of about 6 K.
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Abstract
Ordering phenomena like charge, orbital and magnetic ordering play an important role
for the understanding of the intriguing properties of transition metal oxides. In this
work, the focus was on the study of such ordering phenomena in first row transition
metal oxides with either one or two electrons or one or two holes in the 3d-shell, i. e.
titanates, vanadates, chromates, titanium and vanadium oxychlorides on the one hand
and nickelates and cuprates on the other hand. Experimentally, the pillars of this work
are elastic and inelastic neutron scattering, X-ray diffraction, synchrotron measurements
and crystal growth.
In the perovskite titanate system RTiO3 with trivalent R
3+-ions, anomalies in the
lattice parameter and thermal expansion at the onset of magnetic ordering have been
studied as a function of R-ionic radius across the boundary of ferromagnetic, antiferroor-
bitally ordered and antiferromagnetic, ferroorbitally ordered compounds in the phase
diagram. These anomalies change sign and get strongest at the crossover of the or-
bital and magnetic ordering schemes which resembles on the metamagnetic transition in
Ca2−xSrxRuO4 or on a quantum phase transition in general. Further structural studies
reveal that the distortions which are indicative for ferroorbital and antiferroorbital or-
dering and which distinctly change with the R-ion size and the orbital ordering schemes
change much less with temperature. This also indicates that the recent scenario of an
orbital liquid state in the paramagnetic phase of RTiO3 is questionable which could also
be supported by resonant X-ray diffraction measurements of DyTiO3 which exhibit only
few changes of orbital ordering across the magnetic transition.
In the hole-doped R1−xCaxTiO3-system evidence for charge ordering was found in
various diffraction studies including single crystal neutron diffraction and synchrotron
radiation single crystal X-ray diffraction measurements as well as in resonant X-ray
diffraction measurements at the synchrotron.
In the hollandite system K2V8O16 a novel dimerized phase could be observed which
resembles on the monoclinic M2-phase of VO2.
In γ-LiV2O5 the electron density could be measured by means of synchrotron radiation
single crystal X-ray diffraction and the occupation of a dxy orbital could be observed.
In ZnV2O4 an electron density measurement indicates either the occupation of a trig-
onal a2g orbital or a ’dimerized’ phase which might stimulate completely new theoretical
calculations for the ground state of this compound.
Usually, in fully three-dimensional transition metal oxides antiferromagnetism can
be expected to be found in insulating materials only. In CaCrO3, a material with
an unusual Cr4+-oxidation state, antiferromagnetism and metallic properties can be
observed together. Also in SrCrO3 an antiferromagnetic structure could be affirmed.
This compound should be even more metallic than CaCrO3.
In powder neutron diffraction measurements of TiOCl an unusual strong flattening of
the TiO-planes could be observed at high pressures up to 13 GPa which should induce
changes of the electronic properties of this system.
In VOCl a yet undisclosed phase transition has been observed at low temperatures
which lifts the frustration across two previously equivalent diagonal magnetic exchange
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’paths’ (interactions) and, hence, gives rise to the exact determination of the magnetic
structure.
Inelastic neutron scattering experiments on La1.8Sr0.2NiO4 indicate electron phonon
coupling in this prototypical diagonal charge-stripe system. These observations might
be also relevant for the isostructural cuprate system.
For a compound in the spin-glass phase of LSCO, La1.95Sr0.05CuO4, the phonon dis-
persion of the high-frequency Σ1 and ∆1 phonon modes has been studied. For this com-
pound in the spin-glass phase of LSCO incommensurate magnetic peaks or satellites can
be observed at diagonal positions around the the planar antiferromagnetic wave vector.
Therefore, a diagonal charge stripe phase has been proposed for this compound. Here,
no electron phonon coupling could be observed for the Σ1 mode which should couple to
any diagonal charge stripe ordering as was observed for the diagonal incommensurate
charge stripes in La1.8Sr0.2NiO4 in this work. Also the direct search for structural su-
perstructure reflections which would be indicative for a diagonal charge stripe order did
not reveal any evidence for such a stripe instability. Instead, synchrotron experiments
with 100 keV hard X-rays and complementary neutron experiments reveal novel super-
structure reflections together with a number of higher harmonic which could be observed
at positions in reciprocal space which are rotated by 45◦ with respect to the positions
where diagonal charge stripes would have been expected.
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Kurzzusammenfassung
Ordnungspha¨nomene wie Ladungs-, orbitale und magnetische Ordnung spielen eine
wichtige Rolle fu¨r das Versta¨ndnis der teils faszinierenden Eigenschaften von U¨bergangs-
metalloxiden. Der Fokus dieser Arbeit lag auf der Untersuchung solcher Ordnungs-
pha¨nomene in der ersten Reihe der U¨bergangsmetalloxide mit ein bis zwei Elektronen
oder ein bis zwei Lo¨chern in der 3d-Schale, daß heißt Titanaten, Vanadaten, Chromaten,
Titan- und Vanadiumoxychloriden auf der einen Seite und Nickelaten und Kupraten
auf der anderen Seite. Die experimentellen Methoden dieser Arbeit stu¨tzen sich im
Wesentlichen auf folgende Sa¨ulen: Elastische und inelastische Neutronenstreuung, Ro¨nt-
gendiffraktion, Synchrotron-Experimente und Kristallzucht.
In den Titanaten RTiO3 mit Perowskit-Struktur und dreiwertigen R
3+-ionen wurden
Anomalien in den Gitterkonstanten und der thermischen Ausdehnung bei der magnetis-
chen Ordnungstemperatur in Abha¨ngigkeit vom R-Ionenradius quer u¨ber die Grenze
von ferromagnetischen, antiferroorbital geordneten und antiferromagnetischen, ferroor-
bital geordneten Verbindungen im Phasendiagram untersucht. Diese Anomalien werden
sta¨rker und wechseln ihr Vorzeichen an der Grenze zu dem U¨bergang zwischen diesen
orbitalen und magnetischen Ordnungsmustern was an den metamagnetischen U¨bergang
in Ca2−xSrxRuO4 oder einen Quantenphasenu¨bergang im allgemeinen erinnert. Weitere
Strukturuntersuchungen zeigen, daß die fu¨r ferroorbitale und antiferroorbitale Ordnung
typischen Verzerrungen sehr deutlich mit dem R-Ionenradius und den einhergehenden
orbitalen Ordnungsmustern variieren, hingegen sehr viel weniger mit der Temperatur.
Das la¨sst an dem ku¨rzlich vero¨ffentlichten Szenario einer orbitalen Flu¨ssigkeit in der
paramagnetischen Phase von RTiO3 zweifeln was daru¨berhinaus auch mittels resonan-
ter Streuung mit Synchrotronstrahlung an DyTiO3 gezeigt werden konnte, welche kaum
Vera¨nderungen der orbitalen Ordnung u¨ber den magnetischen Phasenu¨bergang hinweg
zeigten.
Im lochdotierten R1−xCaxTiO3 System wurden mittels verschiedenster Diffraktionsex-
perimente, die Einkristall Neutronenstreuung sowie Ro¨ntgendiffraktion mit Synchrotron-
strahlung aber auch resonante Ro¨ntgenstreuung am Synchrotron einschliessen, klare
Hinweise auf Ladungsordnung gefunden.
Im Hollandit System K2V8O16 wurde eine neue dimerisierte Phase gefunden welche
entfernt an die monokline M2-Phase in VO2 erinnert.
In γ-LiV2O5 konnten Elektronendichtemessungen am Synchrotron durchgefu¨hrt wer-
den welche die Besetzung eines dxy Orbitals anzeigen.
A¨hnliche Elektronendichtemessungen an ZnV2O4 zeigen die Besetzung eines a2g Or-
bitals oder eine ’dimerisierte’ Phase an was als Grundlage fu¨r neue Berechnungen des
Grundzustands dieser Verbindung dienen kann.
U¨blicherweise wird in dreidimensionalen U¨bergangsmetalloxiden Antiferromagnetismus
nur in Isolatoren erwartet. Aber in CaCrO3, einer Verbindung mit einer ungewo¨hnlichen
Cr4+-Oxidationsstufe, konnte beobachtet werden, dass antiferromagnetische und met-
allische Eigenschaften gleichzeitig auftreten. Auch in SrCrO3 konnte eine antiferro-
magnetische Struktur besta¨tigt werden. Diese Verbindung sollte sogar noch deutlichere
metallische Eigenschaften als CaCrO3 aufweisen.
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In Pulverneutronenmessungen an TiOCl konnte bei hohen Dru¨cken (bis 13 GPa) ein
ungewo¨hnlich starkes Abflachen der Titan-Sauerstoff-Ebenen beobachtet werden, was
Konsequenzen fu¨r die elektronischen Eigenschaften dieses Materials haben muß.
In VOCl wurde ein bislang nicht bekannter Phasenu¨bergang bei tiefen Temperaturen
entdeckt welcher die Frustration entlang zweier zuvor a¨quivalenter, diagonaler magnetis-
cher Wechselwirkungen aufhebt und die Mo¨glichkeit zur genauen Magnetstrukturbestim-
mung ero¨ffnete.
Mittels inelastischer Neutronenstreuung an La1.8Sr0.2NiO4 konnte Elektron-Phonon
Kopplung in diesem prototypischen diagonalen Streifen-System beobachtet werden. Diese
Beobachtungen du¨rften auch fu¨r das isostrukturelle Kuprat-System relevant sein.
Fu¨r La1.95Sr0.05CuO4, eine Kupratverbindung in der Spinglas Phase von LSCO, wurde
die Phononendispersion der ergetisch ho¨chstliegenden Σ1 and ∆1 Phononenmoden unter-
sucht. Fu¨r diese Verbindung in der Spinglas Phase von LSCO treten inkommensurable
magnetische Peaks an diagonalen Positionen rings um den in der HK-Ebene liegen-
den kommensurablen antiferromagnetischen Wellenvektor auf. Daher wurde eine diago-
nale Ladungsstreifen-Phase fu¨r diese Verbindung vorgeschlagen. Hier (in dieser Arbeit)
konnte keine Elektron-Phonon Kopplung der Σ1 Phononenmode beobachtet werden,
welche an diagonale Streifen ankoppeln sollte, so wie es in dieser Arbeit fu¨r die diag-
onalen inkommensurablen Ladungsstreifen in La1.8Sr0.2NiO4 beobachtet wurde. Auch
die direkte Suche nach U¨berstrukturreflexen dieser Ladungsstreifen verlief erfolglos.
Stattdessen enthu¨llten Synchrotronexperimente mit 100 keV harter Ro¨ntgenstrahlung
und komplementa¨re Neutronenbeugungsexperimente bislang unbekannte U¨berstruktur-
reflexe und die dazugeho¨rigen ho¨heren Harmonischen welche an Stellen des reziproken
Raums beobachtet wurden, die um 45◦ gedreht sind in Bezug auf die Positionen an denen
diagonale Streifen erwartet worden wa¨ren.
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