Abstract-Dead oil viscosity is a critical design factor for oilfields and refineries. From available literature, crude oil viscosity is found to be a strong function of pressure, temperature, bubble-point pressure, gas-oil ratio, gas gravity, and oil gravity. Oil viscosity is generally determined from laboratory experiments and empirically derived correlations.
I. INTRODUCTION
Crude oil viscosity is an important physical property that influences various operations in oil fields and refineries. The crude oil viscosity depends on its origin, type and chemical composition. Oil viscosity is measured in PVT laboratories only at its reservoir temperature. Dead oil viscosity is measured at atmospheric pressure (no gas in solution) and system temperature, which makes it difficult to obtain reliable measurements due to lack of lab equipment or liquid samples [1] . However, due to viscosity variability under different operating conditions, there is a need for measuring techniques or correlations to obtain the viscosity value as a function of important parameters. The correlations so far developed have been proposed for specific range of operating conditions and are limited in application to region corresponding to the origin of the crude oil samples used for the derivation of the correlation.
The prediction of crude oil viscosity (dead oil, saturated & under-saturated oil viscosities) has shown to improve through use of data mining techniques including Artificial Neural Networks (ANN) and Support Vector Machines (SVM) as 
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observed from literature. This paper aims to introduce ensemble method of bagging to predict dead oil viscosity which is shown to have an accuracy comparable to that of ANN used in literature. Ensemble methods work well with smaller data sets and avoid over-fitting as they average out the results. These models solve problems by having multiple base classifies that have their local optima and then average the predictions thereby reducing risk of choosing wrong classifier and reduce variations in predictability due to minor changes in data sets. Hence ensembles can boost performance of unstable classifiers like ANN [2] .
II. LITERATURE REVIEW
Recent studies conducted on use of neural networks for prediction of dead oil viscosity have shown to perform better than the existing correlations. A study on Nigerian crude oils developed a neural network based on the PVT data of the samples obtained to predict the sample viscosity. The neural networks developed had a correlation coefficient of 0.99 and performed better than existing empirical correlations [3] , [4] . Similar studies with neural networks to predict viscosity of Iranian oils [5] - [7] and Omani oils [8] have shown to perform better than existing correlations. Besides this the entire viscosity curves have also been shown to be accurately predicted for Canadian oilfields using neural networks and SVM [9] thereby establishing the reliable use of data mining techniques to predict crude oil viscosity. 
III. METHODOLOGY
To build a robust data prediction model for dead oil viscosity, the data set was developed by using the correlations found in literature as given in Section III. The correlations from literature were used to calculate the dead oil viscosity for the specific range of API from 21.5 -31.5 (in steps of 0.5) and temperature range from 100 -220 F (increment unit of 10 F). The arithmetic mean of the viscosity calculated from the correlations was then used an input to the data mining model along with temperature and API gravity. Statistics for the data developed is given in Table I . The reservoir pressures were not taken into consideration as the dead oil viscosity is measured at atmospheric pressures. The bagging model was developed using the open source software called WEKA (Waikato Environment for Knowledge Analysis) [10] .
A. Correlations used for Dataset Development
The correlations used to calculate the dead oil viscosity for given temperature and API gravity to form the data set are described below: 1) Beal's Correlation [11] : This correlation, developed from crude oil data of California, expresses viscosity as a function of API gravity and temperature. The correlation is applicable for API gravity range of 10 -52 and temperature range 100-220 F [12] . 
B. Bagging Model for Data Mining
An ensemble model trains multiple base classifiers and averages their results for prediction or classification (depending upon the application) to give the final output. Bootstrap Aggregating or bagging is an ensemble method that manipulates instances by using bootstrap sampling for getting the training and testing sets from feed data. Bootstrap sampling involves sampling 'n' instances 'n' times with replacement. In this way, all the data will be used for training and validating the data giving a generalized model thereby avoiding the issues of errors and overfitting [15] .
C. Performance Measures
The performance measures used in this study were Root Mean Squared Error (RMSE), correlation coefficient, Mean Absolute Error (MAE) and Relative Absolute Error (RAE). The smaller the errors with higher correlation coefficient, the better the performance of the model. Scatter and line plots were also used for visual comparison between the correlations and the data mining models for their predictive performance.
The RMSE is calculated by the following formula [16] :
where p i is the predicted value for the ith instance, a i is the actual value for the ith instance and N is the total number of instances in the given data set. The correlation coefficient measures the degree of linear relation between 2 variables. A correlation coefficient of 0 implies no correlation between variables while a value of 1 implies perfect correlation. The correlation coefficient between actual and predicted variables [16] is given by:
where a and p are the averages respectively, and
Mean Absolute Error (MAE) is the absolute average between the predicted and actual values and it reduces the bias towards large events unlike RMSE. The equation for MAE [17] :
where p i is the predicted value for the i th instance, a i is the actual value for the i th instance and N is the total number of instances in the given data set.
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Relative Absolute Error (RAE) is the relative equivalent of MAE [17] and is given by: (10) where p i is the predicted value for the i th instance, a i is the actual value for the i th instance and N is the total number of instances in the given data set.
IV. RESULTS
Based on default settings of Bagging & Multilayer Perceptron (ANN) models in WEKA as given in Table II , the proposed model was built with 10-fold cross validation. The ANN in WEKA uses sigmoid function with backpropagation algorithm for classification/prediction. As seen from the performance measures given in Table III , the ensemble model (bagging with ANN) improves the performance of the ANN in prediction of dead oil viscosity.
It was also observed that the bagging ensemble model has a more stable predictability unlike the ANN model for dead oil viscosity for temperatures over 150 F as shown in Fig. 1 and Fig. 2 (a) -2(c) for temperatures 190 -210 F. This can be attributed to the large variability in the data set inducing instability in the ANN model. From these, we can safely conclude that ensemble models would provide for stable performance in future applications in oilfields and refineries. 
V. CONCLUSIONS
Dead oil viscosity is a crucial design factor in the oil industry and is an area of research interest for development of accurate prediction models to improve the design process. Correlations have been developed based on region specific data sets that may not be applicable to all the oil producing regions due to variation in nature of the oils. Recently, data mining techniques have been applied to predict the dead oil viscosity with improved performance as compared to the correlations. In this study, a generalized ensemble bagging model based on data from the correlations to predict dead oil viscosity was explored. The ensemble model had an equivalent prediction capability as that of ANN but exhibited superior performance with regards to stability as reflected in RMSE when compared with ANN. Future studies on ensemble techniques should be conducted on datasets containing consolidated data from various regions so as to develop a robust technique to predict the dead oil viscosity. 
