Syntactic processing deficits are highly variable in individuals with primary progressive aphasia. Damage to left inferior frontal cortex has been associated with syntactic deficits in primary progressive aphasia in a number of structural and functional neuroimaging studies. However, a contrasting picture of a broader syntactic network has emerged from neuropsychological studies in other aphasic cohorts, and functional imaging studies in healthy controls. To reconcile these findings, we used functional magnetic resonance imaging to investigate the functional neuroanatomy of syntactic comprehension in 51 individuals with primary progressive aphasia, composed of all clinical variants and a range of degrees of syntactic processing impairment. We used trial-bytrial reaction time as a proxy for syntactic processing load, to determine which regions were modulated by syntactic processing in each patient, and how the set of regions recruited was related to whether syntactic processing was ultimately successful or unsuccessful. Relationships between functional abnormalities and patterns of cortical atrophy were also investigated. We found that the individual degree of syntactic comprehension impairment was predicted by left frontal atrophy, but also by functional disruption of a broader syntactic processing network, comprising left posterior frontal cortex, left posterior temporal cortex, and the left intraparietal sulcus and adjacent regions. These regions were modulated by syntactic processing in healthy controls and in patients with primary progressive aphasia with relatively spared syntax, but they were modulated to a lesser extent or not at all in primary progressive aphasia patients whose syntax was relatively impaired. Our findings suggest that syntactic comprehension deficits in primary progressive aphasia reflect not only structural and functional changes in left frontal cortex, but also disruption of a wider syntactic processing network.
Introduction
Primary progressive aphasia (PPA) is a clinical syndrome in which neurodegeneration of dominant hemisphere language regions leads to progressive language deficits, with relative sparing of other cognitive functions (Mesulam et al., 2014) . There is considerable variability in the distribution of cortical atrophy in PPA, and patterns of language deficits vary accordingly, since they reflect the underlying distribution of atrophy. In particular, three clinical variants of PPA-nonfluent/agrammatic, semantic and logopenic-are recognized (Gorno-Tempini et al., 2004 , but even within each variant, individual patients differ in terms of their specific patterns of atrophy and language deficits (Wilson et al., 2010b) .
Syntactic processing refers to the implicit construction and manipulation of abstract hierarchical structures that specify the relationships between the words and morphemes that make up sentences. Both the comprehension and the production of sentences depend on syntactic processing. Like other domains of language function, syntactic processing deficits are highly variable in individuals with PPA. Some patients are capable of producing only nouns in isolation; other patients exhibit agrammatic or paragrammatic features to different degrees; while still other patients' grammars are essentially intact, despite profound deficits in other language domains (Warrington et al., 1975; Hodges and Patterson, 1996; Patterson et al., 2006; Meteyard and Patterson, 2009; Wilson et al., 2010b; see Wilson et al., 2012 for review) . Deficits in the comprehension and production of syntactic structures are highly correlated in PPA (Wilson et al., 2011) , suggesting that these deficits usually reflect damage to core syntactic processes rather than peripheral mechanisms.
Damage to left inferior frontal cortex has been associated with syntactic deficits in PPA in a number of structural and functional neuroimaging studies. Voxel-based morphometry and cortical thinning studies have shown that atrophy of left frontal regions is predictive of syntactic deficits in comprehension (Amici et al., 2007; Peelle et al., 2008; Sapolsky et al., 2010; Wilson et al., 2011) and production (Gunawardena et al., 2010; Wilson et al., 2010b Wilson et al., , 2011 Rogalski et al., 2011; DeLeon et al., 2012) . Functional MRI studies have shown that left inferior frontal cortex is not only atrophic, but is also functionally abnormal: in non-fluent/agrammatic variant PPA, left inferior frontal cortex is not modulated by syntactic complexity as it is in healthy controls (Wilson et al., 2010a ; see also Cooke et al., 2003) . Conversely, in patients with semantic variant PPA, in whom syntactic processing is largely spared, there is normal modulation by syntactic complexity in this region (Wilson et al., 2014) . Dorsal white matter pathways that connect left frontal cortex to posterior temporal and parietal regions have also been implicated in syntactic deficits: microstructural damage to these pathways-the superior longitudinal fasciculus including its arcuate componentis associated with impaired syntactic comprehension and production (Wilson et al., 2011) .
While these studies generally suggest that syntactic deficits in PPA are associated with atrophy and dysfunction of left inferior frontal cortex, a contrasting picture of a broader syntactic network has emerged from neuropsychological studies in other aphasic cohorts, and functional imaging studies in healthy controls. Infarction confined to left inferior frontal cortex does not generally lead to protracted agrammatism (Mohr, 1976; Baldo and Dronkers, 2006) . While some lesion-symptom mapping studies have linked left frontal damage to syntactic deficits Newhart et al., 2012; Teichmann et al., 2015) , these same studies have also implicated temporal or parietal (Newhart et al., 2012) regions, while other researchers have reported only temporal or temporo-parietal lesion correlates of syntactic deficits (Leff et al., 2009; Thothathiri et al., 2012; Magnusdottir et al, 2013) , or have contended that there is individual variability in a range of perisylvian and even extrasylvian regions important for syntactic function (Caplan et al., , 2007 (Caplan et al., , 2015 . Many functional imaging studies have shown that left inferior frontal cortex is sensitive to syntactic complexity (Stromswold et al., 1996) , but more recent studies have demonstrated that not only frontal but also posterior temporal regions are robustly modulated by syntactic complexity (Friederici et al., 2009; Snijders et al., 2009; Wilson et al., 2010a; Pallier et al., 2011; Blank et al., 2016) .
Are syntactic deficits in PPA related to damage and dysfunction of left frontal cortex, or to dysfunction of a broader syntactic network? To address this question, we used functional MRI to investigate the functional neuroanatomy of syntactic processing in a comprehension task in a large cohort of individuals with PPA, composed of all clinical variants and a wide range of degrees of syntactic processing impairment. To determine which regions were modulated by syntactic processing in each patient, we used trial-by-trial reaction time as a proxy for syntactic processing load, and then examined how the set of regions that each individual recruited was related to whether syntactic comprehension was ultimately successful or unsuccessful. We then investigated relationships between functional abnormalities and patterns of cortical atrophy.
Materials and methods

Participants
Structural and functional imaging data were successfully acquired from 51 patients with PPA and 24 healthy agematched control participants over a 4-year period. Patients and age-matched controls were recruited through the Memory and Aging Center at the University of California, San Francisco (UCSF). All participants gave written informed consent, and the study was approved by the institutional review boards at UCSF and the University of Arizona. Patients and controls received a comprehensive multidisciplinary evaluation including neurological history and examination, neuropsychological testing, and neuroimaging.
Patients were diagnosed with PPA based on recent guidelines (Gorno-Tempini et al., 2011) . A diagnosis of PPA required progressive deterioration of speech and/or language functions, and that deficits be largely restricted to speech and/or language for at least 2 years. Neuroimaging results were not used for diagnostic purposes, but only to rule out other causes of focal brain damage. Although syntactic deficits may also be observed in patients with other neurodegenerative syndromes such as behavioural variant frontotemporal degeneration (Peelle et al., 2008; Charles et al., 2014) and Alzheimer's disease (Grossman and Rhee, 2001 ), we did not include these patients, because their language deficits have been shown to often be secondary to deficits in other domains such as working memory or executive function, which would complicate interpretation.
Additional inclusion criteria were fluency in English, and a Mini-Mental State Examination score of at least 15 (Folstein et al., 1975) . A total of 57 patients met these criteria and were scanned, but six patients were excluded: four because they requested that the scanning session be stopped before the functional run was complete, one for excessive head motion that could not be corrected, and one for failing to respond on $35% of trials. All analyses were based on the remaining 51 patients.
There were 17 patients with non-fluent/agrammatic variant PPA (eight of whom were included in Wilson et al., 2010a) , 20 patients with semantic variant PPA (all of whom were included in Wilson et al., 2014) , 12 patients with logopenic variant PPA (none of whom have been reported previously), and two patients who met criteria for PPA but did not meet criteria for any variant (these patients have not been reported previously).
There were 24 control participants (all of whom were included in Wilson et al., 2010a and Wilson et al., 2014) , who were recruited from the same communities as the patients, and were confirmed to be normal based on a comprehensive multidisciplinary evaluation.
Demographic, clinical, and neuropsychological characteristics for all included participants are provided in Table 1 . There were no significant differences between patients and controls in age, sex, handedness or education.
Structural images from an additional 50 age-matched controls were used to create a template for intersubject normalization and voxel-based morphometry.
Experimental design
The design of the functional MRI study has been described in detail previously (Wilson et al., 2010a) , so only a brief summary is presented here. Participants were scanned with functional MRI as they performed an auditory sentence-to-picture matching task. Each trial began with the presentation of two pictures: a target and a foil, one on the left and one on the right of the screen. One second later, a sentence was presented auditorily that matched one of the two pictures. Participants selected the matching picture at any point by pressing one of two buttons with their right hand.
There were seven conditions, which differed in the syntactic processing required as well as in length (Table 2 ). In two conditions (Short Lexical, Long Lexical), the correct response could be determined based on lexical information alone, as the foil pictures involved different lexical items than the target pictures. In two more conditions (Short Active, Long Easy), the foil pictures contained the same lexical items as the target pictures, so it was necessary to attend to syntactic structures to determine the correct response, but the syntactic structures involved were canonical: elements were arranged in configurations that are prototypical in English. The final three conditions (Short Passive, Long Medium, Long Hard) also required processing of syntactic structures to determine the correct response, but now the structures involved were non-canonical: elements were displaced from their prototypical positions. Within each length category (short or long), all conditions were matched for length, for lexical content, and for the point at which the sentence disambiguated between the target and foil pictures. To keep lexical demands to a minimum, all sentences were constructed using just two high-frequency nouns (boy, girl), one of seven high-frequency verbs (push, pull, kiss, kick, chase, wash, hug) , and for the long sentences, one of three high-frequency colour adjectives (red, green, blue). It was important to minimize lexical demands because patients with semantic PPA often have severe lexical deficits.
The total duration of the functional sequence was 15 min 40 s. There were three blocks per condition, for a total of 21 blocks, presented in random order. Each block was 28 s in length and contained four equally spaced trials, and there were 16 s rest periods between blocks and at the beginning and end of the experiment. In previous studies based on this experimental task (and subsets of the present group of patients), our primary analyses were based on the block design (Wilson et al., 2010a (Wilson et al., , 2014 . In this study, to account for the wide range of performance in our PPA cohort, the data were analysed only as an event-related design, fitting response variables to the four individual trials within each block, as described in more detail below. The intertrial interval of 7 s was sufficiently long to permit an event-related analysis.
Prior to scanning, participants were trained on the task. They were then scanned on a Siemens 3 T Trio scanner. T 1 -weighted anatomical images and T 2 *-weighted blood oxygen level-dependent (BOLD) echo-planar images (repetition time = 2000 ms; 470 volumes; whole brain coverage) were acquired using standard sequences as described previously (Wilson et al., 2010a) . Auditory stimuli were presented via headphones, visual stimuli were presented via a monitor that was viewed via a mirror, and button presses were recorded.
Analysis of behavioural data
Accuracy on the syntactic comprehension task was quantified as the percentage of trials on which a correct response was provided. Reaction times were measured from the onset of the first word in the sentence that disambiguated the target picture from the foil, and were calculated including correct and incorrect trials (but not trials on which no response was provided).
Analysis of functional imaging data
The functional data were visually inspected and volumes where there was excessive head motion (visible interleaving artefact) or other artefacts were replaced with interpolated data prior to preprocessing, and later excluded from model fitting. The mean number of volumes excluded was 20.7 AE 27.7 in patients with PPA and 11.5 AE 15.9 in controls [not significant (n.s.)]. The functional imaging data were preprocessed with standard methods in AFNI (Cox, 1996) : the data were corrected for slice timing differences, realigned to account for head movement, smoothed with a Gaussian kernel of 8 mm full-width at half-maximum, high pass filtered (cut-off = 100 s) and detrended (Legendre polynomials of order up to and including 2). Independent component analysis was then carried out using the FSL tool melodic (Beckmann and Smith, 2004) , generating 30 components. Noise components were manually identified with reference to published criteria (Kelly et al., 2010) , and removed using fsl_regfilt. The mean number of components removed was 9.0 AE 2.1 in patients with PPA and 9.0 AE 2.4 in controls (n.s.).
The functional MRI data were analysed with a whole-brain general linear model using the fmrilm procedure from FMRISTAT (Worsley et al., 2002) . Reaction time was used as a proxy for allocation of syntactic processing resources. Reaction time was measured from the onset of the first word in the sentence that disambiguated the target from the foil, under the assumption that more syntactic processing took place on trials with longer reaction times (Taylor et al., 2014) . This approach enabled a direct comparison of the regions that patients and controls recruited to perform the task, despite individual and group differences in performance. The four trials within each block were modelled as separate events with duration of 4 s each, convolved with a haemodynamic response function consisting of a gamma density function (delay 5.4 s AE 5.2 s; no post-stimulus undershoot). Short and long trials were modelled with separate explanatory variables, each of which was parametrically modulated by another variable coding reaction time for that trial. Reaction time was demeaned based on the mean of all short or long trials, clipped at 1.5 standard deviations (SD) from the mean, then demeaned again. Both correct and incorrect trials were included, to identify regions recruited for syntactic processing regardless of whether that processing was successful. Trials on which there was no response were not included; they were modelled with a separate explanatory variable of no interest. Additional covariates of no interest were included to reduce error variance: three translation and three rotation parameters (saved during realignment), BOLD signal time courses from a white matter region of interest and a CSF region of interest, the whole brain global signal, and three cubic spline temporal trends. The main contrast of interest was BOLD signal change per second of reaction time, which was averaged across the short and long parametric variables. The purpose of this contrast was to identify regions modulated by syntactic complexity. A second contrast of interest was the main effect of the task, again averaged across the short and long variables. This contrast identified regions involved in sentence comprehension in general, along with non-linguistic functions related to the task, such as visual, auditory, motor and executive processes.
Random effects analyses were carried out on contrast images from individual participants, which were normalized to Montreal Neurological Institute (MNI) space by applying transformations derived from the structural images (see below). All statistical maps were thresholded at voxelwise P 5 0.005, and then corrected for multiple comparisons at P 5 0.05 based on cluster extent according to Gaussian random field theory implemented in SPM5 (Worsley et al., 1996) .
Analysis of structural imaging data
The T 1 -weighted structural images were bias-corrected, segmented into grey matter, white matter and CSF, and initially normalized to MNI space using the unified segmentation algorithm in SPM5 (Ashburner and Friston, 2005) . More anatomically precise intersubject registration was then performed with the Diffeomorphic Anatomical Registration Through Exponentiated Lie algebra (DARTEL) toolbox (Ashburner, 2007) by warping each participant's image to a template created from the 50 additional control participants. Grey matter and white matter probability maps were scaled by Jacobians, smoothed with a Gaussian kernel of 12 mm full-width at halfmaximum, then summed together to obtain a map of brain parenchyma (Wilson et al., 2010b) . Voxel-based morphometry was used to identify regions where volume loss was predictive of syntactic deficits. Voxelwise correlations of parenchymal volume with overall syntactic comprehension accuracy were calculated in the 51 patients with PPA, with age, sex and total intracranial volume included as covariates. The resulting t map was thresholded at voxelwise P 5 0.005, then corrected for multiple comparisons at P 5 0.05 based on cluster size with respect to 1000 permutations in which behavioural scores were randomly reassigned (Wilson et al., 2010b) .
Results
Descriptive overview
Patients with PPA were highly variable in their performance on the syntactic comprehension task. Accuracy ranged from 52.4% to 91.7% correct, with a mean of 76.9% AE 11.9%, compared to 92.8% AE 3.1% in controls.
Syntactic processing deficits in PPA are graded rather than binary, and accuracy on the syntactic processing task will be treated as a continuous variable in most of the analyses in this study. But first, a median split half analysis was carried out, to present an intuitive overview of the general patterns of accuracy, reaction time, and brain regions modulated by syntactic processing, in patients with relatively spared or relatively impaired syntactic comprehension. A split half analysis is not optimal for statistical analysis, hence this section is descriptive. Inferential statistical analyses will be reported in subsequent sections.
A median split yielded 26 patients in the 'impaired' group (accuracy 52.4% to 77.4%), and 25 in the 'spared' group (accuracy 79.8% to 91.7%). Accuracy and reaction time were plotted as a function of sentence structure (syntactic complexity and length) for controls, for the relatively spared patients, and for the relatively impaired patients (Fig. 1A and B) . The relatively spared patients with PPA were almost as accurate as controls, whereas the relatively impaired patients were less accurate and performed increasingly poorly as syntactic complexity increased. Reaction times were shortest in controls, longer in the relatively spared patients, and longer still in the relatively impaired patients, but similar patterns as a function of condition were seen in each case, with slower responses as syntactic complexity increased.
To identify brain regions involved in syntactic processing, the parametric modulation of BOLD signal by trial-by-trial reaction time was mapped, as a proxy for extent of syntactic processing. The regions modulated by syntactic processing were similar in controls and in patients whose syntax was relatively spared (Fig. 1C) . In both of these groups, regions modulated by syntactic processing included, in the left hemisphere, the posterior inferior frontal gyrus, precentral gyrus, anterior insula, presupplementary motor area, intraparietal sulcus and adjacent regions, posterior superior temporal sulcus, posterior middle temporal gyrus, middle occipital gyrus, and thalamus. In the right hemisphere, the same regions were modulated to a lesser extent, with the exception of the posterior superior temporal sulcus and posterior middle temporal gyrus, which were not modulated in the right hemisphere.
In contrast, in the patients whose syntax was relatively impaired, a much less extensive network was modulated by syntactic processing (Fig. 1C) . The regions modulated by syntactic processing in this group included the left posterior inferior frontal gyrus, left precentral gyrus, left and right supplementary motor area, left and right anterior insula and left intraparietal sulcus, but all of these regions were modulated less than they were in the patients with relatively spared syntax, and less than they were in the controls.
Functional imaging correlates of accuracy on the syntactic comprehension task
To quantify this apparent difference in regions recruited for syntactic processing between patients in whom syntax was relatively impaired or relatively spared, a voxelwise correlation map was computed in the 51 patients with PPA, between individual effect size maps of modulation by reaction time, and overall accuracy on the syntactic task ( Fig. 2A and Table 3 ). This correlation analysis revealed three regions that were statistically significant after correction for multiple comparisons: (i) the left posterior inferior frontal gyrus and adjacent anterior insula, inferior frontal sulcus, and ventral precentral gyrus and sulcus; (ii) the left posterior superior temporal sulcus, middle temporal gyrus, and middle occipital gyrus; and (iii) the left intraparietal sulcus and adjacent areas. These three regions were modulated by syntactic processing more in patients with PPA who were more accurate on the task (Fig. 2B, D and F) . In healthy controls, these regions were all modulated by syntactic processing, but the extent of modulation was not related to individual differences in accuracy (which were modest) (Fig. 2B, D and F) . No region showed the opposite pattern of increased modulation by syntactic complexity in patients who were less accurate on the task.
All three regions described were activated for the syntactic processing task relative to the resting baseline in patients with PPA and healthy controls (Fig. 2C, E and G) . There was no relationship in any region in either group between BOLD signal change relative to the resting baseline and accuracy. In the temporal and parietal regions, there was no difference between mean signal change in patients with PPA and controls [temporal t(59.54) = 0.84, P = 0.40; parietal t(72.44) = 0.54, P = 0.59]. In the frontal region, signal change was greater in the PPA group (0.47% AE 0.27%) than controls (0.27% AE 0.15%) [t(69.77) = 3.96, P 5 0.001], but most patients with PPA were still in the control range. This demonstrates that the abnormal lack of modulation by syntactic processing in the impaired patients is quite specific: it is not that the regions in question show no activation at all, but rather, that they do not show additional activation on trials requiring more syntactic processing.
Although the three regions described above were the only statistically significant regions where modulation was correlated with accuracy, at a lower threshold, a similar pattern was seen throughout the network of regions that were modulated by syntactic processing in healthy controls (Fig.  2H) .
Correlates of accuracy and reaction time measures
Because our functional imaging analyses depend on the relationship between accuracy and trial-to-trial variability in reaction times, it is important to investigate how accuracy and reaction times were related to each other and to other measures in order to clarify the interpretation of the imaging findings.
Patients (Fig. 3A) . Accuracy and reaction time were negatively correlated in patients with PPA (r = À0.61, P 5 0.001) but not in controls (r = À0.28, P = 0.19). Patients who performed more accurately responded more quickly. This significant correlation is important because it raises the possibility that the differences between brain regions modulated by syntactic processing as a function of accuracy might reflect poorer fitting of the parametric model in less accurate patients, whose mean response times tended to be longer. Therefore, the functional imaging analysis was repeated, but instead of using a stipulated event duration of 4 s in each participant, the event duration for each individual was set to their own mean reaction time (measured from the onset of the sentence, not the disambiguation point). In this ancillary analysis, the same three frontal, temporal and parietal regions that were reported in the primary analysis were again statistically significant, along with additional less extensive significant clusters of activation in the left supplementary motor area and the right inferior frontal gyrus. This analysis shows that the imaging findings described above are unlikely to represent an artefact of longer mean reaction times in patients who performed less accurately. Next, performance was compared on canonical and noncanonical syntactic structures, the latter of which require more syntactic processing (Fig. 3B ). Both patients with PPA and controls performed less accurately and more slowly on non-canonical conditions. The drop-off in accuracy was greater in patients with PPA (26.8% AE 11.8%) than in controls (14.5% AE 6.9%) [t(69.13) = 5.68, P 5 0.001], which was expected, as structures involving more syntactic processing will be more susceptible to syntactic deficits. The extent of slowdown on non-canonical structures did not differ between patients with PPA (412 AE 282 ms) and controls (354 AE 145 ms) [t(72.30) = 1.17, P = 0.25]. There was no relationship between drop-off in accuracy and slowdown of reaction times in either patients with PPA (r = -0.20, P = 0.16) or controls (r = -0.18, P = 0.41).
However, there was a significant correlation between slowdown of reaction times on non-canonical conditions and overall accuracy in PPA (r = 0.46, P 5 0.001) but not in controls (r = -0.34, P = 0.10) (Fig. 3C) . Patients who slowed down more on non-canonical conditions performed more accurately overall. This is important because it suggests that the distribution of reaction times across trials is less principled in the patients whose syntax is more impaired. Whereas all controls, and most patients with PPA, took more time to respond on non-canonical trials, which require more syntactic processing, the most impaired patients may not have been sufficiently sensitive to grammatical structure to strategically devote more time to processing non-canonical structures.
Next, the distribution of trial-to-trial variability (i.e. the standard deviation of reaction times within an individual) and its relationship to overall accuracy was plotted (Fig.  3D) . Trial-to-trial variability was greater in patients with PPA (806 AE 134 ms) than in controls (611 AE 106 ms) [t(56.06) = 6.82, P 5 0.001]. Trial-to-trial variability was somewhat greater in patients who performed less accurately, however this correlation just escaped significance (r = À0.27, P = 0.052). There was no correlation in controls (r = À0.04, P = 0.86). These findings show that the reduction in regions modulated by syntactic processing in more impaired patients cannot be attributed to a lack of variance in reaction times on which the analysis depends.
Then, the relationship between the total number of trials on which no response was provided, and overall accuracy, was plotted (Fig. 3E ). There were more no-response trials in patients with PPA (3.7 AE 4.8) than in controls (1.1 AE 1.4) [t(65.46) = 3.52, P = 0.001]. There were significant negative correlations between number of no-response trials and accuracy in both patients with PPA (r = À0.48, P 5 0.001) and in controls (r = À0.63, P = 0.001). Because (Fig. 2) . Models were fit separately for all patients with PPA, and for controls. RT = reaction time.
of the uneven distribution of these no-response trials, which were excluded from analysis, the functional imaging analysis was repeated, but instead of excluding no-response trials, they were included with a fixed nominal reaction time of 5 s. In this ancillary analysis, the same three frontal, temporal and parietal regions that were reported in the primary analysis were again statistically significant, along with additional less extensive significant clusters of activation in the left supplementary motor area, right inferior frontal gyrus and right intraparietal sulcus. This analysis shows that the imaging findings described above are unlikely to represent an artefact of no-response trials being excluded from analysis.
Finally, to investigate the possibility that the findings were attributable to differences in verbal working memory, which are known to be associated with variability in syntactic comprehension in neurodegenerative patients (Amici et al., 2007) , the relationship between digit span backwards and overall accuracy was plotted (Fig. 3F) . Digit span backwards is a well-established measure of verbal working memory. Digit span backwards was shorter in patients with PPA (4.1 + 1.5) than in controls (5.6 + 1.2) [t(53.12) = 4.53, P 5 0.001]. There was a significant correlation between digit span backwards and overall accuracy in patients with PPA (r = 0.70, P 5 0.001) but not in controls (r = 0.16, P = 0.47). To determine whether the correlations between modulation and accuracy shown in Fig. 2A could be explained by verbal working memory deficits, digit span backwards was included as a covariate in each of these three activated regions. In each region, modulation by syntactic processing continued to predict overall accuracy after controlling for digit span backwards (frontal partial r = 0.54, P 5 0.001; temporal partial r = 0.41, P 5 0.003; parietal partial r = 0.52, P = 0.006). This shows that the extent of modulation by syntactic complexity was associated with overall accuracy on the syntactic comprehension task even after taking into account verbal working memory deficits, so the findings are not an artefact of differences in verbal working memory.
Impact of atrophy on functional imaging measures
Voxel-based morphometry showed that parenchymal volume loss throughout almost the entire left frontal lobe, and extending to the white matter underlying the parietal lobe, was associated with reduced accuracy on the syntactic processing task, with the strongest correlation observed in the left inferior frontal sulcus ( Fig. 4A and Table 3 ).
To investigate the relationship between frontal atrophy and patterns of functional activation, a voxelwise correlation was computed between inferior frontal atrophy (in the region where t 4 4 in the voxel-based morphometry analysis) and modulation of BOLD signal change by syntactic processing (Fig. 4B ). This analysis showed that left frontal atrophy was predictive of reduced modulation of signal change by syntactic processing in the same three left hemisphere regions that were shown above to be significantly associated with task performance. In other words, the greater the left frontal atrophy, the less these frontal, temporal and parietal regions were modulated by syntactic processing.
Could the correlations between modulation and accuracy shown in Fig. 2A be explained by atrophy in the frontal, temporal or parietal regions themselves? Parenchymal volume was positively correlated with functional modulation by syntactic processing in the frontal region (r = 0.54, P 5 0.001) and the parietal region (r = 0.48, P 5 0.001), and marginally so in the temporal region (r = 0.28, P = 0.051) (Fig. 4C, E and G) . However, in each region, modulation by syntactic processing continued to predict accuracy after controlling for parenchymal volume (frontal partial r = 0.39, P = 0.005; temporal partial r = 0.58, P 5 0.001; parietal partial r = 0.44, P = 0.001) (Fig. 4D, F and H). This shows that the extent of functional modulation by syntactic processing predicts accuracy above and beyond the contribution of atrophy in each region.
Finally, the relative contributions of atrophy and functional modulation by syntactic processing in all three key regions were investigated, using a stepwise regression procedure (backward, Bayesian information criterion, JMP version 12.0.1). The dependent variable was overall syntactic accuracy, and there were six independent variables, comprising atrophy and functional modulation measures from left frontal, temporal and parietal regions of interest. The stepwise regression procedure yielded a model explaining 53.9% of the variance, retaining three independent variables: parenchymal volume in the frontal region 
Discussion
The overall goal of this study was to determine whether syntactic deficits in PPA are related to damage and dysfunction of left frontal cortex, or to dysfunction of a broader syntactic network. We found that in a large, diverse group of individuals with PPA, the individual degree of syntactic comprehension impairment was predicted by left frontal atrophy, but also by functional disruption of a broader syntactic processing network, comprising left posterior frontal cortex, left posterior temporal cortex, and the left intraparietal sulcus and adjacent areas. These regions were modulated by syntactic processing in healthy controls and in patients with PPA with relatively spared syntax, but they were modulated to a lesser extent or not at all in patients with PPA with relatively impaired syntax. Our findings provide strong support for the idea that syntactic comprehension depends on a network of left-lateralized perisylvian regions Caplan et al., 2007; Friederici, 2012; Bornkessel-Schlesewsky and Schlesewsky, 2013; Fedorenko and Thompson-Schill, 2014; Blank et al., 2016) .
In this study, variability in trial-by-trial reaction times was used as a proxy for the extent of syntactic processing that took place on each trial. We took this approach because of the dramatic differences between individuals in performance on the syntactic comprehension task, which would make it challenging to interpret straightforward contrasts between conditions defined based on syntactic structure (i.e. length, syntactic complexity), when accuracy and reaction times differed between conditions in ways that were systematically related to degree of syntactic impairment.
Reaction time is widely used in cognitive psychology as a key outcome variable from which processing differences between conditions or groups can be inferred. In functional imaging, it has been established that haemodynamic responses increase with duration of stimulation (Boynton et al., 1996) and with time on task (Honey et al., 2000; Binder et al., 2005) , yet in cognitive neuroscience research, reaction time is more often treated as a potential confound (Binder et al., 2005; Yarkoni et al., 2009; Graves et al., 2010; Crittenden and Duncan, 2014) than as a potential source of information (Taylor et al., 2014) . Yet the regions that are modulated by stimulus duration or time on task are specific: not all regions are modulated, only those involved in perceptual, cognitive or other processes related to the task at hand. For instance, reaction time was shown to be correlated with haemodynamic signal in the amygdala in an implicit association test in which reaction time variability reflected differences in emotional processing load (Phelps et al., 2000) , and different language regions have been shown to correlate with reaction times depending on which language domain(s) are implicated in the task (Wilson et al., 2009b; Taylor et al., 2013) . Accordingly, examining brain regions where BOLD signal is correlated with reaction time is a potentially powerful method of identifying regions that are differentially recruited as a function of extent of task-related processing, which can then be inferred to be important for task-related processes (Taylor et al., 2014) .
The regions identified in this way may be specifically linguistic in their roles, or they may be important for other cognitive processes that are involved in the syntactic processing task. In particular, a set of brain regions have been shown to be implicated a wide variety of goal-directed behaviours; we refer to these as 'multiple demand' regions (Duncan and Owen, 2000; Duncan, 2010; Fedorenko et al., 2013) . The multiple demand areas are bilateral and include regions in prefrontal cortex, in particular the inferior frontal sulcus, anterior insula and frontal operculum, areas in and around the intraparietal sulcus, and the presupplementary motor area and dorsal anterior cingulate cortex (Duncan, 2010) . Language comprehension involves an interplay between regions that are specifically important for linguistic processing, and multiple demand regions (Fedorenko et al., 2011 (Fedorenko et al., , 2012 (Fedorenko et al., , 2013 Fedorenko, 2014; Fedorenko and Thompson-Schill, 2014) .
Of the regions that we observed to be functionally disrupted in patients with impaired syntax, the left posterior superior temporal region is unquestionably a language (Fig. 2) . Models were fit separately for all patients with PPA, and for controls. RT = reaction time.
Syntactic processing in PPA BRAIN 2016: 139; 2994-3006 | 3003 region, not a multiple demand region. The area around the left intraparietal sulcus is part of the multiple demand network; this region is often implicated in behaviours requiring piecemeal, serial, processing (Owen et al., 2005; Wilson et al., 2009a) , which would be consistent with its recruitment for syntactic processing. Left inferior frontal cortex includes language-related as well as multiple demand regions (Fedorenko et al., 2012) . The language-related region is localized to the lateral pars opercularis and triangularis, whereas the inferior frontal sulcus and anterior insula have more domain-general roles. All of these regions were functionally disrupted in patients with impaired syntax. It is noteworthy that while the multiple demand network is bilateral (Duncan, 2010) , we observed significant functional disruption only of left hemisphere regions. This suggests that the multiple demand network is not monolithic and that left-lateralized components play a relatively greater role in language.
In future research, it would be informative to have patients perform a non-linguistic task in addition to a syntactic task. We would hypothesize that language-specific regions (i.e. the left posterior superior temporal region and the left lateral pars opercularis and triangularis) would be modulated by reaction time only on the linguistic task, whereas multiple demand regions (i.e. the intraparietal sulcus, inferior frontal sulcus, and anterior insula) would be modulated by reaction time on both linguistic and non-linguistic tasks.
Is the network dysfunction we observed a direct consequence of structural damage to left frontal cortex, or is PPA in fact characterized by inherent functional abnormalities in a wider network of regions that may or may not be atrophic? While our study cannot definitely answer this important question, the former possibility finds support in the correlation between frontal atrophy and voxelwise modulation by syntactic processing (Fig. 4B ), which yielded a very similar map to the correlation between modulation by syntactic processing and accuracy ( Fig. 2A) . On the other hand, modulation of the left posterior temporal region by syntactic processing made a significant contribution to predicting accuracy on the comprehension task even when left frontal parenchymal volume was included in the model, suggesting that left frontal atrophy cannot fully account for syntactic deficits. Furthermore, stroke patients with damage confined to the left inferior frontal lobe do not show long term syntactic deficits (Mohr, 1976; Baldo and Dronkers, 2006) , which suggests that structural damage alone to this region is not sufficient to lead to the degree of impaired syntactic processing apparent in some patients with PPA. Taken together, these arguments suggest that while the left frontal atrophy and wider network dysfunction probably reflect a single underlying disease process, it is unlikely that the network dysfunction follows directly and inevitably from the structural damage to the left frontal lobe.
In this study, we did not separate patients with PPA according to which of the three recognized clinical variants they were diagnosed with (Gorno-Tempini et al., 2004 . We did indicate variant diagnoses in all scatter plots by means of colour coding data points, but this information did not enter into any of the analyses. We took this approach because the focus of our study was to understand the neural correlates of variability in syntactic deficits, and variability in this domain occurs within variants as well as across variants (Thompson et al., 1997 (Thompson et al., , 2012 Patterson et al., 2006; Bright et al., 2008; Wilson et al., 2010b Wilson et al., , 2011 Wilson et al., , 2012 . Variability within each variant may reflect stage of disease progression as well as different underlying distributions of cortical damage or differences in pathological substrates.
Conclusion
The findings of this study show that syntactic comprehension deficits in PPA are associated not only with atrophy of left frontal cortex, but also with dysfunction in a wider syntactic processing network comprising left posterior frontal cortex, left posterior temporal cortex, and the left intraparietal sulcus and adjacent regions.
