We study the problem of estimating the time delay between two signals representing delayed, irregularly sampled and noisy versions of the same underlying pattern. We propose and demonstrate an evolutionary algorithm for the (hyper)parameter estimation of a kernel-based technique in the context of an astronomical problem, namely estimating the time delay between two gravitationally lensed signals from a distant quasar. Mixed types (integer and real) are used to represent variables within the evolutionary algorithm. We test the algorithm on several artificial data sets, and also on real astronomical observations of quasar Q0957+561. By carrying out a statistical analysis of the results we present a detailed comparison of our method with the most popular methods for time delay estimation in astrophysics. Our method yields more accurate and more stable time delay estimates: for Q0957+561, we obtain 419.6 days between images A and B. Our methodology can be readily applied to current state-of-the-art optical monitoring data in astronomy, but can also be applied in other disciplines involving similar time series data.
Introduction
The estimation of time delay, the delay between arrival times of two signals that originate from the same source but travel along different paths to the observer, is a real-world problem in Astronomy. A time series to be analysed could, for instance, represent the repeated measurement, over many months or years, of the flux of radiation (optical light or radio waves) from a very distant quasar, a very bright source of light usually a few billion light-years away. Some of these quasars appear as a set of multiple nearby images on the sky, due to the fact that the trajectory of light coming from the source gets bent as it passes a massive galaxy on the way (the "lens"), and, as a result, the observer receives the light from various directions, resulting in the detection of several images [29, 46] . This phenomenon is called gravitational lensing, and is a natural consequence of a prediction of the General theory of Relativity, which postulates that massive objects distort space-time and thus cause the bending of trajectories of light rays passing near them. Quasars are variable sources, and the same sequence of variations is detected at different times in the different images, according to the travel time along the various paths. The time delay between the signals depends on the mass of the lens, and thus it is the most direct method to measure the distribution of matter in the Universe, which is often dark [43, 29] .
In this scenario, the underlying pattern in time of emitted flux intensities from a quasar gets delayed and corrupted by all kinds of noise processes. For example, astronomical time series are not only corrupted by observational noise, but they are also typically irregularly sampled with possibly large observational gaps (missing data) [33, 40, 32, 27] . This is due to practical limitations of observation such as equipment availability, weather conditions, the brightness of the moon, among many other factors [17] . Over a hundred systems of lensed quasars are currently known 2 , and about 10 of these have been monitored for long periods, and in some of these cases, the measurement of a time delay has been claimed. Here we focus on Q0957+561, the first multiply-imaged quasar to be discovered [51] . This source, which has a pair of images (here referred to as A and B), has been monitored for over twenty years, and despite numerous claims, a universally agreed value for the time delay in this system has not emerged [30, 14] .
In an earlier paper, we presented an analysis of repeated radio observations, along with simulated data generated according to the properties of these observations [14] , to show that a kernel-based approach can improve upon the currently popular methods of estimating time delays from real astronomi-cal data. The more common form of observations, however, employs optical telescopes for monitoring known multiply-imaged sources, and these observations have inherent problems that require the modification of our previous approach. Here we present a largely modified approach that outperforms on optical datasets our previous appraoch, as well as alternative approaches in use in astrophysics.
Here we introduce a novel evolutionary algorithm (EA) to estimate the parameters of a model-based method for time delay estimation. The EA uses, as a fitness function, the mean squared error (MSE CV ) given by cross-validation on observed data, and also performs a novel regularisation procedure based on singular value decomposition (SVD). Our population is also represented by mixed types, integers and reals.
The contribution of this paper is in several directions: i) an evolutionary algorithm has been introduced to form a novel hybridisation with our kernel method, ii) a principled automatic method has been proposed to estimate the time delay, kernel width, and SVD regularisation parameters, iii) the application of EA driven by a model based formulation to a real-world problem, and iv) we carefully study statistical significance of the results on different data.
Our EA is an evolutionary optimisation technique in presence of uncertainties [28] and missing data with mixed representation -through two linked populations, each devoted to one particular data type. The parameters to optimise come from a kernel machine. We do parameter optimisation and model selection at the same time. This approach can be applied to other problems, not only time series from gravitational lensing. For instance, the missing data problems cover those cases where instrumental equipment fails, observations are incorrectly recorded, sociological factors are involved, etc. Therefore, the data are unevenly sampled, which restricts the use of Fourier analysis [42] ( §13.8).
Problems with noisy and missing data occur in almost all sciences, where the data availability is influenced by what is easy or feasible to collect (e.g., see [12, 6] ).
We compare the performance of our EA in several ways:
(1) The performance of our method is assessed against that of two of the most popular methods in the astrophysical literature [50, 18, 33, 11, 22] , i.e., (a) the Dispersion spectra method [36, 37, 35, 14] and (b) a scheme based on the structure function of the intrinsic variability of the source, here referred to as the PRH method [41] . (2) Because the true time delay of observed fluxes from quasars is not known, we assess the performance of algorithms in a controlled series of experiments, where artificially generated data with known delays are used. We employ three kinds of artificial data sets: large scale data [14] , PRH data [41, 14] and Wiener data (as outlined in [23, 24] ). (3) To justify our EA, an analogous non-evolutionary model-based approach (K-V) is also employed in this paper.
Our statistical analysis shows that the results from our EA are more accurate and significant than state-of-the-art methods. We use our EA as well as a (1+1)-ES algorithm [45] on actual astronomical observations, where the twin images were observed over several years with optical telescopes [30] .
The remainder of this paper is organised as follows: the data under analysis is described in §2. The kernel approach is outlined in §3, and the EA is presented in §4. The results and our conclusions are in §5 and §6 respectively. Finally, our future work is presented in §7.
Data

Optical Data
In this paper, we use optical observations 3 of the two images of the quasar Q0957+561, from a monitoring program at the Apache Point Observatory, New Mexico, USA [30] . This data set has 97 observations, where, in each observation, fluxes are measured of all the multiple images of the source, in the g-band (a standard yellow-green filter), from December 1994 to July 1996.
The observed time series (here called light curves) are given in Table 1 , where the Time column, representing the time of observation (note that it is irregularly sampled), is given in Julian days (JD, defined as the number of days since Noon GMT on January 1, 4713 BC). The fluxes observed from images A and B are given in the astronomical unit of magnitude (mag m), defined as m = −2.5 log 10 f , where f is the flux measured when observed through a green filter 4 (g-band). In Fig. 1 , the time series are shown. The measurement errors, which are standard deviations (std) of the flux measurement, are given in the Table 1 as Error A and Error B; these are the error bars. The source was monitored nightly, but many observations were missed due to cloudy weather and telescope scheduling. The big gap in Fig. 1 is an intentional gap in the nightly monitoring, since a delay of about 400 days, the pattern, was known 'a priori' -monitoring programs on this quasar started in 1979. Therefore, the peak in the light curve of image A, between 700 and 800 days, corresponds to the peak in that of image B between 1,100 and 1,200 days. Fig. 1 . Observations of the brightness of the doubly-imaged quasar Q0957+561, in the g-band, as a function of time (Top: Image A; Bottom: Image B, see Table 1 ). The time is measured in days (Julian days-2,449,000 days).
Artificial Data
Since the definite time delay for the Q0957+561 is unknown, one cannot test the accuracy of methods through real data. Therefore, many attempts have been made to generate synthetic data in order to test the performance of methods (e.g. [41, 39, 7, 17, 23, 24] ). Below we describe three kinds of artificial data sets that we have used, representing the major classes of data sets used by others: large scale data, PRH data and Wiener data. 
Large Scale Data
In this data set (DS-5), the true time delay is 5 days [15] , and the true offset in brightness between image A and image B is M = 0.1 mag. The intention here is to simulate optical observations as in Ovaldsen et al. [33] . We employ only the first five underlying functions 5 . These data sets are irregularly sampled with three levels of noise and gaps of different size as shown in Table 2 ; for more details see [14, 15] . We use 50 realisations per level of noise only. Consequently, this yields 38,505 data sets (see Table 2 ), with 50 samples each, of which two are shown in Fig. 2. 
PRH Data
These data sets are generated by Gaussian processes, following [41] , with a fixed covariance matrix given by a structure function according to Pindor [40] . The variance representing the measurement errors is 1 ×10 −7 . They are highly sampled with periodic gaps [17] , simulating a monitoring campaign of eight months; yielding 61 samples per time series. There are seven true delays and 100 realisations for each value of true delay [14] . Two plots are shown in Fig. 3. 
Wiener Data
These data sets, generated by a Bayesian model [23] , simulate three levels of noise with 225 data sets per level of noise, where each level of noise represents the variance: 0. 
Kernel Approach
In previous papers, [14, 15] , we have introduced a kernel-based approach, and we would refer the reader to these papers for further detail, since not all derivations will be repeated here at the same level of detail. The aim of this section is to come up with the parameters to evolve in §4.
We model a pair of time series, obtained by monitoring the brightness of images A and B (see §2), as
where ⊖ = {×, −} denotes either multiplication or subtraction, so M is either a ratio (used in radio observations, where brightness is quoted in flux units) or an offset between the two images (as in optical observations, where brightness in represented in logarithmic units). We use the latter option here. Values of the independent variable t i , i = 1, 2, ..., n represent discrete observation times. The observation errors ε A (t i ) and ε B (t i ) are modelled as zero-mean Normal distributions
respectively, where σ A (t i ) and σ B (t i ) are standard deviations. Now,
is the "underlying" light curve that underpins image A, whereas
is a time-delayed (by ∆) version of h A (t i ) underpinning image B.
The functions h A and h B are formulated within the generalised linear regression framework [25, 47] . Each function is a linear superposition of N ker-
. We use Gaussian kernels of width ω c : for c, t ∈ ℜ,
The kernel width ω c > 0 determines the 'degree of smoothness' of the models h A and h B . We position kernels at the position of each observation, implying N = n. The width ω j ≡ ω c is determined through the k nearest neighbours of c j (equal to t j ) as
The weights α (3)-(4) are obtained as follows [14] :
where
and the kernels K A (·, ·), K B (·, ·) have the form:
Hence,
Our aim is to estimate the time delay ∆ between the temporal light curves corresponding to images A and B. Typically, ∆ is estimated by a set of trial time delays in the range [∆ min , ∆ max ] with a specific measurement of goodness of fit [14] . In Eq. 10, the superscript "+" represents a pseudoinverse of a matrix, the pseudoinverse rather than the inverse is required because the matrix is not squared, that is, an over-determined system is involved [42] .
Finally, the parameters are the time delay ∆ [as given in Eqs. (3) & (4)], the variable width k [as in Eq. (6)], and the regularisation parameter θ (see below).
Regularisation
In practice, the matrix K (8) may be singular because K is an over-determined system, and noisy time series (2) are involved. We therefore regularise the inversion in (10) through singular value decomposition (SVD) [14] . To avoid singularity, the most straightforward method is to find a threshold λ for singular values [42, 21] . This means that the singular values less than λ are set to zero, following which K + (10) is obtained through SVD [42] .
In other words, λ tells us how many singular values to set to zero. Hence, for a given ∆, the number of singular values to keep may vary. We illustrate this through Thus, if one can find a proper λ that falls in this range, then one can claim that the estimation of ∆ is "robust". But the range of this pattern may change for other M and k parameters, in which case there is no guarantee that the estimated λ falls in this range. Furthermore, no matter which method is used for assessing the goodness of fit, if we test ∆ in a specific range with a fixed λ, then we may come up with different values of θ -some inside the pattern, some outside, none inside, etc. Tables 3  and 4 , and §5).
Optimisation
The above formulation can be seen as an optimisation problem where the variables are ∆, k and θ. Conventional gradient-based optimisation techniques cannot be used since the above kernel-based approach is not differentiable with respect to the discrete variables k and θ, regardless of the loss function.
Of course, since both k and θ are finite range discrete variables, one can employ a brute force search driven by cross-validation. Apart form having to deal in a systematic and time-consuming manner with a huge search space, it is also not clear what the appropriate ranges and resolutions should be for parameters such as ∆ or k. In any case, we compare our EA approach (see section §4) with a non-evolutionary kernel-based approach (K-V) for estimating time delay ∆ by cross-validating k and the regularisation parameter λ [14, 15] .
An example of the search landscape is in Fig 6. We use ∆ min = 400 and ∆ max = 450 with unitary increments, and θ = 1, 2, ..., n, where n = 97. The parameter k is fixed to 3, and the offset M to 0.117. The real optical data (g-band) in §2 is used. Then, Algorithm 1 (explained later in §4) is applied to obtain the MSE CV . Note that this landscape may change for other k values and for other data sets. We can see that from θ = 80 to n the error surface is quite complicated for simple search algorithms, e.g., gradient descent (if differentiable), hill climbing or simulated annealing search. There are also more local minima when θ < 45; see also Fig. 5 . In the θ-∆ plane, the mark (x) shows the best parameter combination; i.e., minimum MSE CV . To smooth the surface and help the visualisation, we use a logarithmic scale.
Evolutionary Algorithm (EA)
Following the kernel-based approach in §3, we have three parameters: (i) the time delay ∆; (ii) the variable width k; and (iii) the number of singular values to retain θ. Besides, we have a measurement of fitness (objective function), e.g. log-likelihood or a loss function, which, along with the others, gives us a third-dimensional search space Φ. Therefore, we follow an EA to avoid local minima [4, 20, 48] .
Blocks ← 5 P ointsP erBlock ← n/Blocks for i ← 1 to P ointsP erBlock { Remove the i th observation of each block and include it in the validation set V Compute h A and h B for the training set T Get MSE CV on the validation set
Let us define as our population
where each row in P ℓ is a hypothesis commonly referred to as individual or chromosome, which is a set of parameters {∆ x , θ x , k x }, randomly initialised.
Then we have p hypotheses [31] . Each hypothesis x is evaluated by f x , which is a measure of fitness. For this, we use the mean squared error (MSE CV ) given by Cross Validation (CV), in Algorithm 1, where T = O − V is the training set, O is the set of all observations such as O = {(x A (t i ), x B (t i ))|i}, and V is the validation set (the log-likelihood or simple mean squared error can also be used, but this might lead to overfitting). Thereafter, we apply artificial genetic operators such as selection, crossover, mutation and reinsertion to generate P 2 , ..., P g populations. At the g generation, we choose from P g the best set of parameters (or individual) according to its fitness; i.e., with minimum f x . This procedure is summarised in Algorithm 2, and the details are in §4.1.
This process leads to artificial evolution, which is a stochastic global search and optimisation method based on the principles of biological evolution [20, 48] . 
Representation and Evolution Operators
We represent every population P ℓ in every generation ℓ = 1, 2, ..., g, as two linked populations of the same size p,
. The x-th individual in population P ℓ corresponds to the x-th individual in populations P 1 ℓ and P 2 ℓ . The population P 1 ℓ uses reals to represent ∆ x , while P 2 ℓ employs integers to represent θ x and k x . First we initialise randomly P 1 and evaluate the population with the above fitness function. Second, we select half of the population P ℓ for reproduction. This selection of individuals is then applied to each sub-population P 1 ℓ , P 2 ℓ , i.e. the indexes of selected individuals in both sub-populations are the same. We use roulette wheel selection to obtain P 1 ′ ℓ and P 2 ′ ℓ . Third, we apply individually recombination and mutation on P 
ℓ ] to obtain its fitness and perform reinsertion of offsprings between P ℓ and P ′ ℓ (elitist strategy). We repeat the above procedure until P g is obtained. Note that P 1 to P g have always the same size.
We use linear recombination and mutbga as mutation 6 (as in Breeder Genetic Algorithm [10] ) for P 1 ′ 1 , and double-point crossover and discrete mutation for P 2 ′ 1 . In both cases, we use 0.5 as mutation rate. We employ a population size of p = 300 individuals and g = 50 generations, unless other values are given. The above evolutionary algorithm 7 is what we refer hereafter as EA (with mixed representation unless otherwise stated).
Moreover, we evolved the M parameter, and, rather than mixed types, we also tested only real representation with a single population performing two kinds of flooring for integers, in the population and in the fitness function.
Results
Here we present the results of the application of our evolved kernel approach on real and artificial data. We compare the performance of our EA, on the same data sets, against two of the most popular methods from the astrophysics literature: (a) Dispersion spectra method [36, 37, 35] , and (b) the structurefunction-based method (PRH, [41] ). In addition, we compare with the performance of our previous approach, based on kernels with variable width (K-V) [14] , which was applied to a different (radio) observational data set and one of the synthetic data sets (large scale data only).
Two versions of Dispersion spectra are used; D 2 1 is free of parameters [36, 37] and D 2 4,2 has a decorrelation length parameter δ involving only nearby points in the weighted correlation [37, 35] . For the case of the PRH method, we use the image A from the data to estimate the structure function [41] . In the last subsection, we compare EA against a Bayesian method on data sets generated by this Bayesian approach [23] .
In the first section below, we present the results of our analysis of the real observational data, followed by the results from the various synthetic data: large scale, PRH and Wiener data (see §2)
Astronomical observations
Here we use the observational optical data outlined in §2. Table 3 . The set {∆, M, θ, k} is the best solution (individual) at g = 50 according to f x (i.e., MSE CV ). The column Convergence shows at what generation a stability has been reached, i.e., from what generation the MSE CV is constant.
Of the continuous optimisation approaches, we tested one, (1+1)ES [45] , which is based on the Gray-code neighbourhood distribution, and uses real representation. (1+1) means that one parent is selected and one child is produced in each single step of the Evolutionary Strategy (ES). We chose the (1+1)ES approach because our fitness function is costly, so one expects to require fewer fitness evaluations than our EA. Rowe et al. [45] have shown superior performance of their (1+1)ES over Improved Fast Evolutionary Programming (IFEP), on some benchmark problems, and on a real-world problem (medical tissue optics). IFEP is also a continuous optimisation approach [52] . For (1+1)ES, the precision is set to 200, and variable bounds set as above, allowing until 15,000 iterations. The convergence is reached after 14,410 iterations by using the same fitness function (Algorithm 1 in §4), so we also floor at fitness function for integer variables. This ES yields ∆ = 419.6, M = 0.1732, θ = 58, k = 3, and MSE CV = 1.9249617 × 10 −3 .
In Table 4 , we present ten runs, resulting from our EA with mixed types as discussed in §4.1. Here, M is not evolved, being fixed to 0.117. The variable bounds are also set as above. Table 3 shows that regardless of the value of M, the time delay ∆ is consistent, this justifies that M does not need to be evolved. Rather, we use the reported value M = 0.117 [30] .
We point out that in Tables 3 and 4 the EA suggests θ = 58, which falls within the pattern in Fig. 5b .
In Table 3 , we can see that the parameter M is not crucial in the time delay estimation. Therefore, in Table 4 , we omit it. The results of these tables yield similar ∆ estimates regardless of the representation (reals or mixed types).
The results of the (1+1)-ES are also consistent, even though (1+1)-ES requires a larger number of iterations. On the one hand, for our EA, when g = 50 (maximum number of generations), we perform 7,800 evaluations of the fitness function, because of our elitist strategy. On the other hand, (1+1)-ES In the astrophysics literature, the best (smallest quoted error) previous measures for this time delay can be found to be 417±3 days [30] and 419.5±0.8 days [15] . Therefore, the results in Tables 3 and 4 are consistent. However, we think that the estimate of 417±3 days, from this data set, is underestimated because, for the quasar Q0957+561, the latest reports also give estimates around 420 days by using other data sets [33] . One is reminded that the gravitational lensing theory predicts that the time delay must be the same regardless of the wavelength of observation [43, 29, 46] .
Artificial Data
For the analysis of real data presented above, we do not know the actual value of the time delay. In order to evaluate the relative performance of various methods, we therefore present the analysis of synthetic data sets, produced from a set of known parameters.
Large Scale Data
In all cases, the time delay under analysis is given by trials of values between ∆ min = 0 and ∆ max = 10 (also bounds in our EA), with increments of 0.1, where the ratio M is set to its true value 0.1. The parameter δ is set to 5, for D Table 5 , let ∆ j , j = 1, 2, ..., η, be estimated time delays, where η is the quantity of time delay estimates. The empirical mean iŝ
and the empirical standard deviation iŝ
The estimatorsμ andσ are used to estimate the bias and variance of time delay estimates, respectively. The mean squared error is given by
where µ 0 is the true time delay. The average of absolute error is
The 95% confidence intervals (CI) forμ are given byμ ± 1.96 ×σ/ √ η, where the constant depends on the desired confidence level and the sample size; e.g., see Table IIIa in [3] .
We also performed a t-test on these results, where the hypothesis to test is H 0 : µ 0 = 5. The results are shown in Fig. 7 , where the estimates are grouped by the underlying function, the level of noise and gap size. Since T follows a Student's t-distribution, which is centred at zero, those values close to zero are [1, 16, 3] . The horizontal dotted line shows the threshold for a significance level of 95%, α = 0.05; i.e., when P < α, where P is known as the p-value. Thus, the threshold values for |T | in Fig. 7 are 2.2, 2 and 1.9 for ν = {9, 49, 499}, degrees of freedom, respectively (see Table 2 ).
In Table 6 , we show the number of cases that satisfy the above threshold values. In other words, see Fig. 7 and count the number of points below the horizontal dotted line per level of noise-the significant results. In Table 6 , the results are grouped by noise level only, and the best ones are highlighted in bold.
We also tested the significance of time delay estimates with nonparametric hypothesis testing, such as sign test and Wilcoxon's signed-rank test [3] , with similar results.
Like Table 6 , Table 7 shows the quantity of cases where the true delay, ∆ = 5, falls within the 95% CI. The results are also grouped by noise level. In Fig. 8 , we illustrate the 95% CI for DS-5-1, i.e., one underlying function with 0% of noise only.
In Fig. 9 are shown the results of MSE (14), where the estimates are grouped by level of noise as in the previous figure -Fig. 7 . Here, for low levels of noise: 0% and 0.036%, the asterisk (the proposed EA) has and outstanding performance because the MSE is close to zero. The AE statistic (15) gives similar results with this grouping (not shown).
From Table 5 , the best results are for D Table 5 ). We use this bound for visualisation purposes. The horizontal and dotted line is located at the true delay, ∆ = 5.
0.01 mag (< 0.106%) (standard deviation) in the observational optical data, we are interested in exploring the effects of various levels of noise. Therefore, in Table 8 , we show the results of the estimates grouped by noise level, regardless of the gap size. The best results are highlighted in bold. As in Tables 6 and  7 , and Figure 9 , the results from EA are promising.
Finally, we compare the performances of methods D 2 1 , K-V and EA through paired tests on time delay estimates and MSE. As an example, in Fig. 10 , we show K-V against EA with paired t-test. The bars represent the mean estimatorμ−µ 0 for each method, whereμ is the mean of time delay estimates, and µ 0 is the true time delay. At the top of each plot appears either a circle or a plus symbol representing K-V and EA, respectively. If MSE K−V < MSE EA then a circle appears, and we display the plus symbol when MSE K−V > MSE EA . The asterisk at the top means that the difference is significant at the level P < 0.05, i.e., 95% confidence level. In simple words, if the bar is large then the results are bad, because one is far from the true value µ 0 = 5. Note that when the noise is low, 0%, 0.036% and 0.106%, the empty bars (EA) are small, that is, when the plus symbol (+) appears at the top. Therefore the results from EA are interesting. Moreover, note that the asterisk (*) at the top appears in some cases. The asterisk means that the comparison is significant when performing the paired t-test with a 95% confidence level.
In Table 9 , we summarise the number of cases where P < 0.05, including paired sign test and paired-sample Wilcoxon signed-rank test. We also compare the results from D 2 1 with K-V and EA. For each comparison, the pairs are represented by M 1 (o) and M 2 (+). The columns corresponding to t-test show two quantities. The first one corresponds to the quantity of symbols "o" (M 1 ) with an asterisk also. The second one is the quantity of symbols "+" (M 2 ) with asterisks. To obtain these numbers one should imagine a figure similar to Fig. 10 for the methods involved. The columns for sign test and signed-rank test are obtained in a similar manner; rather than t-test in Fig. 10 , were used other tests. Note again that the best results are from EA. Now lets summarise the results found so far, Table 5 contains the results of the analysis of these data sets over all time delay estimates regardless of noise and see Fig. 10 and §5.2.1 for details gap size. Each row corresponds to a different statistic: 95% CI, MSE, AE,μ andσ. The accuracy is measured by MSE and AE, where the best results are for K-V, which is followed by EA. Sinceμ andσ are the mean and standard deviation over all estimates, these statistics can be seen as a measurement of bias and variance of time delay estimates over all data sets. Since the true delay is µ 0 = 5, the minimum bias is for D However, in practice, the noise is about 0.01 mag (< 0.106%) for the optical data. In Tables 6 to 8, level. Tables 6 and 7 suggest that the results from EA are more statistically significant than others (see §5.2.1). Table 8 shows that the results are also better from EA, particularly when the noise is less than 0.106%. If the noise level is equal to 0.106%, depending on the statistic, the best performance is by either K-V or EA. When the noise is high (0.466%), the best results are from K-V. This can be also seen in Figs. 9 and 10.
The results from paired tests in Table 9 also suggest that the EA is capable of producing significantly superior time delay estimates, when compared to D 
PRH Data
Now lets compare the performance of the proposed method EA with another kind of data. Here we use the artificial data generated by the PRH methodology (see §5.2 in [41] and §6 in [14] ), so we compare only the PRH method against EA. In fact, we compare the performance of EA with the PRH method by fixing the PRH parameters to those values used to generate the data (the ideal scenario). The structure function (SF) to define the covariance matrix in the PRH method is used in two ways: SF is fixed to its true value (SF*) and then estimated following the PRH method (SF+).
Note that for these data there are several true time delays, µ 0 . In all cases, we use bounds 8 of µ 0 ± 30 days with unitary increments during the time delay analysis. The measurement error is also fixed at its true value (variance of 1 × 10 −7 ) for all methods.
The results for the PRH method, SF* case, are in Table 10 . The column µ 0 denotes the true time delay, which is also our hypothesis in the t-test, whereas η = 100. The following columns are the statistics used in this analysis (see section §5.2.1). The last row is the average (Avg). The results for the SF+ case and for EA are in Table 11 and Table 12 respectively. An analysis of bias (|µ 0 −μ|) and variance (σ) is in Table 13 .
Results from paired tests are in Table 14 , where the p-values are shown. The best values are in bold, i.e., P < 0.05. Tables 10-13 show the results of the analysis applied to PRH data. Two versions of the PRH method were used: SF* and SF+ (see 5.2.2). Here, contrary to the analysis of the large scale data, the noise level and gap size are fixed (see §2). Rather, we use different short delays in the range of 30 -100 days.
Comparing Tables 10-12 , the highest significance level (P) on µ 0 = {34, 43} is for the PRH method (SF*). EA has better significance levels than the PRH method for µ 0 = {66, 99}, even considering the idealised case. For CI range, MSE and AE statistics, SF* has the best performance on any µ 0 . But, on all statistics EA performs better than SF+. Therefore, EA is more accurate than PRH method (SF+).
In Table 13 , we haveμ andσ as a time delay estimator and a measurement of uncertainty, respectively. Hence, the column Bias is given by |µ 0 −μ|. The last row has the average (Avg). Therefore, the minimum bias is for EA (on average). If we useσ as variance measurement, the minimum variance is for PRH method (SF*). But, EA has lower variance than SF+. Table 14 shows that in few cases the paired difference between estimates is statistically significant (in bold). In those cases, EA is more accurate than PRH method (SF+), and in some cases EA is also more accurate than PRH method (SF*).
Wiener Data
Similarly, we compare the performance of EA with another kind of data (see §2). These data come from a Bayesian approach [23] . We performed an analysis as above with η = 225, so the hypothesis to test is H 0 : µ 0 = 35. The results 9 are shown in Table 15 . Since the data were generated by the Bayesian method, we aim to compare such a method with EA only.
In Table 16 are the results from paired tests between Bayesian estimation method and our EA. We highlight in bold the p-values that are less than 0.05.
In Table 15 , the EA results are more significant for data with noise levels of 0.1 and 0.2, where P is 0.92 and 0.76 respectively. But for a noise level of 0.4, it does not perform as well. In terms of bias, EA performs better for the data with a noise level of 0.1, and ties in the case of that with 0.2 data and on the noise of 0.4 data, the performance is not good enough. Talking about varianceσ, EA is better on data set of noise 0.1 only. It needs to be emphasised though, that these data was generated by the Bayesian estimation method, so the comparison is positively biased towards the Bayesian method. However, 9μ andσ for the Bayesian method are not reported in detail in [23, 24] Table 16 suggests that most of the paired differences between estimates by both methods are not statistically significant.
The poorer performance of the Bayesian method for low noise data, compared to medium noise is explained by the posterior sampler, which does not converge properly in some of the cases, giving biased estimates. This can be easily avoided when analysing any given data set, since the convergence can be assessed and the sampler re-run with different parameters. With the repeated runs performed here, the same parameters for the sampler with all of the datasets were used. In the low noise case, the convergence measurement indicates that, for a number of cases, these have not been optimal.
Loss Functions
Talking about loss functions, we compared the K-V and EA methods on Large Scale data (see §5.2.1). On the one hand, K-V employs the negative log-likelihood (Q) [14] as loss function, where the parameters k and λ are estimated via cross-validation for trial time delays in the range 0−10. On the other hand, the fitness function of EA is the MSE CV given by cross-validation. We also compared the K-V method with EA by using the mean squared error 10 as the measurement of goodness of fit for K-V, rather than the negative log-likelihood. Thus, the observational error is considered constant, because the negative log likelihood fitting criterion in K-V has the form [14] ,
For the K-V method, the negative log-likelihood cost function (16) lead to more accurate estimates.
Furthermore, we tested another fitness function on these data. Instead of MSE CV , the fitness is given by the log-likelihood Q, where no cross-validation is performed, since k and θ are also evolved. The results are that MSE CV performs better than Q, where Q is less time-consuming.
Evolving Weights
We also tried to evolve all the free parameters; that is, the weights α in (3)-(4). This allowed us to avoid SVD in (10), which is O(n 3 ) (without crossvalidation). However, the performance is poor because the number of param-eters to evolve increases with the number of samples n. In fact, we tested this approach on artificial data and the performance was inferior to that of our EA. This is due to an overwhelming number of variables. Typically, using evolutionary approaches, one can well optimise in about 30-dimensional search space [49] . Perhaps a new framework can overcome this problem.
Conclusions
From observed optical monitoring data, we suggest 419.6 days as the best plausible value of the time delay between the two main images (A and B) of the distant lensed quasar Q0957+561.
Regarding the artificial large scale data, the results from EA are important, because its accuracy in this application is matched to the precision and low levels of noise with which the current state-of-the art optical monitoring data are being acquired for multiple-image time delay measurement [11, 33, 40, 17] .
From PRH data, we conclude that EA is more accurate than PRH method (SF+), and competitive with the idealised case (SF*). Unfortunately for the PRH method, the idealised case does not exist in practice.
For the Wiener data, the conclusion is that for these data, EA outperforms Bayesian estimation method for low levels of noise (0.1 data). In other cases, depending on the statistic, EA can show better, equal or worse results. We stress that the current real optical obsrevational data are indeed characterised by low levels of observational noise. It is exactly in this context where our EA method outperforms the Bayesian estimation method.
An evolutionary algorithm has been introduced to form a novel hybridisation with our kernel method, which is an automatic method to estimate the time delay, kernels width, and SVD regularisation parameters. It is a successful application of EA driven by a model based formulation to a real-world problem. The study of the statistical significance of results on different data shows that EA is a promising approach on gravitational lensing, in astrophysics, but it can also be applied in other disciplines involving similar time series data.
Future Work
One of the main issues to deal with, in future extensions of this work, is speeding up our EA, which potentially can be done in several ways. First, we would seek the optimum procedure to invert (10) and its regularisation to deal with ill-conditioning (see 3) . Alternative ways for model selection, rather than using cross-validation, which is O(n 3 ), are desirable (see in §4). The natural parallelisation of EA is another research line to follow; e.g., see [8] . To speed up the EA, fitness approximation techniques may also help with this problem [44, 34] since our fitness function is costly. Moreover, other evolutionary approaches in presence of uncertainties have not been tested [28, 2] .
The time delay problem is still a huge issue in astrophysics. The next generation of large-scale monitoring projects with dedicated telescopes, LSST (http://www.lsst.org/) and PAN-STARRS (http://pan-starrs.ifa.hawaii.edu/) will produce monitoring data for thousands of potential multiply-imaged sources (as opposed to the 10 sources for which data are now available). These datasets will be available in a few years time, and a large effort is underway to develop algorithms that are far more sophisticated than the currently available ones that would deal with this data in an automated way, and can cope with the inevitable noise and gap features of the data. We are attempting to develop robust methods that will do this.
