Abstract Feature extraction transforms high dimensional data into a new subspace of lower dimensionality while keeping the classification accuracy. Traditional algorithms do not consider the multi-objective nature of this task. Data transformations should improve the classification performance on the new subspace, as well as to facilitate data visualization, which has attracted increasing attention in recent years. Moreover, new challenges arising in data mining, such as the need to deal with imbalanced data sets call for new algorithms capable of handling this type of data. This paper presents a Pareto-based multi-objective genetic programming algorithm for feature extraction and data visualization. The algorithm is designed to obtain data transformations that optimize the classification and visualization performance both on balanced and imbalanced data. Six classification and visualization measures are identified as objectives to be optimized by the multi-objective algorithm. The algorithm is evaluated and compared to 11 well-known feature extraction methods, and to the performance on the original high dimensional data. Experimental results on 22 balanced and 20 imbalanced data sets show that it performs very well on both types of data, which is its significant advantage over existing feature extraction algorithms.
Introduction
High-dimensional data presents many challenges to machine learning algorithms. Their performance is deteriorated due to well-known problems such as the curse of dimensionality and high computational costs. These problems degrade rapidly the accuracy and efficiency of algorithms as the dimensionality increases [54] .
Dimensionality reduction techniques [52] , and specifically, feature extraction [34] , refers to the mapping of the high-dimensional data into a lower-dimensional space. These techniques aim to transform the data allowing for data compression in fewer dimensions, and removal of noisy, irrelevant, or redundant features. Therefore, it is intended to improve the subsequent machine learning process on the lowerdimensional space, avoiding the problems from the original high-dimensional space. Moreover, transformation of highdimensional data onto 2D or 3D allows for human visualization of data. Data visualization [22] has an enormous potential for extracting previously unknown knowledge, and identifying useful data structures and patterns.
Dimensionality reduction algorithms may pursue different objectives in regards to their scope and purpose [32] . On the one hand, unsupervised methods [41] , usually aim to minimize the information loss and preserve variance [48] , preserve data similarity [8, 49] , capture the lower dimensional geometric structure underlying the patterns [23] , or find self-organizing structures [39] . On the other hand, supervised methods [43] , usually focus on maximizing the class discrimination to improve the classification accuracy in the new subspace [27] .
Achieving both good classification and data visualization in the lower-dimensional space is not simple [25] . These objectives are conflicting and frequently it is necessary to achieve a trade-off among them. Multi-objective optimization is concerned with the simultaneous optimization of more than one objective. Evolutionary algorithms have been successfully used to resolve multi-objective optimization problems. Genetic programming (GP) is an evolutionary algorithm based methodology which has been already applied to multi-objective optimization and feature extraction achieving good results [24, 38, 58, 60] . However, these studies are limited to a low number of algorithms and data sets. Specifically, most of the data sets are binary class (two data classes), and comprise low-dimensional data with very low number of instances. Moreover, the size ratio of the classes is balanced, i.e., the number of instances belonging to each data class is similar. In recent years, the problem of learning from imbalanced data has attracted attention of both academia and industry [35, 44] . This problem concerns the performance of algorithms in the presence of classes with many times more examples than other classes. However, classic feature extraction had not heeded this problem which often happens in real-world data. Therefore, it is a necessary to design new algorithms capable of handling both balanced and imbalanced of data. This paper presents a Pareto-based multi-objective genetic programming algorithm for feature extraction and data visualization, named MOGPFEV. Its aim is to simultaneously optimize the classification performance and visualization of the data using genetic programming-based transformations. The algorithm evolves problem transformations using a multi-objective evolutionary-based NSGA-II [18] approach. MOGPFEV takes into account the data class distribution, aiming for obtaining good classification and visualization results both on balanced and imbalanced data. The algorithm is evaluated and compared to 11 other dimensionality reduction techniques, and to the performance over the original high-dimensional data. Experimental results on 22 balanced and 20 imbalanced data sets show the good performance of MOGPFEV using three classification and three visualization measures. Results show the significantly better performance of the algorithm, especially on imbalanced data sets, outperforming the other methods in regards to the classification and visualization measures evaluated. A statistical analysis is carried out to evaluate whether there are statistically significant differences between the algorithms. This analysis supports statistically the better overall performance of our algorithm. This paper is organized as follows. Section 2 introduces related works. Section 3 presents the MOGPFEV algorithm. Section 4 presents the experimental study, and results are discussed in Section 5. Finally, Section 6 presents the concluding remarks.
Background
This section reviews related works on feature extraction and data visualization, as well as multi-objective genetic programming approaches to solve this problem.
Feature extraction
Feature extraction algorithms can be grouped into two categories based on whether they focus on maintaining representation capability while reducing dimensionality or whether they seek to enhance discrimination capability.
In the former category, the objective is to maintain the representation fidelity between the original data structure and the projected data. The major concern of these methods is to maintain the discriminatory information of the original input space. Van der Maaten [52] presented a comparative review of these methods. The principal component analysis (PCA) [48] is a well-known variance preservation method that uses orthogonal transformations. Kernel principal component analysis (KPCA) [51] is a PCA extension using kernel methods. The originally linear operations of PCA are done in a kernel Hilbert space with a non-linear mapping. There are also similarity preservation methods, known as multidimensional scaling (MDS) [8] . MDS methods are focused on improving visualization of the data projected into 2D or 3D, while preserving distances between objects as possible. Sammon projection [49] is a MDS algorithm that preserves the structure of inter-point distances in high dimensional space in the lower-dimension projection. Moreover, self-organization methods are also of high interest and produce discretized representation of the input space, such as Kohonen's self-organizing feature maps (SOMs) [39] . In random projection (RP) [28] , the high-dimensional data is projected onto a lower-dimensional subspace using a random matrix whose columns have unit lengths. RP was found to be computationally efficient, yet sufficiently accurate.
In the latter category, the objective is to enhance the discriminability between classes in the new features space and to improve classification performance [20] . This category comprises methods such as linear discriminant analysis LDA [27] , which finds a linear combination of features which separates two or more classes. The projection vector is obtained by maximizing the between class covariance and simultaneously minimizing the within class covariance. LDA can be also extended with a kernel method for nonlinear mapping (KDA). However, computing the projections in KDA involves eigen-decomposition of the kernel matrix, which is very expensive when there are a large number of instances. To solve this problem, spectral regression kernel discriminant analysis (KSR) simplifies KDA computation by using spectral graph analysis. LDA also fails to discover local geometrical structure of the data. Locality sensitive discriminant analysis (LSDA) [11] was proposed to solve this problem and it introduces a local manifold structure to maximize margin between classes at each local area. Liu et al. [42] proposed a orientation distance-based discriminative feature extraction based on the Fisher discriminant idea to determine a kernel function to map the input data.
Genetic programming and multi-objective optimization
Genetic programming has been widely used for feature extraction and classification tasks [33, 40, 47] . Its capability to dynamically build programs and expressions is especially useful in problems characterized by a high dimensionality of the space of the features. Guo et al. [33] applied genetic programming to generate features for bearing fault classification in machine condition monitoring. Krawiec [40] presented a genetic programming framework for feature construction to improve symbolic classifiers while maintaining their readability. Neshatian et al. [47] also employed genetic programming for building new features based on class dispersion and entropy. These studies propose the use of GP for feature construction in classification problems and the experimental results clearly show that this approach is effective for improving the classification accuracy. However, they focus on the optimization of a single objective, which is the classification performance.
On the other hand, multi-objective optimization has been widely employed in data mining [46] . Specifically, as for feature extraction, several methods have been proposed to optimize both the accuracy of the classifier along with the tree size as the complexity measure [38] . Considering the tree size as an objective of the algorithm aims to minimize the complexity of the data transformation, i.e., to produce simpler expressions to be more comprehensible by humans. However, the simplicity of expressions for data transformation is a very conflicting objective, especially when tradingoff with the accuracy, and it is difficult to optimize both simultaneously [1] .
Icke and Rosenberg [38] proposed a Pareto-based genetic programming multi-objective approach for feature extraction and data visualization. They identified the clasification and visualization as equally important objectives of the data transformation problem for dimensionality reduction. However, their study is very limited to only four data sets and data projection to 2D. Moreover, even though they identify several visualization measures, they are not considered altogether.
Zhang and Rockett [57] [58] [59] proposed a framework to produce optimal feature extractors independent of domain knowledge and class distributions using multi-objective genetic programming named MMGP. Through a multi-objective optimization process, their mappings comprised a series of mathematical transformations projecting input data into a one-dimensional decision space. Their review [57] identifies two distinct research strands: either GP is used to evolve the whole classifier or tree expressions that produce a mapping to a real-valued features space which forms the input of a conventional classifier. Specifically, in [59] they presented a multi-objective approach that not only evolved the set of mappings to a multi-dimensional decision space, but also simultaneously optimized the dimensionality of that decision space.
These related works show the benefits and flexibility of multi-objective genetic programming for feature extraction. It allows efficient reduction of the data dimensionality while preserving the classification performance. The evolutionary process is capable of learning the combination of best original features to build new ones, and to overcome the presence of noisy features which may spoil the classification performance. However, the experimental studies from these related works were limited to accuracy maximization on a small number of data sets with low number of instances and balanced classes. Specifically, Zhang and Rockett experiments were limited to 8 data sets up to 30 features and 1,000 instances [58] , and 7 data sets, up to 21 features, and 10,996 instances [60] , van der Maaten experimented with 5 data sets up to 10 features, and 5,000 instances [52] , Icke and Rosenberg experimented with 4 data sets up to 30 features and 786 instances [38] , and Liu et al. [42] experimented with 10 data sets with up to 10,992 instances.
These methods showed good performance on balanced data as they focused on accuracy maximization. However, under the presence of imbalanced data, accuracy is a misleading metric since a default-hypothesis classifier can still achieve a very good accuracy [44] . Moreover, we have shown the importance of data visualization when projecting data into lower dimensionality, usually 2D and 3D. Therefore, our goal is to propose a new algorithm capable of reducing features dimension, improving data visualization and keeping classification performance simultaneously both on balanced and imbalanced data. This is the main motivation to propose a multi-objective genetic programming algorithm.
MOGPFEV Algorithm
This section presents the multi-objective genetic programming algorithm for feature extraction and data visualization, and details the individual representation, the genetic operators, the fitness function and the evolutionary process.
Individual Representation
An individual represents a set of expressions as a complete solution to the data transformation problem. Given a labelled data set in X n the transformation problem consists in finding a mapping Z from X n to X m such that m < n. The genotype of an individual is an array of syntax trees (also known as derivation trees), whose length is the number of dimensions m of the desired subspace. The phenotype is an array of expression trees (functions), generated from the syntax trees, representing the data transformation function Z. Each data transformation function is made up of a number of mathematical operations over the original features and represents a constructed feature on the low-dimensional subspace. This encoding provides high flexibility to the algorithm to generate data transformations with any number of dimensions.
Derivation trees are created by means of a context-free grammar [45] , which establishes a formal definition of the syntactical restrictions of the problem to be solved and its possible solutions, so that only grammatically correct trees are generated. The use of a context-free grammar provides high flexibility to generate linear, non-linear, or user-defined data transformations. Figure 1 shows the grammar used to generate the derivation trees (left) and the structure of a sample derivation tree (right), where feature is any feature from the data set and value is a random continuous value.
The use of grammars to generate GP individuals is known as grammar-guided genetic programming, and it has been widely applied to data mining [21, 45] . The grammar generates expressions for feature extraction using the symbols and production rules in Figure 1 . The evolutionary process is responsible of finding the most appropriate data transformation function. Figure 2 shows the mapping of the derivation trees from the genotype into functions to build the new subspace such that X m = Z(X n ).
Initialization
The initialization process generates the initial population. Our algorithm employs a simple and commonly used approach to generate the individuals by means of the contextfree grammar. This approach employs the production rules of the language defined by the grammar, generating only valid individuals and guaranteeing that the syntax tree is between a minimum and maximum number of derivations. The creation of a new individual selects a number of derivations and derives the production rules to generate the syntax tree within the selected number of derivations. The derivations of the production rules start with the initial symbol of the grammar, and then choose one of the available productions. The process continues deriving the non-terminal symbols until all the non-terminal symbols have been derived to terminal ones. The process of the creation of individuals was also shown in Figure 1 , following a top-down derivation scheme by means of the grammar's production rules. A parameter controls the maximum derivation depth, both when initializing the individuals and when performing genetic operators, so that bloat is controlled. Details about parameter settings are shown in Section 4.3.
Genetic Operators
MOGPFEV uses two genetic operators to generate new individuals. These operators are based on selective crossover and selective mutation, and their basic principles and functioning are described in this section.
Crossover Operator
The crossover operator creates new syntax tress by mixing the contents of two parent syntax trees. To do so, a nonterminal symbol is chosen at random with uniform probability. Two subtrees (one from each parent) are selected, whose roots coincide with the symbol adopted or with a compatible symbol, and are swapped.
All non-terminal symbols (excepting the root symbol) have the same probability of being selected as the symbol from which swap the sub-trees. On the other hand, in order to reduce bloating, if one of the new offspring surpasses the maximum size allowed, one of the two parents is randomly selected to pass to the next generation without modification. If both offspring surpass this size or at least one of them does not contain a compatible symbol, the crossover is aborted and both parents are reproduced. Figure 3 shows a sample crossover of two parents to produce two offspring. 
Mutation Operator
The mutation operator is responsible for preventing the loss of genetic diversity in the population, which is highly significant in the genetic convergence process. It produces random changes in an individual to engender a new offspring. This operator randomly selects the node in the tree where the mutation is to take place. If the node is a terminal symbol, it will be replaced by another compatible terminal symbol. If the node is a non-terminal symbol, the subtree underneath this node will be substituted with any other derivation subtree. The procedure used to generate this subtree is the same as the one used to create new individuals and guarantees that the individual does not exceed the maximum size allowed. Figure 4 shows a sample mutation of a parent to produce a offspring.
Fitness Function
The fitness function evaluates the quality of data transformation solutions provided by individuals. There exist many classification and visualization measures to evaluate the quality of the subspaces generated [5, 26] . Different measures allow to observe complementary aspects of the data transformation, which together increase the strength of the fitness evaluation. Two sets of measures are evaluated, namely, classification measures (accuracy, area under the curve, Cohen's kappa) and visualization measures (C-Index, DaviesBouldin index, Dunn's).
Classification measures
-Accuracy is the number of successful predictions relative to the total number of classifications. Unfortunately, it may be misleading when classes are strongly imbalanced, since a default-hypothesis classifier can achieve a very good accuracy. Therefore, it is not employed for imbalanced data. -Area under the curve (AUC) [36] shows the trade-off between the true positive rate (T P R) and the false positive rate (F P R) as demonstrated in [44] . The way to build the ROC space is to plot on a two-dimensional chart the true positive rate (Y-axis) against the false positive rate (X-axis) as shown in Figure 5 . The points (0,0) and (1,1) are trivial classifiers in which the class is always predicted as negative and positive, respectively, and the point (0,1) represents perfect classification. AUC is calculated using the graphic's area:
False Positive Rate -Cohen's kappa rate [4] evaluates the merit of the classifier, i.e., the actual hits (coverage of true positives) that can be attributed to the classifier and not to mere chance. Kappa statistic ranges from -1 (total disagreement) through 0 (random classification) to 1 (total agreement). It is calculated as follows:
where x ii is the count of cases in the main diagonal of the confusion matrix, N is the number of examples, and x .i , x i. are the column and row total counts. Kappa penalizes all-positive or all-negative predictions (default hypothesis), which is especially important for imbalanced data. Kappa is very useful for multi-class data, measuring a classifier's accuracy while compensating for random successes.
Visualization measures
Visualization metrics aim to measure the clustering and separability of the data examples belonging to same/different classes. Therefore, they are based on a distance measure definition. In accordance with previous data visualization studies [38] , we employ the Euclidean distance, although any other distance definition is also valid.
-C-Index [37] is a validation index defined as follows:
where S is the sum of distances over all pairs of instances from the same class. Let l be the number of those pairs. Then S min is the sum of the l smallest distances if all pairs of instances are considered (regardless data class). Similarly S max is the sum of the l largest distances out of all pairs. Hence a small value of C −Index indicates a good clustering of the data classes. -Davies-Bouldin index [17] is a function of the ratio of sum of within class distance to between class separation and is given by:
The Davies-Bouldin index minimizes the within class distance S(v i ) and maximizes the between class sepa-
, where v i is the sample mean (centroid) of class i, and c is the numer of classes. Therefore, the higher the similarity values within the class and the between class separation, the lower would be the DaviesBouldin index value. A good feature set should have the value of Davies-Bouldin index as low as possible. -Dunn's index [6] is also designed to identify sets of cluster structures that are compact and well separated. Dunn's index maximizes:
A good feature subset should have the value of Dunn index as high as possible.
These six measures are defined as objectives of the multiobjective fitness function. The evolutionary process is responsible for optimizing them altogether. However, it is important to note that even there are six objectives, there are actually two groups objectives (classification metrics, visualization metrics) and each of the objectives within a group are not conflicting but complementary, i.e., they evaluate different and complementary aspects of the classification/visualization performance. Therefore, we do not face a multiobjective optimization in which all the six objectives are conflicting with each other but their are grouped into two main conflictive groups.
The outcome of the multi-objective algorithm is a set of non-dominated solutions known as Pareto optimal front. Eventually, to select a single solution from the Pareto front we rank the individuals according to how many times they obtain the best result for the objective functions. This ranking is inspired by the Friedman's M statistic procedure [29] . Thus, we obtain a subset of the Pareto front in which all the individuals obtained the best results for a given number of metrics and then we compare pairwise solutions based on the rest of the metrics. Eventually, in case of equality we choose the one with the highest accuracy.
The evolutionary process is lead by the multi-objective NSGA-II algorithm [18] . NSGA-II uses dominance ranking to sort the population and determines the solutions belonging to the Pareto optimal front, achieving good spread, convergence and diversity of solutions with relatively low computational requirements.
Implementation on GPUs
Run-time of evolutionary-based algorithms, and more specifically genetic programming, is a primary concern for researchers. Over the last few years, increasing attention has focused on graphic processing units (GPUs). GPUs are devices with multi-core architectures and massive parallel processor units, which provide fast parallel hardware for a fraction of the cost of a traditional parallel system. Since the introduction of the Computer Unified Device Architecture (CUDA) in 2007, researchers have harnessed the GPU for general purpose computing, and specifically, genetic programming [14, 15] , and dimensionality reduction [56] .
Most of the time of the genetic programming algorithm's execution on data mining problems is devoted to the fitness evaluation [14] , whose complexity is typically O(P × N ), where P is the population size and N is the number of data instances. Fortunately, the evaluation of the individuals of the population can be parallelized as well as their execution on each of the data instances. These approaches are known as population and data parallel, and they are able to speed up the fitness function significantly and obtain high speedups even in small data sets while also scaling efficiently to big data sets [13] , which justifies the use of GPUs.
The implementation of the fitness function on GPUs consists of three steps. First, for each individual the Genetic Programming interpreter runs the data transformation function in parallel. Second, for each data instance their projection are mapped in parallel into the new feature space. Third, the six classification and visualization measures are computed simultaneously. This process involves thousands or even millions of threads that collaborate for fast and efficient fitness computation, solving the run-time problem of the evolutionary algorithm. More specific details about the parallel implementation are out of the scope of this paper, and the reader is referred to the articles in [14, 15] for GPU implementation details.
Experimental Study
This section presents the experimental study: hardware setup, data sets, and algorithms. Details about the data sets, experiments, and user-interactive online 3D browsing of data sets projections is provided as additional material at the web http://www.uco.es/grupos/kdis/wiki/MOGPFEV
Hardware Setup
The experiments were run on a machine equipped with an Intel Core i7-3820 and 12 GB DDR3. The video cards were two dual-GPU NVIDIA GTX 690 with 4 GB GDDR5. Each GTX 690 had two GPUs with 1,536 CUDA cores, adding up 4 GPUs and 6,144 CUDA cores. The host was GNU/Linux Ubuntu 12.04 with CUDA 5.0. Table 1 summarizes the information of the data sets used in the experimental study. These numeric data sets were collected from the KEEL [2] and UCI repositories. Balanced data sets comprise binary and multi-class data, low and high number of dimensions and instances. Imbalanced data sets comprise two classes and they are depicted by means of the imbalance ratio (I. Ratio), which represents the ratio of size of the majority class (negative) to minority class (positive). These data sets outnumber studies in similar works as reviewed in Section 2, increasing the number of data sets and their dimensionality as measured by the number of features and instances. Specifically, the largest data set addressed in the literature contains only 11k instances whereas our largest data set contains up to 58k instances. It is very important to note that it is difficult to address big data due to the computational complexity of algorithms, e.g. Kernel PCA is O(n 3 ) time complex and requires O(n 2 ) memory, which limits their application to high-dimensional data. Therefore, it is not feasible to address even larger data comprising millions of instances because the algorithms in the comparison will not run.
Data Sets

Algorithms
The algorithms used in the experimental study were collected from the WEKA and RapidMiner software tools, D. Cai's [9] and L. van der Maaten's [52] online repositories of algorithms for dimensionality reduction.
Algorithms are applied to the original data to obtain the new subspace of features in R 3 , so that it is visualizable using 3D rotations. Classification results are obtained from the KNN classifier in the R 3 subspace using the stratified 10-fold cross-validation procedure. The KNN has been commonly employed in data visualization research [3, 53] . The motivation is due to its distance-based classification behavior that fits the formulas from visualization measures in a natural way, which are also based on distance-based clustering properties. Specifically, a value of k = 3 was employed because it obtained the best results in the majority of data sets with low deviation. The algorithms run for the comparison are the following:
1. KSR: Kernel spectral regression [10] .
Parameters: regulation parameter 0.01, Tikhonov regularization, Gaussian kernel.
2. LDA: Linear discriminant analysis [27] . Parameters: number of components 3. 3. LSDA: Locality sensitive discriminant analysis [11] .
Parameters: Gaussian kernel, beta 0.1. 4. MDA: Multidimensional analysis [7] .
Parameters: number of components 3. 5. GHA: Generalized hebbian algorithm [50] .
Parameters: number of components 3, learning rate 0.01. 6. ICA: Independent component analysis [16] .
Parameters: number of components 3 , alpha 1.0, tolerance 1.0E-4. 7. PCA: Principal component analysis [48] .
Parameters: number of components 3. 8. KPCA: Kernel principal component analysis [51] .
Parameters: Radial kernel, kernel gamma 1.0. 9. RP: Random projection [28] .
Parameters: number of attributes 3 10. SOM: Self-organizing map [39] .
Parameters: number of dimensions 3, net size 30, train rounds 30, learning rate 0.8-0.01, adaption radius 10.0-1.0.
MMGP: Multi-dimensional Feature Extraction using
Multi-objective Genetic Programming [59] . Parameters: number of dimensions 3, population size 200, max depth 50, subtree preservation prob 0.2.
Finally, MOGPFEV has been implemented in the JCLEC software [12] and its main parameters are shown in Table 2 .
The parameter values were obtained through a sensitivity analysis on a subset of data sets. The maximum tree depth was set to 50 to allow generating complex feature extraction transformations for those more difficult data sets with higher number of features. Moreover, MOGPFEV was run 10 times for each fold and the average results for 100 executions are shown. One-point subtree crossover Crossover probability 0.9 Mutation operator Subtree mutation Mutation probability 0.1 Functions { + , -, * , / , power , log } Cross-validation 10 times 10-fold CV (total 100 runs)
Results
This section presents and discusses the experimental results. First, the classification and visualization results for balanced data sets are compared. Second, the results for imbalanced data sets are compared. Third, an overall comparison to determine the optimal trade-offs for all the measures and algorithms is performed. Fourth, the convergence of the evolutionary algorithm is analyzed. Finally, the visualization of the data transformations in the 3D subspace is discussed and examples are provided. In order to evaluate whether there are statistically significant differences in the performance of the algorithms, the Wilcoxon rank-sum non-parametric statistical test [55] is used to validate pairwise comparisons among the algorithms [29, 31] . Table 3 shows the classification performance in terms of the accuracy, AUC and kappa results for balanced data sets, which are to be maximized. Results reported are the mean values from the 10 runs of the 10-fold cross-validation test for the data sets (rows) and methods (columns). The first column represents the results over the original high-dimensional data, whereas the rest of the columns show the results for the different methods. The two bottom rows show the average values and ranks of the algorithms. Ranks are based on the Friedman's M statistic [29] . The rank r ij of an algorithm i on a data set j is the sorted index of the results of the algorithm i as compared with the rest of the algorithms for the data set j. Finally, the rank r i of the algorithm is calculated as the mean of the ranks for all data sets. Table 3 results indicate that MOGPFEV obtains the best accuracy on 13 data sets, the best AUC on 11, and the best Kappa on 12 data sets. KSR obtains the second best results, followed by MMGP, but their ranks are significantly distanced from MOGPFEV. On the other hand, Kernel PCA achieves the worst results among all the algorithms, with average and rank values significantly worse. Table 4 shows the results for the visualization measures in terms of the C-Index, Davies-Boulding, and Dunn's index for balanced data sets. KSR obtains the best mean and rank results for visualization but they are very close to MOGPFEV. Ranks differences between these algorithms on visualization measures are not significant. This is very important because it means that metrics evaluating visualization report similar results, whereas rank differences in classification performance are much more significant. In other words, pairwise differences between MOGPFEV and KSR are small in terms of visualization performance but are significantly larger when referring classification. Therefore, when considering a trade-off among the metrics for the two algorithms, MOGPFEV is preferred, as also later discussed. On the other hand, Kernel PCA and Self Organizing Maps are shown to achieve the worst results.
Balanced Data Sets
Imbalanced Data Sets
Previous section evaluated classification and visualization performance on balanced data sets. However, the true challenge and difficulty happen on imbalanced data, where data distribution skews significantly affect the performance of algorithms. Table 5 shows the AUC and kappa results for imbalanced data sets. Accuracy is not considered since it is an unreliable metric for imbalanced data. The number of data sets in which MOGPFEV achieves best results (14 of 20) is increased when compared to balanced data sets. Morever, the ranks are improved, obtaining larger differences when compared to the other algorithms. Therefore, MOGPFEV also achieves good performance on imbalanced data sets, whereas other methods such as KSR are shown to decrease performance on such type of data. On the other hand, and similarly to balanced data, Kernel PCA obtains the worst results. Table 6 shows the C-Index, Davies-Boulding, and Dunn's results for imbalanced data sets. In this scenario, it is shown that visualization measures are significantly better for the proposal MOGPFEV, outperforming the results of KSR and MMGP. In comparison with the balanced data experiment, where MOGPFEV and KSR obtained similar results but in favor of KSR, results on imbalanced data are clearly in favour for MOGPFEV.
Statistical Analysis and Overall Comparison
To evaluate whether there are significant differences in the results of the algorithms, the Friedman test is performed. This non-parametric test is applied to rank the algorithms over the data sets according to the χ 2 distribution. The results of the test when applied to the performance results, indicate significant differences in the performance of algorithms with p-values lower than 0.05, i.e., having a statistical confidence higher than 95%. Thereby, we apply the Wilcoxon test to evaluate where there exists such differences. The Wilcoxon test is a pairwise non-parametric test that detects significant differences between the performance of two algorithms. It computes two sums of ranks, R+ and R− depending on the difference between two algorithms. If the results of the minimal of both rankings is below a certain critical value for a level of significance α, then the algorithms are significantly different. The use of the Wilcoxon test is recommended for pairwise comparisons in classification and evolutionary computation [19, [29] [30] [31] . Table 7 shows the results of the Wilcoxon rank-sum test to compute pairwise comparisons between MOGPFEV and the other methods. Results indicate the p-values of the statistical test. Bolded results show significant differences in the results of the algorithms with p-values lower than 0.05, i.e., significance levels higher than 95%. MOGPFEV obtains statistically significant better results than the majority of algorithms, both on balanced and imbalanced data. KSR results on balanced data sets are statistically similar than those from MOGPFEV. However, their performance on imbalanced data is significantly different and MOGPFEV achieves best statistical confidences.
These results show the intrinsic multi-objective conflicting behavior of classification and visualization measures. Therefore, it is necessary to compute some overall results which show an overview and trade-off of the results from the six measures evaluated. Table 8 collects the ranks the algorithms for the different measures and data types considered. Therefore, the average rank and the meta-rank of the algorithms (the rank of the ranks) are computed and shown in the two bottom rows. MOGPFEV is shown to achieve the best average rank and the best meta-rank, followed distantly by KSR, which achieves the second best results, and MMGP, third best. This proves the best overall performance of MOGPFEV. On the other hand, Kernel PCA and Random Projection obtain the worst results.
Convergence analysis and Pareto front distribution
MOGPFEV is a multi-objective genetic programming algorithm. Therefore, it is also necessary to analyze the fitness evolution of the solutions along generations in order to observe improvements in the multiple quality measures. Table 9 shows the results of MOGPFEV on the segment data set, as a sample of the 42 data sets, along generations of the experiment run. Results at generation 0 show the classification and visualization measures using the initial population. Results quickly improve in early generations as the algorithm iterates to find better solutions using the genetic programming operators. The process converge to a stable solution which attempts to optimize and achieve a trade-off among all the objectives.
It is also interesting to analyze the distribution of the individuals in the Pareto front to see whether classification and visualization are conflicting objectives. Figure 6 shows the Pareto distribution on the segment data set by comparing the accuracy with each of the three visualization metrics. As observed, most of the individuals achieve high accuracy and they are distributed along the domain of the visualization metrics. There are also few individuals which obtain very good visualization values but their accuracy are significantly worse and unacceptable for classification.
Similarly, Table 10 shows the six best solutions for each objective on the segment data set, in order to analyze and compare how different are best solutions for individual objectives. It is observed that solutions #2 and #4 score best in 3 objectives. Comparing these two solutions, it is observed that #4 achieves better C-Index and Dunn values than #2, then this solution is preferred and selected.
Visualization results
3D transformations are difficult to represent in this document. Therefore, user interactive 3D browsing of data sets transformations and projections is available at the website http://www.uco.es/grupos/kdis/wiki/MOGPFEV The reader is referred to this link to visualize data transformations for all the algorithms and data sets. Figure 7 shows a sample of the visualization of the segment data set (14 attributes) transformed into 3 dimensions, using 2D projections partial views. Figure 8 shows the 3D representation as available in the website, the user can interactively rotate the data visualization to see the accurate discrimination on the subspace of features.
MOGPFEV and KSR demonstrated best performance on the experimental study and both show an insteresting behavior when visualizing the data sets projections. For some data sets, these methods find more optimum transformations on 1D and 2D instead of the allowed 3D subspace. Specifically, MOGPFEV identifies four data sets in which the 2D projection is preferred rather than the 3D (abalone19, glass4, shuttle-0-4, and wisconsin). On the other hand, KSR makes 3D projections for 9 data sets, 2D projections for 2 data sets, and 1D projections for 29 data sets. According to equations for visualization measures in Section 3.4, inter-class distances are to be maximized and intra-class distances are to be minimized. In other words, distances between instances from the same class are desired to minimize in the new subspace, whereas distances between instances from different classes are desired to be maximized. This improves the discriminability between classes in the new features space. However, distances on 2D spaces are a priori shorter than on 3D spaces. Thus, given equally accurate classifications, 2D spaces may gather instances closer, and therefore visualization measures are valued better.
This behavior is feasible for MOGPFEV since the contextfree grammar used for individual representation allows that a dimension can be a constant value, or indirectly, the result of the mathematical expression can be also a constant value. In such scenarios, the algorithm selected the solutions with 2D projections rather than the 3D projections because their fitness values (measures of the six objectives to evaluate) were strictly better. Nevertheless, the grammar can be easily edited by the user to change or remove this behavior, depending on the desired projections. This provides high flexi- Imbalanced Data Sets AUC 0.0036 6.29E-5 9.53E-5 1.67E-4 5.34E-5 1.90E-6 1.90E-6 3.81E-6 1.90E-6 3.81E-6 9.53E-6 1.90E-6 Kappa 0.0192 6.29E-5 9.53E-5 1.33E-4 1.50E-4 1.90E-6 3.81E-6 3.81E-6 1.90E-6 1.90E-6 2.67E-5 1.90E-6 C-Index 1.90E-6 0.0214 2.67E-5 4.82E-4 1.90E-6 1.90E-6 1.90E-6 1.90E-6 1.90E-5 1.90E-6 2.67E-5 1.90E-6 Davies-Bouldin 1.90E-4 ≥ 0.2 1.90E-6 5.72E-6 1.33E-5 3.81E-6 1.90E-6 3.81E-6 1.90E-6 1.90E-6 1.90E-6 1.04E-4 Dunn 5.72E-6 0.0136 5.72E-6 1.33E-5 1.33E-5 1.90E-6 3.81E-6 3.81E-6 3.81E-6 3.81E-6 3.81E-6 8.05E-5 bility to the algorithm to generate data transformations with any number of dimensions and any type of mathematical expressions, attending to user requirements and limitations.
Conclusion
In this paper we introduced a Pareto-based multi-objective genetic programming algorithm for feature extraction and data visualization. The algorithm considered the intrinsic multi-objective nature of this task to provide good transformations from high-dimensional data to lower-dimensional subspaces of features. The multi-objective fitness function was designed to consider six different classification and visualization measures as objectives of the evolutionary algorithm. The NSGA-II evolutionary process conducted the evolution of the population to obtain solutions which achieve good Pareto front and trade-off among the quality of the multiple conflicting objectives. Experiments carried out over 22 balanced and 20 imbalanced data sets demonstrated the good performance of the algorithm in terms of obtaining accurate classification and good visualization measures on the projected subspace of new features. Experimental results show the flexible representation of the data transformation and the good performance achieved. The results were validated using non-parametric statistical tests, which support better performance of the algorithm than other ten algorithms used in comparisons. The convergence and the Pareto front distribution among the objectives were also analyzed.
