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Let N be the set of rows of a positive semidefinite symmetric matrix, and denote by d(X), 
X E N, the determinant of the submatrix with X as the set of its rows and columns. It is proved 
that d(X) - d(Y)ad(XU Y) - d(Xn Y). Some combinatorial applications of the inequality are 
also given. 
1. Let N be a finite set. A real function d(X) on the set 2* of all subsets XC N is 
said to be multiplicative submodular if d(X) - d( M 2 d(X C Y) . d(Xf7 Y) for all 
X, YEN (and submodular if in this inequality the multiplications are replaced by 
the additions). For example, the rank function of a matroid is submodular. Here 
we prove the above inequality if N is the set of rows of a real symmetric positive 
semidefinite matrix and d(X) is its principal minor whose rows and columns 
are indexed by X. Some combinatorial applications of the result are given. 
2. Let S be a real symmetric square matrix of order n b 2 and N = {l, 2, . . . , n). 
Given non-empty subsets X, YEN let Sx,, denote the submatrix of S which is 
obtained by deleting from S all the rows indexed by N\X and all the columns 
indexed by N\ Y. For any Xc N we put S, = S,, and 
det Sx if Xf $4, d,(S)={ 1 if xqj_ 
we write dx(S) instead of dNix (S); the transpose of a matrix A is denoted by A’; 
E, denotes the identity s x s matrix. 
Theorem. Given a real symmetric matrix S the inequality 
d,(S) - d&W &w(S) * &mW (1) 
holds in the foollowing two cases: (a) lX\YI = IY\Xj = 1, and (b) S is positive 
semidefinite. In both cases the equality in (1) occurs if and only if either both sides 
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of (1) vanish or dxnu(S) # 0 and 
S -S x\Y.Y\x - x\u,.xnu * (SxnY)-’ ’ &ny.y\X- 
Remark., The example 
X=(1,2} and Y=(3) 
shows that (1) can fail if neither case of the Theorem occurs. 
Lernmra 1. (i) For any positive semidefinite matrix 
we have 
det Tsdet F’ - det R. (3) 
(ii) If T is positive definite, then the equality in (3) occurs if and only if Q = 0. 
Proof. Inequality (3) for positive definite matrices T is well known (see, for 
example, [ 1, Ch. 2, 9lOn. Moreover, one can easily derive assertion (ii) from the 
proof of (3) in [ 11. Inequality (3) for positive semidefinite matrices can be deduced 
from that for positive dIefinite ones by the limit process, q 
Proof of the ‘Ilworem. Without loss of generality we can assume that X= 
(I.2 ,.... k,k+l,..., m}and Y={l,2 ,..., k,m+l,..., n),whereOakGmc 
n. Then 
where 
A = Sxny3 B’ = Sx\u.xnw C= Sxnu,v\x, F= Sx\y.ypp (4) 
Sine. froth sides of (1) are polynomials in entries of S, it is sufficient to prove (1) 
for matrtces S ‘in general position’, i.e. for a subset of matrices dense in the set of 
all symmetric matrices, in case (a), and all positive definite matrices, in case (b). 
Therefore we cam assume the matrix A to be nondegenerate. It is easy to see that 
for 
-A-‘B -A-‘C 
0 
k-m 
we have 
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where ‘I’= 
D-B'A-'B F-B'A-'C 
-C’A-‘B (5) 
and &(S) = &(Z’SZ) = D M,cxnu,(T) - det A for any subset Mr N containing 
X n Y. This enables us to restrict ourselves to the case Xf7 Y = $3. Now (1) is 
evident in case (a), and in case (b) it follows from avertion (i) of Lemma 1. 
The equality in (1) occurs if and only if both sides of (1) either vanish or equal 
the same non,-zero number. Taking into account assertion (ii) of Lemma 1 we 
obtain that the latter case occurs if and only if the off diagonal block (F- 
B’A-‘C) of the matrix ‘I’ in (5) is the zerL matrix. By virtue of (4) this condition 
coincides with (2). 0 
3. Now we discuss ome combinatorial applications of inequality (1). Let G be an 
undirected graph [2] without loops, VG =(i~~, u2, . . . , v,l be the set of vertices 
and EG be the set of edges of G. Denote by KG = (kj) the n x n matrix such that 
ki is the degree of Ui (that is the number of edges inci&nt to Ui) and (-ki,), i # j, is 
the number of (parallel) edges connecting t+ and or. 
A subgraph F of G is called a spanning forest of G if F has no cycles and 
VG = V.E A connected spanning forest of G is called a spanning tree of G. Two 
spanning forests A and B of G are distinct if EA # EB. Let t(G) denote the 
number of distinct spanning trees of G. Given XE VG denote by fx(G) the 
number of spanning forests F of G with 1x1 components, each of which meets X, 
and by t,(G) the number of spanning trees of the graph Gx which is obtained 
from G by identifying all the vertices from X. It is well known (see [2, Theorem 6, 
Ch. 16J) that t(G) = d”(KG) for any 2, E VG. It is easy to see that f,(G) = tx(G) = 
dx(KG) for any non-empty subset X E VG and det KG = 0. So KG is positive 
semidefinite and we have 
Co~Npry. f,(G) - fyiG)~f,,,(G)fx,,(G) for any X, Y G VG. 
4. Let K,, denote the complete graph with n vertices. Given subgraph G c K,, let 
K,,\G denote the graph with V(&\G)= VK,, and E(K,,\G) :;= EK,\EG. Let 
Kx( t, 6) = dX(tE - KG) and K(t, G) = K@( t, G) for XE VG. It was proved in [4] 
that 
t(K,\G) = r~“-‘-~K(n, G) where s = IVG( s A. (6) 
Given disjoint graphs G and H denote by Gx 0 yH the graph obtained from G 
and H by identifying x E VG and y E VH. It was proved in [4] that 
K(t, Gx 0 zH) - K(t, Gy 0 zH) 
=(KY(f, G)-K”(f, G))(tK’(t, H)-K(t, H)) 
and if t is a non-isolated vertex of M, then 
rK’(& H) > K(t, H) for all t > aH 
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Fig. 1. 
where CXH is the greatest eigenvaluc of KH. Since aH 6 ]VH] [3], formulae (6), 
(7) and ((3) imply that r(K, \ Gx 0 zH) >(resp. =) r(K, \ Gy 0 zH) if and only if 
AV,(n, G)kKY(n, G)-K”(n, G)>(resp. =)O. So it is of interest to compare the 
vertices x of G by their polynomials K”(t. G), that is, to determine the sign of 
A,,(r G). It was shown in [4] that the following inequality is useful for such a 
comparison: 
K”Cf, H) - K’(t, H)a KXY(f, H) * K(t, H). (9) 
Now this inequality is a particular case of (1). 
HeIre is an example of where (9) is used for this purpose. Denote by xFy a 
graph1 F with an ordered pair of distinguished vertices x# y. We write xFy - UHV 
iff K(r, F) = K(r, H), K’(t, F) = K”(r, H), Kv(t, F) = K"(r, H) and KxY(t, F) = 
K”“(r, H). 
&2y,(fr Z-ZU 0 x,F,yr 0 x&y2 0 xx&y3 0 oL) 
= W(r, F,)K’(t, F,) - K”‘(r, F,)K(t, F,))A,,,,(t. Hu 0 x2Fzyz 0 uL). 
From (9) it follows that the signs of AX,,,(P) and AXzY,(Q) for graphs P and Q in 
%z. 1 :ue the same. Thus we may determine the sign of A,..Y2 for the graph P by 
dett -v,ning the sign of A_ for the simpler graph Q. 
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