We consider the existence of homoclinic orbits for a first order Hamiltonian system i = JH,(t, z).
INTRODUCTION
In this paper we consider the first order Hamiltonian system i(t) = Jff,(t, z(t)), WS) where . = d/d& z = (z,, . . . . zZN) E lRzN, and H(t,z)~C1(RxRzN, R). We denote by (., .) the standard inner product in RZN and throughout this paper we assume H(t, z) has the form H(t, z) = $(Az, z) + W(t, z), (0 Under the above conditions, we study the existence of (nontrivial) homoclinic orbits emanating from 0. In other words, we consider the existence of solutions of (HS) such that z(t) + 0 as ItI + 00.
(0. 2) We remark that 0 is an equilibrium point of (HS). The existence of homoclinic orbits is studied by Coti-Zelati, Ekeland, and S&C: [2] and Hofer and Wysocki [6] . More precisely, under the conditions of (A), (Wl), (W2), (W3) with a=~, and (W4') there is a k, > 0 such that I w;(t, z)l <k, IzI~-~ for all (t, z) E R x R2N, and strict convexity of W(t, z) with respect to z, [2] used a dual variational formulation and obtained the existence of homoclinic orbits. On the other hand, [6] studied (HS) under conditions (A), (Wl), (W2), (W3) with c( = p, and (W4'). They used first order elliptic system and nonlinear Fredholm operator theory and obtained the existence of a homoclinic orbit. See also [l, 5,9-121 for similar problems for second order Hamiltonian systems. We remark that (W4) is a weaker condition than (W4') under the conditions (W2) and (W3).
In this paper, we take another approach to this problem. We study the convergence of subharmonic solutions to a nontrivial homoclinic solution; that is, we consider 2rcT-periodic solutions zr(t) ( TE N) of (HS), which possess some minimax characterization, and try to pass to the limit as T+ 00.
In the case where A satisfies (A') A is a 2N x 2N symmetric matrix such that cr(JA)ni [W#@, the behavior of (~~(2))~~~ as T-+ co is studied by Rabinowitz [7] and Felmer [4] . They showed llzT(t)llP -+ 0 as T+co (0. 3) under suitable conditions on kV'(t, z) and eigenvalues of JA. Under the assumption (A), we remark that 0 E [WZN is a hyperbolic point of (HS) and (0.3) cannot take place in our setting of the problem (see Proposition 2.8 below). The main purpose of this paper is to prove the following theorem, which is in contrast to the result of [4, 7] and also ensures the existence of a homoclinic orbit of (HS).
THEOREM 0.1. Assume (A) and (Wl )-( WS). Then there is a sequence (zT(t))TGN c C'((w, IW2N) of solutions of (HS) such that (i) zT(t) is a 27tT-periodic solution of (HS); (ii) there are constants m, M> 0 independent of TE N such that md z,)-H(t,z,) dt<M; 1 (iii) moreouer (zT(t))TEN is compact in the following sense: for any sequence of integers T, -+ co, there is a subsequence (T,,,) and a (nontrivial) homoclinic orbit z,(t) emanating from 0 such that
Remark. In the case where W(t, z) does not depend on t E Iw, the conclusion of the above theorem holds without assumption (W4). That is, THEOREM 0.2. Assume (A), (Wl)-(W3), (W5), and W(z) is independent of t E [w. Then the conclusion of Theorem 0.1 holds.
We also remark that the convergence of 2nT-periodic solutions to a nontrivial homoclinic orbit is obtained for a second order Hamiltonian system by Rabinowitz [lo] and our work is largely motivated by it.
The proofs of Theorems 0.1 and 0.2 are given in the following sections. In Section 1, we deal with 2xT-periodic solutions of (HS); we introduce a variational formulation and minimax procedure and we prove the existence of 2rrT-periodic solutions z,(t) of (HS). At the same time, we obtain uniform estimates (from above and from below) of corresponding critical values. In Section 2, we get uniform estimates of z*(f) and pass to the limit as T--f cc and complete the proofs of Theorems 0.1 and 0.2. Finally in Section 3, we give a proof to Proposition 1.1; we study properties of the operator J(d/dt) + A, especially the LP-boundedness of some projection operators related to J(d/dt) + A. These properties are used in Sections 1 and 2 without proof. There is one-to-one correspondence between solutions of (HS:T,K) and critical points of the functional where the quadratic form z w (@ 2,+, z)ZnT is positive (resp. negative) definite on EAT (resp. EGO). We denote by P&T: Eanr + EkT (1.6) the corresponding orthogonal projections. Then we have
for all z E EZnT.
We can see
The following properties of E2nT and P&T are proved in Section 3. Then EZnT = Hi/,'= and there are constants cO, cb > 0 independent of TE N such that co II&$< llZlIE2nT< cb llzllH;fT (1.8) for all z E E2nT.
(ii) For any p E [2, CD), there is a constant cp > 0 independent of TE N such that IIZII L& G cp Ml Eznr forall z E E2nT.
( 1.9) Moreover, the embedding EznT + L& is compact for all TE N and PE CT co).
(iii) For any p E (1, oo), there is a constant C, > 0 independent of TE N such that IIp2',TzII L&G c, llzll L& for all z E ElrrT.
(1.10) By (1.7) and (ii) of Proposition 1.1, we have Z,,(Z)E C1(E2nT, R). Moreover we have the Palais-Smale compactness condition. This condition is required when we apply minimax methods to Z,,(z). (1.11) Thus we get the right hand side inequality of (1.12).
(ii) By (1.12) and (1.9), we have the right hand side inequality of (1.13). To get the left hand side inequality, we observe for l/p + l/q = 1 lIP,fTcp II LgT (j-1" l(J;+A)
Hence we have
We remark that e, # 0 follows from Lemma 1.4. 
UNIFORM ESTIMATES AND LIMIT PROCESS FOR zr(t)
In this section, first we get an L" estimate of zT K(f)r which is independent of TE N and K > 1. That is, we see for sufftciently large K0 B 1 that zT, Kn( t) is a 2rcT-periodic solution of the original equation (HS : T) for each TE IV. Second, we establish further uniform estimates of zT,+(t) and pass to the limit as T + co and complete the proof of Theorems 0.1 and 0.2.
In what follows, we denote by C, C,, C, , . . . . various constants which are independent of TE N and K > 1.
Uniform L" Estimates of ~=,~(t)
Let ~~,~(t) be a 2xT-periodic soluton of (HS :T, K) obtained in Proposition 1.7; especially we have Before giving a proof of Lemma 2.3, we give a remark. Let F, (resp. F,) be a stable (resp. unstable) subspace of R2N of the flow defined by i = JAz. By the assumption (A), we can see for all TE N and K> 1.
Proof: In case W(z) is independent of t, so is W,(z) by its definition. Since ~~,~(t) is a solution of (HS:T,K),
does not depend on t.
As in the proof of Lemma 2.2, we have In what follows, we fix such a K,>, 1 and denote zT,+,(t) by zr(t), and consider the behavior of zT(t)=zT,KO(t) as T-r co. We remark here that (i), (ii) of Theorems 0.1 and 0.2 hold for m = mK,. In the following subsections we prove (iii) of Theorems 0.1 and 0.2.
Uniform Estimates of IJz,(t)l/E2nT and JIzT(t)JILs,,
In this subsection, we get some uniform estimates for zT(t) =~~,~,,(t).
Using these estimates, we can pass to the limit as T+ co.
IlZTll EZnT G c, for all. TE N.
Proof: As in the proof of Lemma 2.2, we have
Thus by (W3), we get We get (2.16) from the above estimate and (2.3). 1
Next we obtain a uniform estimate of ((zT(jL;r from below. By Corollary 2.5, we can extract a subsequence from any given sequence of integers T, + co-we still denote it by T,-such that ZT" = z,"(t + 2771,) -+ z, (t) in C :,,( R, V), (2.19) where z,(t) E C'(R, R2N) is a solution of (HS). The following Lemma 2.9 completes the proofs of Theorems 0.1 and 0.2. Letting R + co, we get z,(t)E Lp(Iw, (W2N) for PE [2, 00) . For p= co, (ii) follows from (2.20).
(iii) Since z,(t) is a solution of (HS), we can write for some z0 E R2N. By (ii) and (2.14), we have z,(t) E L2(R, LPN) and W,,(t, z,(t)) E L2(R R29 By (2.7) we see s cc e('-r)-'a~uJWKoz(~, z,(t)) dz E L2 (R, iR2N) . f
On the other hand, we have erCJA) z0 4 L*( R, R"") for z,, # 0. Thus z0 = 0 follows from (2.21). Therefore we can easily deduce from (2.21) that z,(t)+0 as ItI + co. We also have l14~)l12;n,= 2nT 1 lai12. 
. t,'(e). We remark
A;(-e)=n;(e), (3.6) and t;(-e)=m (3.7) for all 0 E R and k = 1, .,., N. we estimate the right hand side instead of the left hand side. We rely on the following SteEkin's theorem (Theorem 3.5 of [3] ). In what follows, we see the right hand side is finite (clearly it is independent of TE N ). We deal with only " + " case. The case "-" is treated similarly. First we prove sr IdQ,+/del de< co.
Since Q,' . is a projection operator corresponding to -iflJ-A, it is also corresponding to -iJ-(l/e) A. By Lemma 3.1, we can find constants a, b > 0 independent of 8 E [ 1, co) such that Using the representation where y' is a cycle in {z E C ; Re z > 0} surrounding the set {A:(0); k= 1, . . . . N, 10 < l}, we obtain Jl I ' de,t dB<co. Thus we obtain (3.17). 1
