We have modelled the effect of microsaccades on retinal responses to achromatic borders and lines using physiologically realistic parameters. Typical microsaccade movement sequences were applied to the retinal image of stationary spatial contrast patterns as projected on the foveal cone mosaic after being passed through the optical transfer function of the eye. The resulting temporal contrast modulation over a cone receptive field was convolved with an analytical expression for the response waveform of primate cones (photocurrent: [Schnapf,
Introduction
Since the earliest studies in the 1950s, it has been realised that any eye movements may be useful in counteracting visual fading, i.e., the gradual disappearance of retinally stable images due to the transientness of neural responses (Gerrits & Vendrik, 1970; Krauskopf, 1957; Riggs & Ratliff, 1952; Riggs, Ratliff, Cornsweet, & Cornsweet, 1953; Sharpe, 1972) . This is true not only of the large, gaze-shifting saccades, but also of the very much smaller ''fixational movements'' occurring between saccades (Barlow, 1952; Ratliff & Riggs, 1950) . The neural consequences and possible functional role(s) of tremor, drift and microsaccades (see e.g., Carpenter, 1988; Ciuffreda & Tannen, 1995) , have recently attracted renewed interest (Engbert, 2006; Martinez-Conde, Macknik, & Hubel, 2004) . They have been shown to elicit or modulate responses in monkey LGN, V1, V2 and V4 (Leopold & Logothetis, 1998; MartinezConde, Macknik, & Hubel, 2000 , whereby different cell types in V1 respond selectively to different types of eye movements (Snodderly, Kagan, & Gur, 2001) . They can improve discrimination performance in ways not explicable just by prevention of visual fading (Ditchburn, 1980;  0042-6989/$ -see front matter Ó 2007 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2006.11.024 Westheimer, 1979) . Neural modelling has highlighted their potential to impart temporal structure to the activity of neuron populations, which could support binding of information from distributed signals (Rucci & Desbordes, 2003) , as well as their possibly crucial importance for the temporal coding of spatial information in the visual system (Ahissar & Arieli, 2001) .
The type of small fixational movement with the most obvious potential to perform a biological ''task'' is the microsaccade: it is neurally controlled (Steinman, Cunitz, Timbrlake, & Herman, 1967; Zuber & Stark, 1966) , usually binocular (Møller, Laursen, Tygesen, & Sjølie, 2002) , and it is affected by the direction of attention (Engbert & Kliegl, 2003; Hafed & Clark, 2002) . The spatio-temporal statistics of microsaccades may be optimal for the dual and partly conflicting tasks of providing movements complementary to drift for refreshing neural responses while restricting fixation error to acceptable levels (Engbert, 2006; Engbert & Kliegl, 2004) . The alternative view of microsaccades as ''merely a kind of nervous tic'' (Kowler & Steinman, 1980) now appears as superseded.
Until now, there have been few attempts to assess in a physiologically realistic manner what the small eye movements do to the primary retinal responses, on which all subsequent visual processing depends. One experimental study has been conducted in turtle retina, showing that simulated eye movements even of very small amplitude (tremor) activate sets of retinal ganglion cells in a synchronized manner (Greschner, Bongard, Rujan, & Ammermü ller, 2002) . We here present some results of a modelling exercise intended to clarify the effects of microsaccades on the messages that retinal cells send to the brain. The problem has become amenable to quantitative analysis thanks to the accumulation of increasingly accurate optical, physiological and anatomical data on the human eye and retinal cells.
Model
All human vision, including the perception of stationary objects, depends on contrast patterns that are continuously moving on the retina: the spatial and the temporal domains are inextricably linked in retinal signalling. A model for retinal responses must make assumptions on the spatial parameters of eye optics and retinal cell arrays, the temporal parameters of the neural responses of retinal cells, and the spatio-temporal parameters of the eye movements.
Here we calculate the activation (input) of a foveal ganglion cell (GC) under spatio-temporally varying retinal light distributions. We assume an average background illumination, homogeneous in space and constant in time, that determines the state of light-adaptation. The spatio-temporal deviations from this background (incremental or decremental contrasts) are here referred to as the stimulus. The cones in the GC receptive field relay their signals to the GC via two pathways: a center and a subtractive surround pathway. The algebraic sum of the center and the surround inputs to the GC is here termed the photoresponse of the GC, i.e., we here neglect the further transformations whereby the input is encoded into a spike train, the GC output. A basic assumption throughout is that the stimulus (contrast) is small enough to allow the use of the linear model of Donner and Hemilä (1996) . This does not as such restrict the model to a particular class of GCs, since M-cells as well as P-cells have a dominant linear response component (Derrington & Lennie, 1984; Purpura, Tranchina, Kaplan, & Shapley, 1990) , but the asumption of a very small receptive field center, on the order of a single cone, implicates P-cells (see below).
In principle, the GC photoresponse is a sum of responses to both the background and the stimulus. From this total response, however, we always subtract the constant contribution of the background light (which would be strictly luminance-invariant only under perfect Weber adaptation). In the following, all calculated photoresponses are positive or negative deviations from this, i.e., contrast responses. Formally, the model applies to any photopic luminance level, but several parameter values (most importantly the time scale of photoresponses) are luminancedependent.
Spatial parameters of the ganglion cell receptive field
The spatial sensitivity distribution of the receptive field centre (RFC) of the ganglion cell is assumed to be Gaussian,
where r oc is the effective radius of the RFC. The effective area of the RFC is defined by
It is assumed that the sensitivity profile of the receptive field surround (RFS) is also Gaussian, where r os is the effective radius of the RFS and Z s is the ratio of the sensitivities in the midpoint of the RFS and RFC, here assumed to be 0.1. The ratio of the effective radii, R = r os /r oc , is assumed to be 3. The RF strength is proportional to the product of the (peak) sensitivity in the RF midpoint and the effective area. Thus the surround/center strength ratio is
The value r oc = 1.5 lm (corresponding to 0.31 arcmin in the human eye) was selected to approximate the typical cross-sectional radius of a cone inner segment in the foveal mosaic (diameter ca. 3 lm, Curcio, Sloan, Kalina, & Hendrickson, 1990) . It is generally agreed that the functional RF of cones (their ''aperture'' measured, e.g., as angular width of the acceptance profile at half-height) is proportional to the anatomically determined inner segment cross-section, but the proportionality constant is somewhat contentious (MacLeod, Williams, & Makous, 1992) . It may be 0.5 or less under stimulation with coherent light, but appears to lie in the interval 0.75-1 for axially incident natural light (Donner, 1992; MacLeod et al., 1992; Norren & Kraats, 1989) . The value 1 would mean that all light axially incident on the inner segment is funnelled into the outer segment. Our modelling is not very sensitive to the exact value, as the cone RF is small anyway compared with the retinal line distributions and the retinal image movements we consider here (see . The effective aperture is essential for calculating quantum catch, but the distance between cone RFs is determined by the morphological cross-section of the inner segment.
Our simulations refer primarily to P cells. In the foveal and parafoveal region a P cell gets its RFC input predominantly from a single cone, although there may be weak contributions from nearby cones (McMahon, Lankheet, Lennie, & Williams, 2000; Wässle, Grü nert, Rö hrenbeck, & Boycott, 1989) . Judged by both dendritic field size (e.g., Rodieck, Binnmoeller, & Dineen, 1985; Watanabe & Rodieck, 1989) and spatial contrast transfer functions (Derrington & Lennie, 1984) , M cell RFCs are at least slightly larger at any one eccentricity. Although both the anatomical and electrophysiological measures of RF size are subject to (different) interpretational problems, they point in the same direction. Fig. 1 shows the RFC and RFS profiles when r oc = 1.5 lm, Z s = 0.1, R = 3 and K = 0.9, which are the values used in the main set of simulations.
Temporal parameters of the photoresponse of cones and ganglion cells
It is assumed that a single photon absorbed in the RFC leads to excitation of the ganglion cell U c ¼ U 1 f ðtÞ; 0 6 f ðtÞ 6 1 ð5Þ
Here U 1 is the amplitude of the single photon response and f(t) gives the shape of the response. The integrating time of the response is
We base f(t) on the linear-range flash response waveform of monkey cones reported by Schnapf, Nunn, Meister, and Baylor (1990, their Eq. (7) ) for photocurrent and successfully applied by Schneeweis and Schnapf (1999) to photovoltage:
In the main set of simulations (Figs. 2, 4-7 and 9), we used the following parameters: t r = 6.4 ms, t d = 36 ms, t p = 66 ms, and u = 0.77, which give a flash response with a time-to-peak of ca. 11 ms. These parameters would represent the highest response speed of which cones are capable, corresponding to a high photopic luminance range (ca. 3 log photopic Td or higher, see Section 4). Dark-adapted cone responses are slower, possibly by as much as 3-fold (photovoltage in whole-cell patch clamp recording: Schneeweis & Schnapf, 1999; see however, Friedburg, Allen, Mason, & Lamb, 2004; Hateren & Lamb, 2006) . In Fig. 2 , the scaled cone photoresponse f(t) = F(t)/F max , assumed to be reproduced by the GC center response, is shown as a green trace. The time courses of GC center and surround responses are assumed to be the same except that the latter is delayed by the time interval d = 10 ms (Donner & Hemilä, 1996) , the exact value of which is in fact not critical for the results (cf. Fig. 11 below) . In Fig. 2 , the RFS response is plotted as a red trace and the summed GC input as a bold black trace. We would like to point out that the qualitative conclusions do not necessarily require that cone responses be biphasic. Similar effects can be obtained when modelling is based on the monophasic cone photocurrent responses of Hateren and Lamb (2006) , provided that the surround/center strength ratio K is not too low (see Section 4).
Stimulation of a foveal ganglion cell
All the stationary stimuli used in these simulations are one-dimensional, i.e., light intensity is a function of only one spatial variable x. The excitation intensity I e (t) in the RFC is the number of quantal responses per second reaching the ganglion cell through the center pathway. According to Eqs. (1) and (2) I e ðtÞ ¼ Q
Iðx; tÞz c ðx; yÞ dx dy
where Q is quantum efficiency in the midpoint of the RFC (the probability that an impinging photon produces a quantal excitation) and I is the light intensity in units of photons m À2 s À1 . The constant background intensity I B produces a constant excitation intensity I eB = QI B A c .
When z s is substituted for z c and Qz s is substituted for Q, Eq. (8) gives the excitation intensity for the RFS, i.e., the number of quantal responses per second reaching the ganglion cell through the surround pathway. As the RFS signal is sign-reversed compared with that of the RFC, this quantity is here termed the inhibition intensity I i ,
The total photoresponse is the difference of the convolution integrals representing center excitation and delayed surround inhibition,
The RFC photoresponse to the constant background I B is
Eqs. (8)- (11) allow calculation of the relative photoresponse U(t)/U Bc to any given moving intensity distribution (note that the constants Z s , Q, and U 1 then cancel out).
Microsaccades
The model microsaccade we use is a generalized, ''typical'' representative of a class of movements that show substantial statistical variation (Engbert, 2006; Engbert & Kliegl, 2004) . It consists of four periods: the initial stationary state, a forward movement with a high constant velocity, a partial return with a lower constant velocity, and the final stationary state. Fig. 3 shows the pattern used in the simulations. The four periods are described by the following equations: , size r oc = 1.5 lm, and the Gaussian receptive field surround (RFS, red line) when the size ratio is 3. The integrated strength of the inhibitory surround is 90% of that of the excitatory centre.
Here, x v (t) is the position of centre of the retinal light distribution representing the spatial pattern considered. The velocities used in the simulations are v 1 = 2.4 lm/ms and v 2 = 0.1 lm/ms (cf. Ciuffreda & Tannen, 1995) .
Eye optics
The retinal light distributions were derived by applying to each spatial pattern the foveal line-spread function of Campbell and Gubisch (1966) for a 2.4 mm pupil:
with s = 3.5 lm.
Results
We consider responses to three simple one-dimensional, stationary achromatic contrast patterns: (1) a bright edge, i.e., a straight, sharp contrast border between two homogeneous hemifields of different luminances; (2) a straight, sharp bright line; (3) two straight, sharp bright lines, whose nominal separation, i.e., separation on the retina if they were sharply imaged, is 6 lm (corresponding approximately to two cone inner-segment diameters in the fovea). These cases are illustrated in Figs. 4-6. The most interesting result lies in the difference between the responses to one line and two lines, shown in Figs. 5 and 6, and the robustness of this is investigated in Figs. 8-10 and 12.
Bright edge
In the simulations, response contributions from RF ''slices'' at all distances x s from the RF midpoint are summed. As x v is the distance between the RF midpoint and the center of the light distribution, x = x v À x s is the distance from each slice to the center of the light distribution. Let the contrast between the two hemifields, i.e., the amplitude of the edge, be I B : when x s < 0, I = ÀI B /2, and when x s > 0, I = +I B /2. According to Eq. (13) the intensity distribution I(x, t) of the edge at time t in the position x(t) = x v (t) À x s on the retina is the error function
shown in Fig. 4a . The microsaccade shape is given by Eq. (12), but in this simulation the RF midpoint had the displacement value À22 lm (instead of zero). At the beginning of the microsaccade the RF was in the dark field. Fig. 4b shows the photoresponses of the RFC (green, equal to that of a single cone), the RFS (red) and the summed GC input (bold black trace) when the edge is moved across the RF by the microsaccade. A sharp biphasic response is followed by a minor ripple and a small standing response. The time between zero-crossings of both the positive and negative deflection of the initial response is ca. 27 ms. The much larger positive wave is practically symmetrical, peaking at ca. 13 ms after the first zero-crossing. These temporal characteristics of the initial transients are nearly identical to those of the response to the sharp onset of a (purely temporal) step of light shown in Fig. 4c . (Note that the slight difference in the position of the entire response on the time axis in panel B compared with panel C has no functional meaning, since time zero in each case is known only to the experimenter.) The final sustained activation of the GC depends on the RFS/RFC strength ratio K, here assumed to be = 0.9 (Eq. (4)). For K = 0, the GC input would be equal to the green traces in Fig. 4b and c and for, e.g., K = 0.5 roughly midway between the black and the green traces (cf. also Fig. 12 ). The step response is equivalent to a situation where an edge that is perfectly sharp on the retina crosses the RF at very high speed. The similarity of the responses in panels B and C implies that the spatial blur of the actual retinal image cannot be detected in the spatio-temporal activation pattern in the cone mosaic under a microsaccade. The forward movement of the microsaccade is represented by the propagation across the cone mosaic of a positive response wave followed by a smaller negative response wave, both spread out over ca. 20 cone diameters, and this pattern would be virtually identical for the real retinal image and the imaginary sharp edge. Thus, for images blurred by eye optics, microsaccades produce a retinal equivalent of perceptual ''motion sharpening'' (cf. Burr & Morgan, 1997; Pääkkönen & Morgan, 2001 ). In neither case, however, is the ''sharpening'' associated with truly improved resolution, only with a decreased ability to discriminate degrees of blurring.
3.2. One vs. two sharp lines: fine spatial structure translated into temporal structure of single-cell responses
The most interesting prediction of the model is that microsaccades, by making the cones scan the retinal light distribution, may be instrumental in translating its fine spatial structure into an amplified temporal structure of singlecell responses. This effect is exemplified by the difference of responses to a single straight line and two parallel, closely spaced lines assumed to be sharp in the outside world. 
A single bright line
The intensity distribution of the retinal image of a sharp bright line is given by the line-spread function Eq. (13). If the peak intensity is I B , the intensity I(x, t) at time t in the position x = x v (t) À x s is Iðx; tÞ ¼ I B exp½Àx 2 =s 2 ð 15Þ Fig. 5a shows this distribution, which we assume to be moved by a model microsaccade (see Eq. (12) and Fig. 3) . Now consider the input to a GC at point 0 with reference to the positional scale of the microsaccade. The time course of the full input response is shown as a bold black line in Fig. 5b and the RFC and RFS responses by green and red traces, respectively. Initially the peak of the light distribution is 38 lm from the RF midpoint and the periphery of the RFS gives a small negative standing response. During the microsaccade, the light peak crosses the RF midpoint twice. The rapid forward crossing evokes a fast biphasic peak quite similar to those in Fig. 4b and c. The slower return movement causes a much slower and somewhat larger wave, which is also biphasic.
Two bright lines 6 lm apart
The retinal image of a pair of sharp bright lines having the same total energy as one line but separated by a distance 2w is obtained by taking the intensity distribution of a single line (Fig. 5a ) and displacing half of it by Àw and the other half by +w:
Fig. 6a shows this distribution of light intensity when 2w = 6 lm (ca. 1.24 arcmin or two cone inner segment diameters). Because of the optical line spread, the central dip, which carries the information that there are two rather than one line, is quite small, approximately 9.7% of the peak amplitude of the distribution. Let this distribution traverse the RF as if moved by a model microsaccade (Eq. (12)). The main result, shown in Fig. 6b , is that the small spatial dip in the light pattern is translated into a relatively much larger temporal dip in the late parts of the GC photoresponse, associated with the return phase of the microsaccade. The early response, however, is still a biphasic ''spike'' similar to that elicited by a single line. Thus it carries no information about the presence of one or two lines, but could be important as a time marker for the more informative late response to the return movement. The dip in this late response makes it very different from the corresponding part of the response to a single line (Fig. 5b) . In the following we shall refer to this signature of line separation as the dip signal. Expressed as a percentage of the full peak-to-trough amplitude of the late response, the amplitude of the dip signal is ca. 40%, which constitutes a significant neural amplification of the 9.7% dip in the spatial light distribution. It is instructive to consider the spatial pattern of activation in the part of the GC array that is swept over by the stimulus during the return phase of the microsaccade. Assuming a hexagonal cone lattice, the pair of lines will cross consecutive rows of cells separated by the distance r oc p 3 % 2.6 lm. There are about 6 such cell rows within the compass of the return phase (which spans ca. 16 lm, see Fig. 3 ). The interference of responses to the fast forward and the slow return phase will be different for each of these cell rows, as the time delay between the two passages is small near the movement's turning point and longest at the row first crossed by the forward movement and last reached by the return movement. Fig. 7 shows the responses in each of these six cell rows (two in front of and three behind the ''zero row'' modelled in Fig. 6 ) to a microsaccade such as shown in Fig. 3 , moving from bottom to top. The time scale is common to all, so the fast forward movement is seen as a successive shift of the initial peaks to slightly later times from bottom to top. The edge effects notwithstanding, the propagation of the ''dip Fig. 7 . The spatio-temporal activation pattern in the GC array in response to the ''double-line'' intensity distribution (Fig. 6a) over the whole area crossed both during the forward and the return phase of the microsaccade (Fig. 3) . Each curve shows the photoresponse in one of six rows of GCs separated by 2.6 lm on the retina. This distance corresponds to rows in a hexagonal lattice with cone diameters = 3 lm. Zero on the ordinate is the same position as in Fig. 3 and that response is the same as in Fig. 6b . By contrast, the values +0.5 and À0.5 are not positional coordinates, but give relative photoresponse amplitude. During the return phase of the microsaccade, the stimulus passes the consecutive cellrows at 26 ms time intervals (since v 2 = 0.1 lm/ms in Eq. (12)). The slope of the three oblique lines in the Figure are constrained by that velocity: they illustrate the objective movement of any fixed image point on the retina during the microsaccade return phase (on the scale of the figure, the slope is 0.5/ 52 ms). The lines have been positioned by eye for best fit to the peaks and troughs that form the dip signal.
signal'' can be rather easily read by eye (hence, maybe, by the brain). The straight lines illustrate the objective movement of three fixed image points during the return phase of the microsaccade; as seen, there is a good agreement with that of the dip signal.
Bright band
One trivial difference between the light distributions in Figs. 5a and 6a is that the latter is wider than the former (from a single line). Could the dip signal depend on the width of the light distribution? To exclude this possibility we modelled the response to a bright band of width equal to the separation of the two lines (6 lm). The relative intensity of the band was chosen to be
thus equalizing the total energy of all three patterns considered. For a band of width 2w, the retinal intensity distribution is
Iðx; tÞ=I B ¼ 0:517½erfððx þ wÞ=sÞ À erfððx À wÞ=sÞ ð18Þ
Here, 2w = 6 lm.
In Fig. 8 , the full GC input response is shown for the two cases: the bright band (solid line) and the single sharp line (dashed line). Clearly, the two responses are qualitatively similar. There is no hint of a dip signal, which thus appears to be a true neural signature of line separation.
Effects of changes in model parameters
In the following, we investigate how sensitive the dip signal is to reasonable variation in the values of some central model parameters.
Changing the time scale of the entire cone response without change in waveform
The general time scale of cone responses, conveniently expressed as the time-to-peak, depend on the state of light-adaptation. Our standard value 11 ms is presumed to represent a high photopic state (see Sections 2 and 4).
In a low photopic state, human cone current responses to brief flashes recorded by ganzfeld ERG peak around 15-20 ms (Friedburg et al., 2004) . The linear-range voltage response of a dark-adapted macaque cone in a whole-cell patch clamp recording peaks around 30 ms (Schneeweis & Schnapf, 1999) . What would be the effect of such changes in time scale? Fig. 9 plots the relative amplitude of the dip signal as function of the time-to-peak of the cone response over the interval 5-22.5 ms. The cone response was assumed to retain constant shape, implying that all time parameters in Eq. (7): t r , t d and t p , were scaled up or down by the same factor. The vertical line in the Figure marks our standard response with time-to-peak = 11 ms. It is seen that the dip signal would be maximal for a somewhat slower cone response, 15-16 ms, and decreases monotonically in either direction from this maximum. At 30 ms it would be negligible.
What matters, however, is not really the absolute time scale of cones, but the ratio of microsaccade velocity (v 2 ) to cone response speed. Thus the curve in Fig. 9 could be read, conversely, as a plot of dip signal vs. microsaccade ''return'' velocity for a fixed cone response. If cone timeto-peak is fixed at 11 ms, the vertical line in the Figure  marks Nor would the shape of the curve change, if the absolute time scale of cone responses and image movement changed by the same factor. For example, if our standard model microsaccade were slowed down by half (to v 2 = 0.05 lm/ ms), the only change in the Figure would be that the numbers on the time-to-peak axis would be doubled. In other words, slower movements are optimal for slower cone Fig. 6 ) as a function of the time-to-peak of the cone response. To generate cone responses with different time scale, all the time parameters t r , t d and t p in Eq. (7) were rescaled by the same factor compared with our standard response. Thus the transformation of the response time scale was equivalent to compressing or stretching the entire time axis.
responses. This would be relevant when considering performance at lower levels of light-adaptation.
Finally, Fig. 9 also captures effects of variation in the RF size (acceptance angle) of individual cones. Enlarging the cone inner segment, e.g., by 2-fold, as if moving outwards from the central fovea, would double the time for crossing the cone RF at fixed microsaccade velocity. It should be noted, however, that the model cannot be applied to the very large cone inner segments in the far periphery by simple rescaling, because even P cells get input from more than one cone bipolar beyond 10 deg eccentricity.
Changing the decay time scale of the cone response
The interactions underlying the dip signal might be sensitive specifically to the relative time scale of the decay of the cone response. We therefore wanted to study the effect of speeding up or slowing down the decay. Due to the cosine term in Eq. (7), simple scaling of the decay time constant t d is not useful for this purpose, as increasing t d will not only slow down the decay, but also strongly increase the size of the underswing. Rather, we chose the simple solution of stretching or compressing the time axis of the cone response after peak. Fig. 10 shows the changes in dip size as function of the scaling factor. The dip signal grows from 40% to 50% as the decay time scale is extended by 20% from the value given by Eq. (7). Beyond this, it gently decreases as the decay is further slowed down. For accelerated decay, the amplitude drops from 40% to ca. 30%.
Surround-center delay
The dip signal might also be sensitive to the assumed delay d of the surround signal relative to the center signal. Our standard value d = 10 ms is an upper limit based on a comparison between several species by Donner and Hemilä Fig. 10 . Relative amplitude of the dip signal as function of accelerating or retarding the decay of the cone response. The time scale of the standard cone response after peak has been multiplied by a factor A (abscissa), implying that decay is slower to the right and faster to the left. For our standard response (Fig. 2) , A = 1. 1996) . Best estimates for macaque P cells lie in the range d = 2-8 ms (Lee, Pokorny, Smith, & Kremers, 1994; Smith, Lee, Pokorny, Martin, & Valberg, 1992) . In Fig. 11 , a simulation of the dip response for d = 4 ms (full-drawn curve) is compared with that for d = 10 (dashed line, same curve as in Fig. 6b ). The similarity of the two curves indicates that the precise value of the surround-center delay does not have much impact.
Surround/center strength ratio
How does the dip signal depend on the RFS/RFC strength ratio K, which has so far been fixed at 0.9? Fig. 12a shows a family of responses to the passage of two lines with K going from 0 to 1 in 0.1 unit steps. In Fig. 11b , the amplitude of the dip signal is plotted against K. The relative signal is largest for the strongest surround, reflecting the fact that it depends both on the biphasic shape of cone responses and surround antagonism in the GC receptive field. However, even without antagonistic surround (K = 0), about half of the maximal relative amplitude would remain. Thus, the contrast in the spatial light distribution (Fig. 6a ) would still be amplified by 2-fold in the temporal response.
Discussion

Eye movements and the temporal encoding of spatial detail
Obviously, the eye and the retina do not work like a digital camera providing the brain with a pixel-by-pixel representation of the outside world. Nature does not support simple explanations of spatial resolution, e.g., like the classical idea often attributed to Helmholtz that resolution of two stars would require that they illuminate two different cones separated by at least one ''dark'' cone (Helmholtz, 1867, p. 32 in Part II of Southall's English edition; Southall, 2000) . The retinal image is blurred by the optics of the eye, so that even in the best case the projection of each external point covers several tens of cones (Campbell & Gubisch, 1966; Donner, 1992; Vos, Walraven, & van Meeteren, 1976) . Due to involuntary eye movements, this image is continuously drifting and jumping with amplitudes spanning tens of cone diameters and velocities of even hundreds of cones per second. By a remarkable statistical tour de force, the visual system is still able to extract spatial detail down to a resolution limit even better than suggested by the grain of the ''pixel mosaic'' (e.g., Ahissar & Arieli, 2001; Westheimer, 1975 Westheimer, , 1979 .
We demonstrate that known physiological properties of retinal cones should allow temporal encoding of fine, lowcontrast spatial detail in responses of single ganglion cells to small eye movements. It should be emphasized that we are not dealing with hyperacuity as studied, e.g., with vernier stimuli. Vernier performance must depend on a comparison of signals between several ganglion cells on each side of the offset, and the quality criterion for single-cell responses is the positional accuracy they can convey. For signalling spatio-temporal position, a simple Gaussian spike burst will do (Rü ttiger, Lee, & Sun, 2002) . Our present modelling suggests a completely different phenomenon: that fine spatial detail moved by microsaccades across the RF may be represented, even in amplified form, in the temporal structure of the responses of single cells.
Interpretation of such information requires that the movement of the retinal image be regular enough to allow correlation of different segments of the response, as well as responses from many cells. This requirement is generally fulfilled by global motion as produced by eye movements, but also by artificial jittering of the entire image. Visual acuity has indeed been found to be remarkably resistant to the latter manipulation (Badcock & Wong, 1990a , 1990b Badcock, Wong, & Coutant, 1991) .
In relation to the spatial information carried by the late parts of responses to microsaccades, it is interesting to speculate on the potential usefulness of the biphasic movement pattern. The initial sharp response to the fast forward movement of the microsaccade is similar under quite different stimuli. It might in principle provide a temporal ''alert'' marker for the ensuing information-rich ''what'' signal elicited by the slower return movement.
The notion that microsaccades may support detection of fine detail is in no way contradicted by the finding that they are suppressed in ''normal'' vision while subjects perform or observe high-acuity tasks such as threading a needle or positioning an electrode (Bridgeman & Palca, 1980 , Winterson & Collewijn, 1976 . In these cases, the crucial requirement is to anchor the visual percept to an absolute external frame of reference for effective motor action. This is very different from detection or discrimination of, e.g., two lines without a fixed spatial reference frame (cf. Ahissar & Arieli, 2001) . Moreover, in the cited studies on microsaccade suppression, the angle subtended by the targets of the action did not really challenge the limits of discrimination acuity.
Cone photoresponses
From the viewpoint of physiological realism, the most important uncertainty in our present modelling may be connected with the waveform and time scale of human cone responses under natural conditions. Our choice of a biphasic response with time-to-peak % 11 ms to represent the high photopic conditions that allow the highest visual acuity is based on the following considerations.
While single-cell recordings of photocurrent (Schnapf et al., 1990) or photovoltage (Schneeweis & Schnapf, 1999) in macaque cones show biphasic flash responses with times-to-peak of 40-50 ms (current) and 30-40 ms (voltage), ERG recordings by Friedburg et al. (2004) from the intact human eye indicate that the cone flash response peaks at 15-20 ms at a low photopic mean luminance (ca. 1.8 log phot. Td). The ERG signal reflects current responses, whereas the voltage changes that actually trans-mit the visual information tend to be somewhat faster (Donner, Koskelainen, Djupsund, & Hemilä, 1995; Schneeweis & Schnapf, 1999) . Thus the human cone flash response relevant to vision must have a time-to-peak <20 ms in low photopic conditions.
Human cones in situ apparently display light-adaptation with gain decrease coupled to response acceleration up to some 2.9 log phot. Td (Hood & Birch, 1993; Seiple, Holopigian, Greenstein, & Hood, 1992) . Under the conservative assumption that response time scale shortens as the power À0.14 of adapting intensity over a 2 log unit luminance range from that used by Friedburg et al. (2004 ) (cf. Donner, Hemilä, & Koskelainen, 1998 Donner et al., 1995) , the time-to-peak in the high photopic range would be 11 ms or less.
The ERG recordings of Friedburg et al. (2004) are consistent with the idea that the current response of human cones is less strongly biphasic than the waveform of Schnapf et al. (1990) , or even monophasic, and cone responses have been modelled as monophasic by Hateren and Lamb (2006) . We still used the biphasic waveform of Schnapf et al. (1990) , Schneeweis and Schnapf (1999) in view of two differences: firstly, Hateren and Lamb (2006) model current, not voltage responses, secondly, we primarily consider a more strongly light-adapted state, where cone responses tend to become more pronouncedly biphasic (Donner et al., 1998) .
We did perform simulations also using the monophasic response of Hateren and Lamb (2006) and obtained effects that were qualitatively similar to those described here, but the optimal velocities of image movement on the retina were lower relative to cone time-to-peak. The persistence of a dip signal then depends on the surround antagonism of the GC, which can do much of the job in the absence of a negative-going cone component. A monophasic cone response would not work well together with a low RFS/ RFC strength ratio (K), however, and without surround antagonism the effect would disappear.
Ganglion cells P or M cells?
The classical vernier paradigm for studying hyperacuity has been extremely productive for many reasons, one of which is that it allows meaningful quantitative comparisons between psychophysics and retinal ganglion cell responses. Thus it has been convincingly established that M cells, despite their somewhat larger RFs and transient responses, provide more accurate positional signals than P cells over a wide range of image motion velocities, and probably underlie psychophysical vernier performance (Lee, Rüttiger, & Sun, 2005 Rüttiger et al., 2002; Sun, Rüttiger, & Lee, 2004) .
As noted above, however, the effects considered here are quite different, and we are inclined to associate them with P cells. We are modelling ''what'' signals (response structure in single cells), not ''where'' signals as required by vernier tasks. The basic reason for P attribution, however, is that the effects really require the very small, essentially singlecone, RFC of these cells. The dip signal decreases significantly when RFs are enlarged to encompass even a few cones, not because of RF size as such (which can be trivially reduced to longer microsaccade crossing times, see comments to Fig. 8 ), but because of the lack of synchrony of the responses from several cones converging on the GC. The temporal structure of the response does not entirely disappear, but the dip signal becomes much smaller and depends more erratically on movement velocity. Nor is the modesty of the sustained response in our main set of simulations a significant argument against P cell identity, as it can be rather freely adjusted by changing the RFS/ RFC strength ratio K (see comments to Figs. 4 and 12) .
The spiking response of ganglion cells
We have restricted modelling to the input signal to the GC, showing what information may be present prior to the possibly complex (and noisy) translation of the input into a spiking output. Even neglecting noise, there is a simple reason why the output cannot faithfully reproduce the temporal structure of the input. Frequency modulation of a spike discharge necessarily involves some degree of rectification, as the operating range has an absolute lower limit in the zero discharge level (complete silence). Yet, this is hardly a major problem for representing the temporal structure of the input in the spiking output of GCs. Firstly, every on-center GC has an off-center companion (Wässle et al., 1989) , to which the responses shown in our figures will appear with opposite sign. Negative-going deflections will raise the discharge rate in these cells. Secondly, even in on-center cells the dip signal would mainly downmodulate a previously upmodulated discharge rate and only occasionally hit the zero line (Fig. 11 ).
Cone and ganglion cell response kinetics
It is worth noting that the dip signal lies in the 10 Hz frequency range, where the temporal contrast sensitivity of ganglion cells (both P and M) is near-maximal at medium and high photopic light levels (e.g., Purpura et al., 1990; Lee et al., 1994) . This highlights the intriguing fact that the temporal response of retinal GCs and the whole visual system appears to be systematically slower than that of cones (cf. Donner et al., 1998; Rovamo, Raninen, & Donner, 1999) . The derived impulse responses of both P and M cells in the macaque at high photopic luminance (3.3 log monkey phot. Td) are biphasic like the cone response used here, but peak as late as 25-30 ms (Lee et al., 1994) . This is slower than the human cone flash response even in low photopic conditions (Friedburg et al., 2004) , and we have argued above that the time-to-peak should be near 10 ms in high photopic conditions. Rovamo et al. (1999) have previously noted the discrepancy between the fast flash response of primate cones and the slower impulse response derived from temporal contrast transfer (flicker sensitivity) functions measured either psychophysically or in macaque ganglion cells at corresponding mean luminances. Can there be any sense in having cones that are ''faster than vision''?
We tentatively suggest that such ''excessively'' fast cone responses are functional within the retina for transforming fine spatio-temporal detail into temporal modulation of neural responses at frequencies useful to the rest of the visual system. To use a simile, intraretinal processing might work at a higher clock frequency than apparent from the frequency response at the retinal output or the perceptual level. Conversely, it would be costly and probably of little biological value for the organism to retain temporal information up to the highest frequencies that can be handled by the cones.
Concluding remarks
Of the three classes of small fixational eye movements that together cause continuous image motion (microsaccades, drift and tremor) we have here chosen microsaccades for modelling effects on retinal performance. The neural control and general binocular coordination makes them primary candidates for a functional ''purpose'' (cf. Section 1). Work on their statistics has led to the strong suggestion that microsaccades are ''motor acts optimized to enhance visual perception and to control fixation errors'' (cf. Engbert, 2006; Engbert & Mergenthaler, 2005) . To this, we now add that retinal responses elicited by microsaccades may carry information essential for seeing fine spatial detail, where retinal contrast is low due to optical blurring.
The information-rich late parts of our modelled responses depend on the slower return phase of the biphasic microsaccade. Self-evidently, other eye movements with suitable velocities, i.e., many drift epochs, would elicit similar, potentially useful responses. Drift could also provide lower velocities than microsaccades, as would be optimal, e.g., in less strongly light-adapted states. Readout of responses to drift, however, would lack the advantage of ''time marks'' potentially associated with the motor signal initiating the microsaccade as well as the initial retinal response peak to the ''forward'' phase. Whether these or other factors are important for interpretation of the temporally encoded information is experimentally testable, as are a number of predictions that can be derived from the model. The present study should be regarded primarily as a proof of principle and an impetus for experimental work: within a physiologically realistic parameter space, microsaccades and drift will elicit retinal responses that could underlie detection and resolution of spatial contrast patterns.
