Abstract. We give an example of a domain in dimension N ≥ 3, homeomorphic to a ball and with analytic boundary, for which the second eigenvalue of the Dirichlet Laplacian has an eigenfunction with a closed nodal surface. The domain is constructed via a sequence of perturbations of the domain of S. Fournais [J. Differential Equations 173 (2001), 145-159].
Introduction
For Ω ⊂ R N , N ≥ 2 a bounded domain, that is, a bounded, open, connected set, denote by {λ j } ∞ j=1 the eigenvalues of the Dirichlet Laplacian on Ω, ordered by increasing size and repeated according to their multiplicites, and by {ψ j } ∞ j=1 a set of corresponding eigenfunctions, orthogonal in L 2 (Ω). According to a wellknown theorem of Courant, the nodal set N = N (Ω, j) := {x ∈ Ω : ψ j (x) = 0} can divide {x ∈ Ω : ψ j (x) = 0} into at most j distinct connected components, or nodal domains, of Ω. As second eigenfunction ψ 2 must change sign in Ω, it has exactly two nodal domains, Ω + := {x ∈ Ω : ψ 2 (x) > 0} and Ω − := {x ∈ Ω : ψ 2 (x) < 0}. Despite considerable attention, for general domains Ω not much is known about Ω ± , especially as regards their location. Of particular interest for over 40 years has been the nodal line (or nodal domain) conjecture, which asserts that the nodal set of ψ 2 must intersect the boundary of Ω:
for any bounded domain Ω ⊂ R N , meaning neither nodal domain can be compactly contained in Ω. For N = 2 this is usually attributed to Payne; see, e.g., [23] , Conjecture 5, p. 467 or [24] . The same question has been asked by others for higher dimensions; see, e.g., [26] , Chapter IX, Problem 45 (or [7, 9, 17] ). Actually, we remark that Payne does not consider the conjecture to be his; cf. his statement on p. 721 of [24] that it is of "uncertain origin".
Various partial results have been established, showing that (1.1) holds for certain classes of domains in R 2 , usually assuming some convexity and/or symmetry properties; see for example [1, 17, 18, 19, 21, 24] and the references therein. Perhaps the most general result so far is that (1.1) holds for any convex domain in R 2 . Less is known in R N ; as yet it remains quite a signifcant open problem to establish (1.1) for general convex domains in R N . So far, this has been done in the special case of thin convex domains [15] , and domains convex and symmetric with respect to at least two orthogonal directions [3] . Possibly the only positive result for non-convex domains in R N is for thin curved tubes [9] .
In the other direction, there is now a considerable body of counterexamples to the nodal domain conjecture in full generality. We will look at a property slightly stronger than the converse to (1.1): we are interested in whether
for some eigenfunction ψ 2 of Ω, where U ⊂⊂ V denotes compact containment, that is, U ⊂ K ⊂ V for some compact K ⊂ R N . It was shown in [14] that there exists a multiply connected, bounded domain in R 2 for which (1.2) holds. The result was subsequently extended in [7] to R N , although using a different method of proof based on Brownian motion techniques rather than symmetry arguments. It has also been shown that (1.2) can hold on a ball if one adds a suitable potential [20] , and on a simply connected surface with boundary [8] . One can also find a simply connected, unbounded planar domain whose nodal set does not touch the boundary (but both nodal domains do) [10] .
However, there is still a wide gulf between the two sides. One of the major open questions seems to be to determine the minimum possible connectivity amongst all domains Ω which satisfy (1.2); cf. [14] , Remark 3, or [9] , Conjecture 1.2. This is perhaps most interesting in two dimensions, but has also been asked in R N ; again, see [9] , Conjecture 1.2, or also [7] , where some effort was also devoted to making sure the constants involved were explicitly estimable. Here we give a complete answer in the higher dimensional case. This is the simplest possible topological structure in R N (see Remark 1.2), meaning topological considerations are eliminated completely when N ≥ 3. In fact it would be easy to modify our domain, using the same type of proof, to obtain a domain Ω ⊂ R N , N ≥ 3, with an essentially arbitrary topological structure, for which (1.2) holds (see Remark 4.5). Theorem 1.1 also implies that regularity plays no rôle in determining whether (1.2) holds; our method of proof allows us to make our domain analytic with a modest amount of extra work. Thus in higher dimensions (1.2) may be regarded as a purely geometric condition. However, we stress at the outset that our domain and method of proof cannot be extended to N = 2. Remark 1.2. We will refer to the following three topological notions for sets in R N : (i) being homeomorphic to an (open) ball in R N , (ii) being contractible and (iii) being simply connected. Following [12] , we understand (ii) to mean homotopic to a point and (iii) path-connected and with trivial fundamental group. The latter holds for a bounded domain Ω ⊂ R N , N ≥ 3 if it is homeomorphic (or homotopic) to a large open ball with a finite collection of points removed from its interior (see [12] , Section 1.2, Exercise 3; this fails for N = 1, 2), implying (iii) is strictly weaker than (ii). Moreover, (ii) is strictly weaker than (i), as follows from Theorem 2.26 of [12] , or, e.g., Section 1.2, Exercise 20 there. Here, however, all our contractible domains will satisfy a slightly stronger property, which we may take as our definition: for us U ⊂ R N is contractible if it has finite k-dimensional measure (1 ≤ k ≤ N ), and is homeomorphic to a ball (open, closed or including only part of its boundary) in R k . By this non-standard definition, for domains Ω ⊂ R N , (i) and (ii) are equivalent.
The idea of the proof of Theorem 1.1 is to perturb the domain from [7] , which we will call Ω 0 and describe in Section 2. The principle is that under topologically unrestrictive conditions on a sequence of domains Ω n , we can expect the eigenfunctions as well as the eigenvalues associated with Ω n to converge to those of Ω 0 , and in a sense strong enough to preserve (1.2). Put differently, the property (1.2) is robust to perturbations of the domain away from its interior nodal domain. We make this precise and give some conditions from the literature on the Ω n in Section 3. The proof of Theorem 1.1, in Section 4, is done by making four successive perturbations. We first perturb Ω 0 to obtain a domain Ω with the same complicated topology but Lipschitz boundary. We then perturb Ω to obtain a simply connected domain Ω, by (roughly speaking) partitioning R N \ Ω into contractible pieces (contractible in the sense of Remark 1.2) using thin "sheets" added to Ω. This is the core of the proof, and also the most delicate part. We then drill thin tubes, or "fireman's poles" into Ω to link the contractible connected components of R N \ Ω in its interior to the outside, obtaining a contractible Ω * , and then, finally, we approximate Ω * from the outside by a sequence of analytic domains to produce our Ω. Acknowledgements. The author would like to thank Pedro Freitas for suggesting the problem, and for many helpful discussions and comments. This work was supported by grant PTDC/MAT/101007/2008 of the FCT, Portugal.
Notation, background results and the domain of Fournais [7]
Here we fix our notation and give some preliminary results on the Dirichlet Laplacian and the domain from [7] . We start with the following basic notation. Depending on which is more convenient, we denote a point x ∈ R N either using Cartesian coordinates x = (x 1 , . . . , x N ) or polar coordinates 0 = x = (r, θ) with r ∈ (0, ∞) and θ ∈ S 1 := S N −1 = {x ∈ R N : |x| = 1}, the unit sphere in R N . In a slight abuse of notation we will variously write either θ ∈ S 1 or (1, θ) ∈ S 1 . We will use
, and we write U ⊂⊂ V to mean there exists K ⊂ R N compact with U ⊂ K ⊂ V . We will denote by B r (x) a ball in R N centred at x and of radius r; if x = 0 we will just write B r . For 0 < r < s we denote by A r,s the open annular or shell-like region
Given a bounded domain, that is, a bounded, open, connected set Ω ⊂ R N , we understand the Dirichlet Laplacian on Ω, which we will denote by −∆ D Ω , to be the operator on L 2 (Ω) associated with the problem
where f ∈ L 2 (Ω), and the problem is understood in the usual weak sense. By standard theory, −∆ D Ω is self-adjoint and has a sequence of eigenvalues 0 < λ 1 < λ 2 ≤ . . . → ∞, where each eigenvalue is repeated according to its (finite) multiplicity. For each j ≥ 1, we may write λ j = λ j (Ω) to emphasise the domain with which λ j is associated. The associated eigenfunctions {ψ j } ∞ j=1 after a suitable normalisation form an orthonomal basis for [5] , Section V.4).
The first eigenvalue λ 1 is simple, and the associated eigenfunction ψ 1 may be chosen strictly positive in Ω; by orthogonality, all the other eigenfunctions change sign in Ω. As previously noted, Courant's nodal domain theorem (see [2] , Section IV.6) asserts that for each j, N = N (Ω, j) = {x ∈ Ω : ψ j (x) = 0} divides {x ∈ Ω : ψ j (x) = 0} into at most j connected components. When j = 2 this means Ω + = {x ∈ Ω : ψ 2 (x) > 0} and Ω − = {x ∈ Ω : ψ 2 (x) < 0} are connected subsets of Ω. Moreover, it is not hard to show that ∂Ω + ∩Ω = ∂Ω − ∩Ω = {x ∈ Ω : ψ 2 (x) = 0} (combine properties of analytic functions with the maximum principle to show that ψ 2 must take both signs in any neighbourhood of a point x ∈ N ).
Let us now describe the domain from [7] , which we assume to be centred at the origin. We start by choosing 0 < R 1 < R such that λ 1 (B R1 ) < λ 1 (A R1,R ) < λ 2 (B R1 ). To simplify notation, without loss of generality we may assume R 1 = 1. Then the unit sphere S 1 is the common boundary between B 1 and A 1,R . For a suitable finite collection of points z i ∈ S 1 , i = 1, . . . , M (we use superscripts to avoid confusion with Cartesian coordinates), there exists ε 0 > 0 depending on the z i such that for all ε ∈ (0, ε 0 ), the domain
has one of its nodal domains, say Ω
2) holds). We now choose the z i and a corresponding ε({z i }) > 0, which will be fixed throughout, although in the proof of Theorem 1.1 we will make a more precise choice of ε, one depending only on the z i . We declare Ω 0 := Ω {z i },ε to be our starting point, the domain to be perturbed. In words, Ω 0 may be thought of as an inner ball B 1 and an outer thick shell A 1,R joined by a large number of small sets B ε (z i ) ∩ S 1 , which, considered as open sets in the manifold S 1 , we think of as circular, disconnected, N − 1-dimensional "rooms". We will set
to be this collection of rooms; S 1 is partitioned into W 0 and its complement, which may be written as ∂Ω 0 ∩ S 1 , and which is (multiply) connected.
Some basic results on domain perturbation
The key idea of the proof is that we can approximate our given domain Ω 0 by a sequence Ω n and, under fairly broad conditions, expect convergence of the eigenfunctions in a reasonable sense. In this section, we will make this idea precise and introduce the general results on convergence we will use to prove Theorem 1.1. We first observe that for any domain Ω ⊂ R N , we may continuously embed
(Ω) by 0 outside Ω. In this sense H 1 (R N ) and L 2 (R N ) are the natural spaces in which to consider sequences of functions defined on sequences of domains. So from now on we will regard elements of H 1 0 ( . ) as lying in H 1 (R N ) (and similarly L 2 (R N )) without further comment.
Definition 3.1. We will write Ω n → Ω if the following two conditions are satisfied: (i) the weak limit points of every sequence
In such a case it is often said that Ω n → Ω in the sense of Mosco (as in [4] ), since (i) and (ii) were probably first used in [22] . Ωn is simple for all n ≥ 1 sufficiently large, λ j,n → λ j as n → ∞, and after a suitable normalisation the corresponding eigenfunctions
Proof. Combine [4] , Corollary 4.7, which implies convergence of the corresponding resolvent operators, with Corollary 4.2, which then implies convergence of any finite part of the spectrum as well as the corresponding spectral projection in norm.
The abstract result on spectral convergence is really due to Kato (see Section IV.3 of [16] ), but needs the modifications of [4] to be applicable to this case.
We strengthen Theorem 3.2 using standard estimates for solutions to elliptic equations to obtain local convergence in the supremum norm, not the strongest possible result but obviously sufficient for our purposes. Notationally, for the rest of the paper we will drop the subscript j from our eigenvalues, functions and nodal sets, there being no danger of confusion as we are only interested in the case j = 2. Theorem 3.3. Suppose Ω n → Ω satisfy the conditions of Theorem 3.2, and that λ n → λ are corresponding simple eigenvalues, with eigenfunctions ψ n → ψ in L 2 (R N ). Suppose also that there exists
Proof. By assumption,
. We will apply Theorem 8.24 of [11] to the equation
Denote by Λ ≥ sup{λ, λ n } any fixed upper bound and also fix some q > N/2. Then there exist constants C = C(N, d, Λ, q) > 0 and α = α(N, Λd) > 0 such that
We estimate it by the L 2 -norm as follows:
where the last inequality follows from Theorem 8.15 of [11] applied to (∆+λ n )ψ n = 0 on Ω n , ψ n = 0 on ∂Ω n , and Λ is as before. Since ψ n → ψ in L 2 (R N ), the L 2 -norm of ψ n certainly stays bounded as n → ∞. Moreover, since |Ω ′ | ≤ |Ω n | ≤ |B ρ | for some large fixed ρ > 0, C 1 and C 2 are bounded in n and so the right hand side of (3.1) must indeed converge to 0 as n → ∞. Corollary 3.4. Suppose under the conditions and notation of Theorem 3.3 that λ, λ n are the second eigenvalues of their respective domains, and that Ω − = {x ∈ Ω : ψ(x) < 0} satisfies Ω − ⊂⊂ Ω ′ . Then for all n ≥ 1 sufficiently large, the corresponding nodal domain
Finally for this section, we will state two relatively simple results which we will use to verify the condition Ω n → Ω. The first involves approximation of sets from the outside and the second from the inside. We will use cap(E) to denote the H 1 -capacity of a set E, given (as is standard) by
open neighbourhood of E} (cf., e.g., Section 2.35 of [13] or Section 2 of [25] ).
Proof. This is Proposition 7.4 of [4] , noting that the stability condition there certainly holds if Ω is Lipschitz.
Proof. This follows directly from Theorem 7.5 of [4] ; conditions (2) and (3) there are trivial since Ω n ⊂ Ω. To obtain (1) it suffices to show that cap(Ω \ n Ω n ) = 0 implies cap(Ω \ Ω n ) → 0 as n → ∞. But since the Ω n are nested, this follows from the basic properties of (H 1 -)capacity as a Choquet capacity; see for example [13] , Theorem 2.37 (cf. also p. 32 and Theorem 2.2(iv) there). Alternatively, we could refer to Theorem 2.3 of [25] directly for the convergence of the associated resolvent operators in this case.
Proof of Theorem 1.1
Corollary 3.4 reduces the proof of Theorem 1.1 to finding a sequence of uniformly bounded, analytic domains Ω n → Ω 0 , each homeomorphic to a ball, which leave invariant the set B 1 containing compactly one of the nodal domains of Ω 0 . Since under such conditions the simplicity of λ 2 (Ω n ) is automatic for n sufficiently large, we shall make no further reference to this, assuming implicitly that we are always sufficiently far into the tail of our sequence of domains to guarantee that this property holds. Moreover, all our domains will be contained in some fixed ball, say, B R+1 , so we will likewise make no further reference to the boundedness condition.
Since we make four separate perturbations, we will split the proof up into the four corresponding steps. The first is not strictly necessary, but serves to make the domains smoother, making subsequent perturbations far easier, and can be done with minimal effort. So we start by turning the "rooms" B ε (z i ) ∩ S 1 into genuine passages of some positive length in the radial direction by making the outer shell A 1,R thinner. In polar coordinates (r, θ) ∈ R N , for n ≥ 1 we set
where W 0 is as in (2.4) and we recall A r,s is given by (2.1). Then Ω n ⊂ B R is Lipschitz (in fact, piecewise-C ∞ ) for each n. n Ω n , it suffices to prove Ω n → Ω 0 . For this we use Proposition 3.6, noting that the Ω n ⊂ Ω 0 are nested and increasing. Moreover,
We now pick n 0 ≥ 1 as in Lemma 4.1 and declare Ω := Ω n0 ; this will be our new fixed domain to be perturbed. We will next construct a sequence of simply connected (but not contractible) domains Ω m → Ω. First we consider only what happens on the surface of the sphere S 1 . The basic idea is to connect the rooms W 0 = B ε (z i ) ∩ S 1 with a finite number of thin passages lying on the surface S 1 , of N − 1-dimensional measure of order m −1 . These passages, whose number and location will be determined purely by the z i , and thus be independent of m as well as the n from the previous perturbation, will make Ω m ∩ S 1 (multiply) connected and partition S 1 \ Ω m into a fixed number J ∈ N of disjoint pieces, contractible in the sense of Remark 1.2.
To do this we construct a closed set
G is connected, and (iv) S 1 \ G is the finite, disjoint union of J contractible connected components. Any set G ⊂ S 1 with these properties will do; we construct one explicitly as follows. Writing
That is, we intersect S 1 with a vertical hyperplane {x 1 = 0} and a collection of at most M horizontal hyperplanes {x N = z i N }, one through each of the z i . It is easy to see G has the desired properties (i)-(iv); S 1 \ G is divided into some number J ≤ 2M + 2 connected components, the precise number depending on the number of points z i whose x N -values coincide. We denote the J components by V k , k = 1, . . . , J; each of the V k will look like
for some appropriate i and j.
In order to construct a smooth domain, we now specify the choice of ε > 0 in Ω {z i },ε = Ω 0 more carefully, noting that this will depend only on the z i , and is permissible since the result of [7] still holds if ε > 0 is made smaller. We first specify that B ε (z i ) ∩ B ε (z j ) = ∅ for all i = j. We also declare that We fill out G together with the balls B ε (z i ) to make the surface on S 1 to be used in our perturbing domains. For each m ≥ 1, we set
where dist( . , . ) is the usual Euclidean distance in R N . Consider now the nested sequence G m ∪ W 0 , with W 0 from (2.4) (and see (4.1) We can now describe the approximating domains Ω m . To do so more conveniently, switching back to polar coordinates x = (r, θ) ∈ R N and writing θ ∈ G m ⊂ S 1 interchangeably with (1, θ) ∈ G m , we set
where n 0 is the integer such that Ω = Ω n0 . In words, to make Ω m we start with Ω, and add to it a copy of G m at every radial level r ∈ [1, 1 + As Ω is Lipschitz, we only have to verify that Ω = int( m≥1 Ω m ).
m≥1 Ω m will consist of Ω together with a thin set T (a collection of "sheets", to mix our metaphors), consisting of a copy of G at each radial level, that is,
Moreover, T intersects ∂ Ω only on a set of finite N − 2-dimensional measure, which we may consider as consisting of three parts: the set G \ W 0 in S 1 , a copy of this in S 1+ In particular, as Ω is Lipschitz, int( Ω ∪ T ) = Ω, and we may apply Proposition 3.5 to obtain Ω m → Ω.
We now fix m 0 ≥ 1 as in Lemma 4.2 and take Ω := Ω m0 as our new fixed domain. We can now construct domains Ω l → Ω homeomorphic to a ball. For each of the J holes U k := U k,m0 given by (4.4), we pick a point (1, θ k ) ∈ V k,m0 = ∂ Ω ∩ S 1 , such that there exists η > 0 such that dist((1, θ), ∂V k,m0 ) ≥ η for all k (that is, θ k is away from the edge of V k,m0 , considered as a set in the manifold S 1 ). Since there are finitely many V k,m0 , each with non-empty interior, we can certainly do this. Also note that (r, θ k ) ∈ U k for all r ∈ [1, 1 + 1 n0 ]. For each k we consider the one-dimensional line L k := {(r, θ k ) ∈ R N : r ∈ (1 + 1 n 0 , R)} ⊂ Ω and we construct Ω l by removing J "fireman's poles" (cf. the introduction to [25] ) of width l −1 centred about the L k from Ω:
, for some k = 1, . . . , j}.
l ≥ 1. We assume without loss of generality that l ≥ η −1 , so that these fireman's poles are thin compared with the holes U k , and meet the U k approximately orthogonally. Since in addition these holes are cylindrical, the Ω l are still Lipschitz and piecewise-C ∞ . Moreover, the Ω l are now contractible, and indeed homeomorphic to balls in R N ; the same is true of B R+1 \ Ω l , and R N \ Ω l is simply connected. Proof. As usual, we only have to show Ω l → Ω, which we do using Proposition 3.6. In this case, it is immediate that the Ω l are nested subsets of Ω, and Ω \ l Ω l is just the union of the line segments L k , which as a one-dimensional object has zero capacity in R N for N ≥ 3 (see, e.g., [25] , Section 2, Example 3).
We now choose such an l 0 ≥ 1 and set Ω * := Ω l0 . Then Ω * has every property claimed in Theorem 1.1, except that its boundary is only Lipschitz and piecewise-C ∞ rather than analytic. To construct our Ω from a final sequence of approximations, we first note that there exists δ 0 > 0 such that the open set Ω * δ := {x ∈ R N : dist(x, Ω * ) < δ} is still homeomorphic to a ball for all δ ∈ (0, δ 0 ). Choose any sequence δ p → 0 monotonically, with δ 1 < δ 0 . We shall find inductively a nested sequence of analytic domains Ω
