Abstract. We propose a new hierarchical representation of discrete data sets living on graphs. The approach takes advantage of recent works on graph regularization. The role of the merging criterion that is common to hierarchical representations is greatly reduced due to the regularization step. The regularization is performed recursively with a decreasing fidelity parameter. This yields a robust representation of data sets. We show experiments on digital images and image databases.
Introduction
Multilevel techniques are now well established in image processing. Generally, these techniques fall into two categories : multiresolution and multiscale. The former class yields a stack of successively blurred images and is well understood within the scale-space theory [1] , while the latter is well formalized within the Multiresolution Analysis (MRA) framework [2] . MRA generally decomposes a signal into a coarse approximation and a detail or residual part. In graph theory, such an analysis is carried out through a decimation of the vertex set and a reconstruction. We propose in this paper a decimation procedure of functions whose support is the vertex set of a weighted graph. The weighted graph structure is of interest since its encapsulates pairwise interactions between discrete data instances. Furthermore, a graph structure can be obtained after sampling a continuous manifold. Our proposal is based on recent works on graph regularization and difference equations on graphs [3] , [4] . The algorithm we propose produces a hierarchy of graphs and functions defined on their vertex sets. Starting with the initial data associated to a graph structure, successive coarsening procedures are applied. The coarsening is based on a preliminary graph partitioning which is mainly driven by a discontinuity-preserving graph regularization. The use of graph regularization yields a more robust representation. We show the applicability of our proposal to digital image hierarchical representation. In this case, the resulting representation can be seen as new adaptive irregular pyramidal representation of images [5] . The paper is organized as follows: in Section 2 we recall the graph regularization framework and present the algorithm we use. Section 3 details the different steps that lead to the representation we seek: regularization, grouping and coarsening. We present experiments and conclude in Section 4.
Graph Total Variation

Definitions
Throughout this section we assume that we are given a weighted graph G = (V, E, w) consisting of a vertex set V , and an edge set E ⊆ V × V . The nonnegative weight function w : E → R + is supposed symmetric: w(α, β) = w(β, α) for all (α, β) ∈ E. For a given graph edge (α, β) ∈ E, the quantity w(α, β) represents a similarity or proximity measure between the vertices α and β. This measure is usually computed as a decreasing function of a prior distance measure. For α, β ∈ V we denote α ∼ β if (α, β) ∈ E. The graphs we consider in this paper are undirected with no self loops.
We denote by H(V ) the set of functions that assign a real value to each vertex of the graph G and H(E) the set of functions that assign a real value to each edge. The sets H(V ) and H(E) are equipped with the standard inner products denoted ., . H(V ) and ., .
, is related, as in the continuous setting, to the adjoint of d w :
Its expression is given by:
For p ∈ H(E) and α ∈ V , we denote |p| α = β∼α p(α, β) 2 . A path joining two vertices α, β ∈ V is a sequence of vertices (γ 1 , . . . , γ n ) such that γ 1 = α, γ n = β and (γ i , γ i+1 ) ∈ E, i = 1, . . . , n − 1.
Minimization
Let f ∈ H(V ) associated with a graph structure G. The graph total variation (TV) of f is defined as:
be a possibly noisy data. In order to smooth f 0 we seek the minimum of the following functional:
2 . The parameter λ controls the amount of smoothing being applied to f 0 .
Functional E corresponds to the particular case of p = 1 in the family of functionals introduced in [3] . It has been studied in [6] and has found numerous applications in image and mesh processing [3] , and data filtering [4] . In [7] , the authors propose the adapt the penalization to the topology of the underlying function. The same approach has been taken in [8] for motion deblurring. Recently, [9] used functional E as a tool to generate an inverse scale space representation of discrete data on graphs.
Functional E is strictly convex but nonsmooth. Rather than smoothing the penalty term and differentiating, we use an adaption of Chambolle's projection algorithm [10] to graphs of arbitrary topologies. This adaption first appeared in [6] . In our notations, the solution of min {E(f ; f 0 , λ), f ∈ H(V )} is given by :
, where p ∞ is the limit of the following fixed point iterative scheme:
If 0 < τ ≤ 1 divw 2 , where div w is the norm of the graph divergence operator, then (2) converges [6] . We use algorithm (2) in the next section as a tool to detect the possible groupings at different scales. Figure 1 shows the grouping effect yielded by a regularization of a color image and a triangular mesh. One should notice the preservation of discontinuities in the results. 
Hierarchical Representation
TV as a Tool for Graph Partitioning
We propose to use TV regularization as a tool to detect the possible partitions in a given graph. The regularization yields a more regular data with respect to the graph TV prior while staying close to the original observations. The degree of closeness is inferred from the parameter λ . Once the TV regularization has been performed, a partitioning can be obtained by considering an equivalence relation on the vertex set. Let 
The partition yielded by R can be seen as a region growing algorithm. The strength of the grouping is controlled by the parameter . It is important to understand that TV regularization will simplify the initial data and similar vertices will become closer. This will enable us to keep the parameter fixed in contrast to region merging techniques that do rely on variable thresholds.
Graph Coarsening
Let P (V i ) = {P i,1 , . . . , P i,ni } denote the partition of V i obtained through the equivalence relation R . In the sequel, we call the elements of P (V i ) parts of V i . We construct a coarse graph G i+1 = (V i+1 , E i+1 , w i+1 ) by aggregating the nodes belonging to each part. Let γ ∈ V i+1 be a vertex in the coarse graph. We denote R In order to take account of the volumes of the parts obtained by the partitioning, the edges of the coarse graph should be weighted. We use the ratio-cut measure between two parts in the fine graph as the weight between their aggregates in the coarse graph: , b) is the edge cut between A and B. Once the coarse graph G i+1 = (V i+1 , E i+1 , w i+1 ) has been constructed, we define a new function f i+1 ∈ H(V i+1 ) by averaging the values of each part:
Recursive Construction of the Hierarchy
We have showed in the two previous sections how to construct a weighted coarse graph from an input graph and function pair. We now move on to see how this process can be repeated to generate a hierarchy of graphs.
A hierarchical representation can be obtained by varying the parameter. However, we do not follow this direction in this section and will remain fixed within all the hierarchy: the partitioning is induced by the TV regularization. We seek to adapt the different levels of the representation to the local properties of the data.
The hierarchical representation is based on recursive partitioning and coarsening as described above. In order to adapt to the local properties of data, the fidelity parameter λ should evolve through the hierarchy. In our case, λ should decrease through the coarsening process, favoring more regularity and less fidelity as the hierarchy evolves. In our experiments, we have chosen a dyadic progression λ i+1 = λi 2 . The initial regularization is responsible for denoising the initial data. It yields a choice for the first fidelity parameter λ 0 which is set to 1 σ 2 where σ 2 is the variance of the noise, which we suppose Gaussian (see [11] ). The standard deviation can be estimated through the standard estimator: σ = 1.4826 MAD(f 0 (α), α ∈ V ), where MAD is the median absolute deviation estimator [12] . Finally we summarize the algorithm: Algorithm 1. Hierarchical representation of discrete data on graphs
Partitioning of Vi based on f * i through equivalence relation R to yield P (Vi) = {Pi,1, . . . , Pi,n i } 5:
Coarse nodes: Aggregate each part to yield Vi+1 = {j1, . . . , jn i } 6:
Coarse edges :
Coarse weights:
Coarse function fi+1(α) =
Update the fidelity parameter : λi+1 = λi/2 10: end for
Experiments and Conclusion
We begin by applying our approach to digital images. The algorithm we propose leads to a hierarchy of partitions of an image. Each pixel is represented by a vertex. In the experiments, we have chosen an eight connectivity graph. The edge weights are computed as follows:
), where d is the Euclidean distance between two RGB color vectors. The function to regularize is the one that assigns to each pixel its RGB color values. The regularization of multivalued functions is carried on each component but with a common total variation prior. The merging at the first stage is based on the distance between RGB color patches (5x5 in our case). At the following stages, its is based on vertex-wise distance. In all cases, the parameter was set to one. Figures 2 and  3 show the result of the regions obtained as well as their colorizations based on the original image.
We also show an application of our approach to image databases. Here each vertex represents a given image. The edges are obtained by considering a nearest neighbor graph (NNG) weighted with w = 1/d. The number of neighbors was set to 7. Figure 4 shows the hierarchy obtained. One should notice that the graph structure evolves as well as the image data. This yields simplification as well as decimation.
As Figures 2 and 3 show, its is difficult to get rid of outlier pixels in the first levels. Its seems interesting to adopt an approach based on concentration inequalities as used in [13] to replace the equivalence relation R . This will be the subject of a future work. 
