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Abstract
Autonomous air robot is a very active research area in robotics. It has roused the interest
of the research community and the public with application promises in infrastructure
inspection, photography and cinematography, and speedy goods delivery, among others.
Many of these applications such as infrastructure and building inspection would require
relatively small air robots. These applications also often take place in GPS-denied area,
adding challenge on the localisation of the air robot. Moreover, small air robots would
have more stringent payload constraints. Someone attempting to design an inspection
system involving an air robot would have to juggle tradeoffs on instruments carried,
sensor systems, computing device, energy storage, and air robot size.
To mitigate payload constraint, in this work we propose pairing the air robot with a
mobile ground robot. The mobile ground robot can then carry the bulk of the sensing and
computational equipments, leaving the air robot lighter to be able to operate longer, or
to carry instruments essential for the inspection task or larger energy storage. Air robot
localisation, obstacle detection and avoidance, and motion control are all performed on
the ground. In this proposal, ground sensing is done using a 3D laser scanner that
we have designed and built. A laser scanner gives direct distance and returned light
intensity directly, and is not affected by ambient light; it can operate with low or no
light in the environment.
A design for a 3D laser scanner is provided. The 3D laser scanner is built by fixing a
planar laser scanner on a continuously rotating platform. Our design provides wide field
of view at 360◦ horizontal and 270◦ vertical.
Air robot states, its position, velocity, and yaw orientation, are estimated by combin-
ing estimates from laser data and on-board IMU. Air robot is detected from raw laser
data point cloud using a dynamically placed cylinder, whose positioning is calculated
by looking for the reflective patches on the air robot. Position estimate from laser data
is calculated from weighted averaging, and velocity estimate from the differentiation
of the position estimate. Air robot orientation is estimated by finding the correspon-
dence between high intensity point clusters with drone corner, with the actual yaw angle
calculated from the spatial relations of the corners.
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Combining state estimates from laser and IMU data require correcting for delay in
laser data and biases in IMU accelerometer data. Delay is static and estimated by
comparing timing in a manual flight. Accelerometer bias changes slowly with time and
must be updated periodically. It is estimated by fitting the difference of integral of
uncorrected acceleration reading and delay-corrected velocity estimate from laser data
into a line; the slope of the line is the accelerometer bias in the axis in consideration.
The integral of this high frequency velocity estimate is then combined with the position
estimate from laser data to yield a higher frequency position estimate.
Navigation as the task of visiting a series of places in a schedule is performed us-
ing waypoints as building blocks. Waypoints are specified as a quartet of quantities,
representing the spatial coordinate in x, y, and z axes and the temporal coordinate as
arrival time. Two types of waypoints are defined: MOVE and STAY. MOVE waypoints
specify movement of the robots to a point in place to arrive at a specified time, while
STAY waypoint specify staying in a set place for a set amount of time. The controller
constructed for the air robot must then be able to perform position and velocity control.
A nested controller with a high-frequency velocity control inner loop and a low fre-
quency position control outer loop is described. This controller was demonstrated first
with step response in velocity, then with step response in position. For position step
response, a comparison with a simplified controller using only laser data is also provided.
Experiments were conducted to show that sensor movements, both linear and rotational,
do not destabilise the the air robot controller. Demonstration of following timed goals
(waypoints) are also provided; first with only the air robot with the sensor stationary,
and then with simultaneous movement of both ground and air robots.
Obstacles in the environment are represented in an occupancy grid. Planning for an
obstacle-free path is done by generating a series of waypoints for the robots to follow.
This planning procedure start with grid expansion, allowing treating the robots as points,
then followed with A*, the search output is then minimised to remove waypoints which
removal do not result in the path being obstructed. Planning is done independently for
the air and the ground robots. The plans for both robot are then evaluated to enforce
line-of-sight from the ground robot to the air robot at all time in the path. If the original
path does not satisfy this requirement, the ground robot path is moved to be directly
under the air robot path.
The man contributions of this research can be summarised as such:
• Method for air robot state estimation fusing low-frequency and delayed laser data
and high-frequency and biased IMU data,
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• Approach for planning for obstacle-free path and navigation for a team of ground
and air robots,
• A ground-air system that reduces payload constraints on small unmanned air ve-
hicles, extending their operating areas, and with possible application in infrastruc-
ture inspection
viii
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Chapter 1
Introduction
The rapid development of robotics technology in recent years has brought robots from
tightly controlled environments in highly automated factories into more unstructured,
public places and even people’s home. In addition to assembling products, we can now
find robots that organise our warehouses, staff our stores, clean our floors, and even drive
us from place to place. A subset of mobile robots are flying robots. As already clear from
their names, these robots conduct its movement through air. There are many types of
flying robots, including fixed wing flying robots and multi-rotors (and even single rotor
crafts have been demonstrated [1]).
More recently, the public’s interest has been piqued by the availability of affordable
remote-controlled air vehicles (often called ”drones”) such as Parrot’s AR.Drone series,
or DJI’s Phantom, and the promise of speedy delivery of goods through unmanned air
vehicles (UAV) in the near future through projects by Amazon and Google, among
others. While the remote-controlled drones are often used, there are also projects for
autonomous flying cameras such as the Hover Camera from Zero Zero Robotics and
the Lily from the now defunct Lily Robotics. However, most flying robots outside the
laboratory are usually remote-controlled or rely on GPS for navigation.
Autonomous flying vehicles also have potential uses in infrastructure inspection. Bridges,
tunnels, electric transmission poles, and wind turbines are possible inspection targets
for flying robots, they have tall parts that are difficult to access for people. A tunnel, for
example, has high ceiling which might be easier to inspect using an air robot. However,
it may be a GPS-denied area and there are obstacles such as ventilation fans and light
fixtures, necessitating some localisation and obstacle avoidance capabilities on the air
robot. Naturally, a sensing system comprising one or more sensors, such as cameras or
laser scanners, are necessary to provide these capabilities, however, the air robot must
also carry specialised sensors for the inspection task, which may be different from the
ones used for localisation and obstacle detection. For instance, in a tunnel inspection
task, an air robot carries a camera for visual inspection of cracks on the tunnel wall,
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lighting to illuminate the area seen by the camera, an ultrasonic sensor to measure the
structural integrity of the tunnel wall below its surface, a gas sensor to detect leakage
on pipes routed along the ceiling of the tunnel, or other sensors depending on the tunnel
inspection methods, an overview of which can be found in [2]. While there are methods
to localise a robot using camera data ([3] for example), the up-close view required by the
inspection task may mean that the camera orientation needed for localisation and ob-
stacle detection is different than that required for the inspection task, and an additional
sensor suite is therefore necessary to localise the air robot and to detect obstacles in the
environment. In designing an air robot for tunnel inspection, one must then consider the
tradeoff between the instruments necessary for the inspection itself (e.g., a camera and
light source, ultrasound sensor, gas sensor), the sensors needed to localise the robot, the
computer required to process the data, the battery required to power the whole system
during the entire operation, and the size of the air robot required to carry all the above.
Another potential inspection target is the interior of buildings in disaster area. The
danger of collapse makes sending humans risky, and the rubble, irregular surfaces, or
collapsed stairs would pose challenge to ground robots. Interiors are likely to be GPS-
denied, and the building is also in all likelihood not in the state it was before the disaster,
invalidating large parts of any previously made maps. It is then important for an air
robot inspecting these locale to be able to localise itself and detect and avoid obstacles.
Similar tradeoff as with the tunnel inspection example applies: how long the inspection
would last and the travel from and back to the base station decide how much energy the
robot must carry in batteries. Cameras, light source, and other sensors for inspection
and localisation are essential, as well as a computer to process all the data. To carry
all these, how big must the air robot be, and would it still fit inside the corridors of the
building while also being manoeuvrable?
This tradeoff is also salient in goods delivery applications. The projects mentioned
above, as usually depicted, carry only one package at a time, limiting the volume of
delivery. In the near future, it might be the case that aerial deliveries are only economical
for time-sensitive cargoes such as medical supplies to an emergency site.
From the example applications presented above, it is clear that air robots have payload
limitations and challenging localisation. To alleviate these challenges, we propose a
scheme pairing a UAV and a ground robot. By using a mobile ground robot to assist
with localisation and planning, we can relax the sensing and computational requirements
on the UAV. Resources freed up by this may then be used to give the UAV increased
agility, energy storage, or special tools or sensors. Oﬄoading sensing to the ground
may also reduce sensor processing complexity in some cases as ground robots have fewer
2
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degree of freedom compared to air robots (3 DOF instead of 6). A mobile ground
robot, unlike a fixed sensor or motion capture system, also means that our system is not
confined to a fixed area.
1.1 Approach
We shall now describe the main points of our approach in realising the ground-air robots
team.
Track, control air robot from mobile ground robot
Sensing and computation on the ground can also be fulfilled with a stationary base
station, but it would confine the system into one room. The resulting arrangement would
not be suitable for the inspection applications envisioned earlier. A mobile ground robot
carrying sensors and computation equipments can move to follow the air robot, and in
case of challenging environments with obstacles, it can also reposition itself to a more
advantageous vantage point.
The ground robot can be of any type, such as wheeled, treaded, or legged, as long as
it can carry all equipments needed. However, in our proof-of-concept implementation,
we use only a wheeled ground robot.
In contrast to mobile ground robot, there are many autonomous UAV research using
motion capture systems. The Vicon motion capture system [4] is often used, such as
in the Flying Machine Arena [5], GRASP Lab’s UAV test bed [6], and other labs such
as [7]. Motion capture systems as used in [6] and [5] have sub-millimeter accuracy at
several hundred hertz frequency, while the method proposed in this work using a 3D laser
scanner operates with 2 [cm] accuracy at 1 [Hz]. Although the accuracy and frequency
of UAV state estimation using motion capture systems are better from the method we
shall present in this work, a motion capture system confines the UAV to a specialized
room.
Perform exteroceptive sensing and computations from the ground
Exteroceptive sensing on the air robot is performed from the ground. In this way, there
is higher limit to the weight and size of the sensor. Interoceptive sensing, such as inertial
measurement using an inertial measurement unit (IMU), may still be done on the air
robot.
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Research on flying robots with exteroceptive sensors on the air robot is quite active,
examples include using monocular camera in [8], [3], and [9], infrared sensors in [10],
and combination of stereo camera and laser scanner in [11]. There are also works using
ground exteroceptive sensors such as monocular camera in [12], infrared camera in [13],
and laser scanner in [14].
There are many computation tasks to be performed, such as planning for obstacle
free paths for both robots, calculating control inputs from moment to moment, and
processing the data provided by sensors on the ground and on the air robot to localise
the robots. By performing these computations on the ground, there are fewer limitations
on the hardware; a laptop computer or a custom-made desktop PC can be used without
much consideration regarding weight and size. Naturally, as the batteries needed to
power these devices do not need to be suspended in the air, larger ones can be used and
power consumption is not a very big consideration.
Many research works involving flying robots perform computation on the ground,
including [8] and [3]. This choice may be taken due to limitation of the device on the
air robot or for convenience. Naturally, the operating area of the air robot is limited to
the range of the wireless link between the computer and the air robot, unless a human
experimenter is available to follow the air robot around. This work proposes that the
computing device be placed on an autonomous mobile ground platform, widening the
operating area.
Simultaneous operation of the air and ground robots
Both ground and air robots are active at the same time. During a navigation task, they
may move at the same time.
Other works exploring cooperation between air and ground robots often operate in
multiple stages, such as the air robot gathering data from a high vantage point in the
first stage, then the ground robot using the information to plan its action in the second
stage. Examples include a possible rescue operation in [15], sharing geometric relation
of objects in the environment in [8], and gathering data for environment traversability
for a quadruped in [16].
Use 3D laser scanner for sensing
A laser scanner directly measures distances to objects closest to the sensor. Unlike
a camera, it is not affected by ambient light and can work with low or no light in the
environment. Tracking of an air robot using a stationary 3D laser scanner was attempted
4
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in [14].
In summary, to mitigate the limited payload of small air vehicles, this work propose
oﬄoading computation and sensing equipments on a ground robot, which then can move
simultaneously with the air robot. Exteroceptive sensing is done from the ground using
a 3D laser scanner, providing information on the air robot’s states and the location of
obstacles in the environment. Obstacle information are then used to plan obstacle-free
path for both robots while maintaining line-of-sight from the sensor to the air robot.
Control computations are also done on the ground. While many types of mobile robot
is applicable for this proposal (e.g. wheeled, tracked, legged), wheeled ground robot is
used as proof-of-concept in this work.
1.2 Objectives
In this line of research work, we have identified these objectives on the way to demon-
strating a ground-air robots team concept:
• Design, build a 3D laser scanner (Chapter 3)
• Create method to estimate UAV states (position, velocity, orientation) using the
laser scanner, augmented with an on-board 6DOF IMU (Chapter 4)
• Construct a control system for the UAV (Chapter 5)
• Propose a navigation scheme, requiring both robots to be able move simultaneously,
while avoiding obstacles and occlusion (Chapter 5)
• Demonstrate the system in experiments (Chapter 5)
Upon the completion of these objectives, we hope to demonstrate the feasibility of the
ground-air robots system described above.
This document is structured the following way: following this introduction, we sum-
marise related works in Chapter 2. Then we describe the hardware platforms used in
this research work in Chapter 3, including the design of the 3D laser scanner, description
of the air and ground robots, and communications between the major hardware com-
ponents. Following that, in Chapter 4, a method for drone state estimation using laser
data augmented with on-board IMU is described. Chapter 5 describes navigation using
waypoints as a basic unit, position and velocity controller for the drone, and obstacle
avoidance. Finally, Chapter 6 provides conclusion to the research work in the preceding
chapters.
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Related Works
Cooperation between air and ground robots in general have been explored in the litera-
ture. Control of ground robot formation using an air robot was described in [17]. Rescue
operation in GPS-denied environment was explored in [15]. A multi-stage operation of
ground and air robots for sharing geometric relation of objects in the operating environ-
ment is described in [8]. In [16], collaborative navigation between a flying robot and a
quadrupedal robot was explored, where the flying robot gathers data of the environment
that are used to plan traversable trajectory for the legged robot. However, unlike our
simultaneous operation goal, their air and ground robots operate at different time in
different phases of the operation.
UAV research often make use of exteroceptive sensor on the air vehicle. Examples
of these include a monocular camera in [3], and [9], infrared sensors in [10], and a
combination of stereo camera and laser range finder in [11]. To minimise the payload
requirement on the flying robot, in this work we perform all exteroceptive sensing on
the ground.
Tracking of a UAV from the ground was explored in several works using various modal-
ities. A monocular camera in [12], and a 3D laser scanner in [14]. Both works used
stationary ground-based sensors, and [14] used a manually flown UAV. A mobile ground
robot with infrared camera tracking a UAV equipped with infrared LEDs was described
in [13]. Our work aims to realise automatic control of the UAV with moving ground
sensor.
Another ground-based/stationary tracking system widely in use in UAV research is the
motion capture system. The Vicon motion capture system [4] is often used, such as in
the Flying Machine Arena [5], GRASP Lab’s UAV test bed [6], and other labs such as [7].
Motion capture systems as used in [6] and [5] have sub-millimeter accuracy at several
hundred hertz frequency, while our method using a 3D laser scanner operates with 2
[cm] accuracy at 1 [Hz]. Although the accuracy and frequency of UAV state estimation
using motion capture systems are better from the method we shall present in this work,
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Table 2.1: Summary of related works.
Our proposal Related works
Simultaneous operation of the air and
ground robots
Multi-stage operation of air and ground
robots [15, 8, 16]
Perform exteroceptive sensing from the
ground
Exteroceptive sensing on air robot
with monocular camera [3, 9],
with infrared sensor [10],
with laser range finder and stereo cam-
era [11]
Perform computations on the ground Perform computation on air robot [11,
9]
Track, control air robot from mobile
ground robot
Track air robot using stationary equip-
ment
motion capture system [5, 6, 7],
using monocular camera [12],
using 3D laser scanner [14]
Use 3D laser scanner for sensing Use monocular camera [12],
use infrared camera [13]
a motion capture system confines the UAV to a specialized room, whereas we aim to
realise a system that can operate in wider area without pre-installed infrastructure.
In many cases in UAV research, an external computer is used to process the informa-
tion provided by the various sensors, regardless whether sensing is done with on-board or
ground based sensors including previously mentioned works in [12], [3], and [9] (partly,
as on-board computation is also presented).
In summary, this work aims to realise ground-air cooperation where both robots work
simultaneously and where control and sensing are done on the ground, with the sensing
performed using a 3D laser scanner.
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Hardware Platform
3.1 3D Laser Scanner
We have designed and built a 3D laser scanner to fulfil our requirement for a sensor
system with a wide field-of-view. Its basic operation is achieved by mounting a planar
laser scanner on a continuously rotating platform. A planar laser scanner measures
distance to an object by sending a laser ray at a set direction, waiting for its reflection,
and calculating the distance from the time needed for the ray to return. It does this in
many directions in a plane, resulting in a set of distance measurements to objects on
the sensor plane. We rotate this sensor plane so that the accumulation of planar scans
over half a rotation gives us a 3D distance measurement. The direction of laser rays in
a planar laser scan is shown in Fig. 3.1 (a). Rotating this plane, we receive 3D scan
illustrated in Fig. 3.1 (b).
The principle of rotating a planar laser scanner to obtain 3D data is not new, there
are several examples form the literature, such as several models in [18], non-continuously
rotating design in [19], and a tilted design in [20]. Commercial 3D laser scanners are also
available, such as Velodyne’s HDL-64E and the HDL-32E[21]. While they have 360 [deg]
horizontal field-of-view, they have limited vertical field-of-view (26.8 [deg] for HDL-64E,
and 20 [deg] for HDL-32E), which make them ill-suited for our purpose.
The three main features of our design are:
Continuous rotation Our scanner rotates continuously instead of switching direction
every half rotation. This makes the planar scans composing a 3D scan spaced
evenly.
Non-tilted sensor The planar laser scanner faces directly upwards, avoiding a blind spot
directly above the sensor. This configuration also results in the area directly above
the sensor having higher laser points density which, for our purpose of tracking a
flying robot in a relatively close range, may work to our advantage.
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Wireless data transmission To minimise the amount of electrical connections we have
to make between the rotating head and the stationary bottom, the planar laser
scanner communicates with the control PC wirelessly via WLAN.
The 3D laser scanner is divided into two parts: the rotating top and the stationary
bottom. The rotating top contains the planar laser scanner, the wireless adapter, and a
DC/DC converter. The stationary bottom contains the motor and its associated encoder
and controller as long as a pair of conductive bearings. The assembled laser scanner with
major components labelled is shown in Fig. 3.3 (a).
Power is delivered to the rotating top through the conductive bearings at 12 and 0
[V]. The DC/DC converter provides the necessary voltages for each component in the
rotating top; 12 [V] for the planar laser scanner, and 5 [V] for the wireless adapter.
Power for the motor (24 [V]) and its controller (12 [V]) is managed through a power
supply unit shared with the ground robot. This power delivery arrangement is shown in
Fig. 3.3 (b).
The planar laser scanner used in our design is the Hokuyo Automatic UTM-30LE-EW
(Ether-Top). It has 270◦ field of view, 0.25◦ angular resolution, and 25 [ms] period. A
planar scan contains 1080 data points with distance and intensity values. Our 3D laser
scanner then has 360◦ horizontal field-of-view and 270◦ vertical. With head rotation
period of 2 [s], we receive a 3D scan of the area surrounding the sensor at every 1
[s], containing up to 40 slices from the planar laser scanner. In addition to the motor
encoder a photo-interruptor zeroing mechanism is used to maintain consistent motor
angle reading. An example of real reading from the laser scanner is shown in Fig. 3.4,
(a) for a planar scan in the yz plane, and (b) for a 3D scan. In Fig. 3.4 (b), the points
are coloured based on its height, the drone in flight can be seen as a cluster of blue
points at the centre.
3.2 Air Robot
We use Parrot’s AR.Drone series of quadrotors as the air robot. Both the original
AR.Drone and version 2.0 are used; they are treated identically (Fig. 3.5. The air robot
is of a relatively small size, 0.5 [m] × 0.5 [m] × 0.12 [m] with the protective shell. Their
sensor suite includes a forward-facing camera, a downward-facing camera, a 6DOF IMU
(3-axis accelerometers and 3-axis rate gyroscopes), and a downward-facing ultrasound
sensor. The on-board controller also provides some processed sensor data, such as the
roll, pitch, and yaw angles of the quadrotor in addition to the raw sensor measurements.
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(a) (b)
Figure 3.1: (a) Illustration of a planar scan. Laser rays from the planar laser scanner at
the origin are used to measure the distance to the nearest object. (b) Rotat-
ing the planar laser scanner along the z-axis results in a 3D measurement.
Figure 3.2: Block diagram of the 3D laser scanner.
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(a) (b)
Figure 3.3: (a) Assembled 3D laser scanner with major components labelled. (b) Cross
section of the 3D laser scanner frame, showing power delivery to the rotating
top via a pair of conductive bearings.
z
y
(a) (b)
Figure 3.4: (a) Planar scan, and (b) 3D scan from our laser scanner, colour gradient
denotes z-axis.
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Figure 3.5: Parrot’s AR.Drone 2.0, the air robot used in this work.
For our purpose, only the IMU data and the attitude angles are used in estimating the
position, orientation, and velocity of the air robot (Chapter 4).
We have also installed three reflective patches on the front-left, and both back corners
of the quadrotor. Laser rays reflected by these tapes have considerably higher intensities,
a fact we will make use of when extracting laser points lying on the drone and when
estimating the drone’s orientation (Chapter 4, Sections 4.1 and 4.2.3).
The air robot communicates with the control PC via WLAN. We use ROS [22] and
the ardrone autonomy package [23] to interface with the air robot. The expected control
inputs are in the form of 3-axis linear velocity references and angular velocity reference
in the yaw axis (vx, vy, vz, ωz).
3.3 Ground Robot
The ground robot is a Yamabico mobile robot, a differential-drive type mobile robot de-
signed and maintained by the Intelligent Robot Laboratory in the University of Tsukuba
(Fig. 3.6. Motion control is done using the YP-Spur software platform [24] in combi-
nation with the T-Frog motor controller [25]. The ground robot is of comparable size
with the air robot with 0.5 [m] × 0.4 [m] × 0.35 [m] (length, width, height) dimensions
without the laser scanner; the laser scanner adds another 0.34 [m] of height.
The motor controller, together with the YP-Spur software platform, provides odome-
try data which is used to localise the ground robot. The robot takes input in the form
of line definitions for it to follow, or directly in the form of linear and angular velocity
references (v, ω).
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Figure 3.6: The ground robot used in this work, a differential drive mobile robot. The
3D laser scanner is installed on top.
3.4 Communications
Communication between the different hardware components are summarised in Fig. 3.7.
The control PC acts as wireless access point to which the 3D laser scanner and the
drone connects. The planar laser scanner sends out scan data at 25 [ms] period wirelessly
through the adapter, to accumulated into a 3D scan data every 1 [s]. The drone provides
reading from its on-board IMU and receives control commands at 100 [Hz]. The ground
robot controller provides odometry data for ground robot localisation and receives speed
commands.
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Drone
control commands-->
<--IMU data
odometry data-->
<--speed commands
scan data-->
[USB]
[WLAN]
[WLAN]
Control PC
Wireless
Adapter
Laser
Scanner scan data-->
[Ethernet]
Rotating platform
Robot
Controller
Figure 3.7: Communications between the hardware components used in this work. The
air robot and the laser scanner communicate wirelessly with the control PC.
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Drone State Estimation
States of the drone we are interested in are its position (x, y, z), yaw angle ψ, and
velocity (vx, vy, vz). These quantities are estimated using measurements from the 3D
laser scanner and the drone’s on-board 6DOF IMU. The general flow of the drone state
estimation task is first, drone points are extracted from the laser scan, second, position,
yaw angle and velocity are estimated using the extracted drone points, and third, the
state estimate from laser data is augmented with IMU data. An overview of this state
estimation process is shown in Fig. 4.1.
Combining laser and IMU data is challenging due to two factors: one, laser data comes
at a low frequency and thus contain considerable delay, and two, IMU data, specifically
accelerometer data, has time-varying offset. To obtain a high-frequency, non-offset drone
state estimate, both factors must be properly addressed.
4.1 Drone Extraction from Laser Data
We start with extracting drone points from laser data. In this step, our goal is to extract
points lying on the drone from a laser scan containing points from both the drone and
other objects in the environment. This is done by placing a virtual cylinder in the
measured area, with points inside the cylinder belonging to the drone. The size of the
cylinder is chosen to match the drone’s dimension, with some safety factor. For our
drone, which side is 0.5 [m] and height is 0.12 [m], we chose a cylinder with 0.7 [m]
radius and 0.35 [m] height.
This cylinder must be placed dynamically to contain the drone without knowing its
position a priori. Our task is then to devise a method to place the cylinder so that
it envelopes drone points by inspecting an incoming laser scan. We make use of the
reflective tapes installed on the drone’s corners for this purpose (Fig. 4.2). In broad
strokes, the task of placing the cylinder is broken down into: finding high intensity
points from drone corners, removing high intensity points not actually on drone corners,
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Figure 4.1: Overview of drone state estimation process.
(a)
A
BC
(b)
Figure 4.2: Top (a) and bottom (b) view of the drone with reflective tapes installed on
three corners, labelled A, B, and C.
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and calculating cylinder position from remaining high intensity points. We shall now
describe them in detail:
The incoming laser data is first split by intensity into two point clouds: high-intensity
point cloud and low-intensity point cloud. This split is done with simple k-means clus-
tering where k = 2 on the intensity of each laser point (i.e., at this stage, the actual
position of the point is not considered). The initial centroids are the highest intensity
point and the lowest intensity point. In case none of the drone corners are in-view, the
split ends up returning two clusters of low-intensity points. This is not a suitable input
to the subsequent steps of this procedure, so we must be able to detect and discard
such input. We do this by checking the high-intensity cluster centroid against the previ-
ous centroids for the high-intensity and low-intensity clusters. If current high-intensity
centroid is closer to the previous low-intensity centroid than the previous high-intensity
centroid, then we are not seeing true high-intensity points in this measurement. In such
case, the cylinder is placed at the latest drone position estimate.
For initialisation, the drone is flown to a small empty area. All laser points outside this
area during initialisation are removed. The drone’s measurements then provide initial
values for the high and low intensity centroids against which subsequent measurements
are checked.
Having good intensity split, we do another clustering on the high-intensity point cloud
by euclidean distance. At this step, we receive a variable number of clusters of high
intensity points. Knowing that there are only three drone corners with reflective tapes,
we then attempt to merge clusters together until we have exactly three or we cannot
merge any more. Merging is done by finding a pair of clusters with the lowest distance
among all pairs of clusters and merge them together. Distance is determined by the
euclidean distance of the closest points in the two clusters, i.e by nearest neighbour.
This is done iteratively until we have exactly three clusters or when the distance between
the two nearest clusters is higher than a set maximum distance. This process is also
described in Algorithm 1. There, the function MERGE CLUSTER takes the set of
high intensity clusters D and the maximum merge distance dmax. It finds the distance
between the nearest neighbours of all pairs of remaining clusters then merge the closest
ones unless they are farther apart than dmax. It returns the set of remaining clusters
after merging.
At the end of the cluster mergers, we have the minimum number of high intensity clus-
ters. However, this set of clusters may still include high-intensity clusters not belonging
on the drone. We screen these using our knowledge of the drone dimension. First, we
calculate the centroid of all remaining clusters. Then, we calculate the distance between
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Algorithm 1 High intensity cluster merging
1: function merge cluster(D = {C1, C2, . . . CN}, dmax)
2: while size(D) > 3 do
3: dmin = 1000.0
4: for all (Ci, Cj) ∈ D whereCi 6= Cj do
5: dij = distance(nearest neighbour(Ci, Cj))
6: if dij < dmin then
7: dmin ← dij
8: Ci,merge ← Ci
9: Cj,merge ← Cj
10: end if
11: end for
12: if dmin > dmax then
13: break
14: end if
15: merge(Ci,merge, Cj,merge)
16: end while
17: return D
18: end function
every pair of centroids. For every pair whose distance is lower than a set distance based
on the drone’s dimension, its constituent clusters receive a vote each. After all pair
distances have been checked, up to three highest voted clusters are extracted; they are
taken to be drone corners.
Algorithm 2 Calculate centroid of a cluster.
1: function centroid(C = p1, p2, . . .pN)
2: return 1
N
∑N
1 pi
3: end function
The cylinder is then placed at the centre of the centroids of high-intensity clusters
that passed the screening step.
pcylinder =
1
N
N∑
i=1
centroid(Ci) Ci ∈ D
′ (4.1)
These steps are illustrated in Fig. 4.3, starting with raw data of laser points with intensity
(a), intensity split containing high-intensity clusters not lying on the drone (b), (c), and
(d), screening of high-intensity clusters where clusters on the drone vote for each other
due to their close distance (e), and finally cylinder placement (f) with obstacle points
outside the cylinder shown in white.
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Algorithm 3 Screen clusters set for high intensity clusters not on the drone.
1: function Screen cluster(D = {C1, C2, . . . CN}, dcorner)
2: V ← {0, 0, . . . 0} ⊲ votes for each cluster, same length as D
3: for all (Ci, Cj) ∈ D where Ci 6= Cj do
4: dij ← ‖centroid(Ci)− centroid(Cj)‖
5: if dij < dcorner then
6: Vi ← Vi + 1
7: Vj ← Vj + 1
8: end if
9: end for
10: count← 0
11: D′ ← {}
12: for all i ∈ {1, 2, . . . N} do
13: idx← indexof(max(V )) ⊲ find the index of the highest voted cluster
14: append(D′, Cidx) ⊲ append highest voted cluster to D
′
15: count← count + 1
16: if count ≤ 3 then
17: break
18: end if
19: end for
20: return D′
21: end function
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0. Raw data
(a)
1. Intensity split
(b)
1a. Intensity split (zoom)
(c)
2. High intensity clusters
(d)
Drone corners
Rejected corners
3. Find drone corners
(e)
4. Place cylinder
(f)
Figure 4.3: Cylinder placement procedure. (a) Raw data from the laser scanner. (b),
(c) Splitting the data into high-intensity and low-intensity points. (d) High
intensity points are clustered by euclidean distance, (e) clusters not belonging
on drone corners are rejected by evaluating distance between every pair of
clusters. (f) Cylinder placement result, with drone points inside the cylinder.
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Table 4.1: Accuracy evaluation of drone position estimation from laser data.
Manual placement Laser measurement Standard deviation
(x, y) [m] (x, y) [m] (x, y) [m]
(1.00, 0.00) (0.98, 0.01) (0.02, 0.02)
(1.50, 0.00) (1.48, 0.00) (0.02, 0.04)
(1.50, 1.00) (1.48, 1.02) (0.03, 0.04)
(1.50, −1.00) (1.49, −1.00) (0.02, 0.04)
4.2 State Estimation from Laser Data
4.2.1 Position
From extracted drone points, drone position is calculated by weighted average. Due to
the configuration of our laser scanner, the density of laser points is higher closer to the
sensor in absolute distance, and at smaller angles to the positive z-axis.
xˆlaser =
1∑N
i=1
N∑
i=1
wix¯i (4.2)
Where the weight is
wi = ‖x¯i‖+ α+
√
x¯2i,x + y¯
2
i,y
‖x¯i‖
(4.3)
The first term is the absolute distance from sensor origin to laser point in consideration,
the third term is the sine of the angle between the laser ray and the positive z-axis, the
second term α is a small bias to prevent the weight to diminish to zero. The difference
between simple averaging (wi = 1) and weighted averaging is most pronounced when
the drone is near the sensor. An example of the difference between the xˆlaser output of
simple and weighted averaging is shown in Fig. 4.4, with 4 [cm] difference and the simple
average biased towards the sensor at the centre.
The accuracy of this estimate was evaluated by measuring the position of a stationary
drone at a known position over a time period and comparing it with the returned position
estimate. This condition was achieved by manually holding the drone still using a thin
pole. A weighted string is attached at the bottom to point at a floor marker marking
the coordinate of the known position. The region of interest of the sensor was set to
be centred at the test position with dimensions only slightly larger than the drone. At
distance of up to 1.8 [m], we found the position estimate to be accurate up to 2 [cm] in
each axis with up to 4 [cm] standard deviation, also in each axis.
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xlaser (weighted average)
^
xlaser (simple average)
^
Figure 4.4: Drone position estimation from laser data. Comparison between weighted
(blue circle) and simple (red circle) average.
Figure 4.5: Drone position estimation accuracy evaluation.
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4.2.2 Velocity
Velocity estimate from laser data is calculated using two consecutive position estimates.
For two consecutive laser position estimates obtained at time tl and tl+1, the velocity
estimate is:
vˆlaser =
xˆlaser(tl+1 − xˆlaser(tl)
tl+1 − tl
(4.4)
4.2.3 Orientation
The drone’s yaw angle is estimated using laser data. Recall Fig. 4.2 where the drone
corners with the reflective tapes are labelled A, B, and C. If we can correspond the high
intensity point clusters obtained in the drone detection step with these corners, we can
calculate the drone’s yaw angle from the spatial relation of the corners. For example, we
can calculate the yaw angle by taking the arctan of the x and y components of vector BA.
Our task is then to devise a method to find correspondence between the high-intensity
clusters and the drone corners.
We begin by observing that 6 ABC is a right angle, and therefore a choice of B
that results in the minimum absolute value of cos 6 ABC is the correct one. Having
a correspondence for corner B, there remain two choices for A and B correspondence.
Here, we make the assertion that the drone is always right-side-up, which consequently
means that the cross product BC × BA points to the positive z-axis, or at least the
z-component of the cross product will be positive.
This correspondence process is illustrated in Fig. 4.6; (a), (b), and (c) shows the three
different choices for corner B, with the correspondence in (b) chosen as it results in the
lowest cos 6 ABC. The two choices for A and B correspondence is shown in (d) and (e),
with the choice in (e) picked as it results in the cross product BC ×BA having positive
z-axis component.
Having the complete correspondence for all three relevant corners, we now subject
them to a screening to ensure good quality data. There are two criteria for this screening:
• BA is orthogonal to BC.
• magnitudes of
∥∥BA∥∥ and ∥∥BC∥∥ match the drone’s dimension to a tolerance
An example of a good correspondence result is shown in Fig. 4.7 (a), while a bad cor-
respondence result is shown in Fig. 4.7 (b), where the correspondence result is rejected
due to the magnitude of
∥∥BC∥∥ not matching the drone’s dimension.
Having a good correspondence between corners A, B, and C with the high intensity
clusters from the drone corners, there are three ways to calculate the drone’s yaw angle,
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B
cos∠ABC  0.68
(a)
B
cos∠ABC  0.05
(b)
B
cos∠ABC ≈ 0.68
(c)
z-axis points down
(d)
z-axis points up
(e)
Figure 4.6: ABC corner correspondence for yaw estimation from laser data. (a), (b),
and (c) shows possible choices for corner B, with B chosen for having the
lowest resulting cos 6 ABC. (d) and (e) shows the possible choices for A and
C given B, with (e) chosen as the resulting drone z-axis points up in the
global frame.
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respondence result
(a)
Screened out by dimension
(b)
Figure 4.7: Screening of the result of ABC corner correspondence with the high intensity
clusters. (a) shows a good correlation result, (b) shows a rejected correlation
result due to the dimension of corner B to C being too large.
using any pair of the three corners. Namely:
ψˆBA = arctan
BAy
BAx
(4.5)
ψˆBC = arctan
BCy
BCx
+ 0.5π (4.6)
ψˆCA = arctan
CAy
CAx
− 0.25π (4.7)
Ideally, all three must point to the same direction, but in practice they will differ
slightly due to the sparseness of the laser scan. We should then use the pair of corners
containing the most laser scans. This is done by comparing the spread of points for
each pair along direction perpendicular to vector formed by the pair. For example, for
pair BA, we are interested in the point spread of corners B and A in the direction
perpendicular to BA. As each pair is made of two corners, the corner with the lower
spread represents the pair, and the pair with the highest representative spread is used
to calculate yaw angle estimate.
Let PA, PB , and PC be the set of points in corners A, B, and C respectively, with
individual points described by their position in the global frame, e.g. pA,i ∈ PA =
(x y z)T . Let also ΣA, ΣB, and SigmaC be the covariance matrices of these point sets.
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As they are all defined in the global reference frame, to get the spread we are interested
in, we must first rotate them to the appropriate frame. Taking pair BA as example, the
angle φBA is the angle made by vector BA with the global frame x-axis and is calculated
by the arc tangent of the vector’s x and y components.
φBA = arctan
BAy
BAx
(4.8)
We rotate the covariance matrix along global frame z-axis by φBA to align vector BA
with global frame positive x-axis.
ΣBAA = Rz(φBA)
TΣARz(φBA) (4.9)
We can then read out the variance of cornersB and A along the direction perpendicular
to vector BA from index (2, 2) of the rotated covariance matrix:
σBAA = Σ
BA
A,(2,2) (4.10)
σBAB = Σ
BA
B,(2,2) (4.11)
(4.12)
The same process is applied to the remaining pairs BC and CA to obtain the relevant
variances. The winning pair W ∗ is then:
W ∗ = max
(
min
(
σBAA , σ
BA
B
)
, min
(
σBCB , σ
BC
C
)
, min
(
σCAA , σ
CA
C
))
(4.13)
The actual laser yaw estimate ψˆlaser is then calculated from the winning pair.
Fig. 4.8 shows a laser measurement of the drone in flight. Black points represent low-
intensity drone points and larger red points represent high-intensity drone points, and
clusters corresponding to corners A, B, and C are marked with dashed circles. We can
see that corner A is comprised of two planar scans, same with corner B, but corner C
is comprised only of one planar scan, which shared with one of corner B’s planar scan.
To use the most planar scans, we should then use BA to calculate the drone’s yaw angle
(green arrow). Direction of the yaw angles from the other pair of corners are also shown.
The accuracy of the orientation estimation from laser data was evaluated similarly
to the position estimation performed before: the drone was held manually in a set
orientation and a series of orientation estimation was done using the laser scanner. The
procedure was done for several orientations: 0◦, 30◦, 45◦, 60◦, and 90◦. We found that
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A B
C
ψlaser
^
ψBA
ψBC
ψCA
x
y
Figure 4.8: Choices of corner pairs for calculating yaw angle. The pair of corner con-
taining the most planar scans should be used; in this example, BA.
Table 4.2: Accuracy evaluation of drone yaw angle estimation from laser data.
Manual angle Laser measurement Standard deviation
0◦ −4.59◦ 2.1◦
30◦ 30.73◦ 2.6◦
45◦ 38.84◦ 2.6◦
60◦ 59.77◦ 1.6◦
90◦ 88.33◦ 2.8◦
the orientation estimation is accurate up to 6.16◦ with up to 2.8◦ standard deviation.
The result of this accuracy evaluation is summarised in Table 4.2.
4.3 Data Fusion
4.3.1 Laser Delay
Due to the low frequency of the laser scanner, a laser position estimate may be late by up
to one laser period (1 [s]). Let us call this laser position delay tdelay,x. Furthermore, laser
velocity estimate uses two delayed laser position estimate, and it effectively measures
the average velocity at the earlier position estimate, resulting a velocity delay of one
period more than the position delay. Let us call this quantity tdelay,v.
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vimu,y
^
vlaser,y
^
tdelay,v
Figure 4.9: Laser delay is verified from comparing the timings of peaks and troughs be-
tween velocity estimate from non-delay-corrected laser data and integration
of accelerometer data.
From the period of the laser scanner, a position estimate from laser data can be delayed
by up to 1 [s]. Let us take the average and take tdelay,x = 0.5 [s]. Velocity delay is then
one period longer than position delay, tdelay,v = 1.5[s]. Laser delay is demonstrated
by comparing the timing between laser velocity estimate and IMU accelerator integral,
after manual correction. To facilitate this comparison, we flew the drone in an oscillatory
manner and measure the delay between peaks and troughs in the resulting velocity trace.
An excerpt from this flight is shown in Fig. 4.9.
4.3.2 IMU Offset
The accelerometer readings from the IMU contains some offset. It is constant for a
short duration, but changes over a long duration. This can be clearly demonstrated by
keeping the drone at rest on a level surface and integrating the accelerometer readings
over time. The resultant velocity measure should be zero, but due to the offset, it is
a ramp, which slope changes in a long enough period. An example of this is shown in
Fig. 4.10; the drone was left on the floor for 30 [minutes] while accelerometer reading
was taken and integrated into velocity measurement. If there was only zero-mean noise,
then the velocity would have been zero, instead of the ramp observed. For the x-axis,
the offset changed two times during the experiment, marked with dashed black circles.
To use this accelerometer data, we must estimate the offsets and periodically update
those estimates.
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vimu,x
^
vimu,y
^
offset changes
Figure 4.10: IMU offset is evident from leaving the drone in a flat surface for an extended
period and receiving non-zero velocity estimate. Inflections in the data
marked by dashed black circles show that accelerometer biases change over
a long enough period of time.
4.3.3 Velocity
For a short enough duration, if we take the difference between delay-corrected velocity es-
timate from laser data and from accelerometer integral, we get a straight line which slope
is the accelerometer offset. Knowing the accelerometer offset, we can augment velocity
estimate from laser data with the integral of offset-corrected accelerometer reading.
The following steps are performed on a per-axis basis. We start by shifting the velocity
estimate from laser vˆlaser by its time delay tdelay,v, to reflect the fact that the estimate
received at time tl is actually a measure of the drone’s velocity at time tl − tdelay,v. We
then calculate the difference between the delay-corrected vˆlaser and vimu; let us call this
quantity dv:
dv(t− tdelay) = vˆimu(tl − tdelay,v)− vˆlaser(tl) (4.14)
Over a short enough period, this quantity fits into a line:
dv(t) ≈ mt+ c (4.15)
where the line slope m is the accelerometer offset aoffset at the axis in consideration. We
fit dv over a time window twindow using linear least square to obtain aoffset.
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Having an offset estimate, we can fuse velocity estimates from laser and IMU to obtain
a non-delayed and non-offset velocity estimate:
vˆ(t) = vˆlaser(tl) +
∫ t
tl−tdelay,v
(aimu(τ)− aoffset)dτ (4.16)
Between velocity estimates from lasers, we can update vˆ(t) incrementally using the
latest IMU measurement and the latest estimate of accelerometer offset aoffset:
vˆ(t) = vˆ(t−∆t) + (aimu(t)− aoffset)∆t (4.17)
An example of this procedure applied to an actual flight is shown in Fig. 4.12; In (a)
and (b) we see the raw IMU and laser velocities in x and y axes respectively. Laser
delay is evident from the unsynchronised peaks and troughs of the laser and IMU traces,
while IMU offset is shown by the IMU reading having larger values than laser. Applying
the method described above, we see in (c) and (d) that the velocity estimate from
data fusion is aligned with the delay-corrected laser data and that the IMU offset has
been successfully eliminated. Note that the laser data in Fig. 4.12 (c) and (d) (blue
traces) were shifted by 1.5 [s] manually to eliminate the velocity delay to facilitate easier
comparison with the velocity estimate resulting from the procedure.
The choice of twindow is done empirically. We applied the method with different choices
of twindow from 2 [s] to 30 [s] on the same flight data, the traces of which are in Fig. 4.13.
We observe that increasing time window reduces jumps in velocity estimate due in part to
the difference in accelerometer offset estimates. However, beyond 10 [s], the improvement
quickly diminishes. twindow should be chosen to be short enough to be able to quickly
respond to changes in accelerometer offset but long enough to minimise jumps between
offset estimates. We found twindow in tens of seconds (e.g., 10 to 20 [s]) to be appropriate.
4.3.4 Position
Having a high frequency velocity estimate, we can also augment the position estimate
using its integral:
xˆ = xˆlaser(tl) +
∫ t
tl−tdelay,x
vˆdτ (4.18)
Traces from a flight showing the drone position estimate incorporating the integral of
the high frequency estimate is shown in Fig. 4.14. The fusion position estimate is done at
2 [Hz], twice the frequency of the laser scanner, but lower than the IMU frequency. The
integral smoothens out the jumps observed between offset estimation updates observed
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(delay corrected)
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(delay corrected)
twindow
dv = aoffsett + c
(d)
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(e)
Figure 4.11: Velocity fusion procedure. (a), (b) data received from the sensors, with
laser data (blue crosses) delayed and IMU data (red trace) having offset.
(c), (d) the difference between IMU velocity estimate and laser velocity
estimate after delay correction can be fit into a line whose slope is the
IMU offset. (e) removing IMU offset results in high frequency, non-delayed
velocity estimate.
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Figure 4.12: Velocity fusion example on actual flight. A purposely oscillating flight was
performed to more readily visualise the result of our method. (a), (b) drone
velocity as estimated using laser data (blue trace) and IMU date (red trace)
in x and y axes respectively. (c), (d) The same after applying the proposed
method, the resulting fusion velocity estimates have high frequency and not
delayed.
in the velocity estimate (Fig. 4.12).
4.3.5 Orientation
We also fill in the gap between ψˆlaser with yaw angle measurement from the drone’s driver,
by adding the change in driver yaw angle measurement since the last laser measurement,
accounting for delay:
ψˆ(t) = ψˆlaser(tl) + ψˆimu(t)− ψˆimu(t− tdelay,x) (4.19)
A trace from a flight where the drone’s yaw angle was controlled to be 45◦ (0.785
radian) is shown in Fig. 4.15.
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Figure 4.13: Effect of twindow on velocity estimation. (a) and (b) for fusion velocity
estimate in x and y axes respectively with time window of 2 [s], (c) and
(d) for 10 [s], (e) and (f) for 20 [s], and (g) and (h) for 30 [s]. Longer time
window reduces jump between accelerometer offset estimate, but beyond 10
[s] the reduction is minimal.
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Figure 4.14: Increasing position estimation frequency using integral of velocity estimate
obtained from data fusion with IMU reading. (a) shows position estimate
in x-axis and (b) in y-axis. For both (a) and (b), the blue trace is the
delay-corrected laser data, and the red trace is the fusion position estimate.
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Figure 4.15: High frequency yaw angle estimation (red trace) by augmenting data from
laser scanner (blue dots) with yaw angle readings from the drone’s driver.
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Control and Navigation
For our purpose, the goal of navigation is to move both air and ground robots from place
to place according to a schedule. During navigation, it is essential that the robots avoid
obstacles in the environment. It is also important that the air robot is always visible
from the sensor on the ground robot. In this chapter, we will describe the tasks involved
in navigation. We start with defining the building blocks of a navigation: the waypoints.
Next, we construct a controller that makes the drone follow the waypoints. Following,
we detail obstacle representation and avoidance. Finally, we put them all together for
an obstacle-free navigation for both the air and the ground robots.
5.1 Timed Goals/Waypoints
In a navigation task, a robot moves from place to place according to a schedule, where
places are coordinates in 3D space and schedule is the arrival times for each respective
place. Let us call this space-time navigation units as timed goals or waypoints and
express them as x∗i = (xi, yi, zi, ψi, ti) = (pi, ψi, ti) where the first four components
are the spatial part and the last the temporal part. Let us also use the shorthand p
to denote the linear part of the spatial component of a waypoint. In this work, the
orientation part of the waypoint ψi is always set to 0. Waypoints are the building blocks
of a navigation task; the input of such a task is a set of waypoints, the controller we shall
describe in Section 5.2 makes the drone move towards a waypoint in a timely manner,
and obstacle avoidance (Section 5.3) adds new waypoints so that the path of the robots
does not intersect with any detected obstacles.
A navigation task then has as input a path, containing a series of waypoints to be
visited in sequence. To make the robots stay in one place, we can use two successive
waypoints with identical spatial component; the robot reaches the first waypoint, then
stays until the temporal component of the second waypoint has passed. Let us call the
type of the second waypoint as a STAY waypoint, and the type of the first one MOVE
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Figure 5.1: Waypoint example in 2D plane. Every waypoint x∗i contains spatial and
temporal information for its location and arrival time.
waypoint. The two types of waypoints require different controls. Fig. 5.1 shows an
example series of waypoints, all of type MOVE. A STAY waypoint requires position
control to keep the drone hovering in place, while a MOVE waypoint requires velocity
control to ensure on-time arrival. As such, we must develop a control scheme that can
satisfy both requirements.
5.1.1 Switching Rules
Ideally, switching between successive waypoints is performed at the arrival time of the
active waypoint. However, due to the low frequency of the position estimation and the
imprecision of the control (Section 5.2), we must be more careful in deciding when to
switch between waypoints. When transitioning from a STAY to a MOVE waypoint,
the switch is executed simply when time is up. When transitioning from a MOVE to a
STAY waypoint, the switch is executed when the drone’s distance to the target waypoint
d = ‖xˆ− p∗i ‖ is lower than a threshold dth. This is illustrated in Fig. 5.2a; the dashed
red circle has radius dth from STAY waypoint x
∗
i+1, and switching is executed when the
drone is in position A or C, but not B. Lastly, when transitioning between two MOVE
waypoints, we consider both the timing and how far along the drone is in the current
and the next segment, where segment is the line segment between two waypoints.
If the arrival time to a MOVE waypoint is ti, we begin to consider switching some
time tswitch before it. When t > ti − tswitch, we calculate how far along the drone is in
the current and the next segment. This quantity is calculated by projecting the vector
from the previous waypoint to the drone to the vector from the previous to the current
waypoint.
li =
(
xˆ− p∗i−1
)T (
p∗i − p
∗
i−1
)
∥∥p∗i − p∗i−1∥∥ (5.1)
When the inequality comparing how close the drone is to the end of the current segment
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Figure 5.2: Switching rules. (a) for switching from MOVE to STAY waypoints; the drone
is switched to position control when it is close enough to the target waypoint.
(b) for switching between two MOVE waypoints; the drone switches to move
to the next waypoint when it is further along in the next segment than the
remaining distance of the current segment.
and how far it is along the next segment
∥∥p∗i − p∗i−1∥∥− li < li+1 (5.2)
evaluates to true, switching is executed. The controller then guides the drone to move
to p∗i+1 instead. This is illustrated in Fig. 5.2b; the dashed red line is the switching line,
on its left side, the drone is closer to the segment between x∗i−1 and x
∗
i , and on its right
side between x∗i and x
∗
i+1. At point C, the inequality in 5.2 evaluates true and switching
is executed, but in points A and B it evaluates false and the drone kept moving towards
x∗i .
5.1.2 Tardiness and Retiming
When arrival time ti has passed and the drone has not met any of the criteria set by
the switching rules, we say that it is late. When this happens, we revise the timing of
the rest of the waypoints such that the drone moves faster up to a maximum velocity
between the remaining waypoints until it has caught up with the predefined timing. The
first step is to move back the schedule of the current waypoint assuming the drone races
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there at a maximum velocity vmax.
dt =
‖p∗i − xˆ‖
vmax
(5.3)
t′i = ti + dt (5.4)
For each of the rest of the waypoints, if it is of type STAY, then its staying time remains
the same; departure time will be pushed back by the same amount as arrival time. Type
MOVE waypoints get increased average velocity until the drone has caught up or run
out of waypoints, in which case the path ends at a later time than initially defined.
v =
∥∥p∗i − p∗i−1∥∥
ti+1 − ti
(5.5)
t′i+1 =


ti+1 +
‖p∗i−p∗i−1‖
vmax
if v > vmax
ti+1 otherwise
(5.6)
5.2 Drone Control
To execute the waypoints described above, we must construct a controller for the drone.
This controller is required to be able to perform velocity control for MOVE waypoints
and position control for STAY waypoints. Control inputs are calculated in the control PC
and sent to the drone via WLAN using the interface provided by the ardrone autonomy
ROS package. Control inputs are delivered in the form of four values in x, y, z velocities
uvx, uvy , uvz and yaw angular velocity uωz, all in the drone’s frame of reference with
x-axis pointing forward and z-axis pointing up. All control inputs are in the range of
[−1, 1]. The drone’s driver automatically maintains altitude so that setting uvz = 0
would not result in loss of altitude.
Drone control is performed using a nested controller with a fast (100 [Hz]) velocity
control inner loop and slow (2 [Hz]) position control loop. When performing position
control, a position reference xref is given to the controller, which then calculates the
velocity reference vref and the control inputs to be sent to the drone u. On the other
hand, when performing velocity control, vref is given directly and the low frequency
position control loop is deactivated. This controller is summarised in the block diagram
shown in Fig. 5.3, the low-frequency part is shaded in pink and the high-frequency part
is shaded in green.
Control for each linear axis is done independently. First, we calculate the position
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Figure 5.3: Control block diagram. Parts shaded in pink operate at 1 [Hz] while parts
shaded in green operate at 100 [Hz]. When a velocity reference is given
directly, the controller operates in velocity control mode and the position
control loop is not active.
error:
ex = xref − xˆ (5.7)
The error is fed into a PID controller to yield velocity reference:
vref = Kp,xex +Kd,xe˙x +Ki,x
∫
exdt (5.8)
Velocity error is calculated using the latest velocity estimate:
ev = vref − vˆ (5.9)
Which is then fed into another PID controller with feed-forward term to give us the
control input
u¯ = Kffvref +Kp,vev +Kd,v e˙v +Ki,v
∫
evdt (5.10)
Finally, this control input is transferred from the global frame of reference to the drone’s
frame of reference using the yaw angle estimate:
u = Rz(ψˆ)u¯ (5.11)
In total, there are 28 control gain parameters: 3 for each axis for position, another
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(a) (b)
Figure 5.4: Velocity control step response. (a) shows drone velocity in x axis and (b) in
y axis. For both, solid line denotes drone velocity and dotted line denotes
the velocity reference in respective axes.
3 for each axis for velocity, 3 for velocity feed-forward gains, 3 for yaw angle, 3 for
yaw angular velocity, and 1 for yaw feed-forward gain. In practice, we mostly use only
proportional gains for position, velocity, and yaw angle, necessitating tuning of only 12
gain parameters. They are chosen with trial and errors, starting with low values and
progressively increasing them until the drone destabilises. Unless stated otherwise, the
control gains used are:
Kp,v = 0.3 all axes
Kff = 0.01 all axes
Kp,x = 0.25 all axes
5.2.1 Step Response
First, we demonstrate the velocity control loop using a step response. We flew the
drone manually to the laser scanner’s field of view, gave it a hover command by setting
velocity reference to zero in all axes, then introduced a velocity step input in the y-axis of
v¯ref = (0.00.250.0)
T . The traces from this experiment is shown in Fig. 5.4. We observed
that drone velocity estimate moves in the correct direction of the reference, and after
some time oscillates around the reference values. Periodic jumps in the velocity estimate
is expected as also seen before in in Chapter 4 Section 4.3.3.
In demonstrating position control, we also make the comparison between the perfor-
mance of the controller using fusion data and the controller using only laser data. To
construct a position controller using only drone position estimates from laser data, we
can simplify the controller in Fig. 5.3 into the one in Fig. 5.5. Control gains for the
laser-only controller must be chosen independently from the full controller as the values
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Figure 5.5: Simplified controller using only laser data for drone position control.
used there would be too high and would destabilise the drone.
The procedure for the position step response experiment is as follows: we first flew
the drone manually to the sensor’s field of view to establish tracking. Then, we flew
the drone to a set position (1.0 − 1.0 1.75)T . Control is then handed over to autopilot
to momentarily hold the drone’s position there. We then introduced a step input of
x¯ref = (1.0 1.0 1.75)
T to the controller for it to bring the drone to the reference position
and keep it there. Traces from this experiment is shown in Fig. 5.6 (a) and (b) for
laser-only controller and (c) and (d) for the full controller. We observed that the full
controller had lower oscillations at steady-state than the laser-only controller. However,
the laser-only controller had a faster rise time.
We repeated this experiment five times for both controller to evaluate the consistency
of this result. Traces of these experiments superimposed together are shown in Fig. 5.7,
(a) and (b) for laser-only controller and (c) and (d) for the full controller. We observed
that the laser-only controller consistently had faster rise time and higher errors, while
the full controller had slower rise time and lower errors. Defining rise time as the time
elapsed between when the response has reached 10% and 90% of the reference, on average
the laser-only controller had 2.5 [s] rise time while the full controller has 6 [s] rise time.
Steady-state RMS error is calculated over a time window of 30 [s], from t = 30 [s] to
t = 60 [s] in Fig. 5.7. On y-axis, where the step input was applied, laser-only controller
had RMS error of 0.39 [m] while the full controller had 0.26 [m]. Further gain tuning
may improve the performance of the full controller.
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(a) (b)
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Figure 5.6: Position control step response. (a) and (b) shows x and y axes for the
simplified controller, (c) and (d) for the full controller using the fusion data.
5.2.2 Moving Sensor
As in a navigation task, both air robot and the ground robot (and therefore the sensor)
moves, we must now test if a moving sensor destabilise our previously described drone
controller. This is done using two movement patterns to test for sensor linear movement,
and sensor rotation.
The first pattern, Pattern A, moves the ground robot and the drone in turn along
the global x axis. Its sequence is illustrated in Fig. 5.8, and the position references are
listed in Table 5.1. The sequence is advanced manually, i.e., the experimenter decides
the timing of each step. Position control was used to execute the motion. Traces from
the experiment are shown in Fig. 5.9, with (a) and (b) showing the drone position in x
and y axes respectively and (3) showing the ground position. Ground movements were
executed in steps 2 and 4. In both steps, the drone did not destabilise. There was
a disturbance in x position of the drone in the beginning of step 4 but the controller
recovered the drone to its position reference.
In the second pattern, Pattern B, the ground robot is made to move in a rectangle while
the drone is made to stay at the centre. This lets us test if changing sensor orientation
in the global frame destabilises the drone. This pattern is illustrated in Fig. 5.10, and
the position references are listed in Table 5.2. Traces from this experiment are shown in
Fig. 5.11, with (a) and (b) showing the drone position in x and y axes respectively and
(c) and (d) showing the ground xy position and orientation respectively. We observed
42
Chapter 5 Control and Navigation
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Figure 5.7: Position control step response repeat experiments. (a) and (b) shows x and y
axes for the simplified laser-only controller, (c) and (d) for the full controller
using fusion data. The full controller has lower overshoots and steady-state
error but slower rise time.
Table 5.1: Pattern A position references list.
Step Ground reference Drone reference
(x, y, θ) (x, y, z, )
step 1 (0, 0, 0) (0, 0, 1.7)
step 2 (1, 0, 0) (0, 0, 1.7)
step 3 (1, 0, 0) (1, 0, 1.7)
step 4 (0, 0, 0) (1, 0, 1.7)
step 5 (0, 0, 0) (0, 0, 1.7)
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Figure 5.8: Illustration for moving sensor experiment Pattern A
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Figure 5.9: Pattern A traces. (a) and (b) shows drone x and y axes respectively. (c)
shows ground robot position.
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Table 5.2: Pattern B position references list
Step Ground reference Drone reference
(x, y, θ) (x, y, z, )
step 1 (0, 0, 0) (0.5, 0, 1.7)
step 2 (0, 0.5, 1.57) (0.5, 0, 1.7)
step 3 (1, 0.5, 0) (0.5, 0, 1.7)
step 4 (1, −0.5, −1.57) (0.5, 0, 1.7)
step 5 (0, −0.5, 3.14) (0.5, 0, 1.7)
x
Figure 5.10: Illustration for moving sensor experiment Pattern B
linear and rotational motion of the sensor does not result in the drone’s destabilisation.
5.2.3 Waypoints
We can now move to demonstrate following waypoints with spatial and temporal com-
ponents. We first start with the drone, giving it a series of waypoints while keeping the
ground robot stationary. The path to be followed is a rectangle with 2 [m] sides centred
on the origin, as illustrated in Fig. 5.12. Two experiments were done, one with timings
such that the nominal velocity is 0.2 [m/s] and the other with 0.3 [m/s]. In both cases,
the path was traced five times. The waypoints are listed in Table 5.3 with timing column
in relative time after start of each repetition. The ground robot is positioned such that
the laser scanner is at the origin.
The traces from this experiment are shown in Fig. 5.13 for 0.2 [m/s] and Fig. 5.14
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Figure 5.11: Pattern B traces. (a) and (b) shows drone x and y axes respectively. (c)
and (d) shows ground robot position and orientation respectively.
Table 5.3: List of waypoints in rectangle path experiment.
Step waypoint t (0.2 [m/s] run) t 0.3 [m/s] run
(x, y, z) [m] [s] [s]
1 (1, −1, 2) +0 +0
2 (1, 1, 2) +10 +6.67
3 (−1, 1, 2) +20 +13.33
4 (−1, −1, 2) +30 +20
for 0.3 [m/s]. In both figures, (a) shows the x axis and (b) the y axis; red points are
the waypoints and blue traces are the drone’s position estimate in respective axes. We
observed that our controller was able to make the drone follow the waypoints to arrive
at the specified location at the specified time at both velocities.
Next, we combine moving sensor with timed goals. Two sets of waypoints are given,
one for the ground robot, and the other for the drone. The path is illustrated in Fig. 5.15
and the waypoints are listed in Table 5.4, drone waypoints are placed 0.5 [m] in front of
ground robot waypoints in the x axis. Timing was chosen such that the average speed
for both robots along the path is 0.4 [m/s]. The waypoints start at 1 [s] to let the drone
move into the path from its initial position set by manual flight roughly at the location
of the first waypoint. Traces from the experiment are shown in Fig. 5.16, with (a) and
(b) showing the drone’s position in x and y axes respectively and (c) and (d) showing
the ground robot position in x and y axes respectively. For all subplots, red dots denote
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Figure 5.12: Rectangular path for timed goals experiment.
Table 5.4: List of waypoints for simultaneous movement experiment
No. Ground waypoint Drone waypoint t [s]
(x, y) [m] (x, y, z) [m]
1 (0, 0) (0.5, 0, 1.75) 1
2 (2, 0) (2.5, 0, 1.75) 6
3 (4, 1) (4.5, 1, 1.75) 11.6
4 (4, 3) (4.5, 3, 1.75) 16.6
the waypoint and blue traces denote the position estimate for the robots in respective
axes. XY-plots showing the path taken by both robots from a top-down perspective are
shown in Fig. 5.17; (a) for the drone, and (b) for the ground robot. Both robots were able
to come close to their respective waypoints in a timely manner, with the ground robot
having more precision. While the drone’s velocity references always point directly to the
active waypoint, the resulting movement is not always straight lines from waypoint to
waypoint, as exemplified in the loop traced by the drone around the third waypoint in
Fig. 5.17 (a).
5.3 Obstacle Representation and Avoidance
Having demonstrated the capability to follow waypoints for the drone and ground robots
in empty space, we can now advance further to introduce obstacles in the environment.
All points outside of the cylinder in drone detection step (Section 4.1), are obstacle
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Figure 5.13: Timed goals experiment, 0.2 [m/s] average speed. (a) shows the drone
position (blue trace) and waypoint (red dots) in x axis, (b) shows the same
in y axis.
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Figure 5.14: Timed goals experiment, 0.3 [m/s] average speed. (a) shows the drone
position (blue trace) and waypoint (red dots) in x axis, (b) shows the same
in y axis.
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Figure 5.15: Path illustration for simultaneous movement experiment.
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Figure 5.16: Ground and air robot movement following waypoints. (a) and (b) show
drone position (blue traces) and waypoints (red dots) in x and y axes re-
spectively. (c) and (d) show the same for the ground robot.
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1: (0.5, 0)
2: (2.5, 0)
3: (4.5, 1)4: (4.5, 3)
(a) (b)
Figure 5.17: XY-plots of the positions of (a) the drone and the (b) ground robot in the
simultaneous movement experiment, showing the path taken by the two
robots from a top-down perspective.
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points. These points are used to populate an occupancy grid that represent the obstacles
present in the environment. In a navigation task, obstacle avoidance is then planning
a path—a sequence of waypoints—in this occupancy grid where no waypoint lies in an
occupied cell and no segment is obstructed by occupied cells. An obstacle-free navigation
task takes as input a sequence of waypoints, the base path Wbase, and removes or adds
waypoints so that the actual path to be executed by the controller, the safe path Wsafe,
do not intersect any obstacle.
The occupancy grid is composed of cubic cells with constant side rgrid. All cells are
initialised to be free and they remain free until set to occupied. There is no explicit
representation of unknown cells such as those in the shadow behind obstacle cells. Each
cell contains an integer value representing its occupancy state; 0 for free and positive
integers for occupied. The specific value of an occupied cell depends on how it is occu-
pied. A cell that is occupied because it contains one or more laser points from sensor
measurement has the value 1. Cells can also be set to be occupied when the grid is
expanded to facilitate planning or when measurement gaps are closed to facilitate line of
sight checking. Such cells will have different positive values depending on the expansion
reason, which will be described in detail in further sections. Obstacle points are not
accumulated, the occupancy grid is refreshed with every new laser measurement. In
this way, a moving obstacles will not occupy cells in the grid corresponding to its past
locations. However, it is also important that the sensor is always close enough to the
drone that it never flies towards previously seen, but currently invisible obstacles.
An example of an operating environment containing obstacles is shown in Fig. 5.18
(a), with two walls serving as obstacles. Fig. 5.18 (b) shows the laser points of detected
obstacle, and (c) shows the occupancy grid in top-down view, while (d) in perspective.
We can now begin to describe a method to plan an obstacle-free path given a base
path. Planning is done incrementally for a pair of base waypoints at a time, and for
each planning cycle, these steps are performed:
• Expand occupancy grid
• Choose start and end waypoints
• Perform A* search
• Minimise waypoints
• Check path feasibility, assign timing
We shall now explain these steps in detail:
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(a)
Obstacle points
(top-down)
(b)
Occupancy grid
(top-down)
(c)
Occupancy grid
(d)
Figure 5.18: (a) Operating environment with obstacles, (b) detected obstacle points,
(c) obstacle representation in occupancy grid in top-down view and (d) in
perspective view.
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Expand occupancy grid
The robots have finite dimensions, larger than a cell in the occupancy grid. For planning
purpose, we cannot treat either of them as a point contained in a single cell unless we
expand the grid by roughly the same dimension, thus this expansion step. In this step,
every cell within radius rexpand from an occupied cell are also marked as occupied, with
rexpand chosen to be proportional to the drone’s dimension (or the cylinder used to detect
it). After grid expansion, we can treat the robots as points only occupying one cell at a
time, which simplifies the planning step.
To speed up occupancy grid expansion, instead of incrementally checking cells sur-
rounding an occupied cell for distance and filling it if it is within rexpand to the occupied
cell, we prepare a list of indices offsets which we can then shift to be centred on a given
occupied cell. This list is valid as long as the grid size and expansion radius are constant,
which for our purpose means from the beginning to the end of the mission. For example,
for an occupancy grid with cell size 10 [cm] and expansion radius r = 20 [cm], then the
maximum index offset in each direction is ⌈2010⌉ = 2. Let us express an indices offset with
its elements in x, y, and z axes (di dj dk). The list of indices offsets is then the set of
all (di dj dk) where di, dj , dk ∈ {0, 1, 2} except (0 0 0) (the expansion origin) and indices
offsets where
√
d2i + d
2
j + d
2
k > 2 (expansion is done in a sphere, but list of all possible
indices is a cube). When performing grid expansion, for every occupied cell, we shift the
list to centre at the occupied cell and fill in all cells in the shifted list, checking only if
the shifted cell is out of bounds. To differentiate occupancy due to expansion to the one
due to measurement, cells filled in during this procedure carries the value 10. Fig. 5.19
shows an example of an occupancy grid before expansion (a), and after (b).
Choose start and end waypoints
In general, planning is done between two consecutive base waypoints. However, it is
possible that one or more of the base waypoints lie inside an obstacle. This step ensures
that only base waypoints lying on free cells are used. Algorithm 4 describes the step
used to find the two unobstructed termini. The start waypoint is sought from the safe
path, beginning at the end of the path. As the last waypoint in the safe path would
have been planned several cycles in advance, it may be possible that a new obstacle
would have been found obstructing it, in which case we roll back the safe path until an
unobstructed waypoint has been found. The end waypoint is sought from the base path,
starting at the latest waypoint to which a plan has been made. If it turns out to be
obstructed, we advance the index until an unobstructed waypoint has been found or the
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Before expansion
(a)
After expansion
(b)
Figure 5.19: Grid expansion. All cells within expansion radius from an occupied cell are
also set to be occupied.
end of the base path has been reached.
Perform A* search
Having a start and end waypoints, the spatial parts of those termini are input to an
A* search to find an obstacle-free path between them. A* search is performed on the
indices of the start and end waypoints in the occupancy grid, with the nodes being
cells in the occupancy grid. When visiting a node, neighbours to be inserted into the
expansion queue are the 26 cells surrounding the visited node. If node corresponding
to cell (0, 0, 0) is visited, then the neighbours are cells with index offsets (i, j, k) where
i, j, k ∈ {−1, 0, 1} excluding (0, 0, 0). During search, distance to the origin (the g score)
is calculated using Manhattan distance to the indices of the start node, the heuristic
(the h score) is the Manhattan distance to the end node. Upon completion of a suc-
cessful search, we receive a set of closely-spaced waypoints (spatial part only) tracing an
obstacle-free path between the start and end waypoints.
Minimise waypoints
The set of closely-spaced waypoints from the A* search is not conducive for control as
switching would be done very frequently as well as the reference velocity, faster than the
response time of the drone. We must then minimise the path by removing unnecessary
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Algorithm 4 Find next pair of unobstructed waypoints to plan a path segment
1: function get termini(Wbase, Wsafe, latest index) ⊲ latest index is the index of
the latest base waypoint planned
2: if latest index = 0 then ⊲ initial case, Wsafe is empty at this point
3: x∗start ← Wbase[0]
4: else
5: start index =Wsafe[last] ⊲ start planning from the last waypoint in Wsafe
6: while is occupied(Wsafe[start index] do
7: start index← start index− 1
8: if start index < 0 then
9: return fail
10: end if
11: end while
12: x∗start ← Wsafe[start index]
13: end if
14: end index← latest index + 1 ⊲ end index is in Wbase
15: while is occupied(Wend index) do
16: end index← end index + 1
17: if end index > size(Wbase) then
18: return fail
19: end if
20: end while
21: x∗end ← Wbase[end index]
22: return (x∗start, x
∗
end)
23: end function
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waypoints. A waypoint can be removed if the straight line from the waypoint before
it to the waypoint after it does not intersect with any occupied cell; an automatically
generated waypoint x∗i,k can be removed if all cells passed by the straight line between
x∗i,k−1 and x
∗
i,k+1 are free. The steps are summarised in Algorithm 6. Straight line
checking is done with the method described in Algorithm 5, by calculating the distance
between the the line to the centres of a set of test cells; if for a test cell the distance is
smaller than the distance between the centre the cell to one of its corners, then the test
cell is passed by the line and we must then check for its occupancy. All cells in a box
volume with x∗i,k−1 and x
∗
i,k+1 in its corners are test cells.
For example, given the A* output in Fig. 5.20 (a), the output of the waypoint min-
imisation step is shown in Fig. 5.20 (b). Another example with oﬄine calculation but
real laser data is shown in Fig. 5.21.
Algorithm 5 Line testing algorithm. Takes two cells in an occupancy grid and test if
the straight line between the two is obstructed by an occupied cell.
1: function is obstructed(start = (starti, startj , startk), end = (endi, endj, endk))
2: (di, dj, dk) = end− start
3: for i = 0 to di do
4: for j = 0 to dj do
5: for k = 0 to dk do
6: dtest =
(
i2 + j2 + k2
)
+
(i×di+j×dj+k×dk)
2
d2i+d
2
j+d
2
k
7: if dtest < 3× 0.5
2 then
8: if grid(starti + i, startj + j, startk + k) > 0 then
9: return true
10: end if
11: end if
12: end for
13: end for
14: end for
15: return false
16: end function
Check path feasibility, assign timing
It is not possible for the drone to follow any arbitrary paths due to the limitations of
its dynamics and controls. Therefore, we must make sure that the obstacle-free path
we have constructed so far can actually be executed. There are two criteria for a path
segment to be feasible: none of its corners is too sharp, and all segments are traversable
at under a maximum speed. For all waypoints lying in an acute corner, a STAY waypoint
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Algorithm 6 Minimise waypoints from A* output
1: function minimise waypoints(Wdense) ⊲ Wdense is the set of waypoints returned
by the A* search
2: Wminimum ← {}
3: append(Wminimum, Wdense[0])
4: i← 1
5: start idx← 0
6: while i < size(Wdense)− 1 do
7: if is obstructed(Wdense[start idx], Wdense[i+ 1]) then
8: append(Wminimum, Wdense[i])
9: start idx← i
10: end if
11: i← i+ 1
12: end while
13: append(Wminimum, Wdense[last])
14: return Wminimum
15: end function
(a) (b)
Figure 5.20: Waypoint minimisation illustration. (a) Output from the A* algorithm, a
set of waypoints spaced one cell apart. (b) Waypoints after minimisation.
Waypoints whose removal do not result in obstructed straight-line path
between its preceding and succeeding are discarded.
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Figure 5.21: Waypoint minimisation. Oﬄine example with real laser data.
with a fixed staying duration is inserted. In this way, instead of controlling the drone
to quickly change direction, it is brought to a stop at the corner before continuing on to
the subsequent waypoint. For instance, if the maximum angle between segments is 90◦,
then the path in Fig. 5.22 (a) fails the first feasibility criterion, and a STAY waypoint is
inserted in the location of x∗1,1 resulting in the path in Fig. 5.22 (b). The second criterion
on maximum speed is enforced during timing assignment to the waypoint.
Having inserted all the necessary STAY waypoints, timing is assigned in proportion to
segment lengths. The first and last waypoints, would have their timings already assigned;
the first because it is the result of a previous planning cycle (or a base waypoint in the
initial cycle), and the last because it is a base waypoint. We enforce the second criterion
regarding maximum speed by pushing back timing if the average speed required to
traverse any segment is higher than vma.
let li,k be the segment length to the kth autogenerated waypoints from the previous
waypoint for a set of waypoints between the ith base waypoint and the next.
li,k = ‖pi,k − pi,k−1‖ (5.12)
with the edge case pi,0 simply being the spatial component of the base waypoint x
∗
i .
The timings of autogenerated waypoints are calculated based on segment lengths and
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(a) (b)
Figure 5.22: Addition of a STAY waypoint in an acute angle made by three consecutive
MOVE waypoints. (a) waypoint x∗1,1 is autogenerated to avoid obstacle
(red rectangle), but the resulting angle is acute. (b) STAY waypoint x∗1,2 is
added so that the drone decelerates and stop at the corner before continuing
on to x∗2.
the time between base waypoints after accounting for additional STAY waypoints.
dti,k =
li,k∑
k li,k
(ti+1 − ti −Nwaittwait) (5.13)
ti,k = ti,k−1 +max
(
dti,k,
li,k
vmax
)
(5.14)
where Nwait is the number of added STAY waypoints and twait is the wait time for each
one of them.
Choice of grid size
Execution time of the planning procedure depends on the cell size of the grid. A smaller
cell size gives us finer detail, at the cost of longer planning time and more memory use.
We must choose a grid size where planning for an obstacle-free path does not take longer
than a laser period of 1 [s]. We evaluated grid sizes by the execution time of the A*
algorithm in three cases: no obstacle, obstacle along x-axis, and obstacle along y-axis.
The three cases are illustrated in Fig. 5.23, with yellow lines showing the raw output of
the A* search and cyan lines showing the path after the waypoints minimisation step.
Three grid sizes were considered: 10, 20, and 30 [cm]. The result is summarised in
Table 5.5. When there is an obstacle, a grid size of 10 [cm] took longer than the laser
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Table 5.5: Grid size vs A* execution time.
cell size empty x-obs y-obs
10 [cm] 28 [ms] 5.87 [s] 1.76 [s]
20 [cm] 6 [ms] 72 [ms] 75 [ms]
30 [cm] 5 [ms] 24 [ms] 16 [ms]
(a) (b) (c)
Figure 5.23: Cases for A* timing characterisation; 20 [cm] grid size is shown.
sensor period of 1 [s] to calculate a plan between two points. However, both 20 [cm] and
30 [cm] grids were able to calculate a plan in under 1 [s]. From this result, we decided
to use 20 [cm] grid for our subsequent experiments.
5.4 Line-of-Sight Checking
To apply our planning method for obstacle-free paths to include the ground robot, a new
requirement must be fulfilled: at every point in the path, the air robot must be visible
from the laser scanner on the ground robot. Losing sight of the air robot would fail the
state estimation, control, and ultimately the mission. Line-of-sight checking is done by
drawing a line from the laser scanner to the location of the air robot. If the line passes
any obstructed cell in the occupancy grid (after expansion), then there is no line-of-sight
from the sensor to the air robot. Such a combination of ground and air robot states
must be avoided. Fig. 5.24 (a) shows an illustration of area with line of sight from the
sensor (at origin) highlighted in green, (b) shows examples of a point to which there is
line-of-sight (blue point on the left), and points to which line-of-sight is blocked (two
red points on centre and right).
Grid expansion affects the result of line-of-sight checking. The unexpanded grid may
falsely report good line-of-sight to places that are actually blocked, as the sparseness of
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(a)
X X
Has LOS No LOS
(b)
Figure 5.24: Line-of-sight checking. (a) Area shaded in green is visible from the laser
scanner located at the origin. (b) For the laser scanner located at the origin,
there is line-of-sight to drone position marked with the blue circle, but no
line-of-sight to the positions marked by red circles.
the laser rays mean a solid wall may look like several walls with false gaps between them
in the occupancy grid, an example of which is shown in Fig. 5.25 (a). This problem
becomes worse the further away the obstacle is from the sensor as the gap between
successive planar scans widens. On the other hand, the expanded grid blocks area that
are actually free, falsely obstructing line-of-sight to the expanded cells and cells behind
them, as exemplified in Fig. 5.25 (b).
To better facilitate line-of-sight checking, we must extend the grid expansion method
to allow expansion as little as possible to close false gaps while not unnecessarily block
line-of-sight, in addition to larger the expansion necessary for planning. This is done in
two ways: z-axis extension, and multilevel grid expansion. While the drone can fly over
short obstacles to reach a waypoint behind it, doing so will occlude it from the sensor.
Planning for a path overflying obstacles can be prevented by extending all obstacles in
the positive z-axis. In this way, for any obstacle, there will not be free cells above them
for the planner to plan through. Overhanging obstacles, however, do not need to be
extended down, as flying under them will not break line-of-sight. These two cases are
illustrated in Fig. 5.26 (a) and (b).
The line-of-sight expansion radius is variable as a function of the distance from the
sensor to the obstacle in the xy-plane. Given the planar laser scanner has a 25 [ms]
period and the rotating platform has 2 [s] period, there is a 360◦ × 0.0252 = 4.5
◦ gap
between each planar scan. The line-of-sight expansion radius rlos is then calculated to
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No gaps nearby
Gaps far away
(a) (b)
Figure 5.25: Effect of grid expansion on line-of-sight checking. (a) Unexpanded grid
results in gaps at walls far from the sensor, falsely showing line-of-sight to
area invisible to the sensor. (b) Expanded grid results in visible area falsely
taken as obstructed, occluding line-of-sight to said area and behind it.
(a) (b)
Figure 5.26: Jumping over an obstacle breaks line-of-sight.
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match the gap as a function of distance r from the sensor:
rlos = 2r sin(0.5 × 4.5
◦) (5.15)
where r is calculated only in the xy-plane. While there are gaps between laser rays in
the z-axis, it is much smaller at 0.25◦ (the angular resolution of Ether-Top, the planar
laser scanner used). An obstacle would have to be 45.86 [m] away from the sensor before
a 20 [cm] cell can fit between two laser rays in a planar scan.
Recall that, to speed up grid expansion, we pre-calculate a list of indices offset. We
can expand this concept to accommodate the multi-level grid expansion explored in
this section by grouping indices offsets in the original list by distance d to the origin,
with d calculated on the indices offset d =
√
d2i + d
2
j + d
2
k. The list of offsets is then of
the form list of offsets = {offsets up to d=1, offsets up to d=2, . . . offsets up to d=n}.
The distance group to which line-of-sight expansion is done is calculated with dLOS =
⌊ rLOS
rgrid
⌋. Cells filled in by line-of-sight expansion carries the value 5. Cells previously filled
with value 10 are replaced with value 5 if they are within the line-of-sight expansion
radius of a later value 1 cell, but not the other way around; above 0, smaller cell values
indicates ”harder” obstacles and cells can be hardened but not softened. Finally, when
performing line-of-sight checking using Algorithm 5, we must modify line 8 to use only
up to line-of-sight expansion, ignoring planning expansion:
if 0 < grid(starti + i, startj + j, startk + k) ≤ 5
An example of the multi-level grid expansion is shown in Fig. 5.27; (a) shows the raw
obstacle points from two short walls, (b) shows the occupancy grid after z-axis extension,
(c) shows the line-of-sight expansion in red, and finally (f) shows the planning expansion
in yellow. Yellow cells are free for the purpose of line-of-sight checking, but occupied for
the purpose of planning.
5.5 Simultaneous Ground-Air Navigation
Having the facility to check for line-of-sight from the sensor to the drone, we can extend
our planning method to include the ground robot. Planning is done independently for
the air and ground robots, starting with the air robot. The exact procedure is the same
as in Section 5.3, where the ground robot plan does not have a vertical component. The
inputs of the planning method are two sets of base waypoints, one for the air robot
Wbase,air, and one for the ground robot Wbase,ground, and the outputs are two sets of safe
waypoints for the air and the ground robots. Having both ground and air paths, we
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Figure 5.27: Multi-level grid expansion. (a) Obstacle points measured by the laser scan-
ner, (b) occupancy grid with occupied cells extened in the positive z-axis
to prevent jumping over obstacles, (c) line-of-sight expansion (red) to close
gaps in obstacle measurements far from the sensor, (d) planning expansion
(yellow) at constant radius to facilitate path planning. Cells occupied in the
planning expansion are transparent for the purpose of line-of-sight checking.
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Table 5.6: Base drone waypoints for ground-air planning example.
Step Waypoint (spatial)
(x, y, z)
1 (0, 0, 1.5)
2 (3, 1, 1.75)
3 (3, −1, 2)
4 (0, 0, 2.25)
check for line-of-sight from ground waypoints to air waypoints with the same timing.
If all line-of-sight checks are successful, the paths are executed. Otherwise, all ground
waypoints are replaced to be directly below air waypoints, where line-of-sight is never
broken.
An example of oﬄine calculation of an obstacle-free path is shown in Fig. 5.28. The
base ground waypoints are set to be directly below the drone waypoints and the resulting
safe path is also directly below the drone safe waypoints. The list of drone base waypoints
is listed in Table 5.6.
Finally, we demonstrate in experiment our method of planning for obstacle-free paths
for both air and ground robots and the execution of said paths. The operating environ-
ment is as shown in Fig. 5.29. Both robots were given two base waypoints, one on either
sides of the wall. The planning method added waypoints that result in obstacle-free
paths for both robots, which is then followed. The waypoints are shown in Table 5.7,
with the rows in bold (step 2 and 3) denoting the automatically added waypoints. Per-
spective view of the waypoints and the expanded occupancy grid used to plan the path
are shown in Fig. 5.30. Traces from following the path are shown in Fig. 5.31, with
(a) and (b) showing drone position in x and y axes respectively and (c) and (d) the
same for the ground robot. Top-down view of the paths taken by the two robots in the
experiment are shown in Fig. 5.32, with the wall added as black bars to better show the
robot paths relative to obstacles in the environment. Our planning method successfully
generated additional waypoints to avoid the wall (waypoints 2 and 3 in Table. 5.7) and
our controller was able to guide both robots along the path.
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(a) (b)
(c)
Figure 5.28: Ground-air planning example. Ground waypoints are placed directly below
air waypoints.
Figure 5.29: Operating environment for the obstacle-free path planning and execution
experiment. The walls are 3 [m] away from the starting point of the ground
robot.
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Table 5.7: Waypoints for the drone and the ground robot in the obstacle avoidance ex-
periment. Rows in bold are waypoints automatically generated by the planner
to avoid the wall in the operating area.
Step Ground waypoints Drone waypoints
(x, y) (x, y, z)
1 (0.6, 0) (0.6, 0, 1.5)
2 (3, 1) (3, 1, 1.5)
3 (3.8, 0.6) (3.8, 0.6, 1.5)
4 (4.4, 0) (5, 0, 1.5)
1
2
4
Figure 5.30: Occupancy grid view of the waypoints in the obstacle avoidance experiment.
Waypoints 1 and 4 were given manually, while 2 and 3 were automatically
generated by the planner. Actual coordinates of the waypoints are as shown
in Table. 5.7.
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Figure 5.31: Obstacle avoidance experiment traces. (a) and (b) show drone position in
the x and y axes respectively. The same as (c) and (d) for the ground robot.
Red dots mark the waypoints and blue traces mark the robots’ position.
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1: (0.6, 0)
2: (3, 1)
3: (3.8, 0.6)
4: (5, 0)
(a)
1: (0.6, 0)
2: (3, 1)
3: (3.8, 0.6)
4: (4.4, 0)
(b)
Figure 5.32: XY-plot of the path taken by the drone (a) and the ground robot (b) in the
obstacle avoidance experiment. Red dots mark the waypoints with their
coordinate, blue traces mark each robot’s position. Waypoint coordinate in
bold are generated by the planner to avoid the wall, illustrated in the plot
as black bars.
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Conclusion and Future Works
6.1 Conclusion
In conclusion, this work has proposed team of ground and air robots to mitigate the
payload constraints of air robots in possible inspection applications. In realising the
proposal, the following have been accomplished:
A design for a 3D laser scanner has been described. It is built by fixing a planar
laser scanner on a rotating platform. The 3D laser scanner has wide field of view with
360◦ horizontal and 270◦ vertical. Laser measurement comes in the form of laser points
containing the points and returned light intensity of the objects hit by the laser ray. Our
3D scanner has a period of 1 [s], while the component planar scanner has a period of 25
[ms].
A method for air robot state estimation, with state being its position, velocity, and
yaw orientation, was proposed. From laser data, the UAV is extracted using a cylinder
dynamically placed by finding the high intensity points coming from the reflective tapes
in the three corners of the UAV. A procedure to reject high intensity points from places
not on the drone corners is also provided. From laser points classified to be lying on
the air robot, its position is calculated using weighted averaging, with weights chosen to
reduce the bias towards sensor origin due to the uneven density of the 3D laser scanner’s
laser rays. This position estimate is then differentiated to yield the velocity estimate.
Finally, yaw orientation is estimated by finding the correspondence between the high
intensity points and the drone corners, then calculating the yaw angle from the spatial
relation between appropriate corners. A method to choose the pair of corners that
contain the most slices of planar scans is also provided.
The method also combines estimates from laser data with readings from the IMU.
The low frequency of the laser scanner introduces delay to state estimates calculated
from its output. On the other hand, the 3-axis accelerometer in the IMU was found
to have a time-varying bias that changes slowly with time. Correction on both laser
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delay and accelerometer bias must be performed to properly combine the two data
sources. Laser delay is verified by comparing the timings of peaks and troughs of velocity
estimate from laser data and accelerometer integral. A manual flight with purposely
oscillating trajectory was performed to facilitate this comparison. Accelerometer biases
are estimated by fitting the difference of integral of uncorrected acceleration reading and
delay-corrected velocity estimate from laser data into a line; the slope of the line is the
accelerometer bias in the axis in consideration. This line fitting is done over a time
window, it is also done periodically to respond to changes in accelerometer biases. A
high frequency velocity estimate can then be calculated by combining delay-corrected
laser estimate and bias-corrected IMU estimate. This high frequency velocity estimate
can then be integrated and combined with the position estimate from laser data to yield
higher frequency position estimate.
Navigation as the task of visiting a series of places in a schedule is performed using
timed goals or waypoints as building blocks. A definition of a waypoint as a quartet con-
taining 3D spatial coordinate and an arrival time was provided. Two types of waypoints:
MOVE and STAY were described.
Air robot feedback controller capable of performing position and velocity control was
constructed. The controller is structured as a nested loop with a low-frequency position
control loop and a high-frequency velocity control loop. This controller was tested
using velocity step response and position step response. In the position step response
experiment, a comparison was also made with a simplified controller using only state
estimates from laser data. The full controller using fusion data was found to have lower
error, but slower rise time compared to the simplified controller.
Further experiments were done on the controller to demonstrate that moving sen-
sor does not cause instability, and that the controller is good enough to guide the air
robot through a series of waypoints. Finally, a demonstration of simultaneous movement
following a series of waypoints for the ground and air robots was performed.
A procedure for planning for obstacle-free path was proposed. The procedure takes a
series of base waypoints as input and an occupancy grid containing information of the
location of obstacles in the environment. The procedure starts with grid expansion to
facilitate treating the robots as points during planning, followed by A* search in the
grid between consecutive unobstructed base waypoints. The output of the A* search is
minimised by removing extra waypoints which removal do not result in an obstructed
path. The size of the occupancy grid was chosen by characterising the runtime of the
A* search for several grid sizes; occupancy grid of 20 [cm] size was chosen as the result.
Planning for the ground robot follows the same procedure, and planning is done in-
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dependently for the two robots. An additional requirement was added to the planning
procedure to include the ground robot: line-of-sight from the sensor on the ground robot
to the air robot must be maintained everywhere along the path. We extended the grid
expansion step in the planning procedure to better facilitate line-of-sight checking with
z-axis extension and multi-level grid expansion. In cases where there is a point in the
ground path where line-of-sight to the air robot is not maintained, the ground robot path
is moved to be directly below the air robot path where line-of-sight is always guaranteed.
In summary, the main contribution of this research work are:
• Method for air robot state estimation fusing low-frequency and delayed laser data
and high-frequency and biased IMU data,
• Approach for planning for obstacle-free path and navigation for a team of ground
and air robots,
• A ground-air system that reduces payload constraints on small unmanned air ve-
hicles, extending their operating areas, and with possible application in infrastruc-
ture inspection
6.2 Limitations
There are several limitations in our proposal as it is implemented here. Firstly, the
low frequency laser scanner is not able to detect fast-moving obstacles. The angular
resolution between planar scans also means that very small or thin obstacles may be
overlooked. This weakness may be mitigated with advance in laser scanner technology,
making faster scanner with denser rays available.
Secondly, the impreciseness of our controller means that a tightly winding path would
pose a difficulty to the system. Currently, this is handled by increasing grid expansion
radius and adding STAY waypoints in acute corners. Improvement in controller tuning
and sensor performance may mitigate this weakness.
Thirdly, the use of wheeled ground robot means the operating area must be relatively
flat. Inspection tasks inside buildings in a disaster area would require a more versatile
ground robot, such as treaded or legged ground robots.
6.3 Future Works
A possible extension of the work presented in this document is a more robust planning
procedure for simultaneously generating plans for both the air and ground robots while
73
Chapter 6 Conclusion and Future Works
maintaining line-of-sight between each other.
Addition of a mechanism to charge the air robot’s battery from the ground robot
battery, e.g. using inductive charging, will allow the system to operate longer. This
capability will prove to be very useful for an implementation to be deployed in the field.
Use of mobile ground robot with different locomotion type, such as legged or tracked
robots, is another possible extension of this work. Operation in a damaged building
where may be piles of rubble will require a more versatile locomotion type than the
wheeled robot used in this work.
Identification of a field application and development of a field-deployable system using
the approach described in this work is also a promising avenue for future work.
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