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Abstract
We present a streamlined approach to relative oscillation criteria based on effective Prüfer angles adapted
to the use at the edges of the essential spectrum.
Based on this we provided a new scale of oscillation criteria for general Sturm–Liouville operators which
answer the question whether a perturbation inserts a finite or an infinite number of eigenvalues into an
essential spectral gap. As a special case we recover and generalize the Gesztesy–Ünal criterion (which
works below the spectrum and contains classical criteria by Kneser, Hartman, Hille, and Weber) and the
well-known results by Rofe-Beketov including the extensions by Schmidt.
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1. Introduction
In this article we want to use relative oscillation theory and apply it to obtain criteria for when
an edge of an essential spectral gap is an accumulation point of eigenvalues for Sturm–Liouville
operators
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, on (a, b). (1.1)
Without loss of generality we will assume that a ∈ R is a regular endpoint and that b is limit point.
Furthermore, we always assume the usual local integrability assumptions on the coefficients (see
Section 2).
We will assume that H0 is a given background operator associated with τ0 = (− ddx p0 ddx +q0)(think e.g. of a periodic operator) and that E is a boundary point of the essential spectrum of H0
(which is not an accumulation point of eigenvalues). Then we want to know when a perturbation
τ1 = (− ddx p1 ddx + q1) gives rise to an infinite number of eigenvalues accumulating at E. By
relative oscillation theory, this question reduces to the question of when a given operator τ1 − E
is relatively oscillatory with respect to τ0 − E (cf. Section 3).
In the simplest case τ0 = − d2dx2 , E = 0, Kneser [11] showed that the borderline case is given
by (p1 = p0 = 1)
q1(x) = μ
x2
, (1.2)
where the critical constant is given by μc = − 14 . That is, for μ < μc the perturbation is oscillatory
and for μ > μc it is nonoscillatory. In fact, later on Hartman [5], Hille [7], and Weber [23] gave
a whole scale of criteria addressing the case μ = μc. Recently this result was further generalized
by Gesztesy and Ünal [4], who showed that for Sturm–Liouville operators (with p1 = p0) the
borderline case for τ0 − E, E = infσ(H0), is given by
q1(x) = q0(x) + μ
p0(x)u0(x)2v0(x)2
, (1.3)
where the critical constant is again μc = − 14 . Here u0 is a minimal (also principal) positive solu-
tion of τ0u = 0 and v0 is a second linearly independent solution with Wronskian W(u0, v0) = 1.
Since for p0 = 1, q0 = 0 we have u0 = 1 and v0 = x, this result contains Kneser’s result as a
special case. Moreover, they also provided a scale of criteria for the case μ = μc.
While Kneser’s result is classical, the analogous question for a periodic background q0 (and
p0 = 1) was answered much later by Rofe-Beketov in a series of papers [14–18] in which he
eventually showed that the borderline case is again given by
q1(x) = q0(x) + μ
x2
, (1.4)
where the critical constant μc can be expressed in terms of the Floquet discriminant. His result
was recently extended by Schmidt [21] to the case p0 = p1 = 1 and Schmidt also provided the
second term in the case μ = μc.
These results raised the question for us, if there is a generalization of the Gesztesy–Ünal re-
sult which holds inside any essential spectral gap (and not just the lowest). Clearly (1.3) makes
no sense, since above the lowest edge of the essential spectrum, all solutions of τ0u = Eu have
an infinite number of zeros. However, in the periodic background case, as in the constant back-
ground case, there is one solution u0 which is bounded and a second solution v0 which grows
like x. Hence, at least formally, the Gesztesy–Ünal result explains why the borderline case is
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cannot be generalized to the case above the infimum of the spectrum.
In summary, there are two natural open problems which we want to address in this paper: First
of all, the whole scale of oscillation criteria inside essential spectral gaps for critically perturbed
periodic operators. Secondly, what is the analog of the Gesztesy–Ünal result (1.3) inside essential
spectral gaps? Based on the original ideas of Rofe-Beketov and the extensions by Schmidt, we
will provide a streamlined approach to the subject which will recover and at the same time
extend all previously mentioned results. For example, we will derive an averaged version of
the Gesztesy–Ünal result (including the whole scale) which, to the best of our knowledge, is new
even in the case originally considered by Kneser.
Concerning the Gesztesy–Ünal result we show the following. If u0, v0 are two linearly inde-
pendent solutions of τ0u = Eu with Wronskian W(u0, v0) = 1 such that there are functions
α(x) > 0 and β(x) ≶ 0 satisfying u0(x) = O(α(x)) and v0(x) − β(x)u0(x) = O(α(x)) as
x → ∞, then (p0 = p1)
q1(x) = q0(x) + μβ
′(x)
α(x)2β(x)2
(1.5)
is relatively oscillatory if lim supx→∞
μ

∫ x+
x
u0(t)2α(t)−2 dt < − 14 and relatively nonoscill-
atory if lim infx→∞ μ
∫ x+
x
u0(t)2α(t)−2 dt > − 14 . By virtue of d’Alembert’s formula (cf. (2.5)
below), this reduces to (1.3) for E at the bottom of the spectrum, where we can set α = u0 and
β = v0
u0
= ∫ p−10 u−20 .
We will also be able to include the case p0 = p1 with no additional effort and we will provide
a full scale of criteria in all cases.
2. Main results
In this section we will summarize our main results. We will go from the simplest to the most
general case rather than the other way round for two reasons: First of all, in our proofs, which
will be given in Section 4, we will also advance in this direction and show how the general case
follows from the special one. In particular, this approach will allow for much simpler proofs.
Secondly, several of the special cases can be proven under somewhat weaker assumptions.
We will consider Sturm–Liouville operators on L2((a, b), r dx) with −∞  a < b ∞ of
the form
τ = 1
r
(
− d
dx
p
d
dx
+ q
)
, (2.1)
where the coefficients p,q, r are real-valued satisfying
p−1, q, r ∈ L1loc(a, b), p, r > 0. (2.2)
We will use τ to describe the formal differentiation expression and H for the operator given by
τ with separated boundary conditions at a and/or b.
If a (resp. b) is finite and q,p−1, r are in addition integrable near a (resp. b), we will say a
(resp. b) is a regular endpoint.
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τj = 1
r
(
− d
dx
pj
d
dx
+ qj
)
, j = 0,1. (2.3)
Throughout this paper we will abbreviate
p = 1
p0
− 1
p1
= p1 − p0
p1p0
, q = q1 − q0. (2.4)
Moreover, without loss of generality we will assume that for both operators a ∈ R is a regular
endpoint and that b is limit point (i.e., (τ − z)u has at most one L2 solution near b).
We begin with the case where E is the infimum of the spectrum of H0. Suppose that (τ0 −
E)u = 0 has a positive solution and let u0 be the corresponding minimal (principal) positive
solution of (τ0 − E)u0 = 0 near b, that is,
b∫
dt
p0(t)u0(t)2
= ∞.
A second linearly independent solution v0 satisfying W(u0, v0) = 1 is given by d’Alembert’s
formula (cf. [6, Section XI.6])
v0(x) = u0(x)
x∫
a
dt
p0(t)u0(t)2
(2.5)
satisfying W(u0, v0) = 1.
Recall that τ1 −E is called nonoscillatory if one solutions of (τ1 −E)u has a finite number of
zeros in (a, b). By Sturm’s comparison theorem, this is then the case for all (nontrivial) solutions.
Theorem 2.1. Suppose τ0 − E has a positive solution and let u0 be a minimal positive solution.
Define v0 by d’Alembert’s formula (2.5) and suppose
lim
x→b p0v0p0u
′
0p = lim
x→b p0p = 0. (2.6)
Then τ1 − E is oscillatory if
lim sup
x→b
p0v
2
0
(
u20q +
(
p0u
′
0
)2
p
)
< −1
4
(2.7)
and nonoscillatory if
lim inf
x→b p0v
2
0
(
u20q +
(
p0u
′
0
)2
p
)
> −1
4
. (2.8)
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(i) If u0 is a positive solution which is not minimal near b, that is
∫ b
p0(t)−1u0(t)−2 dt < ∞,
then
v0(x) = u0(x)
b∫
x
dt
p0(t)u0(t)2
is a minimal positive solution.
(ii) Clearly, the requirement that τ0 − E has a positive solution can be weakened to τ0 − E
being nonoscillatory. In fact, after increasing a beyond the last zero of some solution, we
can reduce the nonoscillatory case to the positive one.
(iii) Note that the coefficient r does not enter since we have chosen it to be the same for τ0
and τ1.
The special case p = 0 is the Gesztesy–Ünal oscillation criterion [4]. It is not hard to see
(cf. Appendix B), that it can be used to give a simple proof of Rofe-Beketov’s result at the
infimum of the essential spectrum (another simple proof for this case was given by Schmidt
in [20], which also contains nice applications to the spectrum of radially periodic Schrödinger
operators in the plane). Moreover, it is only the first one in a whole scale of oscillation criteria.
To get the remaining ones, we start by demonstrating that Kneser’s classical result together with
all its generalizations follows as a special case.
To see this, we recall the iterated logarithm logn(x) which is defined recursively via
log0(x) = x, logn(x) = log
(
logn−1(x)
)
.
Here we use the convention log(x) = log |x| for negative values of x. Then logn(x) will be
continuous for x > en−1 and positive for x > en, where e−1 = −∞ and en = een−1 . Abbreviate
further
Ln(x) = 1log′n+1(x)
=
n∏
j=0
logj (x), Qn(x) = −
1
4
n−1∑
j=0
1
Lj (x)2
.
Here and in what follows the usual convention that
∑−1
j=0 ≡ 0 is used, that is, Q0(x) = 0.
Corollary 2.3. Fix some n ∈ N0 and (a, b) = (en,∞). Let
p0(x) = 1, q0(x) = Qn(x)
and suppose
p1(x) = 1 + o
(
x
Ln(x)
)
. (2.9)
Then τ1 is oscillatory if
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x→∞
Ln(x)
2
(
q(x) + δn
4x2
p(x)
)
< −1
4
(2.10)
and nonoscillatory if
lim inf
x→∞ Ln(x)
2
(
q(x) + δn
4x2
p(x)
)
> −1
4
, (2.11)
where δn = 0 for n = 0 and δn = 1 for n 1.
Proof. Observe
u0(x) =
√
Ln−1(x), v0(x) = u0(x) logn(x) =
√
logn(x)Ln(x)
(where we set L−1(x) = 1) and check
q0 = u
′′
0
u0
= 1
4
(
L′n
Ln
)2
+ 1
2
(
L′n
Ln
)′
= 1
4
(
n∑
j=1
1
Lj
)2
− 1
2
n∑
j=1
1
Lj
j∑
k=1
1
Lk
= Qn
using L′n = Ln
∑n
j=1 L
−1
j . Then
p0v
2
0
(
u20q +
(
p0u
′
0
)2
p
)= Ln(x)2
(
q(x) + 1
4
(
n−1∑
j=0
1
Lj (x)
)2
p(x)
)
where
∑n−1
j=0
1
Lj (x)
= 0 for n = 0 and ∑n−1j=0 1Lj (x) = x−1 + o(x−1) for n 1. 
The special case n = 0 and p = 0 is Kneser’s classical result [11]. The extension to n ∈ N0
and p = 0 is due to Weber [23, pp. 53–62], and was later rediscovered by Hartman [5] and
Hille [7].
In fact, there is an analogous scale of oscillation criteria which contains Theorem 2.1 as the
first one n = 0:
Theorem 2.4. Fix n ∈ N0. Suppose τ0 −E has a positive solution and let u0 be a minimal positive
solution. Define v0 by d’Alembert’s formula (2.5) and suppose
p0v0p0u
′
0p = o
(
(v0/u0)2
Ln(v0/u0)2
)
, p0p = o
(
(v0/u0)2
Ln(v0/u0)2
)
.
Then τ1 − E is oscillatory if
lim supLn
(
v0
)2(
p0u
2
0
(
u20q +
(
p0u
′
0
)2
p
)− Qn
(
v0
))
< −1 (2.12)
x→b u0 u0 4
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lim inf
x→b Ln
(
v0
u0
)2(
p0u
2
0
(
u20q +
(
p0u
′
0
)2
p
)− Qn
(
v0
u0
))
> −1
4
. (2.13)
The special case p = 0 is again due to [4]. The special case τ0 = − d2dx2 gives again Corol-
lary 2.3, however, under the (for n > 0) somewhat stronger condition
lim
x→∞x
−2Ln(x)2p(x) = 0.
Moreover, there is even a version which takes averaged (rather than pointwise) deviations
from the borderline case:
Theorem 2.5. Suppose τ0 −E has a positive solution on (a,∞) and let u0 be a minimal positive
solution. Define v0 by d’Alembert’s formula (2.5) and suppose
p0v
2
0
(
u20q +
(
p0u
′
0
)2
p
)= O(1), lim
x→∞p0v0p0u
′
0p = limx→∞p0p = 0,
and ρ = (p0u0v0)−1 satisfies ρ = o(1) and 1
∫ 
0 |ρ(x + t) − ρ(x)|dt = o(ρ(x)).
Then τ1 − E is oscillatory if
lim sup
x→∞
1

x+∫
x
p0(t)v
2
0(t)
(
u0(t)
2q(t) + (p0(t)u′0(t))2p(t))dt < −14 (2.14)
and nonoscillatory if
lim inf
x→∞
1

x+∫
x
p0(t)v
2
0(t)
(
u0(t)
2q(t) + (p0(t)u′0(t))2p(t))dt > −14 . (2.15)
Again we have
Corollary 2.6. Fix some n ∈ N0 and (a, b) = (en,∞). Let
p0(x) = 1, q0(x) = Qn(x)
and suppose
q1(x) = Qn(x) + O
(
1
Ln(x)2
)
, p1(x) = 1 +
{
o(1), n = 0,
O( x
2
Ln(x)2
), n 1.
Then τ1 is oscillatory if
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>0
lim sup
x→∞
1

x+∫
x
Ln(t)
2
(
q(t)+ δn
4t2
p(t)
)
dt < −1
4
(2.16)
and nonoscillatory if
sup
>0
lim inf
x→∞
1

x+∫
x
Ln(t)
2
(
q(t)+ δn
4t2
p(t)
)
dt > −1
4
, (2.17)
where δn = 0 for n = 0 and δn = 1 for n 1.
To the best of our knowledge this result is new even in the special case n = 0, in which we
have that τ1 with q1 = O(x−2) and p1 = 1 + o(1) is oscillatory if
inf
>0
lim sup
x→∞
1

x+∫
x
t2q1(t) dt < −14 (2.18)
and nonoscillatory if
sup
>0
lim inf
x→∞
1

x+∫
x
t2q1(t) dt > −14 . (2.19)
There is also a scale of criteria given in Theorem 4.8 which contains Theorem 2.5 as the special
case n = 0. Note that the criterion is similar in spirit to the Hille–Wintner criterion (see e.g., [22])
which states that τ1, with q1 integrable, is oscillatory if
lim sup
x→∞
x
∞∫
x
q1(t) dt < −14 (2.20)
and nonoscillatory if
lim inf
x→∞ x
∞∫
x
q1(t) dt > −14 . (2.21)
Result similar in spirit which are applicable at the bottom of the essential spectrum of periodic
operators were given by Khrabustovskii [8,9].
Our next aim is to extend these result to the case where we are not necessarily at the infimum
of the spectrum of H0. We will again assume that there is a minimal solution u0 (i.e., one solution
with minimal growth) such that all other solutions are of the form v0 = v˜0 +βu0, where v˜0 grows
like u0 and β is some positive or negative function, which measures how much faster v0 grows
on average with respect to u0. For example, in the case of periodic operators we will have that u0
(and hence v˜0) is bounded and β(x) = ±x (the sign depending on whether we are at a lower or
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zero if u0 (and v0) have zeros, we will average over some interval. To avoid problems at finite
end points we will choose b = ∞ from now on.
But first of all we will state our growth condition more precisely:
Definition 2.7. A boundary point E of the essential spectrum of H0 will be called admissible if
there is a minimal solution u0 of (τ0 − E)u0 = 0 and a second linearly independent solution v0
with W(u0, v0) = 1 such that
(
u0
p0u′0
)
= O(α),
(
v0
p0v′0
)
− β
(
u0
p0u′0
)
= o(αβ)
for some weight functions α > 0, β ≶ 0, where β is absolutely continuous such that ρ = β ′
β
> 0
satisfies ρ(x) = o(1) and 1

∫ 
0 |ρ(x + t) − ρ(x)|dt = o(ρ(x)).
Clearly, two solutions as in Definition 2.7 can always be found if one chooses α to grow
faster than any solution. However, such a choice will only produce nonoscillatory perturbations!
Hence, in order to get finite critical coupling constants below, the right choice for α and β will
be crucial. Roughly speaking α needs to chosen such that 1

∫ x+
x
u0(t)2
α(t)2
dt remains bounded from
above and below by some positive constants as x → ∞. Moreover, it turns out that the sign of
β will depend on whether E is a lower or upper boundary of the essential spectrum (i.e., if the
essential spectral gap starts below or above E). This is related to our requirement W(u0, v0) = 1.
Note that a second linearly independent solution v0 with W(u0, v0) = 1 can be obtained by
Rofe-Beketov’s formula
v0(x) = u0(x)
x∫
(q0(t) + p0(t)−1 − Er(t))(u0(t)2 − (p0(t)u′0(t))2)
(u0(t)2 + (p0(t)u′0(t))2)2
dt
− p0(x)u
′
0(x)
u0(x)2 + (p0(x)u′0(x))2
(the case p0 = 1 is due to [21]). In fact, this formula can be used to show that these assumptions
are satisfied for certain almost periodic potentials (see [19, Section 6.4]).
In this case we will need to look at the difference between the zeros of two solutions uj ,
j = 0,1, of (τj −E)uj = 0. We will call τ1 −E is relatively nonoscillatory with respect to τ0 −E
if the difference between the number of zeros of u1 and u0 when restricted to (a, c) remains
bounded as c → ∞, and relatively oscillatory otherwise. Further details and the connection with
the spectra will be given in Section 3.
Now, we come to our main result.
Theorem 2.8. Suppose E is an admissible boundary point of the essential spectrum of τ0, with
u0, v0 and α, β as in Definition 2.7. Furthermore, suppose that we have
q,p = O
(
β ′
2 2
)
. (2.22)α β
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inf
>0
lim sup
x→∞
1

x+∫
x
β(t)2
β ′(t)
(
u0(t)
2q(t)+ (p0(t)u′0(t))2p(t))dt < −14 (2.23)
and relatively nonoscillatory with respect to τ0 − E if
sup
>0
lim inf
x→∞
1

x+∫
x
β(t)2
β ′(t)
(
u0(t)
2q(t) + (p0(t)u′0(t))2p(t))dt > −14 . (2.24)
We remark that the growth conditions from Definition 2.7 on the derivatives p0u′0 and p0v′0
are not needed if p = 0. Similarly, the growth conditions on u0 and v0 are not needed if q = 0.
In the case where q and p have precise asymptotics we have:
Corollary 2.9. Suppose
q = μ β
′
α2β2
(
1 + o(1)), p = ν β ′
α2β2
(
1 + o(1)). (2.25)
Then τ1 − E is relatively oscillatory with respect to τ0 − E if
inf
>0
lim sup
x→∞
1

x+∫
x
(
μ
u0(t)2
α(t)2
+ ν (p0(t)u
′
0(t))
2
α(t)2
)
dt < −1
4
(2.26)
and relatively nonoscillatory with respect to τ0 − E if
sup
>0
lim inf
x→∞
1

x+∫
x
(
μ
u0(t)2
α(t)2
+ ν (p0(t)u
′
0(t))
2
α(t)2
)
dt > −1
4
. (2.27)
Clearly the precise asymptotic requirement can be removed by a simple Sturm-type compari-
son argument (see Lemma 3.3 below).
In the special case where p0, q0, and r are periodic functions, one has α(x) = 1, β(x) = ±x
(with the plus sign if E is a lower band edge and the minus sign if E is an upper band edge) and
can take  to be the period.
Then
Cq = 1

x+∫
x
u0(t)
2 dt, Cp = 1

x+∫
x
(
p0(t)u
′
0(t)
)2
dt
are constants and (2.26) respectively (2.27) just read
μCq + νCp ≶−1 .4
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can show (see Appendix B)
Cq = |D
′(E)|
2
for r(x) = 1, where D is the Floquet discriminant. In the special case p = 0 we recover the
recent extension by Schmidt [21].
If p0, q0 are almost periodic and there exists an almost periodic solution at the band edge E,
then E is an admissible band edge (α(x) = 1, β(x) = ±x) after Lemma 6.5 in [19]. By taking
 → ∞ in our formulas we recover the oscillation criteria by Rofe-Beketov [19, Theorem 6.12].
In [19], it is furthermore shown that if the spectrum of the operator H0 has a band-structure,
obeying some growth condition, then there exist almost periodic solutions at the band edge and
a formula for the critical coupling constant in terms of the band edges is provided.
Clearly, as before we can get a whole scale of criteria:
Theorem 2.10. Fix n ∈ N0. Suppose E is an admissible boundary point of the essential spec-
trum of τ0, with u0, v0 and α, β as in Definition 2.7. Furthermore, suppose that we have
limx→∞ β(x) = ∞ and
q,p = O
(
β ′
α2β2
)
. (2.28)
Abbreviate
Q = 1
β ′
(
u20q +
(
p0u
′
0
)2
p
)
. (2.29)
Then τ1 − E is relatively oscillatory with respect to τ0 − E at b if
inf
>0
lim sup
x→∞
Ln(β(x))
2
β(x)2
(
1

x+∫
x
β(t)2Q(t) dt − β(x)2Qn
(
β(x)
))
< −1
4
(2.30)
and relatively nonoscillatory with respect to τ0 − E at b if
sup
>0
lim inf
x→∞
Ln(β(x))
2
β(x)2
(
1

x+∫
x
β(t)2Q(t) dt − β(x)2Qn
(
β(x)
))
> −1
4
. (2.31)
As a consequence we get:
Corollary 2.11. Let τ0 be periodic on (a,∞) with r(x) = 1 and let n ∈ N0. Define
μc = − 
2
|D|′(E) ,
and suppose
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(
Qn + μ
L2n
)
+ o
(
1
L2n
)
, p1 = p0 + o
(
1
L2n
)
. (2.32)
Then τ1 − E is relatively oscillatory with respect to τ0 − E if
μ < −1
4
(2.33)
and relatively nonoscillatory with respect to τ0 − E if
μ > −1
4
. (2.34)
Again the special case n = 1 and p = 0 is due to [21]. The assumption r(x) = 1 can be
dropped, but then μc can no longer be expressed in terms of the derivative of the Floquet dis-
criminant (alternatively one could also choose α(x) = r(x)−1/2). A nonoscillation result similar
in spirit to the Hille–Wintner result mentioned earlier was given by Khrabustovskii [10].
3. Relative oscillation theory in a nutshell
The purpose of this section is to provide some further details on relative oscillation theory
and to show how the question of relative (non)oscillation is related to finiteness of the number of
eigenvalues in essential spectral gaps. We refer to [12] and [13] for further results, proofs, and
historical remarks.
Our main object will be the (modified) Wronskian
Wx(u0, u1) = u0(x)p1(x)u′1(x) − p0(x)u′0(x)u1(x) (3.1)
of two functions u0, u1 and its zeros. Here we think of u0 and u1 as two solutions of two different
Sturm–Liouville equations τjuj = Euj of the type (2.3).
Under these assumptions Wx(u0, u1) is absolutely continuous and satisfies
W ′x(u0, u1) = (q1 − q0)u0u1 +
(
1
p0
− 1
p1
)
p0u
′
0p1u
′
1. (3.2)
Next we recall the definition of Prüfer variables ρu, θu of an absolutely continuous function u:
u(x) = ρu(x) sin
(
θu(x)
)
, p(x)u′(x) = ρu(x) cos
(
θu(x)
)
. (3.3)
If (u(x),p(x)u′(x)) is never (0,0) and u,pu′ are absolutely continuous, then ρu is positive and
θu is uniquely determined once a value of θu(x0) is chosen by requiring continuity of θu.
Notice that
Wx(u, v) = −ρu(x)ρv(x) sin
(
v,u(x)
)
, v,u(x) = θv(x) − θu(x). (3.4)
Hence the Wronskian vanishes if and only if the two Prüfer angles differ by a multiple of π . We
take two solutions uj , j = 0,1, of τjuj = λjuj and associated Prüfer variables ρj , θj . We will
call the total difference
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⌈
1,0(d)/π
⌉− ⌊1,0(c)/π⌋− 1 (3.5)
the number of weighted sign flips in (c, d), where we have written 1,0(x) = u1,u0 for brevity.
One can interpret #(c,d)(u0, u1) as the weighted sign flips of the Wronskian Wx(u0, u1), where
a sign flip is counted as +1 if q0 − q1 and p0 −p1 are positive in a neighborhood of the sign flip,
it is counted as −1 if q0 − q1 and p0 − p1 are negative in a neighborhood of the sign flip. In the
case where the differences vanish or are of opposite sign are more subtle [12,13].
After these preparations we are now ready for
Definition 3.1. For τ0, τ1 possibly singular Sturm–Liouville operators as in (2.3) on (a, b), we
define
#(u0, u1) = lim inf
d↑b, c↓a #(c,d)(u0, u1) and #(u0, u1) = lim supd↑b, c↓a #(c,d)(u0, u1), (3.6)
where τjuj = λjuj , j = 0,1.
We say that #(u0, u1) exists, if #(u0, u1) = #(u0, u1), and write
#(u0, u1) = #(u0, u1) = #(u0, u1) (3.7)
in this case.
One can show that #(u0, u1) exists if p0 −p1 and q0 − λ0r − q1 + λ1r have the same definite
sign near the endpoints a and b.
We recall that in classical oscillation theory τ is called oscillatory if a solution of τu = 0 has
infinitely many zeros.
Definition 3.2. We call τ1 relatively nonoscillatory with respect to τ0, if the quantities #(u0, u1)
and #(u0, u1) are finite for all solutions τjuj = 0, j = 0,1. We call τ1 relatively oscillatory with
respect to τ0, if one of the quantities #(u0, u1) or #(u0, u1) is infinite for some solutions τjuj = 0,
j = 0,1.
It turns out that this definition is in fact independent of the solutions chosen. Moreover, since
a Sturm-type comparison theorem holds for relative oscillation theory, we have
Lemma 3.3. If τ1 is relatively oscillatory with respect to τ0 for p1  p0, q1  q0 then the same
is true for any τ2 with p2  p1, q2  q1. Similarly, if τ1 is relatively nonoscillatory with respect
to τ0 for p1  p0, q1  q0 then the same is true for any τ2 with p1  p2  p0, q1  q2  q0.
The connection between this definition and the spectrum is given by:
Theorem 3.4. Let Hj be self-adjoint operators associated with τj , j = 0,1. Then
(i) τ0 − λ0 is relatively nonoscillatory with respect to τ0 − λ1 if and only if
dim RanP(λ0,λ1)(H0) < ∞.
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τ0 −λ for one λ ∈ [λ0, λ1]. Then it is relatively nonoscillatory for all λ ∈ [λ0, λ1] if and only
if dim RanP(λ0,λ1)(H1) < ∞.
For a practical application of this theorem one needs criteria when τ1 −λ is relatively nonoscil-
latory with respect to τ0 − λ for λ inside an essential spectral gap.
Lemma 3.5. Let H0 be bounded from below. Suppose a is regular (b singular) and
(i) limx→b r(x)−1(q0(x) − q1(x)) = 0, q0r is bounded near b, and
(ii) limx→b p1(x)p0(x)−1 = 1.
Then σess(H0) = σess(H1) and τ1 − λ is relatively nonoscillatory with respect to τ0 − λ for every
λ ∈ R\σess(H0).
The analogous result holds for a singular and b regular.
4. Effective Prüfer angles and relative oscillation criteria
As in the previous section, we will consider two Sturm–Liouville operators τj , j = 0,1, and
corresponding self-adjoint operators Hj , j = 0,1. Now we want to answer the question, when a
boundary point E of the essential spectrum of H0 is an accumulation point of eigenvalues of H1.
By Theorem 3.4 we need to investigate if τ1 − E is relatively oscillatory with respect to τ0 − E
or not, that is, if the difference of Prüfer angels 1,0 = θ1 − θ0 is bounded or not.
Hence the first step is to derive an ordinary differential equation for 1,0. While this can easily
be done, the result turns out to be not very effective for our purpose. However, since the number
of weighted sign flips #(c,d)(u0, u1) is all we are eventually interested in, any other Prüfer angle
which gives the same result will be as good:
Definition 4.1. We will call a continuous function ψ a Prüfer angle for the Wronskian W(u0, u1),
if #(c,d)(u0, u1) = ψ(d)/π − ψ(c)/π − 1 for any c, d ∈ (a, b).
Hence we will try to find a more effective Prüfer angle ψ than 1,0 for the Wronskian of two
solutions. The right choice was found by Rofe-Beketov [15–18] (see also the recent monograph
[19]):
Let u0, v0 be two linearly independent solutions of (τ0 − λ)u = 0 with W(u0, v0) = 1 and let
u1 be a solution of (τ1 − λ)u = 0. Define ψ via
W(u0, u1) = −R sin(ψ), W(v0, u1) = −R cos(ψ). (4.1)
Since W(u0, u1) and W(v0, u1) cannot vanish simultaneously, ψ is a well-defined absolutely
continuous function, once one value at some point x0 is fixed.
Lemma 4.2. The function ψ defined in (4.1) is a Prüfer angle for the Wronskian W(u0, u1).
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1,0 mod 2π at each zero of the Wronskian. Since we can assume θv0 − θu0 ∈ (0,π) (by
W(u0, v0) = 1), this follows by comparing signs of R cos(ψ) = ρv0ρu1 sin(θu1 − θv0). 
Lemma 4.3. Let u0, v0 be two linearly independent solutions of (τ0−λ)u = 0 with W(u0, v0) = 1
and let u1 be a solution of (τ1 − λ)u = 0.
Then the Prüfer angle ψ for the Wronskian W(u0, u1) defined in (4.1) obeys the differential
equation
ψ ′ = −q(u0 cos(ψ) − v0 sin(ψ))2 − p(p0u′0 cos(ψ) − p0v′0 sin(ψ))2, (4.2)
where
p = 1
p0
− 1
p1
, q = q1 − q0.
Proof. Observe Rψ ′ = −W(u0, u1)′ cos(ψ)+W(v0, u1)′ sin(ψ) and use (3.2), (4.1) to evaluate
the right-hand side. 
Remark 4.4. Special cases of the phase equation (4.2) have been used in the physics literature
before [1,2]. Moreover, ψ was originally not interpreted as Prüfer angle for Wronskians, but
defined via
(
u1
p1u
′
1
)
=
(
v0 u0
p0v′0 p0u′0
)(−R sin(ψ)
R cos(ψ)
)
. (4.3)
Augmenting the definition
(
u0 u1
p0u′0 p1u′1
)
=
(
v0 u0
p0v′0 p0u′0
)(0 −R sin(ψ)
1 R cos(ψ)
)
,
and taking determinants shows W(u0, u1) = −R sin(ψ). Similarly we obtain W(v0, u1) =
−R cos(ψ) and hence this definition is equivalent to (4.1).
In the case p0 = p1 Eq. (4.2) can be interpreted as the Prüfer equation of an associated
Sturm–Liouville equation with coefficients given rather implicitly by means of a Liouville-type
transformation of the independent variable. Hence a standard oscillation criterion of Hille and
Wintner [22, Theorem 2.12] can be used. This is the original strategy by Rofe-Beketov (see [19,
Section 6.3]).
In fact, using the transformation η = tan(ψ) it is straightforward to check that ψ satisfies (4.2)
if η satisfies the Riccati equation
η′ = −q(u0 − v0η)2 − p
(
p0u
′
0 − p0v′0η
)2
. (4.4)
Hence we obtain
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τ0 if and only if the Sturm–Liouville equation associated with
p−1 = qv20 exp
(
2
∫
qu0v0
)
> 0, q = −qu20 exp
(
−2
∫
qu0v0
)
< 0
is (non)oscillatory.
Proof. Making another transformation φ = exp(−2 ∫ qu0v0)η we can eliminate the linear
term to obtain the Riccati equation
φ′ = q − 1
p
φ2
for the logarithmic derivative φ = pu′
u
of solutions of the above Sturm–Liouville equation. 
Clearly, an analogous result holds for the case where q = 0 and p > 0.
Since most oscillation criteria are for the case p = 1, a Liouville-type transformation is re-
quired before they can be applied. Nevertheless, in order to handle the general case q = 0 and
p = 0 we will use a more direct approach.
Even though Eq. (4.2) is rather compact, it is still not well suited for a direct analysis, since in
general u0 and v0 will have different growth behavior (e.g., for τ0 = − d2dx2 we have u0(x) = 1 and
v0(x) = x at the boundary of the spectrum). In order to fix this problem Schmidt [21] proposed
to use yet another Prüfer angle ϕ given by the Kepler transformation
cot(ψ) = β1 cot(ϕ) + β2, (4.5)
where β1 ≶ 0 and β2 are arbitrary absolutely continuous functions. It is straightforward to check
that there is a unique choice for ϕ such that it is again absolutely continuous and satisfies ψ
π
 =
 ϕ
π
:
ϕ =
{
sgn(β1)nπ, ψ = nπ,
sgn(β1)nπ + arccot(β−11 (cot(ψ) − β2)), ψ ∈ (nπ, (n + 1)π),
n ∈ Z, (4.6)
where the branch of arccot is chosen to have values in (0,π). The differential equation for ϕ
reads as follows:
Lemma 4.6. Let u0, v0 be two linearly independent solutions of (τ0 − λ)u = 0 with W(u0, v0) =
1 and let u1 be a solution of (τ1 − λ)u = 0. Moreover, let β1 ≶ 0 and β2 be arbitrary absolutely
continuous functions.
Then sgn(β1)ϕ, with ϕ defined in (4.6), is a Prüfer angle ϕ for the Wronskian W(u0, u1) and
obeys the differential equation
ϕ′ = β
′
1
β1
sin(ϕ) cos(ϕ) + β
′
2
β1
sin2(ϕ)
− q
β1
(
β1u0 cos(ϕ) − (v0 − β2u0) sin(ϕ)
)2
− p (β1p0u′0 cos(ϕ) − (p0v′0 − β2p0u′0) sin(ϕ))2. (4.7)β1
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ψ ′
sin(ψ)2
= −q(u0 cot(ψ) − v0)2 − p(p0u′0 cot(ψ) − p0v′0)2.
On the other hand one computes
ψ ′
sin(ψ)2
= −(cot(ψ))′ = −(β1 cot(ϕ) + β2)′ = β1 ϕ′
sin(ϕ)2
− β ′1 cot(ϕ) − β ′2
and solving for ϕ′ gives (4.7). 
We will mainly be interested in the special case β1 = β2 ≡ β , where
ϕ′ = β
′
β
(
sin2(ϕ) + sin(ϕ) cos(ϕ))
− βq
(
u0 cos(ϕ) − 1
β
(v0 − βu0) sin(ϕ)
)2
− βp
(
p0u
′
0 cos(ϕ) −
1
β
(
p0v
′
0 − βp0u′0
)
sin(ϕ)
)2
. (4.8)
Note that if β < 0 then not ϕ, but −ϕ is a Prüfer angle. However, this choice will avoid case
distinctions later on.
Now we turn to applications of this result. As a warm up we will treat the case where E is the
infimum of the spectrum of H0 and prove Theorem 2.1.
Proof of Theorem 2.1. Since τ0 −E is nonoscillatory, τ1 −E is relatively (non)oscillatory with
respect to τ0 − E if and only if τ1 − E is (non)oscillatory.
Set β = v0
u0
= ∫ p−10 u−20 dt and ρ = β ′β = 1p0u0v0 . Now observe that (4.8) reads
ϕ′ = ρ
(
sin2(ϕ) + sin(ϕ) cos(ϕ) − p0v20u20q cos2(ϕ)
− p0v20p
(
p0u
′
0 cos(ϕ) −
1
v0
sin(ϕ)
)2)
= ρ(sin2(ϕ) + sin(ϕ) cos(ϕ) − p0v20(u20q + (p0u′0)2p) cos2(ϕ))+ o(ρ),
where we have used (2.6) in the second step. Now use Corollary A.2 which is applicable since
ρ > 0 and
∫ b
ρ(x) dx = ∫ b β ′(x) dx
β(x)
= limx→b log(β(x)) = ∞. 
Now note that Corollary 2.3 in turn gives us a criterion when the differential equation for our
Prüfer angle has bounded solutions:
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lutely continuous with ρ = β ′
β
> 0 locally bounded and limx→b |β(x)| = ∞. Then all solutions
of the differential equation
ϕ′ = ρ(sin2(ϕ) + sin(ϕ) cos(ϕ) − β2Q cos2(ϕ))+ o( ρβ2
Ln(β)2
)
(4.9)
tend to ∞ if
lim sup
x→b
Ln
(
β(x)
)2(
Q(x) − Qn
(
β(x)
))
< −1
4
and are bounded above if
lim inf
x→b Ln
(
β(x)
)2(
Q(x) − Qn
(
β(x)
))
> −1
4
.
In the last case all solutions are bounded under the additional assumption Q = Qn(β) +
O(Ln(β)
−2).
Proof. The case n = 0 is Lemma A.1 and hence we can assume n 1. By a change of coordi-
nates y = β(x) we can reduce the claim to the case β(x) = x (and b = ∞).
Now we start by showing that
ϕ′ = 1
x
((
1 − Ax
2
Ln(x)
)
sin2(ϕ) + sin(ϕ) cos(ϕ) − x2
(
Qn + B4Ln(x)2
)
cos2(ϕ)
)
+ o
(
x
Ln(x)2
)
has only bounded solutions if A+B > −1 and only unbounded solutions (tending to ∞) if A+
B < −1. Since the error term o(xLn(x)−2) can be bounded by εxLn(x)−2(sin2(ϕ) + cos2(ϕ))
it suffices to show this for one equation in this class by an easy sub/super-solution argument: If
A + B < −1, then any solution of one equation with slightly smaller A and B is a sub-solution
and hence forces the solution to go to ∞. Similarly, If A + B > −1, then any solution of one
equation with slightly smaller A and B is a sub-solution and any solution of one equation with
slightly larger A and B is a super-solution, which together bound the solutions.
To see the claim for one equation in this class note that unboundedness (boundedness) of
solutions is equivalent to τ1 = −d2/dx2 + Q being relatively (non)oscillatory with respect to
τ0 = −d2/dx2. Hence it suffices to choose β1 = x(1 + Ax2L−2n ), β2 = x and Q = Qn + (A +
B)/(4L2n) in (4.7) and invoke Corollary 2.3.
Finally, the claim from the lemma follows from this result together with another sub/super-
solution argument. 
The special cases n = 0,1 are essentially due to Schmidt [21, Propositions 3 and 4].
With this result, we can now prove Theorem 2.4:
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u0
= ∫ p−10 u−20 dt and Q = p0u20(u20q + (p0u′0)2p). As in
the proof of Theorem 2.1, (4.8) reads
ϕ′ = ρ(sin2(ϕ) + sin(ϕ) cos(ϕ) − β2Q cos2(ϕ))+ o( ρβ2
Ln(β)2
)
and invoking Lemma 4.7 finishes the proof (note that ψ and hence also ϕ is always bounded
from below, since τ0 is nonoscillatory). 
One might expect that this theorem remains valid if the conditions are not satisfied pointwise
but in some average sense. This is indeed true and can be shown by taking averages in the
differential equation for the Prüfer angle. Such an averaging procedure was first used by Schmidt
[20] and further extended in [21].
Theorem 4.8. Suppose τ0 − E has a positive solution and let u0 be a minimal positive solution.
Define v0 by d’Alembert’s formula (2.5) and abbreviate
Q(x) = p0(x)u20(x)
(
u0(x)
2q(x) + (p0(x)u′0(x))2p(x)), β(x) = v0(x)u0(x) . (4.10)
Suppose
β2Q = O(1), p0v0p0u′0p = o
(
β2
Ln(β)
)
, p0p = o
(
β2
Ln(β)
)
,
and ρ = (p0u0v0)−1 satisfies ρ = o(1) and (A.7).
Then τ1 − E is oscillatory if
inf
>0
lim sup
x→∞
Ln(β(x))
2
β(x)2
(
1

x+∫
x
β(t)2Q(t) dt − β(x)2Qn
(
β(x)
))
< −1
4
(4.11)
and nonoscillatory if
sup
>0
lim inf
x→∞
Ln(β(x))
2
β(x)2
(
1

x+∫
x
β(t)2Q(t) dt − β(x)2Qn
(
β(x)
))
> −1
4
. (4.12)
Proof. Derive the differential equation for ϕ as in the proof of Theorem 2.1 and then take av-
erages using Corollary A.4. Observe that the error term is preserved by monotonicity of β
2
Ln(β)2
and (A.7). 
Now we turn to the case above the infimum of the essential spectrum.
Proof of Theorem 2.10. Observe that (4.8) reads
ϕ′ = β
′ (
sin2(ϕ) + sin(ϕ) cos(ϕ) − β2Q cos2(ϕ))+ o( ρβ2 2
)
.β Ln(β)
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monotonicity of β
2
Ln(β)2
and (A.7). Now apply Lemma 4.7. 
Corollary 4.9. Suppose
ρ = o
(
β2
Ln(β)2
)
, and
1

x+∫
x
u0(t)2
α(t)2
dt = Cq + o
(
β2
Ln(β)2
)
(4.13)
for some  > 0. Furthermore, assume
q = β
′
α2Cq
(
Qn(β) + μ
Ln(β)2
)
+ o
(
β ′
α2Ln(β)2
)
, p = o
(
β ′
α2Ln(β)2
)
. (4.14)
Then τ1 − E is relatively oscillatory with respect to τ0 − E if
μ < −1
4
(4.15)
and relatively nonoscillatory with respect to τ0 − E if
μ > −1
4
. (4.16)
Proof. It is sufficient to show that
1

x+∫
x
(
β(t)2
Lj (β(t))2
− β(x)
2
Lj (β(x))2
)
u0(t)2
α(t)2
dt = o
(
β2(x)
Ln(β(x))2
)
for j = 0, . . . , n. Since u0α−1 is bounded, this follows since by the mean value theorem and
monotonicity of β we have
sup
t∈[x,x+]
∣∣∣∣ β(t)2Lj (β(t))2 −
β(x)2
Lj (β(x))2
∣∣∣∣ 2 β(x)2Lj (β(x))2
j∑
k=1
β(x)
Lk(β(x))
sup
t∈[x,x+]
ρ(t),
finishing the proof (note that β/L0(β) = 1 and limβ→∞ β/Lk(β) = 0 for k  1). 
Note that the assumptions hold for periodic operators by choosing  to be the period. Further-
more, inspection of the proof shows that if |β| → ∞, then ρ = o(β2Ln(β)−2) can be replaced
by ρ = O(β2Ln(β)−2).
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In Section 4 we have reduced everything to the question if certain ordinary differential equa-
tion have bounded solutions or not. In this appendix we collect the required results for these
ordinary differential equations. The results are mainly straightforward generalizations of the
corresponding results from [21]. All proofs are elementary and we give them for the sake of
completeness.
Lemma A.1. Suppose ρ(x) > 0 (or ρ(x) < 0) is not integrable near b. Then the equation
ϕ′(x) = ρ(x)(A sin2 ϕ(x) + cosϕ(x) sinϕ(x) + B cos2 ϕ(x))+ o(ρ(x)) (A.1)
has only unbounded solutions if 4AB > 1 and only bounded solutions if 4AB < 1. In the un-
bounded case we have
ϕ(x) =
(
sgn(A)
2
√
4AB − 1 + o(1)
) x∫
ρ(t) dt. (A.2)
Proof. By a straightforward computation we have
A sin2(ϕ) + sin(ϕ) cos(ϕ) + B cos2(ϕ) = A+ B
2
+
√
1 + (A − B)2
2
cos
(
2(ϕ − ϕ0)
)
for some constant ϕ0 = ϕ0(A,B). Hence ψ(x) = ϕ(x) − ϕ0 satisfies
ψ ′(x) = ρ(x)
(
A + B
2
+
√
1 + (A − B)2
2
cos
(
2ψ(x)
))+ o(ρ(x)). (A.3)
If 4AB < 1, we have |A + B| < √1 + (A − B)2 from which it follows that the right-hand
side of our differential equation is strictly negative for ϕ(x) (mod π) close to π/2 and strictly
positive if ϕ(x) (mod π) close to 0. Hence any solution remains in such a strip.
If 4AB > 1, we have |A + B| >√1 + (A − B)2 and thus the right-hand side is always posi-
tive, ψ ′(x) Cρ(x), if A,B > 0 and always negative, ψ ′(x)−Cρ(x), if A,B < 0. Since ρ is
not integrable by assumption, ψ is unbounded.
In order to derive the asymptotics, rewrite (A.3) as
ψ ′(x) = ρ(x)
(
C + D
2
cos2
(
ψ(x)
)+ C − D
2
sin2
(
ψ(x)
))+ o(ρ(x)),
where C = A+ B and D =√1 + (A − B)2. Now, introduce
ψ˜(x) = arctan
(√
C − D
C + D tan
(
ψ(x)
))
and observe |ψ − ψ˜ | < π . Moreover,
ψ˜ ′(x) = ρ(x) sgn(C + D)
√
C2 − D2 + o(ρ(x)).
2
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sgn(A). 
We will also need the case where A = 1 and B depends on x but not necessarily converge to
a limit as x → b. However, by a simple sub/super-solution argument we obtain from our lemma.
Corollary A.2. Suppose ρ(x) > 0 is not integrable near b. Then all solutions of the equation
ϕ′ = ρ(sin2(ϕ) + sin(ϕ) cos(ϕ) − B cos2(ϕ))+ o(ρ) (A.4)
tend to ∞ as x → b if B(x) B0 for some B0 with B0 < − 14 and are bounded below if B(x)
B0 for some B0 with B0 > − 14 .
In addition, we also need to look at averages: Let  > 0, and denote by
g(x) = 1

x+∫
x
g(t) dt (A.5)
the average of g over an interval of length .
Lemma A.3. Let ϕ obey the equation
ϕ′(x) = ρ(x)f (x) + o(ρ(x)), x ∈ (a,∞), (A.6)
where f (x) is bounded. If
1

∫
0
∣∣ρ(x + t) − ρ(x)∣∣dt = o(ρ(x)) (A.7)
then
ϕ′(x) = ρ(x)f (x) + o(ρ(x)). (A.8)
Moreover, suppose ρ(x) = o(1). If f (x) = A(x)g(ϕ(x)), where A(x) is bounded and g(x) is
bounded and Lipschitz continuous, then
f (x) = A(x)g(ϕ) + o(1). (A.9)
Proof. To show the first statement observe
ϕ′(x) = ϕ(x + ) − ϕ(x)

= 1

x+∫
ρ(t)f (t) dt + o(ρ(x))x
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
x+∫
x
(
ρ(t)− ρ(x))f (t) dt + o(ρ(x)).
Now the first claim follows from (A.7) since f is bounded. Note that (A.7) implies that the o(ρ)
property is preserved under averaging.
To see the second, we use
f (x) = 1

x+∫
x
A(t)g
(
ϕ(t)
)
dt
= A(x)g(ϕ(x))+ 1

x+∫
x
A(t)
(
g
(
ϕ(t)
)− g(ϕ(x)))dt.
Since g is Lipschitz we can use the mean value theorem together with
∣∣ϕ(x + t)− ϕ(x)∣∣ C sup
0s
ρ(x + s)
to finish the proof. 
Condition (A.7) is a strong version of saying that ρ(x) = ρ(x)(1 + o(1)) (it is equivalent to
the latter if ρ is monotone). It will be typically fulfilled if ρ decreases (or increases) polynomially
(but not exponentially). For example, the condition holds if supt∈[0,1] ρ
′(x+t)
ρ(x)
→ 0.
We have the next result.
Corollary A.4. Let ϕ obey the equation
ϕ′ = ρ(A sin2(ϕ) + sin(ϕ) cos(ϕ) + B cos2(ϕ))+ o(ρ) (A.10)
with A,B bounded functions and assume that ρ = o(1) satisfies (A.7). Then the averaged func-
tion ϕ obeys the equation
ϕ′ = ρ(A sin2(ϕ) + sin(ϕ) cos(ϕ) + B cos2(ϕ))+ o(ρ). (A.11)
Note that in this case ϕ is bounded (above/below) if and only if ϕ is bounded (above/below).
Furthermore, note that if A(x) has a limit, A(x) = A0 + o(1), then A(x) can be replaced by the
limit A0.
Appendix B. Periodic operators
We will now suppose that r(x), p(x), and q(x) are -periodic functions. The purpose of
this appendix is to recall some basic facts from Floquet theory in order to compute the critical
coupling constant for periodic operators in terms of the derivative of the Floquet discriminant.
A classical reference with further details is [3].
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initial conditions c(z,0) = p(0)s′(z,0) = 1, s(z,0) = p(0)c′(z,0) = 0. One then calls
M(z) =
(
c(z, ) s(z, )
p()c′(z, ) p()s′(z, )
)
(B.1)
the monodromy matrix. Constancy of the Wronskian, W(c(z), s(z)) = 1, implies detM(z) = 1
and defining the Floquet discriminant by
D(z) = tr(M(z))= c(z, ) + p()s′(z, ),
the eigenvalues ρ± of M are called Floquet multipliers,
ρ±(z) = D(z) ±
√
D(z)2 − 4
2
, ρ+(z)ρ−(z) = 1, (B.2)
where the branch of the square root is chosen such that |ρ+(z)| 1. In particular, there are two
solutions
u±(z, x) = c(z, x) + m±(z)s(z, x), (B.3)
the Floquet solutions, satisfying
(
u±(z, )
p()u′±(z, )
)
= ρ±(z)
(
u±(z,0)
p(0)u′±(z,0)
)
= ρ±(z)
( 1
m±(z)
)
. (B.4)
Here
m±(z) = ρ±(z) − c(z, )
s(z, )
(B.5)
are called Weyl m-functions. The Wronskian of u+ and u− is given by
W
(
u−(z), u+(z)
)= m+(z) − m−(z) =
√
D(z)2 − 4
s(z, )
. (B.6)
The functions u±(z, x) are exponentially decaying as x → ±∞ if |ρ+(z)| < 1, that is,
|D(z)| > 2, and are bounded if |ρ+(z)| = 1, that is, |D(z)|  2. Note that u+(z) and u−(z)
are linearly independent for |D(z)| = 2. The spectrum of H0 is purely absolutely continuous and
given by
σ(H0) =
{
λ ∈ R ∣∣ ∣∣D(λ)∣∣ 2}= ∞⋃
n=0
[E2n,E2n+1]. (B.7)
It should be noted that m±(z) (and hence also u±(z, x)) are meromorphic in C\σ(H0) with
precisely one of them having a simple pole at the zeros of s(z, ) if the zero is in R\σ(H0). If the
zero is at a band edge En of the spectrum, both m±(z) will have a square root type singularity.
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D˙(z) = −s(z, )
∫
0
u+(z, t)u−(z, t)r(t) dt, (B.8)
where the dot denotes a derivative with respect to z.
Proof. Let u(z, x), v(z, x) be two solutions of τu = zu, which are differentiable with respect
to z, then integrating (3.2) with u0 = u(z) and u1 = v(z1), dividing by z1 − z and taking z1 → z
gives
W
(
v˙(z), u(z)
)− W0(v˙(z), u(z))=
∫
0
u(z, t)v(z, t)r(t) dt.
Now choose u(z) = u−(z) and v(z) = u+(z) and evaluate the Wronskians
W
(
u˙+(z), u−(z)
)− W0(u˙+(z), u−(z))= ρ˙+(z)ρ−(z)W (u+(z), u−(z))
= − D˙(z)√
D(z)2 − 4W
(
u−(z), u+(z)
)
to obtain the formula. 
By (B.6) u+ and u− are linearly independent away from the band edges En. At a band edge
En we have u−(En, x) = u+(En, x) ≡ u(En, x) and a second linearly independent solution is
given by
s(En, x), W
(
u(En), s(En)
)= 1.
Here we assume without loss of generality that s(En, ) = 0 (since we are only interested in open
gaps, this can always be achieved by shifting the base point x0 = 0 if necessary). It is easy to
check that s(En, x + ) = σns(En, x) + s(En, )u(En, x), where σn = ρ±(En) = sgn(D(En)).
In particular, s(En, x) is of the form
s(En, x) = s˜(En, x) + σns(En, )

xu(En, x), s˜(En, x + ) = σns˜(En, x)
and thus u(En, x), s(En, x) satisfy the requirements of Definition 2.7 with α(x) = 1 and β(x) =
sgn(D(En))s(En, )−1x. Observe that β(x) > 0 for an upper band edge E2m and β(x) < 0 for
a lower band edge E2m+1. Moreover, note that at the bottom of the spectrum s(E0, x) is just the
second solution computed from u(E0, x) by virtue of d’Alembert’s formula (2.5). Setting
u0(x) =
√ |s(En, )|

u(En, x), v0(x) =
√

|s(En, )| s(En, x)
we have β(x) = sgn(D(En)s(En, ))x and −1
∫ 
u0(t)2r(t) dt = −2|D˙(En)| by Lemma B.1.0
3848 H. Krüger, G. Teschl / J. Differential Equations 245 (2008) 3823–3848References
[1] V.V. Babikov, The Method of Phase Functions in Quantum Mechanics, third ed., Nauka, Moscow, 1988.
[2] F. Calogero, Variable Phase Approach to Potential Scattering, Academic Press, New York, 1967.
[3] M.S.P. Eastham, The Spectral Theory of Periodic Differential Equations, Scottish Academic Press, Edinburgh, 1973.
[4] F. Gesztesy, M. Ünal, Perturbative oscillation criteria and Hardy-type inequalities, Math. Nachr. 189 (1998) 121–
144.
[5] P. Hartman, On the linear logarithmic-exponential differential equation of the second-order, Amer. J. Math. 70
(1948) 764–779.
[6] P. Hartman, Ordinary Differential Equations, second ed., SIAM, Philadelphia, 2002.
[7] E. Hille, Nonoscillation theorems, Trans. Amer. Math. Soc. 64 (1948) 234–252.
[8] V.I. Khrabustovskii, The perturbation of the spectrum of selfadjoint differential operators with periodic matrix-
valued coefficients, in: Mathematical Physics and Functional Analysis, vol. 4, Fiz.-Tekh. Inst. Nizk. Temp. Akad.
Nauk Ukr. SSR, 1973, pp. 117–138 (in Russian).
[9] V.I. Khrabustovskii, The perturbation of the spectrum of selfadjoint differential operators of arbitrary order with
periodic matrix coefficients, in: Mathematical Physics and Functional Analysis, vol. 5, Fiz.-Tekh. Inst. Nizk. Temp.
Akad. Nauk Ukr. SSR, 1974, pp. 123–140 (in Russian).
[10] V.I. Khrabustovskii, The discrete spectrum of perturbed differential operators of arbitrary order with periodic matrix
coefficients, Math. Notes 21 (5–6) (1977) 467–472.
[11] A. Kneser, Untersuchungen über die reellen Nullstellen der Integrale linearer Differentialgleichungen, Math.
Ann. 42 (1893) 409–435.
[12] H. Krüger, G. Teschl, Relative oscillation theory, zeros of the Wronskian, and the spectral shift function, Comm.
Math. Phys., in press.
[13] H. Krüger, G. Teschl, Relative oscillation theory for Sturm–Liouville operators extended, J. Funct. Anal. 254 (6)
(2008) 1702–1720.
[14] F.S. Rofe-Beketov, A test for the finiteness of the number of discrete levels introduced into gaps of a continuous
spectrum by perturbations of a periodic potential, Soviet Math. Dokl. 5 (1964) 689–692.
[15] F.S. Rofe-Beketov, Spectral analysis of the Hill operator and its perturbations, Funkcional. Anal. 9 (1977) 144–155
(in Russian).
[16] F.S. Rofe-Beketov, A generalisation of the Prüfer transformation and the discrete spectrum in gaps of the continuous
one, in: Spectral Theory of Operators, Baku, Elm, 1979, pp. 146–153 (in Russian).
[17] F.S. Rofe-Beketov, Spectrum perturbations, the Kneser-type constants and the effective masses of zones-type po-
tentials, in: Constructive Theory of Functions ’84, Sofia, 1984, pp. 757–766.
[18] F.S. Rofe-Beketov, Kneser constants and effective masses for band potentials, Soviet Phys. Dokl. 29 (1984) 391–
393.
[19] F.S. Rofe-Beketov, A.M. Kholkin, Spectral Analysis of Differential Operators. Interplay Between Spectral and
Oscillatory Properties, World Scientific, Hackensack, 2005.
[20] K.M. Schmidt, Oscillation of the perturbed Hill equation and the lower spectrum of radially periodic Schrödinger
operators in the plane, Proc. Amer. Math. Soc. 127 (1999) 2367–2374.
[21] K.M. Schmidt, Critical coupling constants and eigenvalue asymptotics of perturbed periodic Sturm–Liouville oper-
ators, Comm. Math. Phys. 211 (2000) 465–485.
[22] C.A. Swanson, Comparison and Oscillation Theory of Linear Differential Equations, Academic Press, New York,
1968.
[23] H. Weber, Die Partiellen Differential-Gleichungen der Mathematischen Physik, vol. 2, fifth ed., Vieweg, Braun-
schweig, 1912.
