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We prove an explicit condition on the level k for the irreducibility
of a vacuum module V k over a (non-twisted) aﬃne Lie superalge-
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diate consequence of this work is the simplicity conditions for the
corresponding minimal W -algebras obtained via quantum reduc-
tion, in all cases except when the level k is a non-negative integer.
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Introduction
The (non-twisted) aﬃne Lie superalgebra gˆ = g[t, t−1] +CK +CD is obtained from a simple ﬁnite
dimensional Lie superalgebra g, with a non-degenerate even invariant bilinear form B(·,·), and has
the following commutation relations:
[
atm,btn
]= [a,b]tm+n +mδm,−nB(a,b)K , [D,atm]= −matm, [K , gˆ] = 0.
Let 2h∨B be the eigenvalue of the Casimir operator
∑
i aia
i in the adjoint representation, where {ai}
and {ai} are dual bases of g with respect to B(·,·).
The vacuum module over gˆ is the induced module
V k = Indgˆg[t]+CK+CD Ck,
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by k · Id for some k ∈ C. Note that this module does not depend on the choice of simple roots of g.
We prove the following theorem, which was conjectured by M. Gorelik and V.G. Kac [7].
Theorem 0.1. Let g be an (almost) simple ﬁnite dimensional Lie superalgebra of positive defect. Then the gˆ-
module V k is not irreducible if and only if
k + h∨B
B(α,α)
∈ Q0
for some even root α of g.
It was shown in [7] that Theorem 0.1 holds for simple Lie superalgebras with defect zero or one,
using the Shapovalov determinant. In this paper, we prove the theorem for simple Lie superalgebras
with defect greater than or equal to two, completing the proof of the theorem.
Fix (·,·) to be the non-degenerate even invariant bilinear form on g with standard normalization
as introduced in [11]. Then h∨ is called the dual Coxeter number of g (see [11] for the values). Then
(α,α) ∈ Q for α ∈ . When the defect is greater than or equal to two, there exist even roots α and α′
such that (α,α) > 0 and (α′,α′) < 0. In this case, Theorem 0.1 can be reformulated as follows. Let g
be an (almost) simple Lie superalgebra with defect greater than or equal to two. A vacuum module V k
of gˆ is irreducible if and only if k ∈ C \ Q.
Our proof goes as follows. Let V k be a vacuum module over gˆ. By analyzing a character formula
given in [7], we show that if the level k is a rational number then the Jantzen ﬁltration is non-trivial.
For each superalgebra, our proof is broken up into two cases, namely k + h∨ > 0 and k + h∨ < 0. For
each case, we choose a different set of simple roots for the ﬁnite dimensional Lie superalgebra g. Note
that a vacuum module is always reducible at the critical level k = −h∨ . The fact that V k is simple for
k /∈ Q follows from the vacuum determinant, and is shown in [7].
An application of the main theorem is given in the last section. We obtain simplicity conditions
for the minimal W -algebras Wk(g, fθ ), where g is a simple contragredient ﬁnite dimensional Lie
superalgebra, fθ is a root vector of the lowest root, which is assumed to be even, and k ∈ C \ Z0.
This is achieved via quantum reduction, which was introduced for Lie algebras in [3,4] and extended
to Lie superalgebras in [10].
1. Preliminaries
1.1. Aﬃne Lie superalgebras
Let g be a simple ﬁnite dimensional Lie superalgebra, and let gˆ be the corresponding aﬃne Lie
superalgebra [8,9]. Let  (resp. ˆ) denote the roots of g (resp. gˆ). We use the standard notations
for roots. Corresponding to a set of simple roots Π = {α1, . . . ,αn} of g, we have the triangular de-
composition g = n− ⊕ h ⊕ n+ . Let Πˆ = {α0 := δ − θ} ∪ Π be the simple roots of gˆ, where θ is the
highest root of g, and let gˆ = nˆ− ⊕ hˆ ⊕ nˆ+ be the corresponding triangular decomposition, where
hˆ = h⊕CK ⊕CD . The root lattice of g (resp. gˆ) is deﬁned to be Q =∑ni=1 Zαi (resp. Qˆ =∑ni=0 Zαi).
Let Q + =∑ni=1 Nαi and Qˆ + =∑ni=0 Nαi . Deﬁne a partial ordering on h∗ by α  β if α − β ∈ Q + .
Let κ(·,·) denote the Killing form of g. If κ is non-zero, set # = {α ∈  | κ(α,α) > 0}. If κ = 0,
then g is of type A(n|n), D(n + 1|n) or D(1,2,α). In this case, 0 is a union of two orthogonal
subsystems: 0 = An ∪ An, Dn+1 ∪ Cn, D2 ∪ C1, respectively, and we let # be the ﬁrst subset. Let W #
be the subgroup of the Weyl group W generated by the reﬂections rα with α ∈ #. Then W # is the
Weyl group for the root system #.
Let (·,·) denote the non-degenerate symmetric even invariant bilinear form on g, which is normal-
ized by the condition (α,α) = 2 for a long root α of #. Since g is simple, the Killing form κ(·,·) is
proportional the standard form (·,·). However, it is possible that κ = 0. We can extend this form to gˆ
as follows:
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atn,btm
)= δn,−m(a,b), a,b ∈ g;(
CK + CD,g[t, t−1])= 0; (K , K ) = (D, D) = 0; (K , D) = 1.
Choose ρ ∈ h∗ (resp. ρˆ ∈ hˆ∗) such that (ρ,α j) = 12 (α j,α j) for α j ∈ Π (resp. α j ∈ Πˆ ). Note that for
ν ∈ h∗ we have that (ρˆ, ν) = (ρ,ν). Recall [8] that
(δ, ρˆ) = h∨ = (ρ, θ) + 1
2
(θ, θ). (1)
Deﬁne Λ0 ∈ hˆ∗ by Λ0(h) = 0 for h ∈ h ⊕ CD and Λ0(K ) = 1.
The Weyl denominator of g is
R :=
∏
α∈+
0¯
(
1− e−α) ∏
α∈+
1¯
(
1+ e−α)−1 = ∑
η∈Q +
kΠ(η)e
−η, where kΠ(η) ∈ Z.
The function kΠ is extended to Qˆ , by setting kΠ(η) = 0 for η ∈ Qˆ \ Q + [11].
1.2. Vacuum modules
The vacuum module V k := Indgˆ
g+nˆ++hˆ Ck is a generalized Verma module MI (λ) with λ = kΛ0 and
I ⊆ J := {0,1, . . . ,n} corresponding to Π (see [7]). The gˆ-module MI (λ) is the quotient of the Verma
module M(λ) by the submodule U(gˆ)n−vλ , where vλ is the highest weight vector of M(λ). So V k has
a unique maximal submodule.
Let
Irr :=
{
α ∈ Qˆ + \ Q
∣∣∣ α
n
/∈ Qˆ + for n ∈ Z2
}
and
C(λ) :=
{
(m, ξ) ∈ Z1 × Irr
∣∣∣ (λ + ρˆ,mξ) − 1
2
(mξ,mξ) = 0
}
. (2)
Let F i(V k), i ∈ N be the Jantzen ﬁltration of the module V k . Then by [7]
∞∑
i=1
chF i(MI (λ))= ∑
(m,ξ)∈C(λ)
am,ξ chM(λ −mξ) (3)
where
am,ξ =
∑
γ∈ˆ+\
∞∑
r=1
(−1)(r+1)p(γ )(dimgγ )kΠ(mξ − rγ ). (4)
Lemma 1.1. The module V k is not simple if and only if there exists (m, ξ) ∈ C(λ) such that am,ξ 
= 0.
Proof. Recall that F1(V k) is the maximal submodule of V k . Hence, the module V k is simple if and
only if its Jantzen ﬁltration is trivial. Since the characters of different Verma modules are linearly
independent, it follows from (3) that the ﬁltration is non-trivial if and only if there exists (m, ξ) ∈ C(λ)
such that am,ξ 
= 0. 
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= 0, then (ρ,μ) = 12 (μ,μ).
Proof. One has that
ch V k = chM(kΛ0) ·
∏
+
0¯
(1− e−α)∏
+
1¯
(1+ e−α)
= chM(kΛ0) ·
∑
μ∈Q +
kΠ(μ)e
−μ
=
∑
μ∈Q +
kΠ(μ) chM(kΛ0 − μ).
The character of a highest weight module can be uniquely written as a linear combination of char-
acters of Verma modules, and the Casimir operator gives the same scalar on each of these Verma
modules [8]. Hence, if kΠ(μ) 
= 0 then
(kΛ0 + ρˆ,kΛ0 + ρˆ) = (kΛ0 − μ + ρˆ,kΛ0 − μ + ρˆ),
which implies that (ρ,μ) = 12 (μ,μ). 
1.3. The Weyl denominator expansion
The aim of this section is to expand R using the Weyl denominator identity given in [11]. For
a ﬁnite set X := {λi}ri=1 ⊂ hˆ∗ , let CX be the collection of elements of the form
∑r
i=1
∑
μ<λi
cμeμ ,
where cμ ∈ Z. Let C be the union of all CX over ﬁnite subsets of hˆ∗ [6]. Note that x, y ∈ C implies
x+ y, xy ∈ C . We will expand R to an element of C .
The defect of g, denoted by defg, is the dimension of a maximal isotropic subspace of h∗
R
:=∑
α∈ Rα. A subset S of  is called isotropic if it spans an isotropic subspace of h∗R . It is called
maximal isotropic if |S| = defg. By [11], one can always choose a set of simple roots that contains a
given maximal isotropic set S . Fix a set of simple roots Π which contains a maximal isotropic set S .
Denote ZS := {∑β∈S nββ | nβ ∈ Z} and NS := {∑β∈S nββ | nβ ∈ N}. For μ =∑β∈S nββ ∈ NS , deﬁne
the height of μ to be htμ =∑nβ .
For w ∈ W #, let
Tw =
{
β ∈ S ∣∣ w(β) ∈ −},
and deﬁne |w| ∈ HomZ(ZS, Q ) such that for β ∈ S ⊂ Π ,
|w|(β) :=
{−w(β), if β ∈ Tw ;
w(β), if β /∈ Tw .
Note that |w|(μ) ∈ Q + for any μ ∈ NS . Deﬁne ϕ : W # → −Q + by
ϕ(w) :=
∑
β∈Tw
w(β).
Lemma 1.3. Suppose Π contains a maximal isotropic set S. Let R be the Weyl denominator of g. Then
R =
∑
η∈Q +
kΠ(η)e
−η =
∑
w∈W #
∑
μ∈NS
(−1)l(w)+htμeϕ(w)−|w|(μ)+w(ρ)−ρ.
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R
by [11]=
∑
w∈W #
(−1)l(w)w
(
eρ∏
β∈S(1+ e−β)
)
e−ρ
=
∑
w∈W #
(−1)l(w) e
w(ρ)−ρ∏
β∈S (1+ e−w(β))
=
∑
w∈W #
(−1)l(w) e
w(ρ)−ρ+ϕ(w)∏
β∈S (1+ e−|w|(β))
=
∑
w∈W #
∑
μ∈NS
(−1)l(w)+htμeϕ(w)−|w|(μ)+w(ρ)−ρ. 
Corollary 1.4. Suppose Π contains a maximal isotropic set S. If kΠ(η) 
= 0, then there exists w ∈ W # and
μ ∈ NS such that
−η = ϕ(w) − |w|(μ) + w(ρ) − ρ.
2. Root systems
In this section, we describe the root systems of the simple ﬁnite dimensional Lie superalgebras
which appear in the present paper [5]. A root system of a simple ﬁnite dimensional Lie superalgebra g
is described in terms of a basis {εi, δ j | 1 i m, 1 j  n}, with the bilinear form (·,·) normalized
such that (α,α) = 2 for a long root α ∈ #. We can identify h∗ with a linear subspace of V :=
span{ε1, . . . , εm, δ1, . . . , δn}, and write μ ∈ h∗ as μ =∑mi=1 cεi (μ)εi +∑nj=1 cδ j (μ)δ j , with coeﬃcients
cεi (μ), cδ j (μ) ∈ C.
For A(m− 1|n − 1) = sl(m|n), we identify h∗ with the linear subspace of V given by
h∗ =
{
a1ε1 + · · · + amεm + b1δ1 + · · · + bnδn
∣∣∣ m∑
i=1
ai +
n∑
j=1
b j = 0
}
,
and choose the normalization
(εi, ε j) = δi j, (δi, δ j) = −δi j, (εi, δ j) = 0.
The root system is  = 0¯ ∪ 1¯ where
0¯ = {εi − ε j | 1 i < j m} ∪ {δi − δ j | 1 i < j  n},
1¯ =
{±(εi − δ j) ∣∣ 1 i m, 1 j  n}.
We may assume without loss of generality that m n, since A(m− 1|n − 1) ∼= A(n − 1|m− 1). Thus,
# = {εi − ε j | 1 i, j m, i 
= j}.
We extend the action of W # to span{ε1, . . . , εm} by the trivial action on ∑mi=1 εi . Then W # is the
permutation group of {ε1, . . . , εm}.
For B(m|n) = osp(2m+1|2n) with m n+1, we identify h∗ with V , and choose the normalization
(εi, ε j) = δi j, (δi, δ j) = −δi j, (εi, δ j) = 0.
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0¯ = {±εi ± ε j,±εi,±δk ± δl,±2δk | 1 i < j m, 1 k < l n},
1¯ = {±εi ± δ j,±δ j | 1 i m, 1 j  n}.
Thus,
# = {±εi ± ε j,±εi | 1 i < j m}.
Then W # is the group of signed permutations of {ε1, . . . , εm}.
For B(n|m) = osp(2n + 1|2m) with m n, we identify h∗ with V , and choose the normalization
(εi, ε j) = 12 δi j, (δi, δ j) = −
1
2
δi j, (εi, δ j) = 0.
The root system is  = 0¯ ∪ 1¯ where
0¯ =
{±δ′i ± δ′j,±δ′i,±ε′k ± ε′l ,±2ε′k ∣∣ 1 i < j m, 1 k < l n},
1¯ =
{±δ′i ± ε′j,±ε′j ∣∣ 1 i m, 1 j  n}.
Here
# = {±εi ± ε j,±2εi | 1 i < j m}.
Then W # is the group of signed permutations of {ε1, . . . , εm}.
For D(m|n) = osp(2m|2n) with m n+ 1, we identify h∗ with V , and choose the normalization
(εi, ε j) = δi j, (δi, δ j) = −δi j, (εi, δ j) = 0.
The root system is  = 0¯ ∪ 1¯ where
0¯ = {±εi ± ε j,±δk ± δl,±2δk | 1 i < j m, 1 k < l n},
1¯ = {±εi ± δk | 1 i m, 1 k n}.
Thus,
# = {±εi ± ε j | 1 i < j m}.
Then W # is the group of signed permutations of {ε1, . . . , εm} which change an even number of the
signs.
For D(n|m) = osp(2n|2m) with m n, we identify h∗ with V , and choose the normalization
(εi, ε j) = 12 δi j, (δi, δ j) = −
1
2
δi j, (εi, δ j) = 0.
The root system is  = 0¯ ∪ 1¯ where
0¯ = {±εi ± ε j,±2εi,±δk ± δl | 1 i < j m, 1 k < l n},
1¯ = {±εi ± δk | 1 i m, 1 k n}.
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# = {±εi ± ε j,±2εi | 1 i < j m}.
Then W # is the group of signed permutations of {ε1, . . . , εm}.
The defect is n for all of the Lie superalgebras described above, so we assume that n  2. We
extend the action of W # to V by the trivial action on the linear span of {δ1, . . . , δn}.
3. Simplicity of vacuummodules
3.1. Preliminaries
Let g be an (almost) simple ﬁnite dimensional Lie superalgebra with bilinear form (·,·) normalized
by the condition that (α,α) = 2 for a long root of #. Let h∨ be the dual Coxeter number of g.
Note that h∨ ∈ 12Z0 (see Table II). Fix a set of simple roots Π = {β1, . . . , βn} and denote the highest
weight θ .
Lemma 3.1. Suppose that (θ, θ) is a non-zero integer. Let k ∈ Q such that k+h∨
(θ,θ)
> 0. Choose q ∈ 2Z1 such
that q( k+h∨
(θ,θ)
) ∈ Z and q > (ρ,θ)k+h∨ . Deﬁne
N := 2q
(
k + h∨
(θ, θ)
)
− 2(ρ, θ)
(θ, θ)
. (5)
1. If θ2 /∈  and 2(ρ,θ)(θ,θ) ∈ Z, then (N,qδ − θ) ∈ C(kΛ0).
2. If θ2 ∈  and 2(ρ,θ)(θ,θ) ∈ 12 + Z, then (2N, q2 δ − θ2 ) ∈ C(kΛ0) and 2N is an odd integer.
Proof. By Table II, N ∈ Z1 in the ﬁrst case, while 2N ∈ Z1 in the second case. Also, qδ−θ ∈ Qˆ + \ Q
and
(
kΛ0 + ρˆ,N(qδ − θ)
)− 1
2
(
N(qδ − θ),N(qδ − θ))= N(qk + qh∨ − (ρ, θ) − N
2
(θ, θ)
)
= 0.
Hence, the lemma follows from (2). 
Express θ =∑ni=1 biβi with bi ∈ Z1, and let b′ =max{b1, . . . ,bn}.
Lemma 3.2. Suppose that N,q, r, l ∈ Z1 , α ∈ {0} ∪  \ {θ} and (N(qδ − θ) − r(lδ − α)) ∈ Q + . Then
1. Nq = rl, rα − Nθ ∈ Q + , and α ∈ +;
2.
∑n
i=1 βi  α;
3. r − N  1b′ N > 0.
Proof. Statement 1 follows immediately. For 2, express α =∑ni=1 aiβi with ai ∈ Z0. Now rα − Nθ ∈
Q + implies that 0 rai − Nbi for i = 1, . . . ,n. Hence, ai  1 for i = 1, . . . ,n. For 3, since 0 < α < θ ,
we have that ai  bi for i = 1, . . . ,n and there is an index j such that a j  b j − 1. Thus,
N  ra j − N(b j − 1) (r − N)a j  (r − N)b′. 
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Theorem 3.3. Let g be an (almost) simple ﬁnite dimensional Lie superalgebra with defect greater than or equal
to two. If k ∈ Q, then the vacuum module V k over gˆ is not simple.
Proof. Let g be an (almost) simple ﬁnite dimensional Lie superalgebra with defect greater than or
equal to two. Fix k ∈ Q. Now k ∈ Q if and only if k + h∨ ∈ Q, since h∨ ∈ 12Z0. If k = −h∨ then V k is
not simple, so we assume now that k+h∨ ∈ Q\{0}. If g = D(n+2|n) then we assume that 1k+h∨ /∈ Z1.
We will handle this case separately. Let Π be the set of simple roots listed in Table I corresponding
to g and k + h∨ . We have chosen Π so that the highest weight θ satisﬁes the conditions: (θ, θ) 
= 0
and k+h∨
(θ,θ)
> 0, (see Table II).
By Lemma 1.1, it suﬃces to show that there exists (m, ξ) ∈ C(kΛ0) such that am,ξ 
= 0 in (3). By
(4), it suﬃces to ﬁnd (m, ξ) ∈ C(kΛ0) with ξ ∈ ˆ+ such that for all (r, γ ) ∈ Z1 × (ˆ+ \ ), we have
that (m, ξ) satisﬁes the conditions:
1. if (r, γ ) 
= (m, ξ), then rγ 
=mξ ,
2. if rγ 
=mξ , then kΠ(mξ − rγ ) = 0.
Indeed, in this case
am,ξ = (−1)(m+1)p(ξ) dimgξ ,
which is non-zero.
Choose q ∈ 2Z1 such that q( k+h∨(θ,θ) ) ∈ Z1 and q > (ρ,θ)k+h∨ . Deﬁne N as in (5). Note that for each
n ∈ Z it is possible to choose q suﬃciently large such that N > n. So we may assume that N  0.
By Table II, if θ2 /∈  then 2(ρ,θ)(θ,θ) ∈ Z. Then by Lemma 3.1, (N,qδ − θ) ∈ C(kΛ0). Since cθ /∈ + for
c 
= 1, we have that (N,qδ − θ) satisﬁes condition 1. If θ2 ∈ , then 2(ρ,θ)(θ,θ) ∈ 12 + Z (see Table II). Then
by Lemma 3.1, (2N, q2 δ − 12 θ) ∈ C(kΛ0) and 2N is an odd integer. Since c θ2 /∈ + for c /∈ {1,2} and
2N is odd, we have that (2N, q2 δ − 12 θ) satisﬁes condition 1.
Suppose that kΠ(N(qδ − θ) − rγ ) 
= 0 for some (r, γ ) ∈ Z1 × (ˆ+ \ ) such that (r, γ ) 
=
(N,qδ − θ). Write γ = lδ − α for some l ∈ Z1 and α ∈  ∪ {0}.
Case 1. Suppose α 
= θ, θ2 . By Lemma 3.2, we have
∑
αi∈Π αi  α and r− N  1b′ N > 0. Hence, we may
assume that r − N  0. Also, Nq = rl, which implies kΠ(rα − Nθ) 
= 0. Thus by Lemma 1.2,
2(ρ, rα − Nθ) = (rα − Nθ, rα − Nθ),
implying
(α,α)r2 + (−2(ρ,α) − 2N(α, θ))r + N2(θ, θ) + 2N(ρ, θ) = 0. (6)
Subcase 1. If (α,α) 
= 0, the discriminant D for this quadratic equation in the variable r is
D = (2(ρ,α) + 2N(α, θ))2 − 2(α,α)(N2(θ, θ) + 2N(ρ, θ))
= 4N2((α, θ)(α, θ) − (α,α)(θ, θ))+ 8N((ρ,α)(α, θ) − (α,α)(ρ, θ))+ 4(ρ,α)2.
By Lemma 4.2,
(α,α)(θ, θ) > (α, θ)(α, θ),
which implies that D < 0 for N  0. This contradicts the assumption that r is an integer.
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r = N
2(θ, θ) + 2N(ρ, θ)
2N(θ,α) + 2(ρ,α) . (7)
Note that the denominator is non-zero for N suﬃciently large. Indeed, by Lemma 4.1, 2(θ,α) = (θ, θ).
By substituting this into (7), we obtain
r = N
2(θ, θ) + 2N(ρ, θ)
N(θ, θ) + 2(ρ,α) = N +
2((ρ, θ) − (ρ,α))
(θ, θ) + ( 2(ρ,α)N )
.
Since r > N we have that (ρ, θ) 
= (ρ,α). If (ρ,α) 
= 0, then r /∈ Z for N  0. If (ρ,α) = 0, then
r = N + 2(ρ, θ)
(θ, θ)
.
But by Lemma 3.2, r − N > 2(ρ,θ)
(θ,θ)
for N  0, which is a contradiction.
Case 2. Suppose α = cθ . Then kΠ((rc − N)θ) 
= 0 and rc > N . By Lemma 1.2,
2
(
ρ, (rc − N)θ)= ((rc − N)θ, (rc − N)θ),
which implies that
rc − N = 2(ρ, θ)
(θ, θ)
. (8)
Hence, 2(ρ,θ)
(θ,θ)
> 0. Then (θ, θ) = 2 by Table II. Now (ρ, θ) 
= 0 and kΠ( 2(ρ,θ)(θ,θ) θ) 
= 0, so it follows from
Lemma 4.3 that g = D(n + 2|n).
If g = D(n + 2|n), then θ = ε1 + ε2 and α = cθ ∈ + implies that c = 1. Then by Table II and (8)
we have r = N + 1. Now N(qδ − θ) − r(lδ − θ) ∈ Q + implies that Nq = rl. After substituting r = N + 1
we have
Nq = (N + 1)l. (9)
Since N and N + 1 are relatively prime, N + 1 divides q. Hence, there exists d ∈ Z1 such that
q = (N + 1)d. (10)
By substituting the values given in Table II into (5), we have
N = q(k + h∨)− 1. (11)
Combining (10) and (11) we obtain
d = 1
k + h∨ ,
where d ∈ Z1. But we assumed that if g = D(n + 2|n), then 1k+h∨ /∈ Z1.
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S = {εi − δi | 1 i  n}
and a set of simple roots
{ε1 − δ1, δ1 − ε2, . . . , δn − εn+1, εn+1 − εn+2, εn+1 + εn+2}
which contains S . Then θ = ε1 + δ1, (θ, θ) = 0 and (θ,ρ) = 2.
We will show that aN,qδ−θ 
= 0, where q := 2d and N ∈ Z1 with N  0. It will then follow from
Lemma 1.1 that V k is not simple. First, note that (N,qδ−θ) ∈ C(kΛ0) for any N , since by the deﬁnition
of q we have
(
kΛ0 + ρˆ,N(qδ − θ)
)− 1
2
(
N(qδ − θ),N(qδ − θ))= N(q(k + h∨)− (ρ, θ))= 0.
Now qδ − θ ∈ ˆ+ \ . If (r, γ ) ∈ Z1 × (ˆ+ \ ) such that rγ = N(qδ − θ), then (r, γ ) = (N,qδ − θ).
Suppose that kΠ(N(qδ − θ) − rγ ) 
= 0 for some (r, γ ) ∈ Z1 × (ˆ+ \ ) such that (r, γ ) 
=
(N,qδ − θ). Write γ = lδ − α for some l ∈ Z1 and α ∈  ∪ {0}.
If α = θ , then kΠ((r − N)θ) 
= 0 and r > N . By Lemma 1.2,
(
ρ, (r − N)θ)= ((r − N)θ, (r − N)θ).
But (θ, θ) = 0 and (ρ, θ) = 2, so this is a contradiction.
Now assume that α 
= θ . Then by Lemma 3.2, Nq = rl, r > N , kΠ(rα − Nθ) 
= 0, and
α ∈
{
β ∈ 
∣∣∣ ∑
αi∈Π
αi  β < θ
}
= {ε1 + εi, ε1 + δ j | 2 i  n + 1, 2 j  n},
and for all α ∈ AΠ we have that (α, θ) = 1, (α,ρ) = 2 and (α,α) ∈ {0,2}.
By Lemma 1.2,
(ρ, rα − Nθ) = 1
2
(rα − Nθ, rα − Nθ)
implying
r2
(α,α)
2
− rN(α, θ) − r(α,ρ) + N(θ,ρ) + N2 (θ, θ)
2
= 0.
After substituting we have
(α,α)
2
r2 − (N + 2)r + 2N = 0.
If (α,α) = 0 then r = 2NN+2 /∈ Z for N  0, which is a contradiction. If (α,α) = 2, then r ∈ {2,N}. But
we have that r > N and N  0, so this is also a contradiction. 
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g k + h∨ Π
A(m− 1|n − 1), m n + {ε1 − δ1, δ1 − δ2, δ2 − ε2, ε2 − δ3, δ3 − ε3, . . . , δn − εn, εn − εn+1, . . . , εm−1 − εm}
A(m− 1|n − 1), m n − {δ1 − ε1, ε1 − ε2, . . . , εm−n+1 − εm−n+2, εm−n+2 − δ2, δ2 − εm−n+3,
εm−n+3 − δ3, . . . , εm − δn}
B(m|n), m = n+ 1 + {ε1 − ε2, ε2 − δ1, . . . , εn+1 − δn, δn}
B(m|n), m = n+ 2 + {ε1 − ε2, ε2 − δ1, . . . , εn+1 − δn, δn − εn+2, εn+2}
B(m|n), m n+ 3 + {ε1 − ε2, ε2 − δ1, . . . , εn+1 − δn, δn − εn+2, εn+2 − εn+3, . . . , εm−1 − εm, εm}
B(m|n), m n+ 1 − {δ1 − δ2, . . . , δn−1 − δn, δn − ε1, ε1 − ε2, . . . , εm−1 − εm, εm}
B(n|m), m = n + {ε1 − δ1, δ1 − ε2, . . . , εn − δn, δn}
B(n|m), m = n+ 1 + {ε1 − δ1, δ1 − ε2, . . . , εn − δn, δn − εn+1, εn+1}
B(n|m), m n+ 2 + {ε1 − δ1, δ1 − ε2, . . . , εn − δn, δn − εn+1, εn+1 − εn+2, . . . , εm−1 − εm, εm}
B(n|m), m n − {δ1 − δ2, δ2 − δ3, . . . , δn − ε1, ε1 − ε2, . . . , εm−1 − εm, εm}
D(m|n), m = n+ 1 + {ε1 − ε2, ε2 − δ1, δ1 − δ2, δ2 − ε3, ε3 − δ3, δ3 − ε4, . . . , εn − δn, δn − εn+1, δn + εn+1}
D(m|n), m = n+ 2 +
1
k+h∨ /∈ Z
{ε1 − ε2, ε2 − δ1, δ1 − ε3, . . . , δn − εn+2, δn + εn+2}
D(m|n), m n+ 3 + {ε1 − ε2, ε2 − δ1, δ1 − ε3, . . . , δn − εn+2, εn+2 − εn+3, . . . , εm−1 − εm, εm−1 + εm}
D(m|n), m n+ 1 − {δ1 − ε1, ε1 − δ2, δ2 − ε2, ε2 − δ3, . . . , δn − εn, εn − εn+1, . . . , εm−1 − εm, εm−1 + εm}
D(n|m), m = n + {ε1 − δ1, δ1 − ε2, ε2 − δ2, . . . , εn − δn, εn + δn}
D(n|m), m n+ 1 + {ε1 − δ1, δ1 − ε2, ε2 − δ2, . . . , εn − δn, δn − εn+1,εn+1 − εn+2, . . . , εm−1 − εm,2εm}
D(n|m), m n − {δ1 − δ2, δ2 − δ3, . . . , δn − ε1, ε1 − ε2, . . . , εm−1 − εm,2εm}
Table II
g k + h∨ h∨ θ (θ, θ) 2(ρ,θ)
(θ,θ)
θ
2
A(m− 1|n − 1), m n + m− n ε1 − εm 2 m− n− 1
A(m− 1|n − 1), m n − m− n δ1 − δn −2 −m+ n− 1
B(m|n), m n+ 1 + 2(m− n) − 1 ε1 + ε2 2 2m − 2n − 2
B(m|n), m n+ 1 − 2(m− n) − 1 2δ1 −4 −m+ n− 12 δ1
B(n|m), m n + m− n+ 12 2ε1 2 m− n− 12 ε1
B(n|m), m n − m− n+ 12 δ1 + δ2 −1 −2m+ 2n− 2
D(m|n), m n+ 1 + 2(m− n− 1) ε1 + ε2 2 2m − 2n − 3
D(m|n), m n+ 1 − 2(m− n− 1) 2δ1 −4 −m+ n
D(n|m), m n + m− n+ 1 2ε1 2 m− n
D(n|m), m n − m− n+ 1 δ1 + δ2 −1 −2m+ 2n− 3
Table III
g k + h∨ θ AΠ
A(m− 1|n − 1), m n + ε1 − εm ∅
A(m− 1|n − 1), m n − δ1 − δm ∅
B(m|n), m n+ 1 + ε1 + ε2 {ε1, ε1 + εi , ε1 + δ j}i=3,...,m, j=1,...,n
B(m|n), m n+ 1 − 2δ1 {δ1, δ1 + εi , δ1 + δ j}i=1,...,m−1, j=2,...,n
B(n|m), m n + 2ε1 {ε1, ε1 + εi , ε1 + δ j}i=2,...,m, j=1,...,n
B(n|m), m n − δ1 + δ2 {δ1 + εi , δ1 + δ j}i=1,...,m−1, j=3,...,n
D(m|n), m n+ 1 + ε1 + ε2 {(ε1 + εi), (ε1 + δ j)}i=3,...,m−1, j=1,...,n
D(m|n), m n+ 1 − 2δ1 {(δ1 + εi), (δ1 + δ j)}i=1,...,m−1, j=2,...,n
D(n|m), m n + 2ε1 {(ε1 + εi), (ε1 + δ j)}i=2,...,m, j=1,...,n
D(n|m), m n − δ1 + δ2 {(δ1 + εi), (δ1 + δ j)}i=1,...,m, j=3,...,n
4. Tables and computations
Table I records our choice of simple roots Π for each of our cases. The defect is n, so we assume
n 2. When k + h∨ > 0 we write “+”, and when k + h∨ < 0 we write “−”.
Table II records properties of Π . We indicate when θ2 is a root.
In Table III let AΠ = {α ∈  |∑α ∈Π αi  α < θ}.i
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g θ S
A(m− 1|n − 1), m n ε1 − εm β1 = ε1 − δ1, βi = δi − εi for i = 2, . . . ,n
B(m|n), D(m|n), m n+ 2 ε1 + ε2 βi = εi+1 − δi for i = 1, . . . ,n
B(n|m), D(n|m), m n+ 1 2ε1 βi = εi − δi for i = 1, . . . ,n
Lemma 4.1. Let Π be one of the sets of simple roots in Table I. If α ∈ AΠ , then
2(α, θ) = (θ, θ).
Proof. This calculation follows from Table III. 
Lemma 4.2. Let Π be one of the sets of simple roots in Table I. If α ∈ AΠ such that α 
= θ2 and (α,α) 
= 0, then
(α,α)(θ, θ) > (α, θ)(α, θ).
Proof. By our choice of simple roots, (θ, θ) 
= 0. From Table III we see that (α,α) has the same sign as
(θ, θ). If α ∈ AΠ such that α 
= θ2 and (α,α) 
= 0, then |(α,α)| ∈ {1,2,4}. If 4(α,α)(θ, θ) (θ, θ)(θ, θ),
then |(α,α)| = 1 and |(θ, θ)| = 4. By Table III, this implies that α = δ1 and θ = 2δ1. But this contradicts
the assumption that α 
= θ2 . Hence, the result follows from Lemma 4.1. 
In Table IV we have chosen Π to contain a maximal isotropic subset S = {β1, . . . , βn} whenever
(θ, θ) and (ρ, θ) are both positive.
Lemma 4.3. Let Π be one of the sets of simple roots in Table I, excluding D(n + 2|n). If (ρ, θ) 
= 0, then
kΠ
(
2(ρ, θ)
(θ, θ)
θ
)
= 0.
Proof. This is clear when 2(ρ,θ)
(θ,θ)
< 0. Suppose 2(ρ,θ)
(θ,θ)
> 0. Then (θ, θ) = 2 by Table II, which implies
(ρ, θ) > 0. We have chosen Π to contain a maximal isotropic subset S when (θ, θ) and (ρ, θ) are
both positive (see Table IV).
Suppose that kΠ((ρ, θ)θ) 
= 0. Then by Corollary 1.4, there exists w ∈ W # and μ ∈ NS such that
−(ρ, θ)θ = ϕ(w) − |w|(μ) + w(ρ) − ρ. (12)
Write μ ∈ NS as μ =∑β∈S bββ where bβ ∈ N. Then by deﬁnition
|w|(μ) =
∑
β∈S\Tw
bβw(β) −
∑
β∈Tw
bβw(β),
which implies
ϕ(w) − |w|(μ) =
∑
β∈Tw
(1+ bβ)w(β) −
∑
β∈S\Tw
bβw(β). (13)
Since coeﬃcients cδ j (θ) equal zero for 1 j  n, it follows from (12) that
cδ j
(
ϕ(w) − |w|(μ) + w(ρ) − ρ)= 0, for 1 j  n.
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cδ j
(
ϕ(w) − |w|(μ))= 0, for 1 j  n. (14)
Now cδ j (βi) = 0 when j 
= i, while cδi (βi) 
= 0 (see Table IV). Since w ∈ W # ﬁxes δ1, . . . , δn , we
have that cδ j (w(βi)) = 0 when j 
= i, while cδi (w(βi)) 
= 0. Then it follows from (14) that the co-
eﬃcients in (13) must all be equal to zero. Since bβ  0, this implies that Tw = ∅, μ = 0, and
ϕ(w) − |w|(μ) = 0. Therefore,
w(ρ) − ρ = −(ρ, θ)θ (15)
for some w ∈ W # satisfying Tw = ∅.
Case 1. If β1 = ε1 − δ1, then cε1(θ) 
= 0 (see Table IV). Now w(β1) ∈ + since Tw = ∅, which implies
w(ε1) = ε1 (see Table I). Thus, cε1(w(ρ) − ρ) = 0. Then (15) and cε1(θ) 
= 0 together imply that
(ρ, θ) = 0, which contradicts (ρ, θ) > 0.
Case 2. If β1 = ε2−δ1, then θ = ε1+ε2 and g is either B(m|n) or D(m|n) with m n+2 (see Table IV).
Since Tw is empty we have w(ε2) ∈ {ε1, ε2}. If w(ε2) = ε2, then cε2 (w(ρ)−ρ) = 0 and (15) does not
hold since θ = ε1 + ε2. If w(ε2) = ε1, then
cε1
(
w(ρ) − ρ)= (ρ,w−1(ε1))− (ρ, ε1) = −(ρ, ε1 − ε2) = −1,
since ε1 − ε2 ∈ Π . Then (15) implies (ρ, θ) = 1. Then by (1) it follows that h∨ = 2. Then by Table II
we see that g = D(n + 2|n). 
5. Simplicity of minimal W -algebras
Let g be a simple ﬁnite dimensional Lie superalgebra equipped with a non-degenerate even in-
variant bilinear form B(·,·). Normalize B(·,·) such that B(θ, θ) = 2 for the highest root θ , which is
assumed to be even. Let fθ be the lowest root vector of g. For each k ∈ C, one can deﬁne a vertex alge-
bra Wk(g, fθ ), called the minimal W -algebra, which is described in [10,12]. This class of W -algebras
contains the well-known superconformal algebras, including the Virasoro algebra, the Bershadsky–
Polyakov algebra, the Neveu–Schwarz algebra, the Bershadsky–Knizhnik algebras, and the N = 2,3,4
superconformal algebras. From the present work, we obtain a criterion for the simplicity of Wk(g, fθ )
when k /∈ Z0.
Let gˆ be the (non-twisted) aﬃnization of g, and let Ok be the Bernstein–Gel’fand–Gel’fand category
of gˆ at level k ∈ C (see [2]). In [10,12], a functor from the category Ok to the category of Z-graded
Wk(g, fθ )-modules is given. This functor, which is referred to as quantum reduction, has many re-
markable properties. In particular, it is proven in [1] that this functor H is exact and that H(L(λ)) is
either irreducible or zero, where L(λ) denotes the unique simple quotient of the Verma module M(λ).
The image of the vacuum module V k under this functor is the vertex algebra Wk(g, fθ ), viewed as a
module over itself.
Theorem 5.1. (See M. Gorelik and V.G. Kac [7].)
(i) The vertex algebra Wk(g, fθ ) is simple if and only if the gˆ-module V k is irreducible, or k ∈ Z0 and
V k has length two (i.e. the maximal proper submodule of the V k is irreducible).
(ii) If g is a simple Lie algebra, g = sl2 , then Wk(g, fθ ) is simple if and only if V k is irreducible. This holds if
and only if k+h∨B(α,α) /∈ Q0\{ 12m }m∈Z1 for a long root α.
From Theorems 0.1 and 5.1, we deduce the following:
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k ∈ C \ Z0 . Then Wk(g, fθ ) is not simple if and only if
k + h∨
B(α,α)
∈ Q0
for some even root α of g.
For aﬃne Lie superalgebras, V k is always reducible when k ∈ Z0. Thus, in order to determine the
simplicity conditions for all minimal W -algebras, one is left with answering the following question.
Problem 5.3. Let g be an aﬃne Lie superalgebra and k ∈ Z0. Is the maximal submodule of V k
simple?
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