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Abstract
The analysis of 3D discrete volumetric data becomes increasingly important as computation power increases.
3D analysis and visualization applications are expected to be especially relevant in areas like medical imaging and
nondestructive testing, where elaborated continuous theory exists. However, this theory is not directly applicable
to discrete datasets. Therefore, we have to establish theoretical foundations that will replace the existing inexact
discretizations, which have been based on the continuous regime. We want to preserve the concepts, properties,
and main results of the continuous theory in the discrete case. In this paper, we present a discretization of the
continuous X-ray transform for discrete 3D images. Our definition of the discrete X-ray transform is shown to be
exact and geometrically faithful as it uses summation along straight geometric lines without arbitrary interpolation
schemes. We derive a discrete Fourier slice theorem, which relates our discrete X-ray transform with the Fourier
transform of the underlying image, and then use this Fourier slice theorem to derive an algorithm that computes the
discrete X-ray transform in O(n4 logn) operations. Finally, we show that our discrete X-ray transform is invertible.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The X-ray transform is an important practical tool in many scientific and industrial areas. An example
of such area is computerized tomography (CT) scanning where the X-ray transform plays a major role
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260 A. Averbuch, Y. Shkolnisky / Appl. Comput. Harmon. Anal. 17 (2004) 259–276in the derivation and implementation of various tomographic methods. See [1] for an introduction to
computerized tomography and the application of the X-ray transform to various tomographic methods.
1.1. The continuous X-ray transform
The continuous X-ray transform of a 3D function f (x, y, z), denoted by Pf , is defined by the set of
all line integrals of f . For a line L, defined by a unit vector θ and a point x on L, we express L as
L(t) = x + tθ, t ∈ R. (1.1)
The X-ray transform of f on L is defined as
Pf (L) =
∞∫
−∞
f (x + tθ)dt. (1.2)
The X-ray transform maps each line L in R3 to a real value that represents the projection of the function
f along the line L. For convenience, Eq. (1.2) is sometimes written with the notation
Pθf (x) = Pf (L), (1.3)
where L is given by Eq. (1.1).
The X-ray transform is closely related to the Radon transform. However, while the 3D X-ray transform
is defined using line integrals of a function f , we define the 3D Radon transform as integrals of f over all
planes in R3. Note that in the 2D case, the X-ray transform coincides with the Radon transform. See [2–4]
for more information about the continuous Radon transform.
1.2. The continuous Fourier slice theorem
The Fourier slice theorem connects the continuous X-ray transform, defined by Eq. (1.2), with the
Fourier transform. For a given 3D function f , it defines the relation between the 2D Fourier transform of
the X-ray transform of f and the 3D Fourier transform of f . The Fourier slice theorem is summarized in
the following theorem.
Theorem 1.1. For a function f (x, y, z) and a family of lines in R3, whose direction is given by the unit
vector θ , it holds
P̂θf (ξ) = fˆ (ξ ), (1.4)
where ξ ∈ θ⊥ and θ⊥ is the subspace perpendicular to θ .
1.3. Discretization guidelines
We define a 3D n × n × n image as the set
I = {I (u, v,w): −n/2 u, v,w n/2 − 1}. (1.5)
Note that we define I in Eq. (1.5) as a cube of voxels with an even side of length n. We refer to the
image I as a cube of size n × n × n to simplify the formulation of the discrete transform. The entire
formulation can be repeated for an image I with arbitrary dimensions n1 × n2 × n3.
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of the X-ray transform for discrete images I that simultaneously satisfies the following properties: (P1)
algebraic exactness, (P2) geometric fidelity, (P3) rapid computation algorithm, (P4) invertibility, and
(P5) parallelism with the continuum theory. Detailed description of the properties (P1)–(P5) is given
in [5].
In this paper we present a discrete definition of the 3D X-ray transform for discrete images, which
satisfies the properties (P1)–(P5). We prove the Fourier slice theorem that relates our definition of the
X-ray transform with the Fourier transform of the image I and develop a rapid computational algorithm,
which is based on the Fourier slice theorem. We also show that our discrete X-ray transform is invertible.
The present work is based on [5] and [6]. However, there are important differences between them
and the present work. [5] and [6] establish a framework for surface integrals decomposition of discrete
objects. The present work derives a framework for line integrals decomposition of discrete objects. The
two frameworks coincide for the 2D case, but for higher dimensions there are some fundamental differ-
ences between them. Although both frameworks follow the same guidelines and use the same building
blocks, they require different discretizations of the continuous space because of the difference between
the underlying continuous transforms. This results in a different frequency domain geometry, a different
relation between the space domain and the frequency domain, and a different numerical computation
algorithm.
The structure of the paper is as follows. In Section 2 we give a definition of the discrete X-ray
transform, which defines transform for discrete images and a continuous set of lines in R3. Section 3
establishes the fundamental Fourier slice theorem for our definition of the X-ray transform. In Section 4
we redefine the X-ray transform for both discrete images and a discrete set of lines in R3, i.e., we dis-
cretize the set of lines given in the definition of the X-ray transform in Section 2. We show in Section 5
that for this special discrete set of lines the discrete X-ray transform is rapidly computable. Finally, in
Section 6 we show that our discrete X-ray transform is invertible.
2. Semi-discrete transform definition
We parameterize a line in R3 as the intersection of two planes. Using this parameterization we define
three families of lines, which we call x-lines, y-lines, and z-lines. Formally, a x-line is defined as
lx(α,β, c1, c2) =
{
y = αx + c1,
z = βx + c2, |α| 1, |β| 1, c1, c2 ∈ {−n, . . . , n}. (2.1)
Figure 1 is a 3D illustration of the family of x-lines that corresponds to c1 = c2 = 0, together with its
projections on different axes. Similarly, a y-line and a z-line are defined as
ly(α,β, c1, c2) =
{
x = αy + c1,
z = βy + c2, |α| 1, |β| 1, c1, c2 ∈ {−n, . . . , n}, (2.2)
lz(α,β, c1, c2) =
{
x = αz + c1,
y = βz + c2, |α| 1, |β| 1, c1, c2 ∈ {−n, . . . , n}. (2.3)
We denote the sets of all x-lines, y-lines, and z-lines in R3 by Lx , Ly , and Lz, respectively. Also, we
denote the family of lines that corresponds to a fixed direction (α,β) and variable intercepts (c1, c2), by
lx(α,β), ly(α,β), and lz(α,β) for a family of x-lines, y-lines, and z-lines, respectively. See Fig. 2 for an
illustration of the different families of lines for c1 = c2 = 0.
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Fig. 2. The line families Lx , Ly , and Lz.
It is easy to see that each line in R3 can be expressed as either a x-line, y-line, or z-line. In other
words, each line in R3 belongs to Lx , Ly , or Lz. Note that the sets Lx , Ly , and Lz are not disjoint.
Generally speaking, for a given image I and a line l, we define the discrete X-ray transform of the
image I for the line l as the sum of the samples of I along l. Since the image I is discrete, we must
carefully select a continuous extension of I in order to compute the samples of I along l. As we will see,
there exists an extension scheme that enables us to define the discrete X-ray transform while satisfying
properties (P1)–(P5) from Section 1.3.
For a discrete image I of size n×n×n we define three continuous extensions of I , which we denote by
Ix , Iy , and Iz. Each of the extensions Ix , Iy , and Iz is a continuous function in the directions perpendicular
to its index. This means, for example, that Ix is a continuous function in the y and z directions. Formally,
we define these three extensions by
Ix(u, y, z) =
n/2−1∑
v=−n/2
n/2−1∑
w=−n/2
I (u, v,w)Dm(y − v)Dm(z − w),
u ∈ {−n/2, . . . , n/2 − 1}, y, z ∈ R, (2.4)
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n/2−1∑
u=−n/2
n/2−1∑
w=−n/2
I (u, v,w)Dm(x − u)Dm(z − w),
v ∈ {−n/2, . . . , n/2 − 1}, x, z ∈ R, (2.5)
Iz(x, y,w) =
n/2−1∑
u=−n/2
n/2−1∑
v=−n/2
I (u, v,w)Dm(x − u)Dm(y − v),
w ∈ {−n/2, . . . , n/2 − 1}, x, y ∈ R, (2.6)
where Dm is the Dirichlet kernel of length m = 2n + 1 given by
Dm(t) = sinπt
m sin (πt/m)
. (2.7)
The Dirichlet kernel, given by Eq. (2.7), performs trigonometric interpolation of length m. Therefore,
the continuous functions Ix , Iy , and Iz are obtained from the discrete image I by zero padding the
relevant directions of I to length m and then performing trigonometric interpolation. The length m of the
interpolatory kernel Dm is critical and its selection will be described below.
Next, we use Ix , Iy , and Iz to define the discrete X-ray transform. For a x-line lx(α,β, c1, c2) ∈ Lx ,
given by Eq. (2.1), we define the discrete X-ray transform PxI (α,β, c1, c2) as
PxI (α,β, c1, c2) =
n/2−1∑
u=−n/2
Ix(u,αu + c1, βu + c2)
|α| 1, |β| 1, c1, c2 ∈ {−n, . . . , n}, (2.8)
where Ix is given by Eq. (2.4). The transformation Px :Lx → R is obtained by traversing the line lx with
unit steps in the x direction, and for each integer u the value of the image I at the point (u,αu+ c1, βu+
c2) is summed.
The parameters c1, c2, and m in Eqs. (2.1) and (2.4) are carefully chosen to ensure that the transform,
defined by Eq. (2.8), is invertible and geometrically faithful. We begin by inspecting the selection of the
parameters c1 and c2. The transform in Eq. (2.8) must be defined over all lines that intersect the image I .
Since the slopes α and β are limited to the interval [−1,1], one can easily verify that it is sufficient to
select c1, c2 ∈ {−n, . . . , n}. For example, if we set α = β = −1, then for c1 = c2 = −n, the x-line that is
given by the parameters (α,β, c1, c2) intersects I at a single point (−n/2,−n/2,−n/2). For values of
c1 and c2 smaller than −n, the line does not intersect I , and, therefore, it is ignored. To conclude, for the
family of x-lines, defined by Eq. (2.1), it is sufficient to select c1, c2 ∈ {−n, . . . , n}. Note that although
the set of values for c1 and c2 is discrete, the set of x-lines Lx is continuous since the slopes α and β are
continuous. Therefore, to obtain a fully discrete definition of the X-ray transform we have to discretize
the set Lx , i.e., the slopes α and β. We will handle this discretization in Section 4.
We choose m 2n + 1 as the length of the interpolation kernel Dm to avoid line wraparound due to
the periodic nature of the Dirichlet kernel. Loosely speaking, using a kernel shorter than 2n + 1 causes
the samples of Ix along a line lx at points with (for example) z value greater than n/2 to coincide with
the samples of Ix with −n/2 z n/2. Geometrically, this is interpreted as a wraparound of the line lx .
To avoid this wraparound and to achieve a summation over true geometric lines, we select m 2n + 1.
Hence, m = 2n + 1 is the shortest kernel that satisfies property (P2) from Section 1.3. See [5] for a
rigorous derivation of the length of the shortest valid kernel.
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ly(α,β, c1, c2) ∈ Ly as
PyI (α,β, c1, c2) =
n/2−1∑
v=−n/2
Iy(αv + c1, v, βv + c2), (2.9)
where Iy is given by Eq. (2.5). Finally, we define the discrete X-ray transform PzI (α,β, c1, c2) for a
z-line lz(α,β, c1, c2) ∈ Lz as
PzI (α,β, c1, c2) =
n/2−1∑
w=−n/2
Iz(αw + c1, βw + c2,w), (2.10)
where Iz is given by Eq. (2.6).
Equations (2.8)–(2.10) define the X-ray transform for x-lines, y-lines, and z-lines, respectively. Since
each line in R3 can be expressed as either a x-line, y-line, or z-line, then, given a line l, we express it as
either a x-line, y-line, or z-line and apply on it our definition of the X-ray transform. Hence, for a given
image I and a line l, we define the discrete X-ray transform of I for the line l as
Definition 2.1.
PI (l) =
{
PxI (l), l ∈ Lx,
PyI (l), l ∈ Ly,
PzI (l), l ∈ Lz.
(2.11)
There is a subtle difference between the continuous X-ray transform, given in Eq. (1.2), and the dis-
crete X-ray transform, given in Eq. (2.11). The continuous X-ray transform assigns to each line the
integral of the object along the line, where the value of the integral is independent of the parameteriza-
tion of the line. The discrete X-ray transform assigns a value to a specific parameterization of the line.
This means that if the same line is written in two different ways in Eq. (2.11), then, it may receive two
different values. This problem occurs only for lines that have an angle of 45◦ in some direction. We can
eliminate this problem by using a more subtle construction in Eq. (2.11). However, since this issue does
not pose any computational problems, we simply ignore it.
The X-ray transform, given by Definition 2.1, is defined for a set of lines in R3 with a discrete set of
intercepts (c1, c2) and a continuous set of slopes (α,β). Therefore, Definition 2.1 is what we call “semi-
discrete,” since it is discrete with respect to the image I and the set of intercepts (c1, c2), but it uses a
continuous set of slopes (α,β). In Section 4 we show how to discretize the set (α,β) to have a fully
discrete definition of the X-ray transform, which is rapidly computable and invertible.
3. Discrete Fourier slice theorem for the discrete X-ray transform
As we showed in Eq. (1.4), the continuous X-ray transform satisfies the Fourier slice theorem, which
associates the continuous X-ray transform of a function f with the Fourier transform of f . This relation is
very useful for both the computation and analysis of the continuous X-ray transform. We will, therefore,
derive a similar relation for the discrete X-ray transform, and we will later utilize it to rapidly compute
the discrete X-ray transform.
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by X̂, is defined by
X̂(k, l) =
n∑
u=−n
n∑
v=−n
X(u, v)e−2πıku/me−2πılv/m, k, l = −n, . . . , n. (3.1)
The 2D inverse discrete Fourier transform is given by
X(u, v) =
n∑
k=−n
n∑
l=−n
X̂(k, l)e2πıku/me2πılv/m, u, v = −n, . . . , n. (3.2)
Given a family of x-lines lx(α,β), we denote the X-ray transform of the image I for this family of
lines by Px(α,β)I . Formally,
Px(α,β)I
= PxI (α,β, c1, c2), c1, c2 = −n, . . . , n (3.3)
or for specific c1 and c2,
Px(α,β)I (c1, c2)
= PxI (α,β, c1, c2), (3.4)
where PxI (α,β, c1, c2) is given by Eq. (2.8). Px(α,β)I is the 2D array generated by applying the X-ray
transform to a family of x-lines with a fixed direction (α,β).
We will inspect the 2D discrete Fourier transform of the array Px(α,β)I . The 2D DFT of the array
Px(α,β)I is given by
P̂x(α,β)I (k, l) =
n∑
u,v=−n
Px(α,β)I (u, v)e
−2πıkc1/me−2πılc2/m (3.5)
=
n∑
u,v=−n
n/2−1∑
x,y,z=−n/2
I (x, y, z)Dm(αx + u − y)Dm(βx + v − z)e−2πıku/me−2πılv/m
(by Eq. (2.4)) (3.6)
=
n/2−1∑
x,y,z=−n/2
I (x, y, z)
(
n∑
u=−n
Dm(αx + u − y)e−2πıku/m
)
×
(
n∑
v=−n
Dm(βx + v − z)e−2πılv/m
)
. (3.7)
To analyze the term
∑n
u=−n Dm(αx+u−y)e−2πıku/m, given in Eq. (3.7), we use the translation operator,
given in [5], and define it by
Tτα :C
m → Cm, m = 2n + 1, τ ∈ R (Tτα)(u) =
n∑
j=−n
αjDm(τ + j − u). (3.8)
Lemma 3.1 [5]. Let m = 2n + 1, ϕk(x) = e2πıkx/m. Define the vector φk ∈ Cm by φk(u) = ϕk(u), u =
−n, . . . , n. Then, for an arbitrary τ ∈ R and v = −n, . . . , n we have (Tτφk)(v) = ϕk(v − τ).
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write
n∑
u=−n
Dm(αx + u − y)e−2πıku/m = (Tαxφk)y. (3.9)
Since φk is a vector of samples of the exponential ϕk(x) = e−2πıkx/m, then, by Lemma 3.1 we have
(Tαxφk)y = ϕ(y − αx) = e−2πık(y−αx)/m. (3.10)
Substituting Eq. (3.10) in Eq. (3.9) we get
n∑
u=−n
Dm(αx + u − y)e−2πıku/m = e−2πık(y−αx)/m. (3.11)
Similarly, for the term
∑n
v=−n Dm(βx + v − z)e−2πılv/m, given in Eq. (3.7), it follows that:
n∑
v=−n
Dm(βx + v − z)e−2πılv/m = e−2πıl(z−βx)/m. (3.12)
Combining Eqs. (3.11) and (3.12) into Eq. (3.7) we obtain
P̂x(α,β)I (k, l) =
n/2−1∑
u,v,w=−n/2
I (u, v,w)e−2πık(v−αu)/me−2πıl(w−βu)/m (3.13)
=
n/2−1∑
u,v,w=−n/2
I (u, v,w)e−2πıu(−αk−βl)/me−2πıkv/me−2πılw/m (3.14)
= Iˆ (−αk − βl, k, l), (3.15)
where Iˆ is the trigonometric polynomial defined by
Iˆ (ξ1, ξ2, ξ3) =
n/2−1∑
u=−n/2
n/2−1∑
v=−n/2
n/2−1∑
w=−n/2
I (u, v,w)e−2πıξ1u/me−2πıξ2v/me−2πıξ3w/m. (3.16)
We just proved the following theorem.
Theorem 3.2 (x-Lines Fourier slice theorem). For a given family of x-lines lx(α,β) with fixed slopes
(α,β) and variable intercepts (c1, c2), we take the 2D array of projections Px(α,β)I . Then,
P̂x(α,β)I (k, l) = Iˆ (−αk − βl, k, l), (3.17)
where Iˆ is given by Eq. (3.16) and P̂x(α,β)I (k, l) is the 2D DFT of the array Px(α,β)I .
Similar theorems hold for y-lines and z-lines.
Geometrically, Theorem 3.2 states that the 2D DFT of the discrete X-ray transform over a family
of x-lines with fixed slopes (α,β) is equal to the samples of the trigonometric polynomial Iˆ on the
plane defined by the points (−αk − βl, k, l). Explicitly, we need to sample Iˆ on the plane given by the
equation x = −αy − βz. Figure (3) depicts these x-planes for various values of α and β. Theorem 3.2 is
very important for the rapid computation of the discrete X-ray transform, as it relates the discrete X-ray
transform of the image I to the 3D DFT of I .
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4. Discretization of the X-ray transform
Definition 2.1 defines the X-ray transform over the continuous line sets Lx , Ly , and Lz. These line sets
are comprised from lines that have discrete intercepts and continuous slopes. In this section we define the
discrete X-ray transform for a discrete set of lines, which are discrete both in their slopes and intercepts.
Consider the set defined by
S = {2p/n}, p = −n/2, . . . , n/2. (4.1)
We define the discrete X-ray transform as the restriction of Definition 2.1 to the set of slopes S × S.
Formally, we define three discrete sets of lines:
• discrete x-lines
Ldx =
{
lx(α,β, c1, c2) ∈ Lx | α ∈ S, β ∈ S
}
, (4.2)
• discrete y-lines
Ldy =
{
ly(α,β, c1, c2) ∈ Ly | α ∈ S, β ∈ S
}
, (4.3)
• discrete z-lines
Ldz =
{
lz(α,β, c1, c2) ∈ Lz | α ∈ S, β ∈ S
}
. (4.4)
The set Ld is defined by
Ld = Ldx ∪Ldy ∪Ldz . (4.5)
By using the lines in Ld we define the discrete X-ray transform for discrete images as
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PI (l) =

PxI (l), l ∈ Ldx ,
PyI (l), l ∈ Ldy ,
PzI (l), l ∈ Ldz ,
(4.6)
where Px , Py , and Pz are defined by Eqs. (2.8)–(2.10), respectively.
Definition 4.1 defines the discrete X-ray transform for discrete images by using a discrete set of lines.
This transform is not defined for all lines in R3, but only for lines in Ld . We will show in Section 5 that
for the set of lines Ld the discrete X-ray transform can be computed using a fast algorithm. Moreover,
we will show in Section 6 that the discrete X-ray transform is invertible.
Since the Fourier slice Theorem 3.2 holds for continuous slopes (α,β), it holds in particular for the
discrete set of slopes defined by Eq. (4.1). Substituting the discrete set of slopes, given by Eq. (4.1), into
Theorem 3.2 gives the discrete Fourier slice theorem, which is defined for both discrete images and a
discrete set of directions.
Corollary 4.1 (Discrete Fourier slice theorem). Let S be the set given in Eq. (4.1) and let Iˆ be the
trigonometric polynomial defined by
Iˆ (ξ1, ξ2, ξ3) =
n/2−1∑
u=−n/2
n/2−1∑
v=−n/2
n/2−1∑
w=−n/2
I (u, v,w)e−2πıξ1u/me−2πıξ2v/me−2πıξ3w/m. (4.7)
Then,
• For a given family of x-lines lx(α,β), α = 2p/n ∈ S1, β = 2q/n ∈ S2,
P̂x(2p/n,2q/n)I (k, l) = Iˆ (−2pk/n − 2ql/n, k, l). (4.8)
• For a given family of y-lines ly(α,β), α = 2p/n ∈ S1, β = 2q/n ∈ S2,
P̂y(2p/n,2q/n)I (k, l) = Iˆ (k,−2pk/n− 2ql/n, l). (4.9)
• For a given family of z-lines lz(α,β), α = 2p/n ∈ S1, β = 2q/n ∈ S2,
P̂z(2p/n,2q/n)I (k, l) = Iˆ (k, l,−2pk/n− 2ql/n). (4.10)
5. Computing the discrete X-ray transform
Equation (4.6) shows that direct computation of the discrete X-ray transform according to its definition
requires O(n7) operations. As we will shortly see, by utilizing the frequency domain relations between
the samples of the discrete X-ray transform, it is possible to compute it in O(n4 logn) operations without
sacrificing the accuracy. This is quite a remarkable result if we consider the fact that the lower bound
for such a computation is Ω(n4) operations, since there are four independent parameters (α,β, c1, c2) to
consider.
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algorithm for computing the discrete X-ray transform for Ldy and Ldz is similar. The discrete Fourier slice
theorem for a x-line lx (Eq. (4.8)) is given by
P̂x(2p/n,2q/n)I (k, l) = Iˆ (−2pk/n − 2ql/n, k, l), p, q ∈ {n/2, . . . , n/2}. (5.1)
If we can rapidly sample the trigonometric polynomial Iˆ , given by Eq. (3.16), at the points (−2pk/n −
2ql/n, k, l) for some fixed p and q, then, by the 2D inverse DFT we can recover the values of
Px(2p/n,2q/n)I (c1, c2) for fixed p and q. Hence, once we compute the samples P̂x(2p/n,2q/n)I (k, l) for
all possible values of p, q, k, and l, it requires (n+ 1)2 applications of the 2D inverse DFT (one for each
pair of p and q) to recover PxI for all x-lines lx ∈Ldx . This results in a total of O(n4 logn) operations to
recover PxI from P̂xI . Therefore, remains to show that we can compute P̂x(2p/n,2q/n)I (k, l) for all p, q,
k, and l using O(n4 logn) operations.
We take some fixed slope α = 2p/n ∈ S and denote
Iˆp(q, k, l) = Iˆ (−2pk/n − 2ql/n, k, l), (5.2)
where Iˆ is given by Eq. (3.16). By expanding Eq. (5.2) using Eq. (3.16) we obtain
Iˆp(q, k, l) = Iˆ (−2pk/n − 2ql/n, k, l) (5.3)
=
n/2−1∑
u,v,w=−n/2
I (u, v,w)e−2πıu(−2pk/n−2ql/n)/me−2πıkv/me−2πılw/m. (5.4)
Denote
Iˆyz(u, k, l) =
n/2−1∑
v=−n/2
n/2−1∑
w=−n/2
I (u, v,w)e−2πıkv/me−2πılw/m. (5.5)
By substituting Eq. (5.5) into Eq. (5.4) we obtain
Iˆp(q, k, l) =
n/2−1∑
u=−n/2
Iˆyz(u, k, l)e
−2πıu(−2pk/n−2ql/n)/m (5.6)
or
Iˆp(q, k, l) =
n/2−1∑
u=−n/2
Iˆyz(u, k, l)e
−2πıuωq , (5.7)
where
ω = −2l/(nm), ω0 = −2pk/(nm), ωq = ω0 + qω. (5.8)
If we compute Iˆp(q, k, l), given in Eq. (5.7), for all values of q, k, and l, then, by Eqs. (5.2) and (5.1)
we can compute P̂x(2p/n,2q/n)I (k, l) for a fixed direction p. Repeating the process for all possible values
of p produces the values of P̂x(2p/n,2q/n)I (k, l) for all possible p, q, k, and l. Hence, rapid evaluation of
Eq. (5.7) enables rapid computation of the discrete X-ray transform.
Equations (5.7) and (5.8) reveal a special relation between the samples of Iˆp(q, k, l). As we will see
in Section 5.1, we can utilize this relation to rapidly compute the values of Iˆp(q, k, l) by using the chirp
Z-transform. We first introduce the chirp Z-transform, and later show how to use it to rapidly compute
the discrete X-ray transform.
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Given a sequence x(j), j = −n/2, . . . , n/2 − 1, its Z-transform is defined by
X(z) =
n/2−1∑
j=−n/2
x(j)z−j . (5.9)
The chirp Z-transform, first discussed in [7], rapidly computes X(zk) for points zk = AW−k , where
A,W ∈ C. Specifically, the chirp Z-transform allows to compute X(zk) along contours of the form
zk = e2πıwk , ωk = ω0 + kω, k = −n/2, . . . , n/2, (5.10)
where ω0 is an arbitrary starting frequency and ω is an arbitrary frequency increment. See Fig. 4 for an
illustration of zk defined by Eq. (5.10). For the contour defined by Eq. (5.10), the chirp Z-transform has
the form
X
(
e2πıωk
)= n/2−1∑
j=−n/2
x(j)e−2πıjωk , k = −n/2, . . . , n/2. (5.11)
For the case where ω0 = 0 and ω = 1/n, the chirp Z-transform in Eq. (5.11) computes the discrete
Fourier transform of the sequence x(j).
The algorithm described in [7–9] computes the chirp Z-transform of a sequence x(j) of length n and
arbitrary ω0 and ω using O(n logn) operations.
Equations (5.7) and (5.8) state that for fixed k and l, Iˆp(q, k, l) can be rapidly computed by setting
x(j) = Iˆyz(j, k, l), ω0 = −2pk/(nm), ω = −2l/(nm) (5.12)
and using the chirp Z-transform. These settings are used in the next section for the rapid computation of
the discrete X-ray transform.
Fig. 4. Z-plane samples of the chirp Z-transform
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We will use the chirp Z-transform algorithm from Section 5.1 to rapidly compute P̂ I (l) for all l ∈ Ld ,
where Ld is defined in Eq. (4.5). The algorithm consists of three phases, which compute P̂xI , P̂yI , and
P̂zI for lines in Ldx , Ldy , and Ldz , respectively. We present only the algorithm for computing P̂xI . The
algorithms for P̂yI and P̂zI are similar.
We use the following notation in the description of the algorithm:
• Ey , Ez—Extension operators, which symmetrically zero-pad the image I to length 2n + 1 along the
y and z directions, respectively.
• Fy , Fz—1D discrete Fourier transform (FFT) along the specified direction. For example, FyI takes
all the vectors I (x, ·, z) and applies on them the 1D FFT.
• CZT (x,ω0,ω)—The chirp Z-transform, defined in Section 5.1, with parameters ω0 and ω.
Specifically, CZT (x,ω0,ω) is defined by
CZT (x,ω0,ω)k =
n/2−1∑
j=−n/2
x(j)e−2πıjωk , ωk = ω0 + kω, k = −n/2, . . . , n/2. (5.13)
5.2.1. Algorithm description
The output of the algorithm is stored in the array Resx of size (n+1)× (n+1)×m×m, (m = 2n+1).
• Computing P̂xI :
1. I˙ = EyEzI
2. I˜ = FyFzI˙
3. foreach p in −n/2, . . . , n/2
4. foreach k,l in −n, . . . , n
5. xk,l ← I˜ (·, k, l) (xk,l is a sequence of length n)
6. ω0 ← −2pk/(nm), ω ← −2l/(nm)
7. Resx(p, ·, k, l) = CZT (xk,l,ω0,ω)
8. endfor
9. endfor
5.2.2. Correctness of Algorithm 5.1
Theorem 5.1. Upon termination of Algorithm 5.2.1 we have
Resx(p, q, k, l) = P̂x(2p/n,2q/n)I (k, l).
Proof. According to step 2 of Algorithm 5.2.1, and the definitions of Iˆ and Fz it follows that:
(FzI˙ )(u, v, l) =
n∑
w=−n
I˙ (u, v,w)e−2πılw/m =
n/2−1∑
w=−n/2
I (u, v,w)e−2πılw/m, m = 2n + 1. (5.14)
Applying Fy to Eq. (5.14) yields
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= Fy(FzI˙ )(u, k, l) =
n∑
v=−n
FzI˙ (u, v, l)e
−2πıkv/m (5.15)
=
n∑
v=−n
n/2−1∑
w=−n/2
I (u, v,w)e−2πıkv/me−2πılw/m (5.16)
=
n/2−1∑
v=−n/2
n/2−1∑
w=−n/2
I (u, v,w)e−2πıkv/me−2πılw/m. (5.17)
According to step 5 of Algorithm 5.2.1 and Eq. (5.17), we define the sequence {xk,l} as
xk,l(j) = I˜ (j, k, l) =
n/2−1∑
v=−n/2
n/2−1∑
w=−n/2
I (j, v,w)e−2πıkv/me−2πılw/m. (5.18)
By applying the CZT (step 7) to {xk,l}, given in Eq. (5.18), with parameters ω0 and ω, defined in step 6
of Algorithm 5.2.1, we obtain
Resx(p, q, k, l) = CZT (xk,l,ω0,ω)q (5.19)
=
n/2−1∑
j=−n/2
xk,l(j)z
−j
q
∣∣
zq=e2πıωq (5.20)
=
n/2−1∑
j=−n/2
xk,l(j)e
−2πıjωq (5.21)
=
n/2−1∑
j=−n/2
xk,l(j)e
−2πıj (ω0+qω) (since ωq = ω0 + qω) (5.22)
=
n/2−1∑
j=−n/2
xk,l(j)e
−2πıj (−2pk/(nm)−2ql/(nm)) (according to step 6) (5.23)
=
n/2−1∑
j,v,w=−n/2
I (j, v,w)e−2πıkv/me−2πılw/me−2πıj (−2pk/n−2ql/n)/m (5.24)
= Iˆ (−2pk/n − 2ql/n, k, l), (5.25)
where Eq. (5.24) follows from Eq. (5.23) by using Eq. (5.18).
According to Theorem 4.1 we have that
P̂x(2p/n,2q/n)I (k, l) = Iˆ (−2pk/n − 2ql/n, k, l) (5.26)
and by combining Eqs. (5.25) and (5.26) we obtain
Resx(p, q, k, l) = P̂x(2p/n,2q/n)I (k, l).  (5.27)
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We analyze the complexity of computing P̂xI (Algorithm 5.2.1). The complexity of computing P̂yI
and P̂zI is the same.
Step 1 of Algorithm 5.2.1 requires O(n3) operations as it doubles the size of a 3D image of size n3 by
zero padding each direction. Step 2 requires the application of O(n2) 1D FFTs along the z direction and
O(n2) 1D FFTs along the y direction. Since each FFT application requires O(n logn) operations, this
accounts to a total of O(n3 logn) operations.
Next, for fixed k, l, and p, steps 5–7 require O(n logn) operations, since the most expensive opera-
tion is to compute the CZT (chirp Z-transform) in step 7, which requires O(n logn) operations. This
accounts to a total of O(n4 logn) operations for the processing of all values of k, l, and p. Hence, com-
puting P̂xI requires O(n4 logn) operations.
Note that Algorithm 5.2.1 computes P̂xI for all directions p and q. If for some application not all
directions are needed, they can be discarded from the computation, reducing the complexity of Algo-
rithm 5.2.1.
6. Invertibility
We will show that the samples of the discrete X-ray transform, given in Eq. (4.6), are sufficient to
uniquely recover the underlying image I . Since there is a one-to-one correspondence between the discrete
X-ray transform of an image I and its Fourier transforms P̂xI , P̂yI , and P̂zI , it is sufficient to show that
given the Fourier transform samples P̂xI , P̂yI , and P̂zI , we can uniquely recover the underlying image I .
We will use the following lemma, which states that the chirp Z-transform, defined in Section 5.1, is
invertible.
Lemma 6.1. The n + 1 samples Iˆ (l), l = −n/2, . . . , n/2, of the polynomial
Iˆ (l) =
n/2∑
j=−n/2
cj e
−2πıjωl , (6.1)
where ωl = ω0 + lω, ω 	= 0, uniquely determine cj , j = −n/2, . . . , n/2.
The proof of Lemma 6.1 is trivial and therefore we omit it.
We begin by inspecting the Fourier samples P̂zI . According to Eq. (4.10), for a z-line defined by the
parameters (p, q, k, l) we have
P̂zI (p, q, k, l) = Iˆ (k, l,−2pk/n− 2ql/n) (6.2)
=
n/2−1∑
u,v,w=−n/2
I (u, v,w)e−2πıku/me−2πılv/me−2πı(−2pk/n−2ql/n)w/m (6.3)
=
n/2−1∑
Iˆxy(k, l,w)e
−2πı(−2pk/n−2ql/n)w/m, (6.4)w=−n/2
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Iˆxy(k, l,w)=
n/2−1∑
u=−n/2
n/2−1∑
v=−n/2
I (u, v,w)e−2πıku/me−2πılv/m (6.5)
is the DFT of I in the x and y directions, and Eq. (6.3) follows from Eq. (6.2) by using Eq. (3.16). For
fixed p, k, and l and a variable q, we can rewrite Eq. (6.4) as
P̂zI (p, q, k, l) =
n/2−1∑
w=−n/2
Iˆxy(k, l,w)e
−2πı(ω0+qω)w, (6.6)
where ω0 = −2pk/(nm) and ω = −2l/(nm). According to Lemma 6.1, for fixed k and l, such that
l 	= 0, we can recover Iˆxy(k, l,w), w = −n/2, . . . , n/2 − 1. If we repeat this process for all k and l such
that l 	= 0, we recover Iˆxy(k, l,w) for all the Cartesian grid points except the plane l = 0. Similarly, if we
rewrite Eq. (6.4) as
P̂zI (p, q, k, l) =
n/2−1∑
w=−n/2
Iˆxy(k, l,w)e
−2πı(pω+ω0)w, (6.7)
where ω0 = −2ql/(nm) and ω = −2k/(nm), we can recover, according to Lemma 6.1, Iˆxy(k, l,w) for
all k 	= 0. Therefore, we can recover Iˆxy(k, l,w) for all the Cartesian grid points except the line k = l = 0,
i.e., except the ray in the z direction Iˆ (0,0,w). Hence, by applying 1D DFT in the z direction we recover
Iˆ , the 3D DFT of I , from Iˆxy on all grid points except the line (0,0,w). We denote this set of points
recovered from Iˆ by Iˆ1.
We next inspect the Fourier samples P̂yI . According to Eq. (4.9), for a y-line with parameters
(p, q, k, l) we have
P̂yI (p, q, k, l) = Iˆ (k,−2pk/n − 2ql/n, l) (6.8)
=
n/2−1∑
u,v,w=−n/2
I (u, v,w)e−2πıku/me−2πı(−2pk/n−2ql/n)v/me−2πılw/m (6.9)
=
n/2−1∑
v=−n/2
Iˆxz(k, v, l)e
−2πı(−2pk/n−2ql/n)v/m, (6.10)
where
Iˆxz(k, v, l)=
n/2−1∑
u=−n/2
n/2−1∑
w=−n/2
I (u, v,w)e−2πıku/me−2πılw/m (6.11)
is the DFT of I in the x and z directions. If we rewrite Eq. (6.10) for fixed p, k, and l, we obtain
P̂yI (p, q, k, l) =
n/2−1∑
Iˆxz(k, v, l)e
−2πı(−2pk/n−2ql/n)v/m =
n/2−1∑
Iˆxz(k, v, l)e
−2πı(ω0+qω)v, (6.12)
v=−n/2 v=−n/2
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we can recover Iˆxz(k, v, l) for v = −n/2, . . . , n/2 − 1. If we repeat this process for all k and l such that
l 	= 0, we recover Iˆxz(k, v, l) for all l 	= 0. Now, if we rewrite Eq. (6.10) for fixed q, k, and l as
P̂yI (p, q, k, l) =
n/2−1∑
v=−n/2
Iˆxz(k, v, l)e
−2πı(−2pk/n−2ql/n)v/m =
n/2−1∑
v=−n/2
Iˆxz(k, v, l) e
−2πı(pω+ω0)v,
(6.13)
where ω0 = −2ql/(nm) and ω = −2k/(nm), then, we can recover Iˆxz(k, v, l) for v = −n/2, . . . ,
n/2 − 1. Again, by repeating the process for all k and l such that k 	= 0, we recover Iˆxz(k, v, l) for
all k 	= 0. Therefore, by combining the last two arguments, we recover Iˆxz on all grid points except the
line Iˆxz(0, v,0). Hence, by applying 1D DFT in the y direction we recover Iˆ from Iˆxz on all grid points
except the line (0, v,0). We denote this set of points recovered from Iˆ by Iˆ2. If we combine Iˆ1 and Iˆ2 we
recover Iˆ on the entire grid except the origin. At the origin we have
P̂zI (0,0,0,0) =
n/2−1∑
u=−n/2
n/2−1∑
v=−n/2
n/2−1∑
w=−n/2
I (u, v,w) = Iˆ (0,0,0). (6.14)
To conclude, we showed that given the Fourier transform samples of the discrete X-ray transform we
can recover Iˆ , the 3D Fourier transform of the image I , and, therefore, we can recover the image I .
7. Conclusions and future research
We presented a definition of the discrete X-ray transform for discrete images. The presented trans-
form does not use an arbitrary interpolation scheme and its parameters are carefully chosen to preserve
geometric fidelity (summation along straight geometric lines). It obeys the discrete Fourier slice theorem
that allows exact frequency domain analysis with no frequency domain interpolation. Computation of
the discrete X-ray transform that is based on the discrete Fourier slice theorem requires no interpolation
and uses only 1D frequency domain operations (1D FFTs). This allows efficient implementation using
existing 1D tools. An interesting property of the discrete X-ray transform is that it is not limited to 3D
and can be easily extended to higher dimensions. All the properties proved for the 3D case exist also in
higher dimensions.
We showed that our definition of the discrete X-ray transform is invertible. Analysis of a rapid inver-
sion algorithm is yet to be done as well as investigation of the applicability of such algorithm to physical
problems. Computerized tomography is a typical problem where the existing 3D inversion algorithms are
inexact and have high complexity.
The forward X-ray transform, which we presented in this paper, has many interesting applications.
For example, it enables to perform volumetric directional processing of images in applications such as
Fourier volume rendering [10,11], which allows to reduce the complexity of exact slice visualization of a
3D object by almost an order of magnitude. This is in contrast to current implementations, which require
frequency domain interpolation that causes artifacts in the reconstructed images. By employing our exact
X-ray transform, we do not use any frequency domain interpolations and this leads to both fast and exact
slice-visualization algorithms.
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