We deal with a nonlinear elliptic problem whose simplest model is
in Ω, u = 0 on ∂Ω, where q > 0 and f ≥ 0 belongs to a Lebesgue space. We prove in this borderline cases the existence and regularity results of positive solutions in suitable Sobolev spaces for different situations of f and q.
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Introduction
We study the existence of weak solution for elliptic problem with lower order term having quadratic growth with respect to the gradient and singular dependence with respect to the solution. The problem is the following one:
where Ω is an open, bounded subset of R N , (N ≥ 3), q > 0, 0 ≤ f ∈ L m (Ω) with m ≥ 1. The function a : Ω → R is measurable satisfying the following condition 0 < α ≤ a(x) ≤ β.
The function Q(x, s) : Ω × R → R N 2 is symmetric, measurable with respect to x and continuous with respect to s such that, for x ∈ Ω, s ∈ R we have
Let us note that in [4] the authors considered
where γ ∈ (0, 1) and M (x, u) is a bounded function subject to certain structural inequalities.
In this context, we refer to [7] where shown the existence and regularity of positive solutions to the differential problem
depending on the values of q > 0, 0 < γ < 1, and on the summability of the datum f ≥ 0 in Lebesgue spaces. The purpose of this paper is twofold. First of all, we will extend the above results to a more general class of nonlinearities both in the principal part of the operator M (x, u) which is unbounded and in the lower order term g(x, s), as well as to general, possibly singularity at s = 0. We shall focus our attention on problem (1) in the borderline case where γ = 1 and M (x, u) is an unbounded function.
Let us recall that, the direct study of Dirichlet problems similar to the previous ones gives some difficulties. The first difficulty is due to the fact that the principal part of the differential operator −div((a(x) + |u| q )∇u) is not well defined on the whole H 1 0 (Ω). The second one is that the lower order term g(x, u)|∇u| 2 not only is not well defined on the whole H 1 0 (Ω), but, it present a singularity at u = 0.
The main results of this paper is: First, we will prove the following existence result. Theorem 1.1. Assume (2) and (3) hold true. If f belong to L 1 (Ω) and α > 2ν, there exists a solution u of (1), u > 0 in Ω with
for every ϕ in W 1,p 0 , p > N . Moreover, we give the following summability results for u :
The next result considers the case where f has a high summability. , we will prove the following regularizing effects.
and α > 2ν, we assume that (2) and (3) are satisfied. Then there exists a solution u of (1), with u ∈ L m * * (1+q) (Ω).
The approximated problem
We consider for 0 < < 1 the approximate problems
where {f } is a sequence of bounded functions converging to f in L m (Ω), 0 ≤ f ≤ f ; e.g. f = T 1 (f ). Note that u exists by the results of [6] , [8] and that u ≥ 0 because the right hand side is positive (by the assumptions on f ) and since the quadratic lower order term has the same sign of the solution. Therefore u solves
in the sense that u satisfies
Using the same technics as in [7] we prove the following control of the lower order term and a priori estimates on u , which are true for every q > 0. The solutions u satisfy
, then the solutions u to problems (7) are uniformly bounded in W Remark 2.2. Let {u } be a sequence of solutions u of (7). As a consequence of (10) and lemma 2.1, there exists a function u ∈ W 1,η 0 (Ω) such that u almost everywhere converges to u, and T k (u ) weakly converges to
Lemma 2.3. Under the assumptions of Theorem 1.1, the sequence
The following lemma is crucial in order to obtain a solution of problem (1) when γ = 1, the key point is to prove that the function u found by compactness in the lemma 2.1 is strictly positive.
(Ω) and α > 2ν, we assume that (2) and (3) are satisfied. If u is given by lemma 2.1, then u > 0 in Ω.
as a test function in (7), using assumptions (2) and (3), we have
, with φ ≥ 0. Let δ > 0 and let us define the following function:
Dropping the positive term, we have
Passing to the limit as δ tends to zero, we obtain
Here we use the fact that the assumption α > 2ν implies that 1 − ν α > 0 and we obtain
Which implies that z converges strongly in
The strong maximum principle for weak solutions implies z 0 > 0 in Ω. If we pass to the limit in the inequality
the almost everywhere convergence of u (x) to u(x) then guarantees that 0
Remark 2.5. The conclusion of Lemma 2.4 is a consequence of the strong maximum principle. Moreover, Harnack's inequality gives the stronger conclusion: if ω ⊂⊂ Ω, then there exists c ω > 0 such that u > c ω .
We are going to prove the a.e. convergence of the gradients of u . We will follow the same technics as in [4] . Lemma 2.6. Under the assumptions of Theorem 1.1, the sequence {∇u (x)} converges a.e. to ∇u(x).
The following Corollary will be very useful, as it gives a priori estimates on the summability of function u which given by lemma 2.1.
Corollary 2.7. Let f belong to L 1 (Ω) and α > 2ν, we assume that (2) and (3) are satisfied. If u is given by lemma 2.1, then 1) u is such that
2) for a.e.k > 0, u satisfies the following inequality
Proof. 1) From lemma 2.6 on has ∇u converges to ∇u a.e. in Ω, thanks to the assertion (9) and Fatou's Lemma we obtain
2) We observe that
Then, using (10), the a.e. convergence of the sequence {∇u } and Fatou's Lemma, we deduce
3) Finally, using the almost everywhere convergence of the sequence ∇u the boundedness of
, and Fatou's Lemma we obtain that [a(
. This completes the proof.
Proof of the main results.
Proof of Theorem 1.1. Our aim is to prove that the weak limit u (given by lemma 2.1) of u is a solution of (7). Recall that, u ∈ W 1,η 0 (Ω) and u > 0 in Ω by lemma 2.1 and lemma 2.4 respectively. Moreover by Corollary 2.7 we have
. In order to prove the result, we have to pass to the limit in (8) . To this aim, let B be a function in C 1 (R) such that
The proof of the result will be divided into two steps.
Step 1. Let k > 0, let ψ ∈ W ) are zero on the set {u > k}. By assertion (10), we have
Using the weak convergence of the T k (u ) in H 1 0 (Ω), and the almost everywhere convergence of both u and ∇u , we can use Fatou's lemma and Lebesgue theorem to pass to the limit in the inequality (12) as tends to 0 + to obtain
, with ψ ≥ 0. In order to pass to the limit as k tends to infinity in the last inequality, we recall that 
Consequently, passing to the limit (k → +∞) in (13), we conclude that
for every ψ ∈ W 1,p 0 (Ω), p > N, with ψ ≥ 0, and Step 1 is proved.
Step 2. We want, now, to show that the reverse inequality holds true, namely that
, with ψ ≤ 0 and Suppψ ⊂⊂ Ω, and take
as test function in (7), using assumptions on B, (2), (3) and the assumption α > 2ν, we deduce that
The idea is to take a particular function in (14) and pass to the limit as k tends to infinity. Keeping this in mind, we fix φ ∈ C 1 c (Ω) with φ ≤ 0 and define σ(k) such that
Observe that σ(k) → +∞, as k tends to +∞. Next, we choose
in (14) we deduce, for almost every
Now we pass to the limit as k → +∞. Using the fact that B is bounded, and
, and that
. By assertions 1 and 3 of Corollary 2.7, we obtain
for every φ ∈ C 1 c (Ω), with φ ≤ 0. We conclude by density that
for all φ in W 1,p 0 (Ω), p > N, with φ ≤ 0. Then step 2 is proved. In consequence, summarizing Steps 1 and 2, we have
Interchanging ψ and −ψ we conclude that
Which completes the proof of Theorem 1.1. Proof of Theorem 1.2. Now, we are going to prove that u are a priori bounded in both H 1 0 (Ω) and L ∞ (Ω) spaces. Indeed, if we take ϕ = u as test function in (7) and by (2) and (3), we deduce that:
where m is the conjugate exponent of m (m =
. Then, by Sobolev embedding theorem the sequence u is bounded in
To prove the a priori estimate in L ∞ (Ω), we define the truncature function G k (s) = s − T k (s), and we take ϕ = G k (u ) as test function in (7), and drop the positive integral involving the lower order term. By using (2), we have
Inequality (16) is exactly the starting point of Stampacchia's L ∞ -regularity proof ( see [14] ), so that there exists a constant c such that
Proof of Theorem 1.3. We denote by C a positive constant which may only depend on the parameters of our problem, its value my vary from line to line.
, as a test function in (7) . Dropping the non-negative operator term, using (9), the Hölder inequality on the right hand side and the Sobolev inequality on the left one imply
2 * ρ − C, for every t > 0 (and for a suitable C independent on ) we then have
We remark that the choice of γ is equivalent to require In consequence, recalling that u converge to u a.e. in Ω, and by Fatou's Lemma, we obtain that u ∈ L m * * (q+1) (Ω), as desired. Remark once γ is chosen, that
Now we turn to gradient estimates. If q < 1 and γ ≥ 1 − q, that is if m ≥ . This last estimate imply that u is uniformly bounded in W 1,σ 0 (Ω), therefore u ∈ W 1,σ 0 (Ω). If q = 1, and m > 1, we take log(1 + u ), as a test function in (7), and dropping nonnegative terms, we have min (α, 1)
Since log(1 + u ) is bounded in L m (Ω), we have u is bounded in H 1 0 (Ω), so that u belongs to the same space.
