Abstract. Let L be a locally compact Hausdorff space and m the Lebesgue measure on the unit interval. We will prove the existence of a transitive Banach space X such that C 0 (L, X) and the Bochner spaces L p (m, X), 1 ≤ p ≤ ∞, are all isometrically isomorphic to X. Also, more general results of this type are presented.
Introduction
In this article we study Banach spaces, which admit both high degree of isometric symmetry and several other very restrictive isometric properties. Starting from the title of the paper, we may refer to 'structures' very freely, for example, to indicate that a given space can be represented isometrically as a certain vectorvalued function space, or to indicate some other representation as listed in Corollary 3.3.
We denote the closed unit ball of a real Banach space X by B X and the unit sphere of X by S X . If the rotation group G X · = {T : X → X is an isometric automorphism} acts transitively on S X , that is, if for each x, y ∈ S X there is T ∈ G X such that T (x) = y, then X is called transitive. If {T (x)| T ∈ G X } = S X for all x ∈ S X , then X is said to be almost transitive. As the title of the paper suggests, our task here is finding suitable transitive spaces.
The above concepts are motivated by the Banach-Mazur rotation problem, which appeared in Banach's 1932 monograph [2, p.242] . This problem asks whether each separable transitive space is isometrically a Hilbert space and it remains unsolved to this day. A branch of the isometric theory of Banach spaces has developed around this problem, and we refer to [4] for a survey of this field. It is known that L p (µ) is almost transitive for 1 ≤ p < ∞ and positive homogeneous measures µ. Moreover, if, in addition, the related σ-algebra is not essentially separable, then L p (µ) is even transitive. Hence the rotation problem is all about the special status of separable Banach spaces among all others, unlike our results this paper, which are concentrated on, and exploit, the phenomena that occur in association with high density characters.
In order to motivate our work, let us recall some common isometric invariants of Banach spaces and related concepts. If Y and Z are Banach spaces and P : X = Z ⊕ Y → Y is a linear projection onto Y such that ||(z, y)|| X = max(||z|| Z , ||y|| Y ) for z ∈ Z, y ∈ Y, then P is called an M -projection and one writes X = Z ⊕ ∞ Y. The set of all M -projections on X is called the M -structure of X, P ∞ (X) for short. The identity mapping I is a trivial example of an M -projection and if P ∞ (X) = {I}, then X is said to have a non-trivial M -structure. The study of similarly defined L p -structures P p (X) for all values 1 ≤ p ≤ ∞ has become a classic topic, see e.g. [5] and [6] . (In the literature of L p -structures L and M are often used in place of L 1 and L ∞ , respectively.) These structures have a central position in the investigation of transitive spaces. For example, if X is an almost transitive space and X = R ⊕ p Z holds isometrically for some Banach space Z and 1 ≤ p ≤ ∞, p = 2, then it follows that Z = {0}, see [3] . In the same spirit, if X is an almost transitive separable Banach space, then it has a trivial M -structure, see [14] .
Recall the Banach-Stone theorem (see e.g [12] ), which states that the rotations of C(K) spaces have a natural characterization as unimodularly weighted composition operators. In particular, C(K) cannot be almost transitive if |K| > 1. It is also known that there do not exist locally compact Hausdorff spaces L, |L| > 1, such that the (real-valued) space C 0 (L) is almost transitive, see [15] . Unexpectedly, the same is not true for complex-valued spaces C 0 (L), and essentially the same counterexample was constructed independently in [18] and [23] . Hence the delicate role of the scalar field in C 0 (L) spaces leads to some questions about the spaces of vector-valued continuous functions. These types of questions, though, were apparent even before the counter examples appeared; the following problems were posed and discussed in [14] 
These problems are related in the sense that if K is not connected, then C(K, X) has necessarily a non-trivial M -structure. One motivating and plausible approach to Problem 1.2 is the following reasoning: Since C(K) spaces appear to be more pathological for almost transitive spaces than C 0 (L) spaces, one should represent
isometrically, in order to gain access to the potentially nicer properties of C 0 (L, X) spaces. See also Example 4.1. We will provide answers to problems 1.1, 1.2, and while doing this, one of the required methods is to link function space representations suitably as a chain. The following surprising result is typical in this article. Note that if the above L, is a compact Hausdorff space and not connected, then the resulting space C 0 (L, X) = C(L, X) is transitive and has a non-trivial Mstructure. Thus both problems 1.1 and 1.2 have an affirmative answer. Apart from these problems, our results can be considered to have general interest as well. In fact, Theorem 1.3 is obtained as a consequence of much more general results (see Theorem 3.2 and Corollary 3.3), which yield, for instance, that there exist transitive spaces having non-trivial L p Bochner space representations simultaneously for all 1 ≤ p ≤ ∞. Also, several other isometric representations of widely known types can be achieved simultaneously. Moreover, it turns out that the subclass of the Banach spaces meeting such requirements is, in a sense, to be made precise, ample amidst all Banach spaces.
Next, we will sketch a rough idea of the techniques applied in this paper. One main concern is how to find spaces that satisfy the many required properties simultaneously. Firstly, we will apply Baire category type of considerations on the class of Banach spaces. More precisely, we will distinguish certain subclasses of Banach spaces that are suitably large enough in order to assure that their intersection is non-empty (in fact ample). Secondly, it is required to show that the Banach spaces with the desired given property indeed form a suitably ample subclass. This is established by using transfinite back-and-forth type of arguments, which are not completely unlike certain constructions of universal objects in category theory by Fraïssé-Jónsson methods. To this end, many natural structures on Banach spaces have the following useful feature, namely, that the points of a Banach space, when represented in the framework of the structure in question, can be countably approximated in a natural way. For example, any function of a space C 0 (L, X) (resp. of a Bochner space L p (µ, X), 1 ≤ p ≤ ∞,) has a separable range (resp. an essentially separable range).
Preliminaries.
In what follows all Banach spaces are considered to be real, even though this is only for notational convenience, as our arguments are valid for complex spaces as well. We refer to [9] , [10] , [11] , [13] , [16] , [21] and [24] for suitable background information.
Recall that direct systems of objects and monomorphisms can be regarded, without loss of generality, as systems of inclusion mappings between sets (while satisfying the other required properties specific to the given direct system). This can be realized by recursively renaming the elements in the ranges of monomorphisms such that each point in the domain coincides with its image under any monomorphism. We will consider two basic types of direct systems: On one hand, systems of linear isometric embeddings between Banach spaces and, on the other hand, systems of group monomorphisms between the rotation groups of a Banach spaces. The systems applied will be very simple as they are usually chains. For the sake of simplicity all direct systems here will be considered as systems of inclusions. Hence, if (Y α , T i,j ) is a direct system of Banach spaces, then the sets lim −→ Y α and α Y α are identified. We also require a bit more complicated identifications of direct limits. Let γ be a limit ordinal. If a direct system (Y α , T i,j ), where i, j and α run in γ, admits an extra object Y and monomorphisms T α : Y α −→ Y for α < γ such that the resulting diagram commutes, then we will use the following short-hand notation to signify this: If U is a non-principal ultrafilter on ω and Z is a Banach space, then we denote
The ordinal arithmetic product will be denoted by · . Recall that a topological space (X, τ ) is countably tight if for all A ⊂ X and x ∈ A τ there exists {x n : n < ω} ⊂ A such that x ∈ {x n : n < ω} τ .
The following fact is well-known but we will include it here for convenience as it plays a crucial part in this paper.
Proof. To check the first claim, let
there is a set {x n : n < ω} ⊂ α<γ Y α , which satisfies x ∈ {x n : n < ω} τ . Define
By using the fact that cf(γ) > ω, we obtain that β · = sup n<ω σ(n) < γ. Since Y β is closed in X, this yields that x ∈ Y β . This justifies the claim, as x was arbitrary.
Next we will check the second claim. Pick y ∈ A τ . Then, by using again the countable tightness of (X, τ ) we obtain that there is a {y n : n < ω} ⊂ A such that y ∈ {y n : n < ω} τ . Hence, in order to evaluate the cardinality of A τ , it suffices to compute the number of all the possible sequences ω → A. Recall that this number is |A| ℵ0 .
Given a normed space X, we will denote by X the completion of X. If X is regarded as a subspace of a Banach space X, then we will also denote the closure of X in X by X. This should not cause confusion as the closure and the completion are identified isometrically here.
Closed unbounded subclasses of Banach spaces
The class of all Banach spaces is denoted by B, where mutually isometrically isomorphic spaces are identified. By slight abuse of notation we do not distinguish between spaces and their equivalence classes of isometric equivalence, as usual. (This abuse can be overcome formally by selecting a representative for each equivalence class.) Thus, if X, Y ∈ B are isometrically isomorphic, then X = Y.
We note that, in what follows, all the operations on B can be defined piece-wise on proper sets consisting of Banach spaces.
Next we will define a preorder on B. Suppose that X, Y ∈ B satisfy the following conditions:
(i) There exists a linear isometric embedding φ : Y −→ X.
(ii) There exists a group monomorphism h :
In what follows such relation between the spaces Y and X is denoted by Y X. Note that to each -increasing chain {X α } α of B corresponds (possibly nonunique) direct systems (X α , T i,j ) and (G Xα , h i,j ), where T i,j : X i −→ X j are the isometric embeddings and h i,j : G Xi −→ G Xj are group homomorphisms witnessing the relations . In such a case we call (X α , T i,j , h i,j ) a -direct system.
We should stress the fact that in what follows the relation applies to elements of B, whereas all -direct systems involve 'concrete' Banach spaces in the usual sense.
If a -direct system (X α , T i,j , h i,j ) is given, then the corresponding completed direct limit is denoted by lim −→ X α . Note that this is unique up to an isometric isomorphism, hence a unique element in B, and
Instead of studying solely B, we will work with subclasses S of B, which are only required to be ample, or reasonably rich. Namely, in what follows, a subclass S is ω 1 -closed and unbounded with respect to , CUB for short, if S satisfies the following conditions regarding completeness and cofinality:
(CF) S is -unbounded in B: For each Y ∈ B there exists X ∈ S such that Y X. The motivation for using the term 'closed unbounded' comes from the close resemblance of CUB condition used in set theory e.g. to obtain filters on regular cardinals. The following result justifies the above intuition 'ample' while referring to Baire category type of considerations. Next we aim to show that i<κ S i satisfies (CF). Towards this, let Y ∈ B. We will construct by transfinite recursion a -direct system (Y α , T i,j , h i,j ), where i, j and α run in κ · ω 1 . To initiate the recursion, let Y 0 ∈ S 0 such that Y Y 0 . Suppose that we have constructed a -direct system (Y α , T i,j , h i,j ) α,i,j<µ , where 0 < µ < κ · ω 1 . In the recursion we may assume without loss of generality, that T i,j are inclusion mappings. Hence Y α is an increasing sequence of Banach spaces.
Let Z µ = α<µ Y α ∈ B and denote the inclusion mapping ı α,µ : Y α ֒→ Z µ for each α < µ. Given β < µ and T ∈ G Y β , the family {h β,j (T )} β<j<µ provides a chain of successive extensions of T . By regarding the corresponding graphs we may extend this chain to an isometric automorphism T of Z µ , namely,
The interesting case is when µ is a limit ordinal and h β,µ (T ) suffices if µ is a successor. Clearly f β,µ : G Y β −→ G Zµ given by T → T , as above, defines a group homomorphism witnessing that Y β Z µ .
One can write µ = (κ · γ) + δ uniquely such that γ < ω 1 and δ < κ. Since S δ is CUB for δ < κ, it follows that there is
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for (any fixed) δ < κ, where γ runs in ω 1 . The inclusions in (2.1) witness the relations. Since the subclasses S i are CUB for i < κ, the completeness condition (CMP) yields that X ∈ S i for i < κ. By recalling that Y X, we conclude that
The previous result has the following consequence: Given any cardinal κ, the collection of all the subclasses S of B, where S contains an CUB subclass of B, can be viewed as a κ-complete filter on B.
Example 2.2. The class B is CUB. Suppose that K is a subclass of the cardinals such that κ ∈ K if and only if cf(κ) ≤ ω 1 and that S is the subclass of B consisting of all the spaces whose density character falls into K. Then S is CUB. We note that X B above in the special case that F = G X .
Transitive actions
Proof. We obtain the first claim by following the argument in [4, p.8-13] with tiny modifications (see also [20] ). To put it more precisely, in [4, p.10] one must redefine Γ 0 = F ∪(Λ 0 ×Λ 0 ). The resulting almost transitive space Z in the argument extends the rotations F and has the density character κ = max(dens(X), |F |). If U is a nonprincipal ultrafilter on ω, then the canonical inclusion Z ֒→ Z U , z → (z, z, z, . . .)/N U further extends the rotations G Z by the formula T → (T (·), T (·), T (·), . . .)/N U . Moreover, Z U is transitive and |Z U | ≤ |ℓ
. Hence the conclusion of the later claim follows if κ ℵ0 = κ.
We note that the assumption κ ℵ0 = κ is not completely innocent, since, even though it holds if κ ≤ 2 ℵ0 , it is undecidable in ZFC for typical values of κ. The assumption on κ ℵ0 was partly applied to assure that the cardinality is preserved in taking completions or closures of normed spaces. Such conclusion does not hold in general. For example, if 2 ℵ0 < ℵ ω , then
Next we present our main result. This will be subsequently applied to obtain various concrete examples of structure types simultaneously realizable in transitive Banach spaces. ( Proof. We will show the main part of the statement by justifying claim (ii), as CUB subclasses are in particular non-empty. Claim (ii) in turn can be verified by checking that the following subclasses of B are CUB:
• The subclass S T of spaces Z ∈ B such that Y Z and Z is transitive.
• The subclasses S γ , γ < κ, consisting of spaces Z ∈ B such that Y Z and Z = Λ γ (Z). Indeed, once this has been established Theorem 2.1 gives that the intersection of these subclasses, where γ varies in κ, is CUB. This yields statement (ii).
Let E ∈ B. By placing F = G E in Proposition 3.1, we obtain immediately that there is transitive F ∈ B such that E F. Hence S T is -unbounded in B.
Let (Y α , T i,j , h i,j ) be a -direct system in S T , where i, j and α run in ω 1 and Y 0 = Y. We may assume without loss of generality, similarly as before, that
Yα . Then there is β < ω 1 such that x, y ∈ Y β . Since Y β is transitive, there is R ∈ G Y β such that R(x) = y. Consider the extensions h β,j (R), β < j < ω 1 , of R as graphs contained in Y α . We conclude that S T is CUB.
Next we aim to check that S γ is CUB for γ < κ. Fix γ < κ and an -direct limit (Y α , T i,j h i,j ) in S γ , where i, j and α run in ω 1 and Y 0 = Y. Since Λ γ (Y α ) = Y α for α < κ by the definition of S γ , it follows from assumption (2) that
To check the condition (CF), fix Z ∈ B. We define a -chain {Z α } α<ω1 in B by recursion as follows: Let Z 0 = Z and Z α+1 = Λ γ (Z α ) for α < ω 1 . For the limit case µ we define Z µ = lim Z α ∈ S γ , since assumption (2) yields
Consequently, S γ is CUB for γ < κ, so that we have the claim (ii). The proof for claim (i) resembles, and applies some preceding arguments. We will define a direct system (Z α , T i,j ), where i, j, α < κ · ω 1 and |Z α | ≤ µ for α. We note that this system cannot be chosen to be a -direct system in general because in the construction we will not retain all the previous isometric isomorphisms appearing in different stages of the construction. For the same reason the group homomorphisms h i,j will not appear at this point and we will not obtain a chain Y · · · X.
Rearrange {Λ γ } γ<κ = {Λ β } 1≤β<κ (the case, where κ is finite is simple, and it can be treated separately). Again, we proceed by transfinite recursion. We will define a family {F γ } γ<ω1 of subgroups F γ ⊂ G Zκ·γ such that |F γ | ≤ κ and F σ is an extension of F γ for γ < σ < ω 1 . We put F 0 = ∅ and Z 0 = Y. Observe that for any countable increasing subsequence of {Z α } α the cardinality of the closure of the subsequence will be less than or equal to µ ℵ0 = µ according to Lemma 1.4, provided that |Z α | ≤ µ for α.
Suppose that γ < ω 1 , β ∈ (0, κ) and that we have defined chains {Z α } α<κ·γ and
Secondly, we apply Theorem 3.1 to the space lim Z α and such that δ<γ F δ further extends to a set of rotations on Z κ·γ . We let F γ be a set of rotations containing the extensions of δ<γ F δ such that |F γ | ≤ µ and for each pair x, y ∈ S Zκ·γ there is R ∈ F γ with R(x) = y. Indeed, the last two conditions can be achieved, since |Z κ·γ | ≤ µ and Z κ·γ is transitive. This recursion yields the required direct system (Z α , T i,j ), where i, j and α run in κ · ω 1 . An inspection of the steps of the recursion reveals that X · = lim −→ Z α satisfies the claimed properties. We will not produce the details here as the relevant considerations closely resemble the arguments previously applied.
We are quite close to proving Theorem 1.3 as we only need to check that the assumptions (1) and (2) of Theorem 3.2 hold for Λ : Z) for R ∈ G Z and g ∈ C 0 (L, Z), on the other hand, is a suitable candidate for the required group monomorphism. Hence Z C 0 (L, Z) for all Z ∈ B.
The assumption (2) 
contains the above chain. To check the opposite inclusion, pick f ∈ C 0 (L, lim
Since L is a locally compact space and f is a Banach-valued continuous function, it follows that the range of f is separable. Let (y n ) n<ω0 be a dense sequence in the range of f . Similarly as in (1.2), we define σ(n) : ω → ω 1 by
As σ cannot define a cofinal sequence in ω 1 , we conclude that Next we will introduce some examples of relevant applications of Theorem 3.2 and these will be summarized in Corollary 3.3. Let Y be a Banach space with dens(Y) ≤ 2 ℵ0 . By recalling that |Y| = 2 ℵ0 according to Lemma 1.4 and that (2 ℵ0 ) ℵ0 = 2 ℵ0 , it follows that if L is separable in Theorem 3.2, then the claim (i) can be applied to obtain that the resulting space X satisfies |X| = 2 ℵ0 .
There are also transformations Λ other than of the type Z → C(K, Z) or Z → C 0 (L, Z), that have similar stability properties. An example of this type is taking of the ultrapower Z → Z U , where U is an ultrafilter on ω. Indeed, the map x → (x, x, x, . . .)/N U is the isometric embedding required in the condition Z Z U . The corresponding group homomorphism is given by 
for some β < ω 1 . Thus x ∈ (Y β ) U and hence we obtain that lim
Above we used the fact that
ℵ0 . Hence Z → Z U satisfies the assumptions of claim (i) in Theorem 3.2 for |Y| = |Z| = κ = 2 ℵ0 . Suppose that µ is a positive measure such that L 1 (µ) = {0}. Similarly one sees that the Bochner space transformation Z → L p (µ, Z), for 1 ≤ p ≤ ∞ and |Y| = |Z| = 2 ℵ0 , satisfies these assumptions. Indeed, one makes use of the fact that in any Bochner space the essentially countably valued functions are dense.
Recall that a reasonable crossnorm (see e.g. [24] ) associated to the tensor product ⊗ α is called an injective uniform crossnorm if the following conditions hold:
• For each quadruple of Banach spaces X, Y, V, W , and bounded linear operators S : X → V and T : Y → W it holds that the operator tensor product
We claim that in such case the transformation Λ : Z → Y ⊗ α Z satisfies the assump-
T → I ⊗ α T defines the corresponding group homomorphism. The required isometric embedding Z ֒→ Y ⊗ α Z is given by z → y ⊗ z for a fixed y ∈ S Y (any y ∈ S Y will do). As for the assumption (2), note that if {Y β , T i,j } is a direct system as in the assumption, then
Y β converging to x. A similar cofinality argument as above gives that (x n ) ⊂ Y ⊗ α Y γ for some γ < ω 1 and this yields that x ∈ Y ⊗ α Y γ .
Hence these considerations together with Theorem 3.2 yield the following consequence:
and U (p) be measures, locally compact spaces, tensor products and ultrafilters, respectively, as in the preceding remarks. Then there exists a transitive space X, which contains an isometric copy of Y such that |X| = 2 ℵ0 and the following spaces are mutually isometrically isomorphic for all 1 ≤ p ≤ ∞:
Final Remarks
The Banach space transformation Λ : X → X * * satisfies X Λ(X) for each X ∈ B by the virtue of the canonical embedding. However, the assumption (2) of Theorem 3.2 is not valid for such Λ. This can be seen as follows. Assume to the contrary that Theorem 3.2 holds for Y = c 0 and the above Λ. Then the resulting X contains c 0 isometrically, the group G X acts transitively on S X and X is isometric to X * * (even though not by the canonical embedding). Since B X * * , like any dual ball, contains plenty of extreme points according to the Krein-Šmulyan theorem, the transitivity condition yields that X * * should be rotund. But this is impossible as X * * contains c 0 isometrically.
As another example, consider Λ : X → ℓ ∞ (ω 1 , X), which satisfies assumption (1) and does not satisfy (2) in Theorem 3.2. We note that Theorem 3.2 can be generalized to handle more complicated transformations Λ: One replaces ω 1 along the way by a greater regular cardinal. For example, Λ : Z → ℓ ∞ (ω 1 , Z) satisfies (2) for ω 2 . (The reason why we chose to use ω 1 here instead of some other cardinal is that ω 1 satisfies conveniently ω 1 ≤ 2 ℵ0 in addition to being uncountable and regular.)
Actually, the case C 0 (L, X) in Corollary 3.3, and, hence, essentially Theorem 1.3 are contained in the case Y ⊗ α X. This follows from the fact that C 0 (L, X) = C 0 (L) ⊗ ǫ X isometrically, where the injective tensor product ⊗ ǫ is a specimen of an injective uniform crossnorm.
A related problem that can be solved by using Corollary 3.3 was formulated in [22] and reads as follows: Do transitive spaces with extremely rough norm necessarily have the Daugavet property? Recall that the Daugavet property for a space X is defined by requiring the equality I + T = 1 + T to hold for every compact operator T : X → X. The norm of a Banach space B is extremely rough if inf δ>0 sup ||u + h|| + ||u − h|| − 2 ||h|| : h ∈ B, ||h|| ≤ δ = 2 for all u ∈ S B . In our case, if a locally compact Hausdorff space L, |L| > 1, has any isolated points, then it is easy to see that the resulting transitive space C 0 (L, X) lacks the Daugavet property and it is not strictly convex. Thus C 0 (L, X) has an extremely rough norm, see e.g. [4] . Cabello ([7] ) gave an affirmative answer to Problem 1.1 appearing in the introduction. His example is elegantly the ultraproduct of the sequence of spaces If L is a locally compact space, then the spaces C 0 (L, L ∞ (µ)) and K ∞ (µ, C 0 (L)) are mutually isometrically isomorphic. Indeed, the first mentioned space is isometric to C 0 (L) ⊗ ǫ L ∞ (µ) and the latter to L ∞ (µ) ⊗ ǫ C 0 (L).
We refer to [8] , [17] and [19] for interesting recent discussions related to the topic of this article.
