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L2-BOUNDEDNESS OF GRADIENTS OF SINGLE LAYER POTENTIALS
AND UNIFORM RECTIFIABILITY
LAURA PRAT, CARMELO PULIATTI, AND XAVIER TOLSA
Abstract. Let A(·) be an (n+1)×(n+1) uniformly elliptic matrix with Ho¨lder continuous
real coefficients and let EA(x, y) be the fundamental solution of the PDE divA(·)∇u = 0
in Rn+1. Let µ be a compactly supported n-AD-regular measure in Rn+1 and consider the
associated operator
Tµf(x) =
ˆ
∇xEA(x, y) f(y) dµ(y).
We show that if Tµ is bounded in L
2(µ), then µ is uniformly n-rectifiable. This extends the
solution of the codimension 1 David-Semmes problem for the Riesz transform to the gradient
of the single layer potential. Together with a previous result of Conde-Alonso, Mourgoglou
and Tolsa, this shows that, given E ⊂ Rn+1 with finite Hausdorff measure Hn, if THn|E is
bounded in L2(Hn|E), then E is n-rectifiable. Further, as an application we show that if the
elliptic measure associated to the above PDE is absolute continuous with respect to surface
measure, then it must be rectifiable, analogously to what happens with harmonic measure.
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1. Introduction
The purpose of this paper is to extend the solution of the codimension 1 David-Semmes
problem for the Riesz transform to operators defined by gradients of singular layer potentials
associated with elliptic PDE’s in divergence form with Ho¨lder continuous coefficients. The
single layer potential and its gradient play an important role in the solvability of this type
of equations and also in the study of the corresponding elliptic measure. Recall that the
David-Semmes problem deals with the connection between the Riesz transforms and rectifi-
ability. This was solved in 1996 for the 1-dimensional Riesz transform (or equivalently, for
the Cauchy transform) by Mattila, Melnikov and Verdera in [MMV] by using the connection
between Menger curvature and the Cauchy kernel. The case of codimension 1 was solved
more recentely by Nazarov, Tolsa and Volberg in [NToV1] by different methods, relying on
the harmonicity of the codimension 1 Riesz kernel. The David-Semmes problem is still open
in the remaining dimensions n ∈ [2, d − 2] in Rd.
Given a Borel measure µ in Rd (from now on we assume all measures to be Borel in the
paper), recall that its n-dimensional Riesz transform is defined by
Rnµ(x) =
ˆ
x− y
|x− y|n+1 dµ(y),
whenever the integral makes sense. Also, for a function f ∈ L1loc(µ), we write Rnµf(x) =
Rn(fµ)(x).
The n-dimensional Hausdorff measure is denoted byHn. A set E ⊂ Rd is called n-rectifiable
if there are Lipschitz maps fi : R
n → Rd, i = 1, 2, . . ., such that
Hn
(
E \
⋃
i
fi(R
n)
)
= 0.
A set F is called purely n-unrectifiable if Hn(F ∩ E) = 0 for every n-rectifiable set E. As
for sets, one can define a notion of rectifiabilty also for measures: a measure µ is said to be
n-rectifiable if it vanishes outside an n-rectifiable set E ⊂ Rd and, moreover, it is absolutely
continuous with respect to Hn|E .
In most of this work we deal with measures that present a certain degree of regularity. A
measure µ in Rd is called n-AD-regular (or just AD-regular or Ahlfors-David regular) if there
exists some constant C0 > 0 such that
C−10 r
n ≤ µ(B(x, r)) ≤ C0 rn for all x ∈ supp(µ) and 0 < r ≤ diam(supp(µ)).
A set E ⊂ Rd is n-AD-regular if the measure Hn|E is n-AD-regular.
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The set E is called uniformly n-rectifiable if it is n-AD-regular and there exist θ,M > 0
such that for all x ∈ E and all r > 0 there is a Lipschitz mapping g from the ball Bn(0, r) in
Rn to Rd with Lip(g) ≤M such that
Hn(E ∩B(x, r) ∩ g(Bn(0, r))) ≥ θrn.
A measure µ is called uniformly n-rectifiable if it is n-AD-regular and its support is uniformly
n-rectifiable.
It is easy to check that if a set (or a measure) is uniformly n-rectifiable, then it is also n-
rectifiable. The converse implication is false. In fact, uniform n-rectifiability is a quantitative
version of the notion of n-rectifiability introduced by David and Semmes [DS]. One of their
motivations to introduce this notion was the desire to find a good framework where one
can study the L2(µ) boundedness of singular integral operators. Indeed, they showed that
if µ is n-AD-regular, the fact that µ is uniformly n-rectifiable is equivalent to the L2(µ)-
boundedness of a sufficiently big class of singular integral operators with an odd and smooth
enough Caldero´n-Zygmund kernel. In particular, if µ is uniformly n-rectifiable, then the
n-dimensional Riesz transform Rnµ is bounded in L2(µ).
The David-Semmes problem consists in proving that the converse statement holds. That
is, that under the background assumption of n-AD-regularity on the measure µ, the L2(µ)
boundedness of the Riesz transformRnµ implies the uniform n-rectifiability of µ. As mentioned
above, the answer is only known (and positive) in the cases n = 1 and n = d − 1 in Rd, by
[MMV] and [NToV1], respectively.
The solution of the David-Semmes problem has had important applications to the solution
of other relevant questions. In the dimension 1 case in the plane, this has played an essential
role in the geometric characterization of removable singularities for bounded analytic func-
tions, and in particular in the solution of Vitushkin’s conjecture for sets with finite length
by David [Da4]. In the codimension 1 case, the analogous result involving the removable
singularities for Lipschitz harmonic functions has been solved in [NToV2]. Other remarkable
applications of the solution of the David-Semmes problem in codimension 1 deal with the
metric and geometric properties of harmonic measure. In particular, this is a key ingredient
in the recent solution of two problems about harmonic measure raised by Christopher Bishop
in the early 1990’s [Bi]. The first one is the fact that the mutual absolute continuity of har-
monic measure for an open set Ω ⊂ Rn+1 with respect to the surface measure Hn in a subset
of ∂Ω implies the rectifiability of that subset [AHM3TV]. The second one is the solution of
the so called two-phase problem in the works [AMT] and [AMTV].
The results just mentioned also make sense for solutions of elliptic equations and for the
elliptic measure. So in view of potential applications, it is natural to try to extend the solution
of the David-Semmes problem to gradients of single layer potentials, which are the analogues
of the Riesz transform in the context of elliptic PDE’s.
Next we introduce the precise ellipic PDE’s in which we are interested. Let A = (aij)1≤i,j≤n+1
be an (n + 1) × (n + 1) matrix whose entries aij : Rn+1 → R are measurable functions in
L∞(Rn+1). Assume also that there exists Λ > 0 such that
Λ−1|ξ|2 ≤ 〈A(x)ξ, ξ〉, for all ξ ∈ Rn+1 and a.e. x ∈ Rn+1,(1.1)
〈A(x)ξ, η〉 ≤ Λ|ξ||η|, for all ξ, η ∈ Rn+1 and a.e. x ∈ Rn+1.(1.2)
We consider the elliptic equation
(1.3) LAu(x) := −div (A(·)∇u(·)) (x) = 0,
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which should be understood in the distributional sense. We say that a function u ∈W 1,2loc (Ω)
is a solution of (1.3) or LA-harmonic in an open set Ω ⊂ Rn+1 ifˆ
A∇u · ∇ϕ = 0, for all ϕ ∈ C∞c (Ω).
We denote by EA(x, y), or just by E(x, y) when the matrix A is clear from the context,
the fundamental solution for LA in R
n+1, so that LAEA(·, y) = δy in the distributional sense,
where δy is the Dirac mass at the point y ∈ Rn+1. For a construction of the fundamental
solution under the assumption (1.1) and (1.2) on the matrix A we refer to [HK]. For a
measure µ, the function f(x) =
´ EA(x, y) dµ(y) is usually known as the single layer potential
of µ. We consider the singular integral operator T whose kernel is
(1.4) K(x, y) = ∇1EA(x, y)
(the subscript 1 means that we take the gradient with respect to the first variable), so that
(1.5) Tµ(x) =
ˆ
K(x, y) dµ(y)
when x is away from supp(µ). That is, Tµ is the gradient of the single layer potential of µ.
Given a function f ∈ L1loc(µ), we set also
(1.6) Tµf(x) = T (f µ)(x) =
ˆ
K(x, y)f(y) dµ(y),
and, for ε > 0, we consider the ε-truncated version
Tεµ(x) =
ˆ
|x−y|>ε
K(x, y) dµ(y).
We also write Tµ,εf(x) = Tε(fµ)(x). We say that the operator Tµ is bounded in L
2(µ) if the
operators Tµ,ε are bounded in L
2(µ) uniformly on ε > 0.
In the special case when A is the identity matrix, −LA is the Laplacian and T is the
n-dimensional Riesz transform up to a constant factor depending only on the dimension n.
Without any hypothesis on the smoothness of the coefficients of the matrix A, one cannot
expect the kernel K(·, ·) in (1.4) to be of Caldero´n-Zygmund type, and thus we need to
impose some regularity condition on A. We say that the matrix A is Ho¨lder continuous with
exponent α (or briefly Cα continuous), if there exists α > 0 and Ch > 0 such that
(1.7) |aij(x)− aij(y)| ≤ Ch|x− y|α for all x, y ∈ Rn+1 and 1 ≤ i, j ≤ n+ 1.
Under this assumption on the coefficients, the kernel K(·, ·) turns out to be locally of
Caldero´n-Zygmund type (see Lemma 2.2 for more details). However, we remark that in
general K(·, ·) is neither homogeneous (of degree −n) nor antisymmetric (even locally).
Our main result is the following.
Theorem 1.1. Let µ be a compactly supported n-AD-regular measure in Rn+1. Let A be an
elliptic matrix satisfying (1.1), (1.2) and (1.7), and let Tµ be the associated operator given by
(1.6). The operator Tµ is bounded in L
2(µ) if and only if µ is uniformly n-rectifiable.
The assumption that µ is compactly supported in the theorem above is necessary and it
is due to the fact that the Cα continuity of the matrix A is a property which is not scale
invariant. We also remark that it is already known that Tµ is bounded in L
2(µ) if µ is
uniformly n-rectifiable (see Theorem 2.5 from [CMT]). Our contribution is the converse
statement.
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Theorem 1.1 should be compared to a recent result obtained by Conde-Alonso, Mourgoglou
and Tolsa in [CMT], which in a sense complements our theorem. The precise result is the
following.
Theorem A ([CMT]). Let µ be a non-zero Borel measure in Rn+1. Let A be an ellip-
tic matrix satisfying (1.1), (1.2) and (1.7), and let Tµ be the associated operator. Suppose
that the upper density lim supr→0
µ(B(x,r))
(2r)n is positive µ-a.e. in R
n+1, and the lower density
lim infr→0
µ(B(x,r))
(2r)n vanishes µ-a.e. in R
n+1. Then Tµ is not bounded in L
2(µ).
Notice that, in the case µ = Hn|E , the assumptions on the upper and lower densities in the
theorem above imply that E is purely n-unrectifiable. This theorem extends an analogous
result proved previously by Eiderman, Nazarov and Volberg [ENV] for the n-dimensional
Riesz transform.
Our proof of Theorem 1.1 follows the same scheme as the proof of the corresponding result
for the Riesz transform in [NToV1]. In particular, it also relies on a variational argument
which uses the fact that LA-harmonic functions satisfy a maximum principle. It also uses the
so-called BAUP criterion of David and Semmes [DS, p. 139]. However, there are some impor-
tant differences between our arguments and the ones in [NToV1]. An important one is that
we use a martingale difference decomposition in terms of the David-Semmes lattice, instead
of the quasiorthogonality arguments in [NToV1]. We think that using a martingale decompo-
sition makes the whole construction much more transparent. Further, the quasiorthogonality
arguments seem to require the antisymmetry of the kernel, which does not hold in our case.
On the other hand, the fact that the matrix A is non-constant makes our arguments and
estimates more involved and technical. For example, the reflection trick required to apply
later the variational argument is more delicate, as well as the approximation techniques used
to transfer estimates among different measures (see Section 8 below). The reader can find
the scheme of the proof of Theorem 1.1 at the end of Section 4.
By combining Theorem 1.1 and Theorem A from [CMT], we are also able to derive the
following rectifiability result for general sets.
Theorem 1.2. Let E ⊂ Rn+1 be a compact set with Hn(E) < ∞. Let A and T be as in
Theorem 1.1. If THn|E is bounded in L
2(Hn|E), then E is n-rectifiable.
The analogous result in case that A is the identity and T is the n-dimensional Riesz
transform (modulo some constant factor) has been proved in [NToV2]. Theorem 1.2 is proved
almost in the same way as in [NToV2]: by an argument inspired by a covering theorem of
Pajot, one decomposes µ = Hn|E into a measure µ0 with vanishing lower density and a
countable collection of measures µk such that each µk can be extended to another n-AD-
regular measure µ˜k such that Tµ˜k is bounded in L
2(µ˜k). Theorem A implies that µ0 ≡ 0,
and Theorem 1.1 implies that each measure µ˜k is uniformly n-rectifiable. The only specific
feature of the Riesz kernel that is used in [NToV2] is its antisymmetry. As mentioned above,
we cannot ensure that the kernel K(·, ·) is antisymmetric. However, this is not a problem
in our case because by Lemma 2.5 below it turns out that, for any measure µ with growth
of degree n (see (2.1) for the definition), Tµ is bounded in L
2(µ) if and only if the operator
T
(a)
µ associated with the antisymmetric part of K(·, ·) is bounded in L2(µ). Then, in order
to prove Theorem 1.2 we just apply the same arguments as in [NToV2] to T
(a)
µ instead of the
n-dimensional Riesz transform.
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An important application of Theorem 1.2 deals with elliptic measure. Given a Wiener
regular open set Ω ⊂ Rn+1, the elliptic measure (or LA-harmonic measure) for Ω with pole
at p ∈ Ω is the probability measure ωpLA supported on ∂Ω such that, for every f ∈ C0(∂Ω),´
f dωpLA equals the value at p of the LA-harmonic extension of f to Ω. For a basic reference
on elliptic measure, see [Ke], and for some additional background see [AGMT, Section 2.4], for
example. Analogously to harmonic measure, the connection between the metric properties of
elliptic measure and the geometric properties of Ω (in particular, the rectifiability of ∂Ω) has
been a subject of intense investigation in the last years. See for example the works [ABHM],
[AGMT], [HKMP], [HMiT], [HMT], [KKiPT]. Our result in connection with elliptic measure
is the following.
Theorem 1.3. Let n ≥ 2 and let A be an elliptic matrix satisfying (1.1), (1.2) and (1.7).
Let Ω ( Rn+1 be a bounded open connected Wiener regular set, let p ∈ Ω, and let ωpLA be the
elliptic measure in Ω associated with LA, with pole p. Suppose that there exists a set E ⊂ ∂Ω
such that 0 < Hn(E) < ∞ and that the elliptic measure ωpLA |E is absolutely continuous with
respect to Hn|E. Then ωpLA |E is n-rectifiable.
Remark that ωpLA |E being n-rectifiable means that it is concentrated on an n-rectifiable set
and it is absolutely continuous with respect to Hn|E. In the case of −LA being the Laplacian
and ωLA the harmonic measure, the same result has been proved in [AHM
3TV], and it
can be considered as a kind of converse of the famous Riesz brothers theorem on harmonic
measure in planar simply connected domains. The preceding result follows from Theorem
1.2 by essentially the same arguments as the ones for harmonic measure in [AHM3TV].
Nevertheless, for the reader’s convenience the arguments are sketched in the final Section 12.
2. Preliminaries
2.1. General notation. We use the standard notation a . b if there is a fixed constant
C > 0 (depending on other fixed parameters, such as the ambient dimension) such that
a ≤ Cb. To make the dependence of the constant on a parameter t explicit, we will also write
a .t b. We will also write b & a if a . b and a ≈ b if both a . b and b . a.
We use the notation B(x, r) for the open ball in Rn+1 centered at x of radius r. For a ball
B = B(x, r) and a > 0 we write aB = B(x, ar) for the centered rescaling of the ball. For
0 < r < R, we denote by
A(x, r,R) := {y ∈ Rn+1 : r < |x− y| < R}
the open annulus centered at x with radii r and R. Also, given t > 0 and a set E, we write
Ut(E) := {x ∈ Rn+1 : dist(x,E) ≤ t}
for the closed t-neighborhood of E.
Given a measure µ, we write 〈·, ·〉µ for the scalar product in L2(µ) andmµ,Ef := µ(E)−1
´
E fdµ
for the µ-average of a measurable function f on a set E.
We denote by AD(n,C0,R
d) the set of n-AD-regular measures on Rd with constant C0.
We say that µ has growth of degree n (or n-growth) if
(2.1) µ(B(x, r)) ≤ C rn for all x ∈ Rn+1.
We denote the Lebesgue measure in Rn+1 by Ln+1. Quite often we will also use the standard
notations dx or dy when integrating against this measure.
Given a matrix A(·) with variable coefficients, we denote by AT (·) its transpose.
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2.2. David-Semmes dyadic cubes. In this section we collect some standard definitions
and results that we need throughout the rest of the paper. Let us start by introducing
a dyadic system of (so-called) cubes associated with an AD-regular measure µ. They were
introduced by David (see [Da2], [Da3, Appendix 1] and also the work of Christ [Ch]). We
remark that in the general case they are not euclidean cubes, so that in case of ambiguity we
also refer to them as David-Semmes cubes or µ-cubes.
Definition 2.1 (David-Semmes lattice Dµ). Let µ ∈ AD(n,C0,Rn+1). The David and
Semmes’ lattice Dµ associated with µ is a countable disjoint union of families of Borel sets,
that we denote as Djµ . The elements of Djµ are called dyadic µ-cubes (or just cubes) of the
j-th generation and satisfy the following properties:
(1) Djµ is a partition of suppµ. This means that suppµ =
⋃
Q∈Djµ
Q and Q ∩Q′ = ∅ for
every Q,Q′ ∈ Djµ with Q 6= Q′.
(2) If Q ∈ Djµ and Q′ ∈ Dkµ for k ≥ j, then either Q′ ⊂ Q or Q ∩Q′ = ∅.
(3) For every k and Q ∈ Dkµ we have
2−k . diamQ ≤ 2−k
and
µ(Q) ≈ 2−kn.
(4) The cubes have thin boundary, i.e. there exist two constants C, γ0 > 0 depending on
C0 and the dimension n such that for every ε > 0 and Q ∈ Dkµ we have
(2.2)
µ{x ∈ Q : dist(x, suppµ \Q) < ε2−k}+ µ{x ∈ suppµ \Q : dist(x,Q) < ε2−k} ≤ Cεγ0µ(Q).
(5) For Q ∈ Dkµ there exists a point xQ ∈ Q, also called center of Q, such that
dist(xQ, suppµ \Q) & 2−k.
We need to associate a typical side length to each cube. For Q ∈ Dkµ, the natural temptation
is to define ℓ(Q) := 2−k. However, we have to take into account that a cube may belong to
Djµ ∩Dkµ for some j 6= k. A solution to this problem is to think about a cube as a couple
(Q, k), so that the side length is now well defined. Bearing this in mind, in what follows we
decide to omit this occurrence and simply indicate a cube by Q. We also associate the ball
BQ := B(xQ, ℓ(Q)) with Q.
For Q ∈ Dkµ, we denote by
Ch(Q) := {P ∈ Dk+1µ : P ⊂ Q}
the family of children of Q. Also, for N > 1, DNµ (Q) is the family of the N -descendants of
Q, that is DNµ (Q) = {P ∈ Dk+Nµ : P ⊂ Q}.
2.3. β and α-numbers. Let us consider a ball B = B(x, r) ⊂ Rn+1 and a Radon measure
µ. For a hyperplane L in Rn+1, we set
βLµ (B) := sup
x∈suppµ∩B
dist(x,L)
r
, βLµ,1(B) :=
1
rn
ˆ
B
dist(x,L)
r
dµ(x),
and taking the infimum over all the hyperplanes L in Rn+1, we define
βµ(B) := inf
L
βLµ (B), βµ,1(B) := inf
L
βLµ,1(B).
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Let µ, ν be two Radon measures on Rn+1. We define the distance
dB(µ, ν) = sup
f
ˆ
fd(µ− ν),
where the supremum is taken over all 1-Lipschitz functions whose support is contained in B.
Given a hyperplane L, we define
αLµ(B) :=
1
rn+1
inf
c≥0
dB(µ, cHn|L)
and
αµ(B) := inf
L
αLµ(B),
where the infimum is taken over all hyperplanes.
For an n-AD-regular measure µ and a ball B such that 12B ∩ suppµ 6= ∅, the following
inequalities are standard (see [DS, p. 27] and [To2]):
βLµ (B)
n+1 . βLµ,1
(
3
2B
)
. αLµ(2B).
Given a hyperplane H through the origin, we also denote
β(H)µ (B) = inf
L
βLµ (B), α
(H)
µ (B) = inf
L
αLµ(B),
where in both cases the infimum is taken over all hyperplanes L which are parallel to H.
2.4. Carleson packing condition and Riesz families. The following are standard defi-
nitions.
Definition 2.2 (Carleson packing condition). We say that F ⊂ Dµ is a Carleson family if
there exists a constant C > 0 such that for every P ∈ Dµ we have∑
Q∈F , Q⊂P
µ(Q) ≤ Cµ(P ).
Definition 2.3 (Riesz families and Riesz systems). Let {ψQ}Q∈Dµ be a family of functions
in L2(µ). We say that {ψQ}Q∈Dµ forms a Riesz family with constant C > 0 if∥∥∥∥ ∑
Q∈Dµ
aQψQ
∥∥∥∥2
L2(µ)
≤ C
∑
Q∈Dµ
a2Q
for any sequence {aQ}Q of real numbers with finitely many non-zero terms. The family
{ΨQ}Q∈Dµ of sets of functions is said to be a Riesz system with constant C > 0 if {ψQ}Q∈Dµ
is a Riesz family with constant C for every choice of ψQ ∈ ΨQ.
A particular Riesz system that is useful for our purposes is the so-called Haar system. Let
N be a positive integer. Given Q ∈ Dµ and C > 0, we define ΨHaarQ (N) as the set of functions
ψ such that
(1) suppψ ⊂ Q.
(2) ψ is constant on every µ-cube Q′ which is N levels down from Q, that is, ψ is constant
in each cube from DNµ (Q).
(3)
´
ψdµ = 0 and
´
ψ2dµ ≤ C.
GRADIENTS OF SINGLE LAYER POTENTIALS AND UNIFORM RECTIFIABILITY 9
The set of functions ΨHaarQ (N) forms a Riesz family with constant C.
Let {ΨQ}Q∈Dµ be a Riesz system. For any Q ∈ Dµ and M˜ > 1 we define
(2.3) ξ
M˜
(Q) := inf
E:E⊃M˜BQ
µ(E)<+∞
,
sup
ψ∈ΨQ
µ(Q)−1/2|〈TµχE, ψ〉µ|.
Lemma 2.1. Let δ > 0 and M˜ > 1. If Tµ is bounded in L
2(µ), then the family
Fδ := {Q ∈ Dµ : ξM˜ (Q) > δ}
is Carleson.
Proof. See [NToV1, Section 14]. There the proof is presented in the case of the Riesz trans-
form, but it works without any difference in our framework. 
2.5. Partial Differential Equations. For any uniformly elliptic matrix A with Ho¨lder
continuous coefficients, one can show thatK(x, y) = ∇1 E(x, y) is locally a Caldero´n-Zygmund
kernel:
Lemma 2.2. Let A be an elliptic matrix with Ho¨lder continuous coefficients satisfying (1.1),
(1.2) and (1.7). If K(·, ·) is given by (1.4), then it is locally a Caldero´n-Zygmund kernel.
That is, for any given R > 0,
(a) |K(x, y)| . |x− y|−n for all x, y ∈ Rn+1 with x 6= y and |x− y| ≤ R.
(b) |K(x, y)−K(x, y′)|+ |K(y, x)−K(y′, x)| . |y−y′|α|x−y|−n−α for all y, y′ ∈ B(x,R)
with 2|y − y′| ≤ |x− y|.
(c) |K(x, y)| . |x− y|(1−n)/2 for all x, y ∈ Rn+1 with |x− y| ≥ 1.
All the implicit constants in (a), (b) and (c) depend on Λ and Ch, while the ones in (a) and
(b) depend also on R.
The statements above are rather standard. For more details, see Lemma 2.1 from [CMT].
Let ωn denote the surface measure of the unit sphere of R
n+1. For any elliptic matrix A0
with constant coefficients, we have an explicit expression for the fundamental solution of LA0 ,
which we denote by Θ(x, y;A0). More precisely, Θ(x, y;A0) = Θ(x− y;A0) with
(2.4) Θ(z;A0) = Θ(z;A0,s) =

−1
(n− 1)ωn
√
detA0,s
1
(A−10,sz · z)(n−1)/2
for n ≥ 3,
1
4π
√
detA0,s
log
(
A−10,sz · z
)
for n = 2,
where A0,s is the symmetric part of A0, that is, A0,s =
1
2(A+A
T ).
As a consequence of (2.4), we have
(2.5) ∇Θ(z;A0) = 1
ωn
√
detA0,s
A−10,sz
(A−10,sz · z)(n+1)/2
.
The next result is proven in Lemma 2.2 of [KS].
Lemma 2.3. Let A be an elliptic matrix with Ho¨lder continuous coefficients satisfying (1.1),
(1.2) and (1.7). Let also Θ(·, ·; ·) be given by (2.4). Then, for all x, y ∈ Rn+1 with x 6= y and
|x− y| ≤ R,
(1) |EA(x, y) −Θ(x, y;A(x))| . |x− y|α−n+1,
(2) |∇1EA(x, y)−∇1Θ(x, y;A(x))| . |x− y|α−n,
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(3) |∇1EA(x, y)−∇1Θ(x, y;A(y))| . |x− y|α−n.
Similar inequalities hold if we reverse the roles of x and y and we replace ∇1 by ∇2. All the
implicit constants depend on Λ, Ch, and R.
The following lemma is an easy consequence of the preceding result.
Lemma 2.4. Let µ be a compactly supported n-AD-regular measure in Rn+1. Let A be an
elliptic matrix satisfying (1.1), (1.2) and (1.7), and let Tµ be the associated operator given by
(1.6). Let As =
1
2(A+A
T ) be the symmetric part of A. Consider the operator
T sµf(x) =
ˆ
∇1 EAs(x, y) f(y) dµ(y).
Then, Tµ − T sµ is compact in Lp(µ), for 1 < p <∞. In particular, Tµ is bounded in L2(µ) if
and only if T sµ is bounded in L
2(µ).
Recall that EAs stands for the fundamental solution of LAsu := −div (As∇u) .
Proof. For any function f ∈ Lp(µ), we have
Tµf(x)− T sµf(x) =
ˆ (∇1EA(x, y)−∇1EAs(x, y))f(y) dµ(y).
By (2.4) Θ(x, y;A(x)) = Θ(x, y;As(x)) and thus, by Lemma 2.3, the kernel of Tµ−T sµ satisfies,
for all x, y ∈ Rn+1 with x 6= y and |x− y| ≤ R,
|∇1EA(x, y)−∇1EAs(x, y)| ≤ |∇1EA(x, y)−∇1Θ(x, y;A(x))|
+ |∇1Θ(x, y;As(x)) −∇1EAs(x, y)|
.
1
|x− y|n−α .
By standard arguments, using the AD-regularity of µ, this implies that Tµ − T sµ is compact,
and thus bounded in Lp(µ). 
Because of the preceding lemma, it is clear that to prove Theorem 1.1 we can assume that
the matrix A is symmetric. So in the rest of the paper we will assume A to be symmetric.
By almost the same arguments as above we derive that
(2.6)∣∣∇1EA(x, y) +∇1EA(y, x)∣∣ . 1|x− y|n−α for all x, y ∈ Rn+1 with x 6= y and |x− y| ≤ R.
So, modulo the regularizing kernel |x− y|−(n−α), ∇1EA(x, y) behaves as if it were antisym-
metric. In particular, we have the following result.
Lemma 2.5. Let µ be a compactly supported n-AD-regular measure in Rn+1. Let A be an
elliptic matrix satisfying (1.1), (1.2) and (1.7), and let Tµ be the associated operator given by
(1.6), with kernel K(x, y) = ∇1EA(x, y). Consider the antisymmetric operator T (a)µ and the
symmetric operator T
(s)
µ associated with the kernels
K(a)(x, y) =
1
2
(
K(x, y)−K(y, x)) and K(s)(x, y) = 1
2
(
K(x, y) +K(y, x)
)
respectively, so that Tµ = T
(a)
µ + T
(s)
µ . Then the operator T
(s)
µ is compact in Lp(µ), for
1 < p <∞. In particular, Tµ is bounded in L2(µ) if and only if T (a)µ is bounded in L2(µ).
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Contrarily to the natural temptation at this point, in the rest of the paper we do not
assume the kernel to be antisymmetic. This is because our proof heavily relies on a maximum
principle (see, for example, Lemma 11.2), which cannot be ensured to hold if we work just
with the antisymmetric part.
From Lemma 2.5 we derive the existence of a “weak limit operator”:
Proposition 2.1. Let µ be a compactly supported n-AD-regular measure in Rn+1. Let A be
an elliptic matrix satisfying (1.1), (1.2) and (1.7), and let Tµ be the associated operator given
by (1.6). Suppose that Tµ is bounded in L
2(µ). Then, for all 1 < p < ∞ and f ∈ Lp(µ),
Tµ,εf has a weak limit in L
p(µ) as ε → 0. Further, denoting by Twµ f such a weak limit, the
operator Twµ is bounded in L
p(µ) for 1 < p <∞ and, for all f ∈ Lp(µ),
Tµf(x) = T
w
µ f(x) for µ-a.e. x ∈ suppµ \ supp f .
Recall that saying that Tµ,εf has a weak limit T
w
µ f in L
p(µ) as ε → 0 means that for all
g ∈ Lp′(µ),
lim
ε→0
ˆ
Tµ,εf g dµ =
ˆ
Twµ f g dµ.
Proof. Consider the antisymmetric and symmetric operators T
(a)
µ , T
(s)
µ from Lemma 2.5, so
that, for all ε > 0,
Tµ,εf = T
(a)
µ,ε f + T
(s)
µ,εf.
Since T
(a)
µ is antisymmetric, for all f ∈ Lp(µ), 1 < p < ∞, the functions T (a)µ,ε f converge
weakly in Lp(µ) as ε→ 0. This was shown by Mattila and Verdera in [MV] and an alternative
argument is provided in [NToV1].
Concerning the symmetric operator T
(s)
µ , from the estimate (2.6) it easily follows that T
(s)
µ,εf
converges to T
(s)
µ f = T
(s)
µ,0f strongly in L
p(µ), and thus also weakly in Lp(µ). Hence, Tµ,εf
admits a weak limit in Lp(µ) as ε→ 0.
The last statement in the lemma follows by standard arguments. 
From now on, for µ and Tµ as above, when Tµ is bounded in L
2(µ) we will identify Tµ
with the weak limit operator Twµ , so that for any function f ∈ Lp(µ), Tµf makes sense as a
function in Lp(µ).
3. The flattening lemmas and the alternating layers
From this section until the end of Section 11 we assume that µ is an n-AD-regular measure
with compact support and that Tµ is bounded in L
2(µ). In order to prove Theorem 1.1 we
have to show that µ is uniformly n-rectifiable.
3.1. Existence of balls with small β-number. We want to prove that in any ball centered
at a point of suppµ either we can find a ball, which is not too small, in which the measure
is very flat or we have a lower bound for a regularized two-sided truncation of Tµ at some
point and at proper scales.
Let ψ0 : [0,+∞) → [0, 1] be a continuous function such that ψ0(x) = 1 for x ≤ 1 and
ψ0(x) = 0 for x ≥ 2. For z ∈ Rn+1 and 0 < r1 < r2, we define
ψz,r1,r2(x) := ψ0
( |z − x|
r2
)
− ψ0
( |z − x|
r1
)
.
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We have that suppψz,r1,r2 ⊂ B(z, r2)\B(z, r1) and 0 ≤ ψz,r1,r2 ≤ 1. The proof of the following
lemma relies on a touching point argument and it is based on the scheme of the proof of [To3,
Lemma 3.3]. We remark that this can also be proved via a variation on the blow-up argument
in [NToV1, Lemma 5].
Lemma 3.1. Let µ ∈ AD(n,C0,Rn+1), R ≤ 4 and let B = B(x,R) be a ball centered at
suppµ. Let K, ε > 0. There is ρ = ρ(K, ε,C0) small enough such that at least one of the two
following conditions is verified:
(1) There exists a ball B(x′, r) ⊂ B centered at suppµ with r ∈ [ρR,R] such that
βµ(B(x
′, r)) ≤ ε.
(2) There is a point z ∈ suppµ ∩B(x,R/4) and r ∈ [ρR,R], such that
|T (ψz,ρR,rµ)(z)| > K.
Before reporting the proof, we remark that the assumption R ≤ 4 in the statement of
the lemma is justified by the fact that we are interested in applying this result to the balls
associated with David-Semmes cubes with small enough side length.
Proof. Suppose that the alternative (1) in the statement of the lemma does not hold. Then
(3.1) βµ(B(x
′, r)) > ε
for every x′ ∈ suppµ ∩B and r ∈ [ρR,R] such that B(x′, r) ⊂ B.
Being the measure µ n-AD-regular, by standard arguments it follows that there exists an
open ball B′ contained in 14B such that B
′∩suppµ = ∅ and r(B′) ≥ c1R with c1 = c1(n,C0).
Possibly by taking a dilation of this ball, we can suppose that B′ ∩ suppµ = ∅ but there
is at least a point z ∈ ∂B′ ∩ suppµ. Without loss of generality, let z = 0 and suppose that
~n := (0, . . . , 0, 1) is the outer normal vector to ∂B′ at z. Since B′ ⊂ 14B, we also have that
r(B′) ≤ R/4.
We denote by L the hyperplane {x : x · ~n = 0}, by U the upper half space {x : x · ~n > 0}
and by D the lower one D := Rn+1 \ (U ∪L). For 0 < ρ≪ 1 to be chosen later and for j ≥ 0,
we denote by Bj the ball centered at 0 and with radius
r(Bj) :=
(2
ε
)j
ρR.
Let j be such that r(Bj) ≤ r(B′). Short geometric computations prove the inequality
(3.2) dist(y, L) ≤ 1
2
r(Bj)
2
r(B′)
for every y ∈ D ∩Bj \B′.
We denote ~v := A(0)T~n. Using the definition of ~v and (2.5), we get that there exists c2 > 0
such that
(3.3) ~v · ∇1Θ(0, y;A(0)) ≥ c2~v ·A(0)
−1y
|y|n+1 = c2
~n · y
|y|n+1 > 0 for every y ∈ U .
Choose now an integer N > 1 such that r := r(BN ) ≤ r(B′). As a direct application of
Lemma 2.3 and the growth of µ, we can find two constants c3, c
′
3 > 0 such that
∣∣∣ ˆ
D∩B(0,r)
~v · (∇1 E(0, y) −∇1Θ(0, y;A(0)))ψ0,ρR,r(y)dµ(y)∣∣∣ ≤ c′3 ˆ
D∩B
1
|y|n−α dµ(y) ≤ c3R
α.
(3.4)
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Let χ0,r1,r2 be the characteristic function of the annulus centered at 0 with inner and outer
radius r1 and r2 respectively. Then, choosing ρ small enough to get r > 2ρR and using (3.3),
we have that
ˆ
U∩B(0,r)
~v · ∇1Θ(0, y;A(0))ψ0,ρR,r(y)dµ(y) ≥
ˆ
U∩B(0,r)
~v · ∇1Θ(0, y;A(0))χ0,2ρR,r(y)dµ(y).
(3.5)
Since βµ(Bj) ≥ ε by hypothesis (3.1), we have that there exists y ∈ suppµ ∩ Bj whose
distance from L is greater than εr(Bj). As a consequence of (3.2), the point y cannot belong
to D if
ε r(Bj) ≥ 1
2
r(Bj)
2
r(B′)
,
which implies that y ∈ U ∩ Bj for every r(Bj) ≤ 2εr(B′). Since µ ∈ AD(n,C0,Rn+1),
assuming ε small enough if necessary, it follows that
µ
(
U ∩Bj+1 \ (Bj−1 ∪ Uεr(Bj)/2(L))
) ≥ C−10 c(ε)r(Bj)n,
for some constant c(ε) > 0, where Uεr(Bj)/2(L) stands for the εr(Bj)/2-neighborhood of L.
Taking into account (3.3), for j ≥ 0 we deduce thatˆ
U∩Bj+1\Bj−1
~v · ∇1Θ(0, y;A(0))dµ(y) ≥ µ
(
U ∩Bj+1 \ (Bj−1 ∪ Uεr(Bj)/2(L))
) εr(Bj)
2r(Bj−1)n+1
≥ C−10 c(ε).
for some constant c(ε). Thereforeˆ
U∩B(0,r)
~v · ∇1Θ(0, y;A(0))χ0,2ρR,r(y)dµ(y)
=
N∑
j=1
ˆ
U∩Bj\Bj−1
~v · ∇1Θ(0, y;A(0))dµ(y) ≥ C−10
N−1∑
j=2
c(ε) = C−10 c(ε)(N − 2).
(3.6)
Now we need to study the analogous integrals for the lower half-space. As in (3.4), we have
(3.7)
∣∣∣ˆ
U∩B(0,r)
~v · (∇1 E(0, y) −∇1Θ(0, y;A(0)))ψ0,ρR,r(y)dµ(y)∣∣∣ ≤ c4Rα
for some c4 > 0. Moreover, by (3.2) and the growth of µ,
N∑
j=1
∣∣∣ ˆ
D∩Bj\Bj−1
~v · ∇1Θ(0, y;A(0))dµ(y)
∣∣∣
≤ c5
N∑
j=1
∣∣∣ˆ
D∩Bj\Bj−1
dist(y, L)
|y|n+1 dµ(y)
∣∣∣ ≤ c5C0c(ε) N∑
j=1
r(Bj)
r(B′)
≤ C0c6(ε).
(3.8)
Gathering (3.4), (3.5), (3.6), (3.7) and (3.8) we get
~v · T (ψz,ρR,rµ)(z) ≥ C−10 c(ε)(N − 2)− (c3 + c4)Rα − C0c6(ε),
which gives the desired estimate for N big enough (which forces ρ to be small enough). 
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3.2. Existence of balls and cubes with small α-number. Our proof of the existence
of balls and cubes with small α-number relies on the following result by Girela-Sarrio´n and
Tolsa.
Lemma 3.2 (Existence of α-flat balls). Let µ ∈ AD(n,C0,Rn+1). Let B = B(x, r) be a ball
centered at x ∈ suppµ with βLµ (B) < ε for some hyperplane L and some ε small enough. For
every M > 10 and ε˜ > 0, there exists B˜ = B(x˜, r˜) with x˜ ∈ suppµ such that:
(1) MB˜ ⊂ B(x, r).
(2) r˜ > σr for some constant σ depending on ε˜.
(3) αLµ(MB˜) ≤ ε˜.
This is an immediate consequence of [GT, Lemma 3.2]. We remark that this lemma was
originally stated in a setting which is more general than the one of AD-regular measures.
Note also that the L2(µ)-boundedness of any singular integral operator is not required in the
lemma, so the statement is purely geometric.
The scheme of the proof of the next lemma resembles that of [NToV1, Section 15].
Lemma 3.3. For every M > 1 and ε¯ > 0 there exist an integer N , a finite set H of
hyperplanes through the origin and a Carleson family F ⊂ Dµ with the following property. If
P ∈ Dµ \F , there exist H ∈ H and a cube Q ⊂ P at most N levels down from P for which
(3.9) α(H)µ
(
MBQ
) ≤ ε¯.
Proof. The idea is to combine Lemma 3.1 and Lemma 3.2. We fix a cube and we show
that either the condition (1) in Lemma 3.1 is verified, so that we can find a ball with small
β-number and apply Lemma 3.2, or the cube belongs to a Carleson family. We define the
family F as the collection of cubes for which condition (1) in Lemma 3.1 does not apply.
Let P ∈ Dµ and let R := ℓ(P ). Let ε and K be as in Lemma 3.1, to be chosen later. We
analyze the two different cases starting from the “flat” one.
Case (1). Suppose that there is ρ > 0 such that r > ρR and we can find a ball B(z, r) ⊂
B(xP , R) with
βLµ (B(z, r)) ≤ ε
for some hyperplane L. Let H be a hyperplane through the origin whose normal spans an
angle at most ε with the normal to L. Elementary geometric considerations lead to
β(H)µ (B(z, r)) ≤ 2ε.
It is possible to suppose that H belongs to a finite family H of hyperplanes: it suffices to
define H as the family of hyperplanes whose normal vectors form an ε-net on the unit sphere
Sn.
By Lemma 3.2 for every ε˜ > 0 to be chosen later and ε small enough (depending on ε˜)
there are σ > 0 and a ball B(z˜, 2(M + 2)r˜) such that r˜ > σr and
(3.10) α(H)µ
(
B(z˜, 2(M + 2)r˜)
) ≤ ε˜.
Take a point z′ ∈ suppµ such that |z˜− z′| < ε˜r˜. We choose the cube Q ∈ Dµ as the one such
that z′ ∈ Q and r˜ ≤ ℓ(Q) ≤ 2r˜. For ε˜ < 1 we have
|z˜ − xQ| ≤ |z′ − xQ|+ |z′ − z˜| < ℓ(Q) + ε˜r˜ < 2ℓ(Q).
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Now we use the stability of the α-number under small shifts and proper rescalings to compare
α
(H)
µ (MBQ) to α
(H)
µ (B(z˜, 2(M + 2)r˜)) and, hence, to prove that it is small. Being M > 1,
we have (M + 2)/3 < M . So, using the inclusions
MBQ ⊂ B(xQ, 2Mr˜) ⊂ B(z˜, 2(M + 2)r˜),
for some plane L parallel to H we can write
α(H)µ (MBQ) = α
L
µ(MBQ) =
1
(Mℓ(Q))n+1
inf
c≥0
dMBQ(µ, cHn|L)
≤ 2
n+1
(2Mr˜)n+1
inf
c≥0
dB(xQ,2Mr˜)(µ, cHn|L)
≤
(2(M + 2)
M
)n+1 1
(2(M + 2)r˜)n+1
inf
c≥0
dB(z˜,2(M+2)r˜)(µ, cHn|L)
≤ 6n+1α(H)µ
(
B(z˜, 2(M + 2)r˜)
)
.
Then, recalling (3.10) we have
α(H)µ
(
MBQ
) ≤ 6n+1ε˜.
The proof of (3.9) is completed by choosing ε such that ε¯ = 6n+1ε˜, where ε¯ is as in the
statement of the lemma. The cube Q is at most N levels down from P for some N that,
being ℓ(Q) ≥ ℓ(P )σρ/2, satisfies
(3.11) N ≤ log2
ℓ(P )
ℓ(Q)
≤ 1− log2 ρ− log2 σ.
Again, we remark that the estimate in the right hand side of (3.11) depends just on M and
ε¯.
Case (2). Let z be a point in suppµ ∩B(x,R/4), such that
|T (ψz,ρR,rµ)(z)| > K.
Let Q be the largest µ-cube containing z with ℓ(Q) < r/32 and let Q′ be the largest µ-cube
containing z with ℓ(Q′) < ρR/32. Then Q′ ⊂ Q ⊂ P.
The idea of this part of the proof is to apply Lemma 2.1 to prove that the family F of
µ-cubes P for which case (2) applies is Carleson. To this purpose, consider the set E = 10BP ,
which contains B(z, 2R). We claim that there is a constant C˜ such that
(3.12) |mµ,Q(TµχE)−mµ,Q′(TµχE)| ≥ K − C˜.
To prove this, we consider two continuous functions f1 and f2 with |f1|, |f2| ≤ 1 and such
that
χE = f1 + ψz,ρR,r + f2,
supp f1 ⊂ B(z, 2ρr) and supp f2 ∩B(z, r) = ∅.
Using the L2(µ)-boundedness of Tµ, the regularity of the measure and the fact that Q
′ ⊂ Q,
we have ˆ
|Tµf1|2dµ .
ˆ
|f1|2dµ ≤ µ(supp f1)
≤ µ(B(z, 2ρR)) . (ρR)n . ℓ(Q′)n . µ(Q′) ≤ µ(Q),
which yields that there exists a constant C1 > 0 such that
(3.13) |mµ,Q(Tµf1)−mµ,Q′(Tµf1)| ≤ |mµ,Q(Tµf1)|+ |mµ,Q′(Tµf1)| ≤ C1.
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Using L2(µ)-boundedness again we have
‖Tµψz,ρR,r‖L2(µ) . ‖ψz,ρR,r‖L2(µ) ≤ µ(B(z, 2r))1/2 . rn/2 . ℓ(Q)n/2 . µ(Q)1/2,
which implies that there exists a constant C2 > 0 such that
(3.14) |mµ,Q(Tµψz,ρR,r)| ≤ C2.
By the choice of Q′, we have that Q′ ⊂ B(z, ρR/2). Indeed
(3.15) Q′ ⊂ B(z′, 8ℓ(Q′)) ⊂ B(z′, ρR/4) ⊂ B(z, ρR/2).
Being B(z, ρR) ∩ suppµ = ∅, we have the following estimate for the Ho¨lder norm:
(3.16) ‖Tµψz,ρR,r‖Cα(B(z,ρR/2)) . (ρR)−α,
so there exists a constant C3 > 0 such that for every y ∈ Q′
|mµ,Q′(Tµψz,ρR,r)| ≥ |Tµ(ψz,ρR,r)(y)| − |mµ,Q′(Tµψz,ρR,r)− Tµ(ψz,ρR,r)(y)|
≥ K − ‖Tµψz,ρR,r‖Cα(B(z,ρR/2)) dist(Q′, suppψz,ρR,r)α ≥ K − C3.
(3.17)
Gathering (3.14) and (3.17) we get
(3.18) |mµ,Q′(Tµψz,ρR,r)−mµ,Q(Tµψz,ρR,r)| ≥ K − C2 − C3.
Let us estimate the difference between the averages of Tµf2 over the µ-cubes Q and Q
′.
Arguing as in (3.15) and (3.16), we have that Q ⊂ B(z, r/2) and
‖Tµf2‖Cα(B(z,r/2)) . ℓ(Q)−α,
so there exists a constant C4 > 0 such that
(3.19) |mµ,Q(Tµf2)−mµ,Q′(Tµf2)| ≤ C4.
Gathering (3.13), (3.18) and (3.19), we prove the claim (3.12). Now, if we choose θ > 0 and
we define
ψP :=
(
θℓ(P )
)n/2( χQ
µ(Q)
− χQ′
µ(Q′)
)
,
as a consequence of (3.12) we get
µ(P )−1/2|〈TµχE , ψP 〉µ|
= µ(P )−1/2
(
θℓ(P )
)n/2|mµ,Q(TµχE)−mµ,Q′(TµχE)| ≥ C−1/20 θn/2(K − C˜).(3.20)
We remark that θ serves as a normalizing factor in order to get a bound on the L2(µ) norm
of ψP . In this way, we have that ψP belongs to the Haar system Ψ
Haar
P (N) of depth
N = log2(ℓ(P )/ℓ(Q)) ≤ log2 θ−1 + C˜
so that we can combine (3.20) and Lemma 2.1. Indeed, recalling the definition of ξ
M˜
(P )
provided in (2.3), (3.20) proves that ξ5(P ) ≥ C−1/20 θn/2(K − C˜), which implies that F is a
Carleson family for K big enough. 
As an immediate consequence of the preceding Corollary 3.3 we get the following.
Corollary 3.1. For every M > 1 and ε¯ > 0 there exist an integer N ′ and a finite set H
of hyperplanes through the origin with the following property: for every P ∈ Dµ, there exist
H ∈ H and a cube Q ⊂ P at most N ′ levels down from P for which α(H)µ
(
MBQ
) ≤ ε¯.
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Proof. Consider the family F in the preceding lemma. Since this is a Carleson family, for any
P ∈ Dµ there exists some P ′ ∈ Dµ \F contained in P with ℓ(P ′) ≈ ℓ(P ). Then, by definition,
there exists a cube Q ⊂ P ′, with ℓ(Q) ≈ ℓ(P ′) ≈ ℓ(P ) and such that α(H)µ
(
MBQ
) ≤ ε¯ for
some hyperplane H ∈ H. 
3.3. The alternating layers. A general feature of non-Carleson families is that, for every
positive integer K0, it is possible to find a µ-cube and (K0 +1) layers of finitely many cubes
so that each of them tiles up the initial cube up to a set of small measure (for the details see
[NToV1, Lemma 7]). This result can be refined by finding intermediate layers of very flat
cubes using Corollary 3.1. For the proof of the following lemma we refer to [NToV1, Section
16].
Lemma 3.4. Let ε > 0, M > 1 and let H be a hyperplane through the origin in Rn+1. Let
A ⊂ Dµ be a non-Carleson family such that each Q ∈ A contains a cube Q′ ∈ Dµ at most
N ′ levels down from Q such that α
(H)
µ (MBQ′) < ε. Then, for every positive integer K and
every η > 0 there exist a cube R0 ∈ A and (K +1) alternating pairs of finite layers NBk and
FLk in Dµ with k = 0, 1, . . . ,K such that the following properties hold
(1) NB0 = {R0}.
(2) NBk ⊂ {Q ∈ Dµ : Q ⊂ R0} ∩ A for any k = 0, . . . ,K.
(3) for every k = 0, . . . ,K and Q ∈ FLk we have
α(H)µ (MBQ) < ε.
(4) for every k = 0, . . . ,K and Q ∈ FLk there exists a cube P ∈ NBk, P ⊃ Q.
(5) for every k = 1, . . . ,K and P ′ ∈ NBk there exists a cube Q ∈ FLk−1, P ′ ⊂ Q.
(6)
∑
Q∈FLK
µ(Q) ≥ (1− η)µ(R0).
We will apply Lemma 3.4 to the study of non-BAUP cubes (see the next section for the
definition); this explains the choice of the notation ‘NBk’ for some layers. The other layers
are denoted as ‘FLk’ to indicate that they consist of quite flat cubes (i.e. with a small
α-number).
Remark 3.1. The property 6 in the lemma says that FLK tiles up R0 up to a set of negligible
measure. If follows that the same holds for any FLk for every k = 0, . . . ,K. Moreover, as a
consequence of the inductive construction in [NToV1], the lattice
FL =
⋃
k
FLk
has only finitely many elements.1 This is useful for technical purposes.
4. The non-BAUP cubes and the martingale difference decomposition
The acronym BAUP referred to a µ-cube literally stands for Bilaterally Approximable by a
Union of Planes. Being more suitable to our purposes, in what follows we prefer to formulate
the equivalent definition of non-BAUP cubes as in [NToV1, Section 22], instead of the original
definition of David and Semmes in [DS].
1Each of the so-called non-Carleson layers {Lm}
M
m=0 appearing in [NToV1, Section 13] is finite.
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Definition 4.1 (Non-BAUP cube). A cube Q ∈ Dµ is said to be non-BAUP with param-
eter δ > 0 (or non-δ-BAUP) if there exists a point zaQ ∈ Q ∩ suppµ such that for every
affine hyperplane L passing through zaQ we can find a point z
b
Q ∈ L ∩ B(zaQ, ℓ(Q)) such that
B(zbQ, δℓ(Q)) ∩ suppµ = ∅.
A geometric criterion for uniform rectifiability provided by David and Semmes (see [DS])
asserts that if, for any parameter δ > 0, the cubes which are non-δ-BAUP form a Carleson
family, then µ is uniformly rectifiable.
To prove Theorem 1.1 we will use the BAUP criterion. We will assume that, for some
δ > 0, the family of non-BAUP cubes with parameter δ is non-Carleson and we will get a
contradiction. Our assumption implies that, for some H ∈ H and all ε > 0, M > 1 (to
be chosen below), the family A = A(M,ε,H,N ′) of cubes Q ∈ Dµ which are non-BAUP
with parameter δ and contain a cube Q′ ∈ Dµ at most N ′ levels down from Q such that
α
(H)
µ (MBQ′) < ε is also non-Carleson. So we can apply Lemma 3.4 with this family A to
construct the layers of cubes NBk and FLk with the parameters η and K in the lemma to
be chosen below.
We remark now a property that will be used later on: for R ∈ FLk and Q ⊂ R such that
Q ∈ NBk+1 for some k, we have
(4.1) ℓ(Q) ≤ Cεδ−1ℓ(R).
In particular, for any ∆ > 0, choosing εδ−1 ≪ ∆, one has ℓ(Q)≪ ∆ℓ(R).
Let R0 ∈ Dµ be as in Lemma 3.4. We are interested in partitioning the collection of cubes
contained in R0 and below a suitable subfamily of cubes that we denote Top1 (see (4.2) for
its definition) into subfamilies (the so-called trees) with intermediate layers of non-δ-BAUP
cubes like in [NToV1]. We proceed via a stopping time argument.
A collection T ⊂ Dµ is a tree if the following properties hold:
• T has a maximal element (with respect to inclusion) Q(T ) which contains all the
other elements of T as subsets of Rn+1. The cube Q(T ) is called the root of T .
• If Q,Q0 belong to T and Q ⊂ Q0, then any cube Q′ ∈ Dµ such that Q ⊂ Q′ ⊂ Q0
also belongs to T .
• If Q ∈ T , then either all cubes in Ch(Q) belong to T or none of them do.
Now we proceed to build the trees. For 1 ≤ k ≤ K − 1, we denote
(4.2) Topk := {Q ∈ Ch(Q′) : Q′ ∈ FLk}
and, for Q ∈ Topk,
NB(Q) := {Q′ ∈ NBk+1 : Q′ ⊂ Q} and Stop(Q) := {Q′ ∈ FLk+1 : Q′ ⊂ Q}.
Note that NB(Q) and Stop(Q) are finite families because NBk+1 and FLk+1 are finite.
We write Top :=
⋃K−1
k=1 Topk . Now, for every Q ∈ Top we let Tree(Q) be the collection of
µ-cubes which are contained in Q and are not strictly contained in any cube from Stop(Q).
Clearly Q is the root of Tree(Q).
For f ∈ L2(µ) and Q ∈ Dµ we denote
(4.3) ∆Qf =
∑
S∈Ch(Q)
mµ,S(f)χS −mµ,Q(f)χQ,
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so that we have the orthogonal expansion
χR0
(
f −mµ,R0(f)
)
=
∑
Q∈Dµ:Q⊂R0
∆Qf,
in the L2(µ)-sense. Then, taking f = Tµ (recall that this function makes sense because of
Proposition 2.1) and using the notation TRµ :=
∑
Q∈Tree(R)∆QTµ for R ∈ Top, we can writeˆ
R0
|Tµ−mµ,R0(Tµ)|2 dµ =
∑
Q∈Dµ:Q⊂R0
‖∆QTµ‖2L2(µ) ≥
∑
R∈Top
‖TRµ‖2L2(µ).
Since Tµ is bounded from L
∞(µ) to BMO(µ), the left hand side is bounded above by µ(R0),
and thus we get
(4.4)
∑
R∈Top
‖TRµ‖2L2(µ) ≤ C µ(R0).
Let 0 < η ≪ 1 (to be chosen later) be the parameter defining the lattice of alternating
layers from Lemma 3.4. Denote by Nice the subfamily of the cubes R ∈ Top such that∑
Q∈Stop(R)
µ(Q) ≥ (1− η1/2)µ(R).
The following easy lemma concerns the abundance of Nice cubes.
Lemma 4.1. We have ∑
R∈Top \Nice
µ(R) ≤ (K − 1)η1/2µ(R0).
Proof. By construction, the cubes R ∈ Top \Nice satisfy
µ(R) ≤ 1
η1/2
µ
(
R \
⋃
Q∈Stop(R)
Q
)
≤ 1
η1/2
µ
(
R \
⋃
Q∈FLK
Q
)
Thus, recalling that
∑
Q∈FLK
µ(Q) ≥ (1− η)µ(R0) and that there are K − 1 layers of cubes
in the family Top, we get∑
R∈Top \Nice
µ(R) ≤ 1
η1/2
∑
R∈Top \Nice
µ
(
R \
⋃
Q∈FLK
Q
)
≤ K − 1
η1/2
µ
(
R0 \
⋃
Q∈FLK
Q
)
≤ (K − 1)η
η1/2
µ(R0) = (K − 1)η1/2µ(R0). 
The main ingredient for the proof of Theorem 1.1 is the following result.
Proposition 4.1. Assume that ε and η are chosen small enough in the construction of the
alternating layers in Lemma 3.4, depending on δ. Then there is c1 > 0 depending also on δ
such that for every R ∈ Nice with ℓ(R) small enough we have
(4.5) ‖TRµ‖2L2(µ) ≥ c1µ(R).
We remark that the smallness condition on the Nice cubes in the proposition depends just
on δ, the Ho¨lder and elliptic conditions on the matrix A and the AD-regularity of µ.
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Proof of Theorem 1.1 using Proposition 4.1. By Lemma 4.1 and the property (6) in
Lemma 3.4, assuming η ≤ 1/4, we have∑
R∈Nice
µ(R) ≥
∑
R∈Top
µ(R)− (K − 1)η1/2µ(R0)
≥
K−1∑
k=1
∑
Q∈FLk
µ(Q)− (K − 1)η1/2 µ(R0)
≥ (K − 1)(1 − η − η1/2)µ(R0) ≥ 1
4
(K − 1)µ(R0).
Denote by Nice′ the family of Nice cubes R which are small enough so that (4.5) holds for
them. Clearly ∑
R∈Nice
µ(R) ≤
∑
R∈Nice′
µ(R) + C ′ µ(R0),
with C ′ depending on the smallness condition for R and on diam(suppµ). By (4.4), we have∑
R∈Nice′
µ(R) ≤ c1(δ)−1
∑
R∈Nice′
‖TRµ‖2L2(µ) ≤ c1(δ)−1C µ(R0).
Thus
1
4
(K − 1)µ(R0) ≤ C ′ µ(R0) + c1(δ)−1C µ(R0).
So we get a contradiction if K is chosen big enough. Hence, the initial assumption that the
family of non-δ-BAUP cubes is not Carleson cannot be true. 
Proposition 4.1 will be proved along the next Sections 5-11.
4.1. Scheme of the proof of Proposition 4.1. We argue by contradiction, assuming that
(4.6) ‖TRµ‖2L2(µ) ≪ µ(R).
First, it is important to determine how LA and its associated objects transform under a
change of variable. For this reason, we include the relevant formulas in Section 5.
Then in Section 6 we show that it suffices to prove the proposition with the additional
assumption A(xR) = Id and H equal to the horizontal hyperplane through the origin; this
puts us in a simpler geometric situation and makes the other technicalities in the rest of the
proof more transparent.
A measure σ supported on hyperplanes which approximate µ at the level of the children
of cubes from Stop(R) is introduced in Section 7.
In Section 8 we construct the auxiliary matrix Â, that we define via reflections with respect
to a suitable hyperplane, and we study the gradient of its associated single layer potential
T̂µ. We assume the hyperplane to be horizontal. In particular, we prove that the horizontal
component of T̂ σ(x) is very close, in some L2(σ) sense, to that of T̂ σ(x∗), x∗ denoting the
reflection of x with respect to the horizontal plane. This proof relies on R belonging to Nice,
the properties of Â, and the contradiction hypothesis (4.6).
Section 9 and Section 10 contain the definitions and the properties of a new approximating
measure ν, a vector field Ψ, and other mathematical objects important for the conclusion
of the proof. In particular, we highlight that Section 10 uses the intermediate non-BAUP
layers.
GRADIENTS OF SINGLE LAYER POTENTIALS AND UNIFORM RECTIFIABILITY 21
Section 11 concludes the proof of Proposition 4.1 via a variational argument. This method
produces a pointwise inequality that, integrated against the vector field Ψ constructed in
Lemma 10.2, gives the desired contradiction.
5. The change of variable
The fact that we are considering a matrix A which is uniformly elliptic and symmetric
allows to perform a particular change of variables. The following lemma and its corollary are
standard. For the proofs we refer to [AM, Lemma 4.8].
Lemma 5.1. Let Ω ⊂ Rn+1 be an open set, and assume that A is a uniformly elliptic matrix
in Ω with real entries and φ : Rn+1 → Rn+1 is a bi-Lipschitz map. If we set
Aφ := |detD(φ)|D(φ−1)(A◦φ)D(φ−1)T ,
where D denotes the differential matrix, then Aφ is a uniformly elliptic matrix in φ
−1(Ω) and
u : Ω → R is a weak solution of LAu = 0 in Ω if and only if u˜ = u ◦ φ is a weak solution of
LAφ u˜ = 0 in φ
−1(Ω).
Corollary 5.1. Let Ω ⊂ Rn+1 be an open set, and assume that A is a uniformly elliptic
symmetric matrix in Ω with real entries. Let O : Rn+1 → Rn+1 be a rotation. For a fixed
point y0 ∈ Ω define S =
√
A(y0)O. If
AS(·) = S−1(A ◦ S)(·)(S−1)T ,
then AS is uniformly elliptic in S
−1(Ω) and AS(z0) = Id for z0 = S
−1y0. Further, u is a
weak solution of LAu = 0 in Ω if and only if u˜ = u ◦ S is a weak solution of LAS u˜ = 0 in
S−1(Ω) .
In Corollary 5.1 we identified S with its associated linear map. The matrix S is well defined
because A is symmetric and uniformly elliptic, so that it admits a unique square root with
the property of being symmetric, uniformly elliptic and having real entries. Further, we have
AS(z0) = (
√
A(y0)O)
−1A(S(z0))((
√
A(y0)O)
−1)T = Id.
Some standard linear algebra gives that S−1 is a special bi-Lipschitz change of variables
that takes balls to ellipsoids and its eigenvalues determine lengths of semi-axes. Denoting by
λmax and λmin respectively the maximal and the minimal eigenvalues of S
−1, the maximum
eccentricity of the image of a ball is
√
λmax/λmin. The ellipticity allows to bound it from
below by
√
Λ
−1
and above by
√
Λ.
It follows that Λ−1/2 ≤ ‖S−1‖ ≤ Λ1/2, so that S−1 distorts distances by at most a con-
stant depending on ellipticity. The collection D˜µ := {S−1(Q)}Q∈Dµ forms a dyadic grid on
S−1(suppµ) = supp(S−1♯ µ) of cubes of David-Semmes type, where the involved constants
depend on the ones in Dµ and ellipticity.
The next easy lemma shows how the fundamental solution and the gradient of the single
layer potential transform after a change of variable.
Lemma 5.2. Let φ : Rn+1 → Rn+1 be a locally bilipschitz map and let EA be the fundamental
solution of LA = − div(A∇·). Set Aφ = |detD(φ)|D(φ−1)(A ◦ φ)D(φ−1)T . Then
EAφ(x, y) = EA(φ(x), φ(y))
and
∇1 EAφ(x, y) = D(φ)T (x)∇1 EA(φ(x), φ(y)) for x, y ∈ Rn+1.
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Proof. The proof is an application of the change of variable formula for the integral. Let
f ∈ C∞c (Rn+1). For every x ∈ Rn+1, the definition of fundamental solution gives
f(φ(x)) =
ˆ
A(y)∇2 EA(φ(x), y) · ∇f(y) dy.
Set E(x, y) := EA(φ(x), φ(y)). If we denote y′ := φ−1(y) and use the standard change of
variable formula together with the chain rule, we get
f(φ(x)) =
ˆ
|detD(φ)(y′)|A(φ(y′))∇2 EA(φ(x), φ(y′)) · ∇f(φ(y′)) dy′
=
ˆ
|detD(φ)(y′) |A(φ(y′))D(φ−1)T (y′)∇2E(x, y′) ·D(φ−1)T (y′)∇(f ◦ φ)(y′) dy′
=
ˆ
Aφ(y
′)∇2E(x, y′) · ∇(f ◦ φ)(y′) dy′,
which proves the first identity in the lemma. The second identity follows from the chain
rule. 
Define
(5.1) Tφν(x) =
ˆ
∇1 EAφ(x, y) dν(y).
Analogously, define the operator Tφ,ν as in (1.5). Then, by the previous lemma we have:
Lemma 5.3. Let φ : Rn+1 → Rn+1 be a bilipschitz map, ν a Radon measure, and φ♯ν its
image measure. Then,
Tφν(x) = D(φ)
T (x)Tφ♯ν(φ(x)).
Proof. The proof is an immediate application of Lemma 5.2 and the change of variable for-
mula. Indeed
Tφν(x) =
ˆ
∇1 EAφ(x, y) dν(y) =
ˆ
D(φ)T (x)∇1 EA
(
φ(x), φ(y)
)
dν(y)
= D(φ)T (x)
ˆ
∇1 EA(φ(x), z) d(φ♯ν)(z) = D(φ)T (x)Tφ♯ν(φ(x)). 
6. Reduction to the case A(xR) = Id and H horizontal
From now on, unless specified, we will denote by R a given cube in Nice. In this section we
will show that to prove Proposition 4.1 we may assume that A(xR) = Id and the hyperplaneH
in Lemma 3.4 to be horizontal. Indeed, let O : Rn+1 → Rn+1 be a rotation which transforms
the horizontal hyperplane (through the origin) H ′ into (
√
A(xR))
−1H. Consider the linear
map φ : Rn+1 → Rn+1 associated with the matrix S = √A(xR)O and, as in Corollary 5.1,
set
Aφ(·) = S−1(A ◦ φ)(·)(S−1)T ,
so that Aφ is uniformly elliptic and Aφ(yR) = Id for yR = S
−1xR. Consider also the measure
ν = (φ−1)♯µ and the operator Tφ defined in (5.1). By Lemma 5.3,
(6.1) Tφν(x) = S · Tφ♯ν(φ(x)) = S · Tµ(φ(x)).
Also, for any function f ,
Tφ(fν)(x) = S · T (φ♯(fν))(φ(x)) = S · T
(
(f ◦ φ−1)µ)(φ(x)).
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Therefore, by the L2(µ)-boundedness of Tµ,ˆ ∣∣Tφ(fν)(x)∣∣2 dν(x) ≈ ˆ ∣∣T ((f ◦ φ−1)µ)(φ(x))∣∣2 dφ−1♯ µ(x)
=
ˆ ∣∣T ((f ◦ φ−1)µ)(y)∣∣2 dµ(y)
≤ C
ˆ
|f ◦ φ−1|2 dµ = C
ˆ
|f |2 dν.
So Tφ,ν is bounded in L
2(ν).
Let Dν be the lattice Dν = {φ−1(Q) : Q ∈ Dµ}. Momentarily, use the notation ∆µQ instead
of ∆Q, which we used in (4.3), and define ∆
ν
Q′ analogously for Q
′ ∈ Dν . Write also
Tφ,φ−1(R)ν =
∑
Q∈Tree(R)
∆νφ−1(Q)Tφν.
Assuming Proposition 4.1 to hold in the case Aφ(yR) = Id (applied to ν and Tφ), we deduce
that
(6.2) ‖Tφ,φ−1(R)ν‖2L2(ν) ≥ c ν(φ−1(R)) = c µ(R),
taking into account that the BAUP property is stable by homothecies, as well as the smallness
of the α-numbers for the stopping cubes and the root of the tree.
We claim that
(6.3) ‖Tφ,φ−1(R)ν‖2L2(ν) ≈ ‖TRµ‖2L2(µ)
with the implicit constant in (6.3) independent of the cube R.
Together with (6.2) this implies that ‖TRµ‖2L2(µ) & µ(R) and proves Proposition 4.1 in
full generality. The proof of (6.3) is a routine task which we show now for the reader’s
convenience. Observe that for any cube Q ∈ Dµ, by (6.1),
mν,φ−1(Q)(Tφν) =
1
ν(φ−1(Q))
ˆ
φ−1(Q)
Tφν dν
=
1
µ(Q)
ˆ
Q
Tφν(φ
−1(x)) dµ(x)
=
1
µ(Q)
ˆ
Q
S · Tµ(x) dµ(x) = S ·mµ,Q(Tµ).
Denote by ChStop(R) the family of all children of cubes from Stop(R). By the preceding
identity, we obtain
‖Tφ,φ−1(R)ν‖2L2(ν) =
∑
Q∈ChStop(R)
∣∣mν,φ−1(Q)(Tφν) −mν,φ−1(R)(Tφν)∣∣2 ν(φ−1(Q))
=
∑
Q∈ChStop(R)
∣∣S · (mµ,Q(Tµ)−mµ,R(Tµ))∣∣2 µ(Q)
≈
∑
Q∈ChStop(R)
∣∣mµ,Q(Tµ)−mµ,R(Tµ)∣∣2 µ(Q)
= ‖TRµ‖2L2(µ),
as claimed.
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Remark also that if µ is well approximated in some cube Q ∈ Dµ by some measure of the
form cHn|L, where L is some hyperplane parallel to H, then it follows that ν = (φ−1)♯µ is
well approximated in φ−1(Q) by a measure of the form
φ−1♯ (cHn|L) = c′Hn|φ−1(L).
Observe that φ−1(L) is a hyperplane parallel to the horizontal hyperplaneH ′, by the definition
of O. Using this fact, the reader can check that if α
(H)
µ (MBQ) < ε, then α
(H′)
µ (φ−1(MBQ)) <
c′′ε.
7. The approximating measure
From now on, in order to prove Proposition 4.1 for a given R ∈ Nice, we assume that
A(xR) = Id and that H is the horizontal hyperplane through the origin. Recall also that we
assume A to be symmetric. In this section we will construct a measure σ which should be
considered as an approximation of µ, in a sense.
For every Q ∈ ChStop(R), R ∈ Nice, let LQ be a hyperplane parallel to H = {x ∈
Rn+1 : xn+1 = 0} such that αLQµ (MBQ) ≤ Cε. Let ε˜, t > 0 be some parameters to be
chosen later, with ε ≪ ε˜ ≪ t ≪ 1 and such that βLQ∞,µ(MBQ) + βLQ∞,µ(BQ) ≤ ε˜/10 for all
Q ∈ ChStop(R), R ∈ Nice.
Denote
Q(t) = {x ∈ Q : dist(x, suppµ \Q) ≥ t ℓ(Q)}.
Now for Q ∈ ChStop(R) with R ∈ Nice, set µ˜Q = µ|Q(t) and µ˜ =
∑
Q∈ChStop(R)
µ˜Q. Let ϕ be some
C∞ radial function supported on B(0, 1) such that
´
ϕ(x)dHn|H(x) = 1 and, for r > 0, set
ϕr(x) = r
−nϕ(x/r). Denote by ΠLQ the orthogonal projection on LQ, define
σ˜Q = ΠLQ♯µ|Q(t) and σQ = (σ˜Q ∗ ϕ2ε˜ℓ(Q))Hn|LQ ,
and then set
σ =
∑
Q∈ChStop(R)
σQ.
Observe that ‖σQ‖ = ‖σ˜Q‖ = ‖µQ(t)‖ for every Q ∈ ChStop(R), so
‖σ‖ = ‖µ˜‖.
Moreover, using the thin boundary condition and the abundance parameter η,
(7.1)
‖µ˜−µ|R‖ ≤ µ
(
R \
⋃
Q∈ChStop(R)
Q
)
+
∑
Q∈ChStop(R)
µ(Q \Q(t)) ≤ η1/2µ(R)+Ctγ0µ(R) . tγ0µ(R),
taking η ≪ t.
Note also that, for each Q ∈ ChStop(R), by the definition of σQ,
(7.2) suppσQ ⊂ U3ε˜ℓ(Q)(suppΠLQ♯µ|Q(t)) ⊂ U3ε˜ℓ(Q)(U3ε˜ℓ(Q)(Q(t))) = U6ε˜ℓ(Q)(Q(t)).
As a consequence, for P,Q ∈ ChStop(R) with P 6= Q, we have
dist(suppσP , suppσQ) ≥ dist
(U6ε˜ℓ(P )(P(t)),U6ε˜ℓ(Q)(Q(t))) ≥ dist(P(t), Q(t))− 6ε˜ (ℓ(P ) + ℓ(Q))
≥ t max(ℓ(P ), ℓ(Q)) − 6ε˜ (ℓ(P ) + ℓ(Q)) ≥ t
2
max(ℓ(P ), ℓ(Q)).
(7.3)
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We will need the following lemma:
Lemma 7.1. Let Q ∈ ChStop(R). If f ∈ Lipα
(
U10ε˜ℓ(Q)
(
Q(t)
))
, then∣∣∣∣ˆ f(x)d(σQ − µ˜Q)(x)∣∣∣∣ .Mα Lipα(f)ε˜αℓ(Q)αµ(Q).
Proof. Write∣∣∣∣ˆ fd(σQ − µ˜Q)∣∣∣∣ ≤ ∣∣∣∣ˆ fd(σQ − σ˜Q)∣∣∣∣+ ∣∣∣∣ˆ fd(σ˜Q − µ˜Q)∣∣∣∣ = T1 + T2.
By the definition of σ˜Q and the fact that Q ∈ ChStop(R) and therefore β∞,µ(MBQ) ≤ ε˜,
T2 =
∣∣∣∣ˆ (f(ΠLQ(x)) − f(x))dµ˜Q(x)∣∣∣∣ .Mα Lipα(f)ε˜αℓ(Q)αµ(Q).
For the other term, by Fubini
T1 =
∣∣∣∣ˆ f(y)dσ˜Q(y)− ˆ f(y)d(σ˜Q ∗ ϕ2ε˜ℓ(Q))Hn|LQ(y)∣∣∣∣
=
∣∣∣∣ˆ (f(y)− f ∗ (ϕ2ε˜ℓ(Q)Hn|LQ)(y))dσ˜Q(y)∣∣∣∣
≤
ˆ
sup
|z|≤2ε˜ℓ(Q)
∣∣f(y)− f(y + z)∣∣dσ˜Q(y) .Mα Lipα(f)ε˜αℓ(Q)αµ(Q). 
Next we show that σ has n-growth.
Lemma 7.2. The measure σ has polynomial growth of degree n. That is,
σ(B(x, r)) ≤ C rn for all x ∈ Rn+1, r > 0.
Proof. First we will check that σQ has n-growth for each Q ∈ ChStop(R). Denoting gQ =
σ˜Q ∗ ϕ2ε˜ℓ(Q) and since σQ = gQHn|LQ , this is equivalent to showing that ‖gQ‖∞ . 1. To
prove this, for x ∈ LQ, using that ΠLQ(x) = x, we write
gQ(x) =
ˆ
ϕ2ε˜ℓ(Q)(x− y) dΠLQ♯µ|Q(t)(y) =
ˆ
ϕ2ε˜ℓ(Q)(x−ΠLQ(y)) dµ|Q(t)(y)
=
ˆ
Q(t)
(
ϕ2ε˜ℓ(Q) ◦ΠLQ
)
(x− y) dµ(y) . 1
(ε˜ℓ(Q))n
µ
(
Q ∩Π−1LQ
(
B(x, 2ε˜ℓ(Q))
))
.
Since β
LQ
∞,µ(BQ) ≤ ε˜/10, there is some constant C depending at most on n such that
µ
(
Q ∩Π−1LQ
(
B(x, 2ε˜ℓ(Q)
)) ≤ µ(B(x,C ε˜ℓ(Q))) . (ε˜ℓ(Q))n,
which ensures that ‖gQ‖∞ . 1, as wished.
Next, for a fixed ball B(x, r), let I be the family of cubes Q ∈ ChStop(R) such that
2BQ ∩B(x, r) 6= ∅. We split I = I1 ∪ I2, where I1 is the subfamily of the cubes from I with
side length at most r and I2 = I \ I1. Then we have
σ(B(x, r)) ≤
∑
Q∈I1
‖σQ‖+
∑
Q∈I2
σQ(B(x, r)).
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For each Q ∈ I1, we have suppσQ ⊂ 2BQ ⊂ B(x, 4r), and thus∑
Q∈I1
‖σQ‖ ≤ C
∑
Q∈I1
µ(Q) ≤ Cµ(B(x, 4r)) ≤ C rn.
On the other hand, it is immediate to check that there is a bounded number of cubes Q ∈ I2,
with the bound depending on the parameters of the lattice Dµ and thus on the AD-regularity
constant of µ. Hence, using also the n-growth of σQ,∑
Q∈I2
σQ(B(x, r)) ≤ C
∑
Q∈I2
rn ≤ C rn,
which completes the proof of the lemma. 
8. Approximation argument and reflection
8.1. The matrix Â and its associated operators T̂ and S. Recall that we assume that
A is a symmetric matrix such that A(xR) = Id. Given a parameter ∆ ∈ (0, 1/10) to be
chosen below, we set d = ∆ℓ(R) and we assume that a “good” approximating hyperplane
for suppµ ∩ BR is LR = {x ∈ Rn+1 : xn+1 = 2d}. That is, αLRµ (MBR) ≤ ε. We also take
H = {x ∈ Rn+1 : xn+1 = 0}, so that LR is a translation of H along the (n+ 1)-th direction.
Further, we suppose that BR ⊂ B(0, 2ℓ(R)).
Given x ∈ Rn+1 we denote by x∗ the reflection of x with respect to H, that is x∗ =
(x1, x2, . . . , xn,−xn+1). Now we define a matrix Â which satisfies some kind of invariance
under this reflection. First, we consider an auxiliary matrix B defined on {x : xn+1 ≥ 0} by
B(x) =

A(x) if xn+1 ≥ d
A(x)xn+1d + Id
(
1− xn+1d
)
if 0 ≤ xn+1 ≤ d.
Notice that B(0) = Id. For xn+1 < 0 we set
B(x) =

b1,1(x
∗) · · · b1,n(x∗) −b1,n+1(x∗)
b2,1(x
∗) · · · b2,n(x∗) −b2,n+1(x∗)
...
. . .
...
...
bn,1(x
∗) · · · bn,n(x∗) −bn,n+1(x∗)
−bn+1,1(x∗) · · · −bn+1,n(x∗) bn+1,n+1(x∗)
 ,
where bij(x
∗) are the coefficients of B(x∗). In this way, for φ(x) = x∗, it holds
B = |detD(φ)|D(φ−1)(B◦φ)D(φ−1)T .
Observe that
D(φ−1) = D(φ−1)T =

1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
0 0 · · · 0 −1
 .
GRADIENTS OF SINGLE LAYER POTENTIALS AND UNIFORM RECTIFIABILITY 27
Next we define
Â(x) =

B(x) if |x| ≤ 100ℓ(R),(
2− |x|100ℓ(R)
)
B(x) +
(
|x|
100ℓ(R) − 1
)
Id if 100ℓ(R) ≤ |x| ≤ 200ℓ(R)
Id if |x| ≥ 200ℓ(R)
Note that, for φ(x) = x∗, we still have
Â = |detD(φ)|D(φ−1)(Â◦φ)D(φ−1)T .
So, denoting D = D(φ−1) = D(φ−1)T , we have
(8.1) Â(x) = D Â(x∗)D.
Lemma 8.1. For ℓ(R) small enough, the matrix Â(x) just defined is Ho¨lder continuous with
exponent α/2 in R.
Proof. As a first step, we prove that the auxiliary matrix B defined above is Cα/2 inside the
ball B(0, 200ℓ(R)). Because of the definition of B, it suffices to check the Ho¨lder regularity
condition for 0 ≤ xn+1, yn+1 ≤ d. In this case∣∣B(x)−B(y)∣∣ = ∣∣∣A(x)xn+1
d
−A(y)yn+1
d
+ Id
(
1− xn+1
d
)
− Id
(
1− yn+1
d
)∣∣∣
=
∣∣∣(A(x)− Id)xn+1
d
− (A(y)− Id)yn+1
d
∣∣∣
≤ |xn+1 − yn+1|
d
|A(x)− Id|+ yn+1
d
|A(x)−A(y)|
≤ C |xn+1 − yn+1|
d
ℓ(R)α + C |x− y|α,
where we took into account that
|A(x) − Id| = |A(x) −A(xR)| ≤ C ℓ(R)α.
Now we write
|xn+1 − yn+1|
d
ℓ(R)α ≤ |xn+1 − yn+1|
α
dα
ℓ(R)α =
1
∆α
|xn+1−yn+1|α ≤ ℓ(R)
α/2
∆α
|xn+1−yn+1|α/2.
Thus for ℓ(R) small enough, we have ℓ(R)α/2/∆α ≤ 1 and we get∣∣B(x)−B(y)∣∣ ≤ C |x− y|α/2 + C |x− y|α ≤ C |x− y|α/2,
since |x− y| . ℓ(R) . 1. This proves the (α/2)-Ho¨lder regularity in the ball B(0, 200ℓ(R)).
The next step is to prove that the matrix Â is Cα/2 inside the ball B(0, 200ℓ(R)). The reg-
ularity inside B(0, 100ℓ(R)) follows from the regularity of B. Consider x, y ∈ B(0, 200ℓ(R)) \
B(0, 100ℓ(R)). Exploiting the definition of Â together with the Ho¨lder regularity of the matrix
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B inside B(0, 200ℓ(R)) we have∣∣Â(x)− Â(y)∣∣ = ∣∣∣(2− |x|
100ℓ(R)
)
B(x)−
(
2− |y|
100ℓ(R)
)
B(y) +
( |x| − |y|
100ℓ(R)
)
Id
∣∣∣
≤ 2|B(x)−B(y)|+
∣∣∣(B(x)− Id) |x|
100ℓ(R)
− (B(y)− Id) |y|
100ℓ(R)
∣∣∣
≤ 2|B(x)−B(y)|+ |B(x)− Id|
∣∣|x| − |y|∣∣
100ℓ(R)
+ |B(x)−B(y)| |y|
100ℓ(R)
≤ C|x− y|α/2 + |B(x)− Id| |x− y|
100ℓ(R)
+ C|x− y|α/2 |y|
100ℓ(R)
so that, being x, y ∈ B(0, 200ℓ(R)) and B(0) = Id, we can write∣∣Â(x)− Â(y)∣∣ ≤ C|x− y|α/2 + C|x|α/2 |x− y|
100ℓ(R)
+ C|x− y|α/2 |y|
100ℓ(R)
≤ C|x− y|α/2 + Cℓ(R)α/2 |x− y|
α/2
ℓ(R)α/2
+ C|x− y|α/2 ≤ C|x− y|α/2.
The matrix Â is trivially Cα/2 in Rn+1 \B(0, 200ℓ(R)). To finish the proof, take x with |x| ≤
200ℓ(R), y with |y| ≥ 200ℓ(R) and choose a point y˜ with |y˜| = 200ℓ(R) and |x− y˜| ≤ |x− y|.
Then write∣∣Â(x)− Â(y)∣∣ = ∣∣Â(x)− Id| = ∣∣Â(x)− Â(y˜)∣∣ ≤ C|x− y˜|α/2 ≤ C|x− y|α/2. 
From now on we assume that ℓ(R) ≤ 1 so that the estimates in Lemma 2.2 hold for all
x, y ∈ R. Also, the estimates in Lemma 2.2 and Lemma 2.3 hold for Â with α/2 replacing α.
Further, we will take 0 < ε≪ ∆≪ 1, so that A(x) = Â(x) for all x in a neighborhood of R.
Let E Â be the fundamental solution associated with LÂ, set K̂(x, y) = ∇1 E Â(x, y), and
define
T̂µ(x) =
ˆ
K̂(x, y)dµ(y).
Note that, by (8.1) and Lemma 5.2, for x, y ∈ Rn+1 we have
(8.2)
E Â(x, y) = E Â(x∗, y∗) and K̂(x, y) = ∇1 E Â(x, y) = D∇1 E Â(x∗, y∗) = D K̂(x∗, y∗).
Define now the operator
Sµ(x) =
ˆ
KS(x, y)dµ(y),
associated with the kernel
KS(x, y) = K̂(x, y) − K̂(x∗, y),
so that
Sµ(x) = T̂ µ(x)− T̂ µ(x∗).
Remark 8.1. The operators T̂µ and Sµ are bounded in L
2(µ|R). Indeed, the L2(µ|R) bound-
edness of T̂µ follows from the one of Tµ and the fact that the difference between their kernels
is bounded in modulus by 1/|x− y|n−α/2, by a freezing argument using Lemma 2.3. Then to
prove the L2(µ|R) boundedness of Sµ it suffices to show that the operator Uµ defined by
Uµf(x) = T̂µf(x
∗)
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is bounded in L2(µ|R). To show this, writeˆ
R
|Uµf(x)|2 dµ(x) =
ˆ
R
|T̂µf(x∗)|2 dµ(x) =
ˆ
|T̂µf(y)|2 dφ♯µ(y),
where φ♯µ is the image measure of µ|R by the reflection φ : x 7→ x∗. Since T̂µ is bounded
in L2(µ|R) and φ♯µ has n-polynomial growth, it follows that T̂µ is bounded from L2(µ|R) to
L2(φ♯µ), which implies that Uµ is bounded in L
2(µ|R), as wished.
Recall that H = {x : xn+1 = 0}. We denote by ΠH the orthogonal projection on H, we set
T̂Hµ(x) = ΠH(T̂ µ(x)), S
Hµ(x) = ΠH(Sµ(x)),
and we define similarly T̂Hµ , S
H
µ , etc. The kernel of T̂
H is K̂H(x, y) := ΠH(K̂(x, y)) and the
one of SH is KHS (x, y) := ΠH(KS(x, y)). Note that, from the second identity in (8.2), we get
(8.3) K̂H(x, y) = K̂H(x∗, y∗) for all x, y ∈ Rn+1 with x 6= y.
8.2. The approximation lemmas. This section is devoted to announce some technical
approximation lemmas.
Lemma 8.2 (First Approximation Lemma). For every R ∈ Nice we have
(8.4) ‖T̂ σ‖2L2(σ) ≤ C µ(R)
and
(8.5) ‖Sσ‖2L2(σ) ≤ C µ(R).
For the horizontal operator SH we have a much better estimate:
Lemma 8.3 (Second Approximation Lemma). Let R ∈ Nice. Let ε1, ε2 > 0 and suppose that
‖TRµ‖2L2(µ) ≤ ε1 µ(R). Then
(8.6) ‖SHσ‖2L2(σ) ≤ ε2 µ(R),
if ε1, ℓ(R), t, and ∆ are small enough and M is big enough.
Essentially, the estimates in the above lemmas hold because σ is a very good approximation
of the measure µ at the scales and location of Tree(R). Further, in the case of Lemma 8.3 the
reflection involved in the definition of S plays an essential role in the localization that allows
to transfer the estimates from the measure µ to the compactly supported measure σ with a
small error.
The proof of Lemmas 8.2 and 8.3 follows from the next three auxiliary lemmas.
Lemma 8.4. Let R ∈ Nice and let
f =
∑
Q∈ChStop(R)
mµ,Q(Sµ)χQ and f
H =
∑
Q∈ChStop(R)
mµ,Q(S
Hµ)χQ.
Then,
‖TRµ− f‖2L2(µ) . µ(R),
and, for any ε3 > 0,
(8.7) ‖THR µ− fH‖2L2(µ) ≤ ε3 µ(R),
if ε, ε˜, and ℓ(R) are small enough and M is big enough.
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Lemma 8.5. Let R ∈ Nice, denote
f˜ =
∑
Q∈ChStop(R)
mµ,Q(Sµ˜)χQ and f˜
H =
∑
Q∈ChStop(R)
mµ,Q(S
H µ˜)χQ,
and let f , fH be as in Lemma 8.4. Then, for any ε4 > 0, if t and ∆ are small enough,
‖f˜ − f‖2L2(µ) + ‖f˜H − fH‖2L2(µ) ≤ ε4 µ(R).
Lemma 8.6. Let R ∈ Nice and f˜ , f˜H be as in Lemmas 8.4 and 8.5. Also, set
h˜ =
∑
Q∈ChStop(R)
mµ,Q(T̂ µ˜)χQ.
Then, for any ε5 > 0 we have
(8.8) ‖T̂ σ‖2L2(σ) ≤ C ‖h˜‖2L2(µ) + ε5 µ(R),
(8.9) ‖Sσ‖2L2(σ) ≤ C ‖f˜‖2L2(µ) + ε5 µ(R),
and
(8.10) ‖SHσ‖2L2(σ) ≤ C ‖f˜H‖2L2(µ) + ε5 µ(R)
if ε, ε˜, t and ℓ(R) are small enough.
Proof of the Approximation Lemmas 8.2, 8.3 using Lemmas 8.4, 8.5, 8.6. The estimates (8.5)
and (8.6) follow just by an immediate application of the three auxiliary lemmas and the trian-
gle inequality. For example, to show (8.6), assume ‖TRµ‖2L2(µ) ≤ ε1 µ(R) and then by (8.10),
(8.7), and Lemma 8.5,
‖SHσ‖2L2(σ) ≤ C‖f˜H‖2L2(µ) + ε5µ(R)
≤ C‖THR µ‖2L2(µ) +C‖THR µ− fH‖2L2(µ) + C‖fH − f˜H‖2L2(µ) + ε5µ(R)
. (ε1 + ε3 + ε4 + ε5)µ(R).
The proof of (8.5) is analogous.
To show (8.4) we just apply (8.8) and use the fact that T̂µ is bounded in L
2(µ|R):
‖T̂ σ‖2L2(σ) ≤ C ‖h˜‖2L2(µ) + ε5 µ(R) = C
∥∥∥ ∑
Q∈ChStop(R)
mµ,Q(T̂ µ˜)χQ
∥∥∥2
L2(µ)
+ ε5 µ(R)
≤ C ‖T̂ µ˜‖2L2(µ|R) + ε5 µ(R) . µ(R). 
8.3. Proof of Lemma 8.4. First we set T̂ φµ(x) = T̂ µ(φ(x)) = T̂ µ(x∗) and T̂ φ,Hµ(x) =
T̂Hµ(φ(x)) = T̂Hµ(x∗), so that Sµ(x) = T̂ µ(x)− T̂ φµ(x) and SHµ(x) = T̂Hµ(x)− T̂ φ,Hµ(x).
In what follows we write mQ(f) = mµ,Q(f) to simplify the notation. Denote by x
′
R the
orthogonal projection of xR on LR. Notice that
|x′R − xR| . αLRµ (2BR)1/(n+1)ℓ(R) . (Mn+1ε)1/(n+1)ℓ(R)≪ ℓ(R).
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Consider a C1 function χ˜M,R, radial with respect to x
′
R, and such that χB(x′R,Mℓ(R)/2) ≤
χ˜M,R ≤ χB(x′R, 34Mℓ(R)) and ‖∇χ˜M,R‖∞ . (Mℓ(R))−1. For x ∈ Q ∈ ChStop(R) and M > 1,
we split the difference TRµ(x)− f(x) as follows:
TRµ(x)− f(x) = mQ(Tµ)−mR(Tµ)−mQ(Sµ)
= mQ(Tµ)−mR(Tµ)−mQ(T̂ µ) +mQ(T̂ φµ)
= mQ(Tµχ˜M,R) +mQ(Tµ(1− χ˜M,R))−mR(Tµχ˜M,R)
−mR(Tµ(1− χ˜M,R))−mQ(T̂µχ˜M,R)−mQ(T̂µ(1− χ˜M,R))
+mQ(T̂
φ
µ χ˜M,R) +mQ(T̂
φ
µ (1− χ˜M,R)),
so that we have∣∣TRµ(x)− f(x)∣∣ ≤ |mQ(Tµχ˜M,R)−mQ(T̂µχ˜M,R)|
+ |mQ(Tµ(1− χ˜M,R))−mR(Tµ(1− χ˜M,R))|
+ |mQ(T̂ φµ (1− χ˜M,R))−mQ(T̂µ(1− χ˜M,R))|
+ |mR(Tµχ˜M,R)|+ |mQ(T̂ φµ χ˜M,R)|
=: I1 + I2 + I3 + I4 + I5.
(8.11)
We perform the analogous splitting for
∣∣THR µ(x)− fH(x)∣∣, so that we have∣∣THR µ(x)− fH(x)∣∣ ≤ IH1 + IH2 + IH3 + IH4 + IH5 ,
with
IH1 = |mQ(THµ χ˜M,R)−mQ(T̂Hµ χ˜M,R)|,
IH2 = |mQ(THµ (1− χ˜M,R))−mR(THµ (1− χ˜M,R))|,
IH3 = |mQ(T̂ φ,Hµ (1− χ˜M,R))−mQ(T̂Hµ (1 − χ˜M,R))|,
IH4 = |mR(THµ χ˜M,R)|,
IH5 = |mQ(T̂ φ,Hµ χ˜M,R)|.
Obviously, IHi ≤ Ii for each i.
Estimate of I2. Notice that for x
′ ∈ Q,
|mQ(Tµ(1− χ˜M,R))−mR(Tµ(1− χ˜M,R))|
≤ 1
µ(Q)
ˆ
Q
∣∣Tµ(1− χ˜M,R)(x)− Tµ(1− χ˜M,R)(x′)∣∣ dµ(x)
+
1
µ(R)
ˆ
R
∣∣Tµ(1− χ˜M,R)(x)− Tµ(1− χ˜M,R)(x′)∣∣ dµ(x)
≤ 2 sup
y,y′∈R
|Tµ(1− χ˜M,R)(y)− Tµ(1− χ˜M,R)(y′)|
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and to estimate this supremum, observe that for y, y′ ∈ R, by Lemma 2.2,
|Tµ(1− χ˜M,R)(y)− Tµ(1− χ˜M,R)(y′)| ≤
ˆ(
1
2MBR
)c |K(y, z)−K(y′, z)|dµ(z)
.
ˆ(
1
2MBR
)c ℓ(R)α|xR − z|n+α dµ(z) .M−α,
where the last inequality follows by standard estimates using the growth of the measure µ.
Therefore
I2 = |mQ(Tµ(1− χ˜M,R))−mR(Tµ(1− χ˜M,R))| .M−α.
Estimate of I3. By Lemma 2.2 and standard arguments,
I3 =
1
µ(Q)
∣∣∣∣ˆ
Q
(
T̂µ(1− χ˜M,R)(x∗)− T̂µ(1− χ˜M,R)(x)
)
dµ(x)
∣∣∣∣
≤ sup
x∈Q
∣∣T̂µ(1− χ˜M,R)(x∗)− T̂µ(1− χ˜M,R)(x)∣∣
≤ sup
x∈Q
ˆ(
1
2MBR
)c |K̂(x, y)− K̂(x∗, y)|dµ(y)
.
ˆ(
1
2MBR
)c ∆α/2ℓ(R)α/2|xQ − y|n+α/2dµ(y) . ∆
α/2
Mα/2
.
Estimate of I1. This term is estimated by a freezing argument. Indeed, recalling that
ε≪ ∆, we have Â(x) = A(x) for all x ∈ Q, and thus
|∇1 EA(x, y)−∇1 E Â(x, y)| ≤ |∇1 EA(x, y) −∇1Θ(x, y;A(x))|
+ |∇1 E Â(x, y)−∇1Θ(x, y; Â(x))| .
1
|x− y|n−α/2 ,
Integrating with respect to y ∈MBR we derive
|Tµχ˜M,R(x)− T̂µχ˜M,R(x)| .
ˆ
MBR
dµ(y)
|x− y|n−α/2 . (Mℓ(R))
α/2,
and so
I1 = |mQ(Tµχ˜M,R)−mQ(T̂µχ˜M,R)| . (Mℓ(R))α/2 ≤ ε3,
for ℓ(R) small enough (depending on M).
Estimate of I4. We write
mR(Tµχ˜M,R) = mR(Tµ(χ˜M,R − χR)) +mR(TµχR).
Concerning the term mR(TµχR), the antisymmetric part of the kernel of Tµ does not con-
tribute to the average, hence we can write
mR(TµχR) =
1
2µ(R)
¨
R×R
(K(y, z) +K(z, y)) dµ(y)dµ(z).
Using now the estimate (2.6) and the n-growth of the measure µ, for any y ∈ R we getˆ
R
|K(y, z) +K(z, y)|dµ(z) .
ˆ
R
dµ(z)
|y − z|n−α . ℓ(R)
α,
GRADIENTS OF SINGLE LAYER POTENTIALS AND UNIFORM RECTIFIABILITY 33
and so
(8.12) |mR(TµχR)| . ℓ(R)α.
To conclude with I4 it remains to estimate |mR(Tµ(χ˜M,R − χR))|. Given some small con-
stant κ ∈ (0, 1/10) to be chosen below, let χ˜κ,R be a C1 function which equals 1 on Uκℓ(R)(R),
vanishes out of Uκ2ℓ(R)(R) and satisfies ‖∇χ˜κ,R‖∞ . (κℓ(R))−1, and denote ϕ = χ˜M,R− χ˜κ,R.
In particular we have
χ˜M,R − χR = ϕ+ χ˜κ,R − χR.
Then we split as follows:∣∣∣∣ˆ
R
Tµ(χ˜M,R − χR)dµ
∣∣∣∣ ≤ ∣∣∣∣ˆ
R
Tµϕ dµ
∣∣∣∣+ ˆ
R
|Tµ(χ˜κ,R − χR)| dµ =: A+B.
The Cauchy-Schwarz inequality and the thin boundary condition (2.2) of R give us the
estimate
B ≤ ‖Tµ(χ˜κ,R − χR)‖L2(µ|R) µ(R)1/2 . ‖χ˜κ,R − χR‖L2(µ) µ(R)1/2(8.13)
≤ µ (U2κℓ(R)(R) \R)1/2 µ(R)1/2 . κγ0/2µ(R).
Now it remains to estimate the term A. We consider another auxiliary function ϕ˜ supported
on Uκℓ(R)/4(R) such that ϕ˜ ≡ 1 on Uκℓ(R)/8(R) and ‖∇ϕ˜‖∞ . (κℓ(R))−1. Write
(8.14) A =
∣∣∣∣ˆ
R
Tµϕ dµ
∣∣∣∣ ≤ ∣∣∣∣ˆ ϕ˜ Tµϕ dµ∣∣∣∣+ ∣∣∣∣ˆ (χR − ϕ˜)Tµϕ dµ∣∣∣∣
For the second term above, notice that the definition of ϕ˜ and the thin boundary condition
imply that ‖χR − ϕ˜‖L2(µ) . κγ0/2µ(R)1/2. Therefore,∣∣∣∣ˆ (χR − ϕ˜)Tµϕ dµ∣∣∣∣ . ‖ϕ‖L2(µ) ‖χR − ϕ˜‖L2(µ)
. µ
(
B(x′R,
3
4Mℓ(R))
)1/2
κγ0/2µ(R)1/2 .M1/2κγ0/2µ(R).
(8.15)
To treat the first term in (8.14), taking cR ≥ 0, split it as follows∣∣∣∣ˆ ϕ˜ Tµϕ dµ∣∣∣∣ ≤ ∣∣∣∣ˆ ϕ˜ Tµϕ d (µ− cRHn|LR)∣∣∣∣+ ∣∣∣∣cR ˆ ϕ˜ Tµ−cRHn|LRϕ dHn|LR
∣∣∣∣
+
∣∣∣∣cR ˆ ϕ˜ TcRHn|LRϕ dHn|LR
∣∣∣∣ =: A1 +A2 +A3.(8.16)
To estimate A1 we would like to use the α-numbers. However, we can only guarantee
that Tµϕ is Ho¨lder continuous on supp ϕ˜. So we convolve this function with a non-negative,
radial, C∞ function θ supported on B(0, κˆℓ(R)), and such that
´
θ dLn+1 = 0 and ‖∇θ‖∞ .
(κˆℓ(R))−n+2, with κˆ ∈ (0, κ/20) to be chosen. Then we write
A1 ≤
∣∣∣∣ˆ ϕ˜ [θ ∗ Tµϕ] d (µ− cRHn|LR)∣∣∣∣+ ∣∣∣∣ˆ ϕ˜ [Tµϕ− θ ∗ Tµϕ] d (µ− cRHn|LR)∣∣∣∣
=: A1,1 +A1,2.
We turn first our attention to A1,1:
(8.17) A1,1 ≤
∥∥∇(ϕ˜ [θ ∗ Tµϕ])∥∥∞Mn+1ℓ(R)n+1αLRµ (MBR).
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Notice that∥∥∇(ϕ˜ [θ ∗ Tµϕ])∥∥∞ ≤ ∥∥∇(θ ∗ Tµϕ)]∥∥∞,supp ϕ˜ + ‖∇ϕ˜‖∞‖θ ∗ Tµϕ‖∞,supp ϕ˜.
Since dist(suppϕ, supp ϕ˜) ≥ κℓ(R)/4 and supp θ ⊂ B(0, κℓ(R)/20), we derive
‖θ ∗ Tµϕ‖∞,supp ϕ˜ .
µ
(
B(x′R,Mℓ(R))
)
(κ ℓ(R))n
.
Mn
κn
and ∥∥∇(θ ∗ Tµϕ)∥∥∞,supp ϕ˜ . Mnκn ‖∇θ‖1 . Mnκn κˆ ℓ(R) .
Hence, using also that ‖∇ϕ˜‖∞ . (κℓ(R))−1,∥∥∇(ϕ˜ [θ ∗ Tµϕ])∥∥∞ . Mnκn κˆ ℓ(R) + Mnκn+1ℓ(R) . Mnκn κˆ ℓ(R) .
Plugging this estimate into (8.17), we obtain
A1,1 . ε
M2n+1
κˆκn
µ(R).
Concerning the term A1,2, we have
A1,2 ≤
ˆ
ϕ˜
∣∣Tµϕ− θ ∗ Tµϕ∣∣ d∣∣µ− cRHn|LR∣∣ . ∥∥Tµϕ− θ ∗ Tµϕ∥∥∞,supp ϕ˜ ℓ(R)n.
For each x ∈ supp ϕ˜, we write
|Tµϕ(x) − θ ∗ Tµϕ(x)| ≤ sup
y∈B(x,κˆℓ(R))
|Tµϕ(x)− Tµϕ(y)|
≤ sup
y∈B(x,κˆℓ(R))
ˆ
suppϕ
|K(x, z) −K(y, z)| dµ(z).
Using the fact that dist(x, suppϕ) ≥ κℓ(R) and the Ho¨lder continuity of K, for x and y as
above we getˆ
suppϕ
|K(x, z) −K(y, z)| dµ(z) .
ˆ
|x−z|≥κℓ(R)
(κˆℓ(R))α
|x− z|n+α dµ(z) .
κˆα
κα
,
and thus
A1,2 .
κˆα
κα
ℓ(R)n.
Together with the estimates for A1,1, choosing κˆ = κ
2, this gives
A1 ≤ A1,1 +A1,2 . µ(R)
(
ε
M2n+1
κn+2
+ κα
)
.
To deal with A2, we write
A2 =
∣∣∣∣cR ˆ ϕ˜(x)Tµ−cRHn|LRϕ(x) dHn|LR(x)
∣∣∣∣ ≈ ∣∣∣∣ˆ T ∗Hn|LR ϕ˜(x) d(µ − cRHn|LR)(x)
∣∣∣∣ ,
where T ∗ denotes the transpose of the gradient of the single layer potential. Arguing as for
the term A1, essentially reversing the roles of ϕ and ϕ˜, we get
A2 . µ(R)
(
ε
Mn+1
κn+2
+Mn κα
)
.
We leave the details for the reader.
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Now we will estimate the term A3 in (8.16). To this end, first we take into account that∣∣∣∣ˆ ϕ˜ THn|LR ϕ˜ dHn|LR
∣∣∣∣ . ℓ(R)n+α.
This follows by the same argument used to prove that |mR(TµχR)| . ℓ(R)α in (8.12). Then
we have
A3 ≈
∣∣∣∣ˆ ϕ˜ THn|LRϕ dHn|LR
∣∣∣∣
. ℓ(R)n+α +
∣∣∣∣ˆ ϕ˜ THn|LR (ϕ+ ϕ˜) dHn|LR
∣∣∣∣
≤ ℓ(R)n+α +
∣∣∣∣ˆ ϕ˜ THn|LR χ˜M,R dHn|LR
∣∣∣∣+ ∣∣∣∣ˆ ϕ˜ THn|LR (χ˜M,R − ϕ− ϕ˜) dHn|LR
∣∣∣∣
= ℓ(R)n+α +A3,1 +A3,2.
The Cauchy-Schwarz inequality and the L2(Hn|LR)-boundedness of THn|LR imply
A3,2 . ‖χ˜M,R − ϕ− ϕ˜‖L2(Hn|LR ) ℓ(R)
n/2 = ‖χ˜κ,R − ϕ˜‖L2(Hn|LR ) ℓ(R)
n/2.
To estimate ‖χ˜κ,R − ϕ˜‖L2(Hn|LR) we use the α-numbers and the thin boundary condition of
R with respect to µ:
‖χ˜κ,R − ϕ˜‖2L2(Hn|LR) ≤
ˆ
|χ˜κ,R − ϕ˜|2 dµ +
∣∣∣∣ˆ |χ˜κ,R − ϕ˜|2 d(µ −Hn|LR)∣∣∣∣
. µ
(U2κℓ(R)(R) \R)+ αLRµ (MBR) (Mℓ(BR))n+1 ‖∇(|χ˜κ,R − ϕ˜|2)‖∞
. κγ0 µ(R) + εMn+1 κ−1 ℓ(R)n.
where we took into account that ‖∇(|χ˜κ,R − ϕ˜|2)‖∞ . (κℓ(R))−1. Thus,
A3,2 .
(
κγ0/2 + ε1/2M (n+1)/2 κ−1/2
)
µ(R).
Next we deal with A3,1. To this end, we write
A3,1 . sup
x∈LR∩B(x′R,2ℓ(R))
|THn|LR χ˜M,R(x)| µ(R)
. sup
x∈LR∩B(x′R,2ℓ(R))
|Tx,Hn|LR χ˜M,R(x)| µ(R) +M
n+αℓ(R)αµ(R),
(8.18)
where Tx denotes the frozen operator. To simplify notation we denote byKx(·) = ∇1Θ(·, 0;A(x))
its kernel. For any x ∈ LR ∩B(x′R, 2ℓ(R)), by the change of variable z = 2x− y,
(8.19)
Tx,Hn|LR
χ˜M,R(x) =
ˆ
Kx(x− y) χ˜M,R(y) dHn|LR(y) =
ˆ
Kx(z−x) χ˜M,R(2x− z) dHn|LR(z).
Hence,
2Tx,Hn|LR
χ˜M,R(x) =
ˆ
Kx(x− y) χ˜M,R(y) dHn|LR(y)
+
ˆ
Kx(y − x) χ˜M,R(2x− y) dHn|LR(y)
=
ˆ
Kx(x− y)
(
χ˜M,R(y)− χ˜M,R(2x− y)
)
dHn|LR(y).
(8.20)
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To estimate the last integral, recall that χ˜M,R is radial with respect to x
′
R, and hence
χ˜M,R(2x− y) = χ˜M,R(2x′R − (2x− y)) = χ˜M,R(y + 2(x′R − x)).
Thus, for all x ∈ LR ∩B(x′R, 2ℓ(R)),
supp
(
χ˜M,R − χ˜M,R(2x− ·)
) ⊂ A(x′R, 12Mℓ(R), 2Mℓ(R)).
Also, for all y ∈ LR, since χ˜M,R is Lipschitz with constant c/(Mℓ(R)),∣∣χ˜M,R(y)− χ˜M,R(2x− y)∣∣ = ∣∣χ˜M,R(y)− χ˜M,R(y + 2(x′R − x))∣∣ . |x′R − x|M ℓ(R) . 1M .
So we get
(8.21) |Tx,Hn|LR χ˜M,R(x)| .
1
M
ˆ
A
(
x′R,
1
2Mℓ(R),2Mℓ(R)
) |Kx(x− y)| dHn|LR(y) . 1M .
Together with (8.18), this gives
A3,1 .
(
Mn+αℓ(R)α +M−1
)
µ(R).
Now, gathering this estimate with the one of A3,2, we get
A3 .
(
κγ0/2 + ε1/2M (n+1)/2 κ−1/2 +Mn+αℓ(R)α +M−1 + ℓ(R)α
)
µ(R),
and then, by (8.15),
A .M1/2κγ0/2µ(R) +A1 +A2 +A3
.M1/2κγ0/2µ(R) +
(
ε
M2n+1
κn+2
+ κα
)
µ(R) +
(
ε
Mn+1
κn+2
+Mn κα
)
µ(R)
+
(
κγ0/2 + ε1/2M (n+1)/2 κ−1/2 +Mn+αℓ(R)α +M−1 + ℓ(R)α
)
µ(R).
Note that if M is chosen big enough, then κ and ℓ(R) small enough, and finally ε small
enough (in this order), we get
A ≤ ε3 µ(R).
We can now conclude the estimate of the term I4 in (8.11). From (8.12), the last estimate,
and (8.13), we obtain
I4 ≤ |mR(Tµ(χ˜M,R−χR))|+ |mR(TµχR)| . ℓ(R)α+ 1
µ(R)
(A+B) . ℓ(R)α+κγ0/2+ ε3 . ε3,
assuming again ℓ(R) and κ to be small enough.
Estimate of I5 and I
H
5 . Recall that I5 = |mQ(T̂ φµ χ˜M,R)| and that, for x ∈ Q ∈ ChStop(R),
by definition we have T̂ φµ χ˜M,R(x) = T̂µχ˜M,R(x
∗). We split it as follows∣∣T̂ (χ˜M,Rµ) (x∗)∣∣ ≤ ∣∣T̂ (χ˜M,Rµ)(x∗)− T̂ (χ˜M,RcRHn|LR)(x∗)∣∣
+
∣∣cRT̂ (χ˜M,RHn|LR)(x∗)∣∣.(8.22)
We consider now the first term in the right hand side of inequality (8.22). Let T̂x∗ be the
frozen operator associated with the kernel K̂x∗(·) := ∇1Θ(·, 0; Â(x∗)). Notice that by Lemma
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8.1 and Lemma 2.3,
∣∣T̂µ(χ˜M,R)(x∗)− T̂cRHn|LR (χ˜M,R)(x∗)∣∣ . ∣∣T̂x∗,cRHn|LR (χ˜M,R)(x∗)− T̂cRHn|LR (χ˜M,R)(x∗)∣∣
+
∣∣T̂µ(χ˜M,R)(x∗)− T̂x∗,µ(χ˜M,R)(x∗)∣∣
+
∣∣T̂x∗,µ(χ˜M,R)(x∗)− T̂x∗,cRHn|LR (χ˜M,R)(x∗)∣∣
.
∣∣∣∣ˆ χ˜M,R(y) K̂x∗(x∗ − y)d(µ− cRHn|LR)(y)∣∣∣∣
+Mα/2ℓ(R)α/2.
(8.23)
To estimate the remaining term in the last inequality, we will use the α-numbers. To this
end we consider an auxiliary smooth function ψ which equals 1 on Rn+1 \ B(x∗,∆ℓ(R)/2)
and vanishes in B(x∗,∆ℓ(R)/4), with ‖∇ψ‖∞ ≤ 1/(∆ℓ(R)). Then taking into account that
ψ ≡ 1 on MBR ∩ suppµ, the remaining term in the inequality above equals∣∣∣∣ˆ χ˜M,R(y)ψ(y) K̂x∗(x∗ − y)d(µ − cRHn|LR)(y)∣∣∣∣
≤ αLRµ (MBR) (Mℓ(R))n+1
∥∥∇(χ˜M,R ψ K̂x∗(x∗ − ·))∥∥∞.
It is easy to check that
∥∥∇(χ˜M,R ψ K̂x∗(x∗ − ·))∥∥∞ . C(M,∆) ℓ(R)−n−1. Thus, the integral
on the right hand side of (8.23) does not exceed C(M,∆) ε, and so
(8.24)
∣∣∣T̂µ(χ˜M,R)(x∗)− T̂cRHn|LR (χ˜M,R)(x∗)∣∣∣ . C(M,∆) ε+ (Mℓ(R))α/2.
To estimate the second term on the right hand side of inequality (8.22), we denote by w
the orthogonal projection of x on LR (recall that x ∈ Q), by w∗ the reflection of w with
respect to H, and we split∣∣T̂ (χ˜M,RHn|LR)(x∗)∣∣ ≤ ∣∣T̂ (χ˜M,RHn|LR)(x∗)− T̂x∗(χ˜M,RHn|LR)(x∗)∣∣
+
∣∣T̂x∗(χ˜M,RHn|LR)(x∗)− T̂xR(χ˜M,RHn|LR)(x∗)∣∣
+
∣∣T̂xR(χ˜M,RHn|LR)(x∗)− T̂xR(χ˜M,RHn|LR)(w∗)∣∣
+
∣∣T̂xR(χ˜M,RHn|LR)(w∗)∣∣,
(8.25)
where T̂xR is the frozen operator associated with the kernel K̂xR(·) := ∇1Θ(·, 0; Â(xR)). Using
Lemma 2.3, it is easy to check that the first term on the right hand side does not exceed
C (Mℓ(R))α/2. For the third term, since
dist(x∗, suppµ ∩ 2MBR) ≈ ∆ℓ(R)≪ |x∗ − w∗| = |x− w| . ε1/(n+1)ℓ(R),
by standard arguments we derive∣∣T̂xR(χ˜M,RHn|LR)(x∗)− T̂xR(χ˜M,RHn|LR)(w∗)∣∣ . |x∗ − w∗|(∆ℓ(R))n+1 Hn|LR(B(x′R,Mℓ(R)))
. ε1/(n+1)∆−nMn.
Next we estimate the second term on the right hand side of (8.25). We have∣∣T̂x∗(χ˜M,RHn|LR)(x∗)−T̂xR(χ˜M,RHn|LR)(x∗)∣∣ ≤ ˆ
2MBR
|K̂x∗(x∗−y)−K̂xR(x∗−y)| dHn|LR(y).
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By (2.5), we have
(8.26)
K̂x∗(z)− K̂xR(z) =
ω−1n√
det Â(x∗)
Â(x∗)−1z
(Â(x∗)−1z · z)(n+1)/2
− ω
−1
n√
det Â(xR)
Â(xR)
−1z
(Â(xR)−1z · z)(n+1)/2
.
By standard estimates and the Ho¨lder continuity of Â it follows that, for any z ∈ Rn+1,
(8.27) |K̂x∗(z)− K̂xR(z)
∣∣ . |x∗ − xR|α/2|z|n . ℓ(R)α/2|z|n .
Since, for any x ∈ R, dist(x∗, LR) ≈ ∆ ℓ(R), we deduceˆ
2MBR
∣∣K̂x∗(x∗ − y)− K̂xR(x∗ − y)∣∣ dHn|LR(y) . ℓ(R)α/2(∆ℓ(R))n Hn(2MBR ∩ LR)
≈Mn∆−nℓ(R)α/2.
Therefore, plugging all these estimates in (8.25), we get
|T̂ (χ˜M,RHn|LR)(x∗)
∣∣ .Mα/2ℓ(R)α/2 + ε1/(n+1)∆−nMn
+Mn∆−nℓ(R)α/2 +
∣∣T̂xR(χ˜M,RHn|LR)(w∗)∣∣.
To deal with the last term on the right hand side of (8.25), we distinguish between the
vertical and the horizontal components, so we set∣∣T̂xR(χ˜M,RHn|LR)(w∗)∣∣ ≤ ∣∣T̂ VxR(χ˜M,RHn|LR)(w∗)∣∣+ ∣∣T̂HxR(χ˜M,RHn|LR)(w∗)∣∣.
Being Â(xR) = Id, T̂xR coincides with the Riesz transform modulo some constant factor.
Hence its vertical component coincides with the Poisson transform modulo some constant
factor, so that
(8.28)
∣∣T̂ VxR(χ˜M,RHn|LR)(w∗)∣∣ . 1.
The horizontal component is estimated like the term THx (χ˜M,RHn|LR)(x) in (8.19). The
reader can check that the same estimates hold just replacing x by either w∗ or xR appropri-
ately, and Tx by T̂xR . A key point is that, for the kernel K̂
H
xR of T̂
H
xR , the change of variable
z = 2w − y gives us
T̂HxR,Hn|LR
χ˜M,R(w
∗) =
ˆ
K̂HxR(w
∗ − y) χ˜M,R(y) dHn|LR(y)
=
ˆ
K̂HxR(z − (2w − x∗)) χ˜M,R(2w − z) dHn|LR(z)
=
ˆ
K̂HxR(z − w∗) χ˜M,R(2w − z) dHn|LR(z),
which is analogous to (8.19). Notice that the last identity is only valid for the horizontal com-
ponent of the kernel K̂xR (taking into account that K̂xR is the kernel of the Riesz transform
modulo some constant factor, since Â(xR) = Id). Then, as in (8.20), we can write
2 T̂HxR,Hn|LR
χ˜M,R(w
∗) =
ˆ
K̂HxR(w
∗ − y) (χ˜M,R(y)− χ˜M,R(2w − y)) dHn|LR(y).
Thus, as in (8.21), we get ∣∣T̂HxR(χ˜M,RHn|LR)(w∗)∣∣ . 1M .
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Together with (8.24), this yields
I5 ≤ sup
x∈R
∣∣T̂µχ˜M,R(x∗)∣∣
. C(M,∆) ε+Mα/2ℓ(R)α/2 +Mα/2ℓ(R)α/2 + ε1/(n+1)∆−nMn + 1 +
1
M
+Mn∆−nℓ(R)α/2.
For IH5 we get almost the same estimate. The only difference is that we do not have to
estimate the vertical term in (8.28), and thus the summand 1 does not appear in the last
inequality. So we have
IH5 . C(M,∆) ε+M
α/2ℓ(R)α/2 +Mα/2ℓ(R)α/2 + ε1/(n+1)∆−nMn +
1
M
+Mn∆−nℓ(R)α/2.
Thus, for M big enough, ℓ(R) small enough and ε small enough, we get
I5 . 1 and I
H
5 . ε3.
Recall that we showed that IHi ≤ Ii . ε3 for i = 1, . . . , 4, by choosing the parameters
M and κ properly and assuming ε and ℓ(R) small enough. Then, gathering the estimates
obtained for I1, . . . , I5 and I
H
5 , the lemma follows.
8.4. Proof of Lemma 8.5. Recall that
f − f˜ =
∑
Q∈ChStop(R)
mµ,Q(S(µ − µ˜))χQ
and
fH − f˜H =
∑
Q∈ChStop(R)
mµ,Q(S
H(µ− µ˜))χQ.
So we have
‖fH− f˜H‖L2(µ) ≤ ‖f − f˜‖L2(µ) ≤ ‖S(µ− µ˜)‖L2(µ|R) ≤ ‖S(µ|R− µ˜)‖L2(µ|R)+‖S(µ|Rc)‖L2(µ|R).
To estimate the first term on the right hand side we use the L2(µ|R) boundedness of Sµ and
(7.1):
‖S(µ|R − µ˜)‖L2(µ|R) . ‖µ˜− µ|R‖ . tγ0µ(R).
To deal with the second term we split Rc in two regions:
D1 = U∆1/2ℓ(R)(R) \R, D2 = Rn+1 \ U∆1/2ℓ(R)(R).
Then we have
‖S(µ|Rc)‖L2(µ|R) ≤ ‖S(χD1µ)‖L2(µ|R) + ‖S(χD2µ)‖L2(µ|R).
By the L2(µ|R) boundedness of Sµ and the thin boundary property, we have
‖S(χD1µ)‖2L2(µ|R) . µ(D1) . ∆γ0/2 µ(R).
To estimate ‖S(χD2µ)‖L2(µ|R), recall that
S(χD2µ)(x) =
ˆ
D2
(
K̂(x, y)− K̂(x∗, y)) dµ(y)
For x ∈ R, y ∈ D2, we have
|x− x∗| ≤ 2∆ ℓ(R)≪ 1
2
∆1/2ℓ(R) ≤ 1
2
|x− y|,
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and thus ∣∣K̂(x, y)− K̂(x∗, y)∣∣ . ∆α/2ℓ(R)α/2|x− y|n+α/2 .
Therefore, by standard estimates using the n-growth of µ, for x ∈ R,∣∣S(χD2µ)(x)∣∣ . ˆ
|x−y|> 1
2
∆1/2ℓ(R)
∆α/2ℓ(R)α/2
|x− y|n+α/2 dµ(y) .
∆α/2ℓ(R)α/2
(∆1/2ℓ(R))α/2
. ∆α/4.
Hence,
‖S(χD2µ)‖2L2(µ|R) . ∆α/2µ(R).
Together with the previous estimates, this yields
‖fH − f˜H‖L2(µ) ≤ ‖f − f˜‖L2(µ) .
(
tγ0 +∆min(α/2,γ0/2)
)
µ(R),
which proves the lemma.
8.5. Proof of Lemma 8.6. We will just prove (8.10). The arguments for the other in-
equalities (8.8) and (8.9) are totally analogous. Indeed, the reader can easily check that the
operators T̂ , S, and SH are essentially interchangeable in the estimates below.
Recall that the measure σ was defined in Section 7, and that ε˜ is such that β∞,µ(MBQ) ≤ ε˜
for all Q ∈ ChStop(R), R ∈ Nice.
Let τ be a small number to be chosen below, with ε ≪ τ ≪ min(t,∆) ≪ 1. For
a fixed Q ∈ ChStop(Q) and x ∈ Rn+1, let χ˜1(x) be a smooth radial function such that
supp χ˜1 ⊂ B(0, τℓ(Q)) and χ˜1(x) ≡ 1 in B(0, 12τℓ(Q)). Let also χ˜2 be a smooth ra-
dial function supported on the annulus A
(
0, 12τℓ(Q),
1
2Mℓ(Q)
)
and such that χ˜2 ≡ 1 in
A
(
0, τℓ(Q), 14Mℓ(Q)
)
. Finally, set χ˜3 a smooth radial function supported on B
(
0, 14Mℓ(Q)
)c
,
such that χ˜3 ≡ 1 in B
(
0, 12Mℓ(Q)
)c
. We construct the functions χ˜i so that χ˜1+ χ˜2+ χ˜3 = 1.
Notice that they depend on the cube Q. Now denote KSHi,Q
(x, y) = KSH (x, y)χ˜i(|x − y|)
for i = 1, 2, 3, so that KSH (x, y) =
∑3
i=1KSHi,Q
(x, y), and denoting by SHi,Q the operator
associated with the truncated kernel KSHi,Q
, we also have SH =
∑3
i=1 S
H
i,Q. Further, we can
write
SHσ =
3∑
i=1
∑
Q∈ChStop(R)
χsuppσQ · SHi,Qσ =:
3∑
i=1
SHi σ in L
2(σ)
and
SHµ =
3∑
i=1
∑
Q∈ChStop(R)
χQ · SHi,Qµ =:
3∑
i=1
SHi µ in L
2(µ|R)
To shorten the notation, we will write KSHi
(x, y) instead of KSHi,Q
(x, y) when Q is clear from
the context. We split
(8.29) ‖SHσ‖L2(σ) ≤ ‖SH1 σ‖L2(σ) + ‖SH2 σ‖L2(σ) + ‖SH3 σ‖L2(σ).
Estimate of ‖SH3 σ‖L2(σ). For Q ∈ ChStop(R) and x, x′ ∈ U10ε˜ℓ(Q)(Q(t)), we have
(8.30) |SH3,Qσ(x)− SH3,Qµ˜(x′)| ≤ |SH3,Qσ(x)− SH3,Qµ˜(x)|+ |SH3,Qµ˜(x)− SH3,Qµ˜(x′)| = S31 + S32.
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Notice that for x ∈ U10ε˜ℓ(Q)(Q(t)) and y, y′ ∈ U10ε˜ℓ(P )(P(t)), P ∈ ChStop(R), by Lemma 2.2,
(8.31)∣∣KSH3,Q(x, y)−KSH3,Q(x, y′)∣∣ . |y − y′|α/2C(t)(ℓ(Q) + ℓ(P ) + dist(P,Q))n+α/2 . ℓ(P )α/2C(t)D(P,Q)n+α/2 ,
where D(P,Q) = ℓ(Q) + ℓ(P ) + dist(P,Q) and the t-dependence of C(t) comes from the
comparability |x − y| ≈ |x − y′|, which depends on t (due to ε˜ ≪ t being very small).
Applying now Lemma 7.1, with the Lipα-constant coming from (8.31),
S31 = |SH3,Qσ(x)− SH3,Qµ˜(x)| ≤
∑
P∈ChStop(R)
∣∣∣∣ˆ KSH3,Q(x, y)d(σP − µ˜P )(y)
∣∣∣∣
.Mα/2ε˜α/2C(t)
∑
P∈ChStop(R)
ℓ(P )α/2µ(P )
D(P,Q)n+α/2
.
(8.32)
Concerning S32, by standard estimates, one gets
(8.33)
S32 ≤
ˆ
|KSH3,Q(x, y)−KSH3,Q(x
′, y)|dµ˜(y) .
ˆ
|x−y|≥ 1
8
Mℓ(Q)
|x− x′|α/2
|xQ − y|n+α/2
dµ˜(y) .
1
Mα/2
.
As a consequence of (8.32) and (8.33),
|SH3,Qσ(x)−mµ,Q(SH3,Qµ˜)| ≤Mα/2ε˜α/2C(t)
∑
P∈ChStop(R)
ℓ(P )α/2µ(P )
D(P,Q)n+α/2
+
C
Mα/2
.
This implies that for x ∈ suppσQ, Q ∈ ChStop(R),
(8.34) |SH3 σ(x)| . |mµ,Q(SH3 µ˜)|+Mα/2ε˜α/2C(t)
∑
P∈ChStop(R)
ℓ(P )α/2µ(P )
D(P,Q)n+α/2
+
C
Mα/2
.
Denote
(8.35) g(x) =
∑
Q∈ChStop(R)
∑
P∈ChStop(R)
ℓ(P )α/2µ(P )
D(P,Q)n+α/2
χQ(x).
Since µ(Q) ≈ σ(Q) for each Q, squaring and integrating (8.34) with respect to σ, we obtain
‖SH3 σ‖2L2(σ) .
∑
Q∈ChStop(R)
mµ,Q(S
H
3 µ˜)
2µ(Q) +Mαε˜αC(t)‖g‖2L2(µ) +M−α
∑
Q∈ChStop(R)
µ(Q)
≈
∥∥∥∥ ∑
Q∈ChStop(R)
mµ,Q(S
H
3 µ˜)χQ
∥∥∥∥2
L2(µ|R)
+Mαε˜αC(t)‖g‖2L2(µ) +M−αµ(R).
(8.36)
We will estimate ‖g‖L2(µ) by duality: for any non-negative funtion h ∈ L2(µ) writeˆ
gh dµ =
∑
Q∈ChStop(R)
∑
P∈ChStop(R)
ℓ(P )α/2µ(P )
D(P,Q)n+α/2
ˆ
Q
hdµ
=
∑
P∈ChStop(R)
µ(P )
∑
Q∈ChStop(R)
ℓ(P )α/2
D(P,Q)n+α/2
ˆ
Q
hdµ.
(8.37)
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Notice that for each z ∈ P ∈ ChStop(R), integrating on annuli we get
∑
Q∈ChStop(R)
ℓ(P )α/2
D(P,Q)n+α/2
ˆ
Q
hdµ .
ˆ
Q
ℓ(P )α/2h(y)
(ℓ(P ) + |z − y|)n+α/2
dµ(y)
=
ˆ
|z−y|≤ℓ(P )
ℓ(P )α/2h(y)
(ℓ(P ) + |z − y|)n+α/2
dµ(y)
+
∞∑
i=1
ˆ
2i−1ℓ(P )≤|z−y|≤2iℓ(P )
ℓ(P )α/2h(y)
(ℓ(P ) + |z − y|)n+α/2 dµ(y)
.
∞∑
i=0
2−iα/2µ(B(z, 2iℓ(P )))
(2iℓ(P ))n
mµ,B(z,2iℓ(P ))(h).
(8.38)
Now let Mµ stand for the centered maximal Hardy-Littlewood operator with respect to µ.
Since mµ,B(z,2iℓ(P ))(h) .Mµh(z) and
∞∑
i=0
2−iα/2µ(B(z, 2iℓ(P )))
(2iℓ(P ))n
≤ C,
by (8.37) and (8.38),ˆ
gh dµ .
∑
P∈ChStop(R)
inf
z∈P
Mµh(z)µ(P ) ≤
ˆ
Mµhdµ . ‖h‖L2(µ)µ(R)1/2.
Therefore,
‖g‖L2(µ) . µ(R)1/2.
Plugging this into (8.36) we get∥∥SH3 σ∥∥2L2(σ) . ∥∥∥∥ ∑
Q∈ChStop(R)
mµ,Q(S
H
3 µ˜)χQ
∥∥∥∥2
L2(µ|R)
+
(
M−α +Mαε˜αC(t)
)
µ(R)
. ‖f˜H‖2L2(µ) +
∥∥∥∥ ∑
Q∈ChStop(R)
mµ,Q(S
H
1 µ˜)χQ
∥∥∥∥2
L2(µ|R)
+
∥∥∥∥ ∑
Q∈ChStop(R)
mµ,Q(S
H
2 µ˜)χQ
∥∥∥∥2
L2(µ|R)
+
(
M−α +Mαε˜αC(t)
)
µ(R).
Estimate of ‖SH1 σ‖L2(σ). Recall that, by (7.2), for each Q ∈ ChStop(R),
suppσQ ⊂ U3ε˜ℓ(Q)(suppΠLQ♯µ|Q(t)) ⊂ U6ε˜ℓ(Q)(Q(t)),
and, for P,Q ∈ ChStop(R) with P 6= Q, by (7.3),
dist(suppσP , suppσQ) ≥ t
2
max(ℓ(P ), ℓ(Q)).
Therefore, recalling that τ ≪ t,
(8.39) SH1 σ(x) = S
H
1 σQ(x) for all x ∈ suppσQ.
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Let JQ be the convex hull of U10ε˜ℓ(Q)(Q(3τ)) ∩ LQ. Then the following hold:
(1) By the thin boundary condition, we have
σQ
(
(JQ)
c
) ≤ µ(Q \ U20ε˜ℓ(Q)(Q(3τ))) ≤ µ(Q \Q(4τ)) . τγ0µ(Q).
(2) Let ψ3BQ be a smooth function that equals 1 in 2BQ, vanishes in (3BQ)
c and such
that ‖∇ψ3BQ‖∞ . ℓ(Q)−1. Then, for each x ∈ LQ ∩ Uτℓ(Q)(JQ),
χB(x,3ε˜ℓ(Q))ΠLQ♯µ|Q(t) = χB(x,3ε˜ℓ(Q))ΠLQ♯(ψ3BQµ).
Notice now that
‖SH1 σ‖2L2(σ) =
∑
Q∈ChStop(R)
‖SH1 σ‖2L2(σQ),
and for each Q ∈ ChStop(R),
‖SH1 σ‖2L2(σQ) = ‖SH1 σ‖2L2(σQ|JQ) + ‖S
H
1 σ‖2L2(σQ|(JQ)c) = S11 + S12.
Write SH1 σ(x) = T̂
H
1 σ(x) − T̂H1 σ(x∗). Since τℓ(Q) ≪ ∆ℓ(R), we have T̂H1 σ(x∗) = 0.
Therefore, by (8.39), the Cauchy-Schwarz inequality, the property (1) of JQ, and the n-
growth of the measure σ,
S12 =
∥∥T̂H1 σ∥∥2L2(σQ|(JQ)c) = ∥∥T̂H1 σQ∥∥2L2(σQ|(JQ)c)
≤ ∥∥T̂H1 σQ∥∥2L4(Hn|LQ ) σQ((JQ)c)1/2 . ‖T̂1σQ‖2L4(Hn|LQ) τγ0/2µ(Q)1/2.
Recall that σQ = gQHn|LQ for some function gQ such that 0 ≤ gQ . χ2BQ∩LQ . Since
T̂H1,Hn|LQ
is bounded in L4(Hn|LQ) (by the uniform rectifiability of LQ, for example), we have
‖T̂1σQ‖L4(Hn|LQ) . ℓ(Q)
n/4, and thus
S12 . τ
γ0/2µ(Q).
We treat now S11. To this end, notice that for x ∈ JQ, by (8.39), a freezing argument and
the antisymmetry of the kernel ∇1Θ(·, ·; Â(x)), we have
|SH1 σ(x)| = |SH1 σQ(x)| ≤
∣∣∣∣ˆ ∇1Θ(x, y; Â(x))dσQ(y)∣∣∣∣+ Cℓ(Q)α
=
∣∣∣∣ˆ
|x−y|≤τℓ(Q)
∇1Θ(x, y; Â(x))(gQ(y)− gQ(x))dHn|LQ(y)
∣∣∣∣+ Cℓ(Q)α
.
ˆ
|x−y|≤τℓ(Q)
Lip
(
gQ|LQ∩Uτℓ(Q)(JQ)
)
|x− y|n−1 dH
n|LQ(y) + ℓ(Q)α
. τℓ(Q) Lip
(
gQ|LQ∩Uτℓ(Q)(JQ)
)
+ ℓ(Q)α.
(8.40)
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To estimate Lip
(
gQ|LQ∩Uτℓ(Q)(JQ)
)
, observe that for z ∈ LQ ∩ Uτℓ(Q)(JQ), ΠLQ(z) = z. Then
property (2) of JQ implies that∣∣∇gQ(z)∣∣ = ∣∣∇(ΠLQ♯µ|Q(t) ∗ ϕ2ε˜ℓ(Q))(z)∣∣ = ∣∣(∇ϕ2ε˜ℓ(Q) ∗ΠLQ♯ψ3BQµ)(z)∣∣
=
∣∣∣∣ˆ ∇ϕ2ε˜ℓ(Q)(z − y) dΠLQ♯ψ3BQµ(y)∣∣∣∣
=
∣∣∣∣ˆ ∇ϕ2ε˜ℓ(Q)(z −ΠLQ(y))ψ3BQ(y) dµ(y)∣∣∣∣
=
∣∣∣∣ˆ ∇ϕ2ε˜ℓ(Q)(ΠLQ(z)−ΠLQ(y))ψ3BQ(y) dµ(y)∣∣∣∣
=
∣∣∣∣ˆ (∇ϕ2ε˜ℓ(Q) ◦ ΠLQ)(z − y)ψ3BQ(y) d(µ − cQHn|LQ)(y)∣∣∣∣
. α
LQ
µ (MBQ)M
n+1ℓ(Q)n+1 Lip
((∇ϕ2ε˜ℓ(Q) ◦ΠLQ)(z − ·)ψ3BQ)
To estimate Lip
((∇ϕ2ε˜ℓ(Q) ◦ ΠLQ)(x− ·)ψ3BQ), we use the fact that
Lip(∇(ϕ2ε˜ℓ(Q) ◦ ΠLQ)) ≤ Lip(∇ϕ2ε˜ℓ(Q)) + ‖∇ϕ2ε˜ℓ(Q)‖∞
C
ℓ(Q)
.
1
(ε˜ℓ(Q))n+2
,
and then it follows easily also that
Lip
((∇ϕ2ε˜ℓ(Q) ◦ ΠLQ)(x− ·)ψ3BQ) . 1(ε˜ℓ(Q))n+2 .
Therefore, ∣∣∇gQ(z)∣∣ . αLQµ (MBQ)Mn+1
ε˜n+2ℓ(Q)
.
Plugging this estimate in (8.40), we get that for x ∈ JQ,
|SH1 σ(x)| . αLQµ (MBQ)
τMn+1
ε˜n+2
+ ℓ(Q)α.
Thus,
S11 = ‖SH1 σ‖2L2(σQ|JQ ) .
(
M2n+2 τ2 ε˜−2n−4 ε2 + ℓ(Q)2α
)
µ(Q).
Therefore, if ℓ(Q) and ε are small enough, we obtain
S11 = ‖SH1 σ‖2L2(σQ|JQ ) ≤
ε5
2
µ(Q),
and finally
‖SH1 σ‖2L2(σ) =
∑
Q∈ChStop(R)
‖SH1 σ‖2L2(σQ) ≤
(ε5
2
+ Cτγ0/2
)
µ(R) ≤ ε5 µ(R),
for τ small enough.
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Estimate of ‖SH2 σ‖L2(σ). First we will estimate ‖SH2 σ‖L2(σ) in terms of ‖SH2 σ‖L2(µ˜). Recall
that, by definition, σ˜Q = ΠLQ♯µ|Q(t). By Fubini
‖SH2 σ‖2L2(σ) =
ˆ
|SH2 σ(x)|2dσ(x) =
∑
Q∈ChStop(R)
ˆ
|SH2 σ(x)|2dσQ(x)
=
∑
Q∈ChStop(R)
ˆ
|SH2 σ(x)|2
(
σ˜Q ∗ ϕ2ε˜ℓ(Q)
)
(x) dHn|LQ(x)
=
∑
Q∈ChStop(R)
ˆ (
ϕε˜ℓ(Q) ∗ |SH2 σ|2Hn|LQ
)
(x) dσ˜Q(x)
≤
∑
Q∈ChStop(R)
ˆ
sup
|y − x| ≤ 2ε˜ℓ(Q)
y ∈ LQ
|SH2 σ(y)|2dσ˜Q(x)
=
∑
Q∈ChStop(R)
ˆ
sup
|y − ΠLQ (z)| ≤ 2ε˜ℓ(Q)
y ∈ LQ
|SH2 σ(y)|2dµ|Q(t)(z)
≤
∑
Q∈ChStop(R)
ˆ
sup
|y − z| ≤ 3ε˜ℓ(Q)
y ∈ LQ
|SH2 σ(y)|2dµ|Q(t)(z),
(8.41)
since |y − z| ≤ |y −ΠLQ(z)|+ |ΠLQ(z)− z| ≤ 3ε˜ℓ(Q). For such y, z, we write∣∣SH2 σ(y)∣∣ ≤ ∣∣SH2 σ(z)∣∣+ ˆ ∣∣KSH2 (y, x)−KSH2 (z, x)∣∣dσ(x).
Taking into account that
∣∣KSH2 (y, ·)−KSH2 (z, ·)∣∣ is supported in
A
(
y, 12τℓ(Q),
1
2Mℓ(Q)
)
∪A
(
z, 12τℓ(Q),
1
2Mℓ(Q)
)
and that ε˜≪ τ , by Lemma 2.2, we deduceˆ ∣∣KSH2 (y, x)−KSH2 (z, x)∣∣dσ(x) .
ˆ
1
4
τℓ(Q)≤|x−y|≤Mℓ(Q)
|y − z|α/2
|x− y|n+α/2 dσ(x) . ε˜
α/2Mn τ−n−α/2.
Therefore, by (8.41),
‖SH2 σ‖2L2(σ) . ‖SH2 σ‖2L2(µ˜) + ε˜αM2n τ−2n−αµ(R).
Notice that arguing as in (8.32), for x ∈ U10ε˜ℓ(Q)(Q(t)), we get
|SH2 σ(x)| ≤ |SH2 σ(x)− SH2 µ˜(x)|+ |SH2 µ˜(x)|
.Mα/2ε˜α/2C(t, τ)
∑
P∈ChStop(R)
ℓ(P )α/2µ(P )
D(P,Q)n+α/2
+ |SH2 µ˜(x)|.
Define g as in (8.35). Arguing as in (8.36), (8.37) and (8.38), we get
‖SH2 σ‖2L2(µ˜) . ε˜αMαC(t, τ)‖g‖2L2(µ˜) + ‖SH2 µ˜‖2L2(µ˜).
Therefore, estimating ‖g‖2L2(µ˜) by duality as it was done in the estimate of SH3 , we have
(8.42) ‖SH2 σ‖2L2(σ) . ε˜αC(M, t, τ)µ(R) + ‖SH2 µ˜‖2L2(µ|R).
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Estimate of ‖SH2 µ˜‖2L2(µ|R). We write
‖SH2 µ˜‖2L2(µ|R) .
ˆ
|SH2 (µ|R)(x)|2dµ˜(x)
+
ˆ
|SH2 (µ|R)(x)|2d|µ|R − µ˜|(x) +
ˆ
R
|SH2 µ˜− SH2 (µ|R)|2dµ(x).
(8.43)
Concerning the last term on the right hand side, by (7.1) and the fact that the maximal
operator SH∗,µ is bounded in L
2(µ|R), we deriveˆ
R
|SH2 µ˜− SH2 (µ|R)|2dµ(x) . ‖µ˜− µ|R‖ . tγ0 µ(R).
To deal with the second term on the right hand side of (8.43) we argue analogously, using
Cauchy-Schwarz and the L4(µ|R) boundedness of SH∗,µ. Then we getˆ
|SH2 (µ|R)(x)|2d
∣∣µ|R − µ˜∣∣(x) . tγ0/2 µ(R).
Finally we turn our attention to the first term. For x ∈ Q ∈ ChStop(R), we write TH2,x
for the corresponding frozen operator related to the kernel K̂2,x. Taking into account that
Mℓ(Q)≪ ∆ℓ(R), we write∣∣SH2 (µ|R)(x)∣∣ = ∣∣T̂H2 (µ|R)(x)∣∣ ≤ ∣∣T̂H2,x(µ|R)(x)∣∣+ ∣∣T̂H2 (µ|R)(x)− T̂H2,x(µ|R)(x)∣∣
≤ ∣∣T̂H2,x(µ|R)(x)∣∣ + Cℓ(R)α/2
≤ ∣∣T̂H2,x(cQHn|LQ)(x)∣∣+ ∣∣∣ˆ K̂H2,x(x− y)d(µ − cQHn|LQ)(y)∣∣∣+ Cℓ(R)α/2
= S21 + S22 + Cℓ(R)
α/2.
Notice that T̂H2,x(cQHn|LQ)(x′) = 0 for x′ = ΠLQ(x), x ∈ Q. Therefore, using the standard
estimates in Lemma 2.2 we get
S21 =
∣∣T̂2,x(cQHn|LQ))(x)− T̂2,x(cQHn|LQ)(x′)∣∣
.
ˆ
100MBQ
|K̂2,x(x− y)− K̂2,x(x′ − y)| dHn|LQ(y) . C(M, τ)ε˜α/2.
To estimate the term S22, we will use the fact that α
LQ
µ (MBQ) ≤ ε, that is
S22 ≤ C(M) Lip(K̂H2 )αLQµ (MBQ)ℓ(Q)n+1 . C(M, τ)ε.
Hence, ˆ
|SH2 (µ|R)(x)|2dµ˜(x) . C(M, τ)(ε˜α + ε2 + ℓ(R)α)µ(R).
Gathering the estimates above we get
‖SH2 µ˜‖2L2(µ|R) .
(
tγ0/2 + C(M, τ)(ε˜α + ε2 + ℓ(R)α)
)
µ(R) ≤ ε5
10
µ(R),
by choosing t, ℓ(R), ε, ε˜ small enough. Together with (8.42), this implies that
‖SH2 σ‖2L2(σ) . ε˜αMαC(t)µ(R) +
ε5
10
µ(R)µ(R) ≤ ε5
5
µ(R),
by appropriate choices of M , t and ε˜ again.
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End of the proof of Lemma 8.6. Taking into account that∥∥∥∥ ∑
Q∈ChStop(R)
mµ,Q(S
H
2 µ˜)χQ
∥∥∥∥2
L2(µ|R)
≤ ‖SH2 µ˜‖2L2(µ|R),
from the splitting (8.29) and the estimates obtained for ‖SH1 σ‖L2(σ), ‖SH2 σ‖L2(σ), ‖SH3 σ‖L2(σ),
and ‖SH2 µ˜‖2L2(µ|R), we derive∥∥SHσ∥∥2
L2(σ)
. ‖f˜H‖2L2(µ) +
∑
Q∈ChStop(R)
|mµ,Q(SH1 µ˜)|2 µ(Q) +
ε5
2
µ(R).
(8.44)
Hence to conclude the proof of the lemma it just remains to estimate the second term on the
right hand side above.
For a fixed cube Q ∈ ChStop(R), we write
(8.45) µ(Q)
∣∣mµ,Q(SH1 µ˜)∣∣ ≤ ∣∣∣∣ˆ
Q
SH1 (χQµ) dµ
∣∣∣∣+ ∣∣∣∣ˆ
Q
SH1 (µ˜ − χQµ) dµ
∣∣∣∣ .
To estimate the first term on the right hand side, recall that by (2.6), the difference between
the kernel of SH1,Q and its antisymmetric part satisfies∣∣∣KSH1,Q(x, y) −KSH,(a)1,Q (x, y)
∣∣∣ . 1|x− y|n−α/2 ,
and so
(8.46)
∣∣∣∣ˆ
Q
SH1 (χQµ) dµ
∣∣∣∣ . ˆ
Q
1
|x− y|n−α/2 dµ . ℓ(Q)
n+α/2 . ℓ(R)α/2 µ(Q).
Concerning the second term on the right hand side of (8.45), observe that
µ˜− χQµ = χQcµ˜− χQ\Q(t)µ.
Then, using the fact that suppKSH1,Q
(x, ·) ⊂ B(x,M−1ℓ(Q)) and Cauchy-Schwarz we deduce∣∣∣∣ˆ
Q
SH1 (µ˜− χQµ) dµ
∣∣∣∣ = ∣∣∣∣ˆ
Q
∣∣SH1 (χUM−1ℓ(Q)(Q)\Qµ˜− χQ\Q(t)µ) dµ˜
∣∣∣∣
≤ ∥∥SH1 (χUM−1ℓ(Q)(Q)\Qµ˜− χQ\Q(t)µ)∥∥L2(µ|Q) µ(Q)1/2.
Notice that SH1,Q(·µ) is bounded in L2(µ|R). Indeed, one can easily check that for all g ∈
L2(µ|R) and all x ∈ Rn+1,
|SH1,Q(g µ)(x)| ≤ SH∗ (g µ)(x),
where SH∗ (·µ) is the maximal operator associated with SH(·µ) and then the claim follows
from Cotlar’s inequality. This fact, together with the thin boundary condition for Q yields∥∥SH1 (χUM−1ℓ(Q)(Q)\Qµ˜− χQ\Q(t)µ)∥∥L2(µ|Q) . µ(Uτℓ(Q)(Q) \Q)1/2 + µ(Q \Q(t))1/2
. (τγ0/2 + tγ0/2)µ(Q)1/2.
Therefore, ∣∣∣∣ˆ
Q
SH1 (χQcµ˜) dµ˜
∣∣∣∣ . (τγ0/2 + tγ0/2)µ(Q).
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Together with (8.45) and (8.46), the last estimate yields∣∣mµ,Q(SH1 µ˜)∣∣ . ℓ(R)α/2 + τγ0/2 + tγ0/2.
Plugging this into (8.44), we get∥∥SHσ∥∥2
L2(σ)
. ‖f˜H‖2L2(µ) +
(
ℓ(R)α + τγ0 + tγ0
)
µ(R) +
ε5
2
µ(R),
which proves the lemma by choosing τ , t, and ℓ(R) small enough.
9. The continuous measure ν
We consider R ∈ Nice and σ as above. Because of technical reasons, it is convenient to
replace σ by a continuous measure ν (i.e., a measure absolutely continuous with respect to
Lebesgue measure). Let ϕ be a radial non-negative C∞ function supported in B(0, 1) such
that
´
ϕdLn+1 = 1, and set
(9.1) ν = σ ∗ 1
sn+1
ϕ
( ·
s
)
,
where s is small enough and will be fixed below. For the moment, let us say that s ≪
minQ∈ChStop(R) ℓ(Q).
Recall that, by Lemma 7.2, σ has n-polynomial growth. It is immediate to check that the
same holds for ν, that is
(9.2) ν(B(x, r)) ≤ C rn for all x ∈ Rn+1, r > 0.
The estimate in the following lemma is the analogue of (8.4) in Lemma 8.2 with ν replacing
σ.
Lemma 9.1. Assume s > 0 small enough in the definition of ν and ℓ(R) ≤ 1. We haveˆ
|T̂ ν|2 dν ≤ C ℓ(R)n.
We remark that the smallness requirement on s in this lemma may depend on the number
of cubes in ChStop(R), thus the value of the threshold is merely qualitative.
Proof. By Fubini, Lemma 2.3 and the n-growth of σ,ˆ
|T̂ ν|2 dν =
ˆ
|T̂ ν|2 d(ϕs ∗ σ) =
ˆ
(|T̂ ν|2) ∗ ϕs dσ(9.3)
≤
ˆ
sup
|x−y|≤s
|T̂ ν(y)|2 dσ(x) ≤
ˆ
sup
|x−y|≤s
|T̂yν(y)|2 dσ(x) + C ℓ(R)n+α.
For all x ∈ suppσ and y such that |y − x| ≤ s, we write
(9.4) |T̂yν(y)| = |(ϕs ∗ T̂yσ)(y)| ≤ |(ϕs ∗ T̂xσ)(y)| + |ϕs ∗ (T̂xσ − T̂yσ)(y)|,
where T̂y stands for the frozen operator with kernel ∇1Θ(·, 0;A(y)). To estimate the last
term on the right hand side, observe that one can estimate the kernel of T̂x− T̂y as in (8.27).
Recall that σ is supported in a finite union of hyperplanes, and that it has a smooth density
with respect to Hn on each hyperplane. Then one easily gets
(9.5)
∣∣T̂xσ(y)− T̂yσ(y)∣∣ ≤ C(σ) |x− y|α/2,
with C(σ) depending on the precise form of σ (like the number of cubes in ChStop(R), for
example).
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Concerning the first term on the right hand side of (9.4), we claim that, if |x− y| ≤ s,
|(ϕs ∗ T̂xσ)(y)| ≤ |T̂x,sσ(x)|+ C,
where T̂x,s stands for the s-truncated version of T̂x. The arguments to show this are quite
standard, but we show the details for the reader’s convenience. We write
|(ϕs ∗ T̂xσ)(y)| ≤
∣∣(ϕs ∗ T̂x(χB(y,2s)σ))(y)∣∣+ ∣∣(ϕs ∗ T̂x(χB(y,2s)cσ))(y)∣∣.
We have
|ϕs ∗ T̂x(χB(y,2s)σ)(y)| .
ˆ
ϕs(y − w)
ˆ
B(y,2s)
1
|w − z|n dσ(z) dL
n+1(w)
.
1
sn+1
ˆ
B(y,2s)
ˆ
|w−z|≤3s
1
|w − z|n dL
n+1(w) dσ(z)
.
1
sn+1
ˆ
B(y,2s)
s dσ(z) . 1.
Also, by standard estimates,
|ϕs ∗ T̂x(χB(y,2s)cσ)(y)| ≤ sup
|y−z|≤s
|T̂x(χB(y,2s)cσ)(z)|
≤ |T̂x,sσ(x)|+ Csup
r>s
σ(B(x, r))
rn
≤ |T̂x,sσ(x)| + C,
which concludes the proof of our claim.
By (9.4), (9.5), and the claim above, we deduce
|T̂yν(y)| ≤ C(σ) |x− y|α/2 + |T̂x,sσ(x)|+ C ≤ C(σ) sα/2 + |T̂x,sσ(x)|+ C,
since |x− y| ≤ s. Plugging this estimate into (9.3), we getˆ
|T̂ ν|2 dν .
ˆ
|T̂x,sσ(x)|2 dσ(x) + C(σ) sα ℓ(R)n + Cℓ(R)n + C ℓ(R)n+α.
Taking into account that ℓ(R) ≤ 1 and using the connection between the kernels of T̂x and
T̂ stated in Lemma 2.3, we deriveˆ
|T̂ ν|2 dν .
ˆ
|T̂sσ|2 dσ +C(σ) sα ℓ(R)n + Cℓ(R)n.
Since T̂ is bounded in L2(σ) (with a qualitative bound on the norm, at least), by standard
Caldero´n-Zygmund theory we deduce thatˆ
|T̂sσ|2 dσ →
ˆ
|T̂ σ|2 dσ as s→ 0.
Thus, using also (8.4), ˆ
|T̂ ν|2 dν .
ˆ
|T̂ σ|2 dσ + ℓ(R)n . ℓ(R)n.
which proves the lemma. 
Our next objective is to show that
´ |SHν|2 dν is very small if ´ |SHσ|2 dσ is also small.
That is, we have to transfer the estimate in Lemma 8.3 to the measure ν. The fact that we
are considering just the horizontal component H will be essential in this case. We need the
following auxiliary result, proven in [NToV1, Lemma 1].
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Lemma 9.2. Suppose that f is a C2-smooth compactly supported function on a hyperplane
L parallel to H. Then the function RH(f Hn|L) is a Lipschitz function in Rn+1, harmonic
outside supp(f Hn|L), and it satisfies
sup |RH(f Hn|L)| ≤ CD2 sup
L
|∇2Hf |
and
‖RH(f Hn|L)‖Lip ≤ CD sup
L
|∇2Hf |,
where D is the diameter of supp(f Hn|L) and ∇H is the partial gradient involving only the
derivatives in the directions parallel to H.
Note that the second differential ∇2Hf and the corresponding supremum on the right hand
side are considered on L only (the function f in the lemma does not even need to be defined
outside L) while the H-restricted Riesz transform RH(f Hn|L) on the left hand side is viewed
as a function on the entire space Rn+1 and its supremum and the Lipschitz norm are also
taken in Rn+1.
Remark 9.1. Below, we will apply Lemma 9.2 to the operator T̂x, by means of the change
of variable φ(y) = Â(x)1/2 y. Note that then the matrix Aφ in Corollary 5.1 coincides with
the identity, and thus the operator Tφ in (5.1) equals the Riesz transform, modulo a universal
factor. Hence, by Lemma 5.3, denoting Dx = Â(x)
1/2, for any measure η we have
(9.6) cnRη(y) = Dx T̂x((Dx)♯η)(Dxy),
for all x, y.
Lemma 9.3. Assume s > 0 small enough in the definition of ν and let ε′ > 0. If ‖TRµ‖2L2(µ) ≤
ε1 µ(R), then ˆ
|SHν|2 dν . ε′ ℓ(R)n,
assuming that ε, ε1, ℓ(R), t, and ∆ are small enough and M is big enough (as in Lemma
8.3).
Proof. Recall that
SHν(x) = T̂Hν(x)− T̂Hν(x∗).
Consider the matrix Dx = Â(x)
1/2 and the hyperplane Hx = D
−1
x (H). Then we write
(9.7)ˆ
|SHν|2 dν .
ˆ
|ΠHx Dx T̂xν(x)− T̂Hν(x)|2 dν(x) +
ˆ
|ΠHx Dx T̂xν(x)− T̂Hν(x∗)|2 dν(x).
To estimate the first integral on the right hand side we claim that
(9.8) |ΠHx Dx T̂xν(x)−ΠH T̂ ν(x)| . ℓ(R)α/2 (1 + |T̂ ν(x)|) for all x ∈ supp ν,
and also that the same estimate holds replacing ν by σ. That is,
(9.9) |ΠHx Dx T̂xσ(x)−ΠH T̂ σ(x)| . ℓ(R)α/2 (1 + |T̂ σ(x)|) for all x ∈ suppσ.
To prove (9.8), we fix x ∈ supp ν and we set
(9.10) |ΠHx Dx T̂xν(x)−ΠH T̂ ν(x)| ≤ |ΠHx Dx (T̂xν(x)− T̂ ν(x))|+ |(ΠHx Dx −ΠH) T̂ ν(x)|.
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Now we estimate the first summand on the right hand side:
(9.11) |ΠHx Dx (T̂xν(x)− T̂ ν(x))| . |T̂xν(x)− T̂ ν(x)| .
ˆ
1
|x− y|n−α/2 dν(y) . ℓ(R)
α/2,
using (9.2) in the last inequality.
Concerning the last summand on the right hand side of (9.10), we have
|(ΠHx Dx −ΠH) T̂ ν(x)| ≤
(‖ΠHxDx −ΠHx‖+ ‖ΠHx −ΠH‖) |T̂ ν(x)|.
By the Ho¨lder continuity of Â, we have
‖ΠHxDx −ΠHx‖ ≤ ‖Dx − Id‖ . |x− xR|α/2 ≤ C ℓ(R)α/2.
Also, taking into account that Hx = D
−1
x (H), we get
‖ΠHx −ΠH‖ . ‖Dx − Id‖ . ℓ(R)α/2.
Thus,
|(ΠHx Dx −ΠH) T̂ ν(x))| . ℓ(R)α/2|T̂ ν(x)|,
which together with (9.11) concludes the proof of (9.8). The arguments for (9.9) are analogous
and are left for the reader.
From the claim (9.8) and applying Lemma 9.1, we deriveˆ
|ΠHx Dx T̂xν(x)− T̂Hν(x)|2 dν(x) . ℓ(R)α
(
ℓ(R)n +
ˆ
|T̂ ν|2 dν
)
. ℓ(R)n+α.
To deal with the second integral on the right hand side of (9.7), we writeˆ
|ΠHx Dx T̂xν(x)− T̂Hν(x∗)|2 dν(x) .
ˆ
|ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 dσ(x)
+
∣∣∣∣ˆ |ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 d(σ − ν)(x)∣∣∣∣
+
ˆ
|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xν(x)|2 dν(x)
+
ˆ
|T̂Hσ(x∗)− T̂Hν(x∗)|2 dν(x)
=: I1 + I2 + I3 + I4.
To deal with the term I1 we apply (9.9) and Lemmas 8.3 and 8.2, and then we get
I1 .
ˆ
|SHσ|2 dσ +
ˆ
|ΠHx Dx T̂xσ(x)− T̂Hσ(x)|2 dσ(x)
.
ˆ
|SHσ|2 dσ + ℓ(R)α
(
ℓ(R)n +
ˆ
|T̂ σ|2 dσ
)
. (ε2 + ℓ(R)
α) ℓ(R)n.
Next we consider the integral I3. To this end, observe that for any given x, since T̂x is a
convolution operator,
ΠHx Dx T̂xν(x) = ΠHx Dx T̂x(ϕs ∗ σ)(x) = ϕs ∗
(
ΠHx Dx T̂xσ
)
(x).
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Therefore,
|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xν(x)| =
∣∣ΠHx Dx T̂xσ(x)− ϕs ∗ (ΠHx Dx T̂xσ)(x)∣∣
≤ sup
|y−x|≤s
|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xσ(y)|.(9.12)
Recall now that, by (9.6),
(9.13) Dx T̂xσ(x) = cnR(Dx−1♯σ)(D−1x x).
Since σ is supported on a finite union of planes parallel to H, it follows that the measure
Dx−1♯σ is supported on a finite union of planes which are parallel to Hx = D
−1
x H. Then, by
Lemma 9.2 (applied with Hx instead of H), it turns out that ΠHx Dx T̂xσ(·) is a Lipschitz
function (with the Lipschitz norm depending on the precise construction of σ, and in partic-
ular on the number of cubes in ChStop(R)). Hence, the right hand side of (9.12) tends to 0
uniformly on x as s→ 0, so
|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xν(x)| → 0 as s→ 0,
uniformly on x too. This implies that
I3 = I3(s) =
ˆ
|ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xν(x)|2 dν(x)→ 0 as s→ 0.
To estimate I4, note that
T̂Hν(x∗) =
ˆ
K̂H(x∗, y) dν(y) =
ˆ (
K̂H(x∗, ·) ∗ ϕs
)
(y) dσ(y).
By the Ho¨lder continuity of K̂H(x∗, ·) with x ∈ suppσ, it follows easily that T̂Hν(x∗) →
T̂Hσ(x∗) as s → 0 uniformly for x ∈ suppσ, taking into account also that for x ∈ suppσ ∪
supp ν,
dist(x∗, suppσ ∪ supp ν) & ∆ ℓ(R)≫ s,
for s small enough. Then we deduce that
I4 = I4(s)→ 0 as s→ 0.
Finally we turn our attention to the term I2. Observe that
I2 =
∣∣∣∣ˆ |ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 d(σ − ϕs ∗ σ)(x)∣∣∣∣
≤
ˆ ∣∣|ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 − ϕs ∗ (|ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2)∣∣ dσ(x)
. ℓ(R)n sup
x∈suppσ
|y−x|≤s
∣∣|ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 − |ΠHy Dy T̂yσ(y)− T̂Hσ(y∗)|2∣∣.
We claim now that ΠHx Dx T̂xσ(x)− T̂Hσ(x∗) is a Ho¨lder continuous function of x, for x in
a small neighborhood of suppσ. Clearly, this implies that
sup
x∈suppσ
|y−x|≤s
∣∣|ΠHx Dx T̂xσ(x)− T̂Hσ(x∗)|2 − |ΠHy Dy T̂yσ(y)− T̂Hσ(y∗)|2∣∣→ 0 as s→ 0,
and thus
I2 = I2(s)→ 0 as s→ 0.
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By the same arguments used to estimate I4, it is easy to check that T̂
Hσ(x∗) is a Ho¨lder
continuous function of x, for x in a small neighborhood of suppσ. Thus, to prove our claim it
suffices to show that ΠHx Dx T̂xσ(x) is a Ho¨lder continuous function of x in that neighborhood.
To this end, for x, y in a small neighborhood of suppσ we write∣∣ΠHx Dx T̂xσ(x)−ΠHy Dy T̂yσ(y)∣∣ ≤ ∣∣ΠHx Dx T̂xσ(x)−ΠHx Dx T̂xσ(y)∣∣
+
∣∣ΠHx Dx (T̂xσ(y)− T̂yσ(y))∣∣
+
∣∣(ΠHx Dx −ΠHy Dy) T̂yσ(y))∣∣ =: J1 + J2 + J3.
By (9.13) and Lemma 9.2 (applied with Hx replacing H) we have
J1 = cn
∣∣ΠHxR(Dx−1♯σ)(D−1x x)−ΠHxR(Dx−1♯σ)(D−1x y)∣∣ ≤ C(σ) |D−1x x−D−1x y| ≤ C(σ)|x−y|.
Regarding J2, we have
J2 .
∣∣T̂xσ(y)− T̂yσ(y)∣∣.
Recall that T̂x − T̂y is an odd convolution operator whose kernel K = K̂x − K̂y is given as in
(8.26), and it satisfies
(9.14) |K(z)| ≤ C |x− y|α/2 1|z|n and |∇K(z)| ≤ C |x− y|
α/2 1
|z|n+1 .
From this fact and the smoothness of the density of σ with respect to Hn on a finite union
of hyperplanes, one easily gets∣∣T̂xσ(y)− T̂yσ(y)∣∣ ≤ C(σ)|x− y|α/2.
Next we turn to J3:
J3 ≤ ‖ΠHx Dx −ΠHy Dy‖ |T̂yσ(y)|
≤ (‖(ΠHx −ΠHy)Dx‖+ ‖ΠHy (Dx −Dy)‖) |T̂yσ(y)|
.
(‖ΠHx −ΠHy‖+ ‖Dx −Dy‖) |T̂yσ(y)|.
Recall that Dx = Â(x)
1/2 and Hx = D
−1
x (H). Then, by the Ho¨lder continuity of Â, we derive
‖ΠHx −ΠHy‖+ ‖Dx −Dy‖ .σ |x− y|α/2.
Taking into account that |T̂yσ(y)| ≤ C(σ), we deduce that
J3 ≤ C(σ) |x− y|α/2.
Thus ΠHx Dx T̂xσ(x) is a Ho¨lder continuous function of x with exponent α/2, as claimed.
The lemma follows from the estimates obtained for I1, I2, I3, and I4. 
10. The function h and the vector field Ψ
For each cube Q from the intermediate non-BAUP layer NB(R) with non-BAUPness
parameter δ > 0, we define a function hQ as follows. First we consider a radial C
∞ function
h0 supported in B(0, 1) such that h0 = 1 on B(0, 1/2) and 0 ≤ h0 ≤ 1. Then we set
hQ(x) = h0
(
x− zaQ
δ ℓ(Q)
)
− h0
(
x− zbQ
δ ℓ(Q)
)
,
where zaQ and z
b
Q are the points introduced in Definition 4.1 and such that the vector z
a
Q−zbQ
is parallel to H. This can be achieved by taking the hyperplane L in Definition 4.1 parallel to
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H. Note that supphQ ⊂ 3BQ, and the support of the negative part of hQ does not intersect
suppµ. On the other hand, the support of the positive part of hQ includes a sufficiently big
portion of the measure, so that
´
hQ dµ & c(δ)µ(Q).
Next, by a Vitali type covering lemma, we extract a subfamily NB′(R) ⊂ NB(R) such
that the balls 4BQ, Q ∈ NB′(R), are pairwise disjoint and so that∑
Q∈NB′(R)
µ(Q) ≥ c µ(R),
where c depends at most on the AD-regularity constant of µ. Then we define
h =
∑
Q∈NB′(R)
hQ.
Lemma 10.1. Assume ε and the parameter s in the definition of ν in (9.1) small enough.
Then the function h satisfies: supph ⊂ 3BR, dist(supph,H) ≥ ∆ ℓ(R)/2, h ≥ 0 on supp ν
and ˆ
hdν ≥ c7(δ) ν(Rn+1),
with c7(δ) > 0.
The proof of this lemma is elementary and follows from the construction of h.
Our next objective consists in constructing a vector field Ψ satisfying the properties stated
in the next lemma.
Lemma 10.2. There exists a compactly supported Lipschitz vector field Ψ : Rn+1 → Rn+1
which satisfies the following:
(i) Ψ =
∑
Q∈NB′(R)ΨQ, suppΨ ⊂ 3BR ∩ Rn+1+ , and dist(suppΨ,H) ≥ ∆2 ℓ(R).
(ii) For each Q ∈ NB′(R), suppΨQ ⊂ 3BQ andˆ
ΨQ dLn+1 = 0, ‖ΨQ‖∞ . 1
δ ℓ(Q)
, and ‖ΨQ‖Lip . 1
δ2ℓ(Q)2
.
(iii)
ˆ
|Ψ| dLn+1 . δ−1 ℓ(R)n.
(iv) For each Q ∈ NB′(R),
T̂H,∗(ΨQ Ln+1) = hQ + eQ,
with the “error term” eQ satisfying
|eQ(x)| . C(δ) ℓ(R)
γ˜ ℓ(Q)n+β˜
(|x− xQ|+ ℓ(Q))n+β˜
for all x ∈ 10BR,
where β˜ and γ˜ are some fixed positive constants depending on n and α.
(v) ‖SH(|Ψ|Ln+1)‖L2(ν) ≤ C(δ)µ(R)1/2, assuming the parameter s in the definition of ν
small enough.
We remark that in the statement (iv) above, T̂H,∗(ΨQ Ln+1) stands for the adjoint of T̂H
applied to the vectorial measure ΨQLn+1. That is,
T̂H,∗(ΨQ Ln+1)(x) =
ˆ
K̂H(y, x) ·ΨQ(y) dLn+1(y),
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where ‘·’ is the scalar product. Sometimes, abusing notation, we will write T̂H,∗ΨQ instead
of T̂H,∗(ΨQ Ln+1). We will use analogous notations for other operators.
Proof. To construct each function ΨQ for Q ∈ NB′(R) we argue as in [NToV1, Section 24].
Let vQ be the unit vector in the direction z
a
Q − zbQ. Consider the function
gQ(x) =
ˆ 0
−∞
hQ(x+ tvQ) dt,
so that ∇vQgQ = hQ. Since the restriction of hQ to any line parallel to vQ consists of
two opposite bumps, the support of hQ is contained in the convex hull of B(z
a
Q, δℓ(Q)) and
B(zbQ, δℓ(Q)). Also, since ‖∇jhQ‖L∞ ≤ C(j)[δℓ(Q)]−j and since supphQ intersects any line
parallel to vQ over two intervals of total length 4δℓ(Q) or less, we have
(10.1) |∇jgQ(x)| ≤
ˆ 0
−∞
|(∇jhQ)(x+ tvQ)| dt ≤ C(j)
[δℓ(Q)]j−1
for all j ≥ 0.
We define the vector fields
ΨQ = −∆gQ vQ, Ψ =
∑
Q∈NB′(R)
ΨQ,
so that the properties (i) and (ii) in the lemma hold, because of (10.1). Indeed, the mean zero
property holds because the integral of the Laplacian of a compactly supported C∞ function
over the entire space is 0 and the support property holds because the balls B(xQ, 3ℓ(Q)) lie
deep inside 3BR. The property (iii) is also immediate:
ˆ
|Ψ| dLn+1 =
∑
Q∈NB′(R)
ˆ
|ΨQ| dLn+1 .
∑
Q∈NB′(R)
[δℓ(Q)]−1 Ln+1(B(xQ, 3ℓ(Q)))
. δ−1
∑
Q∈NB′(R)
ℓ(Q)n . δ−1
∑
Q∈NB′(R)
µ(Q) . δ−1µ(R) .
Next we turn our attention to the statement (iv). Since Â(xR) = Id, the kernel of T̂xR
is the gradient of the fundamental solution of the Laplacian (i.e., the Riesz kernel times an
absolute constant). Thus, T̂xR(∆gQ) = ∇gQ and so T̂HxR(∆gQ) = ∇HgQ. Therefore, since
vQ ∈ H,
T̂H,∗xR ΨQ = T̂
H,∗
xR
(−∆gQ vQ) = T̂HxR(∆gQ) · vQ = T̂xR(∆gQ) · vQ = ∇vQgQ = hQ.
Hence,
T̂H,∗ΨQ = hQ +
(
T̂H,∗ΨQ − T̂H,∗xR ΨQ
)
=: hQ + eQ.
We estimate eQ as follows:
|eQ(x)| ≤
∣∣T̂H,∗ΨQ(x)− T̂H,∗x ΨQ(x)∣∣+ ∣∣T̂H,∗x ΨQ(x)− T̂H,∗xR ΨQ(x)∣∣.(10.2)
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For the first summand on the right hand side we write∣∣T̂H,∗ΨQ(x)− T̂H,∗x ΨQ(x)∣∣ ≤ ˆ |K̂H(y, x)− K̂Hx (y, x)| |ΨQ(y)| dLn+1(y)
.
ˆ
1
|x− y|n−α/2 |ΨQ(y)| dL
n+1(y)
.
1
δ ℓ(Q)
ˆ
B(xQ,3ℓ(Q))
1
|x− y|n−α/2 dL
n+1(y)
.
1
δ ℓ(Q)
ℓ(Q)1+α/2 . δ−1ℓ(R)α/2.
Concerning the last summand in (10.2), we write∣∣T̂H,∗x ΨQ(x)− T̂H,∗xR ΨQ(x)∣∣ ≤ ˆ |K̂Hx (y − x)− K̂HxR(y − x)| |ΨQ(y)| dLn+1(y).
As in (9.14) we have
|K̂Hx (y − x)− K̂HxR(y − x)| ≤ |K̂x(y − x)− K̂xR(y − x)| .
|x− xR|α/2
|x− y|n .
ℓ(R)α/2
|x− y|n
for all x ∈ 10BR. Hence, for such points x,∣∣T̂H,∗x ΨQ(x)− T̂H,∗xR ΨQ(x)∣∣ . ℓ(R)α/2 ˆ 1|x− y|n |ΨQ(y)| dLn+1(y)
.
ℓ(R)α/2
δ ℓ(Q)
ˆ
B(xQ,3ℓ(Q))
1
|x− y|n dL
n+1(y) . δ−1ℓ(R)α/2.
Therefore,
(10.3) |eQ(x)| . δ−1ℓ(R)α/2 for all x ∈ 10BR.
On the other hand, we also have
|eQ(x)| ≤
∣∣T̂H,∗ΨQ(x)∣∣+ ∣∣T̂H,∗xR ΨQ(x)∣∣.
For x ∈ 6BQ, we have∣∣T̂H,∗ΨQ(x)∣∣ . 1
δ ℓ(Q)
ˆ
B(xQ,3ℓ(Q))
1
|x− y|n dL
n+1(y) . δ−1.
Using that ΨQ has zero mean and standard estimates, for x ∈ (6BQ)c we get∣∣T̂H,∗ΨQ(x)∣∣ ≤ ˆ |K̂H(y − x)− K̂H(xQ − x)| |ΨQ(y)| dLn+1(y)
.
1
δ ℓ(Q)
ˆ
B(xQ,3ℓ(Q))
ℓ(Q)α/2
|x− xQ|n+α/2
dLn+1(y)
.
ℓ(Q)n+α/2
δ |x− xQ|n+α/2
.
So we infer that for all x ∈ Rn+1,∣∣T̂H,∗ΨQ(x)∣∣ . δ−1ℓ(Q)n+α/2
(ℓ(Q) + |x− xQ|)n+α/2
.
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The same estimate holds for
∣∣T̂H,∗x ΨQ(x)∣∣, and thus
(10.4) |eQ(x)| . δ
−1ℓ(Q)n+α/2
(ℓ(Q) + |x− xQ|)n+α/2
for all x ∈ Rn+1.
Denote γ = α/(2(2n+α)). Notice that γα/2 = α2/(4(2n+α)) < 1/4 and (1−γ)(n+γ) =
n+ α/4. So, by taking a suitable weighted geometric mean of (10.3) and (10.4), we obtain
|eQ(x)| = |eQ(x)|γ |eQ(x)|1−γ . δ
−1ℓ(R)α
2/(4(2n+α))ℓ(Q)n+α/4(|x− xQ|+ ℓ(Q))n+α/4
for all x ∈ 10BR, which completes the proof of (iv) by choosing γ˜ = α2/(4(2n + α)) and
β˜ = α/4.
Finally we turn our attention to the estimate (v). First we will show that
(10.5) ‖SH(|Ψ|Ln+1)‖2L2(µ|R) ≤ C(δ)µ(R).
We consider the auxiliary measure
ξ =
∑
Q∈NB′(R)
1
ℓ(Q)
Ln+1|3BQ .
We claim that ξ has n-polynomial growth. That is,
(10.6) ξ(B(x, r)) . rn for all x ∈ Rn+1, r > 0.
The arguments to prove this are standard, but we show the details for the reader’s conve-
nience. It suffices to prove the preceding inequality for x ∈ supp ξ ⊂ ⋃Q∈NB′(R) 3BQ. So fix
a point x ∈ 3BQ, for some Q ∈ NB′(R). Since the balls 4BP , P ∈ NB′(R), are pairwise
disjoint, it is clear that the condition (10.6) holds for r < ℓ(Q). In the case r ≥ ℓ(Q), let
I(x, r) denote the family of cubes P ∈ NB′(R) such that 3BP ∩ B(x, r) 6= ∅. Taking into
account again that the balls 4BS , S ∈ NB′(R), are pairwise disjoint, it follows that, for any
P ∈ I(x, r), r ≥ ℓ(P ) and then BP ⊂ B(x, 7r). Therefore,
ξ(B(x, r)) ≤
∑
P∈I(x,r)
ξ(3BP ) ≈
∑
P∈I(x,r)
ℓ(P )n ≤
∑
P∈I(x,r)
µ(P ) ≤ µ(B(x, 7r)) . rn.
Recall now that µ|R is n-AD-regular and T̂µ|R is bounded in L2(µ|R). As a consequence,
the maximal operator
T̂ξ,∗f(x) = sup
ε>0
|T̂ξ,εf(x)| = sup
ε>0
∣∣∣ ˆ
|x−y|>ε
K̂(x, y) f(y) dξ(y)
∣∣∣
is bounded from L2(ξ) to L2(µ|R) (see Proposition 5 from [Da1]).
Consider the vector field Ψ˜ defined by
Ψ˜ =
∑
Q∈NB′(R)
ℓ(Q)ΨQ,
so that |Ψ| Ln+1 = |Ψ˜| ξ. Observe that, by (ii),
‖Ψ˜‖L∞(ξ) . δ−1,
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and thus
‖Ψ˜‖2L2(ξ) . δ−2
∑
Q∈NB′(R)
ℓ(Q)n . δ−2
∑
Q∈NB′(R)
µ(Q) . δ−2 µ(R).
For each x ∈ R, we split
|SH(|Ψ| Ln+1)(x)| = |SH(|Ψ˜| ξ)(x)| ≤ |T̂ (|Ψ˜|ξ)(x)| + |T̂ (|Ψ˜|ξ)(x∗)|.
By standard estimates, it is also immediate to check that
|T̂ (|Ψ˜|ξ)(x∗)| ≤ |T̂∗(|Ψ˜|ξ)(x)| +Mn(|Ψ˜|ξ)(x),
where Mn is the maximal radial operator
(10.7) Mnτ(x) = sup
r>0
|τ |(B(x, r))
rn
,
for any signed measure τ . So we deduce that
‖SH(|Ψ| Ln+1)‖2L2(µ|R) . ‖T̂ξ,∗(|Ψ˜|)‖2L2(µ|R) + ‖Mn(|Ψ˜|ξ)‖2L2(µ|R).
Analogously to T̂ξ,∗, the operator Mn(· ξ) is also bounded from L2(ξ) to L2(µ|R) (see [Da1]
again). Hence,
‖SH(|Ψ| Ln+1)‖2L2(µ|R) . ‖Ψ˜‖2L2(ξ) . δ−2 µ(R).(10.8)
Our next objective is to prove the analogous estimate in L2(σ), that is,
‖SH(|Ψ|Ln+1)‖2L2(σ) ≤ C(δ)µ(R).
Recall that σ =
∑
P∈ChStop(R)
σP , where σP = gP Hn|LP , with gP . χ2BP . So we have
‖SH(|Ψ|Ln+1)‖2L2(σ) =
∑
P∈ChStop(R)
‖SH(|Ψ|Ln+1)‖2L2(σP ).
For each P ∈ ChStop(R) we split
(10.9)
‖SH(|Ψ|Ln+1)‖2L2(σP ) ≤ 2
ˆ
|SH(χ3BP |Ψ|Ln+1)|2 dσP + 2
ˆ
|SH(χ(3BP )c |Ψ|Ln+1)|2 dσP .
Concerning the first summand on the right hand side, we have
(10.10)
ˆ
|SH(χ3BP |Ψ|Ln+1)|2 dσP .
ˆ
|SH(χ3BP |Ψ|Ln+1)|2 dHn|LP .
Since T̂Hn|LP
is bounded in L2(Hn|LP ), the same argument as in (10.8) shows that
(10.11) ‖SH(χ3BP |Ψ| Ln+1)‖2L2(Hn|LP ) . ‖χ3BP Ψ˜‖
2
L2(ξ) . δ
−2 ℓ(P )n,
taking into account that ‖Ψ˜‖L∞(ξ) . δ−1 and the polynomial growth of ξ for the last inequal-
ity.
To estimate the last integral on the right hand side of (10.9) we will show first that
(10.12)
∣∣SH(χ(3BP )c |Ψ|Ln+1)(x)− SH(χ(3BP )c |Ψ|Ln+1)(y)∣∣ . δ−1 for all x, y ∈ 2BP .
To this end, note that the left hand side above equals∣∣SH(χ(3BP )c |Ψ˜|ξ)(x)− SH(χ(3BP )c |Ψ˜|ξ)(y)∣∣ ≤ ∣∣T̂Hξ (χ(3BP )c |Ψ˜|)(x)− T̂Hξ (χ(3BP )c |Ψ˜|)(y)∣∣
+
∣∣T̂Hξ (χ(3BP )c |Ψ˜|)(x∗)− T̂Hξ (χ(3BP )c |Ψ˜|)(y∗)∣∣.
GRADIENTS OF SINGLE LAYER POTENTIALS AND UNIFORM RECTIFIABILITY 59
Taking into account that both x and y are far from the supp(χ(3BP )c |Ψ˜|), more precisely,
|x− y| . ℓ(P ) . min(dist(x, (3BP )c),dist(y, (3BP )c)), by standard estimates from Caldero´n-
Zygmund theory it follows that∣∣T̂Hξ (χ(3BP )c |Ψ˜|)(x)− T̂Hξ (χ(3BP )c |Ψ˜|)(y)∣∣ . ∥∥χ(3BP )c |Ψ˜|∥∥L∞(ξ) . δ−1.
By analogous reasons, the same estimate holds replacing x by x∗ and y by y∗. Hence, (10.12)
is proven.
From (10.12) we infer that∥∥SH(χ(3BP )c |Ψ|Ln+1)∥∥∞,2BQ ≤ ∣∣mµ,P (SH(χ(3BP )c |Ψ|Ln+1))∣∣+ Cδ−1
≤ ∣∣mµ,P (SH(|Ψ|Ln+1))∣∣+ ∣∣mµ,P (SH(χ3BP |Ψ|Ln+1))∣∣ +Cδ−1.
Arguing again as in (10.8), we obtain∣∣mµ,P (SH(χ3BP |Ψ|Ln+1))∣∣2 ≤ mµ,P (|SH(χ3BP |Ψ|Ln+1)|2) . 1µ(P ) ∥∥χ3BP |Ψ˜|∥∥2L2(ξ) . δ−2.
Therefore,
‖SH(χ(3BP )c |Ψ|Ln+1)‖∞,2BP ≤
∣∣mµ,P (SH(|Ψ|Ln+1))∣∣+ Cδ−1.
As a consequence,ˆ
|SH(χ(3BP )c |Ψ|Ln+1)|2 dσP .
∣∣mµ,P (SH(|Ψ|Ln+1))∣∣2 ℓ(P )n + δ−2ℓ(P )n.
Together with (10.10) and (10.11), this yieldsˆ
|SH(|Ψ|Ln+1)|2 dσP .
∣∣mµ,P (SH(|Ψ|Ln+1))∣∣2 ℓ(P )n + δ−2ℓ(P )n
.
ˆ
P
|SH(|Ψ|Ln+1)|2 dµ + δ−2ℓ(P )n.
Summing on P ∈ ChStop(R) and using (10.5), we obtain
‖SH(|Ψ|Ln+1)‖2L2(σ) . ‖SH(|Ψ|Ln+1)‖2L2(µ|R) + δ−2ℓ(R)n ≤ C(δ) ℓ(R)n.
To prove the final estimate in (v) we just use the preceding inequality and take into account
that ˆ
|SH(|Ψ|Ln+1)|2 dν =
ˆ
|SH(|Ψ|Ln+1)|2 d(ϕs ∗ σ)
=
ˆ
(|SH(|Ψ|Ln+1)|2) ∗ ϕs dσ →
ˆ
|SH(|Ψ|Ln+1)|2 dσ
as s→ 0, since |SH(|Ψ|Ln+1)|2 is a continuous function. 
11. The variational argument
In this section we will prove the following:
Proposition 11.1. Let R ∈ Nice and ν be as in Section 9. Suppose that ε and ℓ(R) are
small enough, depending on the non-BAUPness parameter δ. Then we have
‖SHν‖2L2(σ) ≥ c8(δ)µ(R).
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Together with Lemma 9.3 this shows that, for each R ∈ Nice, ‖TRµ‖2L2(µ) ≥ ε1 µ(R), as-
suming that ε, ℓ(R), t, and ∆ are small enough andM is big enough. This proves Proposition
4.1 and Theorem 1.1.
11.1. A pointwise inequality. The first step to prove Proposition 11.1 is the next one.
Lemma 11.1. Suppose that for some 0 < λ ≤ 1 the inequalityˆ
|SHν|2dν ≤ λ ν(Rn+1)
holds. Let h be the function in Lemma 10.1 and c7(δ) the constant in the same lemma. Then,
there is some function b ∈ L∞(ν) such that
(i) 0 ≤ b ≤ 2,
(ii)
ˆ
b h dν ≥ c7(δ) ν(Rn+1),
and such that the measure η = bν satisfies
(11.1)
ˆ
|SHη|2dη ≤ 2λ ν(Rn+1)
and
(11.2) |SHη(x)|2 + 2SH,∗((SHη)η)(x) ≤ 6c7(δ)−1λ for η-a.e. x ∈ Rn+1.
Proof. In order to find such a function b, we consider the following class of admissible functions
A =
{
a ∈ L∞(ν) : a ≥ 0, ´ ah dν ≥ c7(δ) ν(Rn+1)
}
and we define a functional J on A by
J(a) = λ‖a‖L∞(ν) ν(Rn+1) +
ˆ
|SH(aν)|2a dν.
Observe that 1 ∈ A and
J(1) = λ ν(Rn+1) +
ˆ
|SHν|2 dν ≤ 2λ ν(Rn+1).
Thus
inf
a∈A
J(a) ≤ 2λ ν(Rn+1).
Since J(a) ≥ λ‖a‖L∞(ν) ν(Rn+1), it is clear that
inf
a∈A
J(a) = inf
a∈A:‖a‖L∞(ν)≤2
J(a).
We claim that J attains a global minimum on A, i.e. there is a function b ∈ A such that
J(b) ≤ J(a) for all a ∈ A. Indeed, by the Banach-Alaoglu theorem there exists a sequence
{ak}k ⊂ A, with J(ak)→ infa∈A J(a), ‖ak‖L∞(ν) ≤ 2, so that ak converges weakly ∗ in L∞(ν)
to some function b ∈ A. It is clear that b satisfies (i) and (ii). Recall that we denoted by KHS
the kernel of SH . Since y 7→ KHS (x, y) belongs to L1(ν) (recall that ν has bounded density
with respect to Lebesgue measure), it follows that for all x ∈ Rn+1 SH(akν)(x)→ SH(bν)(x)
as k →∞. Taking into account that, for every k,
|SH(akν)(x)| .
ˆ
1
|x− y|n dν(y) <∞
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by the dominated convergence theorem we infer thatˆ
|SH(akν)|2dν →
ˆ
|SH(bν)|2dν as k →∞.
Using also that ‖b‖L∞(ν) ≤ lim supk ‖ak‖L∞(ν), it follows that J(b) ≤ lim supk J(ak), which
proves the claim that J(·) attains a minimum at b.
The estimate (11.1) for η = b ν follows from the fact that J(b) ≤ J(1) ≤ 2λ ν(Rn+1).
To prove (11.2) we will apply a variational argument taking advantage of the fact that b
is a minimizer for J . Let B be any ball centered in supp η. Now, for every 0 ≤ t < 1, define
bt = (1− tχB)b+ t (hη)(B)
(hη)(Rn+1)
b,
where we used the notation (hη)(A) =
´
A hdη. To make the writing easier, we will also write
below just (hη)(A). It is clear that bt ∈ A for all 0 ≤ t < 1 and b0 = b. Therefore,
J(b) ≤ J(bt) = λ‖bt‖∞ν(Rn+1) +
ˆ
|SH(btν)|2bt dν
≤ λ
(
1 + t
(hη)(B)
(hη)(Rn+1)
)
‖b‖∞ν(Rn+1) +
ˆ
|SH(btν)|2bt dν := H(t).
Since H(0) = J(b), we have that H(0) ≤ H(t) for 0 ≤ t < 1, thus H ′(0+) ≥ 0 (assuming
that H ′(0+) exists). Notice that
dbt
dt
∣∣∣
t=0
= −χBb+ (hη)(B)
(hη)(Rn+1)
b,
Therefore,
0 ≤ H ′(0+) = λ (hη)(B)
(hη)(Rn+1)
‖b‖∞ν(Rn+1) + d
dt
∣∣∣
t=0
ˆ
|SH(btν)|2btdν
= λ
(hη)(B)
(hη)(Rn+1)
‖b‖∞ν(Rn+1) + 2
ˆ
SH
(
dbt
dt
∣∣∣
t=0
ν
)
· SHη b dν +
ˆ
|SHη|2 dbt
dt
∣∣∣
t=0
dν
= λ
(hη)(B)
(hη)(Rn+1)
‖b‖∞ν(Rn+1) + 2
ˆ
SH
((
−χBb+ (hη)(B)
(hη)(Rn+1)
b
)
ν
)
· SHη b dν
+
ˆ
|SHη|2
(
−χBb+ (hη)(B)
(hη)(Rn+1)
b
)
dν
= λ
(hη)(B)
(hη)(Rn+1)
‖b‖∞ν(Rn+1)− 2
ˆ
SH(χBη) · SHη dη + 2 (hη)(B)
(hη)(Rn+1)
ˆ
|SHη|2 dη
−
ˆ
B
|SHη|2 dη + (hη)(B)
(hη)(Rn+1)
ˆ
|SHη|2 dη.
The fact that the derivatives above commute with the integral sign and with the operator
SH is guaranteed by the fact that bt is an affine function of t and then one can expand the
integrand |SH(btν)|2bt and obtain a polynomial expression on t. Rearranging terms and using
also that λ ≤ 1 and that J(b) ≤ 2λ (hη)(Rn+1), we getˆ
B
|SHη|2 dη + 2
ˆ
SH(χBη) · SHη dη ≤ (hη)(B)
(hη)(Rn+1)
[
λ‖b‖∞ν(Rn+1) + 3
ˆ
|SHη|2 dη
]
≤ 3 c7(δ)−1J(b) (hη)(B) ≤ 6 c7(δ)−1λ (hη)(B).
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Dividing by η(B), recalling that h ≤ 1 and taking into account that
ˆ
SH(χBη) · SHη dη =
ˆ
B
SH,∗((SHη)η) dη,
we obtain
1
η(B)
ˆ
B
|SHη|2dη + 2
η(B)
ˆ
B
SH,∗((SHη)η) dη ≤ 6 c7(δ)−1λ.
Then, letting η(B)→ 0 and applying Lebesgue’s differentiation theorem, we deduce that
|SHη(x)|2 + 2SH,∗((SHη)η)(x) ≤ 6 c7(δ)−1λ for η-a.e. x ∈ Rn+1,
as desired. 
Lemma 11.2. Assume that
ˆ
|SHν|2 dν ≤ λν(Rn+1) for some 0 < λ ≤ 1, and let b and η
be as in Lemma 11.1. Then we have
(11.3) |SHη(x)|2 + 4SH,∗((SHη)η)(x) ≤ 12 c7(δ)−1λ+ Cℓ(R)α/2 for all x ∈ Rn+1+ .
Proof. Since η has a bounded density with respect to Lebesgue measure which is also uni-
formly bounded, it is immediate to check that the expression on the left hand side of (11.3)
is a continuous function of x. Thus, by Lemma 11.1 and by continuity, the inequality (11.3)
holds for all x ∈ supp η.
For any x ∈ ∂Rn+1+ = H, using (8.3) and that x = x∗, we get
K̂H(y∗, x) = K̂H(y, x∗) = K̂H(y, x),
and thus, for any vectorial measure ~ω,
SH,∗~ω(x) =
ˆ
KHS (y, x) · d~ω(y)
=
ˆ
K̂H(y, x) · d~ω(y)−
ˆ
K̂H(y∗, x) · d~ω(y) = 0.
Now we claim that the definition of SH implies
(11.4) sup
x∈Rn+1+
|SH,∗~ω(x)| ≤ sup
x∈supp(~ω)
|SH,∗~ω(x)|,
for each vector valued measure ~ω which is compactly supported in Rn+1 and absolutely
continuous with respect to Lebesgue measure with a bounded density function. To show this,
by the maximum principle, it is enough to show that SH,∗~ω is Â-harmonic in Rn+1+ \ supp(~ω).
In turn, to this end it suffices to show that for 1 ≤ k ≤ n and for any signed measure
dω = g dx, with g ∈ L∞ and compactly supported in Rn+1+ , the function
f(x) :=
ˆ (
∂ykEÂ(y, x)− ∂ykEÂ(y∗, x)
)
dω(y)
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is Â-harmonic in Rn+1+ \ supp(ω). Given ϕ ∈ C∞c (Rn+1+ \ suppω), by Fubini’s theorem we getˆ
Â∇f ∇ϕdx =
ˆ
Â(x)∇x
(ˆ
∂yk(EÂ(y, x)− EÂ(y∗, x)) g(y) dy
)
· ∇ϕ(x) dx
=
ˆˆ
Â(x)∇x∂yk(EÂ(y, x)− EÂ(y∗, x)) · ∇ϕ(x) dx g(y) dy
=
ˆ
∂yk
ˆ
Â(x)∇xEÂ(y, x) · ∇ϕ(x) dx g(y)dy
−
ˆ
∂yk
ˆ
Â(x)∇xEÂ(y∗, x) · ∇ϕ(x) dx g(y)dy
=
ˆ
(∂ykϕ(y)− ∂ykϕ(y∗)) g(y) dy = 0.
Therefore, f is Â-harmonic Rn+1+ \ supp(~ω) and thus (11.4) holds.
To prove (11.3) we use the elementary formula
1
2
|z|2 = sup
β>0
e∈Rn+1,‖e‖=1
β 〈e, z〉 − 1
2
β2 for all z ∈ Rn+1.
We apply it with z = SHη(x) and we get
(11.5)
1
2
|SHη(x)|2 = sup
β>0
e∈Rn+1,‖e‖=1
β 〈e, SHη(x)〉 − 1
2
β2.
Now, if e = (e1, . . . , en+1) and we define the vector valued measure ηe = (ηe1, . . . , ηen+1), for
all x ∈ Rn+1+ we obtain
〈e, SHη(x)〉 =
ˆ
KHS (x, y) · e dη(y) =
ˆ
KHS (x, y) · d(ηe)(y)
= −SH,∗(ηe)(x) + e ·
ˆ [
KHS (x, y) +K
H
S (y, x)
]
dη(y).
Taking into account K̂H(y∗, x) = K̂H(y, x∗) and (2.6) applied to Â, we derive
|KHS (x, y) +KHS (y, x)| = |K̂H(x, y)− K̂H(x∗, y) + K̂H(y, x)− K̂H(y∗, x)|
≤ |K̂H(x, y) + K̂H(y, x)| + |K̂H(y, x∗) + K̂H(x∗, y)|
.
1
|x− y|n−α/2 +
1
|x∗ − y|n−α/2 .
1
|x− y|n−α/2 ,
since |x−y| ≤ |x∗−y| for all x, y ∈ Rn+1+ . So the function F (x) :=
´ [
KHS (x, y) +K
H
S (y, x)
]
dη(y)
satisfies
|F (x)| .
ˆ
1
|x− y|n−α/2 dη(y) . ℓ(R)
α/2
if dist(x,R) ≤ 1. In the case that dist(x,Q) ≥ 1, we use the fact that |K̂H(x, y)| +
|K̂H(y, x)| . 1 by Lemma 2.2 (c), and it also follows that
|F (x)| ≤
ˆ ∣∣KHS (x, y) +KHS (y, x)∣∣ dη(y) . ‖η‖ . ℓ(R)n . ℓ(R)α/2,
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So in both cases we get
(11.6) 〈e, SHη(x)〉 = −SH,∗(ηe)(x) + F (x) · e,
with |F (x)| . ℓ(R)α/2.
We insert the above calculation in (11.5) and by (11.4) we get, for x ∈ Rn+1+ ,
|SHη(x)|2 + 4SH,∗ ([SHη]η) (x)
= sup
β>0
e∈Rn+1,‖e‖=1
{−2βSH,∗(ηe)(x) + 2βF (x) · e− β2 + 4SH,∗ ([SHη]η) (x)}
= sup
β>0
e∈Rn+1,‖e‖=1
{
SH,∗
(−2βηe+ 4[SHη]η) (x) + 2βF (x) · e− β2}
≤ sup
β>0
e∈Rn+1,‖e‖=1
sup
z∈supp(η)
{
SH,∗
(−2βηe+ 4[SHη]η) (z) + 2βF (x) · e− β2}
= sup
z∈supp(η)
sup
β>0
e∈Rn+1,‖e‖=1
{
SH,∗
(−2βηe+ 4[SHη]η) (z) + 2βF (x) · e− β2} .
Now we reverse the process using again (11.6) to obtain
|SHη(x)|2 + 4SH,∗ ([SHη]η) (x)
≤ sup
z∈supp(η)
sup
β>0
e∈Rn+1,‖e‖=1
{−2βSH,∗(ηe)(z) + 4SH,∗ ([SHη]η) (z) + 2βF (x) · e− β2}
= sup
z∈supp(η)
sup
β>0
e∈Rn+1,‖e‖=1
{−2β〈SHη(z), e〉 − 2βF (z) · e+ 4SH,∗ ([SHη]η) (z) + 2βF (x) · e− β2}
= sup
z∈supp(η)
sup
β>0
e∈Rn+1,‖e‖=1
{−2β 〈SHη(z) + (F (x)− F (z)), e〉+ 4SH,∗ ([Tη]η) (z) − β2}
= sup
z∈supp(η)
{∣∣SHη(z) + (F (x) +G(z))∣∣2 + 4SH,∗ ([SHη]η) (z)}
≤ sup
z∈supp(η)
{
2|SHη(z)|2 + 4SH,∗ ([SHη]η) (z)}+ C ℓ(R)α/2.
Finally, we apply (11.2) to get
|SHη(x)|2 + 4SH,∗((SHη)η)(x) ≤ 12 c7(δ)−1λ+ Cℓ(R)α/2 for all x ∈ Rn+1+ ,
as wished. 
11.2. Proof of Proposition 11.1. Let R ∈ Nice and ν be as in Section 9. We have to show
that
‖SHν‖2L2(σ) ≥ c8(δ)µ(R),
with c8(δ) > 0. We assume that this does not hold and we argue by contradiction. So we
suppose that
´ |SHν|2dν ≤ λ ν(Rn+1) for some small λ ∈ (0, 1) to be fixed below and then
we will get a contradiction if λ is chosen small enough (depending on δ). By Lemma 11.2,
our assumption implies that the measure η defined in Lemma 11.1 satisfies
|SHη(x)|2 + 4SH,∗((SHη)η)(x) ≤ 12 c7(δ)−1λ+ Cℓ(R)α/2 for all x ∈ Rn+1+ .
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Consider the vector field Ψ from Lemma 10.1 in Section 10. Multiplying the preceding
inequality by |Ψ| and integrating with respect to Lebesgue measure, we derive
(11.7)ˆ
|SHη|2 |Ψ| dLn+1 ≤ 4
ˆ
SH,∗
(
(SHη)η
) |Ψ| dLn+1 + (12c7(δ)−1λ+Cℓ(R)α/2) ˆ |Ψ| dLn+1.
By Lemma 10.2 we have(
12c7(δ)
−1λ+ Cℓ(R)α/2
) ˆ |Ψ| dLn+1 ≤ C(δ) (λ+ ℓ(R)α/2) ℓ(R)n.
Regarding the first integral on the right hand side of (11.7), we haveˆ
SH,∗
(
(SHη)η
) |Ψ| dLn+1 = ˆ SHη · SH(|Ψ| Ln+1) dη
≤
(ˆ
|SHη|2 dη
)1/2(
2
ˆ
|SH(|Ψ| Ln+1)|2 dν
)1/2
≤ λ1/2 η(Rn+1)1/2 C(δ)µ(R) ≤ C(δ)λ1/2 µ(R),
by (11.1) and (v) from Lemma 10.2. So we derive
(11.8)ˆ
|SHη|2 |Ψ| dLn+1≤ C(δ)λ1/2µ(R)+C(δ) (λ+ ℓ(R)α/2)µ(R)≤ C(δ) (λ1/2+ ℓ(R)α/2)µ(R).
Next we will estimate from below the integral on the left hand side above. By Cauchy-
Schwarz, we have
ˆ
|SHη|2 |Ψ| dLn+1 ≥
(ˆ
|SHη| |Ψ| dLn+1
)2 (ˆ
|Ψ| dLn+1
)−1
≥ c(δ)
µ(R)
(ˆ
SHη ·Ψ dLn+1
)2
=
c(δ)
µ(R)
(ˆ
SH,∗(ΨLn+1) dη
)2
.
(11.9)
By the definition of SH and the fact that K̂H(y∗, x) = K̂H(y, x∗) (by (8.3)), we get
SH,∗(ΨLn+1)(x) =
ˆ
K̂H(y, x) ·Ψ(y) dLn+1(y)−
ˆ
K̂H(y∗, x) ·Ψ(y) dLn+1(y)
= T̂H,∗(ΨLn+1)(x)− T̂H,∗(ΨLn+1)(x∗).
Thus, by Lemma 10.2 (iv),ˆ
SH,∗(ΨLn+1) dη =
ˆ
T̂H,∗(ΨLn+1)(x) dη(x) −
ˆ
T̂H,∗(ΨLn+1)(x∗) dη(x)(11.10)
=
∑
Q∈NB′(R)
ˆ
(hQ + eQ) dη −
ˆ
T̂H,∗(ΨLn+1)(x∗) dη(x).
By Lemma 10.1 and Lemma 10.2 (iv),
∑
Q∈NB′(R)
ˆ
(hQ + eQ) dη ≥ c(δ)µ(R) − C(δ)
∑
Q∈NB′(R)
ˆ
ℓ(R)γ˜ ℓ(Q)n+β˜
(|x− xQ|+ ℓ(Q))n+β˜
dη(x).
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Using the polynomial growth of ν (recall (9.2)) and standard estimates, for each Q ∈ NB′(R)
we get
(11.11)
ˆ
ℓ(R)γ˜ ℓ(Q)n+β˜
(|x− xQ|+ ℓ(Q))n+β˜
dη(x) . ℓ(R)γ˜ ℓ(Q)n.
Thus
(11.12)∑
Q∈NB′(R)
ˆ
(hQ + eQ) dη ≥ c(δ)µ(R)−C(δ) ℓ(R)γ˜
∑
Q∈NB′(R)
µ(Q) ≥ (c(δ)−C ′(δ) ℓ(R)γ˜)µ(R).
To estimate the last integral on the right hand side of (11.10) we take into account that,
if x ∈ supp η, then x∗ ∈ Rn+1− , and thus
hQ(x
∗) = 0 for all Q ∈ NB′(R),
since supphQ ⊂ 3BQ ⊂ Rn+1+ because, recalling (4.1) and choosing ∆ as in Section 8,
ℓ(Q)≪ ∆ ℓ(R).
Therefore, for x ∈ supp η, using again Lemma 10.2 (iv),∣∣T̂H,∗(ΨLn+1)(x∗)∣∣ = ∣∣∣∣∣ ∑
Q∈NB′(R)
eQ(x
∗)
∣∣∣∣∣ ≤ C(δ) ∑
Q∈NB′(R)
ℓ(R)γ˜ ℓ(Q)n+β˜
(|x∗ − xQ|+ ℓ(Q))n+β˜
≤ C(δ)
∑
Q∈NB′(R)
ℓ(R)γ˜ ℓ(Q)n+β˜
(|x− xQ|+ ℓ(Q))n+β˜
.
Hence, from (11.11) we derive∣∣∣∣ˆ T̂H,∗(ΨLn+1)(x∗) dη(x)∣∣∣∣ ≤ C(δ) ℓ(R)γ˜ ∑
Q∈NB′(R)
ℓ(Q)n ≤ C(δ) ℓ(R)γ˜µ(R).
Plugging this estimate and (11.12) into (11.10), we obtainˆ
SH,∗(ΨLn+1) dη ≥ (c(δ) − C ′′(δ) ℓ(R)γ˜)µ(R).
Then, by (11.9), ˆ
|SHη|2 |Ψ| dLn+1 ≥ (c(δ) − C ′′(δ) ℓ(R)γ˜)2 µ(R).
Together with (11.8), this implies that(
c(δ) − C ′′(δ) ℓ(R)γ˜)2µ(R) ≤ C(δ) (λ1/2 + ℓ(R)α/2)µ(R).
So we get a contradiction if ℓ(R) and λ are small enough, depending on δ. This concludes
the proof of Proposition 11.1, and thus of Theorem 1.1.
12. Proof of Theorem 1.3
The arguments are very similar to the ones in [AHM3TV] and thus we only sketch them.
To simplify notation, we will write ωp instead of ωpLA . Recall that the Green function for
the operator LAu = − divA(·)∇u satisfies, for every ϕ ∈ C∞c (Rn+1),ˆ
∂Ω
ϕdωx − ϕ(x) = −
ˆ
Ω
AT (y)∇yG(x, y) · ∇ϕ(y) dy, for a.e. x ∈ Ω.
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See (2.6) in [AGMT], for example. From this equation it easily follows that
(12.1) G(p, x) = E(p, x) −
ˆ
E(z, x) dωp(z) for all p, x ∈ Ω.
We assume that G(p, x) = 0 if x 6∈ Ω, so that the preceding identity also holds in this
case. The identity (12.1) provides the key connection between the gradient of the single layer
potential and elliptic measure. Indeed, differentiating with respect to x, we derive
∇2G(p, x) = ∇2E(p, x)−
ˆ
∇2E(z, x) dωp(z).
By almost the same arguments as in [AHM3TV, Lemma 3.3] one can prove the following:
Lemma 12.1. Let n ≥ 2 and Ω ⊂ Rn+1 be a bounded open connected Wiener regular set.
Let B = B¯(x0, r) be a closed ball with x0 ∈ ∂Ω and 0 < r < diam(∂Ω). Then, for all a > 0,
ωx(aB) & inf
z∈2B∩Ω
ωz(aB) rn−1G(x, y) for all x ∈ Ω \ 2B and y ∈ B ∩ Ω,
with the implicit constant independent of a.
Analogously, as in [AHM3TV, Lemma 3.4], we have:
Lemma 12.2. There is δ0 ∈ (0, 1) depending only on n ≥ 1 so that the following holds for
δ ∈ (0, δ0]. Let Ω ( Rn+1 be a bounded Wiener regular domain, n − 1 < s ≤ n + 1, ξ ∈ ∂Ω,
r > 0, and B = B(ξ, r). Then
ωx(B) &n,s
Hs∞(∂Ω ∩ δB)
(δr)s
for all x ∈ δB ∩ Ω.
In the statement above, Hs∞ stands for the s-dimensional Hausdorff content.
The following can be proved as in [AHM3TV, Lemma 3.1]:
Lemma 12.3. Let Ω be as above and let p ∈ Ω. For Ln+1-almost all x ∈ Ωc we have
E(p, x)−
ˆ
∂Ω
E(z, x) dωp(z) = 0.
Then we get:
Lemma 12.4. Let LA, Ω and E be as in Theorem 1.3. Then we have
Mnω
p(x) + T∗ω
p(x) <∞ for ωp-a.e. x ∈ E.
Above, Mn is the maximal radial operator defined in (10.7).
This result can be deduced from the preceding lemmas arguing as in [AHM3TV]. For
the convenience of the reader we show the detailed proof below. Remark that, instead of
the stopping time arguments from [AHM3TV], we use a simpler approach relying on the
Lebesgue differentiation theorem.
Proof. For ωp-a.e. x ∈ E, we write
lim sup
r→0
ωp(B(x, r))
rn
≤ lim sup
r→0
ωp(B(x, r))
Hn(B(x, r) ∩ E) lim supr→0
Hn(B(x, r) ∩ E)
rn
.
The first lim sup on the right hand side is finite ωp-a.e. in E because of the absolute continuity
of ωp with respect to Hn in E, while the last one is also finite by the classical density bounds
for Hausdorff measure. Hence the left hand side is also finite ωp-a.e. in E, or equivalently,
Mnω
p(x) <∞ for ωp-a.e. x ∈ E.
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It remains to show that T∗ω
p(x) <∞ for ωp-a.e. x ∈ E. To this end, for k ≥ 1 we define
Ek = {x ∈ E :Mnωp(x) ≤ k},
so that E =
⋃
k≥1Ek, up to a set of ω
p-measure zero. For a fixed k ≥ 1, let x ∈ Ek be a
density point of Ek, and let r0 be small enough so that
ωp(B(x, r) ∩ Ek)
ωp(B(x, r))
≥ 1
2
for 0 < r ≤ r0.
Observe that, since ωp(B(z, ρ) ∩ Ek) ≤ kρn for all z ∈ Ek and all ρ > 0, by Frostman’s
Lemma we have
(12.2) Hn∞(B(x, r)∩ ∂Ω) ≥ Hn∞(B(x, r)∩Ek) ≥ C(k)ωp(B(x, r)∩Ek) ≥
C(k)
2
ωp(B(x, r)),
for 0 < r ≤ r0.
Next we consider a radial C∞ function ϕ : Rn+1 → [0, 1] which vanishes in B(0, 1) and
equals 1 on Rn+1 \ B(0, 2), and for r > 0 and z ∈ Rn+1 we denote ϕr(z) = ϕ
(
z
r
)
and
ψr = 1− ϕr. We set
T˜rω
p(z) =
ˆ
∇2E(y, z)ϕr(z − y) dωp(y).
Note that, by Lemma 2.3,
|Trωp(x)| ≤
∣∣∣∣ˆ ϕ(x− y)∇2E(y, x) dωp(y)∣∣∣∣+ ˆ ∣∣χ|x−y|>r − ϕ(x− y)∣∣ ∣∣∇2E(y, x)∣∣ dωp(y)
+
ˆ
|x−y|>r
∣∣∇1E(x, y)−∇2E(y, x)∣∣ dωp(y)
≤ T˜rωp(x) + CMnωp(x) +
ˆ
C
|x− y|n−α dω
p(y)
≤ T˜rωp(x) + CMnωp(x).
(12.3)
To estimate T˜rω
p(x), first we assume that
(12.4) ωp(B(x, 2δ−10 r)) ≤ 2δ−(n+1)0 ωp(B(x, 2r)),
with δ0 as in Lemma 12.2. For a fixed x ∈ Ek and z ∈ Rn+1 \
[
supp(ϕr(x − ·)ωp) ∪ {p}
]
,
consider the function
(12.5) ur(z) = E(p, z) −
ˆ
E(y, z)ϕr(x− y) dωp(y),
so that, by (12.1) and Lemma 12.3,
(12.6) G(p, z) = ur(z)−
ˆ
E(y, z)ψr(x− y) dωp(y) for Ln+1-a.e. z ∈ Rn+1.
Differentiating (12.5) with respect to z, we obtain
∇ur(z) = ∇2E(p, z) −
ˆ
∇2E(y, z)ϕr(x− y) dωp(y).
In the particular case z = x we get (using also the Ho¨lder continuity of ur)
∇ur(x) = ∇2E(p, x)− T˜rωp(x),
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and thus
|T˜rωp(x)| . 1
dist(p, ∂Ω)n
+ |∇ur(x)|.
Since ur is LAT -harmonic in R
n+1 \ [supp(ϕr(x− ·)ωp) ∪ {p}] (and so in B(x, r)) and A
is Ho¨lder continuous, using Moser’s Harnack inequality, we have
|∇ur(x)| . 1
r
(
−
ˆ
B(x,r/2)
|ur(z)|2 dz
)1/2
.
1
r
−
ˆ
B(x,r)
|ur(z)| dz.
From the identity (12.6) we deduce that
|∇ur(x)| . 1
r
−
ˆ
B(x,r)
G(p, z) dz +
1
r
−
ˆ
B(x,r)
ˆ
E(y, z)ψr(x− y) dωp(y) dz
=: I + II.
To estimate the term II we use Fubini and the fact that suppψr ⊂ B(x, 2r):
II .
1
rn+2
ˆ
y∈B(x,2r)
ˆ
z∈B(x,r)
1
|z − y|n−1 dz dω
p(y)
.
ωp(B(x, 2r))
rn
.Mnω
p(x).
We want to show now that I .k 1. Clearly it is enough to show that
(12.7)
1
r
|G(p, y)| .k 1 for all y ∈ B(x, r) ∩ Ω
(still under the assumptions x ∈ Ek, 0 < r ≤ r0/2, and (12.4)). To prove this, observe that
by Lemma 12.1 (with B = B(x, r), a = 2δ−10 ), for all y ∈ B(x, r) ∩ Ω, we have
ωp(B(x, 2δ−10 r)) & inf
z∈B(x,2r)∩Ω
ωz(B(x, 2δ−10 r)) r
n−1 |G(p, y)|.
On the other hand, by Lemma 12.2 and (12.2), for any z ∈ B(x, 2r) ∩ Ω and 0 < r ≤ r0/2,
ωz(B(x, 2δ−10 r)) &
Hn∞(B(x, 2r) ∩ ∂Ω)
rn
& C(k)
ωp(B(x, 2r))
rn
.
Therefore we have
ωp(B(x, 2δ−10 r)) & C(k)
ωp(B(x, 2r))
rn
rn−1 |G(p, y)|,
and thus, by (12.4),
1
r
|G(p, y)| .k ω
p(B(x, 2δ−10 r))
ωp(B(x, 2r))
.k 1,
which proves (12.7). So we deduce that
(12.8) |T˜rωp(x)| .k 1
dist(p, ∂Ω)n
+ 1
for x ∈ Ek and 0 < r ≤ r0/2 satisfying (12.4).
In the case where (12.4) does not hold, we consider the largest s > 0 of the form s = 2δj0r,
j > 0, such that (12.4) holds with s replacing r. By standard methods from non-doubling
Caldero´n-Zygmund theory, it follows that such s exists for ωp-a.e. x ∈ Ek and moreover
|T˜rωp(x)| ≤ |T˜sωp(x)|+ CMnωp(x).
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See, for example, Lemmas 2.8 and 2.20 from [To4]. Then, applying (12.8) with r = s, we
infer that
|T˜rωp(x)| .k 1
dist(p, ∂Ω)n
+ 1 +Mnω
p(x) .k
1
dist(p, ∂Ω)n
+ 1.
So in any case we deduce that |T˜rωp(x)| is bounded uniformly for ωp-a.e. x ∈ Ek and r small
enough. By (12.3), this implies that the same holds for |Trωp(x)|, and thus it follows that
T∗ω
p(x) <∞ for ωp-a.e. x ∈ Ek, and so for ωp-a.e. x ∈ E, as wished. 
From the preceding lemma and (2.6) we deduce that the antisymmetric operator T (a)
satisfies
T
(a)
∗ ω
p(x) ≤Mnωp(x) + T∗ωp(x) <∞.
Next we apply the following Tb type theorem due to Nazarov, Treil and Volberg [NTrV], [Vo]
in combination with the methods in [To1]. For the detailed proof in the case of the Cauchy
transform, see [To4, Theorem 8.13]. The same arguments with very minor modifications work
for antisymmetric operators.
Theorem 12.1. Let σ be a Radon measure with compact support on Rn+1 and consider a
σ-measurable set G with σ(G) > 0 such that
G ⊂ {x ∈ Rn+1 :Mnσ(x) <∞ and T (a)∗ σ(x) <∞}.
Then there exists a Borel subset G0 ⊂ G with σ(G0) > 0 such that supx∈G0 Mnσ|G0(x) < ∞
and T
(a)
σ|G0
is bounded in L2(σ|G0).
Applying this theorem to the measure σ = ωp and the set G = E, we infer that there exists
a subset G0 ⊂ E with ωp(E) > 0 such that T (a)ωp|G0 is bounded in L
2(ωp|G0). Then, by Lemma
2.5 it turns out that Tωp|G0 is also bounded in L
2(ωp|G0). Since ωp is absolutely continuous
with respect to Hn on G0, by applying Theorem 1.2 we deduce that G0 is n-rectifiable. Now,
by a standard exhausting argument we deduce that ωp is concentrated in an n-rectifiable set
and thus ωp is n-rectifiable.
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