We prove that semilinear stochastic abstract wave equations, including wave and plate equations, are well-posed in the strong sense with an α-Hölder continuous drift coefficient, if α ∈ (2/3, 1). The uniqueness may fail for the corresponding deterministic PDE and well-posedness is restored by adding an external random forcing of white noise type. This shows a kind of regularization by noise for the semilinear wave equation. To prove the result we introduce an approach based on backward stochastic differential equations. We also establish regularizing properties of the transition semigroup associated to the stochastic wave equation by using control theoretic results.
Introduction
We prove well-posedness in the strong sense for semilinear stochastic abstract wave equations, including wave and plate equations. Let . Moreover b is a bounded measurable function which is Hölder continuous of exponent α ∈ (2/3, 1) with respect to the y-variable; see Hypothesis 3.1 for the more general assumptions. To get pathwise uniqueness for (1.1) (see Theorem 6.3) we introduce an approach based on backward stochastic differential equations.
Without the noiseẆ (τ, ξ) the corresponding nonlinear deterministic equation is in general not wellposed; see Section 3.3. Thus our result is a kind of regularization by additive noise for semilinear stochastic wave equations. There are already results in this direction at the level of SPDEs of parabolic type (see [21] , [7] , [8] , [27] , [9] , [33] and the references therein). For related results on well-posedness of SPDEs by a kind of multiplicative noise perturbations, see [15] , [12] , [14] , [13] and the references therein. Coming into the details of the problem we treat in the present paper, indeed we study general abstract wave equations of the form   where Λ : D(Λ) ⊂ U → U is a positive self-adjoint operator on a separable Hilbert space U (see, for instance, Example 5.8 and Section 5.5.2 in [11] , [3] and the references therein) and {W (τ ) = W τ , τ ≥ 0} is a cylindrical Wiener process with values in U . Many linear stochastic equations modelling the vibrations of elastic structures can be written in the form (1.2) with B = 0 where y stands for the displacement field (for instance, we consider the stochastic plate equation in Section 3.2).
Comparing with (1.1), we have that Λ = − d dτ (τ ) to (1.2) with values in H and with continuous paths is well known, for any x = (x 0 , x 1 ) ∈ H; see Section 2 for more details. It follows by the Girsanov theorem (cf. [11] , [28] , [26] and Remark 2.1) writing (1.2) as is the Ornstein-Uhlenbeck process solving (1.4) when B = 0. Proceeding as in [10] , [25] and [7] one can first prove Gâteaux differentiability of R τ [Φ] , τ > 0. Then using sharp results on the behaviour of the minimal energy for the linear controlled system · w (t) = Aw (t) + Gu (t) , w (0) = h ∈ H, (1.5) with controls u ∈ L 2 loc (0, ∞; D(Λ −1/2 )) (see Theorem 3 in [1] and Theorem A.1 in Appendix) we are able to prove new regularity results for the derivative of R τ [Φ] in the directions of the noise Ga = 0 a , a ∈ U . In particular we show that such derivative The process Y t,x takes values in H and Z t,x in the space L 2 (U, H) (cf. [22] , [4] and [17] ). We study first differentiability of (Y t,x , Z t,x ) with respect to x assuming in addition that the coefficient B is differentiable. Such type of results, together with the identification of Z t,x with the directional derivative of Y t,x , are known also in the infinite dimensional case when Y t,x is real, see [17] ; here we extend these results to the case when Y t,x is Hilbert space valued (see Proposition 5.1 and Lemma 5.3). Then, using the results of Section 4 and an approximation argument, we are able to study regularity properties of solutions (Y t,x , Z t,x ) together with the identification of Z t,x in the case of an Hölder continuous drift B (see Theorem 5.4 which holds under more general assumptions on B and also Lemma 5.5).
These results allow to get in Section 6 the important identity
is the space of all functions in C b (H, E) which are Fréchet differentiable on H with bounded and uniformly continuous Fréchet derivative ∇f : H → L(H, E); it is a Banach space endowed with the norm
is the space of all functions in C b (H, E) which are infinitely many times Fréchet differentiable with bounded Fréchet derivatives of any order. By C([0, T ]× H, E) we denote the space of continuous functions from the product space [ 
is the Banach space of bounded Borel measurable functions from [0, T ] × H into E endowed with the sup norm.
We also introduce, for 0 < α < 1, the space C 
Let U be a real separable Hilbert space with inner product ·, · U and norm | · | U . To study (1.2) we assume that Hypothesis 1. Λ : D(Λ) ⊂ U → U is a given positive self-adjoint operator and there exists Λ −1 which is a trace class operator from U into U .
Recall that positivity of Λ means that there exists m > 0 such that Λu, u U ≥ m|u| 2 U , u ∈ D(Λ) (see, for instance Section 3.3 in [31] ). We also consider the Hilbert space
and its dual space V ′ which is again a Hilbert space. Note that | · | V ′ is equivalent to |Λ −1/2 · | U . Indeed V ′ can be identified with the completion of U with respect to the norm |Λ −1/2 · | U (see Section 3.4 in [31] ). V ′ is also denoted by D(Λ −1/2 ). We have V ⊂ H ≃ H ′ ⊂ V ′ with continuous inclusions; Λ can be extended to an unbounded self-adjoint operator on V ′ with domain V , which we still denote by Λ:
We consider the linear stochastic wave equation in a complete probability space (Ω, F , P) with a filtration (F τ ) τ ≥0 satisfying the usual conditions. We have
where {W (τ ) = W τ , τ ≥ 0} is a cylindrical Wiener process in U with respect to the filtration (F τ ) τ ≥0 . The process W t is formally given by "W t = j≥1 β j (t)e j " where β j (t) are independent real Wiener processes and (e j ) denotes a basis in U (see [11] for more details). We need to introduce the Hilbert space H: H = U × V ′ endowed with the inner product x, y H = x 1 , y 1 U + x 2 , y 2 V ′ and norm |x| H = ( x, x H ) 1/2 , x, y ∈ H. In the sequel we will also denote ·, · H and | · | H by ·, · and | · |.
According to [11] , the equation (2.3) is well-posed in H thanks to Hypothesis 1. On the other hand, (2.3) is not well-posed in the more usual space K = V × U (i.e., solutions to (2.3) do not evolve in K = V × U even if x 0 ∈ V and x 1 ∈ U ). In H one considers the unbounded wave operator A which generates a unitary group e tA :
3) can be rewritten in an abstract form as 
(i.e. the solution to (2.5) when x = 0) is well defined in H. Its law at time τ is the Gaussian measure N (0, Q τ ) with mean 0 and covariance operator Q τ (cf. [11] ). Since
we can apply Theorem 5.11 in [11] and deduce that the process (S τ ) has a continuous version with values in H. Concerning the semilinear stochastic equation (1.4), we assume that Hypothesis 2. B : [0, T ] × H → U is (Borel) measurable and bounded; moreover there exists C > 0 such that
Recall that a (weak) mild solution to (1.4) is a tuple (Ω, F , (F t ), P, W, X), where (Ω, F , (F t ), P) is a stochastic basis on which it is defined a cylindrical U -valued F t -Wiener process W and a continuous F t -adapted H-valued process X = (X t ) = (X t ) t∈[0,T ] such that, P-a.s.,
According to Chapter 1 in [28] (see also [24] ) we say that equation (1.4) has a strong mild solution if, for every stochastic basis (Ω, F , (F t ), P) on which there is defined an U -valued cylindrical F t -Wiener process W , there exists an H-valued continuous (
is a weak mild solution. We also write X 0,x t or X x t instead of X t . Similarly, we denote by (X t,x τ ) τ ≥t the solution to (1.4) starting from x ∈ H at time t ∈ [0, T ].
Remark 2.1. Thanks to the boundedness of B we can apply the Girsanov Theorem as in [26] . For the infinite dimensional Girsanov theorem we refer to Proposition 7.1 in [28] and Section 10.3 in [11] . The Girsanov theorem allows to prove Theorem 5 in [28] which states that there always exists a weak mild solution, starting from any x ∈ H (Theorem 5 in [28] even shows weak existence for random initial conditions). Moreover uniqueness in law holds for (1.4) . To deduce such results by Theorem 5 of [28] we note the following facts: as f in [28] we can consider our GB : [0, T ] × H → H; our space H can be the space U = X = X 1 used in [28] ; the space U 0 in [28] can be our ImG; finally as cylindrical Wiener process of Theorem 5 in [28] we can consider our GW .
Examples
We present two classes of abstract semilinear stochastic wave equations that we can treat: the stochastic semilinear wave and plate equations. In Section 3.3 we also give a counterexample to uniqueness for deterministic semilinear wave equations with Hölder continuous coefficients.
Stochastic wave equations
We first deal with the semilinear stochastic wave equation as in Introduction, i.e., 
We consider
, according to Section 2, the reference Hilbert space for the solution is
It is easy to check that the next assumptions on b imply the validity of Hypothesis 2 for B. 
Stochastic plate equations
Let D ⊂ R 2 be a bounded open domain with smooth boundary ∂D, which represents an elastic plate. We consider the following semilinear stochastic plate equation
where △ is the Laplacian in ξ, △ 2 = △(△) is a fourth order operator, ∂ ∂ν denotes the outward normal derivative on the boundary (we are considering the so-called clamped boundary conditions) andẆ (τ, ξ) is a space-time white noise on [0, T ] × D. We remark that weak existence and uniqueness in law for non-linear stochastic plate equations with multiplicative noise have been established in [23] .
Following Section III.8.
space is defined with respect to the Lebesgue measure); the operator Λ = △ 2 , with domain
. In order to check that Λ satisfies Hypothesis 1 we refer to [5] . Indeed a classical result by Courant (see page 460 of [5] ) states that the eigenvalues λ n of Λ have the asymptotic behaviour
where f denotes the area of D (such behaviour depends on the size but not on the shape of the plate). It follows that Λ −1 is a trace class operator in L 2 (D). Proceeding as in Sections 2 and 3.1 we consider an extension of Λ to
The assumptions we impose on b to verify Hypothesis 2 and get well-posedness for (3.3) are similar to Hypothesis 3.1. 
A counterexample to well-posedness in the deterministic case
Let us consider the following semilinear deterministic wave equation for τ ∈ [0, T ]: 
where ξ ∈ [0, π], y ∈ R; I A is the indicator function of a set A ⊂ R. Notice that b, which is independent of τ satisfies Hypothesis 3.1. It turns out that y(τ, ξ) ≡ 0 and y(τ, ξ) = τ 8 sin ξ are both solutions to equation (3.5).
4 The H-valued transition semigroup for the stochastic wave equation
Here we prove some regularizing effects for the Ornstein-Uhlenbeck semigroup (R t ) related to equation (1.4) with B = 0 and acting on H-valued functions Φ.
In particular we show that the derivative of R t Φ in the directions of U , i.e. ∇ G R t Φ takes values in the space of Hilbert-Schmidt operators L 2 (U, H) and provide a sharp estimate for ∇ G R t Φ ∞ when t > 0 (see in particular Lemma 4.2 and compare with Chapter 6 of [10] and Section 3 of [7] ). From this result we deduce additional regularity results for second derivatives of R t Φ (see Lemmas 4.3 and 4.4).
We first introduce the Ornstein-Uhlenbeck semigroup R = (R t ) for H-valued functions:
where X, defined by (2.7), is the Ornstein-Uhlenbeck process (cf. [7] ). Since X is time homogeneous, we have
We now study the differentiability of R t [Φ] for t > 0. To this aim we fix some notation. If E is a Banach space and if
It is well-known that if F : H → E is Gâteaux differentiable on H and moreover the map:
then F is also Fréchet differentiable on H and the Gâteaux derivative coincides with the Fréchet derivative. Let G :
. By the controllability of the abstract wave equation (see Appendix) we know that, for any t > 0,
Hence, see Chapter IV.2 in [34] , Q −1/2 t e tA is well defined, for any t > 0, and belongs to L(H, H). Let Φ ∈ B b (H, H) and x ∈ H. Arguing as in Theorem 6.2.2 of [10] , Section 9.4 in [11] and Section 3 of [7] one can prove the existence of the directional derivative of
In the next result we will use (4.4) together with the following estimates (see Corollary A.2): for any T > 0 there exists c > 0 such that if t ∈ (0, T ], we have
Lemma 4.1. Assume Hypothesis 1 and let R = (R t ) be the OU semigroup defined in (4.1). If Φ ∈ B b (H, H) and t > 0 then R t Φ is Gâteaux differentiable on H and the Gâteaux derivative
Moreover, for t ∈ (0, T ], we have
Proof. Let us fix t ∈ (0, T ] and x ∈ H. The integral in (4.4) defines a linear operator in L(H, H). Let
We have the well known estimate
Computing the directional derivative as in (4.4) we obtain the Gâteaux differentiability of R t [Φ] at x and estimates (4.8) and (4.9) follow. If Φ ∈ C b (H, H) we compute, for any k ∈ H, |k| = 1, z ∈ H,
and so by the dominated convergence theorem we obtain easily
By a well known result the Gâteaux derivative I t,x is indeed a Fréchet derivative. Moreover, by (4.11)
Next we improve the regularity of
. To simplify notation we set 
Proof. Let (e k ) be a basis in U . We have, using also (4.6),
and this shows the first assertion and estimate (4.12). If Φ ∈ C b (H, H) to prove the uniform continuity of ∇ G R t [Φ] we argue as for (4.11); by using also the dominated convergence theorem, we obtain
and we conclude that
In a similar way we get Lemma 4.3. Under the assumptions of Lemma 4.1 let t > 0. If Φ ∈ C b (H, H) and ξ ∈ U the mapping:
with values in H is Fréchet differentiable on H. The second order directional derivatives are
Proof. Let (e j ) be a basis in U and fix t > 0, x ∈ H. First define J t,x,k,ξ as the integral in the right hand side of (4.13). Proceeding as in the proof of Lemma 4.2 it is not difficult to show that
is linear from H into L 2 (U, H). Moreover, using (4.5) (4.6) and the Hölder inequality, we get
Thus the linear operator in (4.16) is a bounded operator from H into L 2 (U, H). Let now ξ ∈ U . Arguing as in Section 9.4 of [11] and Section 3 in [7] we find that
Moreover, for any z ∈ H, ξ ∈ U , Using interpolation theory (see also (2.1)) we can improve the previous estimates in the case when Φ is Hölder continuous. (H, H), α ∈ (0, 1) . We have the following estimates, for t ∈ (0, T ],
Proof. Let us fix t ∈ (0, T ], k ∈ H and ξ ∈ U . Using the OU process X defined by (2.7) we can define the Ornstein-Uhlenbeck semigroup (P t ) acting on scalar functions φ ∈ B b (H):
For h ∈ H, we introduce the scalar function Φ h (x) = Φ(x), h , x ∈ H, which belongs to C α b (H) with Φ h α ≤ Φ α |h|. We note as in Section 3 of [7] that
Let k ∈ H. To prove the first estimate we consider the linear operators
and we get the estimate
Interpolating between (4.20) and
we obtain thanks to (2.1)
If we consider now ψ = Φ h , we have, for each x ∈ H, h ∈ H,
By taking the supremum over {h ∈ H : |h| H = 1} we get the first estimate in (4.19) .
To prove the second estimate we fix k ∈ H, ξ ∈ U and introduce the linear operators
t y ∇ e tA k φ(e tA x + y)µ t (dy).
and so sup
(see (4.6) ). Interpolating between (4.21) and
α. Now for x ∈ H, we compute using a basis (e j ) in U
The second estimate in (4.19) follows easily.
We consider the following integral equation which will be important in Section 5.1:
where .2)). Using the previous lemmas, we will solve the equation in the Banach space E 0 consisting of all H) ). Moreover, for each ξ ∈ U , t ∈ [0, T ], the mapping:
(4.24) Let β ≥ 0 to be fixed later. It is not difficult to prove that E 0 is a Banach space endowed with the norm
Theorem 4.5. Let Hypotheses 1 and 2 hold true. There exists a unique solution u ∈ E 0 to (4.23).
Moreover, for each x, k ∈ H, t ∈ [0, T ], the map: H) and, for any k ∈ H, the mapping: 
for some c > 0 (independent of k).
Finally, there exists a function h(r) = h(r, α) > 0, r ≥ 0, such that h(r) → 0 as r → 0 + and if
(4.27) Remark 4.6. Actually it would be possible to prove more regularity for the solution to equation (4.23) like the joint continuity in (t, x) of u and of its derivatives. However the proof would become more involved. On the other hand, the regularity of u as stated in Theorem 4.5 is enough to prove our pathwise result on (1.4) (see Section 5.1 and Theorem 6.3).
Proof. We introduce the following operator T defined on E 0 :
is α-Hölder continuous and bounded from H into H, (4.28)
uniformly with respect to s ∈ [0, T ], where α is given in Hypothesis 2. By using the Lemmas 4.3 and 4.4 and the fact that α > 2/3, it is not difficult to prove that T : E 0 → E 0 . Let us check that for a suitable value of β the map T is a strict contraction (see (4.25) ). We have to consider T u 1 − T u 2 E0,β , u 1 , u 2 ∈ E 0 ; we only treat the term
Indeed the other terms of T u 1 − T u 2 E0,β can be estimated in a similar way. We have
where C β,T > 0 tends to 0 as β → +∞. Choosing β large enough, we can apply the fixed point theorem and obtain that there exists a unique solution u ∈ E 0 . In order to prove (4.27), we first introduce u E0,0,S,T which is defined as u E0,0 in (4.25) (with β = 0) but taking all the supremums over [S, T ] × H instead of [0, T ] × H. We proceed as before: 
The related infinite dimensional forward-backward system
In a complete probability space (Ω, F , P), let us consider the following forward-backward system (FBSDE) with forward and backward equations both taking values in H, 
(clearly, Hypothesis 2 implies (5.2)); G is defined by (2.4) and W is a cylindrical Wiener process in U . We extend Ξ t,x to the whole [0, T ] by setting Ξ t,x τ = x for 0 ≤ τ ≤ t, in order to have (Y t,x , Z t,x ) well defined on [0, T ]. The precise meaning of the BSDE in (5.1) is given by its mild formulation:
3)
P-a.s. (cf. [22] , [17] , [18] , [20] and the references therein). The solution of (5.3) will be a pair of processes (Y t,x , Z t,x ) (see Proposition 5.1). Notice that in order to give sense to the BSDE in (5.1) as it is done in (5.3), we need that A is the generator of a C 0 -group of bounded linear operators, so that −A is the generator of a C 0 -semigroup of bounded linear operators. We also refer to this BSDE as BSDE in a Markovian framework, since the pair of processes (Y t,x , Z t,x ) depends on the Markov process Ξ t,x . We endow (Ω, F , P) with the natural filtration (F W t ) of W , augmented in the usual way with the family of P-null sets of F . All the concepts of measurability, e.g. predictability, are referred to this filtration. We denote by L 
The space L H) ). Moreover the following estimates hold true:
In addition, the map:
If we further assume that the map: x → B(τ, x), H → U, is Gâteaux differentiable on H, for all τ ∈ [0, T ], (5.5) then, for any t ∈ [0, T ], the map
is Gâteaux differentiable on H. Moreover, assuming (5.5), the map:
Proof. Existence and uniqueness of a solution come directly from Lemma 2.1 and Proposition 2.1 in [22] , that we can apply since B is bounded. Estimate (5.4) follows also from [20] is indeed deterministic. When B is also differentiable with respect to x (see (5.5)) then the differentiability properties follow by [17] , Propositions 4.8 and 5.2, which can be applied in the same way also when the BSDE is H-valued.
Let (Y
t,x , Z t,x ) be the solution of (5.1) assuming only Hypothesis 1 and (5.2). By the previous result we can define the deterministic function v :
Assuming also the differentiability condition (5.5), the map defined in (5.6) is in particular continuous and it is standard to check the following useful identities: for any 0
The proof of (5.8) can be performed as for the real valued BSDEs (see [17] , formula (5.3)), and it is related to the fact that the value of the processes Y t,x and Z t,x on the time interval [s, T ] is uniquely determined by the values of Ξ t,x on the same interval. Moreover, if we assume differentiability of B (see (5.5)), we get in particular that, for t ∈ [0, T ], v(t, ·) : H → H is Gâteaux differentiable on H, and, moreover, applying (5.8), we have: .7) and assume that all the hypotheses of Proposition 5.1, including the differentiability of B (see (5.5)) hold true. Let (Y t,x , Z t,x ) be the solution of (5.3). Then, for any τ ∈ [0, T ], a.e., we have, P-a.s.,
Proof. The result can be seen as an extension of Theorem 6.1 in [18] (see also Theorem 6.2 in [17] ) to the case of an H-valued BSDE. Let ξ ∈ U and consider the real Wiener process (W 
−sA * h U ds (A * denotes the adjoint of A, A * = −A). We study the joint quadratic variation between Y t,x and W ξ (see, for instance, page 638 in [18] ). We find, arguing as in the proof of Proposition 17 of [9] ,
Now we compute Y t,x , W ξ τ in a different way, using (5.24). Let us define v(t, x) = e −tA v(t, x) so that we have v(τ, Ξ
τ . Moreover, we introduce the real function
Hence we can argue as in Lemma 6.3 of [17] (see also Lemma 6.4 in [17] ) and obtain that the real process
admits joint quadratic variation with W ξ given by
Comparing this formula with (5.11) we discover that for s ∈ [0, T ], a.e., we have, P-a.s.,
Thanks to the separability of H it follows that e −sA Z t,x
a.e., P-a.s.. The assertion follows easily.
We introduce now an approximation argument to smooth the coefficient B. We need such approximation in the proof of next theorem.
Recall that for s ∈ [0, T ], B(s, ·) : H → U , and
where B satisfies (5.2). To perform the approximations of B we follow [29] . For every k ∈ N we consider a nonnegative function ρ k ∈ C ∞ b R k with compact support contained in the ball of radius 1 k and such that
.., g k be the orthogonal projection on the linear space Λ k generated by g 1 , ..., g k , where (g k ) k≥1 is a basis in H. We identify Λ k with R k . For a bounded and continuous function f : H → U we set
where for every k ∈ N, y k = y, g k H . It turns out that f k ∈ C ∞ b (H, U ). We will apply this approximation to f = B(s, ·), s ∈ [0, T ]. By (5.2) it follows that the sequence (B k (t, ·)) is equi-uniformly continuous on H, uniformly in t ∈ [0, T ], and
where c(n) → ∞ as n → ∞. For any n ≥ 1 let us consider the FBSDE (5.1) with B n in the place of B where again the precise meaning of the BSDE is given by its mild formulation:
We know that the map in (5.6) is Gâteaux differentiable on H, since in the BSDE (5.14) the coefficients are regular. Let ξ ∈ U and consider the BSDE satisfied by the pair of processes (∇ Gξ Y n,t,x , ∇ Gξ Z n,t,x ), which can be obtained by differentiating (5.14) arguing as in [17] , Proposition 4.8, or following [20] , Proposition 4.4:
By applying estimate (5.4) to (5.15), and since 16) where c(n, T ) > 0 is a constant that may blow up as n → ∞, it depends on T and B but not on x and t. Recalling (5.7) we have
and we know that
; by the previous computations we have, for any n ≥ 1,
Let τ = t and let us take the expectation in (5.14); we get
Applying Lemma 5.3, we can write (5.18) as
Using the H-valued OU transition semigroup (R t ) defined in (4.1), we obtain
Now we want to show a convergence result of Y n,t,x t to Y t,x t and Z n,t,x to Z t,x . The BSDE satisfied by
By adding and subtracting
). In the sequel we write · instead of · L2(U,H)) to simplify notation. Let us fix t ∈ [0, T ]. By Lemma 2.1 in [22] we know that there exists M = M (A) such that, for any τ ∈ [0, T ], H) ), by the pointwise convergence of B n (τ, ·) to B(τ, ·) and the dominated convergence theorem we get We mention two consequences of (5.23). The first one is obtained with τ = t and gives, setting
The second one is that, for τ ∈ [t, T ], possibly passing to a subsequence, we can pass to the limit, P-a.s., in v n (τ, Ξ
Now we are ready to prove the following result. 
a.e., we have
where C 1 is independent of t, x and n, Next, by the Hölder inequality, and we finally deduce that
Since, for any n ≥ 1, τ ∈ [0, T ], a.e., we have
, P a.s.,
we get easily that (5.25) holds. The proof is complete.
Additional regularity for the function v(t, x) = Y t,x t
Here we prove additional regularity properties for the function v(t, x) defined in (5.7). By the representation formula given in (5.3) using the OU semigroup (R t ) we know that 
which is bounded and such that, for any
. We consider the difference between (4.23) and (5.28):
and take the ∇ G -derivative:
we can apply Lemma 4.2 and obtain, for
where C β,T → 0 as β → ∞. By choosing β large enough, we get sup x∈H,
So by (5.29) we get that u and v coincide.
Strong uniqueness for the wave equation
In this section we show how to remove the "bad" term B of equation (1.4), i.e.,
and get the main pathwise uniqueness result. Let x ∈ H. We consider a (weak) mild solution (X
This in particular is a continuous H-valued process defined and adapted on a stochastic basis (Ω, F , (F t ), P), on which it is defined a cylindrical U -valued F t -Wiener process W . Let us consider the FBSDE
The precise meaning of the BSDE in equation (6.3) is given by its mild formulation
Let us set
By the Girsanov theorem, see e.g. [11] and [28] , there exists a probability measure P such that on (Ω, F , (F t ) t∈[0,T ] , P) the process ( W τ ) is a cylindrical Wiener process in U up to time T . In the stochastic basis (Ω, F , (F t ) t∈[0,T ] , P) the FBSDE (6.3) can be rewritten as
By the strong uniquenes for equation (2.5), X t,x is an Ornstein-Uhlenbeck process starting from x at t which is F W t,T -measurable (where F W t,T is the completed σ-algebra generated by W r − W t , r ∈ [t, T ]). The law of (X t,x , Y t,x , Z t,x ) depends only on the coefficients of the FBSDE (6.5) and does not depend on the probability space on which it is defined the cylindrical Wiener process. Thus the law of (X t,x , Y t,x , Z t,x ) coincides with the one of (Ξ t,x , Y t,x , Z t,x ) solution of the FBSDE (5.1). Moreover Y t,x t and Y t,x t are both deterministic and so they define a unique function v(t, x) given in (5.7). Moreover, we have, for any τ ∈ [0, T ], 
Proposition 6.1. Let Hypotheses 1 and 2 holds true. Then a (weak) mild solution X x = (X x τ ) of (6.2) starting at t = 0 satisfies, for any τ ∈ [0, T ], P-a.s.,
Proof. Let us fix τ ∈ [0, T ]. Writing (6.4) for t = 0 and τ = 0 we find, P-a.s.,
In (6.4) with t = 0 we apply to both sides the bounded linear operator e −τ A , we get
Using (6.7) we obtain, P-a.s.,
In particular from (6.11) we get
and by applying the bounded linear operator e τ A to both sides we deduce that, P-a.s., Remark 6.2. Notice that formula (6.8) does not coincide with formula (7) in [7] , which is obtained by the so-called Itô-Tanaka trick. In fact our function v (see 5.7) and the function U used in the paper [7] are different, and we can see this by comparing (5.28) in the present paper with the mild formula (16) in [7] . Following the procedure in [7] , one should consider U : [0, T ] × H → H represented by the real functions U n := U, e n : [0, T ] × H → R, where (e n ) n≥1 is a basis in H, and U n is the solution to the linear Kolmogorov equation ∂U n (t, x) ∂t + L t [U n (t, ·)](x) = −GB n (t, x), x ∈ H, t ∈ [0, T ], U n (T, x) = 0.
(6.14)
where L t [f ](x) = 1 2 T r( GG * ∇ 2 f (x)) + Ax, ∇f (x) + GB(t, x), ∇f (x) ; one can solve (6.14) with techniques similar to the ones used also in [19] . On the other hand, from (5. Proof. We prove (6.16) which implies the pathwise uniqueness. Let us fix x 1 , x 2 ∈ H and consider two (weak) mild solutions X 1 and X 2 defined on the same stochastic basis, with respect to the same cylindrical Wiener process and starting respectively from x 1 and x 2 at time t = 0. Let T 0 ∈ (0, T ] be such that h(T 0 ) · (sup t∈[0,T ] B(t, ·) α ) ≤ 1/4 (see (4.27) in Theorem 4.5).
We consider the FBSDE (5.1) with T = T 0 . We find the function v Concerning the stochastic integral, by the Itô isometry (see [11] , Section 4.3) we find
over all controls u ∈ L 2 (0, t; K) driving the solution w from k to 0 in time t. It can be proved that E C (t, k) = |Q On the other hand, we have the following estimate for the minimal energy steering an initial state k ∈ Im(G) to 0 at time t. A similar result has been proved in [25] by a spectral approach in the case of the wave equation in H Theorem A.1. There exists a positive constant C such that, for any k = 0 a ∈ Im(G),
, t > 0, (A.5)
Proof. The proof below is inspired by [30] (see also [34] page 19). We consider the Hilbert space Using also the derivative ψ 
