The Brunn-Minkowski inequality for random sets  by Vitale, Richard A
JOURNAL OF MULTIVARIATE ANALYSIS 33, 286-293 (1990) 
The Brunn-Minkowski Inequality for Random Sets* 
RICHARD A. VITALE 
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Communicated by the Editors 
The Brunn-Minkowski inequality asserts a concavity feature of the volume 
functional under convex addition of sets. Among its applications has been 
Anderson’s treatment of multivariate densities. Here we present a generalization 
which interprets the inequality in terms of random sets, This provides a natural- 
proof of Mudholkar’s generalized Anderson-type inequality. 0 1990 Academic PXSS, IIIC. 
1. INTRODUCTION 
It is well known that Anderson [l] made effective use of the Brunn- 
Minkowski inequality in studying translates of multivariate density func- 
tions. Recall that the inequality asserts the following concavity feature of 
the volume functional under convex addition of sets: 
v”d(LK+(l-~)L)BRV”d(K)+(l-IZ) V”d(L), (1.1) 
where O<Abl and ~K+(~-~)L~{xER~(x=~~+((I--)z, yeK, 
z E L}. In Anderson’s application and many others, the sets K, L c R” are 
compact, convex although it is worth mentioning that measurability is 
enough (Eggleston [ 71). 
By now Anderson’s approach has been generalized and elaborated 
considerably (see surveys by Das Gupta [S] and Tong [ 121). The purpose 
here is in a sense to return the favor by showing that a probabilistic point 
of view can illuminate the Brunn-Minkowski inequality and indeed 
provide a substantial generalization. The key ingredient is the notion of a 
random set and more precisely its (set-valued) expectation. The latter has 
figured elsewhere in a strong law of large numbers (Artstein and Vitale 
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[2]), a central limit theorem (Weil [ 15]), multivariate order statistics 
(Vitale [13]), and implicitly in various problems in stochastic geometry 
(Matheron [S], Mecke [9], Wieacker [16]). The theory of set-valued 
expectations encompasses the non-convex case and we shall take advantage 
of this; that is, our generalization of (1.1) will not require convexity. 
In the next section we fix notation and collect some facts about random 
sets. Section 3 is devoted to the generalized Brunn-Minkowski inequality. 
Remarks follow in Section 4. In Section 5 we show how the random set ver- 
sion of the Brunn-Minkowski leads to a natural derivation of Mudholkar’s 
[IO] generalized Anderson inequality. 
2. PRELIMINARIES 
In what follows we deal with d-dimensional Euclidean space Rd equipped 
with its usual inner product (. , .), norm 1). 11, and closed unit ball B. The 
class of non-empty compact subsets of Rd will be denoted by G$? and the 
subclass of these which are also convex by XC. In the first case we shall 
refer to bodies and in the second case to convex bodies. Distance between 
bodies is given by the Hausdorff metric 
p(K, L)=inf{e>O 1 KsL+FB, LLK+EB}. 
This converts %C and .&. into complete, separable metric spaces with collec- 
tions of Bore1 sets g3, and gZC, respectively. The norm of a body K is 
IIKII =max{Ilxll I XEK)=P(K iol). 
A random set X is a random element valued in -X, i.e., for some prob- 
ability space (Q, d, P), X : Q -+ x is Bore1 measurable. A random vector 
a: Sz + Rd is a selection of X if P[a E X] = 1. Following Artstein and Vitale 
[2] in adapting the Aumann [3] integral, we define the expectafion of X 
to be 
EX= {Ea ( a is a selection of X and E j/a(( < a>. (2.1) 
As a subset of Rd, EX may be empty but the natural condition E I/X/j < cc 
is necessary and sufIicient to avoid this and in fact to insure that EXE s$? 
(EXE &. if P[Xe Z,] = 1) (Aumann [3]). 
It is a curious fact that two random sets with the same distribution (i.e., 
which induce the same probability measure on gx) may have different 
expectations. An example goes as follows: with d q 1 let (a,, &,, Pi) be the 
singleton space (0) and X, : !J I +X be given by X,(O)= (0, l}. Let 
(Q,, z&‘~, Pz) be [0, 1 ] equipped with Bore1 sets and Lebesgue measure and 
288 RICHARD A. VITALE 
let X,: Qz -+ %? be given by X,(o) = (0, 1 } Vo E [O, 11. Then X, and X, 
have the same (degenerate) distribution P[X, = (0, 1 }] = P[X, = 
(0, l}] = 1 but EX, = (0, 1 } whereas EX, = [O, 1). Needless to say this 
phenomenon does not occur in classical probability theory. One can trace 
its appearance here to the existence of atoms. Recall that in (0, .sac’, P), 
A E & is an atom if P[A] > 0 and, for any A’ E .B? with A’ G A, either 
P[A’] = P[A] or P[A’] = 0. The probability space is said to be non-atomic 
if no such A exists. 
THEOREM 2.1 (Aumann [3], Richter [ 11 I). Let a random set X have 
as domain a non-atomic probability space. If E ((X(1 < co, then 
EX = E conv( X) E x. (conv means convex hull). 
3. RANDOM SETS AND THE BRUNN-MINKOWSKI INEQUALITY 
In this section we establish the following generalization of (1.1). 
THEOREM 3.1. Let X be a d-dimensional random set with E Ij X(( < CCI. 
Then 
V’@(EX) 2 EV1’d(X). (3.1) 
As indicated in the last section, the presence of atoms renders the treat- 
ment of expectations unconventional. The effect here is to permit the study 
of the right-hand side of (3.1) using only the distribution of X but not that 
of the left-hand side. A way around this complication makes use of a new 
object. 
DEFINITION. Let X: (Q, -c4, P) be a random set. Its reduction is the 
random set 
where X,,,(K) =K for each KEY and Px is the probability measure 
induced on Bx by X. 
PROPOSITION 3.2. Let X be a random set with reduction Xred. Then X 
and Xred have the same distribution and EX,, G EX. 
Proof Since X,,, acts as the identity on zK, the first assertion is direct. 
For the second, note that if tl is a selection of X,,, then it can be identified 
with a map from x to Rd such that (with a slight abuse of notation) 
a(K) E K VKE xx. Then 5 = CI 0 X is a selection of X, with the same distribu- 
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tion as cx so that EC = Ea if either side exists. Referring to (2.1) finishes the 
proof. 
Proof of Theorem 3.1. To establish (3.1), it suffices by the proposition 
to establish the (formally stronger) statement 
Vlid(EXred) 2 EVIId(X). (3.2) 
Further, since X and X,,, are equi-distributed, (3.2) is equivalent to 
V’ld(EXred) > EVlid(Xred). (3.3) 
This is to say that to establish (3.1) it is enough to consider X to be defined 
on (.X, L?#~, P); this provides the convenience of a concrete space in which 
atoms occur only as singleton points. 
We proceed by considering the non-atomic and purely atomic cases 
separately and then the general case which is a mixture of the two. 
Non-atomic case. With X given, let X1, X,, . . . be a sequence of mutually 
independent random sets, each distributed like X. Form ZH = 
(l/n)[X, + .s. +X,J and note that (1.1) provides the almost sure 
inequality 
V1ld f ig, xi 2: ,i P(X;). 
( ) 1x1 (3.4) 
For some constant c depending only on d, V”“(X) f c llXl\, and since 
E j(XJI < co, the Kolmogorov strong law of large numbers implies that 
the right-hand side of (3.4) tends to EV ‘l”(X). As for the left-hand side, 
(l/n) C:= 1 COIlV(Xi) 2 (l/n) C’= 1 Xi implies 
v 
( 
::I conv(xi)).v(t-$, Xi). (3.5) 
By a strong law of large numbers for random sets (Artstein and Vitale 
[2]), there is the a.s. convergence to a convex limit 
tigl conv(X,) -+ E conv(X). 
Recalling the continuity of V(.) for convex sets we have 
VLId(E conv(X)) > EV ‘l”(X). 
It remains to recall proposition 2.1, which identities E conv(X) and EX, 
6X3/33/2-10 
290 RICHARD A. VITALE 
Purely atomic case. Suppose that P[X= Kj] =pj, CT=, p, = 1. It is 
elementary that 
EX= f p,K, 
j=l 
(3.6) 
and that, without loss of generality, we may assume 
OEK,, j= 1, 2, . . . . (3.7) 
Again we invoke (1.1) to get 
V1ld > i pjV’ld(Kj) (3.8) 
j=l 
(by the homogeneity of V ‘ld( .) it is immaterial that the sum of probabilities 
may be defective). As n + CC the right-hand side converges to the 
associated infinite sum. For the left-hand side, it is enough to note that for 
each n 
by (3.7) and hence 
EX= f p,IC,=, i p,K, 
j= 1 j=1 
For the general case (neither non-atomic nor purely atomic), we con- 
sider mixtures. Suppose that P[X= K,] =pj, j= 1,2, ..,, O= C,?= 1 p,< 1. 
Let Q, = {K,, K2, . . . } and 0, = X - {K, , K2, . ..}. Let X, be valued in 52, 
with distribution equal to the distribution of X conditioned on being in 52, ; 
in a similar way define X,. Since a selection of X essentially amounts to 
separate specifications of selections for X1 and X, it follows that 
EX=tIEX,+(l-QEX,. 
Hence 
V’ld(EX) = v”“(6EX, + (1 - 6) EX,) 2 BV”d(EXI) + (1 - 0) V”d(EXr) 
HEV”d(X,)+(l-,)EV1’d(XZ) 
2 EV’ld(X). 
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4. REMARKS 
(1) It can be seen that Theorem 3.1 generalizes (1.1) by considering a 
random set which realizes the values K and L with probabilities I and 
1 - A, respectively. 
(2) Passing from a sum to an integral of sets in generalizing (1.1) has 
previously been taken up by Dinghas [6] in a Riemann format; this result 
is mentioned in passing by Mudholkar [lo]. In the case of a positive, 
bounded (i.e., probability) integrating measure the Lebesgue approach 
used here is more general. We illustrate its flexibility with reference to 
Mudholkar’s [lo] main result in the next section. 
5. MUDHOLKAR'S GENERALIZED ANDERSON INEQUALITY 
Mudholkar [lo] exploited the fact that Anderson’s [ 1 ] inequality has a 
latent group-theoretic component to produce an interesting extension. For 
reference, we recall the two results (with slight notational changes). A func- 
tion f: Rd + R is unimodul if {x E Rd 1 f(x) 2 u> is convex for each u. 
THEOREM 5.1 (Anderson [ 11). Let E be a symmetric convex set in Rd 
and let f: Rd -+ R be a non-negative, symmetric, unimodal function, Then for 
any yERdandO<I<l, 
j f(x + Ay) dx 3 1 f(x + y) dx. 
E E 
(5.1) 
THEOREM 5.2 (Mudholkar [lo]). Let r= { g> be a group of linear 
Lebesgue measure-preserving transformations of Rd onto Rd. Let E be a 
convex, r-invariant region of Rd and f be a non-negative, f-invariant, 
unimodal function on Rd. Then for arbitrary y E Rd, 
j-Ef(x+z)dxajEftx+y)dx> (5.1) 
where z is any point in the convex hull of the r-orbit of y. 
Theorem 5.2 follows from Theorem 3.1 by means of an intermediate 
result which is of interest in its own right. 
PROPOSITION 5.3. Let K E x be fixed and let X be a random set. Zf 
(i) XnK=0 U.S. or 
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(ii) K is convex and Xn K # 0 as. then 
V?EXn K) 2 EV1ld(Xn K). (5.2) 
ProoJ: The first case is trivial. In the second, note that Xn K is a 
random set. By Theorem 3.1 
V”d(E(Xn K)) > EV’ld(Xn K). 
We only have to show that EXn Kz E(Xn K): let XE E(Xn K). Then 
x = Ea, where a is a selection of Xn K. As such, tl is a selection of X so that 
Eel E EX. Since K is convex Eel E K as well. It follows that x E EXn K. 
Remark. The conditions in Proposition 5.3 are sharp. Having 
Xn K# @ a.s. in (ii) is required for the definition of a random set. The 
other condition in (ii), and (i), cannot be avoided. If either is weakened, 
simple examples show that EXn K= $3 may occur while V(Xn K) > 0 
with positive probability, thus negating (5.2). 
Proof of Theorem 5.2. By superposition, it is enough to consider the 
case when f is an indicator function f = IF, FE Rd. By an approximation 
it is further possible to take E and F compact. Then what must be shown 
is 
V(En(F-z))Z V(En(F-y)). (5.3) 
Now equip r with the discrete topology and the corresponding Bore1 
o-algebra on which there is a probability measure. Let G be a correspond- 
ing random element of IY Set X= G(F- y) as a random set. Either 
Xn E = 0 a.s. or Xn E # 0 a.s. by the r-invariance of E. Indeed 
V(EnX)r V(EnG(F-y))= V(En(F-y)). It follows from (5.2) and the 
r-invariance of F that 
V(EnEX)> V(En(F-y)). 
Finally we observe that EX= EG(F- y) = E[GF- Gy] = F- EGy. Since 
the r orbit of y comprises precisely points of the form EGy, we are done. 
Remarks. (1) It is likely, although we do not pursue it here, that other 
Anderson-type inequalities, for instance that of Das Gupta [4], can be 
proved in a similar manner. 
(2) For other problems (e.g., random determinants and random convex 
hulls) to which Theorem 3.1 applies, see Vitale [14]. 
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