Abstract. The Descartes method is an algorithm for isolating the real roots of square-free polynomials with real coefficients. We assume that coefficients are given as (potentially infinite) bit-streams. In other words, coefficients can be approximated to any desired accuracy, but are not known exactly. We show that a variant of the Descartes algorithm can cope with bit-stream coefficients. To isolate the real roots of a square-free real polynomial q(x) = q n x n + ... + q 0 with root separation ρ, coefficients |q n | ≥ 1 and |q i | ≤ 2 τ , it needs coefficient approximations to O(n(log(1/ρ) + τ)) bits after the binary point and has an expected cost of O(n 4 (log(1/ρ) + τ) 2 ) bit operations.
Introduction
The isolation of the real roots of a real univariate polynomial q(x) ∈ IR[x] is a fundamental task in computer algebra: given a polynomial q, compute for each of its real roots an interval with rational endpoints containing it and being disjoint from the intervals computed for the other roots. One of the best approaches to root isolation is the Descartes method. It is a bisection method based on the Descartes Rule of Signs to test for roots. Its modern form goes back to Collins and Akritas [1] . It can be formulated to operate on polynomials given in the usual power basis or in the Bernstein basis. For integer coefficients, it typically outperforms other methods. We review it in Section 3. We assume that the coefficients of our polynomials are given as potentially infinite bit-streams, i.e., coefficients are known to arbitrary precision, but, in general, never exactly.
We are the first to make a variant of the Descartes algorithm work in this setting. Our main tools are a sharper analysis of the rule of signs (Lemmas 5 and 6) and randomization (Sections 4.2 and 4.3). Our main result is as follows:
To isolate the real roots of a square-free (= no multiple roots) real polynomial q(x) = q n x n + ... + q 0 with root separation (= minimal distance between any two roots) ρ, coefficients |q n | ≥ 1 and |q i | ≤ 2 τ , our algorithm needs coefficient approximations to O(n(log(1/ρ)+ τ)) bits after the binary point and O(n 4 (log(1/ρ)+ τ) 2 ) bit operations in expectancy.
The cost statement ignores the cost of computing the approximations of the coefficients with the required quality. Observe that the quantities n, ρ and τ are determined by the roots of our polynomial, i.e., the geometry of the problem, and hence the running time of our method is a function of the geometry of the problem.
The restriction to square-free inputs is inherent in the bit-stream setting, since detecting multiple roots is equivalent to testing for zero (cf. x 2 − a) and hence impossible.
The paper is structured as follows. In Section 2 we put our work into context and in Section 3 we review the Descartes method. Section 4 is the heart of the paper. We describe and analyze a variant of the Descartes method for polynomials with bit-stream coefficients. In Section 5 we report on some experimental observations.
Comparison to Related Work
The Descartes method can be formulated for polynomials in the usual power basis [2, 1, 3, 4] and for polynomials in the Bernstein basis [5] [6] [7] [8] . The early work concentrated on polynomials with integer coefficients. More recent work [9, 4, 8] points out that the Descartes method can be combined with interval arithmetic for increased efficiency and to also handle some, but not all, polynomials with bit-stream coefficients [9, p. 152] . We are the first to exhibit a variant of the Descartes method handling all square-free polynomials with bit-stream coefficients.
Beyond the Descartes method, there is substantial work in numerical analysis on approximating the roots of a real polynomial [10] . Many algorithms were proposed for the simultaneous approximation of all complex roots of a polynomial with bit-stream coefficients. Most algorithms come without a guarantee of convergence. Weyl [11] exhibited the first complete algorithm and Pan [12] surveys the development till about 1995. The currently best algorithm is due to Pan [13] . It applies to polynomials with bit-stream coefficients. Given a polynomial p(x) = ∑ i p i x i = p n ∏ i (x − z i ) of degree n and a precision parameter b, his method computes approximate roots z * i such that after suitable renumbering |z * i − z i | < 2 2−b/n . Here b must be at least n log n and the computational cost is O(n log 2 n(log 2 n + log b)) arithmetic operations (additions and multiplications) on O(b)-bit numbers. It is assumed that all roots lie in the unit disk. The algorithm is, in the author's own words, quite involved, and would require non-trivial implementation work, and we are not aware of any implementation. Pan's algorithm can be used to isolate real roots. Thus it solves a more general problem (isolation of all roots and not only real roots) and is asymptotically much faster than our algorithm (quadratic dependence on n instead of quartic and linear dependence on log(1/ sep(p)) instead of quadratic). Does this make our contribution obsolete? We believe not: First, because our algorithm is very simple and easily implemented. Second, we expect the algorithm to be superior for small to medium degree polynomials.
The Descartes Method in the Bernstein Basis
Fix an integer n ≥ 0 and boundaries c < d of an interval [c, d] . The Bernstein basis [14, 15] 
If 
The most important property for our purposes is the Descartes Rule of Signs. Let a = (a 0 ,... ,a n ) be a finite sequence of real numbers. The number of sign variations in a, denoted var(a), is the number of pairs (i, j) of integers with 0 ≤ i < j ≤ n and a i a j < 0 and a i+1 = ... = a j−1 = 0. This rule is traditionally stated for the power basis and the interval (0, ∞); see [16] for a proof with historical references. The Bernstein formulation appears in [5] [6] [7] [8] .
Theorem 1 is the basis for a bisection method for root isolation in exact arithmetic. We start with an interval I guaranteed to contain all real zeroes of p and call 
Descartes(p, I). The procedure Descartes(p, I) works as follows: Let
The result sequences are given by the two sloped sides For a proof see [16] . The circle theorems allow us to bound the depth of the Descartes recursion tree, depending on the distance between the roots. Let p be a non-zero polynomial with roots ξ 1 to ξ n . We define its root separation sep(p) = min{|ξ i − ξ j | i = j} as the minimum distance between any two roots; sep(p) > 0 iff p is square-free.
Corollary 3.
The Descartes method applied to any square-free polynomial p and start interval I 0 terminates. The interval at any internal node of the recursion tree has width at least ( √ 3/2) sep(p), the interval at a leaf has width at least (
Proof. Consider any interval I for which the Bernstein representation has two or more sign variations. The contrapositive of Theorem 2 tells us: If p has no root in I then there must be a pair of conjugate roots ξ , ξ in the disc bounded by C. The diameter of C is |I|, hence |I| ≥ |ξ − ξ | ≥ sep(p). If p has exactly one root ξ in I, then p has a pair of conjugate roots ξ , ξ in the discs bounded by C and C. The diameter of C and C is
. In all three cases, Descartes(p, I) generates recursive calls only if |I| ≥ ( √ 3/2) sep(p). The interval at a leaf is at least one fourth the length of the interval at its parent. Since the interval length is multiplied by 3/4 or less in each step, the depth k of an internal node satisfies
Proposition 4. A Descartes recursion tree for a polynomial of degree n has at most n nodes at any depth.
In the Bernstein basis, this easily seen from the well-known variation diminishing property of repeated linear interpolation. A proof appears in [7, Thm. 10 .38].
The Descartes Method for Polynomials with Bit-Stream Coefficients
We present an algorithm Descartes approx to isolate the real roots of
. We assume that the coefficients are given as bit-streams; in particular, for any fixed ε > 0, we can compute an approximate coefficient vectorb
We start with a thought experiment. Consider executions of Descartes in exact arithmetic both on the exact Bernstein representation b and on its approximationb. The only computation Descartes ever does with the coefficients is repeated forming of averages as in Eq. (3). The absolute error in the result of such a convex combination is no larger than it is in the inputs. Hence the absolute errors in the de Casteljau triangles in all nodes of the Descartes tree forb are ε-approximations of their counterparts in the tree starting from exact coefficients b. The shape of the exact Descartes tree depends on decisions based on the signs of exact entries. Can we mimic these decisions with intervals?
We call an interval positive (+), if it contains only positive numbers; negative (−), if it contains only negative numbers; and indeterminate (?), if it contains zero. A positive or negative interval is also called determinate. For a sequence of coefficient intervals a = (a 0 ,... ,a n ), we define its set of potential numbers of sign variations as var(a) = var((a 0 ,... ,a n )) a i ∈ a i for 0 ≤ i ≤ n . For example, we have var(( [2, 3] ,
The fact that some a i is indeterminate does not imply that var(a) contains more than one value, as the third example shows.
Consider any node in the approximate Descartes tree. We have an approximate coefficient sequenceb. Eachb i stands for an But what should we do if var ε (b) is not a singleton and contains a number less than two? The first solution that comes to mind is to switch to a smaller ε. This will not always solve the problem: Assume we start with a degree-2-polynomial with Bernstein representation (1, −β , β ) with respect to (0, 1) where β is any positive irrational number less than one. We split the interval at 1/2 and obtain ((1 − β )/4, 0, β ) for the right subinterval. For any approximation of β , the 0 will turn into an interval straddling zero and hence the potential sign variations are {0, 2}. A second solution that comes to mind is to perform recursive calls whenever the set of potential sign variations contains a number larger than one. However, then the procedure might not terminate, namely, when ε is so large that p contains a non-square-free polynomial. Furthermore: what if the set of potential sign changes contain both zero and one? What if, after subdivision, the last coefficient of b (first coefficient of b ) is indeterminate, i.e., our polynomial may be zero at the split point?
The last two problems disappear when first and last coefficients are determinate. All problems disappear when first and last coefficients are large. We callb i large if |b i | > Cε and small otherwise. We will fix the constant C > 1 later and prove that ifb 0 andb n are large and var Proof. Replace theb i by modified inputs c i where c i =b i ifb i is determinate and c i = 0 otherwise. This is a change by at most ε. As all entries of the modified de Casteljau triangle c j,i are convex combinations of the inputs, they are all non-negative, and not modified by more than ε. Due to the contribution of c 0 or c n , resp., any element in the modified output sequences c and c is greater than 4 −n Cε ≥ 2ε. Thus any element of b andb is greater than ε and thus determinate and positive. Proof. As above, we replace all indeterminate elements ofb by 0 and denote the elements of the so modified de Casteljau triangle by c j,i . The modified input sequence c consists of non-negative followed by non-positive numbers. It is easy to see inductively that all rows of the modified de Casteljau triangle consist of zero or more non-negative elements followed by one or more non-positive elements. Once some row consists entirely of non-positive elements, the same holds for all further rows. We first prove the claim about c . The lower tip of the modified triangle is less than −(C − 1)ε. A node cannot be less than the minimum of its parents, so there is a path P of elements less than −(C − 1)ε from row 0 to row n. Observe that Descartes approx recurses whenever V contains a value larger than 1. We have shown that whenever Descartes approx cannot distinguish whether var(b) is less than two or more than one, this branch of the computation ends in the next recursion step, be it because the tip of the de Casteljau triangle is small or because both new coefficient sequencesb andb have var ε equal to {0} or {1}. We conclude that Descartes approx applied to an ε-approximation of p always terminates (either successfully or by signalling failure) and that the internal nodes of its recursion tree form a subtree of the (exact) Descartes tree. Moreover, if the algorithm terminates successfully, it has determined isolating intervals for the real roots of p.
How can we guarantee that first and last coefficients are large? Key are the observations that first and last coefficients are the values of our polynomial at the interval endpoints, that a polynomial can be small only close to one of its complex roots (see Section 4.1), and that randomization can keep interval endpoints away from the roots (see Section 4.2). We describe two ways of randomization: a local one that selects each split point at random (procedure Descartes rndL ) and a global one that selects split points deterministically but runs the entire procedure on a random translate of our input polynomial (procedure Descartes rndG ).
The Smith Bound
We make the link between the complex roots of p and the magnitude of its values through a corollary to the following theorem by Smith [17] . (We state a special case of his result. For its direct proof, see, e.g., [18, Thm. 13] .) For a polynomial f , lcf( f ) denotes the absolute value of the leading coefficient (= the coefficient of x n ).
Theorem 7 (Smith bound).
Let g be a polynomial of degree n and let ξ 1 , . . . , ξ n be pairwise distinct complex numbers. Then for any root z of g there is a ξ i such that 
Proof. Let g(x) = f (x) − f (z) so that lcf(g) = lcf( f ) and g(z) = 0. By Theorem 7, there is a root ξ i of f satisfying (5). From (2), we can deduce |g(
Algorithm Descartes rndL
We obtain Descartes rndL from Descartes approx by specifying the choice of split point.
In each recursive call, we select the split point m as m = αc 
However, sep(p) is unknown. Hence we maintain an estimate s for sep(p). We initialize s a negative power of two, to be specified later, and double log(1/s), i.e., replace s by s 2 , whenever we have indication that s is still too big. For fixed s, we choose ε satisfying (7) by setting log(1/ε) = n log(1/s) + 4n + 2 logn + 10 = O(n log(1/s)); this assumes lcf(p) ≥ 1. We use two indicators for s being too big: First, we stop when the recursion depth exceeds the bound D(s) from Corollary 3 by more than 1. Second, we call a choice of u and hence m a failure if the last coefficient of the resultingb (= first coefficient ofb ) is small. Whenever a choice of u fails, we repeat it. We keep global counters of all choices and failed choices. Whenever the fraction of failed choices is more than half and we have tried at least twelve times, we stop, double log(1/s) and start over. Once s ≤ sep(p), the bound on the recursion depth is no longer a constraint, and the probability of a restart is less than 1/8. To see this, notice that more than half of r random choices failing has probability at most r r/2 (1/8) r/2 ≤ 2 −r/2 , and as we try at least twelve times, the probability of restart is at most
q i x i be a square-free polynomial in power representation normalized to q n ∈ [1, 4). (The obvious normalization would be q n ∈ [1, 2), but with inexact data we need to avoid boundary cases.) We view the coefficients as infinite bit-strings. Let τ be the maximum number of bits before the binary point in any coefficient. All roots of q are bounded by 1 + max i |q i | in absolute value (Cauchy bound, [19, Lemma 6.7] ) and hence are contained in the open disc of radius M :=2 τ+1 about the origin of the complex plane. In particular, the real roots of q are contained in the interval (−M, +M). Let p(x) = q(4Mx− 2M)/(4M) n . Then p has its real roots in (1/4, 3/4) and hence the first and last coefficient of its Bernstein representation with respect to [0, 1] are large, sep(p) = sep(q)/2 τ+3 , and lcf(p) = lcf(q).
We want to compute an ε/2-approximate Bernstein representation of p with respect to [0, 1]. (Halving ε is motivated later on.) We compute in fixed-point notation with log(1/δ ) bits after the binary point; δ to be determined later. Addition of two such numbers and multiplication with an integer can be done exactly. We start from approximations of the q i 's with error at most δ , compute p in power basis and then convert to Bernstein representation. We have
The factor i j is an integer less than 2 n and (4M) −n 2 i+ j M i = 2 i+ j+i(τ+1)−n(τ+3) is a non-positive power of two (since i ≤ n and j ≤ n). Hence the p j 's have O(τ + n) bits before the binary point and error at most (n + 1)2 n δ . (To see this, note that the error in each i j q i is at most 2 n δ ; the shifts do not increase the error; each p j is the sum of at most n + 1 terms; and the additions do not introduce errors.) We have p n = q n ∈ [1, 4) . The Bernstein representation of p with respect to [0, 1] is given (see [14, 2.8] ) by:
To avoid divisions other than by powers of two, we compute n!b l instead b l and later scale as to bring the leading coefficient back to [1, 4) . We have
It is brought back into [1, 4) by shifting all coefficients to the right by r ∈ log(n!q n ) ± 1 = O(n log n) bits. The results are the coefficientsb l for use in Descartes rndL . The error in eachb l is bounded by the sum of the errors of the p j 's multiplied by a small power of two accounting for the discrepancy between 1/n! and 2 −r . Hence the error is at most (n + 1) 2 2 n+3 δ . We want this to be at most ε/2 and therefore choose δ as largest power of two such that (n + 1) 2 2 n+3 δ ≤ ε/2. Thus log(1/δ ) = log(1/ε)+O(n) = O(n log(1/s)). The conversion requires O(n 2 ) additions and multiplications. The coefficients have at most O(τ + n + log(1/δ )) = O(τ + n log(1/s)) bits. Multiplications are with numbers of at most n log n bits and hence the bit complexity of conversion (using high-school multiplication) is O(n 2 n log n(τ +n log(1/s)). This is O(n 4 log n log(1/s)), since we will choose s 0 = 2 − max(1,τ/n) .
Complexity Analysis. The estimate log(1/s) runs through the values 2 i log(1/s 0 ), i ≥ 0. For each s, we set ε such that log(1/ε) = O(n log(1/s)) = O(n2 i log(1/s 0 )). We compute an ε/2-approximate Bernstein representation of p with respect to (0, 1) and call Descartes rndL (p, (0, 1), ε). Its recursion tree has depth at most D := D(s) + 1 = O(log(1/s)) (Corollary 3), and there are at most n nodes on each level (Prop. 4). We perform the arithmetic with log(1/δ 2 ) bits after the binary point; δ 2 fixed as follows. In each node, there are n(n + 1)/2 = O(n 2 ) operations, namely averages, that each introduce an additional error δ 2 but do not add bits before the binary point. The accumulated error in any value is at most ε/2 + n(n+1)
2 Dδ 2 ≤ ε/2 or log(1/δ 2 ) = log(1/ε) + log(n(n + 1)) + log(D) = O(n log(1/s)), any error is at most ε.
Each averaging operation has bit complexity dominated by the multiplication cost O(log n (τ +n+n log(1/s))) = O(n logn log(1/s)) and hence for any fixed s, the O(n 3 D) operations in total have bit complexity O(n 4 D log n log(1/s)) = O(n 4 log n log 2 (1/s)).
The i-th estimate of log(1/s) is 2 i log(1/s 0 ), and running Descartes rndL for this value of s costs O(4 i ) · h(n, s 0 ) where h(n, s) = O(n 4 log n log 2 (1/s)). Let i 1 ≥ 0 be minimal such that s 1 := 2 i 1 log(1/s 0 ) ≥ log(1/ sep(p)). The probability that the i-th estimate of s is used is at most (1/8) i−i 1 since a call of Descartes rndL fails with probability less than 1/8 whenever s ≤ sep(p). Hence the expected overall bit complexity is
This means that, asymptotically, the last iteration alone determines the expected cost.
Since log(1/s 1 ) = O(τ/n + log(1/ sep(p))) and log(1/ sep(p)) = O(τ + log(1/ sep(q)), we have thus shown 4 log n(τ + log(1/ sep(q))) 2 ).
Algorithm Descartes rndG
Let us now consider another variant of Descartes in which we fix α := 1/2 globally, meaning that always the interval midpoint is chosen as split point. To keep them away from the roots of p, we replace p = p 0 by a random translate p β (x) = p(x + β ).
We can tighten the recursion depth bound of Corollary 3 to D(σ ):= log(1/σ )+2 ; and Lemma 6 already holds for C := 8 n . (For a proof, replace 8 by 16 in Eq. (4).)
As before, we maintain an estimate s of sep(p), starting from s 0 := 2 − max(1,τ/n) . The interval (0, 1) decomposes into 2 D = 4/s intervals of width s/4 which we call elementary intervals. Any interval I considered by Descartes rndG is a union of elementary intervals (modulo the left endpoint). We call the endpoints of all elementary intervals the elementary endpoints. Our goal is to choose β such that any root of p β has distance greater than L (as defined in Section 4.2) from both endpoints of the elementary interval containing it, so that the approximate value of p β at all elementary endpoints is greater than γ = Cε in absolute value, so that Descartes rndG is successful. We choose β from 
We set log(1/ε) = n log(1/s) + 3n + 2 logn + 8 = O(n log(1/s)) and limit the recursion depth to D := D(s) + 1. Whenever Descartes approx aborts with failure, we double log(1/s) and start again, making a fresh choice for β . Once s ≤ sep(p), every further call to Descartes approx has success probability at least 7/8.
Initialization. This is very similar to the initialization of Descartes rndL . One can compute p β from p using only addition, multiplication by integers, and bit shifts, without introducing errors. The complexity stays at O(n 4 log n log(1/s)).
Complexity analysis. Also very similar to Descartes rndL . However, the bit complexity of Descartes approx is O(n 4 log 2 (1/s)) and hence better by a factor of logn, since α = u/K with numerator length O(log n) is replaced by α = 1/2. This shows 
Some Experiments
We are in the process of conducting experiments 3 on various classes of polynomials with our algorithms Descartes rndL and Descartes rndG , implemented in fixed-point arithemtic as detailed in their respective complexity analyses. Some preliminary findings are as follows.
The random choice of the bisection parameter α in Descartes rndL is quite costly in practice when compared to bisection at α = 1/2, because the latter does not require multiplication with weights in the averaging step of the de Casteljau algorithm (addition and shift suffice). Hence we suggest to try small denominators of α first, starting with α = 1/2, and increasing them in each try up to the original value K. The resulting variant of Descartes rndL , called Descartes bias rndL , can be one order of magnitude faster in practice.
Compared to the Bernstein Descartes method implemented with exact integer coefficients and subdivision at α = 1/2, Descartes bias rndL and Descartes rndG tend to be faster for long coefficients.
As expected, experiments also indicate that the running time of our methods, unlike approaches with exact arithmetic, is mostly unaffected by the irrationality of coefficients.
