1. Prediction of species distributions in an altered climate requires knowledge on how global-and local-scale factors interact to limit their current distributions. Such knowledge can be gained through studies of spatial population dynamics at climatic range margins.
| INTRODUCTION
As a result of climate change, species are predicted to shift their ranges towards the poles or to higher altitudes to track their climatic niches (Parmesan, 2006) . Accordingly, accumulating evidence suggests that these processes are already occurring for a large variety of organisms (Barton, Irwin, Finkel, & Stock, 2016; Chen, Hill, Ohlemuller, Roy, & Thomas, 2011; Lenoir & Svenning, 2014; Tingley, Monahan, Beissinger, & Moritz, 2009) . As a condition for range shift, populations at the leading edge of the range shift must be able to colonize new habitats as they become suitable (Estrada, Morales-Castilla, Caplat, & Early, 2016; Hampe & Petit, 2005) . However, whether this process can occur largely depends on the species' intrinsic ability to persist under suboptimal climatic conditions (Early & Sax, 2011) , to disperse into distant habitats (Hodgson, Thomas, Dytham, Travis, & Cornell, 2012; Schloss, Nunez, & Lawler, 2012) or to adapt to new biotic conditions (Pateman, Hill, Roy, Fox, & Thomas, 2012) . Therefore, the response of species to local factors such as habitat fragmentation, weather fluctuation or resource availability is key to determine the potential of species to shift their ranges. To predict species response to climate change, there is a need to link macroecological patterns of species distributions to the local processes that can be involved in the expansion of species ranges over their current boundaries (Opdam & Wascher, 2004) .
Species' ecological niches, and hence their distributions and responses to global changes, are determined by a number of factors acting at various spatial scales (Soberón, 2007) . Generally, species ranges are limited by a decreasing fitness towards range boundaries, corresponding to an abundance gradient (Brown, 1984; Sagarin, Gaines, & Gaylord, 2006) . This large-scale pattern is, especially for ectotherms, mainly driven by abiotic variables directly linked to the species physiology (Sagarin et al., 2006; Soberón, 2007) . Accordingly, climate is often regarded as the primary factor driving species ranges (Lee-Yaw et al., 2016; Thomas, 2010) . As climate becomes warmer, high-latitude populations are expected to get closer to their preferred climate and exhibit an increased fitness ). This general pattern has formed the basis of correlative distribution models that aim to map species' habitat suitability in relation to climatic factors, in a way that allows forecasting their future distributions in an altered climate (Elith & Leathwick, 2009 ). However, these models generally consider species distributions at large spatial scales only, shifting their ranges in a homogeneous habitat as a direct response to changing climatic conditions. As such, they disregard smaller-scale processes that are crucial for predicting range dynamics (García-Valdés, Svenning, Zavala, Purves, & Araújo, 2015) and are, thus, more effective as null models to be confronted by observations. The realized distributions of species are also constrained by dispersal, that is, they can only be present in areas that they were able to reach within a certain time frame (Soberón, 2007) . In the context of climate change, the ability of species to shift their ranges poleward is dependent on their inherent dispersal capacity and on habitat fragmentation that influence the accessibility of potential habitats (Estrada et al., 2016; Opdam & Wascher, 2004) . Leading-edge populations are typically smaller and more fragmented than those located at the cores of species ranges (Sagarin et al., 2006) . That makes them frequently behave as metapopulations, that is, they undergo dynamics of local extinctions and colonizations that is essentially driven by habitat connectivity, local suitability and population dynamics (Hanski, 1998) .
Increasing temperature is expected to contribute to an increased colonization rate at expanding range margins (Wilson, Davies, & Thomas, 2010) , especially into newly suitable habitats as long as landscape connectivity allows it (Hill et al., 2001; Oliver et al., 2015) .
The local suitability of habitat patches can also determine range limits and climate-driven distribution shifts. In this regard, favourable biotic conditions are an essential requirement for species persistence (Soberón, 2007) . For example, the colonization of habitats that have recently become climatically suitable can be prevented if competitors or pathogens are present (Alexander, Diez, & Levine, 2015) or if the species' host or prey is absent or occurs in too low abundance in poleward habitats (Pelini et al., 2009) . Furthermore, microclimate is an essential aspect of a species habitat and plays an important role in determining species ranges, and climatic microrefugia have the potential to buffer global warming and climate variability (Lenoir, Hattab, & Pierre, 2017; Maclean, Hopkins, Bennie, Lawson, & Wilson, 2015) . Moreover, with global warming, the microclimatic preferences of a species might change, leading to altered habitat associations (Pateman, Thomas, Hayward, & Hill, 2016) and an altered distribution at the regional scale (Hodgson et al., 2015) .
Range boundaries and their potential shifts as a response to climate change emerge from a complex interaction between global and local dynamics, involving multiple factors acting at different spatial and temporal scales such as climate, biotic interactions and dispersal opportunities (Soberón, 2007) . Greater knowledge of the spatial population dynamics of species at leading range margins may help to gain insights into the relative importance of these factors and their synergetic effect (Gibson, Van der Marel, & Starzomski, 2009; Hellmann, Pelini, Prior, & Dzurisin, 2008) . To investigate these questions, we used a metapopulation of Oberthür's grizzled skipper butterfly (Pyrgus armoricanus) at its northern margin as a model system. Previous studies of this metapopulation have provided evidence for a dependency on colonization-extinction dynamics (Öckinger, 2006) , shown that microclimate determines oviposition site selection (Eilers, Pettersson, & Öckinger, 2013) , and highlighted the effect of habitat connectivity and host plant density on patch occupancy and abundance ). However, these previous studies were carried out only on singleyear snapshots or average estimates across multiple years and did not consider the temporal dynamics of the metapopulation. In order to predict the response of P. armoricanus to climate change, we need more information about the species' global distribution of suitable climate now and in the future, and the response of metapopulation dynamics to climatic fluctuations at the range edge and its interaction with the quality and regional distribution of habitat patches.
In this study, we first assessed the extent of climatically suitable habitats at a European scale. This can shed light on to what extent the species' realized distribution is determined by climate. We also predicted potential shifts in habitat suitability caused by future climate change in order to reveal to what extent P. armoricanus will have to shift its distribution to track its climatic niche. Then, using data from a 13-year survey including the majority of all habitat patches of this marginal metapopulation, and temperature recorded from a nearby weather station, we inferred the influence of temperature fluctuations on butterfly abundance and colonization and extinction probabilities.
A positive relationship between abundance and temperature, especially if associated with an increased colonization probability, would indicate that the species will likely benefit from climate change at this range margin, and might, thus, expand to previously unsuitable sites further north. We also investigated how microclimate, habitat connectivity and the availability of larval host plants modulate the relationship between population dynamics and temperature variability. The interacting effect of temperature, habitat quality and connectivity on local population dynamics will inform about the fine-scale processes driving species response to climate change.
| MATERIALS AND METHODS

| Study species
The Oberthür's Grizzled skipper butterfly (P. armoricanus) has a fragmented distribution encompassing North Africa and most of Europe, with its northern range margin consisting of a few isolated populations in southern Scandinavia (Denmark and southern Sweden, see Figure 1 ) (Kudrna et al., 2011) . Its entire distribution in Sweden consists of a network of small and fragmented patches within an area of c. 35 × 35 km (Öckinger, 2007) . The main habitat is dry, semi-natural grasslands with the presence of one of the larval host plant species, Filipendula vulgaris and Helianthemum nummularium (Christensen, 2000; Eilers et al., 2013) . The species is bivoltine. The eggs that develop into the spring generation are laid during the previous summer.
The larvae are first active in autumn before hibernation and are then active again in spring, before they pupate. Adults of the spring generation fly from mid-May to mid-June. Their offspring larvae develop from late June through July and adults of the summer generation fly in August.
| Climatic suitability modelling
In order to predict the potential climatic suitability for P. armoricanus currently and in the future, we used a maximum entropy algorithm (MaxEnt, Phillips, Anderson, & Schapire, 2006 ) that models the niche of a species from occurrence data and environmental (here climate) variables, and projects it into geographical space (Elith et al., 2011) . We both linear and quadratic were tested to avoid overfitting and to produce interpretable response curves). We chose the logistic output of MaxEnt (predicts suitability from 0, unsuitable habitat, to 1, perfectly suitable habitat) and all other parameters were kept as default.
| Population monitoring
The 
| Patch characteristics
Habitat patches were characterized in the same way as in , by four variables that reflect habitat quality (host plants density), microclimate (solar irradiance) and the spatial configuration of patches (patch area and connectivity). In comparison with
Fourcade and Öckinger (2017), we did not consider grazing intensity and the standard deviation of solar irradiance. This was because they were shown in this previous study to have very little influence on the variation in occupancy and abundance between patches. The density of the two host plants were recorded in May-June 2010. We assumed that this measure to represent the entire study period, because both plant species are perennial and showed little variation in their densities over time (pers. obs.). The percentage cover of each host plant was estimated separately in 10 quadratic 1 m 2 plots in each habitat patch, randomly placed along the butterfly monitoring transects.
Because F. vulgaris was by far more abundant than H. nummularium and P. armoricanus shows similar preferences for the two host plant species (Eilers et al., 2013) , we pooled the cover of the two host plants and used the averaged value over the 10 plots as a measure of host plant density per patch.
We characterized microclimate by the mean solar irradiance in each patch. This is a measure of the energy received at a given point of Earth based on latitude, elevation, aspect, slope and surrounding topography, and is known to be an important determinant of habitat quality for butterflies (Weiss, Murphy, & White, 1988) and to affect P. armoricanus oviposition site selection (Eilers et al., 2013) . We computed solar irradiance with the Solar Radiation function in the Spatial Analyst toolbox in ArcGIS 10.2 (ESRI Inc.) using a digital elevation model produced by laser scanning with a vertical precision of 0.5 m and a grid cell resolution of 2 m (Lantmäteriet 2015). In our analyses, we used the average solar irradiance per patch and hence did not consider the small scale variation in microclimate within habitat patches.
Patch areas were calculated using ArcGIS 10.2, based on the boundaries of habitat patches that were defined in the field and later digitized. We used as a measure of connectivity the index S i developed
by Hanski (1998) and calculated as where d ij is the Euclidian distance between patches i and j (measured in metres), N j the abundance measured in patch j, and α a constant describing the decrease of immigration probability from patch j with increasing distance. According to a previous analysis of mark-recapture data (Appendix S1), we set α = 0.0034, which corresponds to an average movement distance of 295 m. When abundance data were unavailable in a given year in otherwise monitored habitat patches, we used the average abundance recorded in this patch across all years of survey. To account for connectivity to sites outside the monitoring area, we used data from a systematic mapping of the species distribution in Sweden that took place in 2007 and 2010 (E. Öckinger, unpublished data) . This included estimates of P. armoricanus abundance from a single visit to each grassland with the presence of at least one of the two host plant species within the entire 1,200 km 2 region where P. armoricanus occurs. Since our connectivity index depends on the population size of all patches, contrary to the other patch-specific variables, one separate index of connectivity was calculated for each patch in each year. Therefore, this index also accounts for the variation in abundance between years. In order to separate the effect of the spatial configuration of patches per se from the yearly fluctuations of abundance, we also computed a fixed index of connectivity using an averaged value of abundance instead of yearly counts.
| Temperature data
A weather station at Bollerup (55.49 N; 14 .05 E, see Figure 1 we extracted, for each year, the mean, minimum and maximum daily temperature during six periods relevant to the biology of P. armoricanus. Specifically, we first extracted temperature for time periods that could have a direct influence on the demography of the summer generation (the surveyed generation). For example, it is known that butterflies tend to lay less eggs at low temperatures (Fischer, Brakefield, & Zwaan, 2003) and that egg maturation (Berger, Walters, & Gotthard, 2008) , as well as larval survival and development rates (Crozier, 2004; Ritland & Scriber, 1985) are largely dependent on climatic conditions.
Similarly, temperature has a strong effect on butterflies' flight activity, which can in turn influence dispersal and reproduction (Heinrich, 1986) . In this regard, we calculated temperature data corresponding to the flight period of the summer generation (1-31 August) and to the development period of the same generation (15 June to 31
July). However, since the species is bivoltine and only one generation was surveyed, the observed patterns may also be affected by demographic events occurring in the previous generation. We, thus, also investigated the effect of temperature variables that may influence the spring generation that preceded the surveyed summer generation.
Therefore, we extracted the temperature experienced by the spring generation during its flight period (15 May to 15 June), but also during its autumn (1 August to 30 November) and early spring (1 April to 15
May) periods of development, as well as winter temperature that corresponds to when the larvae hibernated (1 December to 31 March).
| Data analysis
First, we tested for a potential temporal autocorrelation between our measures of abundance, abundance change, and colonization and extinction probabilities by applying an autocorrelation function to each time series. Since no significant autocorrelation was detected, we did not consider it in further analyses.
We analysed which factors explained the variation in average abundance per year, year-to-year abundance change, and colonization and extinction probability. In a first step, we tested the effect of temperature alone. To identify the temperature variable that best explained each of these processes and to quantify its effect, we computed statistical models including one by one each of the 18 temperature variables, corresponding to the mean, minimum and maximum temperature during six periods of the year relevant to the biology of the species, and selected the one that led to the lowest value of the Akaike information criterion (AIC). For each response variable, we used this temperature variable as a measure of temperature in further analyses. Since combinations of temperature variables might together influence these processes, we also computed the same models including all possible combinations of two temperature variables. We compared the AIC of these two-variable models to single-variable models to check whether they could explain better the effect of temperature on abundance variation and spatial dynamics.
In a second step, we tested how microclimate, host availability and spatial habitat configuration modified the effects of temperature in driving population dynamics in this metapopulation. We, thus, computed models for (1) year-to-year abundance change, (2) colonization probability and (3) extinction probability, which, in addition to
temperature, included patch area, connectivity, host plant density and solar irradiance as explanatory variables. These variables showed no evidence of multicollinearity, as evidenced by a variance inflation factor that ranged from 1.01 (patch area) to 1.16 (solar irradiance). In addition, we included the interactions of temperature with connectivity, host density and solar irradiance, and the interactions between connectivity and host density and solar irradiance, resulting in a total of 10 explanatory variables. We computed models with all possible com- Average abundance (across all habitat patches) was modelled as a linear model with log-transformed abundance, abundance change as a linear mixed model with year and patch identity as random intercepts, and colonization and extinction probabilities as generalized linear mixed models with a binomial response and a logit link function, with year and patch identity as random intercepts. Null models, including only an intercept and the random effects when applicable, were also computed to test whether any of the tested variables had an effect on the demographic processes modelled. Moreover, we verified that no pattern of F I G U R E 2 Fluctuations of Pyrgus armoricanus abundance (butterfly counts averaged across patches) at its northern range margin, over the 13 years of monitoring (a); variation of temperature in the study area over the same years, represented as the two temperature variables that we showed to be the best predictors of abundance variation and colonization/extinction probability (b); effect of variations of temperature during the development period of the summer generation on average abundance (counts averaged across patches) (c) and year-to-year abundance change (d)
spatial autocorrelation remains unexplained in the models using spline correlograms describing the amount of spatial autocorrelation in models residuals as a function of spatial scale ( Figure S1 ). The coefficient of determination R 2 was extracted for each model to estimate the variation of each demographic process that was explained by the selected variables. For mixed models, the R 2 was divided into a marginal R 2 which included only the fixed effect and a conditional R 2 which also incorporated random effects (here patch identity and year) (Nakagawa, Schielzeth, & O'Hara, 2013) . All statistical procedures were carried out in R 3.2.2 (R Development Core Team, 2015) . Mixed models were computed with the lme4 package (Bates, Maechler, Bolker, & Walker, 2015 ) and multi-model inferences were run using the muMIn package (Barton, 2016) .
| RESULTS
| Climatic suitability
According to our model, the climatic suitability for P. armoricanus was mainly determined by the minimum temperature of the coldest month, with a maximum suitability reached around −15°C (Figure 1 and Figure S2 ). Interestingly, it predicted that areas of high climatic suitability extend up to central Sweden and along the coast of Norway, which are regions where the species is currently absent (Figure 1 ). Although future predictions were subject to strong variations depending on the global circulation model used ( Figure S2 ), a general tendency was that the future climatic suitability of the species will tend to shift towards mountainous and northern areas, especially in the high emission scenario (8.5 RCP) (Figure 1 ). Specifically, it was expected that the centroid of P. armoricanus climatic niche will shift on average by 189 km to the north under the 2.6 RCP and by 423 km under the 8.5 RCP.
| Effects of temperature on abundance, abundance change and colonizationextinction dynamics
The This variability was strongly driven by the mean temperature during the development period of the summer generation (R 2 = 0.61, ΔAIC with 2nd best temperature variable (maximum temperature during hibernation) = 2.00) ( Table 1 and Figure 2 ). Although the abundance was in most cases slightly better explained by a combination of two temperature variables, all best fitting models included the mean development temperature, showing that this single variable had the most important effect (Table S1) . Similarly, year-to-year abundance change (min = −4.94, max = 5.68, mean = 0.02) appeared to be influenced by the same temperature variable (ΔAIC with 2nd best temperature variable (minimum temperature during the flight period of the summer generation) = 1.46) ( Table 1 and Figure 2 ), although it could be best explained by including in addition the minimum temperature during the flight period (Table S1 ).
Colonization and extinction probabilities were in relative balance throughout the 13 years of monitoring, with 2.64 colonization events and 2.45 extinction events observed per year on average, which corresponds to a colonization probability of 17% and an extinction probability of 23%. Colonization probability was influenced by the mean temperature experienced during the development period of the summer generation (R Table 1 ). Here again, there were temperature models with two variables that had a better fit, but most top models included the selected variables (Table S1 ).
| Interactive effects of temperature, local habitat and connectivity
Abundance change was best explained by temperature alone. The second best model was the null model (ΔAIC c = 2.2), which performed better than any model that included both temperature and sitespecific variables (Table S2 ).
For local extinction and colonization probabilities, it was not possible to identify a clearly best model among the sets of models including both temperature and site-specific variables; there were 25 and 9 models within ΔAIC c < 4 for colonization and extinction probability, respectively (Table S2) . Standardized model averaged coefficients (Table 2 and Figure 3) showed that the interaction between connectivity and host density had the largest (negative) effect on colonization probability. The negative sign of this interaction indicated that the positive effect of habitat connectivity on colonization probability was reduced in patches that had a large density of host plants and vice versa. The next strongest effects on colonization probability were observed by connectivity alone, temperature, solar irradiance and host density alone (all positively related to colonization probability), respectively (Figure 3 ). Small patch area was by far the main driver of extinction risk, followed by low host density and low connectivity (Figure 3 ). These latter factors had a multiplicative effect as evidenced by the positive interaction between host density and connectivity which had the fourth largest effect on extinction probability. Temperature had a small but negative effect on extinction probability.
The effects of temperature on colonization and extinction probabilities were not modified by connectivity or habitat quality, since all the interactions between temperature and site-specific variables had low variable importance in both colonization and extinction models (Table 2 and Figure 3 ). Models computed with the index of connectivity that included average abundance instead of yearly counts showed a weaker effect of connectivity on colonization and extinction probability ( Figure S4 ). It suggests that the effects of connectivity detected with the yearly index were partly driven by fluctuations in the size of potential source populations, and not only by the spatial structure of habitat patches per se. As such, it is particularly noticeable that the use of the averaged index of connectivity increased the effect of temperature on colonization probability.
| DISCUSSION
We showed using habitat suitability models that the current distribution of climatically suitable habitats for Pyrgus armoricanus extends further north of its realized distribution. It suggests that additional factors prevent the species from filling its entire climatic niche (Soberón, 2007) . Knowing what causes this mismatch is important, in particular, in the light of climate change. Indeed, projections of our model in scenarios of future climate indicate that the species' climatic niche will shift northwards, eastwards and towards higher altitudes, making a large part of its current distribution less suitable. Thus, an expected response of the species would be a range shift that would make it track its suitable climatic conditions (Parmesan, 2006) . However, whether that will happen will strongly depend on the possibility to expand its distribution at the leadingedge range margin.
Using a long-term dataset on spatial population dynamics, we provide strong evidence that local population sizes of P. armoricanus will increase with warmer temperatures at its northern range margin.
T A B L E 1 Selection of the best temperature period influencing average abundance, year-to-year abundance change and colonization and extinction probabilities. For each variable is shown the Akaike information criterion (AIC) and the coefficient of determination R 2 of the corresponding model. For mixed models, the R 2 is reported as the marginal R 2 (R 2 m ), which includes only the fixed effect (here temperature), and the conditional R 2 (R 2 c ), which incorporates also random effects (here patch identity and year). Null models include only the intercept and random factors when appropriate Indeed, the variation in butterfly abundance, measured both at the metapopulation and at the patch scale, matched closely the temperature experienced during larval development. This can likely be attributed to an increased larval survival under warmer conditions (Radchuk, Turlure, & Schtickzelle, 2013 ). Although we do not known whether P. armoricanus follows a typical centre-periphery gradient in abundance across its range (Brown, 1984) , this observation is in accordance with the hypothesis that the boundaries of its thermal niche will be pushed further north in a warmer climate, allowing a higher fitness at the current northern range margin (Parmesan, 2006) . However, predicting the exact response of the population to long-term increase in average temperature-up to 5°C by the end of the century (IPCC, 2014)-will require a deeper knowledge of the species physiology and how that affects population dynamics. Furthermore, we have previously shown that average (over time) butterfly abundance per patch is positively correlated to the density of larval host plants and negatively to patch isolation . These factors may, thus, limit the abundance of P. armoricanus in the future, regardless of the change in temperature.
Even though variation in abundance was strongly dependent on annual temperature fluctuation, colonization and extinction dynamics showed only little response to temperature. There was only a tendency for high temperature during development to increase colonization probability. A higher abundance leads to a higher number of potential migrants and may, thus, be associated with a greater colonization potential, especially if it is reinforced by a density-dependent dispersal propensity (Nowicki & Vrabec, 2011 Palutikof, 2006) . In our data, the mean temperature during the flight period was positively correlated with the number of days above temperatures (13°C, 16°C, 19°C) that might represent potential temperature thresholds for flight initiation ( Figure S5 ), and therefore more opportunities to disperse. Similarly, our results pointed to a negative correlation between extinction probability and the temperature experienced during the post-winter development of the spring generation.
This probably reflects an increased larval mortality during colder years affecting only the spring generation, which increases the extinction risk in the following generation. Indeed, the spring generation already develops at cooler temperature and has typically a much lower population density than the summer generation , which makes it presumably more sensitive to extremely cold years.
However, even if the abundance and occupancy of both generations were shown to respond similarly to patch quality and fragmentation , we cannot exclude that the colonization and extinction dynamics of the spring generation responds differently to temperature variation in comparison to the summer generation.
That prevents us from making detailed inferences about population dynamics throughout the whole life cycle.
Colonization and extinction probabilities were constrained by factors acting at the landscape and patch scales to a higher extent than temperature variation. The best predictor of colonization was not temperature, but connectivity and host plant density. Specifically, the positive effect of connectivity was stronger in patches with a low host plant density. This means that a patch of high quality can often attract dispersing individuals that successfully colonize the patch even if the density of immigrants is low. Reciprocally, when the patch quality is low, colonization rate depends more strongly on the distance to neighbouring populations and the size of these. The probability for P. armoricanus to colonize habitat patches, either within the current metapopulation system or beyond the species' current range, seems, thus, to be mainly determined by the spatial distribution of grassland patches that host an adequate amount of its larval host plants. It should, however, be noted that our measure of connectivity incorporated the abundance of surrounding populations in a given year (as a correlate of the number of potential colonizers). Indeed, the effect of connectivity was reduced when we used an alternative connectivity measure where annual abundances of surrounding source populations were not accounted for. Conclusively, it is likely that an increase of butterfly numbers following climate change will lead to an inflated colonization probability, although moderated by the ability of the species to reach suitable patches. A high local extinction risk was mainly related to small patch area and, to a lesser extent, to low connectivity between habitat patches and low host plant density. This is consistent with metapopulation theory (Hanski, 1998) which predicts local extinction risk to depend on stochastic events that have the strongest effect on small populations, which typically inhabit small habitat patches. This is also in accordance with a previous study that showed patch area, connectivity and host plant density to be responsible for the betweenpatch variability in occupancy .
The relatively weak impact of temperature on extinction probability in combination with the predictions that more climatically suitable habitats exist further north suggests that the regional distribution of P. armoricanus is not mainly limited by climatic factors. Similarly, potential habitat patches containing the required host plants are known to occur further north of the current range boundary, suggesting that local habitat quality is not limiting either. Instead, in this case, the species' northern range margin is more likely limited by factors acting at the landscape scale, namely the fragmented distribution of high-quality habitat patches. Despite a strong response of abundance variations to climatic fluctuations, the relative isolation of habitat patches might also prevent future northward expansion, unless an increase of colonization probability when temperature increases turns out to be enough to lead to a gradual colonization of northern patches. Moreover, as we found only very little interactive effect of temperature and patch or landscape variables, it is unlikely that climate change will alter the importance of local patch quality and landscape configuration in population dynamics, in contrast to what has been observed in some other species (Davies, Wilson, Coles, & Thomas, 2006) . However, the way patch quality and landscape fragmentation will change remains uncertain, which prevents from drawing quantitative predictions about the species' future. The distribution of the host plants will also be affected by climate change in interaction with local factors, which in turn is likely to affect the distribution of the butterfly (Wisz et al., 2013) , and climate and economic change may impact agricultural practices, affecting the connectivity between current and future suitable habitats (Opdam & Wascher, 2004) . Moreover, forecasting precisely the response of the species to climate change would require a deeper knowledge of its dynamics across the entire range. Especially, knowing whether the species will experience a retraction of its range at the rear-edge margin is necessary to predict its future distribution and to assess its extinction risk under climate change (Hampe & Petit, 2005) .
In this respect, microclimate may prove more important at the rearedge margin where cool microclimatic conditions can act as climate refugia (Lenoir et al., 2017) than at the leading-edge margin where we found no such effect. Species such as P. armoricanus can be imperilled by the inability to shift their distribution or to track their climatic niche fast enough, and thus may lose a large part of their current range as an effect of climate change ( Figure 1 , and see Settele et al., 2008) .
It is now recognized that complex interactions between climatic factors and dispersal (Travis et al., 2013) poleward distribution shifts as climate gets warmer. Importantly, the way human activity responds to climate change may strongly affect the future distributions of species with moving climatic niche. For example, the development of the biophysical and socio-economic conditions for agriculture will largely determine future land use that shapes habitat networks. Therefore, action plans aiming at mitigating the effect of climate change would benefit from models of range dynamics that rely on rigorous knowledge of the factors that limit species' current distributions and incorporate realistic scenarios of land use (Titeux et al., 2016) . The relative contribution of climate and land use in driving distribution shifts is a subject of active debate (see e.g. Ameztegui, Coll, Brotons, & Ninot, 2016; Sultaire et al., 2016) . In this regard, recent efforts to model future land use (Meiyappan, Dalton, O'Neill, & Jain, 2014; van Asselen & Verburg, 2013) will likely be of critical importance to anticipate the future distributions of species.
