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a b s t r a c t
We consider a generalization of the best choice problem to upward directed graphs. We
describe a strategy for choosing a maximal element (i.e., an element with no outgoing
edges) when a selector knows in advance only the number n of vertices of the graph. We
show that, as long as the number of elements dominated directly by the maximal ones is
not greater than c1
√
n for some positive constant c1 and the indegree of remaining vertices
is bounded by a constant D, the probability pn of the right choice according to our strategy
satisfies lim infn→∞ pn
√
n ≥ δ > 0, where δ is a constant depending on c1 and D.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In the classical secretary problem one looks for a strategy for choosing the best candidate of n applicants (as the story
goes: for a job as a secretary). A selector examines them one by one in some randomorder.What is known in advance is their
total number and that they are linearly ordered. Moreover, one can choose only the presently examined candidate and only
the relative ranks of the applicants examined so far are known. The selector knows nothing about the candidates that are
still to come. The task is to maximize the probability of choosing the absolute best candidate. The solution of this problem
is of a threshold type and the probability of success is asymptotically 1/e [1]. The historical overview of this problem can be
found in [2].
This beautiful problem was generalized in various directions. One of them was replacing the linear order of candidates
with a partial one. Efficient stopping times were considered for instance in [3] and also in [4] where further references can
be found. Optimal strategies for regular or simple posets were found in [5–10]. One can also assume that the selector has
only some restricted information about the pool of partially ordered candidates, for instance knows only its cardinality,
and, nevertheless, wants to use some efficient algorithm to choose a maximal candidate. This problem was first considered
in [11] and later in [12–16].
Another generalization consisted in replacing orders by graphs (posetsmay be treated as very rich directed graphs). Here
a selector can see at a given moment the induced graph generated by the vertices that have already arrived. One has to stop
the search maximizing the probability that the presently examined vertex belongs to a particular part of a graph. In [17] a
directed path case is considered and the optimal stopping time for choosing the top element is found. It is shown that the
probability of success pn satisfies pn
√
n →√π/2 as n (the number of vertices) tends to infinity. The optimal stopping time
for choosing one of the two top vertices from a directed path was found in [18].
✩ The research was partially supported by MNiSW grant N N206 372939.∗ Tel.: +48 667 872 869.
E-mail address:malgorzata.sulkowska@pwr.wroc.pl.
1572-5286/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.disopt.2012.04.001
M. Sulkowska / Discrete Optimization 9 (2012) 200–204 201
Fig. 1. An upward directed graph Gwith Max(G) = {a, b, c, d, f } and Sec(G) = {e, g, h, j}.
Some further generalization to random graphs was considered in [19].
One can ask if an efficient universal stopping time exists in the case of restricted information for upward directed graphs
(Hasse diagrams of partial orders) as it was, asmentioned above, possible for posets. In this paperwe consider the casewhen
the selector knows in advance only the total number n of vertices of an upward directed graph. We describe a universal
strategy for choosing a maximal element (i.e., an element with no outgoing edges). We prove that, as long as the number of
elements dominated directly by themaximal ones is not greater than c1
√
n for some positive constant c1 and the indegree of
remaining vertices is bounded by a constant D, the probability of success pn satisfies lim infn→∞ pn
√
n ≥ δ > 0, where δ is
some constant depending on c1 andD, but not on n. As it can be seen from the optimal result for the directed pathmentioned
above one cannot hope, up to a constant, for a better result.
Directed graphs are structures used, for instance, for storing data. Thus any choice problem for such structures is well
motivated. Another real life interpretation may be browsing computer network with an unknown topology.
The paper is organized as follows. In Section 2 basic definitions and notation are introduced. Section 3 presents our
strategy and contains an analysis of its effectiveness. Section 4 contains a comparison with the optimal strategy in the
directed path case and a short discussion about the universal algorithm for the structures with large minimal indegree.
2. Definitions, notation and formal model
Weconsider only finite graphs. A directed graph is a pair (V , E), whereV is a set of vertices and E is a set of edges,i.e., ordered
pairs of elements from V (whichmeans that each edge has a direction). The cardinality of V will be denoted by n. Throughout
this paper we consider only simple graphs, i.e., (v, v) ∉ E for all v ∈ V . An upward directed graph is a simple directed graph
with no directed cycles (see Fig. 1). Note that the family of upward directed graphs coincides with the family of Hasse
diagrams for posets. For v and w from V we say that w is a parent of v if (v,w) ∈ E. We call v ∈ V a maximal element if v
has no parent. For a directed graph G the set of its maximal elements will be denoted by Max(G). By in(v) we denote the
indegree of v in Gwhich is the number of edges incoming to v.
A directed path is a graph Pn = (Vn, En) such that Vn = {v1, v2, . . . , vn} and En = {(vi, vi+1) : i ∈ {1, 2, . . . , n− 1}}. The
length of Pn is n. By the depth of v ∈ V in Gwe understand the length of the shortest directed path that starts in v and ends
in an element from Max(G). It will be denoted by d(v). The set of the elements of depth 2 will be denoted by Sec(G) (see
Fig. 1).
LetG = (V , E)be a directed graph and let Sn denote the family of all permutations of the setV . Letπ = (π1, π2, . . . , πn) ∈
Sn. By G(m) = G(m)(π) = (V(m), E(m)),m ≤ n, we denote a subgraph of G induced by {π1, . . . , πm}, i.e.,
V(m) = {π1, π2, . . . , πm},
E(m) = {(vi, vj) : {vi, vj} ⊆ {π1, π2, . . . , πm} ∧ (vi, vj) ∈ E}.
Let (v1, v2, . . . , vm) be a sequence of distinct vertices of a directed graph G = (V , E). Let R ⊆ N2. We write
(v1, v2, . . . , vm) ∼= R if for all i, j ≤ m, i ≠ j, (vi, vj) ∈ E if and only if (i, j) ∈ R.
We will work with the probability space (Ω,F , P), whereΩ = Sn,F = P (Ω) and the probability measure P : F →
[0, 1]will be defined by setting P({π}) = 1/n! for each π ∈ Sn. Let
Ft = σ {{π ∈ Ω : (vπ1 , vπ2 , . . . , vπt ) ∼= R} : R ⊆ N2}, 1 ≤ t ≤ n,
be our filtration (a sequence of σ -algebras such that F1 ⊆ F2 ⊆ . . .Fn ⊆ F ). We call a random variable τ : Ω →
{1, 2, . . . , n} a stopping timewith respect to a filtration (Ft)nt=1 if τ−1({t}) ∈ Ft for each t ≤ n (which means that a decision
to stop is based only on the past and present events). Throughout this paper we are looking for a stopping time T ∗ for which
P[πT∗ ∈ Max(G)] is relatively large. The expression ‘‘relatively large’’ will be made more precise and placed in the context
of the known optimal algorithm for a directed path.
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3. A universal algorithm
In this section we present a stopping time τn for choosing a maximal element from an upward directed graph Gn =
(Vn, En), |Vn| = n. Our strategy uses randomization that was first introduced in [11] to construct a universal best choice
algorithm for posets. We show that as long as |Sec(Gn)| ≤ c1√n for some positive constant c1 and in(v) is bounded by
a constant for all v ∈ Vn \ (Max(Gn) ∪ Sec(Gn)) the probability of success of our strategy satisfies lim infn→∞ P[πτn ∈
Max(Gn)]√n ≥ δ > 0, for some constant δ independent of n and the considered sequence of graphs.
Strategy: Let us define a stopping time τn as follows. Flip an asymmetric coin, having some probability p of coming down
tails, n times. If it comes down tails M times reject the first M elements. After this time pick the first element which is
maximal in the induced graph. In other words, τn is equal to the first j > M such that πj ∈ Max(G(j)). If no such j is found
let τn = n.
Before we move on to analysing the effectiveness of our strategy we are going to prove the following lemma.
Lemma 3.1. Let π ∈ Sn be a random permutation of vertices in V . Suppose that we have a coin that comes down tails with
probability p. Let M denote the number of occurrences of tails in n tosses. Then all vertices from V appear in {π1, π2, . . . , πM}
with probability p independently.
Proof. Let VM = {π1, π2, . . . , πM}. Let v ∈ V . We start with proving that P[v ∈ VM ] = p. SinceM ∼ B(n, p)we have
P[v ∈ VM ] =
n
i=1
P[v ∈ VM |M = i]P[M = i] =
n
i=1
i
n
n
i

pi(1− p)n−i = p.
Nowwe are going to prove that all vertices from V appear in VM independently. We need to show that for each 1 ≤ r ≤ |V |:
P[v1 ∈ VM , v2 ∈ VM , . . . , vr ∈ VM ] = P[v1 ∈ VM ]P[v2 ∈ VM ] . . . P[vr ∈ VM ].
We already know that P[v1 ∈ VM ]P[v2 ∈ VM ] . . . P[vr ∈ VM ] = pr . Thus we need to show P[v1 ∈ VM , v2 ∈ VM , . . . , vr ∈
VM ] = pr . We have
P[v1 ∈ VM , . . . , vr ∈ VM ] =
n
i=1
P[v1 ∈ VM , . . . , vr ∈ VM |M = i]P[M = i]
=
n
i=r

i
r

 n
r
 n
i

pi(1− p)n−i =
n
i=r

n− r
i− r

pi(1− p)n−i
=
n−r
j=0

n− r
j

pj+r(1− p)n−j−r
= pr
n−r
j=0

n− r
j

pj(1− p)(n−r)−j = pr · 1 = pr . 
Theorem 3.2. Let Gn = (Vn, En) be an upward directed graph, |Vn| = n. Let π ∈ Sn be a random permutation of vertices in
Vn. Let also |Sec(Gn)| ≤ c1√n for some positive constant c1, in(v) ≤ D for v ∈ Vn \ (Max(Gn) ∪ Sec(Gn)) and let p (from the
definition of τn) be equal to 1− c/√n where c is some positive constant. Then
lim inf
n→∞ P[πτn ∈ Max(Gn)]
√
n ≥ δ = δ(c, c1,D) > 0.
Before stating the proof of Theorem3.2 let us briefly discusswhy the suggested stopping time τnwith p = 1−c/√nwould
work.We are aiming at the universal algorithm that gives the probability of success of the orderΘ(1/
√
n). If we then let, on
average, all but c
√
n vertices pass, the probability that at least one maximal vertex is still to come is of the orderΩ(1/
√
n).
Since the number of vertices that are still to come is ‘‘small’’ the probability that our algorithm will encounter among
remaining c
√
n vertices a ‘‘misleading’’ one which is maximal in the induced graph but not in Gn is also small whenever
we deal with the graphs considered in this paper.
Proof. LetM be the valuementioned in the definition of the stopping time τn and let VM = {π1, π2, . . . , πM}. Let us partition
the set V \ (Max(Gn) ∪ Sec(Gn)) into two sets: Vodd = {v ∈ V \ (Max(Gn) ∪ Sec(Gn)) : d(v)isodd} and Veven = {v ∈
V \ (Max(Gn)∪ Sec(Gn)) : d(v) is even}. Let |Veven| = Ln. Let us also assign to every vertex v ∈ V \ (Max(Gn)∪ Sec(Gn)) one
of its parents whose depth is smaller than the depth of v and denote it by r(v). Let s(v) = {w : (w, v) ∈ E}. Let
R = {r(v) : v ∈ Veven \ VM},
S =
 
v∈Veven\VM
s(v)

∩ Vodd.
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Let us give an example of the setsR and S basedon Fig. 1. Considerπ = (l, e, v, f , u,m, g, b, t, h, c, j, s, d, q, w, k, n, a, p, i)
and M = 14. Then VM = {l, e, v, f , u,m, g, b, t, h, c, j, s, d} and V \ VM = {q, w, k, n, a, p, i}. We have Veven \ VM = {p, q}
thus S = {t, u, v}. Choosing r(p) = lwe also have R = {l,m}.
We have
P[πτn ∈ Max(Gn)] =
Ln
k=0
P[πτn ∈ Max(Gn)||VM ∩ Veven| = k]P[|VM ∩ Veven| = k].
By Lemma 3.1 we have P[|VM ∩ Veven| = k] =

Ln
k

pk(1− p)Ln−k. Let A be the event that after timeM somemaximal vertex
is still to come, i.e., A = [Max(Gn) ⊄ VM ]. Note that if the event A ∩ [(Sec(Gn) ∪ R ∪ S) ⊆ VM ] occurs then the vertex
πj ∈ V \ VM is maximal in the induced graph G(j) if and only if it belongs to Max(Gn) (each vertex from V \ VM with even
depth in Gn has already one of its parents in R ⊆ VM ; also each vertex from V \ (VM ∪ Max(Gn)) with odd depth in Gn has
at least one (‘‘even’’) parent in VM since all the ‘‘odd’’ children of vertices from Veven \ VM are already in S ⊆ VM ). Therefore
πτn ∈ Max(Gn)whenever the event A ∩ [(Sec(Gn) ∪ R ∪ S) ⊆ VM ] occurs. Thus we have
P[πτn ∈ Max(Gn)||VM ∩ Veven| = k] ≥ P[A ∩ ((Sec(Gn) ∪ R ∪ S) ⊆ VM)||VM ∩ Veven| = k].
If |VM ∩ Veven| = kwe have |R| ≤ Ln − k and |S| ≤ D(Ln − k). The vertices fromMax(Gn)∪ Sec(Gn)∪ R∪ S do not belong to
Veven, hence by Lemma 3.1 we get
P[πτn ∈ Max(Gn)||VM ∩ Veven| = k] ≥ (1− p)p|Sec(Gn)|pLn−kpD(Ln−k).
Thus
P[πτn ∈ Max(Gn)] ≥
Ln
k=0
(1− p)p|Sec(Gn)|pLn−kpD(Ln−k)

Ln
k

pk(1− p)Ln−k
= (1− p)p|Sec(Gn)|pLn(D+1)
Ln
k=0

Ln
k

(p−D)k(1− p)Ln−k
= (1− p)p|Sec(Gn)|pLn(D+1)(1− p+ p−D)Ln .
Since |Sec(Gn)| ≤ c1√nwe have
lim inf
n→∞
√
n(1− p)p|Sec(Gn)| ≥ lim
n→∞
√
n
c√
n

1− c√
n
c1√n
= ce−cc1 . (1)
Hence we will be done if we show that lim infn→∞ pLn(D+1)(1− p+ p−D)Ln is some positive constant. We have
pLn(D+1)(1− p+ p−D)Ln = (p(1+ pD(1− p)))Ln
=

1− c√
n

1+

1− c√
n
D c√
n
Ln
=

1− c√
n

1−

1− c√
n
D
− c
2
n

1− c√
n
DLn
=

1− c
√
n(1− (1− c/√n)D)+ c2(1− c/√n)D
n
Ln
.
We have c
√
n(1 − (1 − c/√n)D) n→∞−−−→ c2D and c2(1 − c/√n)D n→∞−−−→ c2. Quite formally, since Ln = |Veven| ≤ |Vn|, there
exists a constant c2 ≤ 1 such that (we introduce c2 only because we will refer to it in Section 4)
lim inf
n→∞

pD+1(1− p+ p−D)Ln ≥ lim
n→∞

1− c
√
n(1− (1− c/√n)D)+ c2(1− c/√n)D
n
c2n
= e−c2c2(D+1).
Since c2 ≤ 1 we finally get
lim inf
n→∞ P[πτn ∈ Max(Gn)]
√
n ≥ ce−c(c1+c2c(D+1)) ≥ ce−c(c1+c(D+1)) = δ(c, c1,D) > 0.
Note that the constant c is the initial parameter of the algorithm, the constants c1 and D refer to the assumptions of
Theorem 3.2 hence δ does not depend on a particular sequence of graphs satisfying our hypothesis. 
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4. Comments and remarks
Let us analyse how well our strategy works for the directed path. From [17] we know that the optimal algorithm τ for
choosing the top vertex 1 of a directed path satisfies P[πτ = 1]√n n→∞−−−→ √π/2 ≈ 0.89. For Gn being the directed path of
length nwe have |Sec(Gn)| = 1,D = 1 and c2 = 1/2, where D and c2 are constants from the proof of Theorem 3.2. Then we
obtain (setting |Sec(Gn)| = 1 already in (1)) lim infn→∞ P[πτn = 1]
√
n ≥ ce−c2 . The value c = 1/√2 maximizes this lower
bound which is then equal to 1/
√
2e ≈ 0.43.
In this paper we have presented a universal stopping time τn for structures with bounded indegree. A simple universal
algorithm τ ∗ for structures with large minimal indegree was presented in [20]. It was shown that if the selector knows in
advance the depth N of the structure (i.e., the length of its longest directed path) the probability of success of τ ∗ tends to 1
with N tending to infinity if the minimal indegree is ω(logN).
Just before the submission of this article I learned through MichałMorayne that similar results have recently been
obtained by W. Goddard, E. Kubicka, G. Kubicki in the paper ‘‘Efficient algorithm for stopping on a sink in directed acyclic
graphs’’ which is also about to be submitted.
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