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1. はじめに
近年,我々の生活の中でパソコンを操作するとい
う事は必要不可欠になってきている. パソコンを
操作する上で用いる入力デバイスは, キーボード
やマウスなど様々なデバイスが存在している. そ
の中でも, キーボードを用いた入力操作は最も多
く使われるデバイスの一つである. しかし, キー
ボードを用いた文字入力 (タイピング)技術を習得
するためには長時間の反復練習が必要になる. 反
復練習を行うためのソフトウェアは多く存在して
いるが, 予め用意された単語をランダムで出題す
るものが大半である. そこで, 本研究ではタイピ
ング学習を効率的に進めるソフトウェアを提案す
る. 提案手法は, 誤って文字を入力する確率の推定
法と学習を促す単語の出題法の 2つからなる. 以
降この確率をミスタイプ確率と呼ぶ. ミスタイプ
確率の推定には, 動的計画法を用いたアライメン
トの生成と, 最尤推定法, または, EMアルゴリズ
ムを用いている. 単語の出題法に対しては, これを
多腕バンディット問題と見做して単語を選択する
方法を提案している. 提案する手法については, そ
の性能を計算実験で確認している.
2. タイピング学習システム
以下では, 提示する単語を出題単語と呼ぶ. これ
に対してプレイヤーがタイプした文字列を回答単
語と呼ぶ.
2.1. ミスタイプ確率の推定法
本節では, 出題単語と回答単語の組み合わせを
用いてプレイヤがミスタイプを行った文字を推定
し, ミスタイプ確率を推定する.
2.1.1. 動的計画法を用いたアライメントの
生成
アライメントとは, 文字位置を揃えた 2行の文
字列からなっている. 2行の文字列は等しい長さを
持ち以下を満たす.
1行目は出題単語の中にギャップと呼ばれる \ "
の記号を挿入したものであり, 2行目は回答単語の
中に \ "を挿入したものである. 2つの文字列の各
位置は, 少なくともどちらか一方がギャップではな
く文字となっているとする.
以下ではタイプミス数最小のアライメントを求
める動的計画法を記す [1]. 大きさ (出題単語長+1)
× (回答単語長+1)の正方格子を導入する. 格子の
交点を頂点集合とし, 交点を結ぶ線分 (縦線, 横線,
斜め線) を枝集合とする. 各枝は有向枝であると
する. すなわち, 縦線は下向き, 横線は右向き, 斜
め線は右下に向けられているとする. 縦線と横線
のコストを 1, 斜め線で文字が不一致の時のコスト
を 1, 斜め線で文字が一致している時のコストを 0
とする. 以降このグラフをDPグラフと呼ぶ.
DPグラフの左上の点を出発点と呼び, 右下を到
着点と呼ぶ. このとき, DPグラフの出発点から到
着点までの最短路が, ミスタイプ数最小のアライ
メントに対応する [1].
例えば \quickly" という単語を \qucehkly" と
打ち間違えて入力してしまったとする. 出発点から
到着点までの最短パスを上記のコスト設定を使っ
て求めると最短パスは図 1の赤い枝を使ったパス
に対応する. すなわちこの場合は 4種類の最短パ
スが存在し,
quic__kly qu_ickly qui_ckly quic_kly
qu_cehkly qucehkly qucehkly qucehkly
というアライメントに対応している.
最短パスのコストは 3 であるので,ミスタイプ
回数は 3 回と推定する.
さらに, あるアライメントにおいて文字が不一致
している箇所がミスタイプを行った箇所だと推定
することが出来る.
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5 4 3 3 3 33 4
6 5 4 4 3 44 4
7 6 5 5 4 35 4
8 7 6 6 5 46 3
図 1. DP法を用いて最短路を求めた図
2.1.2. 最尤推定法
アルファベットの集合を , 全ての単語のリス
トを W , 出題単語と回答単語の対の集合を W ,
出題単語と回答単語の対の 1つを w 2 W  にお
いてのミスタイプ数最小のアライメントの集合を
R (w) (w 2W ) ,アルファベットのミスタイプ
確率を P ( 2 ) , アライメント r 2 R(w)にお
いて正しく を打った回数をT (r; ),アライメント
rにおいて誤って を打った回数を F (r; )と定義
する. このとき, 文字 を T (r; )回正しく入力し,
F (r; )回誤入力する確率は (1  P)T (r;) PF (r;)
となる. ここで, アライメントが唯一ではない場
合, 対の集合W に対し, 文字 を正しく打った回
数を T (r;)jR(w)j , 誤って打った回数を
F (r;)
jR(w)j と見做す.
本論文では最尤推定法を用いてPを求める. 最
尤推定値は尤度最大化問題
maximize
Y
w2W
Y
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Y
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jR(w)j P
F (r;)
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
(1)
subject to 0  P  1 (2)
の最適値である. 一般的に 8 2 に対して, その
最尤推定値は
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P
w2W 
P
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jR(w)jP
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P
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(3)
となる.
2.1.3. 最尤推定法の計算時間を短縮
上記で述べた手法では, ミスタイプ数最小のア
ライメントを全て列挙しているが,その個数が膨大
な数になる可能性がある. そこで, 以下ではミスタ
イプ数最小のアライメントを全て列挙することな
くミスタイプ確率を推定する方法を提案する. 以
下では, 一般の有向グラフGに, 出発点 sが与えら
れたとき sから各頂点 vへのパスの本数を計算す
るアルゴリズムを記す. 与えられた有効グラフを
G = (V;A)とし,頂点V と有向枝Aを持つとする.
グラフGは非巡回グラフとする. 任意の頂点v 2 V
に対し, v に入る枝の始点の集合を IN(v) 2 V と
する. 頂点 vを通るパスの本数を (v)とする. グ
ラフGの頂点は V = 0; 1; 2; : : : ; nと番号づけられ
ており, これはトポロジカルオーダーとなってい
るとする. 有向枝があるときは i < jが成り立って
いる.
以下では, 頂点 0から各頂点へのパスの数を求
めるアルゴリズムを記す.
ステップ 0 (0) = 1; 8v 2 V \f0g; (v) = 0; i =
0とする.
ステップ 1 i = nならば終了
ステップ 2 i = i + 1, (i) =
P
v2IN(i) (v)とす
る.
ステップ 3 ステップ 1へ
このアルゴリズムを行うと, が得られる. 同様にし
て, 各頂点 vから頂点 nへのパスの総数 ((v))を
計算することも可能である.
G中の各枝 eに対して, 0から nへのパスで eを通
るパスの総数は eの始点を u, eの終点を vとする
と, 枝 eを通るパスの本数は (u)(v)となる.
2.1.4. EMアルゴリズム
前節では, 全てのアライメントの尤もらしさが
等しいと仮定してミスタイプ確率を推定したが,本
節では各アライメントの出現確率とミスタイプ確
率を同時に算出する方法を提案する. 出題した単
語の集合をW とした時, 出題した単語 i(i 2W )
のアライメントを Aij(j 2 R(i))とする. この時,
アライメントの出現確率 PAij は
P =
P
i2W 
P
j2R(i) PAijF (Aij ; )P
i2W 
P
j2R(i) PAijfF (Aij ; ) + T (Aij ; ))g
(4)
また, 文字 ( 2 )のミスタイプ確率 Pは
P =
P
i2W 
P
j2R(i) PAijF (Aij ; )P
i2W 
P
j2R(i) PAij (F (Aij ; ) + T (Aij ; ))
(5)
となる. 本節では EMアルゴリズムを用いてこれ
らを同時に推定する. EMアルゴリズムは観測デー
タの対数尤度を, E stepとM stepの繰り返しによ
り最大化するアルゴリズムである. 上記の二つの
式の値を収束するまで繰り返し, 計算することに
よってアライメントの出現確率とミスタイプ確率
を同時に推定する. ただし, この手法ではアライメ
ントを全て列挙する必要があり, 上記の二つの式
の値が収束するという保証はしていない. 第 3章
の計算機実験では, 反復回数 1000回で反復を終了
させている.
2.2. 出題単語の選択
前節で得られたミスタイプ確率をもとに, プレ
イヤーに学習を促す単語の選択法を提案する.
2.2.1. UCB1, UCB1-Tuned
UCB1値 [2]は多腕バンディット問題の解法の一
つとしてよく知られているものである. UCB1値を
用いた出題法では, nを入力した総数, n ( 2 )
をアルファベット を入力した回数とし, 単語 w
の重さを
ステップ 1 ランダムに単語を出題する.
ステップ 2
X
2w
(P) +
q
c logn
n
len(w)
(w 2W ) (6)
の値が最も大きな単語w(w 2W )を出題する.
ステップ 3 ステップ 2を繰り返す.
上記の手法では同じ単語を何度も連続で出題して
しまう可能性が高いため, 実際にはステップ 2の値
の上位 10単語を出題する. なお, 式 (6)の cの値が
UCB1とUCB1-Tunedでは違っている. UCB1で
は cの値を 2とすることが多い. 第 3章の計算機実
験では, cの値を 2以外に (0,0.3,0,6,. . . ,3.0)とし
て比較実験を行っている. また, UCB1-Tunedで c
の値を定数とするのではなく, 以下の式
c = min
(
d; P   P 2 +
s
c log n
n
)
(7)
によって与える. UCB1-Tunedでは式 (7)の dの
値を 14 とすることが多い. 第 3章の計算機実験で
は dの値を 14 以外に (0,0.1,0.2,. . . ,1.0)として比較
実験を行った.
2.3. -greedy法
多腕バンディット問題の戦略として, ε-greedy
法が使われることがある. これは一定の確率εで,
スロットマシンをランダムに選び, 1-εの確率で
期待値の最も高いマシンを選択するというもので
ある. 本研究では, 以下のように出題単語を選択
する.8><>:
・1  の確率でランダムに単語を出題
・の確率で2wPlen(w) で重み付けを行い;
値が最大の単語を出題
(8)
の値は 0, 0.2, 0.4, 0.6, 0.8, 1.0の 6つの値で計
算実験を行った. なお, -greedy法では,  = 0の
時は全ての単語をランダムで出題し,  = 1の時は
greedyに出題している.
3. 計算実験と考察
3.1. 実験結果
本研究で実装したシステムでは,設定したミスタ
イプ確率に従って人工的なプレイヤーが回答単語
を生成する. 設定するミスタイプ確率は [0,20]の
一様分布に従って得られた確率を使用した. また,
2 章で述べたミスタイプ確率の推定法を用いて得
られた確率を推定確率, 人工的なプレイヤーがミ
スタイプする確率を設定確率と呼ぶ. プレイヤー
のミスタイプ数を入力した回数の総和で割った比
率をミスタイプ比率とする. 表で用いられている
EMとはEMアルゴリズムを用いているものであ
り, MLEは最尤推定法を用いているものであり,
EPは -greedy法を用いたものである. ミスタイ
プ確率の推定法と単語の出題法で得られた 10単語
を出題し, 人工的に入力を行うという反復を 1万
単語行い, これを各手法ごとに 100回行い平均値
を出した結果は以下のようになった.
図 2では, 単語の出題法に関わらず EMアルゴ
リズムと最尤推定法の違いによる設定確率と推定
確率との二乗誤差に違いがないことがわかる. 図
3は最尤推定法を用いた時の UCB1の cの値につ
いて比較した結果である. また, EMアルゴリズム
を用いた時もこれと似たグラフを得た. 計算時間
は出題方法に関しては殆ど違いは無かったが, ミ
スタイプ確率の推定法では最尤推定法を用いた時
より EMアルゴリズムを用いた時の方が 25倍以
上時間がかかった.
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図 2. ミスタイプ確率推定法の比較
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図 3. 最尤推定法とUCB1を用いた結果
表 1. ミスタイプ比率の比較
UCB Tuned
c MLE EM d MLE EM
0 0.1454 0.1461 0 0.1463 0.1441
0.3 0.1474 0.1468 0.1 0.1515 0.1513
0.6 0.1431 0.1432 0.2 0.1492 0.1489
0.9 0.1406 0.1402 0.3 0.1469 0.1469
1.2 0.1387 0.1377 0.4 0.1460 0.1457
1.5 0.1362 0.1354 0.5 0.1458 0.1452
1.8 0.1348 0.1344 0.6 0.1457 0.1454
2.1 0.1330 0.1328 0.7 0.1460 0.1451
2.4 0.1318 0.1308 0.8 0.1453 0.1452
2.7 0.1304 0.1301 0.9 0.1461 0.1455
3 0.1292 0.1293 1 0.1455 0.1452
3.2. 考察
UCB1 図 2から, UCB1を用いた出題法が c = 0
以外の値では, 最も推定確率と設定確率との
二乗誤差が小さかった. また, 表 3.1から, c =
1:5より cの値を大きくしていく場合は推定確
率との二乗誤差があまり変化せず, ミスタイ
プ比率が下がってしまう. このため, ミスタイ
プ確率を正確に推定することを重視した場合
でも cの値を 1:5にし, それより大きな値に設
定するべきではない.
UCB1-Tuned 表 3.1から, UCB1-Tunedは d =
0:1のときに最も高い値をとり, 他の dの値に
おいても他の手法よりも高い値をとっている
ことがわかる. このため, 苦手な単語の出題
率をあげたい場合はUCB1-Tunedを d = 0:1
で用いるべきである. また, dの値が 0:3以
上の場合, d = 0:3の場合とミスタイプ比率
も推定確率との二乗誤差も似た値をとるため,
dは 0:1  d  0:3の範囲内の値で設定するべ
きである.
-greedy法 -greedy法は, どの の値の場合も,
他の手法より良い値を示したものがなく, 明
らかに UCB1や UCB1-Tunedに劣っている
といえる.
以上より,本研究の目的から考えると最尤推定法を
用いたミスタイプ確率の推定法とUCB1-Tunedで
d = 0:1を用いた単語の出題法の組み合わせが最も
適しているといえる. また, プレイヤーのミスタイ
プ確率をより正確に求めたい場合はUCB1-Tuned
を用いた手法で 0:1  d  0:3の範囲で変化させ
るか, UCB1を用いた出題法で 0:3  c  1:5を用
いるとよい.
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