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COMPLEX A PRIORI BOUNDS FOR MULTICRITICAL CIRCLE
MAPS WITH BOUNDED TYPE ROTATION NUMBER
GABRIELA ESTEVEZ, DANIEL SMANIA, AND MICHAEL YAMPOLSKY
Abstract. In this paper we study homeomorphisms of the circle with several
critical points and bounded type rotation number. We prove complex a priori
bounds for these maps. As an application, we get that bi-cubic circle maps
with same bounded type rotation number are C1+α rigid.
1. Introduction
Complex a priori bounds have emerged as a key analytic tool in one-dimensional
dynamics. They provide the analytic foundation for the results in one-dimensional
Renormalization theory, rigidity, density of hyperbolicity, and local connectivity
of Julia sets and the Mandelbrot set. Speaking informally, they are the bounds
on the size of the domains of the analytic continuations of the first return maps
corresponding to renormalizations of one-dimensional dynamical systems. In this
paper we prove complex a priori bounds for multicritical circle maps with rotation
numbers of bounded type. This generalizes the results of [17], where they were
obtained under the assumption that the rotation number is a quadratic irrational,
which is a particular case of bounded type.
Similarly to [17], we apply the bounds to the case of bi-cubic circle maps, and
prove that such maps with irrational rotation numbers of bounded type are C1+α-
rigid: that is, a topological conjugacy which maps critical points to critical points
must be C1+α-regular.
2. Preliminaries
We will refer to the affine manifold T = R/Z as the circle, and will identify
it as needed with the unit circle S1 via the exponential map x 7→ e2πix. For a
homeomorphism f : T→ T we will denote by ρ(f) ∈ (0, 1) its rotation number.
For α > 0, we let
G(α) ≡
{
1
α
}
be the Gauss map. Starting with α ∈ (0, 1) we consider the orbit
α0 ≡ α, . . . , αn = G(αn−1) , . . .
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It is finite if and only if α is rational, in which case we will end it at the last non-
zero term. The numbers an = [1/αn] for n ≥ 0 are the coefficients of the continued
fraction expansion of α with positive terms (which is defined uniquely if and only
if α /∈ Q). We will denote such continued fraction as
α = [a0, a1, . . .].
We say that α ∈ [0, 1] \ Q is of a type bounded by K ∈ N if sup ai ≤ K. We will
refer to the union of such numbers for all K ∈ N as irrationals of bounded type,
note that this class coincides with Diophantine numbers of order 2. We will let
Rα(x) ≡ x+ α modZ denote the rigid rotation by angle α.
Given two positive numbers a, b we say that they are C-commensurable for
C > 1, and we denote it by a ≍C b, if
1
C
≤
a
b
≤ C.
We will say that a and b are universally commensurable, or simply commensurable,
if the constant C is universal. In that case we denote it by a ≍ b. Two sets in the
plane are C-commensurable if their diameters are C-commensurable.
We will use diam(A) to denote the Euclidean diameter of a bounded set A ⊂ C.
We let Dr(z) be the open disk of radius r centered at z ∈ C; D will stand for the
unit disk.
Ur(A) = ∪z∈ADr(z)
will stand for the r-neighborhood of a set A. We denote
dist(A,B) = inf{r > 0 | Ur(A) ∩B 6= ∅}
the Euclidean distance between A and B.
D ( )J
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Figure 1. A Poincare´ neighborhood Dθ(J).
Given J = (a, b), a subinterval in the real line, let CJ = (C \ R) ∪ J . Following
Sullivan [11], we let the Poincare´ neighborhood of J of radius r > 0 to be the set
of points in CJ such that their hyperbolic distance in CJ to J is less or equal to
r. A Poincare´ neighborhood is an R-symmetric union of two Euclidean disks with
a common chord J . If we denote the external angle between one of the boundary
circles of such a neighborhood with R by θ ∈ (0, π), then
r = r(θ) = log cot(θ/4).
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It is more convenient for us to identify a Poincare´ neighborhood by the external
angle θ rather than the hyperbolic radius r, so we will use the notation Dθ(J) (see
Figure 1). Clearly, if θ1 < θ2 then Dθ2(J) ⊂ Dθ1(J) and so r(θ2) < r(θ1). We let
Dπ/2(J) ≡ D(J); this is the Euclidean disk with diameter J . We note that
diam(Dθ(J)) =
(
1 + cos θ
sin θ
)
|J |. (2.1)
2.1. Multicritical circle maps. We say that f is a C3 multicritical circle map if
it is a C3 orientation preserving circle homeomorphism with a finite number of non-
flat critical points. That means that for each critical point c there exist d ∈ 2N+1 (d
is called the criticality of c), a neighbourhood W of c and an orientation preserving
diffeomorphism φ satisfying φ(c) = 0 such that for all x ∈W ,
f(x) = f(c) +
(
φ(x)
)d
.
In the space of analytic maps, we say that an analytic multicritical circle map is
just an analytic orientation preserving circle homeomorphism with a finite number
of critical points.
We assume that the rotation number of f is irrational. By a result of Yoccoz [18],
this implies that f is topologically conjugate with the rigid rotation by the angle
ρ(f). This clearly implies the existence of a unique ergodic f -invariant measure,
which is the pullback of the Lebesgue measure by the conjugacy. We denote this
measure by µf . We define the signature of a multicritical circle map f to be the
(2N + 2)-tuple
(ρ(f) ;N ; d0, d1, . . . , dN−1; δ0, δ1, . . . , δN−1),
where N is the number of critical points, ρ(f) is the rotation number of f , di is the
criticality of the critical point ci, and δi = µf [ci, ci+1) (with the convention that
cN = c0).
2.2. Dynamical partitions. Let f be a multicritical circle map with irrational ro-
tation number ρ(f), and continued fraction expansion given by ρ(f) = [a0, a1, · · · ].
Let us consider the continued fraction convergents pn/qn obtained by truncating
the expansion at level n− 1, that is, pn/qn = [a0, a1, · · · , an−1]. The sequence of
denominators {qn}n∈N satisfies the recursive formula
q0 = 1, q1 = a0, qn+1 = an qn + qn−1 for all n ≥ 1.
Moreover, for x ∈ S1 and n ∈ N, the iterates {f qn(x)} are closest returns of x
in the following sense: denote In(x) = [x, f
qn(x)] the arc of the circle connecting
these two points and not containing f qn+1(x). Then [x, f qn(x)] does not contain
any iterates smaller than qn in the orbit of x.
For a, b ∈ T we will denote [a, b] the arc of the circle obtained as ψ−1(A) where ψ
is a conjugacy between f and Rρ(f) and A is the shorter of the two arcs connecting
ψ(a) with ψ(b).
The collection of intervals
Pn(x) =
{
f i(In(x)) : 0 ≤ i ≤ qn+1 − 1
} ⋃ {
f j(In+1(x)) : 0 ≤ j ≤ qn − 1
}
is a partition of the circle by closed intervals intersecting only at their endpoints.
It is called the n-th dynamical partition associated to the point x (see [4, Section
1.1, Lemma 1.3, page 26] or [6, Appendix]). For each n ∈ N, we will refer to the
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intervals In(x) and In+1(x) as fundamental intervals of the dynamical partition
Pn(x).
The dynamical partitions Pn(x) form a sequence of (non-strict) refinements: the
intervals Ijn(x) for 0 ≤ j ≤ qn+1 − 1 are subdivided by exactly an+1 intervals
belonging to Pn+1(x) while the intervals I
i
n+1(x) for each 0 ≤ i ≤ qn − 1 remain
invariant, see Figure 2 below.
PSfrag replacements
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Figure 2. Two consecutive dynamical partitions.
Following the convention introduced by Sullivan [11], we say that for a map
f a quantity is “beau” (which translates as “bounded and eventually universally
(bounded)”), if it is bounded and the bound becomes universal (that is, independent
of the map).
Let c ∈ Crit(f), from now on we will consider n bigger enough such that the
adjacent intervals In+1(c) and In(c), do not contain any other critical point of
f . The following fundamental geometric control was obtained by Herman [9] and
S´wiatek [8] in the 1980’s. A detailed proof of Theorem 2.1 can be found in [6].
Theorem 2.1 (Real Bounds). Let f be a multicritical circle map with irrational
rotation number and N critical points, and let c be any of its critical points. Then
there exists n0 ∈ N such that for all n ≥ n0 the iterate f qn+1 |In(c) is decomposed as
f qn+1|In(c) = ψm+1 ◦ pm ◦ ψm ◦ pm−1 ◦ · · · ◦ ψ1 ◦ p0 ◦ ψ0,
where m ≤ N + 1, pj(x) = xdj for dj an odd integer, and each ψj is an interval
diffeomorphism with beau distortion.
An immediate corollary of Theorem 2.1 is the following result:
Corollary 2.2. Given N ∈ N and d > 1 let FN,d be the family of multicritical
circle maps with at most N critical points whose maximum criticality is bounded by
d. There exists a beau constant C = C(N, d) > 1 with the following property: for
any given f ∈ FN,d and c ∈ Crit(f) there exists n0 ∈ N such that for all n ≥ n0
each pair of adjacent intervals I, J ∈ Pn(c) is C-commensurable.
2.3. Renormalization of multicritical circle maps. In this section, we recall
the notion of multicritical commuting pair, which is a generalization of critical com-
muting pair introduced in [12]. This notion will let us to define the renormalization
of a multicritical circle map.
Definition 2.1. A C3 (or C∞) multicritical commuting pair is a pair ζ = (η, ξ)
consisting of two C3 orientation preserving interval homeomorphisms ξ : Iξ → ξ(Iξ)
and η : Iη → η(Iη) satisfying:
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(1) Iξ = [η(0), 0] and Iη = [0, ξ(0)] are compact intervals in the real line;
(2) the origin has odd integer criticality for η and for ξ;
(3) ξ and η satisfy the commuting property: (η ◦ ξ)(0) = (ξ ◦ η)(0) 6= 0;
(4) ξ and η, contain others critical points (with odd integers criticalities) in
theirs domains, Iξ and Iη;
(5) both ξ and η, have homeomorphic extensions to some interval neighborhoods
Vξ and Vη, of Iξ and Iη, with same smoothness C
3 (or C∞) preserving the
commuting property.
Let f be a Cr multicritical circle map with irrational rotation number ρ(f) and
critical points c0, . . . , cN−1. For each critical point cj , we can define a multicritical
commuting pair in the following way: let f̂ be the lift of f (under the universal
covering t 7→ cj · exp(2πit)) such that 0 < f̂(0) < 1 (and note that Df̂(0) = 0).
For n ≥ 1, let În(cj) be the closed interval in R, containing the origin as one of
its extreme points, which is projected onto In(cj). We define ξ : În+1(cj) → R
and η : În(cj) → R by ξ = T−pn ◦ f̂ qn and η = T−pn+1 ◦ f̂ qn+1 , where T is the
unit translation T (x) = x + 1. Then the pair (η|În(cj), ξ|În+1(cj)) is a multicritical
commuting pair, that we denote by (f qn+1 |In(cj), f
qn |In+1(cj)).
We restrict our attention to normalized multicritical commuting pairs: for any
given pair ζ = (η, ξ) we denote by ζ˜ the pair (η˜|I˜η , ξ˜|I˜ξ), where tilde means linear
rescaling by the factor 1/|Iξ|. Note that |I˜ξ| = 1 and I˜η has length equal to the ratio
between the lengths of Iη and Iξ. Equivalently η˜(0) = −1 and ξ˜(0) = |Iη|/|Iξ| =
ξ(0)/
∣∣η(0)∣∣.
Definition 2.2. We define the height of the pair ζ = (η, ξ) as the natural number
a such that
ηa+1(ξ(0)) < 0 ≤ ηa(ξ(0)),
when such number exists, and we denote it by χ(ζ). If such a does not exist, that
is, when η has a fixed point, we define χ(ζ) =∞.
Definition 2.3. Let ζ = (η, ξ) be a multicritical commuting pair with (ξ◦η)(0) ∈ Iη
and χ(ζ) = a <∞. We define the pre-renormalization of ζ as the pair
pR(ζ) = (η|[0,ηa(ξ(0))] , η
a ◦ ξ|Iξ).
Moreover, we define the renormalization of ζ as the normalization of pR(ζ):
R(ζ) =
(
η˜|
[0, ˜ηa(ξ(0))]
, η˜a ◦ ξ|I˜ξ
)
.
If ζ is a multicritical commuting pair with χ(Rjζ) < ∞ for 0 ≤ j ≤ n − 1, we
say that ζ is n-times renormalizable, otherwise, if χ(Rjζ) <∞ for all j ∈ N, we say
that ζ is infinitely renormalizable. In the last case, we define the rotation number of
the multicritical commuting pair ζ, and denote it by ρ(ζ), as the irrational number
whose continued fraction expansion is given by
[χ(ζ), χ(Rζ), · · · , χ(Rnζ), · · · ].
Its normalization will be denoted by Rni f , that is:
Rni f =
(
f˜ qn+1 |
I˜n(ci)
, f˜ qn |
I˜n+1(ci)
)
.
Observe that ρ(R(ζ))) = G(ρ(ζ))), where G is the Gauss map.
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3. Complex a priori bounds
3.1. Holomorphic commuting pairs. We recall the definition of a holomorphic
commuting pair given in [17], which generalizes the orginal definition of de Faria
[1].
Definition 3.1. Given an analytic multicritical commuting pair ζ = (η|Iη , ξIξ), we
say that it extends to a holomorphic commuting pair H, if there exist three simply-
connected and R−symmetric domains D,U, V ⊆ C, whose intersections with the
real line are denoted by IU = U ∩ R, IV = V ∩ R and ID = D ∩ R and a simply
connected R−symmetric Jordan domain ∆ that satisfy the following,
(1) the endpoints of IU and IV are critical points of η and ξ, respectively;
(2) D,U, V are contained in ∆; U ∩V = {0} ⊆ D; the sets U \D,V \D,D \U
and D \ V are non-empty, connected and simply-connected; Iη ⊂ IU ∪ {0},
Iξ ⊂ IV ∪ {0};
(3) U ∩H, V ∩H and D ∩H are Jordan domains;
(4) the maps η and ξ have analytic extensions to U and V , respectively, so that
η is a branched covering map of U onto (∆\R)∪η(IU ), and ξ is a branched
covering map of V onto (∆ \R) ∪ ξ(IV ), with all the critical points of both
maps contained in the real line;
(5) the maps η : U → ∆ and ξ : V → ∆ can be extended to analytic maps
η̂ : U ∪ D → ∆ and ξ̂ : V ∪ D → ∆, so that the map ν = η̂ ◦ ξ̂ = ξ̂ ◦ η̂
is defined in D and is a branched covering of D onto (∆ \ R) ∪ ν(ID) with
only real branched points.
PSfrag replacements
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Figure 3. A holomorphic commuting pair.
We shall identify a holomorphic pair H with a triple of maps H = (η, ξ, ν), where
η : U → ∆, ξ : V → ∆ and ν : D → ∆. We shall also call ζ the commuting pair
underlying H, and write ζ ≡ ζH. When no confusion is possible, we will use the
same letters η and ξ to denote both the maps of the commuting pair ζH and their
analytic extensions to the corresponding domains U and V .
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The sets ΩH = D ∪U ∪ V and ∆ ≡ ∆H will be called the domain and the range
of a holomorphic pair H. We will sometimes write Ω instead of ΩH, when this does
not cause any confusion.
We can associate to a holomorphic pair H a piecewise defined map SH : Ω→ ∆:
SH(z) =

η(z), if z ∈ U,
ξ(z), if z ∈ V,
ν(z), if z ∈ Ω \ (U ∪ V ).
De Faria [1] calls SH the shadow of the holomorphic pair H.
We can naturally view a holomorphic pair H as three triples
(U, ξ(0), η), (V, η(0), ξ), (D, 0, ν).
We say that a sequence of holomorphic pairs converges in the sense of Carathe´odory
convergence, if the corresponding triples do. We denote the space of triples equipped
with this notion of convergence by H.
We let the modulus of a holomorphic commuting pair H, which we denote by
mod(H) to be the modulus of the largest annulus A ⊂ ∆, which separates C \ ∆
from Ω.
Definition 3.2. For µ ∈ (0, 1) let H(µ) ⊂ H denote the space of holomorphic
commuting pairs H : ΩH → ∆H, with the following properties:
(1) mod(H) ≥ µ;
(2) |Iη| = 1, |Iξ| ≥ µ and |η−1(0)| ≥ µ;
(3) dist(η(0), ∂VH)/ diamVH ≥ µ and dist(ξ(0), ∂UH)/ diamUH ≥ µ;
(4) the domains ∆H, UH ∩H, VH ∩H and DH ∩H are (1/µ)-quasidisks.
(5) diam(∆H) ≤ 1/µ;
Let the degree of a holomorphic pair H denote the maximal topological degree
of the covering maps constituting the pair. Denote by HK(µ) the subset of H(µ)
consisting of pairs whose degree is bounded by K. The following is an easy gener-
alization of Lemma 2.17 of [16]:
Lemma 3.1. For each K ≥ 3 and µ ∈ (0, 1) the space HK(µ) is sequentially
compact.
We say that a real commuting pair ζ = (η, ξ) with an irrational rotation number
has complex a priori bounds, if there exists µ > 0 such that all renormalizations
of ζ = (η, ξ) extend to holomorphic commuting pairs in H(µ). The existense of
complex a priori bounds is a key analytic issue of renormalization theory.
Definition 3.3. For S ⊂ C and r > 0, we let Nr(S) stand for the r-neighborhood
of S in C. For each r > 0 we introduce a class Ar consisting of pairs (η, ξ) such
that the following holds:
• η, ξ are real-symmetric analytic maps defined in the domains
Ur([0, 1]) and Ur|η(0)|([η(0), 0])
respectively, and continuous up to the boundary of the corresponding do-
mains;
• the pair
ζ ≡ (η|[0,1], ξ|[η(0),0])
is a multicritical commuting pair.
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Remark 3.1. For simplicity, if ζ is as above, we will write ζ ∈ Ar. But it is
important to note that viewing our multicritical commuting pair ζ as an element of
Ar imposes restrictions on where we are allowed to iterate it. Specifically, we view
such ζ as undefined at any point z /∈ Ur([0, ξ(0)]) ∪ Ur|η(0)|([0, η(0)]) (even if ζ can
be analytically continued to z). Similarly, when we talk about iterates of ζ ∈ Ar
we iterate the restrictions η|Ur([0,ξ(0)]) and ξ|Ur|η(0)|([0,η(0)]. In particular, we say
that the first and second elements of pRζ = (ηa ◦ ξ, η) are defined in the maximal
domains, where the corresponding iterates are defined in the above sense.
3.2. Complex bounds for pairs of bounded type. We will denote ALr the
subset of Ar consisting of pairs whose degree is bounded by L. The following
statement generalizes Theorem 3.2 of [17] to all pairs of bounded type.
Theorem 3.2 (Complex bounds for bounded type). Let L ≥ 3, B ∈ N. There
exists a constant µ > 0 such that the following holds. For every positive real number
r > 0 and every pre-compact family S ⊂ ALr of multicritical commuting pairs, there
exists N = N(r, S) ∈ N such that if ζ ∈ S is a commuting pair whose rotation num-
ber ρ(ζ) is of type bounded by B then pRnζ restricts to a holomorphic commuting
pair Hn : Ωn → ∆n with ∆n ⊂ Ur(Iη) ∪ Ur(Iξ), for all n ≥ N . Furthermore, the
range ∆n is a Euclidean disk, and the appropriate affine rescaling of Hn is in H(µ).
Below we will give a proof of this theorem which generalizes the proof in [13] and
strengthens the proof in [17]. For simplicity of notation, we will assume that the
pair ζ is a pre-renormalization of a multicritical circle map f , that is
ζ = (f qn , f qn+1).
This will allow us to write explicit formulas for long compositions of terms η and ξ,
which will greatly streamline the exposition. Theorem 3.2 follows from Theorem 3.3
which we state below. Let us further assume that f has N critical points, namely
c0, c1, . . . , cN−1, and that the critical point c0 = 0 (which is the one at which we
renormalize) has criticality equal to d ∈ 2N+ 1. Let U be a T-symmetric annulus
contained in the domain of analicity of f . We consider the dynamical partitions
associated to the critical point 0, and denote the fundamental domains of the n− th
partition by In and In+1. Moreover, the n− th renormalization of f at 0 is denoted
by Rnf .
Our main goal in this section is to prove the following result
Theorem 3.3. There exist universal positive constants r0, b, c such that the follow-
ing holds. Let f be as above and r ≥ r0. There exists m0 = m0(f, r) ∈ N such
that for all n ≥ m0, if we denote by Rnf = (η, ξ) then there exists subdomains
Vη ⊃ Iη, Vξ ⊃ Iξ containing the origin, such that the maps η, ξ are branched cover-
ing Vη → {z ∈ C : |z| < r} ∩ Cη(Iη) and Vξ → {z ∈ C : |z| < r} ∩ Cη(Iξ). Moreover,
for each z ∈ Vη ∩ Vξ we have
|Rnf(z)| ≥ c|z|d + b,
where the left-hand side stands for η on Vη and ξ on Vξ. Finally, the constant m0
can be chosen to be depending only on r in any pre-compact family of maps in the
compact-open topology on the annulus U .
Theorem 3.3 is telling us that inverse branches of deep renormalizations, around
the critical point 0, behave as roots of degree d. Hence, these inverse branches
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map a large disk (containing 0) well within itself, and therefore the modulus of the
annuli between the disk and its image is bigger than a certain positive constant.
Following [13], Theorem 3.3 will clearly follows from Lemma 3.4 below.
Lemma 3.4. There exist constants B1, B2 and M > 0 such that for any n ≥ M
the inverse branch f−qn+1+1 is well defined and univalent over
Ωn,M = (Dn−M \ R) ∪ f
qn+1(In),
and for any z ∈ Ωn,M we have the following
dist(z−(qn+1−1), f(In))
|f(In)|
≤ B1
dist(z, In)
|In|
+B2. (3.1)
3.3. Proof of Lemma 3.4. In this subsection we give a proof of Lemma 3.4 based
in the proof of [17, Lemma 4.2]. Let us introduce some notation. Let M > n0,
where n0 is given by Corollary 2.2 and let n ≥M . We define Hn to be the interval
Hn = [f
qn+1(0), f qn−qn+1(0)],
and Dn the Euclidean disk whose intersection with the real line is the interval Hn.
Note that, by Corollary 2.2, diam(Dn) = |Hn| ≍ |In|. Also, consider the inverse
orbit:
J0 = f
qn+1(In), J−1 = f
qn+1−1(In), · · · , J−(qn+1−1) = f(In). (3.2)
For any point z ∈ DM , we say that
z0 = z, z−1, · · · , z−(qn+1−1) (3.3)
is a corresponding inverse orbit if each z−(k+1) is obtained by applying to z−k a
univalent inverse branch of f |W , where W is a sub-interval of J−(k+1).
We will need four lemmas, the first one is the following result from [17].
Lemma 3.5. For each n ≥ 1 there exist Kn ≥ 1 and θn > 0 with Kn → 1 and
θn → 0 as n → ∞ such that the following holds. Let θ ≥ θn, and let 0 ≤ i < j ≤
qn+1 be such that the restriction f
j−i : f i(In) → f j(In) is a diffeomorphism on
the interior. Then the inverse branch f−(j−i)|fj(In) is well-defined over Dθ(f
j(In))
and maps it univalently into the Poincare´ neighborhood Dθ/Kn(f
i(In)).
Let J = [a, b], for a point z ∈ CJ we define the angle between z and J , which
is denoted by (̂z, J), as the least of the angles between the intervals [a, z], [b, z] and
the corresponding rays (a,−∞), [b,+∞) of the real line, measured in the range
0 ≤ θ ≤ π.
Next result is the same as [17, Lemma 4.7]. We provide a more detailed proof
for reader’s convenience.
Lemma 3.6. Fix n ≥ M , ε1 > 0 and B > 0. Let 0 < i < k < qn+1 and consider
two intervals of the inverse orbit given in 3.2, namely J = J−i and J
′ = J−k. Let
z, z′ be the corresponding points of the orbit 3.3. Assume that (̂z, J) ≥ ε1 and
dist(z, J) ≤ B |J |. Then
dist(z′, J ′)
|J ′|
≤ C
dist(z, J)
|J |
,
for some constant C = C(ε1, B) > 0.
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Proof of Lemma 3.6. Since the orbit {J−i}0<i≤qn+1−1 forms part of the dynamical
partition Pn(f), then there are at most one critical point for the iterate f
k−i|J′ .
That critical point belongs to the interior or to the boundary of some interval ∆ of
the next dynamical partition Pn+1(f) in J ′. Note that |∆| ≍ |J ′|, see [5, Lemma
4.2] and [5, Proposition 4.1]. Therefore, there exists at most two intervals I ′1, I
′
2 ⊂ J
′
comparable with J ′ and such that fk−i : I ′j → Ij , for j = 1, 2, is a diffeomorphism.
Let Dθj(Ij) be the smallest closed hyperbolic neighborhood enclosing z, for j = 1, 2.
Observe that θj = θj(ε1, B), diam(Dθj (Ij)) ≍ diam(Dθj (J)) and that there exists
a constant C˜j = C˜j(ε1, B) > 0 such that diam(Dθj (Ij)) ≤ C˜j dist(z, Ij), see [13,
Lemma 2.1]. By Lemma 3.5 there exists Kn > 1 such that f
−(k−i)(Dθj (Ij)) ⊆
Dθj/Kn(I
′
j). Then for some j ∈ {1, 2}
dist(z′, J ′)
|J ′|
≤
C1 diam(Dθj/Kn(I
′
j))
|I ′j |
≤
C2 diam(f
−(k−i)(Dθj (Ij)))
|I ′j |
where the constants C1, C2 are beau. The lemma follows since
C2 diam(f
−(k−i)(Dθj (Ij)))
|I ′j |
≤
C3 diam(Dθj (Ij))
|Ij |
≤
C4 dist(z, J)
|Ij |
≤
C5 dist(z, J)
|J |
,
where C3 is beau and C4, C5 depend on ε1 and B. 
Next result is borrowed from [3, Page 345, Lemma 2.2].
Lemma 3.7. Let n > M and consider the inverse orbit defined by 3.2. Given m
with n > m ≥ M , let P0, . . . P−k be the moments in the backward orbit 3.2 of In
before the first return to Im+1 such that P−i ⊆ Im. Then k = am+1, P0 ⊆ Im+2
and
P−i ⊆ f
qm+(am+1−i)qm+1(Im+1).
PSfrag replacements Im+1 Im
Im+2 I
qm+2−qm+1
m+1
Iqmm+1
P0 P−am+1
c
. . .
Figure 4. The moments in the backward orbit 3.2 of In before
the first return to Im+1.
Next result and its proof is a version of [17, Lemma 4.8], for bounded type
rotation numbers. We remark that this result and its proof is the main difference in
the proof of complex a priori bounds for multicritical circle maps with bounded type
rotation number and multicritical circle maps with irrational quadratic rotation
number.
Since we are interested in following the orbit (3.2) of In by the inverse branch of
the map f qm+1 in Dm, we decompose the inverse branch by a finite composition of
diffeomorphisms and inverse images of f .
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Lemma 3.8. There exists ε2 > 0 such that for each n > m the following holds.
Let J = J−k, J
′ = J−k−qm+1 be two consecutive returns of the backward orbit 3.2
of In, before the first return to Im+1, and let ζ, ζ
′ be the corresponding points of the
orbit 3.3. Suppose that ζ ∈ Dm, then either ζ′ ∈ Dm or the following holds. There
is k < s ≤ k + qm+1 such that |J−s| > C0|J | and for the point z−s in the orbit 3.3
we have ̂(z−s, J−s) > ε2, Moreover, (̂ζ′, J ′) > ε2 and hence dist(ζ′, J ′) < C |Im|,
where C is beau.
Proof of Lemma 3.8. Firstly, replacing f by its renormalization if need be, we can
ensure that every element of the dynamical partition of level ≥M contains at most
one critical value of f . Now, if the iterate f qm+1 does not have a critical point in
the interior of the interval Im, then we are in the situation of [13, Lemma 4.2] and
the same proof applies. Therefore, let us assume that there are critical points of
f qm+1 in the interior of Im. For simplicity, let us assume that there is only one such
point, otherwise the argument below will need to be repeated at most N − 1 times
(recall that N is the number of critical points of f).
Let us denote by β the critical value of f qm+1 in the interior of f qm+1(Im); there
exists ℓ < qm+1 such that β = f
ℓ(c1), for c1 6= 0 being a critical point of f with
criticality d1 ∈ 2N + 1. Below we will distinguish two scenarios. In the first one,
the distance between β and J is commensurable with the size of Im. Then we are
in the case described in [17, Lemma 4.8], and we proceed accordingly.
In the other case, the pull-back J−k−(ℓ−1) 7→ J−k−ℓ will factor as φ ◦ s where
w 7→ s(w) is a root of degree d1, and φ is univalent, and T ≡ φ(J−k−(ℓ−1)) is near
to 0. If the point z−k−ℓ in the orbit 3.3 “jumps” at some definite angle from the
real line, then the relative distance dist(z−k−ℓ, J−k−ℓ)/|J−k−ℓ| will not increase – it
will actually decrease up to a constant by a root of degree d1
1. Hence the argument
can be completed using Lemma 3.6.
We proceed with a formal discussion below. Let ∆ be the interval of Pm+1
containing β. Note that by our assumption on β, is not possible to have ∆ = Iqmm+1.
Therefore there are two cases for ∆: either ∆ ⊆ Im \ (Im+2 ∪ I
qm
m+1) or ∆ = Im+2.
1) Let ∆ ⊆ Im \ (Im+2 ∪ I
qm
m+1). In this case, there exists r > 0 which is beau
commensurable with |Im| such that
∆1 ≡ Ur(∆) ⊂ Dm and ∆1 ∩ Ur(f
qm(0)) = ∅.
Let us observe that by our assumptions J ⊆ ∆1. In the case when ζ /∈ ∆1,
we are in the same situation as in [17, Lemma 4.8], and the argument there
applies verbatim. Therefore, let us assume that ζ ∈ ∆1.
Note that J ′ ⊂ [f−qm+1(0), f qm−qm+1(0)] and the endpoint f qm−qm+1(0)
is a critical value of the iterate f qm+1 . This easily implies (cf. [17, Figure 3])
that there exists a beau ε > 0 such that if ̂(z−j, J−j) > ε for all j between
k and k+ qm+1, then ζ
′ ∈ Dm. As we are pulling back by the iterate f qm+1 ,
our interval Hm will go through a critical value of f three times: twice
through f(0), for the pullbacks by f qm−1 and f qm+1−1, and once through
f(c1) via pullback by f
ℓ−1.
1It is helpful to think here what happens in the limiting situation, that is, when β is one of
the endpoints of Pm. Then f renormalizes to a commuting pair with a critical point of criticality
d× d1 at 0 and the estimate in Theorem 3.3 is improved.
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Suppose (̂ζ, J) < ε (otherwise, we would be done by Lemma 3.6). By
considerations of Koebe Distortion Theorem, there exist ε2 > 0 beau and
also beau constants of commensurability such that one of the following
possibilities holds:
a) ζ′ ∈ Dm;
b) dist(z−k−(qm−1), J−k−(qm−1)) ≍ |f
−(qm−1)(Im)|,
̂(z−k−(qm−1), J−k−(qm−1)) < ε and
̂(z−k−qm , J−k−qm) > ε2;
c) dist(z−k−(qm+1−qm−1), J−k−(qm+1−qm−1)) ≍ |f
−(qm+1−qm−1)(Im)|,
̂(z−k−(qm+1−qm−1), J−k−(qm+1−qm−1)) < ε and
̂(z−k−(qm+1−qm), J−k−(qm+1−qm)) > ε2;
d) dist(z−k−(ℓ−1), J−k−(ℓ−1)) ≍ |f
−(ℓ−1)(Im)|,
̂(z−k−(ℓ−1), J−k−(ℓ−1)) < ε and ̂(z−k−ℓ, J−k−ℓ) > ε2.
Since we have assumed that J is far from the critical values f qm(0), f qm+1−qm(0),
in case b) we have |J−k−qm | ≍ |J
′|, and the statement follows from Lemma 3.6.
Case c) is handled in the same way. It remains to discuss case d). Now,
since we have assumed that ζ is close to β, we will have
dist(z−k−ℓ, J−k−ℓ)
|J−k−ℓ|
< C1
d1
√
dist(z−k−(ℓ−1), J−k−(ℓ−1))
|J−k−(ℓ−1)|
+ C2,
for C1, C2 beau constants. The claim follows from Lemma 3.6, see Figure
5
PSfrag replacements
0
Dm
Dm
J−k−(ℓ−1)
f qm+1−ℓ
f ℓ−1
c1
D˜m
f(c1)
φ ◦ s
J ′ J−k−ℓ
Dˆm
∆1
D′m
J
Figure 5. Proof of Lemma 3.8, case d).
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2) If ∆ = Im+2 then for J as in the statement we can have that J is between
0 and β, or β ∈ J , or J is between β and f qm+2(0). In any case, we can
repeat the strategy used in item 1) and obtain the result.

Next result will let us to obtain the step of induction that we will use in the
proof of Main Lemma. We refer the reader to [17, Lemma 4.9].
Lemma 3.9. There exists ε3 > 0 such that for each n > m we have the following.
Let J be the last return of the backward orbit 3.2 to In before the first return to
Im+1. Let J
′ and J ′′ be the first two returns of 3.2 to Im+1 and ζ, ζ
′ be the cor-
responding moments in the backward orbit 3.3, in other words, ζ = f qm(ζ′) and
ζ′ = f qm+2(ζ′′). Suppose that ζ ∈ Dm, then either ζ
′′ ∈ Dm+1, or ̂(ζ′′, Im+1) > ε3
(and dist(ζ′′, J ′′) < C|Im+1| where C is beau).
Proof of Lemma 3.9. By our assumption in the proof of Lemma 3.8, if ∆ is the
interval belonging to Pn+1 containing the point β = f ℓ(c1), then ∆ 6= I
qm
m+1. We
have two cases; ∆ = Im+2 or ∆ 6= Im+2. In Figure 6 we show the case ∆ = Im+2
and qm < ℓ, the other cases are similar. Let D
′′
m = f
−(qm−qm+2)(Dm). Using
an analogous argument used in the proof of Lemma 3.8, that is, decomposing the
iterate f qm+2−qm as compositions of diffeomorphisms and one iterate of f we get
the following: there exist ε3 beau and I ⊆ Hm+1 with |I| ≍ |Im+1|, such that
D
′′
m ⊆ Dm+1 ∪Dε3(I), see Figure 6 below.PSfrag replacements
Dm
Dm+1
f qm
f ℓ−qm
f qm+qm+1−ℓ
f qm+2−qm+1
f qm+1(0)
f qm−qm+1(0)
f qm+1−qm+2(0)
f−qm(β)
β
D′m
0f qm+1−qm(0)
c1 f−ℓ+qm(0)0 f
−qm+1(0)
D
′′
m
D˜mD̂m
Im+2 I
qm
m+1
Figure 6. Proof of Lemma 3.9.
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Then either ζ′′ ∈ Dm+1 or ̂(ζ′′, Im+1) > ε3. In the last case, by equation (2.1)
we have
dist(ζ′′, J ′) ≤ diam(Dε3(I)) = C |I| ≍ |Im+1|,
for C = C(ε3) > 0 and therefore beau. 
Now, with Lemma 3.8 and Lemma 3.9 at hand we proceed to prove our Main
Lemma.
Proof of Lemma 3.4. Let z ∈ DM . Let m be the largest number such that z ∈ Dm.
We always will have two cases, and in each case we will get the inequality (3.1) for
each n ≥ m. Let P0, . . . , P−k be the consecutive returns of the backward orbit 3.2
of In to Im before the first return to Im+1 and denote by z = ζ0, . . . ζ−k = ζ
′ the
corresponding points of the orbit 3.3. By Lemma 3.8 there exist beau constants
C > 0 and ε2 > 0 such that (̂ζ′, J ′) > ε2 and dist(ζ
′, P−k) < C |Im|, or ζ′ ∈ Dm.
In the first case, by Lemma 3.6 we obtain inequality (3.1). In the second case, we
consider the point ζ′′ corresponding to the second return of the orbit 3.3 to Im+1.
By Lemma 3.9, there exist beau constants ε3 > 0 and C > 0 such that either
̂(ζ′′, Im+1) > ε3 and dist(ζ′′, Im+1) < C |Im+1|, or ζ′′ ∈ Dm+1. In the first case,
we obtain the inequality (3.1) by Lemma 3.6. In the second case, we repeat the
previous argument this time for m+ 1 instead m. 
4. Applications to bi-cubic maps
Let us now specialize to the case when a multicritical circle map f has exactly
two critical points, both of which are of criticality 3. We will call such maps bi-cubic,
and place one of these points at 0 to fix the ideas; we will denote the other critical
point by c. The renormalizations of such map will then be defined with respect to
the critical point at 0.
The following is a generalization of [17, Theorem 2.8], the proof applies verbatim,
and will be omitted:
Theorem 4.1. For each K ∈ N there exists λ ∈ (0, 1) such that the following holds.
Suppose f and g are two bi-cubic critical circle maps with the same signature, and
assume that ρ(f) = ρ(g) is of a type bounded by K. Then
dist(Rjf,Rjg) = o(λj)
in the uniform norm on a neighborhood of their intervals of definition.
The following result is Main Theorem in [7]
Theorem 4.2. There exists a full Lebesgue measure set A ⊂ (0, 1) of irrational
numbers (which includes the set of bounded type numbers) with the following prop-
erty. Let f and g be C3 multicritical circle maps with the same signature and such
that its common rotation number belongs to the set A. If the renormalizations of
f and g around corresponding critical points converge together exponentially fast in
the C1 topology, then f and g are conjugate to each other by a C1+α diffeomorphism.
Therefore, Theorem 4.1 and Theorem 4.2 imply the following result,
Theorem 4.3. Let K ∈ N. There exists α > 0 such that the following holds.
Suppose f and g are two bi-cubic circle maps whose signatures are the same, and
furthermore, ρ(f) = ρ(g) is of a type bounded by K. Then f and g are C1+α
conjugate on T.
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