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Regarding the simple sum (arithmetic average) index, Irving Fisher wrote over a half century ago that "the simple arithmetic average produces one of the very worst of index numbers, and if this book has no other effect than to lead to the total abandonment of the simple arithmetic type of index number, it will have served a useful purpose. . . .The simple arithmetic [index] should not be used under any circumstances" (1922, pp. 29, 36).
III. The Divisia Monetary Quantity Index
Let mjt and njr be the quantity and price, respectively, of the jth component of an aggregate during period t. Tornqvist (1936) , and subsequently Theil (1967) 
where Tjt = ?12(sjt + sjt-1). The same index number results regardless of whether the exact aggregation-theoretic aggregate being approximated is the output of a utility function or of a production function. The aggregation-theoretic procedure for selecting the component assets is described in Barnett (1982b) . Diewert (1976) has proved that the Divisia index lies within his class of "superlative" index numbers, which all are nearly identical numerically. In fact, as a quantity index, the Divisia index is by far the most widely used element of Diewert's superlative class, because of the index's numerous theoretical optimality properties. Those remarkable properties result from that index's simultaneous theoretical links ' For details regarding the Divisia index, see Barnett (1982a) . Regarding aggregation over consumers, see Barnett (198 1a, chap. 3). 5 The procedure requires testing for blockwise weakly separable groupings of assets. Those tests require knowledge of both the quantity and the user-cost price of each asset that is to be considered as a possible element of a weakly separable group. The formula for the user-cost price of an asset is presented in the next section. A nonparametric approach to testing for blockwise weak separability is available from Pudney (1981) .
with the Divisia line integral, the translog aggregator function, the Malmquist index, and the Konyus index (see, e.g., Diewert 1980 Diewert , 1981 Caves, Christensen, and Diewert 1982b) . Recently Caves, Christensen, and Diewert (1982a, p. 1411) have proved that the Divisia index is "superlative in a considerably more general sense than shown by Diewert. We are not aware of other indexes that can be shown to be superlative in this more general sense." Also observe that the growth rate of the index is a weighted average of the growth rates of the components. The weights are the share contributions of each component to the total expenditure on the services of all components. Because of the availability of such a natural interpretation and because of the index's optimality properties, we advocate use of the Divisia index to measure the quantity of money at all levels of aggregation, as first proposed by Barnett (1980a; 1981a , chap. 7).
In order to be able to use (1) for aggregation over monetary asset quantities, we need the price, sat, corresponding to each component quantity asset, mj,. In economic quantity aggregation, the appropriate price of a component durable good is its user cost. Barnett (1978 Barnett ( , 1980a 
Pt
The holding period used in defining R, must be the same as that of r1 , which is a short rate. Details of our procedure for measuring R, are defined in Barnett and Spindt (1982) , which also describes the data used for the ri2's. A few of the more noteworthy details follow. The return on demand deposits is a version of Klein's (1974) competitive rate on demand deposits. The raw data on the other rLS's are for various holding periods. Hence the unadjusted yield differentials, R -rs, can reflect differences in term to maturity as well as differences in monetary services at the margin. However, Barnett's derivation of equation (2) requires all yields to be for the same holding period. As a result, all yields are converted to a 1-month holding-period basis by using the Treasury securities yield curve and the yield curve adjustment procedure developed for the Federal Reserve's FRB-Penn-MIT quarterly model (developed jointly by the Federal Reserve Board, University of Pennsylvania, and MIT). The certainty-equivalence theory on which (2) was based required that any risk premiums be left within the rate structure, if freedom from default risk ("store of value") is to be valued by the Divisia quantity index as a monetary service. We left any such risk premiums within the r1-'s, although the components of the existing monetary aggregates all possess very low default risk. If the components were to be selected properly by tests for blockwise weak separability (as described in n. 5), then it is conceivable that assets such as gold or equity shares could appear in the nested aggregates at some level of aggregation. In such cases, the expected holding-period yields, ris, would depend nontrivially on expected capital gains and losses and expected transactions costs.
Observe that the "weights" are not the user costs, but rather the average shares, y, which depend jointly on all quantities and user costs. Those share weights were not acquired by an ad hoc weighting scheme (such as weighting by variances, bid-ask spreads, denominations, maturities, velocities, or turnover rates), but rather were derived directly from macroeconomic aggregation and index number theory.6 Also note that in equation (1) the user costs appear only in the share weights, st, and all factors in (2) except for R, -r-t cancel out of the numerator and denominator of each Tjt. Hence in computing the Divisia monetary aggregates, we could view the user-cost price, rit, as the opportunity cost, R, -r1d, which measures the interest forgone by holding monetary asset i when R, is available. However, an exception to that statement results from the fact that our implicit competitive rate of return on demand deposits is not taxed, while the other rates are. Hence it is not strictly true that all marginal tax rates cancel out of each t. We expect that this problem is not of great empirical consequence, but in future work we plan to refine the Divisia monetary aggregates further by using results of recent work on average marginal tax rates, such as Barro and Sahasakul (1983 8 It is crucial to the Sims procedure to account for autocorrelation of the untransformed disturbances properly. We correct for serial correlation in those disturbances by using a general fifth-order autoregressive transformation. As a test of the assumed lack of autocorrelation of the resulting transformed disturbances, we computed the tail area of the test that the first eight autocorrelations of the transformed disturbance terms are zero. As seen from the tail areas displayed in Because Granger-causality tests are tests of "incremental information content" (Schwert 1979 
V. Velocity
A substantial controversy has arisen in the literature regarding a "shift" in the demand-for-money function that frequently is pur- Simpson and Porter (1981) . This problem has been most heavily investigated at low levels of monetary aggregation, but it appears to arise also at higher levels of aggregation. This feature of the problem is most troublesome, since it suggests that the "shift" is a result not of explainable substitution within the money market, but rather of a true shift in the economy's transactions technology. over another time period with similar explanatory variables values, then we can validly conclude that the demand-for-money function has shifted.
The following exploratory data analysis relates velocity to various commonly used opportunity-cost variables. Three different plotting symbols are used to differentiate between data from three different time periods: (1) data after the purported shift, (2) data from the 5 years preceding the purported shift, and (3) data from the prior decade. We seek to determine whether velocity data acquired from different time periods tend to replicate when the potential explanatory variable retraces the same region during the different time periods. The explanatory variables we consider are the Divisia user cost and Moody's AAA corporate bond rate.
Figures 1 and 2 plot sum M3 against the two potential explanatory variables. Strong evidence exists of a shift in the relationship between velocity and either of the two opportunity-cost measures. Of course the reason could be additional omitted variables. But a stable relationship between velocity and any one of the opportunity-cost variables taken alone does not appear to exist, since the function that generated the data after 1974 does not appear to be able to replicate the earlier data in the middle region of overlapping opportunity-cost values. Although not reported here, analogous results were found with the 6-month Treasury bill rate and the 5-year government note rate (see Barnett, Spindt, and Offenbacher 1981). As space is limited, we display only M3 plots in this section and in Section IX below, although the results acquired with M2 and L are similar. The available empirical evidence, including the causality tests in the last section, suggests that Divisia L is the potentially most interesting aggregate. In addition, Divisia L is the aggregate that comes closest to capturing the contributions of all elements of the money market to the economy's monetary service flow. However, updates for Divisia L are not currently available with the same frequency as for Divisia M3, and hence Divisia L is of less potential policy usefulness than Divisia M3 at present. In any case, the plots for L are very similar to those displayed Divisia aggregation. We explore plausibility of the estimates, parametric stability, and simulated forecasting accuracy.
We use the double log specification that has appeared widely in the literature on "shifting" demand-for-money 
B. Empirical Results
The first section below describes the results of estimation with fixed coefficient methods. In the following section, we use stochastic coefficient methods to explore parametric stability.
Forecasting
The parameter estimates for equation (4) The second column reports the mean error of the same growth-rate predictions.'7 The simulation results uniformly favor the Divisia aggregates. At all levels of aggregation, both the RMSE and the absolute value of the mean error for the Divisia forecasts are lower than for their sum counterparts.
Parametric Stability
In order to explore parametric stability, we estimate equation (4) with stochastically varying coefficients. We permit the coefficients to be stationary stochastic processes and use the Swamy and Tinsley (1980) asymptotically efficient estimation procedure. With this technique, it is necessary to use the same specification for equation (4) with both the Divisia and official sum aggregates, in order to assure comparability of the coefficient time paths (and test statistics)' between results with both sets of aggregates.'8 To avoid prejudicing the results in lb Also note that the own-price elasticity of the demand for Divisia M3 has the wrong sign during 1959: 3-1982: 4, and the coefficient of (OC)2 is statistically insignificant for both Divisia and sum Ml.
17 Growth-rate forecast errors are obtained by simulating each equation dynamically. Starting in 1974:3, we obtain predicted levels of the relevant aggregate and then compute the predicted growth rates. The estimation sample period was ended and the forecasts begun in mid-1974, since the widely reported shift in the demand' for money function is professed to have occurred at that time. 18 Otherwise it would be impossible to separate the effect of the different aggregation procedure from the effect of the different equation specification. In fact, if different specifications were used, there would be no formal procedure for determining which coefficient path from one equation to compare with any given coefficient path from the other equation. favor of the Divisia aggregates, we do not use Divisia user-cost aggregates as explanatory variables, but rather the conventional demandfor-money equation adopted with the official sum MI aggregate in the last section. In this section, we use that one specification at all levels of aggregation and with both the Divisia and sum aggregates. The coefficients of equation (4) The observations above on coefficient path behavior are formally verified by the F-statistics in the sixth column of table 4. Those Fstatistics are for the test of the hypothesis that equation (4) has constant coefficients and an additive first-order autoregressive error structure. At every level of aggregation, the F-statistic with the Divisia aggregate is lower than with the simple sum aggregate. Since the tail area of the test is inversely related to the level of the F-statistic, the hypothesis of parametric stability was more acceptable with the Divisia than with the sum aggregates. The result is most striking at the M3 level. At the .05 level of significance, stability of the demand function for the sum aggregate would be decisively rejected, while stability would be decisively accepted for the corresponding Divisia aggregate. Nevertheless, at all other levels of aggregation, stability would be rejected at the .05 significance level with either the sum or Divisia aggregate.
The seventh column of table 4 contains the F-statistic for a Chow test of the hypothesis of no break in regimes after 1974: 2. Since we do not produce stochastic coefficient paths in this test, the problem of comparability with different specifications is less severe than with the stochastic coefficient results.2t As a result, we use the same equation specifications as in the last section for each aggregate. The F-statistic is larger for the Divisia aggregate than for the sum aggregate at each level of aggregation. These results are uniformly favorable to the Divisia aggregates. However, at a fixed .05 level of significance, the hypothesis of no shift would be accepted for both the Divisia and sum aggregates at the M3 and L levels of aggregation. The hypothesis would be rejected for both Divisia and sum M 1. The hypothesis would be marginally accepted for Divisia M2 and marginally rejected for sum M2.
Searching over tables 3 and 4 for a uniformly best aggregate, we find none. In terms of forecasting, Divisia M 1 and Divisia L were most successful. In terms of stability, Divisia L was most successful with the Chow test, but Divisia M3 was most successful with the stochastic coefficient F-test. Table 5 summarizes the results. The criteria for comparing the findings are essentially the same as for the money demand equations: 22 The interpretation of such reduced-form equations is subject to a number of wellknown difficulties (see, e.g., Lucas 1976) . 23 Strictly speaking, superneutrality refers to the lack of any effect of inflation on the level of real output; here the term refers to the lack of any effect of inflation on real output growth. The distributed lags are third-order Almon polynomial distributed lags. All the equations were estimated by the Cochrane-Orcutt technique. Table 5 contains all of the results on forecasting performance and stability behavior. The results in table 5 are mixed, although certain patterns are evident. The performance of the Divisia aggregates judged relative to the corresponding sum aggregates gradually improves as the level of aggregation increases. At the highest level of aggregation, Divisia L outperforms sum L relative to all of the criteria in table 5. At lower levels of aggregation, the forecasting results depend heavily on the criterion used. Relative to RMSE, the Divisia aggregates usually outperform the sum aggregates, but the reverse conclusion is acquired relative to mean error. In terms of both stability (test tail area) and fit (R2), the sum aggregate outperforms the Divisia aggregate at the MI level of aggregation, but that conclusion is reversed relative to both criteria at all other levels of aggregation.
VII. Reduced-Form Equations
Comparisons across levels of aggregation do not reveal any single best aggregate, although Divisia L generally did very well in table 5.
VIII. Divisia Second Moments
The right-hand side of equation (1) is in the form of a statistical expectation or first moment. This result follows from the fact that 1jit = 1, and St : O, so that each sjt can be viewed as a probability from a discrete probability distribution. Hence we can define corresponding Divisia second moments in the obvious manner.24 In Appendix B we show how those Divisia second moments can be used to complement the Divisia quantity index (or Divisia quantity mean) by providing a dispersion measure of "potential aggregation error." We find that the potential aggregation error of the Divisia monetary aggregates has not been subject to appreciable cyclical variation over our sample period of 1969:1-1982:4, and any slight cyclical variation decreases as the level of aggregation increases.
IX. Controllability
Since this paper primarily explores the relationship between monetary (intermediate) targets and final targets, we do not here extensively investigate controllability, which is defined in terms of the relationship between instruments and intermediate targets. when the components are not perfect substitutes. Barnett's (1980a Barnett's ( , 1981a tests using monetary data resulted in rejection of the necessary and sufficient conditions in aggregation theory for sum aggregation (see also Feige and Pearce 1977; Offenbacher 1979; Ewis and Fisher 1984a, 1984b; Serletis 1984a Serletis , 1984b ). The present paper systematically compares the empirical performance of the Divisia and the sum monetary aggregates relative to various criteria relevant to policymaking. Neither the Divisia aggregates nor the sum aggregates uniformly dominated the others relative to all of the criteria considered, and no one aggregate, whether Divisia or sum, was uniformly best. However, some general tendencies are evident from these results, as can be seen from the following summary of results.
In the causality tests, the Divisia aggregates generally performed better than the corresponding sum aggregates, although sum M2 did rather well. Divisia L was perhaps the best aggregate in those tests. In terms of the demand-for-money functions, the best forecasting results were acquired with Divisia MI and Divisia L. The most stable demand-for-money functions were acquired with Divisia M3 and Divisia L. In addition, the velocity function for Divisia M3 was found to be stable. In the reduced-form comparisons, sum MI performed better than Divisia M1, but at higher levels of aggregation the Divisia aggregates became increasingly superior to the corresponding sum aggregates, with Divisia L usually providing the best reduced-form results.
In earlier work, using information theory, we found that the Divisia aggregates tend to perform better than the sum aggregates as indicators, especially at high levels of aggregation. Using that criterion with the FRB-Penn-MIT quarterly model, we further confirm that result with M2. In addition, using the Divisia second moments, we find that the Divisia monetary aggregates are not subject to cyclical variation in potential aggregation error. Relative to that criterion, Divisia L was best. In addition, we provide updated results further supporting our earlier results on the superior controllability of the broad Divisia aggregates.
In short, at the lowest (M 1) level of aggregation we acquire conflicting results in our comparisons between the sum and the Divisia aggregate. However, at higher levels of aggregation, the Divisia aggregates generally tend to perform better than the sum aggregates, with that degree of superiority tending to increase at increasing levels of aggregation.28 Since the divergence between the time paths of the Divisia 28 Preliminary results suggest that these conclusions also apply to Canadian data (see Cockerline and Murray 1981) . and the sum aggregates increases as the level of aggregation increases (and the discrepancies between the two weighting methods increases), the power of any tests comparing the two aggregation methods should be expected to increase as the aggregation level increases. With so many criteria being considered, the selection of a "best" aggregate is a hazardous matter. Cagan's (1982) results, based on fewer criteria and an earlier sample period, generally favored Divisia M1. While no aggregate was uniformly best relative to all of our criteria, our results reflect most favorably on Divisia L.
Appendix A
The results of the error structure analysis for the Sims test are displayed in table Al. The parameter estimates for the fixed coefficients demand-formoney functions are displayed in tables A2-A5. The Divisia share variance, T-,, is a measure of the change in the dispersion of the Divisia weights. We might expect that as interest rates increase, wit would rise, since relative prices (user costs) between rate-regulated and rateunregulated monetary assets move away from 1.0. It might then further be thought that the Divisia quantity variance, Kit, would also increase with increasing interest rates, as a result of the increasing dispersion of its weights. However, (B 1) shows that this conclusion need not be true, since the increase inJt resulting from the increasing dispersion of component user-cost growth rates could offset the increasing value of tit.
To explore this possibility, we computed the Divisia second moments and their correlation with the interest rate on federal funds. We display the correlation coefficients between the Divisia second moments and the funds rate in table B 1. Neither Ki, nor nit correlates appreciably with the funds rate, but both tit and Jft do, with nearly equal correlation coefficients. Hence, as hypothesized in the previous paragraph, variations in ti, and Ji, over the busi- 
