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1 Introduction
Il y a des laminations minimales par surfaces de Riemann ou` les types conformes
des feuilles se me´langent. Le premier exemple a e´te´ construit par E´. Ghys [4] a`
partir d’un arbre ape´riodique et re´pe´titif de´crit par R. Kenyon [7]. La construction
comporte deux e´tapes distinctes, valables pour tout sous-graphe re´pe´titif du graphe
de Cayley G d’un groupe infini de type fini G. Il s’agit d’abord de construire un
espace compact, muni d’un feuilletage par graphes, puis d’obtenir une lamination
par surfaces de Riemann. Soit T = T (G) l’ensemble des sous-graphes infinis de
G contenant l’e´le´ment neutre e de G. On munit T de la topologie de Gromov-
Hausdorff pour laquelle deux sous-graphes de G sont proches s’ils co¨ıncident sur
une grande boule centre´e en e. Puisqu’une boule ne contient qu’un nombre fini de
sous-graphes, un proce´de´ diagonal classique montre que T est compact. Graˆce a`
l’action de G sur G, on de´finit une relation d’e´quivalence R qui identifie un arbre
T et son translate´ T ′ = g−1.T si g ∈ T . On peut d’ailleurs re´aliser T comme un
sous-espace d’un espace me´trique compact T = T (G), muni d’un feuilletage par
graphes F dont toutes les feuilles sont rencontre´es par T . Alors R est induite par
F et les classes d’e´quivalence sont les ensembles de sommets des feuilles de F .
Pour tout graphe T ∈ T , l’ensemble X = R[T ] est un ferme´ sature´ pour R,
appele´ l’enveloppe de T . Il est re´alisable comme transversale comple`te d’un espace
∗Finance´ par Ministerio de Ciencia y Tecnolog´ıa BFM2002-04439, Ministerio de Educacio´n y
Ciencia MTM2004-08214 et Universidad del Pa´ıs Vasco UPV 00127.310-E-14790/2002.
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feuillete´ compact X, a` savoir la fermeture de la feuille LT ∈ F passant par T . Les
ensembles X et X sont minimaux si et seulement si le graphe T est re´pe´titif, i.e.
pour tout nombre re´el r > 0, il existe un nombre re´el R > 0 tel que toute boule
de rayon R > 0 contient une boule qui est l’image par translation de la boule de
centre e et rayon r > 0. Par ailleurs, l’holonomie de LT est triviale si et seulement
si T est ape´riodique, i.e. T 6= g.T pour tout e´le´ment g 6= e de G. Ces de´finitions
s’inspirent de de´finitions analogues pour les pavages [1, 9].
Figure 1: Arbre de Kenyon
Nous appellerons espace feuillete´ de Ghys-Kenyon la fermeture X de la feuille
LT∞ passant par l’arbre de Kenyon T∞ (voir la figure 1) dans l’espace T = T (Z2),
munie du feuilletage induit par F . Les feuilles sont des sous-arbres re´pe´titifs et
ape´riodiques du graphe de Cayley Z2 de Z2. En remplac¸ant ces arbres par des
surfaces, on obtient la lamination (M ,  L) de´crite par E´. Ghys. Nous l’appellerons
lamination de Ghys-Kenyon. Dans ce travail, nous allons re´cuperer l’espace X
par un proce´de´ de construction de sous-arbres re´pe´titifs et ape´riodiques de Z2 a`
partir de suites de 4 e´le´ments. Graˆce a` codage, nous montrerons que la dynamique
transverse de ce feuilletage est repre´sente´e par l’automate suivant:
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Figure 2: Machine a` sommer binaire
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Cela signifie que R est stablement orbitalement e´quivalente a` la relation engendre´e
par la somme S(x) = x+1 de´finie sur l’anneau des entiers 2-adiques, ou de manie`re
e´quivalente par la transformation T : {0, 1}N → {0, 1}N de´finie par:
i) si α0 = 0, alors T (α)0 = 1 et T (α)n = αn pour tout n > 1,
ii) si α0 = 1, alors T (α)0 = 0 et T (α)1 = T (σ(α))0 avec σ(α)n = αn+1.
Nous comple´terons l’e´tude de l’exemple en de´crivant sa dynamique topologique.
Nous montrerons ainsi que  L est affable, en ce sens que R est la limite inductive
d’une suite de relations d’e´quivalence e´tales compactes [5]. La dynamique transver-
se de  L sera ainsi repre´sente´e par un syste`me dynamique classique.
2 L’espace feuillete´ de Gromov-Hausdorff
Soit S un syste`me fini de ge´ne´rateurs de G. Le graphe de Cayley G = G(G,S)
est un graphe localement fini non oriente´, sans boucle, ni areˆte multiple, dont les
sommets sont les e´le´ments de G. Deux sommets g1 et g2 sont relie´s par une areˆte
si g−11 g2 ∈ S. On appelle longueur de g le plus petit nombre d’e´le´ments de S
ne´cessaires pour e´crire g, i.e. longS(g) = min{n > 1/g = s1...sn avec sisi+1 6= e}.
La distance des S-mots est alors donne´e par dS(g1, g2) = longS(g
−1
1 g2) pour tout
couple g1, g2 ∈ G. Cette distance se prolonge en une distance sur G telle que toute
areˆte est isome´trique a` l’intervalle [0, 1]. Le graphe de Cayley G devient ainsi un
espace me´trique connexe par chemins sur lequel le groupe G agit par isome´tries.
2.1 Topologie de Gromov-Hausdorff
Soit T = T (G) l’ensemble des sous-graphes T de G contenant l’e´le´ment neutre e
de G. Notons BT (e,N) (resp. BT (e,N)) la boule ouverte (resp. ferme´e) de centre
e et de rayon N et valT (e) la valence de e, i.e. le nombre d’areˆtes issues de e.
Conside´rons l’ensemble A = { N > 1 / BT (e,N) = BT ′(e,N) } et la quantite´
R(T, T ′) =
{
sup A si A 6= ∅,
0 si A = ∅,
qui appartient a` N ∪ {+∞} pour tout couple T, T ′ ∈ T . On de´finit alors la
distance de Gromov-Hausdorff par d(T, T ′) = e−R(T,T
′). C’est une ultrame´trique et
donc T est totalement disconnexe. Puisque la boule ferme´e BG(e,N) ne contient
qu’un nombre fini de sous-graphes, un proce´de´ diagonal classique montre que T est
compact. Les sous-graphes finis de G correspondent aux points isole´s de T . Nous
noterons de´sormais T l’ensemble des sous-graphes infinis de G contenant l’e´le´ment
neutre e. L’avantage de la nouvelle de´finition est mise en e´vidence par le fait que
T = T (G) est alors home´omorphe a` l’ensemble de Cantor, sauf si G = Z.
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2.2 Structure feuillete´e
L’espace T est muni d’une relation d’e´quivalence R qui identifie deux graphes T et
T ′ si T ′ = g−1.T avec g ∈ T . Toute classe d’e´quivalenceR[T ] peut eˆtre alors re´alise´e
comme l’ensemble de sommets d’un graphe R[T ]. Il suffit de joindre T ′ = g−1.T
et T ′′ = h−1.T par une areˆte si dS(g, h) = 1. Le graphe R[T ] est donc isomorphe
au quotient de T par le groupe de translations Iso(T ) = {g ∈ G/T = g.T}. C’est
une feuille de l’espace feuillete´ compact fourni par le re´sultat suivant:
The´ore`me de re´alisation ge´ome´trique 2.2.1. Il y a un espace compact, me´trisa-
ble et se´parable T , muni d’un feuilletage par graphes F , pour lequel T est une
transversale comple`te et R est la relation d’e´quivalence induite sur T .
Preuve. Conside´rons le sous-espace T˜ = {(T, g) ∈ T ×G/ g est un sommet de T}
de T ×G, muni de la pseudodistance d((T1, g1), (T2, g2)) = d(g−11 .T1, g−12 .T2). Alors
T est le quotient de T˜ par l’action diagonale de G sur T × G. Chaque classe
d’e´quivalence R[T ] est obtenue par passage au quotient a` partir de l’orbite de
(T, e). L’ensemble U˜(T1,g1) = B eT ((T1, g1), e−1) = {(T2, g2) ∈ T˜ /Bg−11 .T1(e, 1) =
Bg−12 .T2(e, 1)} est un ouvert-ferme´ qui se projette sur l’ouvert-ferme´ Ug−11 .T1 =
BT (g−11 .T1, e
−1). Puisque BG(e, 1) ne contient qu’un nombre fini de sous-graphes,
les ensembles U˜(T1,g1) et Ug−11 .T1 de´finissent des partitions finies de T˜ et T respective-
ment. Nous allons remplacer T˜ par l’ensemble T˜ des couples (T, x) ou` x est un
point quelconque de T qui peut appartenir a` l’inte´rieur e˚ d’une areˆte e de T .
L’application ψ˜(T1,g1) :
(
(T2, g2), x
) ∈ U˜(T1,g1) × Bg−11 .T1(e, 1) 7→ (T2, g2.x) ∈ T˜ est
injective en restriction aux ensembles U˜(T1,g1) × Bg−11 .T1(e,
1
2
) et U˜(T1,g1) × e˚. Leurs
images V˜(T1,g1) et V˜
e
(T1,g1)
sont munies de topologies telles que les restrictions et leurs
inverses ϕ˜(T1,g1) : V˜(T1,g1) → U˜(T1,g1) × Bg−11 .T1(e,
1
2
) et ϕ˜e(T1,g1) : V˜
e
(T1,g1)
→ U˜(T1,g1) × e˚
sont des home´omorphismes. On munit T˜ de la topologie faible pour laquelle V˜(T1,g1)
et V˜ e(T1,g1) forment un recouvrement ouvert fini. On ve´rifie aise´ment que:
i) l’espace T˜ est re´alise´ comme un sous-espace compact de T˜ ,
ii) l’action de G sur T˜ s’e´tend en une action de G sur T˜ ,
iii) les cartes locales ϕ˜(T1,g1) et ϕ˜
e
(T1,g1)
forment un atlas feuillete´ sur T˜ qui de´finit
un feuilletage par graphes F˜ invariant par l’action de G.
Soit T le quotient de T˜ par l’action de G. Alors les applications
ψg−11 .T1 : (g
−1
2 .T2, x) ∈ Ug−11 .T1 ×Bg−11 .T1(e, 1) 7→ x
−1.(g−12 .T2) ∈ T
de´finissent des cartes locales
ϕg−11 .T1 : Vg
−1
1 .T1
→ Ug−11 .T1 ×Bg−11 .T1(e,
1
2
) et ϕe
g−11 .T1
: V e
g−11 .T1
→ Ug−11 .T1 × e˚
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et donc l’espace T posse`de un atlas feuillete´ fini. Il est compact car les plaques
sont relativement compactes et les transversales sont compactes.
2.3 Structure transverse
Nous allons pre´ciser ici la notion de dynamique transverse (mesurable ou topologique)
utilise´e dans la introduction. D’abord, la relation d’e´quivalence R est de´finie par
l’action d’un pseudogroupe de transformations Γ engendre´ par les translations
τg : T 7→ g−1.T associe´es aux e´le´ments de G. Chacune de ces applications est
de´finie sur l’ouvert-ferme´ Dg = {T ∈ T /g ∈ T} de T . Le the´ore`me 2.2.1 montre
que Γ est le pseudogroupe d’holonomie de F re´duit a` T . Nous utiliserons donc la
notion de dynamique transverse introduite par A. Haefliger [6].
Ne´anmoins, si l’holonomie est triviale, la dynamique transverse est repre´sente´e
par la relation d’e´quivalence induite sur toute transversale comple`te. Rappelons
qu’une relation d’e´quivalence R sur un espace bore´lien standard X est mesurable
discre`te si les classes d’e´quivalence sont de´nombrables et si le graphe est un bore´lien
de X×X. On appelle transformation partielle de R tout isomorphisme bore´lien ϕ :
A→ B entre parties bore´liennes de X dont le graphe G(ϕ) = {(x, y) ∈ X×X/y =
ϕ(x)} ⊂ R. Une mesure bore´lienne µ sur X est dite invariante pour R si elle est
invariante pour toute transformation partielle ϕ, i.e. µ(ϕ−1(B′)) = µ(B′) pour tout
bore´lien B′ ⊂ B. La relation d’e´quivalence R sur T = T (G) est mesurable discre`te
car les classes d’e´quivalence sont de´nombrables et le graphe de R est un bore´lien
de T ×T en tant que re´union des graphes des transformations partielles τg de´finies
sur les ouverts-ferme´s BT (T, e−1) (avec g ∈ BT (e, 1)) et de leurs compositions.
De´finition 2.3.1. Deux relations d’e´quivalence mesure´es (R, X, µ) et (R′, X ′, µ′)
sont dites:
i) orbitalement e´quivalentes si X et X ′ contiennent des bore´liens Y et Y ′ sature´s
pour R et R′ et de mesure totale pour lesquels il existe un isomorphisme bore´lien
ϕ : Y → Y ′ tel que ϕ(R[x]) = R′[ϕ(x)] pour µ-presque tout x ∈ Y et f∗µ ∼ µ′;
ii) stablement orbitalement e´quivalentes si X et X ′ contiennent des bore´liens Y
et Y ′ dont les sature´s pour R et R′ sont de mesure totale tels que les relations
d’e´quivalence induites R |Y et R′ |Y ′ sont orbitalement e´quivalentes. Nous dirons
alors que R et R′ repre´sentent une meˆme dynamique mesurable.
Toute relation d’equivalence R sur un espace bore´lien ou topologique X est
munie d’une structure naturelle de groupo¨ıde caracte´rise´e par les donne´es suivantes:
l’inclusion ε : x ∈ X 7→ (x, x) ∈ R de l’espace des unite´s X dans R, les projections
β : (x, y) ∈ R 7→ x ∈ X et α : (x, y) ∈ R 7→ y ∈ X, l’ensemble des couples
composables R ∗ R = {((x, y), (x′, y′)) ∈ R × R/α(x, y) = y = x′ = β(x′, y′)}, la
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multiplication partielle µ : ((x, y), (x′, y′)) ∈ R ∗ R 7→ (x, y′) ∈ R et l’inversion
ι : (x, y) ∈ R → (y, x) ∈ R. La relation d’equivalence R est dite topologique si
elle l’est comme groupo¨ıde, c’est-a`-dire si le graphe de R est muni d’une topologie
(qui en fait un espace localement compact se´pare´) telle que α, β : R → X et
µ : R ∗ R → R sont continues et ι : R → R est un home´omorphisme. Une telle
relation d’e´quivalence est dite β-discre`te si X est ouvert dans R. Pour tout ouvert
U de T et tout e´le´ment g de G, notons O(U, g) = {(T, g−1.T ) ∈ R/T ∈ U ∩Dg} le
graphe de la translation τg restreinte a` U . Les ensembles O(U, g) engendrent une
topologie sur R, plus fine que celle induite par la topologie produit sur T ×T , qui
en fait une relation d’e´quivalence topologique β-discre`te.
De´finition 2.3.2. Deux relations d’e´quivalence β-discre`tes R et R′ sur X et X ′
sont dites stablement orbitalement e´quivalentes (resp. isomorphes) si X et X ′
contiennent des ouverts Y et Y ′ qui rencontrent toutes les classes d’e´quivalence de
R et R′ tels que les relations d’e´quivalence induites R|Y et R′ |Y ′ sont orbitalement
e´quivalentes (resp. isomorphes).
2.4 Re´alisation ge´ome´trique
La donne´e d’un syste`me fini de ge´ne´rateurs S de G fournit un syste`me fini de
ge´ne´rateurs Σ = {τg/g ∈ S} de Γ. Par analogie avec l’action d’un groupe, l’orbite
Γ(T ) = R[T ] est l’ensemble des sommets d’un graphe Γ(T ) = R[T ], muni de la
distance dΣ de´finie par la longueur des Σ-mots. Nous dirons alors que (R, T ,Σ) est
une relation d’e´quivalence graphe´e et que (Γ, T ,Σ) un pseudogroupe graphe´. Dans
[8], le deuxie`me auteur a prouve´ l’extension suivante du the´ore`me 2.2.1:
The´ore`me de re´alisation ge´ome´trique 2.4.1. Soit Γ un pseudogroupe de ge´ne´-
ration compacte agissant sur un espace localement compact, me´trisable et se´parable
X de dimension 0. Alors il existe lamination compacte par surfaces de Riemann
(M ,  L) dont le pseudogroupe de holonomie est e´quivalent a` Γ.
D’une part, si Y est un ouvert et ferme´ de X qui rencontre toutes les feuilles et
si Σ est un syste`me de ge´ne´ration compacte pour Γ |Y , alors la fonction de valence
val : Y → N est continue. Il existe donc un espace compact feuillete´ par graphes
(Y ,F) tel que Y est un ferme´ qui rencontre toute les feuilles de F et Γ |Y est le
pseudogroupe de holonomie de F re´duit a` X. D’autre part, si (Y ,F) un espace
compact feuillete´ par graphes transversalement modele´ par un espace localement
compact, me´trisable et se´parable de dimension 0, il existe une lamination compacte
par surfaces de Riemann (M ,  L) telle que les pseudogroupes de holonomie de F
et  L re´duits a` l’ensemble de sommets Y sont e´gaux. En fait, comme nous l’ont
fait remarquer B. Deroin et G. Hector, ce the´ore`me d’e´paisissement reste valable
en dimension topologique finie quelconque.
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2.5 Graphes re´pe´titifs et ensembles minimaux
Le but de ce paragraphe est de caracte´riser les ensembles minimaux de (T ,F) et
(M ,  L) en adaptant la proprie´te´ d’isomorphisme local des pavages [1, 9].
De´finition 2.5.2. i) Fixons un couple T, T ′ ∈ T . Nous dirons qu T ′ contient une
copie fide`le de la boule BT (x, r) et nous e´crirons BT (x, r) ↪→ T ′ s’il existe g ∈ G tel
que g.BT (x, r) = BT ′(g.x, r) ⊂ T ′.
ii) Nous dirons qu’un graphe T ∈ T est re´pe´titif si pour tout entier r > 0, il existe
un entier R > 0 tel que BT (x, r) ↪→ BT (y,R) pour tout couple x, y ∈ T .
Nous adaptons ici une version uniforme de la proprie´te´ d’isomorphisme local usuelle.
En fait, pour les pavages de type fini, les deux proprie´te´s sont e´quivalentes. L’analo-
gue pour les graphes fait partie du crite`re de minimalite´ suivant (dont l’e´quivalence
(ii)⇔ (iii) a e´te´ prouve´e dans [2, 4]):
The´ore`me 2.5.3. Pour tout T ∈ T , conside´rons l’ensemble ferme´ X = R[T ]
sature´ pour R. Les conditions suivantes sont e´quivalentes:
i) le graphe T est re´pe´titif;
ii) pour tout r > 0, il existe R > 0 tel que BT (e, r) ↪→ BT (y,R) pour tout y ∈ T ;
iii) l’ensemble X est minimal.
Preuve. Il suffit de prouver (iii)⇒ (i), mais il convient avant de rappeler brie`ve-
ment (iii) ⇒ (ii). Pour cela, a` tout re´el r > 0, on lui associe une suite croissante
d’ouverts UR = { T ′ ∈ X / BT (e, r) ↪→ BT ′(e, R) } (avec R > 1) qui recouvrent
X. Puisque X est compact, il existe R > 0 tel que X = UR. Pour tout x ∈ T , le
graphe x−1.T ∈ UR et donc BT (e, r) ↪→ Bx−1.T (e, R), c’est-a`-dire qu’il existe g ∈ G
tel que: g.BT (e, r) = Bx−1.T (g, r) ⊂ Bx−1.T (e, R). Alors on a:
h.BT (e, r) = x.Bx−1.T (g, r) = BT (h, r) ⊂ x.Bx−1.T (e, R) = BT (x,R)
avec h = xg et BT (e, r) ↪→ BT (x,R). Pour de´montrer (iii) ⇒ (i), fixons un re´el
r > 0 et un point x ∈ T . Comme auparavant, l’ensemble X est recouvert par une
suite croissante d’ouverts UxR = {T ′ ∈ X/BT (x, r) ↪→ BT ′(e, R)} et il existe R > 0,
qui de´pend de r et x, tel que BT (x, r) ↪→ BT (y,R) pour tout y ∈ T . Pour conclure,
il faut pouvoir choisir R > 0 inde´pendant du point x. Remarquons tout d’abord
que pour tout sommet g de G, la boule BG(g, r) = g.BG(e, r). Rappelons aussi
que la compacite´ T provient du fait que BG(e, r) ne contient qu’un nombre fini de
sous-graphes. Il en est de meˆme pour BG(g, r). En fait, a` translation pre`s, il n’y
a qu’un nombre fini de boules de rayon r > 0 distinctes. Conside´rons une famille
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finie de points x1, . . . , xn ∈ T de manie`re que les boules BT (xi, r) repre´sentent
toutes les classes de translations possibles. Pour tout 1 6 i 6 n et tout y ∈ T , on
a BT (xi, r) ↪→ BT (y,R(r, xi)). Si on pose R = max{R(r, x1), . . . , R(r, xn)}, alors
BT (x, r) ↪→ BT (y,R) pour tout couple x, y ∈ T .
3 L’espace feuillete´ de Ghys–Kenyon
Nous donnons ici une nouvelle construction de l’espace feuillete´ de Ghys-Kenyon
[4], que n’utilise pas l’arbre de Kenyon [4, 7], mais ses re`gles de construction.
3.1 L’arbre de Kenyon et l’espace feuillete´ de Ghys–Kenyon
Nous allons commencer par rappeler la construction de l’arbre de Kenyon. Soient
Z2 le graphe de Cayley de Z2, muni du syste`me de ge´ne´rateurs {(±1, 0), (0,±1)},
et T1 le sous-arbre de Z2 de´crit dans la figure 3.
Figure 3: Les arbres T1, T2 et T3
Cet arbre est translate´ ensuite par le vecteur (0, 2), puis l’image est tourne´e a` l’aide
des rotations d’angle pi
2
, pi et 3pi
2
. L’e´lagage des areˆtes terminales contenues dans
l’axe horizontal fournit un arbre T2. Si on re´pe`te ce proce´de´, on obtient de meˆme un
arbre T3. Par re´currence, on obtient une suite d’arbres Tn qui rencontrent les axes
horizontal et vertical suivant les intervalles [−2n+1, 2n−1]×{0} et {0}× [−2n, 2n]
respectivement. Nous appellerons arbre de Kenyon la re´union T∞ =
⋃
n>1 Tn ⊂ Z2.
C’est un arbre ape´riodique et re´pe´titif ayant 4 bouts.
Nous appellerons minimal de Ghys-Kenyon l’ensemble X = R[T∞]. D’apre`s le
the´ore`me 2.2.1, il existe un feuilletage par graphes F d’un espace compact X pour
lequel X est une transversale comple`te et R est la relation d’e´quivalence induite
par F . Nous appellerons espace feuillete´ de Ghys-Kenyon ce minimal de l’espace
feuillete´ de Gromov-Hausdorff (T ,F). En fait, d’apre`s le the´ore`me 2.4.1, on peut
remplacer (X,F) par une vraie lamination par surfaces de Riemann (M ,  L), appe-
le´e lamination de Ghys-Kenyon.
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x0
x1
x0
P1
x1
x0
x2
P1
P2
Figure 4: Construction de l’arbre Φ(α)
3.2 Codage des feuilles
Nous allons reconstruire le minimal de Ghys–Kenyon a` l’aide d’une application
Φ : S4 → X qui, a` toute suite α = α0α1 · · · ∈ S4 = {0, 1, 2, 3}N = ZN4 , associe
un arbre ape´riodique et re´pe´titif Φ(α) dans l’enveloppe de T∞. Nous construirons
Φ(α) de proche en proche en partant du sommet x0 = 0 et de l’arbre trivial
P0 = {0}. Pour cela, nous commenc¸ons par identifier les e´le´ments de Z4 avec
les racines quatrie`mes de l’unite´ graˆce a` l’application r : Z4 → C de´finie par
r(k) = e
pi
2
ik. Nous joignons les sommets x0 et x1 = r(α0) par une areˆte de Z2,
puis nous prenons la re´union des images de cette areˆte par les rotations de centre
x1 et d’angle
pi
2
, pi et 3pi
2
. Nous obtenons ainsi un arbre P1 = Φ(α0). Conside´rons
ensuite l’unique areˆte de Z2 qui joint le sommet x2 = x1 + 2r(α1) avec un sommet
de P1. Nous appelons P2 = Φ(α0α1) la re´union de l’arbre P1 et leurs images par
les rotations de centre x1 et d’angle
pi
2
, pi et 3pi
2
. Par re´currence, nous avons une
suite de sommets xn = xn−1 + 2n−1r(αn−1) =
∑n−1
i=0 2
ir(αi) et une suite croissante
de sous-arbres finis Pn de Z2. Alors Φ(α) =
⋃
n>0 Pn =
⋃
n>0 Φ(α0 . . . αn−1) est
un arbre ape´riodique et re´pe´titif ayant au plus 2 bouts. Nous appellerons squelette
de Φ(α) la suite de sommets x0x1 . . . xn . . . identifie´e au chemin d’areˆtes obtenu en
joignant les sommets xn et xn+1 par 2
n areˆtes dans la direction r(αi). Nous venons
de de´finir une application Φ : S4 → T .
Proposition 3.2.1. Le minimal de Ghys-Kenyon X est l’enveloppe R[Φ(α)] de
tout arbre code´ Φ(α). Il se de´compose en la re´union disjointe de la classe R[T∞]
et de l’ensemble sature´
⋃
α∈S4R[Φ(α)].
Preuve. Ve´rifions d’abord que X = R[Φ(α)] pour toute suite α ∈ S4. En effet,
T∞ ∈ R[Φ(α)] car BT∞(0, 2n − 1) = BΦ(α)(xn, 2n − 1)− xn = BΦ(α)−xn(0, 2n − 1).
Donc X = R[T∞] ⊂ R[Φ(α)]. Mais puisque Φ(α) est re´pe´titif, on a l’e´galite´. Pour
montrer la deuxie`me affirmation, on constante que les arbres T∞ et Φ(α) sont dis-
tincts car ils n’ont pas le meˆme nombre de bouts. Leurs classes d’e´quivalenceR[T∞]
etR[Φ(α)] le sont aussi. Il faut ve´rifier que tout arbre T ∈ X−R[T∞] est e´quivalent
a` un arbre Φ(α). En remplac¸ant T par un translate´ T − v, nous pourrons supposer
9
que val(T ) = valT (0) = 1. Nous construirons alors de proche en proche une suite
α ∈ S4 telle que T = Φ(α). Psar hypothe`se, la sphe`re ST (0, 1) = ∂BT (0, 1) est
re´duite a` un point x1 et α0 = r
−1(x1). Supposons connus les codes α0 . . . αn et les
points x0 . . . xn du squelette. Alors la sphe`re ST (xn, 2
n) = ∂BT (xn, 2
n) ve´rifie l’une
des deux conditions suivantes:
i) ST (xn, 2
n) est re´duite a` un seul point xn+1 = xn + 2
nv ou` v ∈ Z4. Dans ce cas,
nous de´finirons αn = r
−1(v).
ii) ST (xn, 2
n) contient deux points x0n+1 et x
1
n+1. Dans ce cas, il existe i ∈ {0, 1}
tel que BT (x
i
n+1, 2
n+2 − 1) = BT∞(0, 2n+2 − 1) (voir la figure 5) et nous de´finirons
xn+1 = x
1−i
n+1 = xn + 2
nv et αn = r
−1(v) avec v ∈ Z4.
xin+1
xn
x1−in+1
~~||
||
||
||
|
bbDDDDD
Figure 5: Le (n+ 1)-ie`me code
Par re´currence, nous aurons une suite α ∈ S4 telle que T = Φ(α).
Conside´rons l’ouvert-ferme´ X62 = {T ∈ X/ val(T ) 6 2}, le Gδ dense Y =
X −R[T∞] =
⋃
α∈S4R[Φ(α)] et le bore´lien Y 62 = Y ∩X62. D’apre`s la preuve de
la proposition ci-dessus, l’application de codage Φ : S4 → Y 62 est surjective.
3.3 Relation cofinale
Si on munit S4 = ZN4 de la topologie produit, engendre´e par les cylindres Ci0...inβ0...βn ={α ∈ S4/αi0 = β0, . . . , αin = βn}, S4 est home´omorphe a` l’ensemble de Cantor.
Soit σ : S4 → S4 le de´placement de Bernoulli donne´ par σ(α)n = αn+1 pour toute
suite α ∈ S4 et tout entier n > 0. Deux suites α et β dans S4 sont cofinales
s’il existe n > 0 tel que σn(α) = σn(β), c’est-a`-dire αm = βm pour tout m > n.
Pour tout couple de suites finies α0 . . . αn et β0 . . . βn, les arbres finis Φ(α0 . . . αn)
et Φ(β0 . . . βn) sont relie´s par Φ(β0 . . . βn) = Φ(α0 . . . αn) − v ou` le vecteur v =∑n
i=0 2
ir(αi)−
∑n
i=0 2
ir(βi) =
∑n
i=0 2
i
(
r(αi)− r(βi)
)
. Un argument simple montre
alors que:
Proposition 3.3.1. Deux arbres code´s Φ(α) et Φ(β) sont R-e´quivalents si et seule-
ment si les suites α et β sont cofinales.
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La remarque pre´ce´dente montre aussi que Φ est injective, ce qui nous donne:
Proposition 3.3.2. L’application Φ : S4 → Y 62 est une bijection
Signalons que l’expansion binaire des e´le´ments de Z4 fournit un home´omor-
phisme entre S4 = ZN4 et S2 = ZN2 , induit par les substitutions 0 → 00, 1 → 10,
2 → 01 et 3 → 11 obtenues en remplac¸ant k ∈ Z4 par un couple d’e´le´ments
a(k) et b(k) de Z2 tels que k = a(k) + 2b(k). E´videmment les relations cofinales
sur S4 = {0, 1, 2, 3}N et S2 = {0, 1}N deviennent isomorphes. Il y a d’ailleurs une
e´quivalence orbitale entre la relation cofinaleRcof sur S2 et la relation d’e´quivalence
engendre´e par la transformation T : {0, 1}N → {0, 1}N de´crite dans l’introduction.
Sauf les suites 000 . . . et 111 . . . qui appartiennent a` une meˆme orbite, les classes
de cofinalite´ co¨ıncident avec les orbites de T .
3.4 Dynamique bore´lienne
Emprunte´e de la the´orie des pavages, la notion de motif est le bon outil pour de´crire
la σ-alge`bre des bore´liens de X. Tout sous-arbre fini P de Z2 contenant l’origine
sera appele´ un motif de Z2. Nous dirons que T ∈ T contient le motif P autour d’un
sommet p si P + p ⊂ T et nous de´finirons XP,p = {T ∈ X/P + p ⊂ T}. Si p = 0,
nous e´crirons simplement XP . Comme pour les pavages [1], les ensembles XP sont
des ouverts-ferme´s de X. Ne´anmoins, les motifs ne suffisent pas pour engendrer
la topologie de X. En effet, la boule B = BX(Φ(00 . . . ), e
−1) est l’ensemble des
arbres T tels que BT (0, 1) = BΦ(00... )(0, 1) = 0• •, mais il n’y a aucun motif P tel
que XP ⊂ B. En fait,
B = X0 • • −
(
X
0•
• ∪X 0• • ∪X 0
•
•
)
.
En ge´ne´ral, pour tout arbre T ∈ X et tout entier r > 0, la boule BX(T, e−r) est
l’ouvert-ferme´ X(P,A) associe´ au motif fin (P,A) ou` P = BT (e, r) et A est l’ensemble
des areˆtes du graphe BZ2(e, r) − BT (e, r − 1) qui rencontrent P . Par conse´quent,
les ouverts-ferme´s XP engendrent la σ-alge`bre des bore´liens.
L’application de codage Φ n’est pas continue, car S4 est compact, mais Y
62 ne
l’est pas. Ne´anmoins, Φ a deux proprie´te´s importantes:
Proposition 3.4.1. L’application Φ : S4 → Y 62 est bore´lienne ouverte.
Preuve. Pour tout motif P , l’ensemble Φ−1(XP ) =
⋃
α0...αn∈P C
0...n
α0...αn
ou` P =
{α0 . . . αn/P ⊂ Φ(α0 . . . αn)}. Par ailleurs, on a Φ(C0...nα0...αn) = XΦ(α0...αn).
Nous pouvons maintenant affirmer que la dynamique transverse bore´lienne de
la lamination de Ghys-Kenyon est repre´sente´e par une machine a` sommer binaire.
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3.5 Propie´te´s ergodiques
Soit R une relation d’e´quivalence mesurable discre`te sur X, munie d’une mesure
quasi-invariante ergodique µ. Par analogie avec la classification des facteurs de F.
J. Murray et J. von Neumann, on peut distinguer trois types de relations:
1) Type In (avec n = 1, 2, . . . ,∞): si R est transitive (avec cardinal #X = n).
2) Type IIn (avec n = 1 ou ∞): si R n’est pas transitive et si µ est e´quivalente a`
une mesure (finie ou infinie) invariante pour R.
3) Type III: s’il n’existe pas de mesure invariante e´quivalente a` µ.
Si µ4 est la mesure de probabilite´ e´quidistribue´e sur S4, alors Rcof est de type II1.
Proposition 3.5.1. La relation d’e´quivalence R sur X est de type II1.
Preuve. Pour tout n > 1, notons Bn la boule de centre T∞ et de rayon n contenue
dans R[T∞]. L’isomorphisme entre R[T∞] et T∞ identifie Bn avec BT∞(0, n). Soit
µn la mesure de comptage sur Bn. Pour tout motif P , on a:
µn(XP ) =
#Bn ∩XP
#Bn
=
#{ p ∈ BT∞(0, n) / P + p ⊂ T∞ }
#BT∞(0, n))
=
A(P, n)
V (n)
Quitte a` extraire une sous-suite, on peut supposer que µn converge faiblement vers
une mesure de probabilite´ µ. Puisque XP est un ouvert-ferme´, on a:
µ(XP ) = lim
n→∞
µn(XP ) = lim
n→∞
A(P, n)
V (n)
= fre´quence du motif P .
D’autre part, pour tout sommet v ∈ P , l’ensemble XP − v = XP−v est l’image de
XP par la translation τv(T ) = T − v. Si T∞ contient le motif P autour d’un point
p ∈ BT∞(0, n−r), il contient aussi le motif P −v autour du point p+v ∈ BT∞(0, n)
avec r >‖v‖. Donc
|µn(XP − v)− µn(XP ) |6 V (n)− V (n− r)
V (n)
6 V (n+ r)− V (n− r)
V (n)
pour tout n ∈ N. Mais puisque la fonction V (n) est a` croissance sous-exponentielle,
il vient limn→∞ |µn(XP − v)− µn(XP ) |= 0 et donc µ est invariante pour R.
Proposition 3.5.2. L’application Φ de´finit une e´quivalence orbitale stable entre
les relations d’e´quivalence mesure´es Rcof sur S4 et R sur X.
Preuve. Puisque le sature´ de Y 62 est de mesure totale, il nous suffit de de´montrer
que Φ : S4 → Y 62 envoie µ4 sur une mesure e´quivalente a` µ|Y 62 . Par l’invariance
de µ, on a µ(X62) = 3
4
et donc µX62 =
4
3
µ|X62 est une mesure de probabilite´ sur
X62 invariante pour R|X62 . L’inverse de Φ envoie la mesure induite par µX62 sur
une mesure de probabilite´ sur S4 invariante pour Rcof . L’unicite´ ergodique de µ4
entraˆıne que Φ∗µ4 = µX62|Y 62 .
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The´ore`me 3.5.3. La dynamique transverse mesurable de la lamination de Ghys-
Kenyon (M ,  L) est re´presente´e par une machine a` sommer binaire. En outre, elle
est uniquement ergodique.
Un tre`s joli re´sultat d’E´. Ghys [3] permet de parler du type topologique des feuilles
ge´ne´riques de  L. De notre cas, on a que:
i) il y a un ensemble sature´ re´siduel et de mesure totale dont toutes les feuilles ont
exactement un bout;
ii) il y a un ensemble sature´ maigre et de mesure nulle constitue´ par une infinite´
non de´nombrable des feuilles ayant deux bouts;
iii) il y a une seule feuille avec quatre bouts.
Le point essentiel est de ve´rifier qu’il y a correspondance biunivoque entre l’ensemble
des feuilles ayant deux bouts et l’ensemble des suites de S4 contenant un nombre
fini de de´tours et une infinite´ d’aller et retours. Pour toute suite α ∈ S4, nous
appelons aller et retour (resp. de´tour) tout couple αnαn+1 avec αn 6= αn+1 ayant la
meˆme (resp. distincte) parite´. Cela permet de montrer que l’ensemble des feuilles
a` deux bouts est non de´nombrable de mesure nulle. D’apre`s le lemme 2.6 de [2],
l’ensemble des feuilles ayant un bout est re´siduel.
4 Dynamique topologique
Toutes les R-classes du minimal de Ghys-Kenyon sont obtenues a` partir des meˆmes
motifs par un meˆme proce´de´ d’inflation. Nous utiliserons l’inclusion de ces motifs
dans les motifs qui re´sultent de l’inflation pour de´crire sa dynamique topologique.
4.1 Relations d’e´quivalence affables
Une relation d’e´quivalence β-discre`te R sur un espace localement compact se´pare´
X est dite compacte [5] si R−∆ est compact ou` ∆ est la diagonale de X ×X.
De´finition 4.1.1 ([5]). Une relation d’e´quivalence R de´finie sur un espace totale-
ment disconnexe X est dite affable s’il existe une suite croissante de relations
d’e´quivalence compactes Rn telle que R =
⋃
n∈NRn. Si on munit R de la topolo-
gie limite inductive, alors R = lim−→Rn est une relation d’e´quivalence β-discre`te
approximativement finie (AF en abre´ge´).
Un diagramme de Bratteli est un graphe oriente´ B = (V,E) dont les ensembles
de sommets et d’areˆtes admettent des de´compositions V =
⊔
n>0 Vn et E =
⊔
n>0En
ou` Vn et En sont des ensembles finis non vides tels que pour toute areˆte e ∈ En,
l’origine α(e) ∈ Vn et l’extremite´ β(e) ∈ Vn+1 [5]. On appelle source tout sommet
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v tel que β−1(v) = ∅. Soit XB l’espace des chemins infinis enen+1en+2 . . . (avec
α(ei+1) = β(ei)) issus d’une source α(en) de B. La relation d’e´quivalence cofinal RB
sur XB (qui identifie enen+1 . . . et e′m, e
′
m+1 . . . s’il existe N > m,n tel que e′i = ei
pour tout i > N) est affable. En fait, d’apre`s [5], toute relation d’e´quivalence AF
sur X est isomorphe a` la relation cofinale RB sur XB de´finie par un diagramme de
Bratteli B.
4.2 Affabilite´ du minimal de Ghys-Kenyon
Soit Pn = {A0n, A1n, A2n, A3n, B0n, B1n, Cn} la famille de motifs basiques de taille n
de´finis par Akn = BT∞(0, 2
n − 1) ∪ ekn, Bkn = BT∞(0, 2n − 1) ∪ ekn ∪ ek+2n et Cn =
BT∞(0, 2
n) ou` ekn est l’areˆte qui re´lie (2
n − 1)r(k) et 2nr(k) pour tout k ∈ Z4 (voir
la figure 6). Deux e´le´ments T et T ′ de X −XCn sont Rn-e´quivalents s’il existe un
motif basique P ∈ Pn − {Cn} et deux sommets v, v′ ∈ P avec ‖ v ‖, ‖ v ‖< 2n tels
que P ⊂ T − v = T ′ − v′. D’autre part, la relation Rn est triviale sur XCn .
A00 A
0
1 = C0 + A
0
0 + A
1
0 + A
3
0 +B
0
0
A10 A
1
1 = C0 + A
0
0 + A
1
0 + A
2
0 +B
1
0
A20 A
2
1 = C0 + A
1
0 + A
2
0 + A
3
0 +B
0
0
A30 A
3
1 = C0 + A
0
0 + A
2
0 + A
3
0 +B
1
0
B00 B
0
1 = C0 + A
1
0 + A
3
0 + 2B
0
0
B10 B
1
1 = C0 + A
0
0 + A
2
0 + 2B
1
0
C0 C1 = C0 + 2B
0
0 + 2B
1
0
Figure 6: Les familles P0 et P1 et les re`gles d’inflation
Proposition 4.2.1. Les relations d’e´quivalence Rn sont compactes et ouvertes
dans R et donc R∞ =
⋃
n∈NRn est affable et ouverte dans R.
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Preuve. Montrons que Rn est ouverte dans R. Pour tout couple (T, T ′) ∈ Rn, il
existe un motif P ∈ Pn et deux sommets v, v′ ∈ P avec ‖ v ‖, ‖ v′ ‖< 2n tels que
P ⊂ T −v = T ′−v′. Choisissons N > 0 tel que P +v ⊆ BT (0, N), puis conside´rons
l’ouvert U = {T ′′ ∈ X/BT ′′(0, N) = BT (0, N)} de X et l’ouvert O(U,w) de R ou`
w = v−v′. Pour tout T ′′ ∈ U , le couple (T ′′, T ′′−w) ∈ Rn car T ′′ contient le motif
P autour de v. Donc (T, T ′) ∈ O(U, v) ⊂ Rn. Alors Rn est la re´union des ouverts
O(U,w) associe´s motifs P ∈ Pn et aux sommets v, v′ ∈ P tels que ‖v ‖, ‖v′ ‖< 2n.
En remplac¸ant U par l’ouvert-ferme´ XP,v et O(U,w) par le graphe de la translation
T ′′ 7→ T ′′ − w de´finie sur XP,v, nous aurons que Rn est compacte.
Toutes les classes d’e´quivalence de R et R∞ sont e´gales, sauf celle de T∞ qui se
de´compose en la re´union de la classe triviale {T∞} et de quatre classes isomorphes
aux composantes connexes de T∞ − {0}. La dynamique topologique de R∞ est
repre´sente´e par le diagramme de Bratteli B = (V,E) ou` V0 = {0}, Vn+1 = Pn =
{A0n, A1n, A2n, A3n, B0n, B1n, Cn} et P ∈ Pn est relie´ par une areˆte de En+1 a` Q ∈ Pn+1
si et seulement si Q contient une copie fide`le de P . L’isomorphisme Ψ : X → XB
entre R∞ et RB est donne´ par Ψ(T ) = (e0, e1, . . . ) ou` β(en) est l’unique motif
P ∈ Pn+1 pour lequel T−v appartient a` l’ouvert-ferme´ X(P,A) avec v ∈ P et A forme´
des areˆtes de BT∞(0, 2
n+1) qui n’appartiennent pas a` P . Pour tout T ∈ X avec
val(T ) = 4, l’origine 0 est l’intersection des translate´s de quatre motifs basiques
de taille n. Nous modifierons alors Rn pour que 0 devienne e´quivalent aux autres
points du translate´ de A0n ou de B
0
n. Nous obtiendrons ainsi une suite de relations
d’e´quivalence compactes R′n ⊃ Rn. Alors R′∞ =
⋃
n∈NR′n est affable. Puisque les
bouts de la feuille de F passant par T∞ sont partout denses, R[T∞] se de´compose
en la re´union de quatre orbites denses et donc R′∞ est minimale. Nous pouvons
maintenant appliquer le corollaire 4.17 de [5]:
The´ore`me 4.2.2. La relation d’e´quivalence R est affable et la dynamique trans-
verse de la lamination de Ghys-Kenyon est re´presente´e par un syste`me dynamique
minimal sur l’ensemble de Cantor.
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