Abstract-The main role of rate control in video coding is to handle a trade-off between a bandwidth limit and a video quality. In the low-delay video communication systems, its responsibility is more important. In this work, we propose a new rate control algorithm. In this paper, we have two approaches: one is a consideration of variations among the frames at the framelevel bit allocation, and the other is a model-based adaptive quantization at the macroblock-level. The proposed scheme is done with a low computational complexity. For simulations, we implement the proposed algorithm to H.263 video codec since it is widely used as a video coding tool in real-time mobile AV systems. The proposed scheme shows more improved picture quality than H.263 TMN8 and generates coding bits close to the target bits. The results also show more regular PSNR fluctuation than H.263 TMN8.
I. INTRODUCTION
The video codec plays an important role in the mobile video communication systems. The block-based hybrid coding schemes, such as MPEG and H.26x series [1] - [3] , are widely used to the video communication systems. Together with the coding efficiency of video codec, the quality control is the most important factor, which should be considered. The performance of general coding tools, such as an accuracy level of motion estimation/compensation and variable length coding, is determined by the capability of the systems. However, the general video coding is a lossy coding that the loss of information is done by the quantization process and it is controlled by the rate control.
The main role of rate control is to control the trade-off between coding efficiency and video quality. It regulates the coded bit streams to meet the channel rate while keeping a good picture quality. The other objective of the rate control is a buffer control to avoid an overflow and underflow. Especially, the real-time video communication requires a very small endto-end delay to provide better quality service.
The rate control for low-delay system is done at two layers: frame-level and macroblock-level. The macroblock-level rate control does a regularization of coding bits close to the target bits. In the recent research, its approaches are based on the R-D model [5] , [11] . The rate control solutions introduced in MPEG-4 and H.263 TMN8 are designed based on the R-D model [2] - [4] .
The rate control algorithm proposed in this paper is also based on R-D model. The previous R-D model-based solutions defined the source characteristics as a single model. However, it can cause an exhaustive approximation problem. In order to solve that, we design a R-D model, which is done at macroblock-level to determine the quantization parameter, based on the Generalized Gaussian Distribution (GGD) [6] - [9] . We also consider the variation among frames at framelevel rate control. It can make more adaptive bit-allocation to the frames and reduce the weakness of the predictive coding, such as a scene change. In the following two sections, we describe the proposed rate control algorithm in two-level: frame and macroblock levels. In section IV, we demonstrate the simulation results for the proposed algorithm compared with H.263 TMN8 rate control algorithm. Finally, we conclude the meaning of this paper.
II. FRAME-LEVEL RATE CONTROL
In real-time video, such as video conferencing, the endto-end delay is to be very small. Therefore, the frame-level optimization is an inadequate to the above system since it requires more elaborate source statistics. In this point, we make an optimization process in a quantization parameter decision that it is done at the macroblock level.
Our bit-allocation scheme is based on the algorithm shown in H.263 TMN8. The bit allocation used in H.263 TMN8 just considers buffer level to adjust target bits to allocate the current frame. It leads a weakness for the case of scene change. Especially, real-time video, such as video telephony, the change of scene has a high possibility being occurred. In order to compensate this limit, we reflect the difference/variation ratio among frames to give more adaptive bit allocation.
The total coding bits, that are spent to encode frames for a second, should be similar to the target bits, which is the pre-determined channel capacity. It is expressed in Eq. (1).
R and R i indicate the target bits per second and the number of coding bits used to encode the i-th frame, respectively. F is the number of frames to be encoded.
The target bits for a frame, R i , is simply obtained as shown in Eq.(2).
The K i denotes the frame variation ratio, and M indicates the MAD(Mean Absolute Difference). In order to see an overall variation among previous coded frames, we consider five reconstructed reference frames. The value of K i can be increased on a sudden. In this case, we may have a trouble by a shortness of bits required to encode the remaining frames. Therefore, we restrict the range of K i between 0.8 and 1.2. The ∆ is obtained as a same method used in H.263 TMN8.
in which by default Z is set by 0.1. ∆ is a small value that provides feedback from the buffer fullness W . If W is larger than 10 percentage of M , the frame target B is slightly decreased. Otherwise, B is slightly increased. Since B ≈ B, the buffer fullness is W ≈ max(W prev −∆, 0) and, as a result, the ∆ correction will help maintain a small number of bits in the buffer without underflow.
III. MACROBLOCK-LEVEL RATE CONTROL
In this work, we are concerned about the R-D function of GGD:
where β is the shape factor, which describes a decay rate of the distribution, and γ is the coding parameter that depends on the shape factor and the standard deviation of the source. As a change of the shape factor, the distribution form is determined. The selection of the proper shape parameter is important since the quantization parameter is determined as the source characteristics. Together with the importance of shape parameter, the distortion, which is caused by the quantization parameter, is also key factor should be considered to determine a quantization parameter. We define a distortion model that is designed as a function of the quantization parameter. In general, the distortion by the quantization is defined as follows,
where c is the distortion parameter that represents a relationship between distortion and quantization parameter. The value of distortion parameter gives an inspiration to make a regionbased rate control scheme. We don't handle that issue in this paper. The decision of distortion parameter will be described in the next section. From Eq. (4) and Eq. (5), we can derive a rate-quantization model as follows:
In Eq. (6), the shape factor β and γ take charge of a key role to model the source distribution. We will explain how we get those parameters in following sections.
A. Shape factor
The shape factor is an important parameter to model a form of the source distribution. However, the exact estimation of the shape parameter for the source is not easy. It also requires a high computational complexity. In order to avoid this problem, some researches have been studied to find the optimal shape factor with small complexity [7] , [8] . In this work, we simply decide the shape factor by a similarity between two adjacent images.
where x and x denotes the samples, which are placed on the corresponding point, in the current and the reference frames, respectively. In this work, we assume that the source distribution is modeled as one of forms existing between Laplacian, that is defined by the value of 1, and Gaussian, which is defined by the value of 2, distributions.
B. Model and Distortion parameters decision
The model parameter γ is important to determine a quantization parameter. In Eq.(9), the model parameter is derived by β, σ, and Γ-function.
As mentioned in the previous subsection, we limit the range of the shape factor, β, between 1 and 2. In this case, the range of Γ(3/β) Γ(1/β) is placed between 0.7071 and 1.4142. Therefore, we can derive the equation to obtain a model parameter, γ, as follows:
To compensate the difference between the coding bits and target bits, we adjust a model parameter by the adjustment value, δ. The update and compuation of delta is explained in the coming subsection. In Eq.(5), we design a distortion model by a distortion parameter, c, and a quantization parameter, Q i . In order to decide the distortion parameter for each macroblock, we consider the typical distortion measure of quantization [3] . 
where B T denotes the target bits for a frame, σ i is the standard deviation for the i-th macroblock. N is the number of macroblocks in a frame.
C. QP Computation and Update Parameters
The quantization parameter is computed by the designed rate-quantization model shown in Eq. (6) . The parameters, that are required in Eq. (6) , are obtained in pre-processing stages before determining a quantization parameter.
After encoding a macroblock, we update information to be used for the next coding. In parameters being updated, the adjustment value for model parameter should be taken into account to compensate the difference between the estimating result and the actual result. Let R T be the target bits per pixel and R A be the coding bits. Theoretically, R A and R A follow the rate-quantization model since it was based on the rate-distortion function. Thus, we can express R A and R A as follows:
where γ T and γ A denote the estimated and the actual model parameters. From the relationship between Eq.(14) and Eq. (15), we can compute the adjustment value, δ.
Therefore,
where
The value of A is small. In here, we should keep in mind the meaning of δ. In Eq.(10), δ is a value to adjust the current model parameter, and it is based on the ratio between the estimated model parameter and the real model parameter.
We also update the counter. When each maroblock is coded, the counter is increased by 1.
IV. EXPERIMENTAL RESULTS

A. Experimental Conditions
In order to estimate the performance of the proposed algorithm, we implement the proposed algorithm into the H.263 video codec. Table I . shows the experimental conditions for our simulation. The proposed algorithm is applied for the P-frames because B-frame coding is not used in the low bit-rate real-time communication system. The encoding of the frame type of B does a bi-directional predictive coding, and it requires much complexity and time consumption. Therefore, we use IPPP GOP structure for simulation. For the I-frames, we use the fixed quantization parameter value, which is 13. Test video sequences used for simulation are "Foreman," "News," and "Carphone" sequences. The format of sequences is QCIF with 4:2:0. We use three target bits, which are 36, 48 and 64 kbps. These target bits are generally used as a target bits in video conference video systems, such as 3G handset. Frame rates used in experiment are 10 fps and 15 fps.
B. Performances
In order to evaluate the performance of the proposed rate control algorithm, we compare the results with the results of H.263 TMN8 [3] . The main purpose of the rate control is to provide an enhanced video quality within given constraints. Therefore, we can pass a judgment by considering two factors, PSNR and coding bits.
One of measures to evaluate the performance of the rate control method is the coding bits that should be generated close to target bits. When the rate control algorithm fully uses a target bits, we can get more improved results. For experiments, we use three low target bits, 36, 48, and 64 kbps. As shown in Table II , the proposed algorithm generates the number of bits close to the target bits. Table III describes the comparison of the average PSNR values for the proposed rate control algorithm and H.263 TMN8. The proposed scheme provides improved coding efficiency rather than that of the other. For the overall sequences, the proposed scheme have PNSR gains over 0.1dB. Fig. 1, Fig. 2 , and Fig. 3 show comparisons of the R-D curve during encoding "Carphone," "News," "Foreman" sequences. The solid line indicates the result by the proposed scheme and the dashed line is the result by H.263 TMN8 method. The proposed algorithm provides less PSNR fluctuation than H.263 TMN8. It means that our scheme can provide better quality stabilization. V. CONCLUSION
In this paper, we proposed an adaptive model-based rate control scheme considering frame variations. The frame variation is to allocate the target bits to the frame to be coded, and it does an role to reduce the exhaustive quality fluctuation. The quantization parameter decision at macroblock-level rate control is done by the rate-quantization model, which is designed based on the rate-distortion function of GGD. The experimental results describe the proposed rate control algorithm provide more regular PSNR curve than H.263 TMN8. We can also show that the proposed rate control scheme generates coding bits close to the target bits and provides improved coding efficiency at low bit rates. 
