ABSTRACT. In this paper, we prove the Lipschitz regularity of continuous harmonic maps from an finite dimensional Alexandrov space to a compact smooth Riemannian manifold. This solves a conjecture of F. H. Lin in [36] . The proof extends the argument of Huang-Wang [26] .
INTRODUCTION
Gromov-Schoen [20] initiated to study harmonic maps into singular spaces by the calculus of variation. A general theory of (variational) harmonic maps between singular spaces was developed by Korevaar-Schoen [33] , Jost [30, 31] and Lin [36] , independently. The regularity problem is a classical problem in the theory of harmonic maps, which has attracted the attention of many researchers. For the harmonic maps between smooth Riemannian manifolds, many regularity and singularity results have been established (see, for example, [40, 23, 5, 13, 15, 24, 46, 47, 10, 11, 41, 37] and the survey [22] and the book [38] ). The regularity of harmonic maps from singular spaces (or manifolds with singular metric) has also been developed extensively, such as [12, 31, 49, 36, 27, 35, 53, 51] ).
An Alexandrov space (with curvature bounded from below) is a metric space such that Toponogov comparison theorem of triangles holds locally [7, 6] . Some topological singularity may occur in an Alexandrov space. In this paper, we are interested in the regularity of harmonic maps from an Alexandrov space with curvature bounded from below to a smooth Riemannian manifold. F. H. Lin [36] first established a partial Hölder continuity for energy minimizing maps as follows.
Theorem 1.1 (F. H. Lin [36]). Let Ω be a bounded open domain in an n-dimensional Alexandrov space with curvature bounded from below by k, and let N be a compact smooth Riemannian manifold. Suppose u is an energy minimizing map, then u is locally Hölder continuous in Ω away from a relatively closed subset of Hausdorff dimension n − 3.
Recall that the theory of regularity for harmonic maps between smooth manifolds includes two main steps: (i) to establish a (partial) Hölder continuity, and (ii) to improve the Hölder continuity to C 1,α -regularity for some α ∈ (0, 1). Considering the regularity of harmonic maps from Alexandrov spaces, based on the partial Hölder regularity of Theorem 1.1, F. H. Lin posted the following conjecture. Conjecture 1.2 (F. H. Lin [36] ). The Hölder continuity can be improved to the Lipschitz continuity in Theorem 1.1.
In this paper, we will prove the following Lipschitz regularity. Comparing with the Hölder estimate in Lin [36] and Shi [49] , they only used the fact the metric of Alexandrov space is locally L ∞ in the regular point(see Subsection 2.2). However, one can construct example (see Shi [49] or [14] ) to show that Hölder estimate is optimal if the coefficient of an elliptic operator is only L ∞ . One cannot expect the Lipschitz estimate for such operator. An example in Chen [12] showed also that the Hölder continuity is optimal if the domain space has no a lower bound of curvature. Therefore, in order to show Theorem 1.3, we have to use more information about Alexandrov space. One important estimate to our proof is the Lipschitz estimate for harmonic function which is a special harmonic map to R. We will use the Lipschitz estimate (see Section 3, see also [52] ) for harmonic function several times in our proof and will use the fact that the smooth target N could be able to embed isometrically into Euclidean space.
As a direct consequence of the combination of Theorem 1.1 and Theorem 1.3, we solve Conjecture 1.2 completely. Remark 1.5. In [36] Lin posted a Lipschitz regularity conjecture of harmonic map from an Alexandrov space to a nonpositive curvature metric space. Such conjecture was completely solved by H. C .Zhang-X. P. Zhu [53] by constructing a nonlinear version of Hamilton-Jacobi flow for harmonic map. Our proof of Theorem 1.3 is independent of their techniques and results.
Recalling the case when the domain space of the harmonic maps is smooth, Theorem 1.3 has been proved in [15, 46] . See [8] for an elementary proof in this case. Recently, HuangWang [26] provided another new proof in this case, based on Riesz potential estimate and the Green function on R n . Our proof of Theorem 1.3 is an extension of Huang-Wang's argument but there is a subtle point. Since it is not known how to get a suitable regularity of Green functions on a general Alexandrov space, then, we will prove a gradient estimate for the Poisson equations with a L 1 -data, via a estimate of heat kernels on Alexandrov spaces, which is given in Sect. 3 (see Proposition 3.2).
In Sect. 2, we will collect some basic concepts and informations of analysis on Alexandrov spaces. In Sect. 4, we will provide some basic facts on harmonic maps on Alexandrov spaces. In the last section, we will give the proof of Theorem 1.3. A key step is to established a Morrey-type decay estimate (see Proposition 5.1). Let (M, | · · |) be a complete metric space. It is called a geodesic space if, for every pair points p, q ∈ M, there exists a point r ∈ M such that |pr| = |qr| = |pq|/2. Fix any k ∈ R. Given three points p, q, r in a geodesic space M, we can take a triangle △pqr in M 2 k such that |pq| = |pq|, |qr| = |qr| and |rp| = |rp|, where M 2 k the simply connected, 2-dimensional space form of constant sectional curvature k. If k > 0, we add the assumption |pq| + |qr| + |rp| < 2π/ √ k. We let ∠ k pqr denote the angle at the vertexq of the triangle △pqr, and we call it a k-comparison angle. Definition 2.1. Let k ∈ R. A geodesic space M is called an Alexandrov space with curvature bounded below by k, denoted by curv k, if it satisfies the following properties:
(i) it is locally compact; (ii) for any point x ∈ M, there exists a neighborhood U of x such that the following condition is satisfied: for any two geodesics γ(t) ⊂ U and σ(s) ⊂ U with γ(0) = σ(0) := p, the k-comparison angles ∠ κ γ(t)pσ(s) is non-increasing with respect to each of the variables t and s.
Let M be an Alexandrov space with curv k for some k ∈ R. It is well known that the Hausdorff dimension of M is always an integer or +∞ (see, for example, [6, 7, 4] ). In the following, the terminology of "an (n-dimensional) Alexandrov space M" means that M is an Alexandrov space with curv k for some k ∈ R and that its Hausdorff dimension dim H = n. We denote by µ := H n the n-dimensional Hausdorff measure on M. It holds the corresponding Bishop-Gromov inequality. Moreover, it holds the following local Alfors' regularity: For any bounded domain Ω in an n-dimensional Alexandrov space with curv k, there exist two positive constants C 1 , C 2 , (depending on the diameter of Ω and µ(Ω), if k > 0, we add to assume that
Indeed, by the Bishop inequality (see [7] ), we obtain the upper bound
and the Bishop-Gromov inequality (see [7] ) implies the lower bound
On an n-dimensional Alexandrov space M, the angle between any two geodesics γ(t) and σ(s) with γ(0) = σ(0) := p is well defined, as the limit
∠ κ γ(t)pσ(s).
We denote by Σ ′ p the set of equivalence classes of geodesic γ(t) with γ(0) = p, where
is a metric space, and its completion is called the space of directions at p, denoted by Σ p . It is known (see, for example, [6] or [7] ) that (Σ p , ∠) is an Alexandrov space with curvature 1 of dimension n − 1. The tangent cone at p, T p , is the Euclidean cone over Σ p . The "scalar product" is given on T p by
where o is the vertex of T p . The exponential map exp p : W p ⊂ T p → M is defined in the standard way. Generally speaking, the domain W p may not contain any neighborhood of o. This is one of the technical difficulties in Alexandrov geometry.
Definition 2.2 (Boundary, [7] ). The boundary of an Alexandrov space M is defined inductively with respect to dimension. If the dimension of M is one, then M is a complete Riemannian manifold and the boundary of M is defined as usual. Suppose that the dimension of M is n 2. A point p is a boundary point of M if Σ p has non-empty boundary.
From now on, we always consider Alexandrov spaces without boundary. We refer to the seminar paper [7] or the books [6, 4] for the details.
Singularity and (almost) Riemannian structure.
Let k ∈ R and let M be an n-dimensional Alexandrov space with curv k. For any δ > 0, we denote
, where ω n−1 is the Riemannian volume of the standard (n − 1)-sphere. S δ is close (see [7] ). Each point p ∈ S δ is called a δ-singular point. The set
Otherwise it is called a regular point. Equivalently, a point p is regular if and only if T p is isometric to R n ( [7] ). Since we always assume that the boundary of M is empty, it is proved in [7] that the Hausdorff dimension of S M is n − 2. We remark that Ostu-Shioya in [42] constructed an Alexandrov space with nonnegative curvature such that its singular set is dense.
Some basic structures of Alexandrov spaces have been known in the following.
Proposition 2.3. Let k ∈ R and let M be an n-dimensional Alexandrov space with curv k.
(1) There exists a constant δ n,k > 0 depending only on the dimension n and k such that for each δ ∈ (0, δ n,k ), the set M\S δ forms a Lipschitz manifold ( [7] ) and has a C ∞ -differentiable structure ( [34] ).
(2) There exists a BV loc -Riemannian metric g on M\S δ such that • the metric g is continuous in M\S M ([42, 44]); • the distance function on M\S M induced from g coincides with the original one of M ([42]);
• the Riemannian measure on M\S M induced from g coincides with the Hausdorff measure of M ( [42] ).
Sobolev spaces and Laplacian on Alexandrov spaces.
Several different notions of Sobolev spaces on metric spaces have been established, see [9, 2, 34, 48, 33, 21] . They coincide with each other in the setting of Alexandrov spaces.
Let M be an n-dimensional Alexandrov space with curv k for some k ∈ R. Let Ω be an open domain in M. We denote by Lip loc (Ω) the set of locally Lipschitz continuous functions on Ω, and by Lip 0 (Ω) the set of Lipschitz continuous functions on Ω with compact support in Ω.
For any 1 p +∞ and f ∈ Lip loc (Ω), its W 1,p (Ω)-norm is defined by
where Lip f (x) is the pointwise Lipschitz constant ( [9] ) of f at x:
Sobolev space W 1,p (Ω) is defined by the closure of the set of locally Lipschitz functions f
Here and in the following, "Ω ′ ⊂⊂ Ω" means Ω ′ is compactly contained in Ω. The space W 1,p (Ω) is reflexible for any 1 < p < ∞ (see, for example, Theorem 4.48 of [9] 
Let Ω be an open set and denote Ω * := Ω \ S δ = Ω ∩ M * . An important fact is the following denseness result given in [34] . (Ω), its Lapacian ∆ f is a linear functional acting on Lip 0 (Ω) given by
Lemma 2.4 (Kuwae et al. [34]). Let Ω be bounded open. For each u
This Laplacian (on Ω) is linear and satisfies the Chain rule and Leibniz rule (see [42, 34, 16] ). Fix any sufficiently small δ > 0. Thanks to Lemma 2.4, it suffices to take the test function
(Ω) is call subharmonic if ∆ f 0 in the sense of distributions, that is Ω ∇ f , ∇φ dµ 0 for all 0 φ ∈ Lip 0 (Ω). A basic fact is the maximum principle, which is well-known for experts (see, for example [9, Theorem 7.17] or [19] ). For the convenience of readers, we include a proof here.
Here sup Ω means esssup Ω . 
Then ( f − f H ) + = 0 almost everywhere, by Poincaré inequality. That is f f H almost everywhere in Ω. This yields sup Ω f sup Ω f H , and finishes the proof.
The heat flows on Alexandrov spaces.
Let M be an n-dimensional Alexandrov space with curv k for some k ∈ R. The Dirichlet energy E is defined by
This energy E gives a canonical Dirichlet form on L 2 (M) with the domain
It has been shown [34] that the canonical Dirichlet form (E , D(E )) is strongly local and that for f ∈ D(E ), the energy measure of f is absolutely continuous w.r.t. µ with the density |∇ f | 2 . Moreover, the intrinsic distance d E induced by E coincides with the original distance d. 48]). Let ∆ E and {P t f } t 0 be the infinitesimal generator (with the domain D(∆ E )) and the heat flow induced from (E , D(E )). It is proved in [50, 34] that there exists a locally Hölder continuous symmetric heat kernel p t (x, y) of P t such that
Moreover, the following estimates for heat kernel have been proved in [29] .
Lemma 2.7. Let M be an n-dimensional Alexandrov space with curv k for some k ∈ R.
There exist two constants C 1 , C 2 > 0, depending only on k and n, such that
for all t > 0 and all x, y ∈ M, and
for all t > 0 and µ-almost all x, y ∈ M.
We need the following result on cut-off functions, (which holds on more general RCD * (K, N)-spaces, see [39, Lemma 3.1] and [3, 17, 25] ). 
It was shown [16] that the above distributional Laplacian is compatible with the generator ∆ E of the canonical Dirichlet form (E , D(E )) in the following sense:
Moreover, in this case, it holds ∆ f = ∆ E f in the sense of distributions.
GRADIENT ESTIMATES TO POISSON EQUATIONS
We first give a gradient estimate of heat flows as follows.
Lemma 3.1. Let n 2 and k ∈ R, and let M be an n-dimensional Alexandrov space with
Let u(t, x) be a solution to the non-homogeneous heat equation
       ∂ ∂t u(t, x) = ∆ E u(t, x) + F(t, x) u(0, x) = u 0 (x) ∈ L 2 (M).
If both u 0 andF(x) are supported in B R (x 0 ). Then we have the gradient estimate of u(t, x) as
follows.
for almost all x ∈ B R (x 0 ) and all t ∈ (0, min{T, R 2 }), where E f dµ := 1 µ(E) E f dµ for any measurable set E and f ∈ L 1 (E).
Proof. From the Duhamel's principle (see Theorem 3.5 on Page 114 in [43] ), the solution u(t, x) is unique and has a representation as follows. 
|∇p t−s (x, y)|F(y)dµ(y)ds
From (2.5) and the Bishop-Gromov inequality we get that for almost all x ∈ B R (x 0 ) and any √ t R,
where and in the sequel of this proof, all constants C 1 , C 2 , · · · depend only on n, k and R. Hence, we obtain
|u 0 (y)|dµ(y) (3.4) and, by taking τ =
where we have used n 2 and ∞ 0 τ (n−3)/2 e −τ/5 dτ C n . The desired estimate comes from the combination of (3.3) and (3.4), (3.5).
We need the following local gradient estimate for Poisson equations. 
for almost all x ∈ B R/4 (x 0 ).
Proof. (i)
We first consider the case of f ∈ L 2 loc (B R (x 0 )). Let φ : M → [0, 1] be a cut-off function such that φ = 1 on B R/3 (x 0 ), φ = 0 out of B 2R/3 (x 0 ), and R|∇φ| + R 2 |∆φ| C n,k,R (see Lemma 2.8). Then it is clear that uφ ∈ W 1,2 0 (B R (x 0 )) ⊂ W 1,2 (M) and
By (2.6), we obtain that uφ ∈ D(∆ E ) and ∆ E (uφ) = g.
By Lemma 3.1, we obtain, by taking t = R 2 , for almost all x ∈ B R/4 (x 0 ),
where the constant C 1 depends only on n, k and R. Noting that |∇φ| + |∆φ| = 0 on B R/3 (x 0 ), we have for almost all x ∈ B R/4 (x 0 ),
where we have used d(x, y) R/12 provided x ∈ B R/4 (x 0 ) and y ∈ B R (x 0 )\B R/3 (x 0 ). Hence, we get, for almost all x ∈ B R/4 (x 0 ),
where the constant C 2 depends only on n, k and R.
(ii) We consider the case of 0
We solve the equation ∆u j = f j on B 3R/4 (x 0 ) with u j − u ∈ W 1,2 0 (B 3R/4 (x 0 )) (in the sense of distributions). By ∆(u − u j ) = f − f j 0 in the sense of distributions. The maximum principle (Lemma 2.6) implies that, for almost all x ∈ B 3R/4 (x 0 ),
Similarly, the combination of the facts ∆u j 0, u j −u ∈ W 1,2 0 (B 3R/4 (x 0 )) and u ∈ L ∞ (B 3R/4 (x 0 )), by the maximum principle (Lemma 2.6) implies that sup B 3R/4 (x 0 ) u j sup B 3R/4 (x 0 ) u, for each j ∈ N. Then, we obtain, by combining with (3.9),
By using ∆(u j − u) = f j − f in the sense of distributions, we have
It follows that |∇u j | → |∇u| in L 2 (B 3R/4 (x 0 )) as j → ∞. In particular, (up to a subsequence,) we have lim j→∞ |∇u j |(x) = |∇u|(x) at µ-a.e. x ∈ B 3R/4 (x 0 ). By applying (3.8) to u j , and facts (3.10) and 0 f j f , and then letting j → ∞, we get
for almost all x ∈ B R/4 (x 0 ). The proof is finished.
HARMONIC MAPS FROM ALEXANDROV SPACES
Let (N, h) be a compact smooth Riemannian manifold. By Nash's imbedding theorem, we can assume that N is isometrically embedded into an Euclidean space R ℓ . Let M be an ndimensional Alexandrov space with curv k for some k ∈ R. Fix any open domain Ω ⊂ M, the Sobolev space W 1,2 (Ω, N) is defined by
e. x ∈ Ω and the energy
(Ω, N) is a (weakly) harmonic map, if it is a critical point of E(·) on any subdomain Ω ′ ⊂⊂ Ω. In particular, any energy minimizing map is harmonic. (ii) Now we consider the general case where Ω is a domain of an Alexandrov space. From Proposition 2.3, we can fix a number δ ∈ (0, δ n,k ) sufficiently small such that M * := M \ S δ is a C ∞ -manifold. Thus, the case (i) asserts that
Moreover, if the image of u is included in a geodesic
(4.5) Ω ∇u, ∇Φ dµ = Ω A(∇u, ∇u) · Φdµ, ∀ Φ ∈ Lip 0 (Ω\S δ , R ℓ ).
By Lemma 2.4, it is clear that the test (vector value) function
. This is the assertion (4.2). The estimates (4.3) can be obtained by a similar argument. The proof is finished.
FROM CONTINUITY TO LIPSCHITZ CONTINUITY
In this section, we will prove Theorem 1.3. Throughout this section, we assume always that Ω is a bounded domain of an n-dimensional Alexandrov space with curv k for some k ∈ R, and that (N, h) is compact smooth Riemannian manifold, isometrically embedded into R ℓ , and let u ∈ W 1,2 (Ω, N) be a harmonic map.
Remark that the Hölder continuity of energy minimizing maps with small energy was established by Lin [36] .
The following Morrey bound for |∇u| is the key estimate (see also [26] for a proof in Euclidean domain). 
This implies, by (5.4),
Recall that the Bochner inequality (see [52] 
where the constant C 1 depends only on n, k and r 0 . For any 0 < θ < 1/2, by (5.5), (5.6) and that v is harmonic on B r (x), we have
where the constant C 2 depends on n, k and Ω, and we have used (2.1) to conclude
Multiplying (θr) 2−n to this inequality (5.11), we get 
This is enough to (5.2), since that θ 0 depends only on α, n, k and Ω, and that B θ 0 r 0 (x) ⊂ B r 0 (x 0 ).
In order to dominate the Riesz potentials, we have the following lemma. 
for µ-a.e. x ∈ B r 0 /2 (x 0 ).
Proof. For any 0 < s < r r 0 , we denote the annulus A s,r (x) = B r (x)\B s (x). For any ε < r 0 /4, we have for all x ∈ B r 0 /2 (x 0 ) that
It is well-known that (5.17)
where M 1 g(x) := sup 0<r 1 B r (x) |g|(y)dµ(y) is the maximal function of g, and the constant C 1 depends on n, k, B r 0 (x 0 ). Indeed, we have
where we have used (2.1) and r 0 1 to get
for some constant C 2 depends on n, k and B r 0 (x 0 ). This yields (5.17) by taking C 1 := 2 n+1 C 2 . Let us estimate I 2 .
for any β ∈ (0, 1). By combining with (5.16) and (5.17), we obtain that for all ε < r 0 /4
|g|(y)dµ(y).
Since M 1 g(x) < ∞ for µ-a.e. x ∈ B r 0 (x 0 ) by the weakly L 1 -boundedness of the maximal function, we conclude by letting ǫ → 0 that
for µ-a.e. x ∈ B r 0 /2 (x 0 ). The proof is finished. Now we are in the place to prove the main gradient estimate of u. 
