The short-time evolution of a growing interface is studied within the framework of 
I. Introduction
Interface formation and growth are typical processes in nonequilibrium systems. From a technological point of view two important examples are fluid flow in porous media (oil in rock) [1] and deposition of atoms during molecular beam epitaxy (MBE) [1, 2] . It is expected that at times much later than typical aggregation times and on macroscopic length scales these interfaces develop a characteristic scaling behavior, where the scaling exponents fall into certain dynamic universality classes [1, 2, 3] (see below). In certain cases, however, interfaces can also show turbulent, i.e., spatial multiscaling behavior [4] . Usually a d-dimensional interface is embedded in d + 1-dimensional space such that the interface position at time t can be described by a height function h(x, t), where x denotes the lateral position in a d-dimensional reference plane given by, e.g., the surface of a substrate in MBE. Complete information about the scaling behavior is contained in the dynamic structure factor, which is related to the time displaced height-height correlation function C(x − x ′ , t, t ′ ) ≡ h(x, t)h(x ′ , t ′ ) − h(x, t) h(x ′ , t ′ ) , where a laterally translational invariant system is assumed. For t, t ′ → ∞ and finite |t − t ′ | the correlation function displays the asymptotic scaling behavior
where α denotes the roughness exponent and z is the dynamic exponent [1, 2] . For a laterally translational invariant system the interfacial width w 2 (t) ≡ h 2 (x, t) − h(x, t) 2 is only a function of t and displays the scaling behavior w(t) ∼ t β for late times, where β = α/z is the growth exponent. For MBE as an example the scaling behavior displayed in Eq.(1.1) gives access to the exponents α and z both experimentally by reflection high energy electron diffraction (RHEED) (see, e.g., chaper 16 of Ref. [1] ) and theoretically by continuum models [1, 2] and Monte-Carlo simulations [2, 5] . Since the advent of the scanning tunneling microscope (STM) direct imaging techniques for interfaces have also become an important experimental tool [6] .
Continuum descriptions of interfacial growth processes can be obtained from general symmetry principles and conservation laws obeyed by the growth process [1] . The resulting coarse grained growth model is given by an evolution equation for h(x, t) which has the form of a Langevin equation with Gaussian distributed noise. This has first been done in Ref. [7] for the sedimentation of granular material and leads to the well known Edwards-Wilkinson (EW) equation. It is given by ∂ ∂t h(x, t) = ν∇ 2 h(x, t) + η(x, t), (1.2) due to the existence of a dissipation fluctuation theorem [9, 11] . In d = 2 numerical investigations indicate z ≃ 1.6 and α ≃ 0.4 [1] . For d > 2 the asymptotic scaling behavior is either governed by the EW exponents (see Eq.(1.4), weak coupling regime) or by another set of exponents inaccessible by analytical methods (strong coupling regime) depending on the value of the effective coupling constant g ≡ Dλ 2 /(4ν 3 ) [1, 9, 10] . In d = 3 numerical evidence suggests z ≃ 1.7 and α ≃ 0.3 in the strong coupling regime [1] still indicating rough interfaces in contrast to EW scaling behavior in d = 3 (see Eq.(1.4)). Furthermore, it is interesting to note that the nonlinearity in Eq.(1.5) is the most relevant one, i.e., if present it renders all other nonlinearities irrelevant in the renormalization group sense in the long-time limit. For intermediate times, however, the presence of other nonlinearities in the Langevin equation gives rise to various crossover phenomena [1, 12] . The EW equation and the KPZ equation for λ = 0 thus represent two different universality classes for interfacial growth.
For λ < 0 Eq.(1.5) can be viewed as a model for interface corrosion rather than growth [8] .
With special regard to MBE growth it is worth noting that the requirement of mass conservation in ideal MBE [13] explicitly excludes the KPZ nonlinearity from a corresponding coarse grained continuum theory. A simple Langevin equation for ideal MBE has been proposed in Ref. [13] (see also Refs. [14, 15] ): immediately leads to the exact scaling relation 2α − z + d = 0 for Eq.(1.9). Furthermore, a global symmetry analogous to Eq.(1.6), which can be written in the operator form [16] 
for any infinitesimal vector w, yields the second exact scaling relation α+ z = 4 [13, 16] . The exponents z and α for ideal MBE are therefore known exactly in any dimension of physical interest:
indicating d = 4 as the critical dimension of Eq.(1.9).
In this paper Eqs.(1.5) and (1.9) are used as paradigms for continuum descriptions of interfacial growth processes. In linear theory (i.e. λ = λ 1 = 0) their dynamical exponents are given by z = 2 and z = 4 (see Eqs.(1.4) and (A.13)), respectively, and therefore Eqs.(1.5) and (1.9) may be viewed as nonequilibrium analogues of the dynamical models A and B for critical relaxation, respectively. In order to invesitgate the scaling behavior of, e.g., C(x − x ′ , t, t ′ ) for t ′ ≪ t the initial condition h(x, t = 0) = 0 motivated by deposition processes is used simultaneously with Eqs.(1.5) and (1.3) or Eqs.(1.9) and (1.3), respectively. Perturbative and nonperturbative aspects of short-time scaling for the two models are discussed in Secs.II and III within the framework of dynamic renormalization [17, 18, 19] . Numerical results from ballistic deposition are presented in Sec.IV and a summary of the main results is given in Sec.V.
II. KPZ equation
Due to the spatial translational invariance of the deposition processes studied here calculations are most conveniently performed in Fourier space. With the definition h(x, t) =
the KPZ equation [9, 17, 20] can be written as the sum of the Gaussian part
and the interaction part
whereh(q, t) is the Fourier transform of the response field [18] . The initial condition h(q, 0) = 0, which is implicitly assumed in Eqs.(2.1) and (2.2), breaks the temporal translational invariance of the KPZ dynamics. In a more general form this broken symmetry can be expressed in terms of an additional contribution to J 0 which is localized at the time "surface" t = 0:
From the analogy of Eq.(2.3) with surface contributions to the Ginzburg Landau functional in the theory of static surface critical phenomena [21] and dimensional arguments the only possible fixed point values of c under the renormalzation group are c = ±∞ and c = 0.
In the latter case additive renormalizations of c are supposed to be absorbed in c itself which can be accomplished by the dimensional regularization scheme. On the other hand 
restores the Galileian invariance of the generating functional so that the corresponding Ward identities (see Ref. [9] ) remain valid. Note that Eq.(2.4) should be read as an infinitesimal transformation, i.e., terms of order w 2 have been neglected.
The renormalization group treatment of Eq.(1.5) can now be set up following standard procedures [8, 9, 20] . For the case at hand it is most convenient to combine the dimensional regularization scheme for the KPZ equation [9] with the treatment of the short-time singularites documented in Ref. [17] . One defines the effective coupling constant
and the renormalized parameters ν R , D R , and u [8, 9, 20] 6) where ε = d − 2 and µ is an arbitrary momentum scale which absorbs the naive dimension of g (see Eq.(2.5)). One finds the renomalization factors [9, 20] (see also Appendix C)
where the 1/ε poles indicate the presence of ultraviolet singularities [9] . The nonrenormalization of h andh indicated in Eq.(2.7) is exact and a consequence of Eq.(B.1) (see Appendix B). The relation Z g = Z D Z −3 ν , which is equivalent to λ R = λ, is a consequence of Galileian invariance in the long-time limit (see Eq.(1.6) and Refs. [8, 9, 20] ) and therefore also holds to all orders in perturbation theory. The renormalization group flow at late times is then governed by the Wilson functions [9, 20] In analogy with critical phenomena in semiinfinite geometries [21] modifications of the scaling behavior of response and correlation functions must be expected in the "time surface" t = 0 [17] . In order to determine the corresponding anomalous short-time scaling dimensions of response and correlation functions we introduce two new renormalization factors Z 0 and Z 0 by the renormalization prescription (see also Ref. [17] )
These Z-factors are determined by Eq.(B.1) and the operator identity that (i) the response function G(q, t, t ′ ) does not exhibit an anomalous scaling dimension in the short-time limit t ′ → 0 (i.e., t ′ ≪ t) and that (ii) the anomalous short-time exponent of the correlation function C 0 (q, t, t ′ ) can be expressed by long-time exponents (see Eq. (1.8) and the following text). These properties set KPZ short-time dynamics markedly apart from model A.
In order to determine the short-time scaling exponent of C(q, t, t ′ ≪ t) we employ the
Employing the renormalization prescriptions given by Eqs.(2.6) and (2.9) one finds
for the corresponding renormalized short distance expansion (see Eq.(2.12)). Using dimensional analysis the renormalized functions defined by Eq.(2.13) can be written in the scaling
where µ has been chosen as the renormalization group flow parameter. It is now straightforward to derive the renormalization group equations for the dimensionless scaling functions f (y ′ , u) and g(x, y, u) defined by Eq.(2.14). Using Eqs.(2.6) and (2.9) one obtains
At the infrared stable renormalization group fixed point u = u * Eq.(2.15) has the solutions
where η a = ζ a (u * ) for a = ν, D, 0, z = 2 + η ν , and g ′ is a scaling function left undetermined by Eq.(2.15). Combining Eqs.(2.12), (2.14), and (2.16) one finds after a few manipulations can be obtained by extrapolating the t ′ -dependence of C(q, t, t ′ ) from t ′ ∼ t to t ′ = 0.
In fact, the scaling relation given by Eq.(2.18) can be derived independently by analyzing the fluctuation spectrum of the interface displacement velocity averaged over a macroscopic portion of the interfacial area [22] .
Finally, we remark that some alternative scaling forms for C can be obtained from the definition of the growth exponent β = α/z which leads to θ = d/z + 2β. The scaling behavior displayed in Eq.(2.17) can then be written in the simplified form C(q, t, t ′ ≪ t) = t ′θ g C (|q| z t), where g C (y) = y −θ f C (y). In real space the correlation function has the scaling
The absence of anomalous scaling exponents for G(q, t, t ′ ) for t ′ ≪ t does not neccessarily mean that G is analytic for t ′ → 0. Exponents describing the asymptotic short-time behavior are in general functions of the dimensionality d and therefore may take noninteger values for certain d. Similar considerations apply to the crossover behavior of G for t → ∞ with fixed
III. Ideal MBE
In terms the deposition field h(q, t) and the response fieldh(q, t) the dynamic functional [2, 13, 14] is also written as the sum of the Gaussian part
where the initial condition h(q, 0) = 0 is again implicitly assumed in Eqs. 
where terms of the order w 2 have been neglected. In analogy with the Galileian invariance of Eq.(1.5) this symmetry leads to the nonrenormalization of the nonlinearity: λ R 1 = λ 1 (see also Eq.(2.7) and Refs. [13, 16] ). Second, Eq.(1.9) has the global symmetry of mass conservation which in contrast to Eq.(2.6) leads to the additional nonrenormalization of the noise correlation amplitude (see Eq.(1.3)): D R = D [13, 16] . If one defines an effective coupling constant by [13] 
and the renormalized parameters ν R 1 , D R , and u
where ε = d − 4 and µ is an arbitrary momentum scale which absorbs the naive dimension of g 1 (see Eq.(3.4)) then the renomalization group results for Eq.(1.9) in the long-time limit can be summarized as follows (see also Appendix C): 
where the relation between β(u) and ζ ν 1 (u) is exact (see Eq.(3.6)). For any infrared stable DZ 0 = 1, where Eq.(3.6) has been used. We thus conclude that in contrast to KPZ dynamics for ideal MBE neither the response function G(q, t, t ′ ) nor the correlation function C(q, t, t ′ ) exhibit anomalous scaling behavior for t ′ ≪ t which is reminiscent of the short-time behavior of model B in critical relaxation [17] . Finally we note that in contrast to model B the noise in Eq.(1.9) is not conserved (see Eq.(1.3)). Eq.(1.9) with purely conserved noise has been first considered in Ref. [16] (see also Ref. [1] ). The qualitative short-time behavior is the same as described here. However, with special regard to MBE the case of purely conserved noise does not play the same central role as Eq. (1.9) with nonconserved noise [2] and we therefore refrain from discussing any details here.
Concerning the asymptotic short time behavior of G(q, t, t ′ ) and C(q, t, t ′ ) and the crossover to their asymptotic long-time behavior one finds properties which are similar to the KPZ behavior mentioned in Sec.II. Some details obtained from perturbation theory are reported in Appendix C.
IV. Ballistic deposition
The scaling behavior of C(q, t, t ′ ≪ t) according to Eq.(2.17) can be tested numerically by a Monte-Carlo simulation of a simple ballistic deposition model on a lattice with periodic boundary conditions [1] . For convenience we restrict ourselves to d = 1 here. The continuum description used in Secs.II and III is replaced by a discretized description according to
where the lattice constant a is assumed to be the same both in the plane of the substrate and perpendicular to it. The lattice has L sites, F is the incoming particle flux, and n is the number of deposited particles. Furthermore, the incoming particle flux F has been normalized to unity, so that t in Eq.(4.1) is dimensionless and given by the number of deposited layers. Finally, h j (n) defined by Eq.(4.1) is also dimensionless and denotes the number of particles deposited at lattice site j after n particles have been deposited on the lattice. Ballistic deposition on a one-dimensional substrate is defined by the deterministic growth rule
(see, e.g., Ref. In order to measure the scaling behavior of C(q, t, t ′ ) given by Eq.(2.17) for the above discrete model a discrete Fourier transform is defined bŷ
where m is an integer and 0 ≤ m ≤ L − 1. Using Eq.(4.3) we define the discrete version of the height-height correlation function in Fourier space by the spatially averaged deposition heightĥ q=0 (n), which can be measured very quickly during the simulation. In practice a measurement is done after the deposition of one layer, i.e., the time step is ∆t = 1.
Like a real deposition process the simulation is characterized by an a priori unknown microscopic aggregation time t a . A scaling behavior of C L according to Eq.(2.17) can only be observed for t ′ ≫ t a . On the other hand t ′ ≪ t is required for Eq.(2.17) to hold, so that short-time scaling is restricted to the time window t a ≪ t ′ ≪ t. Furthermore, the lattice size L must be chosen sufficiently large in order to avoid the onset of finite-size crossover effects if t ′1/z ∼ L when t ′ is still much smaller than t. Note that n = F L 2 t with F normalized to unity relates n and t in this case so that t is again
given by the number of layers deposited on the substrate. The short-time exponent θ can be measured as described above by measuring C L (q = 0, t, t ′ ) (see Eq.(4.4)) for t ′ ≪ t. In order to keep the amount of CPU time needed for the simulation within reasonable limits we reduce t to t = 1000 and take averages over 2 × 10 4 realizations of the deposition process. It turns out that a linear lattice size of L = 120 sites is already sufficient to uniquely identify at least one decade for the scaling variable t ′ /t in which C L (0, t, t ′ ) obeys the simple power law predicted by Eq.(2.17). The overall behavior of C L (0, t, t ′ ) for L ≥ 120 is qualitatively the same as displayed in Fig.1 
V. Summary and discussion
The following main results have been obtained: where h(q, 0) = 0 and the response field fulfills the additional conditionh(q, ∞) = 0. The self-adjoint matrix operator A is then given by
In terms of the source fieldsj and j introduced by adding the source term
to Eq.(A.1) the generating functional
is conveniently evaluated by solving the set of initial value problems given by 2Dh(q, t) − ∂ ∂t + νq 2 h(q, t) +j(q, t) = 0 ; h(q, t) = 0
forh and h. The more general initial condition h(q, 0) = h 0 (q) can be incorporated in the source fieldj(q, t) by the replacement
The solution of Eq.(A.5), which is equivalent to calculating the inverse of the operator A (see Eq.(A.2)), is given by
where
are the response and correlation functions of Gaussian theory for the KPZ equation, respectively. From Eqs.(A.4) and (A.8) one obtains for the generating functional
For the general initial condition h(q, 0) = h 0 (q) the corresponding generating functional is obtained by applying the replacement Eq.(A.6) directly to Eq.(A.9). The response and correlation propagators can now be obtained by functional derivatives of Eq.(A.9) with respect toj and j:
where . . . 0 denote the average with respect to the Gaussian distribution generated by Eq.(A.1). From momentum conservation it is obvious that the full two-point correlation functions G(q, t; q ′ , t ′ ) and C(q, t; q ′ , t ′ ) can be written in the same form as their gaussian counterparts (see Eq.(A.10)) which serves as the definition of the full response function G(q, t, t ′ ) and the full correlation function C(q, t, t ′ ). One should also note that the simul- In close analogy to the considerations described above the Gaussian part of the dynamic functional for Eq.(1.9) is the same as for model B of critical relaxation [17, 19] and can be written in the same symmetric form as given by Eq.(A.1) together with the conditions h(q, 0) = 0 andh(q, ∞) = 0. In this case the self-adjoint matrix operator A is given by
where q = |q| is the modulus of the momentum vector q. 
for the response and the correlation function, respectively, of Gaussian theory for Eq.(1.9).
With G 0 and C 0 taken from Eq.(A.12) the corresponding response and correlation propaga- building blocks of perturbation theory for response and correlation functions and therefore some details concerning perturbative calculations for Eqs.(1.5) and (1.9) will be described below.
For the response and correlation propagators given by Eq.(A.10) we use the graphical representation shown in Fig.2(a) . The vertex and its analytical expression can be read off from Eq.(2.2), they are shown in Fig.2(b) . The momentum carried by the response field in Fig.2(b) is −q 1 − q 2 . Contributions to response, correlation, and vertex functions can be constructed from the elements in Fig.2 according to the standard Feynman rules of dynamic perturbation theory [9, 17, 19] .
As a first example we analyze the response function G(q, t, t ′ ).
Any contribution to G from a perturbation expansion can be cast into the form of the block diagram shown in Fig.3 . According to the Feyman rules the first vertex contribution to an arbitrary diagram for G has to be arranged as shown in Fig.3 . The remainder of the diagram, which is not neccessarily one-particle irreducible, is indicated by the shaded triangle and may be interpreted as an arbitrary contribution to the three-point vertex function. To lowest order this three-point vertex function is shown in Fig.2(b) . From the explicit momentum q t' ', q t , t 1 q 1 , order it is given by the vertex displayed in Fig.2(b) (see main text) . dependence of the vertex it is obvious, that for zero momentum q ′ = q the block diagram displayed in Fig.3 vanishes identically. One therefore finds the exact relation
for the response function of Eq.(1.5).
In contrast to Fig.3 the perturbative contributions to the correlation function C(q, t, t ′ ) cannot be represented by a single block diagram. Instead, two types of block diagrams are required as shown in Fig.4 . Due to the initial condition h(q, 0) = 0 both block diagrams vanish identically for t ′ = 0. Following Ref. [17] Fig.4 is used to obtain an exact expression for the derivative of C with respect to the time argument t ′ . The diagrams for ∂C/∂t ′ are of the same form as those for C. The main difference between the diagrams shown in Fig.4(a) and Fig.4(b) is that in (b) the internal time t 1 is restricted to the interval 0 ≤ t 1 ≤ t ′ due to causality, so that this block diagram vanishes identically for t ′ = 0. The remaining block diagram (a) is of the same type as the block diagram for the response function G shown in Fig.3 . One therefore has a termwise correspondence between the perturbation series for ∂C(q, t, t ′ )/∂t ′ | t ′ =0 and G(q, t, t ′ = 0). Gaussian theory (see Eq.(A.8)) yields Eq.(2.6). Minimal subtraction yields the renormalization factor Z ν quoted in Eq.(2.7). Note that the short-time contribution to G does not produce an additional 1/ε pole. By naively exponentiating the q-dependence of G in the long-time limit one obtains at the infrared stable fixed point u = u * = 0
The predictive value of Eq.(C.5) is very limited because u * is infinite for d ≥ 2. In d = 1
Eq.(C.5) indicates that the combination (t − t ′ ) 2 /t d/2 of the time arguments governs the crossover to the long-time scaling behavior of G for t → ∞ with fixed t−t ′ . From dimensional arguments and the fact that the short-time contribution to G does not produce additional UV singularities we can infer that according to Eq.(C.5) q 2 (t − t ′ ) 2 /t d/2 for d = 1 is the scaling argument which governs the leading finite-time correction to the asymptotic longtime behavior of G. Furthermore, Eq.(C.5) shows that G R is analytic in t ′ for t ′ ≪ t at the one-loop level, but this behavior may be modified in higher orders. Finally, we note that the scaling form of the asymptotic long-time contribution to G R (q, t, t ′ ) given by the exponential in Eq.(C.5) has recently been derived by combining perturbative methods with a mode coupling theory for the KPZ equation [10] .
The correlation function C(q, t, t ′ ) for Eq.(1.5) can be discussed in much the same way as the response function. This time we simplify the calculations even further by limiting ourselves to q = 0. In this case only the diagram in Fig.4 (b) contributes and we obtain to one-loop order
where C 0 is given by Eq.(A.8). The integrations in Eq.(C.6) can be easily performed and using dimensional regularization one arrives at
where Eq.(2.6) has been used with Z g = 1. The 1/ε pole in Eq.(C.7) can be removed by demanding C(0, t R , t R ) = finite, where t R ≡ 1/(4µ 2 ν R ) is chosen as the reference time.
Using minimal subtraction one finds the renormalization factor Z D quoted in Eq.(2.7). For t ′ ≪ t Eq.(C.7) can be simplified to
which explicitly shows that the short-time contribution to C produces an additional 1/ε pole. For t ′ > 0 the renormalized correlation function can be naively exponentiated at the infrared stable fixed point u = u * = 0. The result is
where θ is the short-time exponent given by Eq. For ideal MBE dynamics according to Eq.(1.9) the one-loop contribution to the response function is again given by the block diagram shown in Fig.3 , where the shaded triangle is replaced by a single vertex. The analytic expression for this diagram is then given by
where G 0 and C 0 are given by Eq.(A.12). For simplicity we only consider Eq.(C.10) in the limit q → 0, i.e., we use the expansion
The q ′ integration in Eq.(C.10) to leading order in q yields ). The 1/ε pole (the UV singularity) in Eq.(C.13) can be removed by the minimal subtraction scheme described above, where t R ≡ 1/(2µ 4 ν R 1 ) defines the reference time and ν R 1 is given by Eq.(3.5). One obtains the renormalization factor Z ν 1 quoted in Eq.(3.6). By naively exponentiating the q-dependence of G in the long-time limit one obtains at the infrared stable fixed point u = u * = 0 (C.14)
In contrast to Eq.(1.5) the infrared stable fixed point for Eq. Here the leading finite-time correction to the asymptotic long-time behavior is governed by the combination (t − t ′ ) 2 /t d/4 of time arguments.
The one-loop contribution to the correlation function C(q = 0, t, t ′ ) for Eq.(1.9) vanishes identically due to an additional factor q 2 in the vertex (see Eq.(C.10)) so that 
