To overcome the problem of poor accuracy of short-term photovoltaic power prediction, This paper proposes a short-term PV power prediction algorithm based on radial basis function neural network(RBFNN) after similar day clustering on solar irradiance and air temperature as the input variables; At the same time, it introduces the particle swarm optimization(PSO) algorithm to optimize the kernel function parameters of the neural network. In view of the time-consume problem of the large amount of historical data in the photovoltaic power station, Spark cloud platform which based on memory is used to realize parallel the processing algorithm. Through an example experiment, it is verified that the proposed model improves the prediction accuracy, and the parallel algorithm greatly reduces the computation time.
Introduction
With the change of global energy application, renewable clean energy (wind energy, solar energy, etc. ) is being paid more attention by people. In recent years, countries continue to invest in new energy. Photovoltaic power generation has moved from early distributed off-grid mode to large grid-connected power plant models [1] . Photovoltaic power generation is affected by factors such as irradiance, weather, time. It has the characteristics of intermittent, volatility and periodicity. Research shows that large-scale PV access will widen the peak valley gap, causes difficulty in peak shaving, which affects the safe and stable operation of power quality and power grid [2] . Therefore, it is very important to predict the output of photovoltaic power accurately and quickly.
At present, the artificial neural network has strong robustness, memory capacity, nonlinear mapping ability and strong self-learning ability, which is widely used in photovoltaic power prediction [3] [4] [5] [6] [7] [8] [9] . The literature [3] uses BP neural network to predict the next day's photovoltaic power generation. The literature [4] designs GA-BP and POS-BP neural network to predict short-term photovoltaic power output. The literature [5] designs similar days clustering and proposes a photovoltaic power prediction model based on Bayesian neural network. The literature [6] uses wavelet transform for historical power and combines with RBFNN to construct the network prediction model. All of the above algorithms improve the prediction accuracy, but parameters of neural networks are often lack of optimization. At the same time, photovoltaic power station has accumulated a lot of historical data after many years of operation. In order to meet the real-time requirement of power system, the computation time of a large number of data needs to be solved urgently.
Spark cloud computing technology is an open source project under the Apache foundation, which has been highly concerned and applied in the field of big data. It is based on the Hadoop Distributed File System(HDFS) and Yarn resource management framework, realizes the distributed storage and management for massive data. It also provides a highly restricted shared memory model using the flexible distributed data set, which can effectively solve the time-consume problem of data computation. This paper first designs similar day clustering for samples based on irradiance, temperature. Then, it optimizes the kernel function parameters of the RBFNN network with PSO algorithm and establishs a 24h photovoltaic power prediction model. The Spark platform is used to realize the parallel improvement for the time-consume problem of the prediction algorithm. Finally, the effectiveness of the model is verified by experiments on a single machine and Spark cloud platform.
Similarity Day Clustering For Samples
There is a mapping relationship between variables and PV output [10] . The similar days can be find from the historical data to predict the PV output. The output of the photovoltaic power is mainly affected by the irradiance and temperature factors. So and use the fuzzy C means algorithm (FCM) to cluster the samples. The objective function of clustering is:
, n is the number of samples. FCM updates jk u and j c based on formula (2) (3) and minimize the value of the objective function through multiple iterations.
When the number of iterations reaches the preset limit or the difference of the objective function is convergent, the clustering is stopped, and the cluster samples and the cluster centers are obtained according to the membership degree matrix.
Radial Basis Function Neural Network
Radial basis function neural network (RBFNN) is a local approximation of the feed-forward neural network, with 3 layer structure (Figure 1 ): the input layer, the hidden layer, the output layer. The input layer consists of a plurality of sensing neurons and connects with the external environment; the hidden layer performs a nonlinear mapping for feature extraction, and then the effect function is used to generate a response to the input signal; the output of the network is linear. Compared with the traditional BP neural network, the number of the hidden layer nodes of RBFNN can be determined according to the needs. To some extent, it overcomes the shortcomings of slow convergence speed and local extremum of BP neural network.
The neural network inputs is
is the output of the network. If the Gauss activation function is used in the hidden layer nodes; the output of the hidden layer node m is expressed as m h . 
Optimized RBFNN Prediction Model
In order to improve the prediction accuracy, the parameters of RBFNN model need to be optimized. First we design the structure of RBFNN: A. the input layer nodes: The number of nodes in the input layer is associated with the input variables. The input variables are temperature, irradiance.
B. the hidden layer nodes: The number of hidden nodes need to be determined according to the actual situation. If the network nodes use the Gauss kernel function, the initial value of the kernel function data center will be set by the cluster centers of the similar days. Expansion constant is the maximum difference between data centers.
C. the output layer node: The output layer corresponds to the power output of the forecast day. The data center and the extended constants of Gauss kernel function of traditional RBFNN are confirmed usually, will not change, which is not suitable for incremental change of dynamic system [11, 12] . In this paper, the particle swarm optimization algorithm is introduced to optimize the parameters of the vector which is composed of the data center and the expansion constant.
Particle swarm optimization (PSO) is a typical swarm intelligence optimization algorithm. The particle has position vector and velocity vector, and the different particles have the individual fitness related to the objective function.
The root mean square error (RMSE) is used as the objective function of the particle optimization.
' li p is the output power predictive value, li p is the actual value of power, I is the number of power acquisition time of the day, L is the number of training samples.
The implementation process of similar days clustering and optimization of RBFNN prediction algorithm is as follows:
Step1: All the data are normalized, and the samples are randomly divided into training samples and test samples; the number of training samples is far greater than the number of test samples.
Step2: Try to carry out a number of similar days clustering for all samples. Determine the best number of clusters, and get the final cluster and the cluster center.
Step3: Initialize multiple particles by clustering samples and cluster centers.
Step4: Calculate the fitness for each particle, and update the local optimal position of each particle and the global best position.
Step5: Update a generation of individual particles. If
or the maximum number of iterations is met, the algorithm ends; otherwise, turn step (4).
Step6: Test the predictive performance of the network model by the test samples. In this paper, the least square method is used to determine the network connection weights between the hidden layer and the output layer. The specific algorithm can be find in literature [14] .
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Parallel Implementation Of Algorithm Under Spark Platform
Although the algorithm has good prediction effect after parameter optimization, but due to the photovoltaic power plant has a various types of photovoltaic panelsl, and the meteorological data acquisition scale is small, the amount is large, which caused the calculation is more time consuming. In this ,we use Spark [13] to process the algorithm in parallel. Algorithm implementation steps in Spark platform are as follows: Step1: Get the PV sample data from the HDFS on the Spark platform; translate it into RDD and load it into memory; perform similar day clustering on a single spark node.
Step2: Obtain the clustering and cluster centers and constitute a number of particles. The particles are distributed to a number of Spark nodes. Meanwhile, samples are divided into training set and test set, each node has a copy of training samples for training.
Step3: Calculate the fitness of the objective function for particles at each node with the training set. The master node coordinates the optimization strategy of each particle according to the fitness value.
Step4: When the difference of the global minimum of the particle obtained by the two iteration is convergent or the maximum number of iterations is reached, the algorithm terminates and the best particle is returned by the Spark's actions operator. All data are normalized to eliminate influence of dimension. The formula is shown as the following.
Here, i G is the original data; min G is the minimum value in the original data; max G is the maximum in the original data; ' i G is the corresponding data after processing. All samples are clustered and are divided into training set and test set. Training set train neural Research, volume 50 network, test set test network prediction error.
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Forecast the power output of all the forecast-days. And the RMSE value is the index to evaluate the model. The lower the RMSE value is, the higher the accuracy of prediction is.
From the table 1, it can be seen that the proposed model has a better forecasting results. Table 1 RMSE mean contrast Prediction algorithm RMSE RBFNN [9] 0. 3592 RBFNN optimized by PSO 0. 2535 The Spark cloud computing platform in the laboratory is composed of 20 nodes, each node is configured as Intel (R) Core (TM) i5-2400, 2 GBRAM. Hadoop version is 2. 6. 4. Spark version is spark-1. 5. 0-bin-hadoop2. 6 .
The algorithm uses the same data to run on 1 node and 5 node. Then we compare their time-consuming.
From the table 2, it can be seen that the time difference between parallel on one node and stand-alone is small. However, the computation time is significantly reduced on multiple node. Figure 3 , it can be seen that the model has better performance after parallelization on the Spark platform.
Conclusion
Photovoltaic industry has developed rapidly. The rapid and accurate PV output prediction can effectively reduce its impact on the large power grid. In order to improve the prediction accuracy， this paper establishs a 24h photovoltaic power prediction model based on the radial basis function neural network, which is optimized by the particle swarm optimization algorithm. At the same time, the Spark cloud platform is used to parallel the proposed algorithm, which solves the time-consume problem of large amount of data. The validity and practicability of the model are verified by experiments. In the latter part of the work, the accuracy of prediction will be further studied.
