Abstract. We present a number of results concerning large-time qualitative behavior of solutions for high-order hyperbolic equations and first-order hyperbolic systems. We discuss the properties of exponential stability and exponential dichotomy, construction of stable, unstable, and center manifolds, Grobman-Hartman type theorems on linearization of the phase portrait, and existence and uniqueness of time-bounded and almost periodic (AP) solutions.
0.
Introduction. The aim of this article is to present, without proof, a number of results of the authors on qualitative behavior of solutions for linear and nonlinear hyperbolic PDE's. To be precise, let us consider the scalar equation P (t, x, D t , D x )u(t, x) = f (t, x), (t, x) ∈ R n+1 , (0.1)
where D t = −i∂/∂t, D x = −i∂/∂x, and P (t, x, D t , D x ) is a strictly hyperbolic operator of order m with smooth coefficients. As is known (see [15, 11, 7, 4] In the case of equations with constant coefficients, an answer to the above question is given in terms of the characteristic roots of the full symbol P (τ, ξ) and the rate of growth of the right-hand side of the equation. For instance, if the L 2 -norm of f (t, ·) can be estimated by e −µt as t → +∞ and the roots of the polynomial P (τ, ξ) in τ lie above the line Im τ = µ and are separated from it, then any solution of the Cauchy problem grows at +∞ no faster than e −µt . This result admits a generalization to case in which some of the characteristic roots lie in the half-plane Im τ < µ. More exactly, to single out a unique solution growing at +∞ no faster than e −µt , we need to impose as many initial conditions as the number of characteristic roots lying above the line Im τ = µ (see Section 4) . These two results are simple consequences of a representation of solutions of equations with constant coefficients as contour integrals. Roughly speaking, one of the main results of this paper is that similar assertions are true for linear and nonlinear perturbations of hyperbolic equations (and systems) with constant coefficients. We also discuss the behavior of solutions in the neighborhood of a stationary point and construct time bounded and almost periodic solutions of nonhomogeneous problems.
We note that there is a substantial difference between the Cauchy problem for hyperbolic PDE's and the problem of their solvability in spaces of functions with given exponential rate of growth as time goes to infinity. Namely, the former contains a natural large parameter-the rate of growth of solutions at infinityand is solvable for sufficiently large values of this parameter, whereas the latter has no "natural large parameter," and this is the main reason why we have to confine ourselves to the case of small perturbations of equations with constant coefficients. Examples show that in the general case qualitative properties of solutions described in this paper cannot be expressed only in terms of the characteristic roots of the symbol.
The properties of solutions discussed here in the case of hyperbolic PDE's were studied earlier for different classes of ordinary and partial differential equations. In particular, for the case of ODE's, many results on exponential stability and dichotomy, time-bounded and almost periodic solutions, stable, unstable, and center manifolds, and the phase portrait in the neighborhood of a stationary point can be found in [1, 5, 9, 8] . Similar questions for abstract evolution equations with infinite-dimensional phase space are investigated in [2, 13, 12] (see also references there). Application of these results to hyperbolic PDE's leads, as a rule, to the rather restrictive condition that the principal symbol has constant coefficients. We refer the reader to our papers [17] - [23] for further references concerning qualitative theory for hyperbolic equations and systems.
This paper deals with high-order scalar equations and first-order systems. As far as the Cauchy problem is concerned, the results in these two cases are almost identical, although the methods of proofs differ essentially. On the other hand, the qualitative behavior of solutions for scalar equations admits more complete description, and as a rule, we first discuss the case of systems and then indicate generalizations for scalar equations.
The paper is organized as follows. In Section 1, we consider two simple examples and use them to reveal the main difficulties arising in the general theory. In the second section, we recall well-known results on solvability of the Cauchy problem for linear and nonlinear hyperbolic PDE's. Section 3 is devoted to energy estimates for solutions of linear equations. In Section 4, we discuss qualitative properties of solutions for linear equations and systems. Finally, Section 5 deals with nonlinear problems.
We note once again that this paper is a survey of the theory developed by the authors over the last five years, and the emphasis here is on the main ideas only. We refer the reader to [17, 18, 19, 20, 21, 23] for rigorous (and rather involved) proofs of the theorems presented in this survey.
Notation. We denote by t ∈ R and x = (x 1 , . . . , x n ) ∈ R n the time and space variables, respectively, and by τ ∈ C and ξ = (ξ 1 , . . . , ξ n ) ∈ R n their dual variables. To shorten the notation, we set y = (t, x) and η = (τ, ξ). Let ∂ = (∂ t , ∂ x ) and D = (D t , D x ) = (−i∂ t , −i∂ x ).
Let J ⊂ R be a closed interval, let X be a Banach space, let M ⊂ R be a countable module, and let Ω ⊂ R
d be an open set. We will use the following function spaces.
is the Sobolev space of order s with scalar product
whereŵ(ξ) is the Fourier transform of the function w(x). We denote by · (s) the corresponding norm. C ∞ b (Ω) is the space of infinitely smooth functions on Ω that are bounded together with all their derivatives.
C(J, X) is the space of continuous functions on J with range in X.
) is the space of Bohr (Levitan) almost periodic functions on R with range in X whose module of Fourier exponents is contained in M.
We will use the same notation for spaces of scalar and vector functions.
1. Two examples. The aim of this section is to consider two simple examples modeling hyperbolic equations and systems and to reveal the main difficulties arising in the general theory. We begin with a high-order ODE and study some qualitative properties of its solutions. We next turn to a fully nonlinear perturbation of the damped Klein-Gordon equation and show that the qualitative behavior of its solutions is similar to the case of an ODE with stable characteristic roots. The results presented in this section are illustrations of those discussed in § § 3-5 for hyperbolic equations and systems.
1.1. Ordinary differential equations. Let us consider the linear ODE
where D t = −id/dt, ε ∈ C is a small parameter, and P (τ ) and Q(t, τ ) are polynomials in τ of degree m ≥ 1 with constant and bounded continuous coefficients, respectively. Let us assume that P (τ ) = 0 for Im τ = 0 and denote by m + and m − the number of roots for P (τ ) that belong to the half-planes Im τ > 0 and Im τ < 0, respectively. Consider the Cauchy problem for (1.1): (ii) The phase space C m can be represented as the direct sum
(iii) There are constants r
If properties (i) and (ii) hold, then one says that Eq. (1.1) possesses the property of exponential dichotomy. In the particular case when m − = 0, the solutions of (1.1) are exponentially asymptotically stable as t → +∞. Similarly, if m + = 0, then the solutions are exponentially stable as t → −∞.
Proof. We will only give the main ideas of the proof. For simplicity, we assume that the polynomial P (τ ) has simple roots.
Step 1. We first consider the case when ε = 0 and P (τ ) = 0 for Im τ ≤ 0, i. e., all the roots of P (τ ) are stable and lie above a line Im τ = σ > 0. In this situation, an explicit formula for solutions of (1.1), (1.2) implies that 5) where k ≥ 0 is an arbitrary integer. It follows that the operator P (D t ) possesses Green's function that is zero for t < 0 and decays as e −σt for t > 0 together with all its derivatives.
For µ ≥ 0 and an integer k ≥ 0, we denote by C k µ (R + ) the space of k times continuously differentiable functions h :
In the case k = 0, we drop the corresponding superscript from the notation. What has been said implies that for any f ∈ C k µ (R + ), where 0 ≤ µ < σ, the problem
has a unique solution u ∈ C k+m µ (R + ). Furthermore, using an explicit formula (in terms of Green's function) for solutions of the inhomogeneous equation
it is not difficult to show that if P (τ ) = 0 for Im τ ≥ 0, then Eq. (1.7) with right-hand side f ∈ C k µ (R + ), µ ≥ 0, has a unique solution in the space C k+m µ (R + ).
Step 2. We now assume that P (τ ) has roots in both upper and lower half-planes. Denoting by τ ± j , j = 1, . . . , m ± , the roots lying in the half-plane ± Im τ > 0, we can represent the solution of (1.1) in the form (recall that ε = 0)
(1.8)
It is clear that u + (t) decays exponentially as t → +∞. Moreover, if u − ≡ 0, then u − (t) grows exponentially as t → +∞. Therefore, if a solution of (1.1) decays as t → +∞, then u − must be zero identically. Hence, a solution of (1.1) that decays exponentially on the positive half-line depends on m + arbitrary constants c + j . Thus, to single out such a solution, we need to impose m + initial conditions. Simple calculations show that it suffices to specify the values of a solution and its first m + − 1 derivatives at zero:
The higher-order derivatives of u(t) at zero can be expressed as linear functionals of [u 0 , . . . , u m+−1 ]: Step 3. We now consider the general case. Let us rewrite (1.1) in the form
where P − (τ ) and P + (τ ) are polynomials corresponding to the roots of P (τ ) that belong to the half-planes Im τ < 0 and Im τ > 0, respectively. We claim that, for |ε| ≪ 1, Eq. (1.11) has a unique solution decaying exponentially as t → +∞ and satisfying the initial conditions (1.9).
Indeed, let v + (t) be the solution the equation P + (D t )u = 0 supplemented with the initial conditions (1.9). Clearly, it belongs to the space C m σ (R + ), where σ > 0 is the constant in inequality (1.5). We fix an arbitrary µ, 0 ≤ µ < σ, and seek a solution of (1.11), (1.9) in the form 12) where h ∈ C µ (R + ) is an unknown function,
is the resolving operator for the problem (1.6) with m = m + and P = P + , and G − :
is the resolving operator for (1.7) with P = P − . It is clear that u(t) satisfies (1.9).
Substitution of (1.12) into (1.11) results in
(1.13)
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The operator Q(t, d t )G + G − is bounded in the space C µ (R + ), and the right-hand side of (1.13) belongs to C µ (R + ). Thus, for sufficiently small ε ∈ C, Eq. (1.13) has a unique solution, which can be represented as a Neumann series.
We have thus constructed an exponentially decaying solution u(t) of the problem (1.1), (1.9). The higher-order derivatives of u(t) at zero can be expressed as linear functionals of the initial data (cf. (1.10)):
It is not difficult to show that r Similar constructions can be carried out for solutions on the negative halfline R − . The fact that C m is representable as the direct sum of E + and E − follows from a similar property in the case of constant coefficients and some simple perturbation arguments.
The scheme used in the proof of Theorem 1.1 can be applied to construct stable and unstable subspaces for linear hyperbolic equations of the form
However, there is a substantial difference between ODE's and hyperbolic PDE's. To show it, we denote by P + (D) and P − (D) the operators corresponding to the roots of P (τ, ξ) that lie in the upper and lower half-planes, respectively, and rewrite (1.14) as
Now note that, to represent the solution of (1.13) as a Neumann series, we used the fact that operators P + (D t ) and P − (D t ) are of order m + and m − , respectively, and the inverse operators G ± "gain" m ± derivatives. In the case of a hyperbolic PDE, one derivative is lost, and the inverse of P ± gains only m ± − 1 derivatives. Therefore, if we retain the same notation for analogs of v + , G + , and G − in the case of Eq. (1.15) and seek its solution in the form (1.12), we obtain (cf. (1.13))
Since ord Q = m, the operator B is now of order 2, and the formal Neumann series diverges because of the loss of smoothness. To overcome the above difficulty, we need to refine representation (1.15), so that the remainder term (i. e. Q) has order m − 2. This idea can be realized in the case of linear equations (see [21] ), and the corresponding result is formulated in Section 4.2.
The case in which the operator Q in (1.14) is a nonlinear function of u and its derivatives up to order m is even more difficult. To handle this case, we used Petrovskii's idea for reducing a fully nonlinear equation to a system of quasilinear equations (see [20] ). The main ingredients of Petrovskii approach are presented in the next subsection, using the example of a fully nonlinear perturbation of the damped Klein-Gordon equation.
1.2. Nonlinear perturbations of the damped Klein-Gordon equation. Let us consider the problem
where γ > 0 is a constant, ε ∈ [−1, 1] is a small parameter, s ≥ 0 is an integer, ∂ 2 is the set of all partial derivatives up to the second order, and Q is a smooth function of its arguments. More exactly, we assume that the function Q(ε, t, x, p), which is obtained from the operator Q(ε, t, x, ∂ 2 u) on replacing the set of partial derivatives
t,x × B) for any closed ball B ⊂ R d and satisfies the relation Q(ε, t, x, 0) ≡ 0. Under these conditions, we have the following result:
For sufficiently large integers s > 0 and an arbitrary R > 0 there is ε 0 = ε 0 (s, R) > 0 such that for any initial functions u 0 ∈ H (s+1) and
satisfying the condition
Moreover, there are positive constants σ = σ(s, R) and C = C(s, R) such that
Proof. We will only give the main ideas of the proof, which consists of the following three steps: 1. A priori estimates for solutions of the problem (1.17), (1.18) in the case when Q is a linear differential operator:
2. Reduction of the fully nonlinear equation (1.17) to a quasilinear system; 3. Construction of a solution of the reduced problem, using the Leray-Schauder fixed point theorem and a priori estimates of Step 1. Steps 1 and 3 will only be sketched, since they are rather well-known, whereas
Step 2 will be discussed in more details.
Step 1. We assume that the operator Q has the form (1.22) and rewrite Eq. (1.17) as
The main observation is that for any integer s ≥ 0 the solution of (1.23), (1.18) satisfies inequality (1.21), where σ and C are positive constants depending on s and some appropriate norms of the coefficients q α . The proof of this assertion in the case of linear high-order hyperbolic operators is based on Leray's separating operator technique. In the case of second-order equations, the corresponding argument is rather simple, and we will now establish (1.21) for s = 0. Let us fix sufficiently small λ > 0 and set
where · and (·, ·) are the norm and scalar product in L 2 (R n ). It is clear that, for sufficiently small λ > 0, the functions E(t, u) can be estimated from below and from above by the expression ∂ t u 2 + u 2 1 . Taking the scalar product of (1.23) and 2(∂ t + λ)u and performing some simple transformations, we obtain
The right-hand side of (1.24) is nonpositive for 0 < λ ≪ 1. Moreover, it is not difficult to show that the third term on the left-hand side can be represented in the form ε ∂ t F 1 (t, u) + F 2 (t, u) , where F 1 and F 2 are some quadratic forms with respect to u that can be estimated from above by E(t, u). Therefore, for sufficiently small ε > 0, the required estimate (1.21) with σ = λ/4 and s = 0 follows from the Gronwall inequality.
To establish (1.21) for s ≥ 1, it suffices to apply the above argument to equations resulting from differentiation of (1.23) with respect to t and x.
Step 2. We follow Petrovskii's argument [15] to reduce the problem (1.17), (1.18) to a quasilinear system.
Let us set
, where z = (ε, t, x), ∂ 0 = ∂ t , and ∂ j = ∂ xj for j = 1, . . . , n. Differentiating (1.17) with respect t and x j , we obtain the following system for the functions v i = ∂ i u, i = 0, . . . , n:
Let B 0 , . . . , B n be some sets of multi-indices of length ≤ 1 such that
where we used the notation ∂ Bi = (∂ β , β ∈ B i ). Replacing ∂ 2 u in Eqs. (1.17) and (1.25) by the right-hand side of (1.26) and setting v n+1 = u, we obtain the following system of n + 2 quasilinear equations of the second order for the vector function V = [v 0 , . . . , v n+1 ]:
where we set B = (B 0 , . . . , B n ) and
). Let us consider the Cauchy problem for system (1.27), (1.28):
(1.29)
We will say that the set of initial functions (v i0 , v i1 ) satisfies the compatibility condition if
Roughly speaking, the above relations mean that the initial conditions for v j , j = 1, . . . , n, are obtained by differentiation of (1.18), and Eq. (1.17) is satisfied for t = 0.
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The proposition below establishes link between the problems (1.27)-(1.29) and (1.17), (1.18) . (To simplify the presentation, we do not give exact formulation.) Proposition 1.3. Suppose that v n+1,0 = u 0 and v n+1,1 = u 1 and that the initial functions (v i0 , v i1 ) satisfies the compatibility condition. Then for any smooth solution V = [v 0 , . . . , v n+1 ] of (1.27)-(1.29) the function u = v n+1 is a solution of (1.17), (1.18).
For the proof of this assertion in the case of general hyperbolic systems, see [15] ; the case of almost periodic solutions is analyzed in [20] .
Thus, it suffices to construct a solution for (1.27)-(1.29), and this is done in the next step.
Step 3. Let us take an arbitrary smooth vector function V = [ṽ 0 , . . . ,ṽ n+1 ] and denote by V = [v 0 , . . . , v n+1 ] the solution of the linear system
supplemented with the initial conditions (1.29). The function V is well-defined for sufficiently small ε. It is not difficult to choose a compact convex set B in the space of exponentially decaying smooth functions, with an appropriate topology, such that the operator F : V → V is continuous from B into itself. In view of the Leray-Schauder theorem [16, Theorem V.19] , the operator F has a fixed point, which is the required solution of (1.27)-(1.29).
2. Hyperbolic equations and systems: Cauchy problem. In this section, we recall some important results on well-posedness of the Cauchy problem for linear and nonlinear hyperbolic equations and systems. We will use the same notation for spaces of scalar and vector functions; the context will tell us which space is meant.
2.1. High-order hyperbolic equations. We begin with the case of linear equations. Let us consider the problem
where α = (α 0 , α ′ ), and p α (y) are smooth functions, bounded together with all their derivatives. We assume that the operator P (y, D) is uniformly strictly hyperbolic, i.e., the coefficient of D m t is identically equal to 1, and the roots τ 0 j (y, ξ), j = 1, . . . , m, of the principal symbol
are real and satisfy the inequalities
, where κ > 0 is a constant not depending on (y, ξ). The proof of the following result on well-posedness of the Cauchy problem for strictly hyperbolic equations can be found in [15, 11, 7, 4] .
, and an arbitrary set of initial functions u j ∈ H (m−1+s−j) , j = 0, . . . , m − 1, the problem (2.1), (2.2) has a unique solution u(t, x) that satisfies the inclusions
Moreover, for any T > 0 we have the estimate The Cauchy problem is also well-posed for nonlinear strictly hyperbolic equations, although the existence can only be guaranteed on a sufficiently small time interval. For simplicity, we will formulate the corresponding result for small nonlinear perturbations of Eq. (2.1). More exactly, let us consider the equation
where ∂ = (∂ t , ∂ x ), ∂ m is the set of all partial derivatives of order ≤ m, P is a strictly hyperbolic operator of order m, and ε ∈ [−1, 1] is a small parameter. Concerning the nonlinear term, we assume that the function Q(ε, y, p), obtained from the nonlinear operator Q(ε, y, ∂ m u) on replacing the partial derivatives
We have the following result (see [15, 3] ).
Theorem 2.2. Under the above conditions, for any sufficiently large integer s > 0 and an arbitrary R > 0 there are positive constants ε 0 = ε 0 (s, R) and T = T (s, R) such that the following assertion holds: for any right-hand side f (t, x) satisfying the conditions 6) and any set of initial functions
the problem (2.5), (2.2) has a unique solution u(t, x) defined on (−T, T ) and satisfying the inclusions
2.2. First-order hyperbolic systems. We now turn to the first-order linear system
). Let P 0 (y, ξ) be the principal symbol for P (y, D x ). We recall that P is said to be strongly hyperbolic if the two properties below hold for all (y, ω) ∈ R n+1 y × Σ n−1 :
2 In our study of nonlinear equations we write the derivatives ∂ = (∂t, ∂x) without the complex factor −i, because all the functions here are assumed to be real-valued. In this case, the symbol of an operator is obtained on replacing the derivatives ∂t and ∂x by iτ and iξ, respectively.
(a) the matrix P 0 (y, ω) has elementary divisors of degree no higher than 1, the number of coinciding elementary divisors does not depend on the choice of the point (y, ω); (b) the characteristic roots τ 0 j (y, ω), j = 1, . . . , m, of P 0 (y, ω) are real.
The class of systems satisfying properties (a) and (b) was introduced by Petrovskii [15] ; the term strongly hyperbolic is taken from [10] . The above properties imply, in particular, that the number of pairwise distinct roots of P 0 (y, ω) and their multiplicities do not depend on (y, ω). Let us denote these roots by σ j (y, ω), j = 1, . . . , l. We say that P is uniformly strongly hyperbolic if
Let us consider the Cauchy problem for a uniformly strongly hyperbolic system of the form (2.7):
u(0, x) = u 0 (x), (2.9) where u 0 ∈ H (s) . The result below can be derived using the methods of [10, 4] .
, and an arbitrary initial function u 0 ∈ H (s) the problem (2.7), (2.9) has a unique solution u(y) ∈ C(R, H (s) ), which satisfies the following inequality for any T > 0: Finally, we consider a quasilinear perturbation of (2.7):
where ε ∈ [−1, 1] is a small parameter and Q(ε, y, u, ∂ x ) is an m × m matrix of first-order linear operators with smooth coefficients that depend on ε, t, x, and u. In contrast to strictly hyperbolic equations, strongly hyperbolic systems are not stable under small perturbations. Therefore, to ensure that the Cauchy problem is well-posed for (2.11), we have to require that the perturbed (nonlinear) operator P + εQ be strongly hyperbolic. Namely, we assume that the matrix function P ε := P (y, iω) + εQ(ε, y, u, iω) satisfies conditions (a) and (b) for all (ε, y, u, ω) and that the pairwise distinct roots of P ε are separated from one another uniformly with respect to ε ∈ [−1, 1], y ∈ R n+1 , ω ∈ Σ n−1 , and u ∈ B, where B is an arbitrary bounded ball in R m u (cf. (2.8) ). Under the above conditions, we have the following theorem on existence and uniqueness of solutions. Its proof can be carried out using the results in the linear case and some standard fixed point arguments (for instance, see [15, 3, 10] ). Theorem 2.4. For any sufficiently large integer s > 0 and any R > 0 there are positive constants ε 0 = ε 0 (s, R) and T = T (s, R) such that the following assertion holds: for any right-hand side f (t, x) satisfying (2.6) and any initial function
the problem (2.11), (2.9) has a unique solution u(t, x) defined on (−T, T ) and satisfying the inclusions
3. Energy estimates. In this section, we present some energy estimates that serve as a basis for analysis of linear equations and systems. We begin with the case of stable characteristic roots and show that a two-sided estimate for an appropriate quadratic form related to the problem in question implies the exponential decay of solutions for homogeneous equations. We next turn to the case when there are both stable and unstable roots. The proofs of the energy estimates presented here can be found in [17, 18] . We conclude this section by some examples to which the results can be applied.
3.1. The case of stable characteristic roots. We begin with the case of scalar equations of the form
where
is a strictly hyperbolic operator of order m with constant coefficients, and Q ε (y, D) is an operator of order m with real principal part. We will assume that the coefficients of Q ε , which are functions of (ε, y), belong to the space C ∞ b (R n+1 ). The fact that we restrict ourselves to small perturbations of an operator with constant coefficients is essential: counterexamples show that for general hyperbolic equations the results are no longer true.
We note that the class of strictly hyperbolic operators is stable under small perturbation by an operator with real principal part, and therefore the operator P ε is also strictly hyperbolic. Thus, the Cauchy problem is well-posed for (3.1).
Our first result concerns the case of stable characteristic roots. More exactly, we assume that the following condition is satisfied: Condition 3.1. There is δ > 0 such that
where τ and ξ are the variables dual to t and x, respectively.
For any two operators R i (y, D), i = 1, 2, a function u(y), and real numbers s ∈ R and µ > 0, we set
We also introduce the seminorm
where R − (t) = (−∞, t] and
Theorem 3.2. Under the above conditions, for any µ, 0 < µ < δ, and s 0 > 0 there are positive constants K and ε 0 such that
6) where |ε| ≤ ε 0 , |s| ≤ s 0 , R(τ, ξ) = −∂ τ P (τ, ξ) is the Leray separating polynomial, and u ∈ C ∞ b R, H (∞) .
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Inequality (3.6) implies that
In particular, if P ε u(t, x) = 0 for t ≥ 0, then the energy E 2 m−1,s (u, t) decays exponentially as t → +∞.
A similar result is true for first-order hyperbolic systems with nearly constant coefficients. Namely, let us consider the the problem
where u is now a vector function with m components, ε ∈ [−1, 1] is a small parameter, and P ε (y, D x ) is a strongly hyperbolic matrix operator whose coefficients do not depend on t and x for ε = 0. We assume that P ε satisfies the following assumption (cf. Condition 3.1):
. . , m, where τ j (ε, y, ξ) are the characteristic roots of P ε (y, ξ).
In contrast to scalar equations, an appropriate quadratic form for systems involves pseudodifferential operators (ΨDO's), and we now introduce the necessary class of symbols.
We denote by S j the space of functions p(ε, y, ξ)
, and (·, ·) is the standard scalar product in R n . Let S j (m) be the space of matrix symbols
whose elements belong to S j . As was mentioned in Section 2.2, the class of strongly hyperbolic systems is not stable under small perturbations. This results in that an analog of the operator R(D) (see Theorem 3.2) is not a ΨDO with constant symbol. However, we can choose it to be close to a constant symbol. More exactly, we say that a symbol R(z, ξ) is nearly constant if it does not depend on (t, x) for ε = 0.
For any R ∈ S j (m), s ∈ R, and µ > 0, we set (cf. (3.3) and (3.4))
We can now formulate an analog of Theorem 3.2 for first-order systems.
Theorem 3.4. Under the above conditions, for any δ ′ < δ there is a Hermitian symbol R(z, ξ) ∈ S 0 (m) depending on δ ′ such that the following assertions hold:
where M > 1 is a constant depending on δ ′ .
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(ii) For any µ, 0 < µ < δ ′ , and s 0 > 0 there are positive constants K and ε 0 such that
where |ε| ≤ ε 0 , |s| ≤ s 0 , and
As in the case of scalar equations, the a priori estimate (3.9) implies the exponential decay of solutions as t → +∞.
3.2. The general case. We now turn to the case when there are both stable and unstable characteristic roots. We begin with the case of scalar equations and assume that the following condition is satisfied: Condition 3.5. There is δ > 0 such that
Let m + and m − be the number of roots of the symbol P (τ, ξ) that lie in the half-planes Im τ ≥ δ and Im τ ≤ −δ, respectively. Condition 3.5 implies that m + and m − do not depend on ξ and that P is representable in the form
where P + (P − ) is a polynomial of degree m + (m − ) corresponding to the roots in the half-plane Im τ ≥ δ (Im τ ≤ −δ):
It is not difficult to show that p 
Theorem 3.6. Under the above conditions, let
where η = (τ, ξ). Then for any µ, 0 < µ < δ, and s 0 > 0 there are positive constants K and ε 0 such that
It follows immediately from (3.13) that
In particular, the homogeneous equations has no time-bounded solutions. Finally, we consider a first-order system whose characteristic roots satisfy the following assumption (cf. Condition 3.3):
Condition 3.7. There is δ > 0 such that
For any R ∈ S j (m), s ∈ R, and µ > 0, we set
The assertion below is an analog of Theorem 3.6 for systems.
Theorem 3.8. Under the above conditions, for any δ ′ , 0 < δ ′ < δ, there are nonnegative Hermitian symbols R ± (z, ξ) ∈ S 0 (m) depending on δ ′ such that the following assertions hold:
(i) The symbols P * R 2 ± − R 2 ± P belong to S 0 (m), and for all (z, ξ) we have
(iii) For any µ, 0 < µ < δ ′ , and s 0 > 0 there are positive constants K and ε 0 such that
3.3. Examples. We now construct some examples of hyperbolic operators satisfying Conditions 3.1, 3.3, 3.5, and 3.7.
Example 3.9. Let a > 0, b, and γ be real constants and let c ∈ R n . Then the operators
are strictly hyperbolic. Moreover, the root of the polynomial P b,c (τ, ξ) lies on the line Im τ = b for any ξ ∈ R n , while the roots of P a,γ (τ, ξ) satisfy the inequality | Im τ − γ| ≤ √ ρ < |γ|, where ρ = max{0, γ 2 − a 2 }. Therefore, if b > 0 and γ > 0, then the operators P b,c (D) and P a,γ (D) satisfy Condition 3.1.
Example 3.10. Taking products of the operators in the foregoing example, we can construct high-order operators satisfying Conditions 3.1 and 3.5. Namely, let a j > 0, b j , γ j , j = 1, . . . , k, be nonzero real constants, let c ∈ R n , and let a j = a l for j = l and |c| < a j for j = 1, . . . , k. In this case the operators
are strictly hyperbolic and satisfy Condition 3.5. Moreover, if the constants γ j and b are positive, then Condition 3.1 holds.
Example 3.11. Let m ± be positive integers and let P ± (D) be strictly hyperbolic polynomials of order m ± whose principal symbols have no common roots for ξ = 0. For instance, if P (τ, ξ) is a strictly hyperbolic polynomial of order m, then P + = P
and P − = ∂ τ P satisfy this condition with m + = m and m − = m − 1. It is well known that (e.g., see [17, Section 2.2]) there are real numbers γ ± such that
It follows that the operator
is strictly hyperbolic and satisfies Condition 3.5.
Example 3.12. The operators constructed in Examples 3.10 and 3.11 are products of lower-order operators. The existence of strictly hyperbolic operators that satisfy Condition 3.1 or 3.5 and do not admit such a factorization follows from the stability of these conditions under small perturbations (see [17, Section 3.3] ). Namely, let P (D) be a strictly hyperbolic operator of order m for which (3.10) holds and let Q(D) be an operator of the same order with real principal part. Then, for sufficiently small real ν, the operator P + νQ satisfies Condition 3.5. 4. Linear equations and systems: stability, dichotomy, and AP solutions. In this section, we present a series of results on asymptotic behavior of solutions for linear hyperbolic PDE's. We begin with the case of stable characteristic roots and study the solvability of inhomogeneous equations and systems on the positive or negative half-line. We next turn to the case when there are both stable and unstable roots and investigate the property of exponential dichotomy for homogeneous problems. Finally, we discuss the invertibility of hyperbolic operators in spaces of time-bounded and almost periodic functions. As a rule, we will confine ourselves to the case of systems, since for scalar equations the results are almost identical.
Exponential stability. Let us consider the inhomogeneous problem
where P ε (t, x, D x ) is a uniformly strongly hyperbolic matrix operator with nearly constant coefficients (i. e., the coefficients do not depend on (t, x) for ε = 0.) We will need the following functional spaces. Let R − = (−∞, 0] and R + = [0, ∞). For any real numbers µ and s, we denote by F s, [µ] (R ± ) and L s, [µ] (R ± ) the spaces of functions u(y) ∈ C(R ± , H (s) ) and f (y) ∈ L 1 loc (R ± , H (s) ), respectively, such that
where, for any interval J ⊂ R, we set
Theorem 4.1. Suppose that a strongly hyperbolic matrix operator P ε satisfies Condition 3.3. Then for any s 0 > 0 and µ < δ there are positive constants ε 0 and C such that the following statements hold for |ε| ≤ ε 0 and |s| ≤ s 0 .
(i) For any right-hand side f ∈ L s,[µ] (R + ) and initial function u 0 ∈ H (s) the Cauchy problem (4.1), (4.2) has a unique solution u ∈ F s,[µ] (R + ), which satisfies the inequality
In particular, the zero solution of the homogeneous equation is exponentially asymptotically stable as t → +∞.
(
, which satisfies the inequality
In particular, the homogeneous equation has no nontrivial solution bounded for t ≤ 0.
A similar result holds in the case of scalar equations. See [17, Section 6] and [18, Sections 2-4] for proofs.
We note that the zero solution of the homogeneous problem may be unstable if the coefficients of the hyperbolic operator are not close to being constant. A counterexample proving this observation is constructed in [17, Section 6.3].
Exponential dichotomy.
We now consider the problem of exponential dichotomy (ED) for homogeneous problems. Let us begin with the case of systems. Theorem 4.2. Suppose that a strongly hyperbolic matrix operator P ε satisfies Condition 3.7. Then for any s 0 > 0 and µ, 0 < µ < δ, there are positive constants ε 0 and C and closed subspaces E (ii) The phase space H (s) can be represented as the direct sum
Moreover, the norms of the projections in H (s) that correspond to the direct decomposition (4.6) are bounded uniformly with respect to ε and s. We note that a similar result holds for strictly hyperbolic scalar equations: 
To formulate the corresponding result, we introduce some notations. We first note that if P (τ, ξ) is a strictly hyperbolic polynomial satisfying condition (3.10), then there are ε 1 > 0 and δ 1 > 0 such that for |ε| ≤ ε 1 the roots of P ε (y, τ, ξ) lie outside the strip | Im τ | < δ 1 . Let m + and m − be the number of roots in the half-planes Im τ ≥ δ 1 and Im τ ≤ −δ 1 , respectively. We have the factorization (cf. (3.11) and (3.12))
where P + (P − ) is a polynomial of degree m + (m − ) with roots in the half-plane
It is a matter of direct verification to show that the coefficients p j belong to S j .
3
Let us denote by
In particular, the ΨDO's c ± jk (ε, y, D x ) are continuous from H (r) to H (r−j+k) for any ε and t. Recall that the energy E m−1,s (u, t) of a solution for (4.7) is defined by formula (3.5).
Theorem 4.3. Suppose that P (D) is a strictly hyperbolic operator of order m and that Condition 3.5 is satisfied. Then for any s 0 > 0 and µ, 0 < µ < δ, there are positive constants ε 0 and C depending on s 0 and µ and continuous operators
such that the following assertions hold for |s| ≤ s 0 and |ε| ≤ ε 0 . (i) The energy E m−1,s (u, t) of a solution of the Cauchy problem (4.7), (4.8) with [u 0 , . . . , u m−1 ] ∈ E m−1,s is bounded for ±t ≥ 0 if and only if
In this case, we have
(ii) The phase space E m−1,s can be represented as the direct sum
where we set
hold . Moreover, the norms of the projections in E m−1,s that correspond to the direct decomposition (4.12) are bounded uniformly with respect to ε and s.
(iii) There are continuous linear operators
whose norms are bounded uniformly with respect to ε and s such that
. For a proof of Theorem 4.3, see [21] .
4.3.
Hyperbolic operators in spaces of time-bounded and almost periodic functions. We will confine ourselves to hyperbolic systems, since the results in the case of scalar equations are exactly the same.
Let us introduce a linear manifold
and consider the closed linear operator
Theorem 4.4. Under the conditions of Theorem 4.2, for any s 0 > 0 there is a constant ε 0 > 0 such that, for |s| ≤ s 0 and |ε| ≤ ε 0 , the operator P ε has a continuous inverse whose norm is bounded uniformly in s and ε.
A trivial consequence of Theorem 4.4 is the following result: if the coefficients of the operator P ε (t, x, D x ) and the right-hand side f ∈ C b (R, H (s) ) are periodic in time with period T > 0, then, for sufficiently small ε, Eq. (4.1) has a unique periodic solution u ∈ C b (R, H (s) ). Assertions similar to Theorem 4.4 hold true if the space C b (R, H (s) ) is replaced by some spaces of almost periodic (AP) functions in time. To formulate the corresponding results, we introduce some notations.
Let M = {λ k } ⊂ R be a countable module, i.e., a countable subset of the real line that is a group with respect to addition. We assume that M does not coincide with any set of the form {kλ : k ∈ Z}. Let us introduce a new metric on R by the formula
and denote by R M the set of real numbers endowed with the metric d M .
Let X be a metric space and let f (t) ∈ C(R, X). Since R M and R coincide in the set-theoretic sense, f (t) can be regarded as a function from R M into X. 
The proofs of Theorems 4.4 and 4.7 and of their analogs for scalar equations can be found in [17, 18] .
5. Nonlinear equations and systems: stable, unstable, and center manifolds, linearization, and AP solutions. This section is devoted to nonlinear problems. We first study the existence of stable and unstable manifolds for homogeneous first-order quasilinear systems and high-order fully nonlinear scalar equations. We next turn to inhomogeneous problems and discuss their solvability in spaces of time-bounded and almost periodic functions. For semilinear equations and systems, we formulate two results on linearization of the phase portrait. The sections is concluded by a theorem on the existence and different properties of a center manifold for scalar equations.
5.1. Stable and unstable manifolds and almost periodic solutions. Let us begin with the quasilinear system
where P ε is an m × m matrix of first-order partial differential operators in x whose coefficients depend on ε ∈ [−1, 1], y = (t, x) ∈ R n+1 , and u ∈ R m . We assume that P ε satisfies the following three conditions.
(H 1 ) The operator P ε is a perturbation of an operator with constant coefficients, i.e., it can be represented in the form
where the coefficients of Q ε (which are functions of (ε, y, u)) belong to the space C
The operator P ε is uniformly strongly hyperbolic in the sense specified before Theorem 2.4.
(H 3 ) For any R > 0 there is δ = δ R > 0 such that the characteristic roots of the full symbol P ε (y, u, iξ) are outside the strip | Re τ | < δ for ε ∈ [−1, 1], y ∈ R n+1 , u ∈ B R , ξ ∈ R n , where B R ⊂ R m is a closed ball of radius R centered at zero (cf. Condition 3.7).
Let us consider the Cauchy problem for Eq. (5.1):
By Theorem 2.4, the problem (5.1), (5.2) is locally well-posed, i. e., for any u 0 ∈ H (s) , s ≫ 1, and |ε| ≪ 1 it has a unique solution defined on a small time-interval. We wish to study the existence of global solutions.
Let us consider the linearization of (5.1) on the function u ≡ 0:
We note that (5.3) satisfies the conditions of Theorem 4.2. Therefore, for any integer s ∈ R and sufficiently small values of ε we can construct stable and unstable subspaces E + s (ε) and E − s (ε). We denote by B s (R) a closed ball in H (s) of radius R centered at zero and set E ± s (ε, R) = E ± s (ε) ∩ B s (R). Theorem 5.1. Suppose that conditions (H 1 ) -(H 3 ) are satisfied. Then for an arbitrary R > 0, sufficiently large integers s > 0, and any µ, 0 < µ < δ, there are positive constants ε 0 and C such that the following statements hold for |ε| ≤ ε 0 .
(i) There are weakly continuous injective operators Similar results are true for fully nonlinear scalar equations. Moreover, in this case the stable and unstable manifolds admit an "explicit" description as graphs of some nonlinear operators in the phase space (cf. Theorem 4.3).
More exactly, let us consider the homogeneous equation 6) supplemented by the initial conditions
Here P (∂) is a strictly hyperbolic operator of order m with constant coefficients and Q ε (t, x, ∂ m u) is a nonlinear operator that satisfies the conditions mentioned after formula (2.5). We also assume that the symbol P (iτ, iξ) of the operator P (∂ t , ∂ x ) satisfies Condition 3.5 and denote by m + and m − the number of its roots that lie in the half-planes Im τ ≥ δ and Im τ ≤ −δ, respectively.
Let us recall that the space E m−1,s is defined by (4.9) and (3.5). We endow E m−1,s by the metric
and denote by B m−1,s (R) a closed ball in E m−1,s of radius R centered at zero. We also set
The assertion below is an analog of Theorem 4.3 for nonlinear equations. In this case, we also have the estimate
(ii) The manifolds
hold intersect only at zero and are weakly differentiable at that point. Moreover, the corresponding tangent spaces T M + s (ε) and T M − s (ε) coincide, accordingly, with the stable and unstable subspaces constructed for the linearized equation
In particular, in view of (4.12), we have the direct decomposition
. For a proof of the above theorem in the quasilinear case, see [21, Section 7] . We now turn to inhomogeneous problems. We will confine ourselves to the case of systems:
For any integer s ≥ 0 and any countable module M ⊂ R we set
where the spaces AP (X, M) and LAP (X, M) are defined in Section 4.3. The following result is an analog of Theorems 4.4 and 4.7 in the nonlinear case.
Theorem 5.3. Suppose that conditions (H 1 ) -(H 3 ) are fulfilled. Then for any R > 0 and sufficiently large integers s > 0 there are positive constants C and ε 0 such that the following assertions hold for |ε| ≤ ε 0 and any right-hand side f (t, x) satisfying the conditions
(i) System (5.9) has a unique solution u(t, x) such that
If the coefficients of P ε and the function f are periodic in time with period T > 0, then so is the solutions u(t, x).
(ii) Let f ∈ AP s−1 (M) for some countable module M and let the coefficients of P ε belong to the space AP (C 5.2. Grobman-Hartman type theorems. Theorems 5.1 and 5.2 describe the asymptotic behavior of solutions for homogeneous problems in the case when the initial conditions lie on the stable or unstable manifolds. We now formulate two results concerning the whole phase portrait in the neighborhood of the zero solution.
To simplify the presentation, we will confine ourselves to the autonomous case.
We begin with a semilinear strongly hyperbolic system of the form
where P ε is an m×m matrix of first-order differential operator with nearly constant coefficients and Q ε is a real-valued function belonging to the space C We wish to compare the solutions of (5.10) with those of the linear system be the corresponding resolving operator. Here u(t, x) is the solution of (5.13), (5.7), and t varies in some interval (−T, T ) on which the solution is defined. For ε = 0, Eq. (5.13) coincides with the linear equation (5.12), and therefore U 0 (t) is a bounded linear operator in E m−1,s defined for all t ∈ R. LetḂ m−1,s (R) be an open ball in E m−1,s of radius R centered at zero. The following theorem establishes conjugacy between U ε (t, ·) and U 0 (t) in the neighborhood of zero. We refer the reader to [23, Chapter I] for the proof of Theorems 5.4 and 5.5 in the case of nonautonomous semilinear scalar equations and for some further discussion and examples concerning the Grobman-Hartman theorem.
5.3. Center manifold theorem. Up to now, we have discussed the situation when the characteristic roots of the equation or system under study are either stable or unstable. In this subsection, we will consider the case when some of the roots are neutral. For brevity, we will confine ourselves to scalar equations.
We consider the semilinear equation (5.13), where P (∂ t , ∂ x ) is a strictly hyperbolic operator of order m whose full symbol P (iτ, iξ) satisfies the following assumption (cf. Conditions 3.1 and 3.5):
Condition 5.6. There are δ > ν ≥ 0 such that P (iτ, iξ) = 0 for (Re τ, ξ) ∈ R n+1 , ν < | Im τ | < δ.
We will denote by m c the number of roots of P (iτ, iξ) that lie in the strip | Im τ | ≤ ν and assume 1 ≤ m c ≤ m − 1. Let m h = m − m c . Concerning the functions q α and q, we suppose that they satisfy the conditions formulated after (5.13).
Let X and Y be Banach spaces and let Ω ⊂ X be an open subset. For γ ∈ (0, 1) and any integer l ≥ 1, we denote by C l,γ (Ω, Y ) the space of l times continuously differentiable functions from Ω to Y whose lth derivative is uniformly Hölder continuous with exponent γ.
The following theorem provides some information on the behavior of solutions in the neighborhood of the stationary point u ≡ 0.
Theorem 5.7. Suppose that the above conditions are fulfilled. Let γ ∈ (0, 1) and an integer l ≥ 1 satisfy the inequality lν + γ ≤ δ. Then for any R > 0, µ ∈ (ν, δ/l), and sufficiently large integers s > 0 there are positive constants ε and C and continuous operators is invariant under the action of the resolving operator U ε (t, ·), i.e., if U 0 ∈ M c (ε, R), then U ε (t, U 0 ) ∈ M c (ε, R) as long as U ε (t, U 0 ) ∈ B m−1,s (R).
(ii) Attraction property. Suppose that U ε (t, U 0 ) ∈ B m−1,s (ρ) for t ≥ 0 and some ρ < R. Then there is a constant T ≥ 0 and a vector function V ∈ M c (ε, R) such that U ε (t, U 0 ) − U ε (t, V 0 ) (m−1,s) ≤ Ce −µt , t ≥ T.
A similar assertion holds for solutions defined on the half-line t ≥ 0. Moreover, if the phase trajectory U (t) = [u(t, ·), . . . , ∂ m−1 t u(t, ·)] of a solution u(t, x) belongs to the ball B m−1,s (R) for all t ∈ R, then U (t) ∈ M c (ε, R) for t ∈ R.
(iii) Smoothness. For any fixed ε, the operators R j (ε; ·) belong to the class C l,γ (B mc−1,s+m h (R), H (m−1+s−j) ).
The infinite-dimensional surface M c (ε, R), which is embedded into the phase space E m−1,s , is called a center manifold for Eq. (5.13). It can be proved that the operators R j , defining M c (ε, R), are small perturbations of some pseudodifferential operators whose symbols can be expressed in terms of the symbol of the original equation. Moreover, the dynamics on the invariant manifold M c (ε, R) is described by a nonlocal perturbation of a hyperbolic equation. We refer the reader to [23, Chapter II] for proofs and further details.
