Rei TAKAMI †a) , Nonmember and Yasufumi TAKAMA †b) , Member SUMMARY This paper proposes a visual analytics (VA) interface for time-series data so that it can solve the problems arising from the property of time-series data: a collision between interaction and animation on the temporal aspect, collision of interaction between the temporal and spatial aspects, and the trade-off of exploration accuracy, efficiency, and scalability between different visualization methods. To solve these problems, this paper proposes a VA interface that can handle temporal and spatial changes uniformly. Trajectories can show temporal changes spatially, of which direct manipulation enables to examine the relationship among objects either at a certain time point or throughout the entire time range. The usefulness of the proposed interface is demonstrated through experiments. key words: visual analytics, human computer interaction, interactive systems, time-series data
Introduction
In recent years, large-scale and multi-dimensional data has been collected in various fields, most of which are timeseries data. For example, time-series data is popular in domains such as medical, finance, and sports. And the Web is also filled with various time series data, such as server logs, query logs, and SNS streams. To acquire knowledge from these data, visual analytics (VA) interfaces have been studied [7] . In VA interfaces, approaches based on direct manipulation have been employed as a means for intuitive and efficient analysis. Direct manipulation enables analysts to interact with visualized objects (nodes, edges, buttons, slide bars, etc.), on the basis of which models and parameters of classifiers and clustering algorithms are updated. This paper focuses on this approach and proposes a VA interface for supporting data analysts to find insights from time-series data. Among the various types of time-series data, we focus on those that consist of multiple numerical attributes. Examples include query log data of web services and player's performance in the sports domain.
When developing a VA interface for time-series data, several problems arising from the properties of time-series data should be considered. For example, when performing direct manipulation of a visualized object, (1) a collision would occur on the temporal aspect of a change by the data itself and a change by a user operation, and (2) a collision of Manuscript the interaction would occur between the temporal and spatial aspects. Also, (3) there is a trade-off of exploration accuracy, efficiency, and scalability between different visualization methods.
To solve these problems, this paper employs trajectory representation [13] that can avoid (1) by expressing temporal changes of data spatially and treating temporal and spatial aspects in a unified manner. A trajectory represents the temporal change of a data point on a scatter plot, and users can directly manipulate the trajectories. For example, clicking a node in a trajectory displays the scatter plot at that time point.
Furthermore, this paper proposes an operation to combine convex hull and trajectory visualization. A convex hull is used to group multiple objects or trajectories. One of the important visual insights to be obtained from time-series data is the temporal convergence/divergence of multiple objects, and the convex hull visualization is expected to be effective for finding such tendencies. This paper also introduces a branching of interaction based on an animation playback/pause mode to uniquely interpret user interaction to be either spatial or temporal. For example, different types of convex hulls are visualized for different modes. This contributes to solving (2) . Problem (3) is also solved by using different visualization methods (animation in playback mode and trajectory in pause mode) in accordance with the mode.
The proposed interface was implemented as a prototype for conducting a user experiment. The results confirmed the effectiveness of the proposed interface from quantitative/qualitative aspects in solving the abovementioned problems.
The contributions of this paper are as follows: organization of problems in VA when applying direct manipulation to time-series data, design and implementation of a VA interface based on trajectory representation, and verification of its effectiveness by user experiment.
This paper is an extended version of work published in 2018 IEEE/WIC/ACM International Conference on Web Intelligence [23] by adding the details of the proposed interface and the deep analysis and discussion about the result of user experiments. This paper is organized as follows: Sect. 2 introduces related work. Section 3 describes the problems in VA for time-series data. Section 4 proposes a VA interface employing trajectories, and Sect. 5 shows the results of our user experiments.
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Related Work

Visual Analytics (VA)
Data mining and machine learning techniques like clustering and trend detection are used to utilize a huge volume of time-series data. As a preliminary stage of applying these technologies, it is necessary to define evaluation criteria for data of interest such as outliers and thresholds. To create these criteria, VA that aims to interpret data using analysts' domain knowledge and acquire insights through visualization has been studied [7] . Visual analytics makes it easy for analysts to find temporal trend and evaluation criteria by visualizing data.
Sacha et al. proposed a knowledge generation model in VA, which consists of data exploration, hypothesis verification, and knowledge formation loops [18] . Analysts focus on the characteristic visual tendency of data in the data exploration loop to generate visual insights. In the hypothesis verification loop, they verify and formulate hypotheses from the visual insights on the basis of their domain knowledge. In the knowledge generation loop, knowledge about the target data is formed by verification and accumulation of hypotheses.
VA is often used in combination with machine learning algorithms such as dimension reduction [19] . However, generally speaking, domain experts (analysts) are not necessarily data mining experts. That is, analysts often have no knowledge about the models of machine learning and parameters, which exist behind visualization [17] . In existing VA methods, interaction is performed using indirect controls through a user interface (UI) such as sliders and buttons. However, to operate such a UI, users should have knowledge of the model and parameters. Therefore, the result of operations is often different from what they expect. One of the common methods that promote understanding of data by analysts and support knowledge generation is direct manipulation/feedback of visualization objects [5] . Direct manipulation employs a physical operation, such as the depression of a button, and continuous representation of target objects for giving users rapid, incremental, and reversible feedback as an effect of the interaction [21] . When analysts modify models and parameters using direct manipulation, the system recalculates them on the basis of the result, and provides them with an updated visualization. A user's cognitive load for adjustment will increase when complex models are employed [5] . To overcome this problem, the concept of semantic interaction has been proposed: it aims to support knowledge acquisition by modifying models and parameters of data processing behind visualization by manipulating the visualized object itself [6] . In this concept, the system interprets the interaction by analysts with the visual objects, and adjusts the model and parameters of data processing on the basis of the estimated intention of their manipulation. Therefore, it is possible to perform data exploration by combining the processing ability of computer systems with a human's cognitive ability and domain knowledge [17] . This concept leads to a transparent and explainable VA system that iteratively improves a machine learning model for multi-dimensional data [10] . However, the direct manipulation technique for time-series data has yet to be sufficiently studied.
Visualization Based on Trajectories
When applying VA to time-series data, there are various characteristics to consider: temporal characteristics of data, representation method of data, etc. [1] . The tasks of mining time-series data include clustering, detection of patterns, and outliers [12] . A preferable visualization method depends on a task and a target user [11] , because different tasks/users focus on different characteristics of data. Dynamic visualization such as animation is commonly-used for expressing temporal change as the movement of objects [1] . There also exist static visualization methods such as small multiples consisting of a series of graphs along a temporal axis, and a trace (trajectory) superimposing temporal changes of objects on a single graph [1] .
In this paper, we focus on trajectory representation, which superimposes the temporal changes of coordinates on spatial coordinates. A trajectory unifies the representation of temporal and spatial changes and is essentially the same as traces visualization. Trajectory representation has been used for data that can be mapped to a physical space like traffic volume [13] . Even for abstract coordinate space without mapping to physical space, the temporal change of data can be represented as a shape. It is effective for maintaining mental models and contexts for temporal changes [4] .
As an example of using trajectory representation in VA, Kondo and Collins proposed DimpVis, a temporal navigation method based on trajectory manipulation [8] . When users select an arbitrary data point on a scatter plot, its trajectory becomes visible. Navigation along time is possible by tracing the trajectory with a finger. DimpVis is shown to be effective in terms of search speed and accuracy of such tasks as outlier detection [8] .
Bach et al. proposed a trajectory drawing method based on self-similarity at each time point of data. This method uses a trajectory as a means of brief expression (visual abstraction) of temporal change for time-series data [2] . Analysts can intuitively grasp the characteristics of time-series data such as clusters, periodicity, U-turn, and outliers by confirming the visual shape of the trajectory. Rind et al. employed a trajectory representation for describing the temporal change of the object on a scatter plot. Their system was designed to grasp the patient's progress in diabetes treatment for selecting an appropriate treatment [14] . Bernard et al. proposed TimeSeriesPaths, which shows the result of dimension reduction of time-series data [3] . It provides ondemand visualization, selection, and grouping/filtering of trajectories.
In the above-mentioned methods, trajectories have been used only as a means for representing temporal changes of time-series data. However, to the best of our knowledge, VA interfaces that support the total process of VA based on direct manipulation using trajectory have never been studied.
Problems of VA for Time-Series Data
Although the effectiveness of VA based on direct manipulation has been shown as noted in Sect. 2.1, when applying it to time-series data, the following problems should be considered.
Collision between Interaction and Animation on the Temporal Aspect
Animation expresses temporal changes as the movement of objects. When animation is used for the VA of the timeseries data, object placement is updated by playbacks and rewinds of the animation as shown in the upper part of Fig. 1 (a) . When users move objects with direct manipulation, the objects' placement also changes as shown in the lower part of Fig. 1 (a) . As a result, both of the changes occur simultaneously on a temporal aspect, which may lead to user's confusion. This paper regards this type of collision as one of the major problems in VA for time-series data.
Collision of Interaction between the Temporal and Spatial Aspects
Some operations in VA for time-series data have a temporal aspect such as control of animation. Besides, such operations as changing object placement have a spatial aspects. The problem is that some operations can have both temporal and spatial aspects. Therefore, there are two aspects (temporal or spatial) that can be applied to the same interaction. For example, when users select a specific data object to find similar objects in the time-series data as shown in Fig. 1 (b) , it can be interpreted in two ways: whether a user wants to find objects that are similar at that time point (interpretation from the spatial aspect) or those similar through the entire time range (the temporal aspect). When an operation is interpreted by a VA interface differently from what an analyst really wants to do, it may cause some problems in the analysis process.
Fig. 1
Collision of interaction example: (a) interaction and animation on the temporal aspect (b) interaction between the temporal and spatial aspects
Trade-Off between Visualization Methods
Dynamic visualization methods like an animation are effective for discovering meaningful changes. However, it is known to be unsuitable for detailed data exploration: users tend to overlook temporal changes and have to frequently control the animation [15] . On the other hand, static visualization methods such as a trace (trajectory) and small multiples are known to be suitable for detailed exploration in terms of efficiency and accuracy [15] . However, those methods have the problems of scalability and visual clutter when the number of visualized objects is large [15] . There is no uniquely effective visualization method for time-series data [15] . Therefore, it is effective to combine different visualization methods such as dynamic and static visualization methods for supporting the whole process of analyzing time-series data.
VA Interface Based on Trajectory Manipulation
This paper proposes a VA interface for time-series data. To support the whole VA process and solve the problems described in Sect. 3, the proposed interface combines the merits of trajectory representation, 2D scatter plot, a convex hull, and animation. The interface was implemented as a web application using Ruby on Rails 5, and D3.js v4. jQuery 3.3 was also used for implementing the visualization part and front-end processing. As a target of the proposed interface, we suppose multidimensional time-series data that consists of multiple numerical attributes, each of which is recorded at discrete time intervals. Examples include aggregated query log data of web services (average rating of a movie and the total traffic per month), longitudinal patient records (blood glucose level and number of treatments) and player's performance in the sports domain (the number of home runs in baseball and the number of assists in soccer). As a visualization method for the multi-dimensional data, a scatter plot is commonly-used because of its effectiveness to grasp the spatial distribution of data. Therefore, we design the proposed VA interface on the basis of a scatter plot, on which the temporal change of objects is visualized with either animation or a trajectory representation. Figure 2 shows a screen-shot of the proposed interface, which consists of a scatter plot view ( Fig. 2 (a) ).
In the scatter plot view, two attributes are selected from the data and are associated with the X and Y axes. Attribute values at each time point are visualized on the scatter plot, and temporal changes of attribute values are expressed by the changes of position with animation. Users (analysts) can select an object of interest and display its trajectory on the scatter plot. A trajectory represents temporal changes of selected attribute values, which can be directly manipulated by users. By combining the movement of objects by using animation and trajectory representation, users can simultaneously grasp the overall trend from a scatter plot and the In the detailed view, temporal changes of a selected object on the scatter plot view are visualized as a line graph. Two line graphs are displayed, each of which corresponds to the attribute assigned to the X or Y axis of the scatter plot view. This view is used for detailed exploration and hypothesis verification of the visual tendency users found on the scatter plot view. It is supposed that VA are performed by repeatedly transitioning between those two views. An operation on one view is also applied to the other to preserve the consistency of the interface. Characteristic features of the interface include visualization based on trajectories, mode of exploration and grouping of objects/trajectories. Descriptions of each feature are given below.
Visualization Based on Trajectories
When users hover the mouse cursor over an object on the scatter plot view, the temporal change for its attribute value corresponding to the X and Y axes (object's coordinate) is visualized as a trajectory. As shown in Fig. 3 , a trajectory consists of a node representing the spatial coordinates of the object at each point in time, and a path connecting the nodes. The trajectory appears when the mouse cursor moves over a data point on the scatter plot and disappears when the cur-sor is moved away. To support implicit temporal transitions based on the spatial coordinates of trajectories, trajectory representation also has the function of temporal navigation in a similar way to DimpVis [8] .
As described in Sect. 2.2, trajectory representation is used as a visual abstraction of data. For example, when attribute values linearly increase over time, a linear trajectory as shown in Fig. 4 (a) is drawn. In the case of time-series data having periodic characteristics, a folded trajectory such as that shown in Fig. 4 (b) is drawn. When the attribute values have a burst, a trajectory showing a sharp change over a wide area is drawn ( Fig. 3 (c) ). As trajectories are superimposed on the scatter plot view, users can recognize the temporal characteristic of objects spatially. Trajectories can be displayed during the animation of a scatter plot. As the shape and position of a trajectory are not affected by the animation, combining trajectories with a scatter plot can avoid the collision between interaction and animation on temporal aspects (Sect. 3.1).
Mode of Exploration
To deal with the collision of interaction and trade-off between different visualization methods described, this paper introduces "playback" and "pause" as metaphors of different exploration modes.
• Playback: used to grasp the overall tendency of an object group. In playback mode, the scatter plot view is automatically updated by animation, and interactive controls such as rewind can be performed. Users can confirm and track changes in interesting objects while referring to the trend of the entire data. • Pause: used to provide a detailed exploration of visual tendency found in the playback mode [9] . In this mode, a scatter plot is fixed, on which trajectories are displayed.
Users can explicitly change the mode from the control UI located at the top of the scatter plot view. The mode is switched to another mode implicitly when users click nodes in a trajectory. We claim that the mode change makes it possible to solve the trade-off between visualization methods by utilizing the advantages of both dynamic visualization (animation) and static visualization (a fixed scatter plot and trajectory representation) described in Sect. 3.3. Furthermore, such interactions as finding similar objects and zooming are interpreted differently in accordance with the mode. That is, the collision of interaction between temporal and spatial aspects in Sect. 3.2 can be solved. For example, the zoom operation triggered by scrolling the mouse wheel on a scatter plot changes the animation speed in playback mode, and the scale of the scatter plot in the pause mode. We assume that users can develop a VA process through the iterative transition between those two modes.
Grouping of Objects/Trajectories
The proposed interface accepts a sketch-based input for grouping objects. When drawing a line that encloses a set of objects on the scatter plot view as shown in Figs. 5 (a) and (b), a convex hull containing all of the enclosed objects is drawn on the scatter plot view. It has been reported that a convex hull representation can express a set of objects without occupying a display [20] . In accordance with the explo- Select the trajectory and fix its position on a scatter plot (does not disappears when it is moved away). Selection is canceled by double clicking on it. When multiple trajectories ware selected, a convex hull including all of them is drawn. Draw a closed curve on a scatter plot (Sect. 4.3)
Playback mode: Draw a convex hull containing the selected objects at the current time point. Pause mode: Draw a convex hull containing trajectories of the selected objects. Scrolling mouse wheel on a scatter plot (Sect. 4 
.2)
Playback mode: Adjust animation speed (temporal zooming). Pause mode: Enlarge the scatter plot (spatial zooming). ration mode, convex hulls of different shapes are drawn as follows:
• Playback mode: a convex hull containing the selected objects at a particular time point is drawn ( Fig. 5 (a) ).
As an object has different values at different time points, its shape changes in accordance with the animation: it is expected to be useful for users to grasp the outline of the global temporal change of multiple objects with animation. • Pause mode: a convex hull containing trajectories of the selected objects is drawn ( Fig. 5 (b) ): it is expected to be effective for users to grasp how single/multiple objects traverse over the entire time range.
A convex hull in the playback/pause modes respectively corresponds to the group of data points and that of trajectories. Drawing different types of convex hulls in different modes enables users to examine the relationship among objects either at a certain time point or throughout the entire time range. This contributes to solving the problem described in Sect. 3.2.
Summary of Direct Manipulation
Direct manipulations on visualized objects in the proposed interface are summarized in Table 1 . A number of operations have different interpretations depending on the mode of exploration.
Experiment
Procedure
To verify the effectiveness of the proposed interface for solving the problems described in Sect. 3, we conducted user experiments on 32 graduate and undergraduate students (30 males, 2 females, aged 20-24 years old) from the computer science department. What should be verified in terms of the problems described in Sect. 3 are summarized as follows.
Collision between interaction and animation on the
temporal aspect (Sect. 3.1): Effectiveness of trajectory representation for grasping the temporal change of a dataset.
Collision of interaction between the temporal and spa-
tial aspects (Sect. 3.2): Whether users can use different modes of exploration depends on their purpose of analysis.
Trade-off between visualization methods (Sect. 3.3):
Whether users can make use of both dynamic (animation) and static (a fixed scatter plot and trajectory visualization) visualization. In particular, whether they can overcome the shortcomings of a visualization method by using other visualization methods.
To evaluate the proposed interface from those aspects, the following two baseline interfaces were prepared by removing one of the essential parts from the proposed interface: preparing baseline interfaces in this manner is a commonly-used approach as reported in [16] .
• BL1: An interface without trajectory representation.
• BL2: An interface without animation (display trajectories of all objects at once).
The effectiveness of trajectory representation is verified by comparison with BL1. The effect of combining trajectory representation and animation, which relate to the problem described in Sect. 3.3, is verified by comparison with BL2.
Participants were asked to analyze data about Nippon professional baseball (NPB) pitchers using two different interfaces: our proposed one and a baseline. Two different data sets were prepared: central and pacific league datasets † . Each pitcher has three attributes: innings pitched, ERA (earned run average) and WHIP (walks plus hits per inning † NPB consists of those two leagues. Experimental setting: left display shows the task set, right display shows the proposed interface pitched). The data length is 12, which were collected on biweekly basis. The combination of datasets and interfaces, and the order of interfaces are counterbalanced. At the beginning of the experiment, participants tried each feature of the interface by following a tutorial. They then went through two task sets in turn. The first task set was a visualization generation task: participants were asked to find a specific object and display it in the detailed view. The second one was a description task: they were asked to find a visual tendency for a specific group of objects and describe it.
Each participant used the proposed interface and one of the baseline interfaces. Both tasks were conducted using Windows 10 desktop PCs. Each participant used two monitors with 1920 × 1080 resolutions. As shown in Fig. 6 , the interface was displayed on the front monitor, and the answer form for a task set was displayed on the left monitor. Participants controlled the interface running on Google Chrome 63.0 using an optical mouse. After completing both tasks, participants were asked to answer a questionnaire in which each feature of the proposed interface was evaluated with a five-level Likert scale with some comments about the reason for the evaluation. During the experiment, the frequency of using each function and the screen displaying the interfaces were recorded.
Combinations of the datasets and the interfaces as well as execution order of tasks were determined in consideration of order effects. To make it easy to summarize and compare experimental results, innings and WHIP were assigned to X and Y axes, respectively, in the experiment. Fixing the assignment of attributes makes it easy to summarize and compare the results by different participants. As shown in Tables 2 and 3, we selected tasks in which participants could answer only from the visualized results without having any domain knowledge of baseball. Table 2 shows the descriptions of the visualization gener- ation tasks together with the average and standard deviations of execution time. Those values are also shown in Fig. 7 . As shown in Table 2 , all tasks can be answered from only the values of WHIP and innings without knowing those meanings. The result of one-way analysis of variance (ANOVA) among the interfaces confirmed significant differences (p < .05) in Vis2, Vis8, and Vis9. When we applied a t-test for those tasks, significant differences were confirmed between BL2 and the proposed interface in Vis2 and Vis8. Since trajectories of all objects are displayed in BL2, it supported the idea that an object having a specific temporal change (target object in Vis 8) can be easily found compared with the proposed interface. This result shows the effectiveness of trajectory representation. On the other hand, visual clutter occurs when the participants attempted to find objects with specific values (Vis 2) using BL2, which took longer to perform than by using the proposed interface. This result shows that the test participant could overcome the shortcomings of the trajectory representation depending on the tasks. Participants pointed out in the questionnaire that one problem with the proposed interface was the learning cost. It corresponds to the fact the standard deviation of execution time when using the pro- posed interface was larger than that of the baseline interfaces.
Experimental Result
Result of Visualization Generation and Description Tasks
Regarding the description task, the insights gained by VA need to be externalized as sentences for sharing the insights with others [22] . In addition to the overall trend obtained from the scatter plot view, externalized sentences should include additional information such as the time range in which the trend can be confirmed, and the label of data (e.g. pitcher's name). Therefore, we evaluated sentences provided by the participants on the basis of the presence or absence of words related to timestamp, actual values, pitcher's name, loical group name, temporal trend, and UI components. Table 3 and Fig. 8 show the number of descriptions (written in Japanese) including keywords using each interface. As a pitcher's name is used as the label of a data object, participants can refer to it without having any knowledge of the pitcher. A significant difference between the proposed and baseline interfaces was confirmed by a chi-squared test and Fisher's exact test (p < .05) even though the number of characters per participant was almost the same. That is, more keywords tend to be included in the descriptions using the proposed interface than using baselines. For example, the number of sentences including "UI component" in Desc1 by the proposed interface was significantly larger than those in BL1 and BL2. In the case of Desc2, those including "Pitcher's group" by the proposed interface was larger than those in BL1. In Desc3, those including "Actual value" by the proposed interface was larger than those in BL2. As a possible reason that the significant difference was confirmed in comparison with BL1 in Desc1, we believe that participants could focus on the local tendency of a few objects by trajectory representation, in addition to global tendency gained by animation playback. This indicates that participants could use both animation and trajectory representation.
On the other hand, it is supposed in the case of Desc3 that recognizing the actual value of an object becomes easy by displaying the trajectory on demand. This result shows participants could use trajectory representation only when it was useful, which relates to solving the trade-off between different visualization methods.
We also think that a detailed exploration was possible when using the proposed interface because a participant frequently mentioned "UI component" such that "I found from the animation of the scatter plot that pitchers can be divided into those with more than 80 innings pitched (IP) or less than 80 IP." Therefore, the proposed interface enables users to generate a compelling and rich explanation of their findings. This result suggests that the participants can handle tasks related to insight generation with the proposed interface.
In the experiments, we asked all participants to do the visualization generation task first as the description task was intended to be more advanced than it. Therefore, one possible reason might be that the participants became familiar with the proposed interface while performing the visualization generation task. Table 5 shows the evaluations given by the participants to each aspect of the proposed interface. Each cell in the table represents the number of participants. From Table 5 , the trajectory representation was highly evaluated. In regard to notable features, some participants said that it was easy to understand the characteristics of objects from the shape of trajectories, and visual clutter was small. For overall effectiveness in VA and usability, eight participants referred to some visualization methods as evidence for their positive evaluation: three participants mentioned the combination of visualization methods, three mentioned a trajectory representation, one mentioned animation, and one mentioned a scatter plot. Relatively many people mentioned the combination of visualization methods as the positive point of the proposed interfaces, which suggests trade-offs could be resolved by combining different kinds of visualization methods and they could efficiently explore data by switching the exploration modes. Comparing the frequency of switching modes also suggests that when using the proposed interface, test participants tended to switch modes more frequency than when using BL1 as shown in Table 4 and Fig. 9 . As BL2 does not use animation, mode switching is not available. A significant difference was confirmed by the Mann-Whitney's U test (p < .05) for Vis4, Vis5, Vis6, Vis7, Vis9, and all tasks. Note that there was no significant difference in the execution time for those tasks as shown in Table 2 . Regarding the baseline interfaces, several participants stated that it was difficult to grasp the temporal change of the data without trajectory representation. On the other hand, without the animation feature, it was difficult to select specific objects and to grasp exact values at specific time step because of visual clutter caused by the overlap of trajectories. We believe the fact that participants mentioning the different shortcomings for different visualization methods implies the proposed interface fully utilize the advantages of the different visualization methods in a complementary way by switching between exploration modes.
Typical Behaviors in the Analysis Process
From the subjective feedback by the participants and their interaction log, it was found that the grouping operation is used for different purposes in accordance with different tasks. Figure 10 shows an example of the analytical behaviors of participants. In the description task, participants tended to group many objects in the playback mode as shown in Fig. 10 (a) . By confirming the change in shape of a convex hull using animation, many participants grasped and described the overall tendency such that "the vertical axis converges but the horizontal axis diverges." On the other hand, in the visualization generation task, they tried to grasp the trend by selecting multiple trajectories in the pause mode as shown in Fig. 10 (b) . They also tended to select a trajectory by clicking a few trajectory groups or a sketchbased selection for many (10 or more) objects. As noted in Sect. 5.2.2, they frequently switch modes. That is, they could explore data by taking advantage of different visualization methods in different modes of exploration. Therefore, it can be said that introducing the mode is effective for solving the collision of interactions described in Sect. 3.2.
Conclusions
This paper proposed a VA interface for time-series data on the basis of direct manipulation of trajectories. The proposed interface was designed to solve the problems of VA when applying direct manipulation to time-series data: collisions between interaction and animation on temporal aspects, collisions of interaction between temporal and spatial aspects, and trade-offs between visualization methods. In the experiments, participants were asked to perform visualization generation and description tasks using the proposed interface and other baseline interfaces. The results showed that the proposed interface could support whole visual analysis owing to the intuitiveness of trajectory representation and the advantage of combining different visualization methods. It was also confirmed that the participants could describe more information in description tasks compared with baseline interfaces. However, some of the participants felt it difficult to use different interactions between the different exploration modes, and to recognize which mode they were currently in. Resolving this problem is one of our future work.
In the experiments, we prepared tasks that require no domain knowledge of baseball. Therefore, the effectiveness of the proposed interface for domain experts are not verified in this paper. The biased test participants in terms of age and gender would also limit the generality of the obtained results. Therefore, additional experiments with more diversified participants and different datasets, and a case study by domain experts should be performed.
We also plan to introduce a semantic interaction [6] approach to support VA by domain experts and to apply the proposed interface to analysis of dimension reduction results of multi-dimensional data. In particular, we plan to extend the interface so that it can support domain experts in establishing some metrics for evaluating/detecting data such as metrics for outlier detection.
