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Given a coin with unknown bias p ∈ [0, 1], can we exactly simulate another coin with bias f(p)?
The exact set of simulable functions has been well characterized 20 years ago. In this paper, we
ask the quantum counterpart of this question: Given the quantum coin |p〉 = √p|0〉 + √1− p|1〉,
can we exactly simulate another quantum coin |f(p)〉 =√f(p)|0〉+√1− f(p)|1〉? We give the full
characterization of simulable quantum state k0(p)|0〉 + k1(p)|1〉 from quantum coin |p〉 = √p|0〉 +√
1− p|1〉, and present an algorithm to transform it. Surprisingly, we show that simulable sets in
the quantum-to-quantum case and classical-to-classical case have no inclusion relationship with each
other.
I. INTRODUCTION
The classical Bernoulli factory, proposed by Keane
and O’Brien [1] in 1992, considered the following prob-
lem: Given a biased classical coin, with unknown suc-
cess probability (denoted by p), can we use it to simulate
an arbitrary function f(p)? That means, can we con-
struct an event with success probability which exactly
equals f(p)? Note that p is unknown and the event
we choose should not depend on the value of p. For
example, f(p) = p2 is simulable. We can flip the coin
twice and the event with two heads has success probabil-
ity p2. Surprisingly, Keane and O’Brien [1] proved that
the probability amplification function min(2p, 2−2p) for
p ∈ [0, 1] is not simulable. In fact, they had determined
the exact set of simulable functions. Roughly speaking,
a function f(p) : [0, 1]→ [0, 1] is simulable if and only if
it is continuous and the function value does not touch
zero or one in (0, 1).
In 2015, Dale, Jennings and Rudolph [2] general-
ized the Bernoulli factory problem to the case of quan-
tum input and classical output. The problem is, if we
use quantum coins |p〉 = √p|0〉 + √1− p|1〉 instead
of classical ones, what kind of function f(p) is sim-
ulable? In other words, can we find an event with
success probability f(p)? Obviously, if f(p) is simu-
lable in the classical-to-classical case, it is also simu-
lable in the quantum-to-classical case. We can sim-
ply measure the coin |p〉 in computational bases and
thus regard |p〉 as a classical coin. Furthermore, we
can use unitary transformations in the simulation pro-
cess and obtain some events which cannot be simu-
lated in the classical case. For example, if we are
given a coin |p〉, we can do a unitary transformation
Ua =
√
a|0〉〈0|+√1− a|0〉〈1|+√1− a|1〉〈0| −√a|1〉〈1|
on |p〉 and then measure it. The probability of getting
result |1〉 will be fa(p) = (
√
p(1− a) − √a(1− p))2
while fa(p) cannot be simulated in the classical case
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when a ∈ (0, 1). Dale et al. characterized the exact set
of simulable functions in their quantum-to-classical case,
which is strictly larger than the classical-to-classical
case. Specially, min(2p, 2 − 2p) is simulable in the
quantum-to-classical case. In 2016, Yuan et al. im-
plemented experiments to show this quantum advan-
tage [3].
So far, the Bernoulli factory in classical-to-classical
and quantum-to-classical cases has been solved. It is
natural to ask how about the quantum-to-quantum case.
As Dale et al. [2] questioned: Given an unbounded num-
ber of quantum coins |p〉, what kind of quantum coins
|f(p)〉 = √f(p)|0〉 +√1− f(p)|1〉 can we get through
unitary transformation and measurement?
In this paper, we further generalize the problem by al-
lowing complex amplitudes. With an unbounded num-
ber of quantum coins |p〉, what kind of quantum states
k0(p)|0〉 + k1(p)|1〉 where |k0(p)|2 + |k1(p)|2 = 1 can
we get through unitary transformation and measure-
ment? We answer the question by providing the ex-
act characterization of the simulable states. The char-
acterization of |f(p)〉, in other words, (k0(p), k1(p)) =
(
√
f(p),
√
1− f(p)), will be given as a corollary to the
main theorem.
The main difference between our work and the previ-
ous work is the quantum output. In both classical-to-
classical and quantum-to-classical cases, they try to find
an event with success probability f(p) exactly. But, we
aim to transform a quantum state |p〉 to a new state
|f(p)〉, or more generally k0(p)|0〉 + k1(p)|1〉, through
unitary transformations and measurement, where p is
unknown. By simply measuring the constructed state
in the computational basis, we can get classical output
f(p) = |k0(p)|2 from quantum output. Thus, intuitively,
the set of the probability |k0(p)|2, related to simulable
tuple (k0(p), k1(p)), in the quantum-to-quantum case is
the subset of the simulable functions in the quantum-to-
classical case. However, since our construction process
contains quantum measurement, we will transform |p〉
to a new state only with a nonzero success probability.
This means, the event “measuring the constructed state
in computational basis” might not be a legal probability
event in the quantum-to-classical case. Therefore, this
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2intuition does not directly lead to such a result. In our
paper, we use our characterization of simulable tuple in
the quantum-to-quantum case to show that the classi-
cal output related to the simulable tuple is indeed the
subset of that in the quantum-to-classical case.
However, although our result is a strict subset of Dale
et al.’s, there are obvious some advantages for our quan-
tum output. The quantum state |f(p)〉 itself is much
more useful in a large quantum system than an event
with success probability f(p). For example, consider
two states 1√
p2+1
(p|0〉+ |1〉) and 1√
q2+1
(q|0〉+ |1〉), with
p and q unknown. We may wonder if we can construct
state 1√
(f(p)−q)2+1 ((f(p)− q)|0〉+ |1〉). Using technique
in this paper, we know the answer is yes when |f(p)〉
is constructible and the final state may help us judge
whether f(p) = q or not. Our result deepens our under-
standing of the power of quantum state manipulation.
Besides, our work also helps us find more efficient
simulating methods in the quantum-to-classical case. In
[2], Dale et al. implemented a special coin and used it
to simulate f(p). It is natural to consider if there exists
another coin which leads to better performance in the
average case. Our results provide the basic set for the
searching. On the other hand, when (k0(p), k1(p)) is
simulable, our algorithm can simulate f(p) = |k0(p)|2
directly while the method in [2] needs to do quantum
operations as well as design experiments for classical
simulation.
For those reasons, we are curious about the quantum-
to-quantum case. In this paper, we give a succinct
condition to describe the exact set of simulable tuple
(k0(p), k1(p)), where |k0(p)|2 + |k1(p)|2 = 1. The main
observation is that the ratio k0(p)k1(p) has an intrinsic field
structure. The characterization of (
√
f(p),
√
1− f(p)),
where f(p) is a real function of p, is a corollary of the
main result. Surprisingly, we find that (p,
√
1− p2) is
not simulable while (eiθ(p)p,
√
1− p2) is simulable for
some θ(p).
One key point in our paper is that p is unknown,
and the quantum operations we take should not de-
pend on p. If we know p, we can calculate (k0(p), k1(p))
and use unitary transformations [4] to transform |0〉 to
k0(p)|0〉 + k1(p)|1〉. When p is unknown, we may first
estimate the value of p [5–7] and approximately con-
struct the target state with arbitrary accuracy. Differ-
ent from approximation, in this paper, our aim is to ex-
actly construct k0(p)|0〉+k1(p)|1〉. Besides approximate
transformation, there is a similar work called quantum
sampling: given classical distribution (pii)i, the aim is
to construct state
∑√
pii|i〉 efficiently [8–11]. In quan-
tum sampling, (pii)i is known and the desired result is
a muti-qubit state, while our work considers one qubit
with unknown amplitude (k0(p), k1(p)).
The structure of this paper is as follows. In Sec. II,
we give some formal definitions. In Sec. III, we pro-
vide our main theorem and the proof, as well as an algo-
rithm to implement a given simulable state. After that,
we show some examples of simulable states. We then
compare the simulable sets in different cases. Finally
we give a summary in Sec. IV .
II. PRELIMINARIES
We give the formal definition of simulable tuple in the
quantum input and quantum output case.
Intuitively, we allow the amplitude to be com-
plex functions. That means, instead of constructing√
f(p)|0〉+√1− f(p)|1〉, we try to construct k0(p)|0〉+
k1(p)|1〉 where ki(p) might be a complex function.
Definition 1. Let h(p) be a complex function of p. We
define a quantum state |fh〉 to be
|fh〉 = 1√
1 + |h(p)|2 (h(p)|0〉+ |1〉).
Definition 2. Let k0(p), k1(p) be two complex func-
tions satisfying |k0(p)|2 + |k1(p)|2 = 1. A tuple
(k0(p), k1(p)) is said to be simulable if we can transform
|p〉 to |f k0(p)
k1(p)
〉 = k0(p)|0〉+ k1(p)|1〉 by finite steps with
a nonzero success probability, ignoring a global phase.
In each step, we are allowed to use unitary transforma-
tion or measurement to the current state combined with
some auxiliary qubits.
The auxiliary qubits can be other simulable states or
some constant states |ac〉 = 1√|a|2+1 (a|0〉 + |1〉), where
a is a constant complex number which does not depend
on p or f(·).
For example, (
√
f(p),
√
1− f(p)) is simulable when
f(p) = (1−2p)
2
1+(1−2p)2 . We can implement
√
f(p)|0〉 +√
1− f(p)|1〉 by the following steps:
1 Use CNOT gate to |ψ0〉 = |p〉|p〉,we will get |ψ1〉 =
p|00〉+√p(1− p)|01〉+(1−p)|10〉+√p(1− p)|11〉.
2 Measure the second qubit of |ψ1〉 in the computa-
tional basis. If we obtain the measurement out-
come |0〉, the first qubit will collapse to |φ0〉 =
1√
p2+(1−p)2 (p|0〉+ (1− p)|1〉), and then to step 3.
Otherwise, return to step 1.
3 Use Hadamard gate to |φ0〉, and then use Pauli-X.
We get the target state |f(p)〉 =
√
(1−2p)2
1+(1−2p)2 |0〉+√
1
1+(1−2p)2 |1〉.
Given simulable (k0(p), k1(p)), it’s not always obvious
to know how to implement |f k0(p)
k1(p)
〉. However, in the
following part, we will give an algorithm to implement
them systematically.
3III. RESULTS OF QUANTUM-TO-QUANTUM
CASE AND SOME DISCUSSION
First, we give a sufficient and necessary condition
to characterize the simulable tuple in the quantum-to-
quantum case. The characterization of the real simu-
lable tuple (
√
f(p),
√
1− f(p)) will be given later as a
corollary. We use C to represent the complex number
field, and R the real number field. The main theorem
states the following.
Theorem 1. Let k0(p), k1(p) be two complex functions
satisfying |k0(p)|2 + |k1(p)|2 = 1. Tuple (k0(p), k1(p)) is
simulable if and only if k0(p)k1(p) belongs to the field gener-
ated by
√
p
1−p and complex field C. More precisely,
k0(p)
k1(p)
=
g1(p)
g2(p)
√
p
1− p +
g3(p)
g4(p)
,
where gi(p) are polynomials of p with coefficients in C.
As we formally defined in Definition 1, tuple
(k0(p), k1(p)) is simulable meaning that we can trans-
form |p〉 to |f k0(p)
k1(p)
〉. To prove the theorem, the key
point is to find a proper way to describe the change
of amplitudes under quantum operations. For example,
suppose we use a single qubit gate U to |p〉 and obtain
U |p〉 = s0(p)|0〉 + s1(p)|1〉. First, we know that s0(p)
and s1(p) must be the linear combinations of
√
p and√
1− p. But be cautious, since U is unitary, there are
some constraints to s0(p) and s1(p). Even worse, when
we are allowed to use measurement and auxiliary qubits,
the amplitudes might become complicated and hard to
describe.
So instead of considering amplitudes respectively, we
consider the ratio k0(p)k1(p) . Fortunately, we find that the
set of k0(p)k1(p) , where (k0(p), k1(p)) is simulable, has an
intrinsic field structure: It is exactly the field generated
by
√
p
1−p and complex field C.
Let S be the set of ratios of amplitudes in simulable
tuple and M be the set we mentioned in the theorem,
that is,
S = {k0(p)
k1(p)
| (k0(p), k1(p)) is simulable}
M = {g1(p)
g2(p)
√
p
1− p +
g3(p)
g4(p)
}
where gi(p) is the polynomial of p with coefficients in C.
Our aim is to prove S = M .
Proof.
Sufficiency. In this part, we want to prove M ⊆ S,
which means if a k0(p)k1(p) ∈ M , then (k0(p), k1(p)) is sim-
ulable. Here we give an intuitive proof to discover the
structure of S, which implies S is a field and has element
√
p
1−p . According to field theory, M is exactly the field
generated by C and
√
p
1−p . Thus we conclude M ⊆ S.
Later, we provide an algorithm to implement |f k0(p)
k1(p)
〉.
Although we are allowed to use various kinds of uni-
tary transformations, we show that a small set of unitary
transformation is enough: We only need the Pauli-X
gate, the Hadamard gate, the controlled-NOT gate and
a specific two-qubit gate (denote B here).
X =
(
0 1
1 0
)
, H =
1√
2
(
1 1
1 −1
)
,
CNOT =
 1 0 0 00 1 0 00 0 0 1
0 0 1 0
 , B =

0 0 0 1
0 1√
2
1√
2
0
0 1√
2
−1√
2
0
1 0 0 0
 .
Firstly, we prove S is a field by showing S is closed
under addition and multiplication, and every element in
S has an multiplicative inverse.
Suppose h1(p), h2(p) ∈ S, so we can implement |φi〉 =
ci(p)(hi(p)|0〉 + |1〉)(i = 1, 2), where ci(p) is used to
normalize the vector.
• Inversion: Apply X to |φ1〉, we get c1(p)(|0〉 +
h1(p)|1〉). So multiplicative inverse 1h1(p) ∈ S.
• Multiplication: Apply CNOT to |φ1〉|φ2〉, we
get CNOT |φ1〉|φ2〉 = c1(p)c2(p){h1(p)h2(p)|00〉+
h1(p)|01〉 + |10〉 + h2(p)|11〉}. Measure the sec-
ond qubit in the computational basis. If we get
the measurement outcome |0〉, the first qubit will
collapse to |φ3〉 = c3(p)(h1(p)h2(p)|0〉 + |1〉), so
h1(p)h2(p) ∈ S. Specially, when h2(p) = c ∈ C,we
know ch1(p) ∈ S.
• Addition: Apply B to |φ1〉|φ2〉, we get
B|φ1〉|φ2〉 = c1(p)c2(p)(|00〉 + h1(p)+h2(p)√2 |01〉 +
h1(p)−h2(p)√
2
|10〉 + h1(p)h2(p)|11〉). Measure the
first qubit in the computational basis. If we get
measurement outcome |0〉, the second qubit will
collapse to |φ4〉 = c4(p)(|0〉 + h1(p)+h2(p)√2 |1〉). Us-
ing the results in the previous two cases, we know
h1(p) + h2(p) ∈ S.
So S is a field. Initially, we have access to |p〉 and arbi-
trary constant qubits, so the generator of S contains C
and
√
p
1−p .
Secondly, use theory in field extension, we know M
is exactly the field generated by C and
√
p
1−p . So we
conclude M ⊆ S.
Necessity. In this part, we want to prove S ⊆ M : if
(k0(p), k1(p)) is simulable,
k0(p)
k1(p)
must belong to M . Let
n be the number of times we use the measurement oper-
ation in the simulation process. We will prove the neces-
sity by using induction on n. Suppose we can implement
4|ϕ〉 = ∑j sj(p)|j〉, note that |ϕ〉 may be a multi-qubit
state. We state that
Statement 1. For any implementable |ϕ〉 =∑
j sj(p)|j〉, the ratio of arbitrary two amplitudes of |ϕ〉
belongs to M , that is, ∀k, l, we have sk(p)sl(p) ∈M .
The statement will lead to the proof of necessity. If we
reach a target qubit |f k0(p)
k1(p)
〉 by measuring other qubits
of an implementable |ϕ〉, The ratio of amplitudes of
|f k0(p)
k1(p)
〉 will be equal to the ratio of two corresponding
amplitudes of |ϕ〉. According to statement 1,we have
k0(p)
k1(p)
∈M .
Now, let us prove the statement. First, we show the
statement keeps true under unitary transformation. In
the simulation process after the k-th measurement op-
eration, suppose we have already implemented several
quantum states |ϕi〉, i = 1, ..., s. Without loss of gen-
erality, we assume s = 2. When s > 2, the analysis is
similar. We write |ϕi〉 =
∑
j sij(p)|j〉(i = 1, 2). Then
|ϕ1〉|ϕ2〉 =
∑
k,r s1k(p)s2r(p)|k〉 ⊗ |r〉.
If we use some unitary U to |ϕ1〉|ϕ2〉 and get |ψ〉 =
U |ϕ1〉|ϕ2〉. The amplitude of |ψ〉 has the form∑
k,r
uykrs1k(p)s2r(p)
The ratio of two arbitrary amplitude of |ψ〉 equals to∑
k,r u
y1
krs1k(p)/s10(p) · s2r(p)/s20(p)∑
k,r u
y2
krs1k(p)/s10(p) · s2r(p)/s20(p)
According to the induction hypothesis,
s1k(p)/s10(p), s2r(p)/s20(p) ∈ M . And for M is a
field, so the ratio of two arbitrary amplitude of |ψ〉
belongs to M .
Then we consider the measurement operation.
When n = 0, we have |p〉 and arbitrary constant coins,
the ratios of their amplitudes belong to M .
Suppose the statement is true for n ≤ k. Suppose
we have already implemented several quantum states
|ϕi〉, i = 1, ..., s. Without loss of generality we assume
s = 2. And when n = k + 1, if we measure some of
the qubits of U |ϕ1〉|ϕ2〉 and keep the remaining qubit,
the amplitudes of the remaining qubit will be some am-
plitudes of U |ϕ1〉|ϕ2〉, multiplying by a common factor
to normalize the vector. The ratio of two amplitudes is
still in M . As a conclusion, when n = k+ 1, Statement
1 is true.
Thus, we complete our proof.
Now, let us go back to the quantum coin |f(p)〉 =√
f(p)|0〉+√1− f(p)|1〉. We use our main theorem to
characterize the simulable real tuple.
Corollary. Tuple (
√
f(p),
√
1− f(p)), where f(p) is a
real function in [0, 1], is simulable if and only if
√
f(p)
1−f(p)
belongs to the field generated by
√
p
1−p and real field
R. More precisely,√
f(p)
1− f(p) =
g1(p)
g2(p)
√
p
1− p +
g3(p)
g4(p)
,
where gi(p) are polynomials of p with coefficients in R.
Proof. The sufficiency part is the same as the proof
of the main theorem. For the necessity part, first we
use our theorem to show the ratio of amplitudes has a
similar form as described in the corollary. Then notice
that the ratio g1(p)g2(p) ,
g3(p)
g4(p)
must be real, so it is easy to
transform gi(p) to be a real function.
Algorithm to implement |f k0(p)
k1(p)
〉
In this part, we briefly describe the algorithm to im-
plement |f k0(p)
k1(p)
〉 based on |p〉 and constant states |ac〉,
when (k0(p), k1(p)) is simulable.
According to Theorem 1, k0(p)k1(p) has the decomposition
k0(p)
k1(p)
=
g1(p)
g2(p)
√
p
1− p +
g3(p)
g4(p)
for some gi(p) =
∑ni
j=0 a
(ij)pj , a(ij) ∈ C.
As proved in the theorem, we can use the addition and
multiplication operations to transform |fh1(p)〉, |fh2(p)〉
to |fh1+h2(p)〉 and |fh1h2(p)〉. Similarly, we can con-
struct |fp(p)〉 through Constructp
|p〉 Multiply|p〉−−−−−−−→ |f p
1−p
〉 Add |1c〉,then Inverse−−−−−−−−−−−−−→ |f1−p〉
Add|−1c〉,then Multiply|−1c〉−−−−−−−−−−−−−−−−−−−→ |fp〉
Using functions Addition, Multiplication and
Constructp we can implement |fgi〉 and finally |f k0(p)
k1(p)
〉.
Some interesting functions in our simulable set
In this part, we show some interesting examples and
nonexamples of simuable functions.
First, for some simple real function f(p),
(
√
f(p),
√
1− f(p)) is not simulable in the quantum-
to-quantum case. For example, in the following.
Statement 2. (p,
√
1− p2) is not simulable.
Proof. We prove it by contradiction. Suppose
(p,
√
1− p2) is simulable. According to the theorem,
it means there are gi(p) that satisfy
p√
1− p2 =
g1(p)
g2(p)
√
p
1− p +
g3(p)
g4(p)
,
where gi(p) are polynomials of p with coefficients in C,
g1(p) 6= 0, g3(p) 6= 0. It implies
p2
1− p2 =
g21(p)
g22(p)
p
1− p +
g23(p)
g24(p)
+ 2
g1(p)g3(p)
g2(p)g4(p)
√
p
1− p
which means
√
p
1−p equals to a rational function and
5thus leads to a contradiction.
Be careful, although we can not construct p|0〉 +√
1− p2|1〉, we can construct eiθ(p)p|0〉+
√
1− p2|1〉 for
some θ(p). The two states have the same probability of
getting |0〉.
Statement 3. (eiθ(p)p,
√
1− p2) is simulable, where
eiθ(p) =
√
1−p2
p (
√
2p
1+p
√
p
1−p +
pi
1+p ).
Proof. Let k0(p) = e
iθ(p)p, k1(p) =
√
1− p2. Then
(k0(p), k1(p)) is simulable for it satisfies the theorem.
Relations among simulable sets
In this part, we will discuss the relations between
our simulable sets and the simulable functions in the
classical-to-classical case (referred to as CC) and quan-
tum to classical case (referred to as QC).
First, in order to compare our simulable sets with
CC and QC, we need to transform the simulable tuple
(k0(p), k1(p)) into the simulable function. However, we
need to carefully choose the way of transformation due
to the subtle examples in statements 2 and 3. Since our
goal is to compare the simulable sets with the set CC
and QQ in which a function is simulable means that a
special probability event can be constructed, and the
natural way to obtain probability from a quantum state
is to measure the state, thus, we define the set of simula-
ble functions in the quantum-to-quantum case (referred
as QQ) based on the probability of getting output |0〉.
Definition 3. The set of simulable functions in the
quantum-to-quantum case is defined to be
QQ , {|k0(p)|2,where (k0(p), k1(p))is simulable}
Next, we will discuss the relationship among the three
sets. Before that, first we list the main results of [1, 2].
Definition 4. [1] A function f(p) is polynomially
bounded if there exists an integer n such that
min(f(p), 1− f(p)) ≥ min(pn, (1− p)n)
for p ∈ [0, 1].
Lemma 1. (classical-to-classical [1]) Let f : [0, 1] →
[0, 1]. The function f is simulable, in other words f ∈
CC, if and only if
(1) f is continuous on [0, 1];
(2) either f is constant on [0, 1], or f is polynomially
bounded.
The first observation is that many functions in QQ
cannot be simulated in the classical-to-classical case.
For example, when
k0(p)
k1(p)
=
n∏
i=1
(p− ci), ci ∈ (0, 1). (1)
(k0(p), k1(p)) can be reached in the quantum-to-
quantum case but |k0(p)|2 is not simulable in the clas-
sical case, for |k0(p)|2 reaches 0 in its domain [1].
On the other side, according to statement 3, we know
CC and QQ have overlap p2. Thus, we have
CC ∩QQ 6= ∅, QQ 6⊂ CC.
Next, we show that there is function f(p) that belongs
to CC and does not belong to QQ. The function is
shown in Fig.1.
f(p) =

1
2
,p ∈ [0, 1
2
)
1
2
p+
1
4
,p ∈ [ 1
2
, 1]
FIG. 1. CC 6⊂ QQ
It’s easy to show that f(p) is polynomially bounded
for n = 1 and continuous in [0, 1], thus f(p) ∈ CC.
We then show f(p) /∈ QQ. If f(p) ∈ QQ, then |k0(p)|2
equals 12 for p ∈ [0, 12 ), then it must equal 12 for p ∈
[0, 1], since the quantum-to-quantum simulable function
or tuple has a strong relationship with polynomials and
cannot have infinite zeros unless it is constant. So we
conclude,
CC 6⊂ QQ.
The following theorem proves QC is strictly larger
than CC,
CC $ QC.
Definition 5. [2] A function f(p) : [0, 1] → [0, 1] is
simple and poly-bounded(SPB) if and only if it satisfies
(1) f is continuous.
(2) Both Z = {zi : f(zi) = 0} and W = {wi : f(wi) =
1} are finite sets.
(3) ∀z ∈ Z there exist constants c, δ > 0 and integer
k <∞ such that
c(p− z)2k ≤ f(p),∀p ∈ [z − δ, z + δ].
(4) ∀w ∈W there exist constants c, δ > 0 and integer
k <∞ such that
1− c(p− w)2k ≥ f(p),∀p ∈ [w − δ, w + δ].
6Lemma 2. (quantum-to-classical [2]) A function is
simulable with quantum coins |p〉 = √p|0〉 +√1− p|1〉
and a finite set of single qubit unitary, in other words
f ∈ QC, if and only if f is SPB.
The quantum-to-classical case allows f to reach 0 or
1 for finite times, and we conclude CC $ QC.
Finally, we prove QQ ⊂ QC by showing all functions
in QQ satisfy the SPB condition. We put the proof in
the appendix.
So we can conclude the three sets have the relation-
ship shown in FIG.2.
FIG. 2. Relation among three sets
IV. SUMMARY
In our work, we give the complete answer to the
quantum-input quantum-output Bernoulli factory prob-
lem and determine the exact set of simulable functions.
The result provides a thorough understanding of the
Bernoulli factory problem in the quantum world. The
key point is the set of ratio k0(p)k1(p) , where (k0(p), k1(p)) is
simulable, and has a beautiful field structure. According
to our main theorem, p|0〉+
√
1− p2|1〉 can not be con-
structed while we can construct eiθ(p)p|0〉+
√
1− p2|1〉
for some θ(p). We also show the relationship be-
tween our results(QQ) and the quantum-to-classical
case(QC) and the classical-to-classical case(CC). Note
that CC and QQ don’t have any inclusion relations
with each other. Furthermore, for any simulable tuple
(k0(p), k1(p)), we also give an algorithm to implement
it.
Appendix A: Proof of QQ ⊂ QC
Lemma 3. Let T (x1, x2, x3) : R3 → R be a multivari-
ate polynomial of x1, x2, x3. Suppose T (p,
√
p,
√
1− p)
is not a zero function. If T (z,
√
z,
√
1− z) = 0 for some
z ∈ [0, 1]. Then there exists a real number δ, a posi-
tive integer k, a function m(p) which is continuous in
[z−δ, z+δ], such that T (p,√p,√1− p) = (p−z) 12km(p)
and m(z) 6= 0.
Proof. For T (x1, x2, x3) are polynomials, there exist
polynomials tk(p), k = 1, 2, 3, 4, such that
T (p,
√
p,
√
1− p)
= t1(p) + t2(p)
√
p+ t3(p)
√
1− p+ t4(p)
√
p(1− p)
(a) When z ∈ (0, 1). If (p−z)|tk(p), k = 1, 2, 3, 4, then
we can extract (p−z). If not, we assume t1(z) 6= 0,
other situation is similar. Furthermore, we can as-
sume t1(z) + t2(z)
√
z 6= 0, for if every two items
sum to 0, combined with T (z,
√
z,
√
(1− z) = 0,
we can conclude t1(z) = 0. Then −t1(z) −
t2(z)
√
z + t3(z)
√
1− z + t4(z)
√
z(1− z) 6= 0 and
we can rewrite T as
(t3(p)
√
1− p+ t4(p)
√
p(1− p))2 − (t1(p) + t2(p)√p)2
−t1(p)− t2(p)√p+ t3(p)
√
1− p+ t4(p)
√
p(1− p)
z is zero of the numerator, but not a zero of the
denominator. Thus we can let the denominator
be a part of m(p). Now, since we can eliminate√
1− p in the numerator, we can rearrange it as
t′1(p) + t
′
2(p)
√
p. Next, we use the similar tech-
nique. If z is zero of both t′1, t
′
2, extract (p − z);
otherwise, t′1(z) − t′2(z)
√
z 6= 0, and we have the
numerator = t
′′(p)
t′1(p)−t′2(p)
√
p for some polynomial
t′′(p). Finally, z is zero of t′′(p) so that there
exists integer ` and polynomial s(p) such that
t′′(p) = (p− z)`s(p) and s(z) 6= 0. Combine all of
the argument, we prove the lemma in this case.
(b) When z = 0, then t1(0) + t3(0) = 0. If t1(0) =
t3(0) = 0, thus p|t1(p), p|t3(p). So we can extract
an common divisor
√
p and consider
T (p,
√
p,
√
1−p)√
p
instead. If t1(0) 6= 0, then t1(0) + t2(0)
√
0 6= 0.
We can use techniques in situation(a) to simplify
the numerator. The following steps are similar.
(c) When z = 1, techniques are similar to case (b).
Combine (a)(b)(c), we complete our proof.
Statement 4. If f(p) ∈ QQ, then f(p) satisfies the
SPB condition (see Definition 5). Thus QQ ⊂ QC.
Proof. If f(p) ∈ QQ, then there exists a simulable
tuple (k0(p), k1(p)) such that f(p) = |k0(p)|2. Accord-
ing to the theorem, there exist the complex multivariate
polynomials T1(x1, x2, x3), T2(x1, x2, x3) such that
k0(p)
k1(p)
=
T1(p,
√
p,
√
1− p)
T2(p,
√
p,
√
1− p)
For convenience, we use T1 = T1(p,
√
p,
√
1− p), T2 =
T2(p,
√
p,
√
1− p). Then
|k0(p)|2 = |T1|
2
|T1|2 + |T2|2 .
In the following, we check three conditions in the SPB
definition.
(1) Both Z = {zi : f(zi) = 0} and W = {wi : f(wi) =
1} are finite sets.
For Ti(x1, x2, x3) are multivariate polynomials so
Ti is bounded when p ∈ [0, 1]. Zeros of f(p)
7should be zeros of T1. It is easy to show that
solving T1(p,
√
p,
√
1− p) = 0 can be transformed
to find zeros of an univariate polynomial. So f(p)
has only finite zeros. Similarly, consider zeros of
f1(p) = |k1(p)|2, we know f(p) has finite ones.
(2) f(p) is continuous in [0, 1].
For Ti has finite zeros and continuous in [0, 1], to
prove the continuity of f , we need to consider the
value of f(p) when |T2T1 |2 →∞. At this time, f(p)
is bounded and goes to 0, so f(p) is continuous in
[0,1].
(3) ∀z ∈ Z there exists constants c, δ > 0 and integer
k <∞ such that
c(p− z)2k ≤ f(p),∀p ∈ [z − δ, z + δ].
Use lemma 3, we can easily get this conclusion.
Similarly, consider zeros of |k1(p)|2, we can get
the part for ones of f(p).
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