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Implications of Qudit Superselection rules for the Theory of Decoherence-free
Subsystems
Mark S. Byrd∗
Physics Department, Southern Illinois University, Carbondale, Illinois 62901-4401
The use of d-state systems, or qudits, in quantum information processing is discussed. Three-
state and higher dimensional quantum systems are known to have very different properties from
two-state systems, i.e., qubits. In particular there exist qudit states which are not equivalent under
local unitary transformations unless a selection rule is violated. This observation is shown to be
an important factor in the theory of decoherence-free, or noiseless, subsystems. Experimentally
observable consequences and methods for distinguishing these states are also provided, including
the explicit construction of new decoherence-free or noiseless subsystems from qutrits. Implications
for simulating quantum systems with quantum systems are also discussed.
PACS numbers: 03.67.Pp,03.65.Yz,03.67.Lx,11.30.-j
I. INTRODUCTION
At present it is not known which experiment will lead
to the first reliable, prototypical quantum computing de-
vice. Quantum systems with two states, called qubits,
are taken to be the basic unit for quantum information
processing and storage. However, in practice, these two
states are often only two of a larger set of states. There-
fore, one may wonder if a higher-dimensional system will
eventually be used in its entirety for quantum computing.
Higher dimensional quantum systems, which contain d
orthogonal states (called d-state systems hereafter), have
many interesting properties which differ from those sys-
tems which have d = 2 and may have advantages for
quantum information processing. For example two three-
state systems, or qutrits, can be more entangled than two
qubits [1, 2, 3]. d-state systems can also share a larger
fraction of their entanglement [4].
In addition to the differences in entanglement proper-
ties for quantum systems with more than two orthogonal
states, there are differences in the selection rules govern-
ing the transitions between states. Some of these selec-
tion rules are referred to as “superselection” rules. (See
[5] and references therein.) In the present article, a su-
perselection rule will be taken to mean that a system’s
“principal” quantum numbers cannot be changed in a
closed system. A principal quantum number is defined
here as one that identifies an irreducible representation
(irrep) of a group. An example of such a rule is the
preservation of the principal quantum number j which
applies when J2 is a constant of the motion. The differ-
ences in selection rules arise, in part, from the fact that
for systems with d ≥ 3, more than one principle quantum
number is required.
Selection rules, including superselection rules, play an
important role in quantum theory [6, 7, 8]. They of-
ten define a set of physically accessible states within a
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particular experiment. Superselection rules could have
important consequences for some quantum information
processing protocols [5, 9, 10, 11, 12]. However, in the
case of quantum cryptographic protocols, it has been
shown that superselection rules do not aid in their se-
curity since these rules can, in principle, be violated [5].
Here, the importance of selection rules for quantum in-
formation processing in other realms is explored. We will
see that selection rules have important implications for
the theory of decoherence-free, or noiseless, subsystems
(DFS/NS) [13, 14, 15, 16, 17, 18] (for recent reviews see
[19, 20]), a topic which was also mentioned in connection
with superselection rules in [12].
A DFS/NS can be described by a set of selection rules
which are obeyed by a system-bath interaction. To com-
pute on a DFS/NS, one violates the system-bath se-
lection rule by using externally applied controls. Tak-
ing advantage of these selection rules and encoding in
a DFS/NS has been shown to enable universal quan-
tum computing on a noiseless subspace using a limited
set of interactions. For example for certain DFS/NSs,
the Heisenberg exchange interaction alone can be univer-
sal [17, 21, 22, 23, 24, 25]. This is quite an advantage
in those systems which have readily available exchange
interactions, but no other gating operations which are
able to be easily or quickly performed. DFS/NSs also
show promise for error protection and universal comput-
ing when combined with other methods. (See [20] for a
review.) One way to do this is to use dynamical decou-
pling to eliminate the noise on DFS/NS encoded qubits
[26, 27]. Such “leakage elimination operations” [26, 27]
can be used to prevent coupling of the two-state system
whether it is a subspace of an d-state system or a logical
qubit comprised of a subspace of a set of physical qubits.
In the case of leakage elimination and also the elimi-
nation of gating errors in a multistate system [28], con-
trols are used to eliminate interactions between a subsys-
tem (usually a physical or encoded qubit) of a multilevel
system and other states in the system. The objective
in this article is to explore the possibility of using the
entire d-state system for quantum information process-
2ing. Computing with physical d-state was discussed in
Refs. [29, 30] and distillation protocols for physical d-
state systems were discussed in Ref. [31]. Both of these
articles deal with quantum computing using d-state sys-
tems while the present article concerns encoding quan-
tum information into collective DFS/NS using d-state
systems. This is done by first describing a connection
between quantum selection rules and operator algebras
with group representation theory, operator algebras be-
ing useful for the description of DFS/NSs [16]. Then, as
mentioned above, implications of this for DFS/NS theory
are examined.
More specifically, this article is organized as follows.
Section II contains conventions and labeling which will
provide a basis for the group-theoretical treatment in this
article including the definition of different types of selec-
tion rules. Section III reviews some formal aspects of
decoherence-free, or noiseless, subsystems. Conventions
for the choice of basis and eigenvalues for three-state sys-
tems are provided in Section IV. These results will then
be used in Section V for the construction of DFS/NS
from systems having more than two orthogonal states.
This includes details of the a decoherence-free, or noise-
less, qubit which is constructed from three qutrits and
is immune to arbitrary collective errors. The proper-
ties which are important for the generalization to higher-
dimensional systems are also important for the simula-
tion of quantum systems with quantum systems. Simu-
lations and future work are discussed in the concluding
section, Section VI. Two appendices provide some group-
theoretical definitions, properties of young tableau, sin-
glet states and a basis for 3× 3 matrices which are used
in the text.
II. BACKGROUND
In Appendix A, several definitions are given which are
required in much of the rest of the article. These defi-
nitions can also be found Cornwell [32] (with slight dif-
ferences). The comments in Appendix A are added to
provide some extra explanation and context. For our pur-
poses, it is enough to note that there exist two inequiv-
alent, fundamental, irreducible representations of SU(d)
for all d ≥ 3. Definitions of “inequivalent representa-
tions” and “fundamental representations” are two of the
definitions provided in Appendix A.
For SU(3), the two different fundamental irreps for
SU(3) will be denoted by 3 and 3¯. In general, repre-
sentations will be denoted by bold-faced numbers with
the numbers indicating the dimension of the representa-
tion. States within these two irreps will be denoted |i〉
and |¯i〉 respectively. Tensor products will be written, for
example, as |ii〉 (= |i〉 ⊗ |i〉), |i¯i〉 (= |i〉 ⊗ |¯i〉), etc.
A. Labels for Irreps
For physical systems, a complete set of labels for the
states is quite important since a complete set of labels is
required in order to distinguish elements of a complete
set of mutually orthonormal states. In this section, such
labels are discussed generally and then given explicitly for
irreducible representations of SU(2). In Sec. IV, further
discussion of this point is taken up and explicit labels for
SU(3) are given.
Let U be an element of a matrix representation of a
Lie group, parameterized by a set of parameters ai; U =
U(ai). The elements of the matrix may then be denoted:
D
(r)
m,m′(ai) = 〈r,m|U(ai) |r,m′〉 . (1)
In general, for d ≥ 3 r will represent more than one num-
ber. Similarly, m and m′ will each represent more than
one number. Quantum numbers r represent “principal
quantum numbers” and the quantum numbers m,m′ will
be referred to as “secondary quantum numbers.”
Let us give the familiar example of angular momentum
in quantum mechanics. The principal quantum number
is taken to be j which labels the total angular momentum
through its relationship with the eigenvalue of the total
angular momentum operator, J2:
J2 |j,m〉 = j(j + 1) |j,m〉 . (2)
If Euler angles α, β, γ are chosen to parameterize the ma-
trix U , then the matrix elements are given by
D
(j)
m,m′(α, β, γ) = 〈j,m|U(α, β, γ) |j,m′〉 .
Here j is the principal quantum number. (Here there
is only one.) And m,m′ label states within an irrep.
Transitions may occur which change the z component of
the angular momentum m, but if J2 is a constant of the
motion, then j will not change.
These labels let us define a superselection rule as be-
ing one for which the principal quantum numbers are
conserved; i.e., a superselection rule exists-and is not
violated-if one cannot transform a state in one irreducible
representation to a state in different irreducible repre-
sentation. If two such representations are accessible and
equivalent, we can include another “principal quantum
number” to label this degeneracy.
B. Superselection rules
To make connection with previous work, note that the
definition of a superselection rule used in this article is
not significantly different from the one used by [5] and
[12] which state that a local superselection rule exists if
there is a symmetry in the system. In other words, a
superselection rule exists if the system has the property
3that it is invariant under a group of transformations, G-
viz.,
|ψ〉〈ψ| =
∫
G
U |ψ〉〈ψ|U †dU, (3)
where U ∈ G and dU is the group-invariant Haar mea-
sure. The existence of such a symmetry implies that
the group of all transformations on the Hilbert space is
reducible. This divides the space into superselection sec-
tors. Here we identify each superselection sector with an
irrep of a group. By our definitions, a superselection rule
prevents the system from being transformed from a state
within one sector to a state within another.
III. DECOHERENCE-FREE OR NOISELESS
SUBSYSTEMS
In this section, a brief review of DFS/NS is provided
using the notation of Refs. [17] and [27]. This is followed
by a statement of a theorem which apparently has not
been previously applied to DFS/NS theory and which
formally relates group theoretical representation theory
to algebraic representation theory. These and the exam-
ple in the next section provide an application of these
methods to a DFS/NS which is known. This section is
then followed by new results.
A. Definitions DFS/NS
Consider a system S coupled to a bath B via the
Hamiltonian
H = HS ⊗ 1lB + 1lS ⊗HB +HI , (4)
where HS acts only on the system Hilbert space HS ,
HB acts only on the bath Hilbert space HB, 1lS is the
identity operator on the system Hilbert space, 1lB is the
identity operator on the bath Hilbert space, andHI is the
interaction Hamiltonian which acts on both the system
and bath Hilbert spacesHS⊗HB and couples the two. In
general, HI can be written as a sum of operators which
act on the system (Sα) and operators which act on the
bath (Bα),
HI =
∑
α
Sα ⊗Bα. (5)
If there is no interaction Hamiltonian-i.e., when HI = 0-
the system and bath evolve separately and unitarily:
U(t) = exp[−iHSt]⊗ exp[−iHBt], (6)
where ~ = 1.
Consider the (associative) algebra, denoted A, and
generated by HS and the set of Sα. This is a †-closed al-
gebra (if Ai ∈ A, then A†i ∈ A) which is, by assumption,
reducible. This implies that the algebra is isomorphic to
a direct sum of dJ × dJ complex matrix algebras, each
with multiplicity nJ :
A ∼= ⊕
J∈J
1lnJ ⊗M(dJ ,C). (7)
J is a finite set labeling the irreducible components of A,
andM(dJ ,C) denotes a dJ×dJ complex matrix algebra.
The commutant A′ of A is defined by
A′ = {X : [X,A] = 0, ∀ A ∈ A}. (8)
The elements of this set also form a †-closed algebra. This
algebra is also reducible, with
A′ ∼= ⊕
J∈J
M(nJ ,C)⊗ 1ldJ . (9)
An element of A can be written in block-diagonal form
with J denoting subblocks given in Eq. (7). A typical
block with given J can be further decomposed as

Mα λ = 0
µ
0
Mα
... λ = 1
dJ − 1
µ′ : 0 · · · dJ − 1 . . .
Mα λ = nJ − 1


(10)
Here λ labels the different degenerate subblocks, 0 ≤ λ ≤
nJ − 1 and µ labels the states inside each λ-subblock,
0 ≤ µ ≤ dJ − 1. Associated with this decomposition of
the algebra A is the decomposition of the system Hilbert
space:
HS =
∑
J∈J
C
nJ ⊗ CdJ . (11)
Decoherence-free or noiseless subsystems can now be
defined. Let {|λµ〉}, denote a subspace of HS with given
J . Then the condition for the existence of an irreducible
decomposition is
Aα |λµ〉 =
dJ∑
µ′=1
Mµµ′,α |λµ′〉 (12)
for all Aα, λ, and µ. Notice thatMµµ′,α does not depend
on λ. Thus for a fixed λ, the subspace spanned by |λµ〉
is acted upon in some nontrivial way. However, because
Mµµ′,α is not dependent on λ, each subspace defined by
a fixed µ and running over λ is acted upon in an identical
manner by the decoherence process. The information is
stored in blocks with the same J , but different λ, and this
defines a DFS/NS. Therefore, the labels which define the
decoherence-free, or noiseless, states are the λ.
4A decoherence-free or noiseless subspace is one for
which the matrices Mµµ′,α are one by one, i.e., they are
numbers. If the M are numbers (1 × 1 matrices), then
they act on a 1× 1 representation, which is necessarily a
singlet state (a one-dimensional representation).
B. Weyl’s unitary trick
In the following sections, group theoretical methods
will be used to identify DFS/NSs. In particular, the rep-
resentation theory of SU(d) will be used repeatedly in
order to find degeneracies which are able to represent
DFS/NSs. It is not immediately obvious that there ex-
ists an equivalence between group representation theory
and the algebraic representation theory above. In other
words, it may not be clear that the representation the-
ory of the algebra of complex matrices is directly related
to the theory of representations of the unitary groups.
However, the representations are directly related and the
use of this relation is sometimes referred to as Weyl’s uni-
tary trick. The theorem from Huang [33] is stated here
without proof. (For a proof, see [33].)
Weyl’s unitary trick. The following sets of representa-
tions on finite vector spaces are in one to one correspon-
dence. Moreover, under the correspondence, invariant
subspaces and equivalences are preserved.
(i) holomorphic representations of SL(d,C);
(ii) representations of SL(d,R)
(iii) representations of SU(d,R)
(iv) representations of sl(d,R)
(v) representations of su(d)
(vi) complex linear representations of sl(d,C)
Here a holomorphic (analytic) representation of SL(d,C)
is defined to be a homomorphism which is also a holo-
morphic map. The lowercase letters designate an algebra
rather than a group. For example, su(2) is the Lie alge-
bra of the group SU(2).
As an application of this “trick,” let us consider col-
lective decoherence effects. These are noises which act
identically on every physical state in the system. Let
pi(Lβ) a representation of a basis element of an abstract
algebraic element Lβ. Let |ai〉 and their tensor products
carry a representation of a group G generated by the set
{Lβ}, denoted L. Then
pie(L
β)(|a1〉 ⊗ |a2〉 ⊗ · · · |am〉)
= [pi1(L
β) |a1〉]⊗ (|a2〉 ⊗ · · · |am〉)
+ |a1〉 ⊗ [pi2(Lβ ] |a2〉)⊗ · · · |am〉
+ · · ·
+ |a1〉 ⊗ |a2〉 ⊗ · · · [pim(Lβ) |am〉], (13)
where pie is the representation on the entire space and
pii is the representation on the i
th subsystem. The alge-
bra acting this way corresponds to the quantum numbers
being additive. For collective decoherence on a set of m
physical qudits, each pii(L
β) is identical. This provides a
correspondence between the algebraic elements Lβ act-
ing on the group and the algebraic elements which act as
noises on the states and establishes the relation between
tensor products of representations and direct sums of rep-
resentations.
To exemplify and clarify these statements, the three-
qubit DFS/NS is reexamined in the following section.
This will show how to provide generalizations of these
operators, and the corresponding DFS/NSs to d-state
systems.
C. Example: Three-qubit DFS/NS
The review of the three-qubit noiseless subsystem will
enable the introduction of some general techniques, in-
cluding Young tableau, in a more familiar context. (Rules
for using Young tableau are given in [34, 35] and briefly
discussed in Appendix A.) In this case a decoherence-
free, or noiseless, subsystem is formed from two doublet
states in the Hilbert space of three two-state systems.
This code protects a single two-state subspace, referred
to as the encoded qubit, from collective errors.
Let us use Young’s tableau to find the doublets. For
qubits, d = 2, so there are two possible numbers with
which boxes of a Young diagram can be filled. Let us
consider the following example of one box:
Filling this with either a 1 or a 2, implies
1 2
This is a doublet, or two-dimensional representation of
SU(2). Taking the product gives
⊗ = ⊕ .
These can be filled in the following ways according to the
rules for using Young’s tableau. The first can only have
1
2
The second can have
1 1 , 1 2 2 2 .
which gives a singlet and a triplet respectively. This can
be summarized in the equation 2⊗2 = 3⊕1. Taking the
5tensor products of three doublets,
⊗ ⊗ =
(
⊕
)
⊗
= ⊕ ⊕ . (14)
Filling in the numbers implies that there are two doublets
and a quadruplet state in the direct sum decomposition,
giving a total of eight states. (Note that the set of three
vertical boxes which one might have drawn here is not
present. This is because there is no nonzero state with
three antisymmetric indices.)
Now, the following convention is used for the compu-
tational basis states |0〉 and |1〉: |0〉 = |1/2, 1/2〉, |1〉 =
|1/2,−1/2〉. These are the two states of a single spin-1/2
particle, or a representation of the j = 1/2 representation
of SU(2). This convention is opposite to that of Ref. [17],
but follows the conventions of [27], both of which provide
more detail than is given here. Three-qubit DFS/NS en-
coded qubit will now be represented in the following way,


(|010〉 − |100〉)/√2
(|011〉 − |101〉)/√2
(2 |001〉 − |010〉 − |100〉)/√6
(−2 |110〉+ |011〉+ |101〉)/√6
|000〉
(|001〉+ |010〉+ |100〉)/√3
(|011〉+ |101〉+ |110〉)/√3
|111〉


}
|0L〉}
|1L〉}
C⊥
(15)
With this notation |0L〉 = α0(|010〉 − |100〉)/
√
2 +
β0(|011〉− |101〉)/
√
2 (arbitrary superposition), and like-
wise |1L〉 = α1(2 |001〉−|010〉−|100〉)/
√
6+β1(−2 |110〉+
|011〉 + |101〉)/√6. These states belong to the two
J = 1/2 irreps of SU(2). The coefficients are Wigner-
Clebsch-Gordan coefficients [36] and the last four states
comprise a J = 3/2 representation of SU(2). The
two J = 1/2 irreps can be distinguished by a degen-
eracy label λ = 0, 1. Thus a basis state in the eight-
dimensional Hilbert space is fully identified by the three
quantum numbers |J, λ, µ〉, where µ is the z-component
of the total spin J . In this notation we can write
|0L〉 = α0|1/2, 0, 1/2〉 + β0|1/2, 0,−1/2〉 and |1L〉 =
α1|1/2, 1, 1/2〉+ β1|1/2, 1,−1/2〉.
If this encoded qubit is affected by collective errors-i.e.,
errors that act the same on each physical qubit-then no
information is lost to the environment. The collective er-
rors are formed from linear combinations of the operators
Sα =
∑
i σ
α
i :
S =
∑
α
aαS
α, (16)
where α = x, y, or z and the i denotes the physical qubit
1, 2, or 3. The states within blocks |0L〉 and |1L〉 couple
in exactly the same way, but neither block couples with
states outside of that block. Logical operations create
superpositions of these blocks. This can be described in
terms of group representation theory, using Weyl’s uni-
tary trick. A basis for the algebra which spans the space
of collective errors can be chosen to be the Lie algebra
of SU(2), su(2). If we consider the action of the algebra
on the entire space of the three qubits and suppose that
this is a representation of su(2) as well, then the repre-
sentation on the entire space of three qubits is affected
by the same operation on each physical qubit. This is
the statement made generally in Eq. (13).
For the example of three qubits, the matrix, Eq. (10),
can be found using the DFS/NS transformation [Eq. (18)
of [27]]. In the DFS/NS basis the explicit form is given
by
Sdfs = UdfsSU
−1
dfs
=


a3 a1 − ia2 0 0 0 0 0 0
a1 + ia2 −a3 0 0 0 0 0 0
0 0 a3 a1 − ia2 0 0 0 0
0 0 a1 + ia2 −a3 0 0 0 0
0 0 0 0 3a3
√
3(a1 − ia2) 0 0
0 0 0 0
√
3(a1 + ia2) a3 2(a1 − ia2) 0
0 0 0 0 0 2(a1 + ia2) a3
√
3(a1 − ia2)
0 0 0 0 0 0
√
3(a1 + ia2) −3a3


. (17)
Thus we see that the two states of the logical zero trans-
form in exactly the same way as the two states of the
logical one under collective operations.
In the context of this example, let us also consider
6a collection of physical qubits. When collective errors
occur, the form of these errors is
pie(L
β) =
∑
i
pii(L
β), (18)
where Lβ is an element of the algebra and the subscript
identifies the error as acting on the ith physical qubit.
In other words, the operator Lβ acts on the system of
qubits by acting with Lβ1 on qubit 1, L
β
2 on qubit 2, etc.
Each Lβi is identical, but acts on a different two-state
system. Therefore, the statement that collective errors
occur, is the statement that the entire system of qubits
transforms as a representation of su(2). By the unitary
trick, there is a direct correspondence between the repre-
sentation theory of the group SU(2) and the representa-
tion theory of the algebra with complex coefficients. In
this case, the SU(2) transformation of the direct product
of three two-dimensional representations is expressed as
the direct sum of two three-dimensional representations
(and a four-dimensional representation).
This perspective of collective errors will now be used
in the following sections to describe DFS/NSs of higher
dimensional Hilbert spaces. Though the arguments here
are primarily restricted to the concrete example of SU(3),
they can readily be extended to any SU(d).
IV. TYPES OF QUTRIT STATES AND
LABELING
In this section explicit labels are provided for the states
of qutrits. As noted in Appendix A and also Sec. II, two
different types of qutrit states exist. This is true inde-
pendent of the basis chosen for the algebra. Usually dif-
ferent sets of bases are chosen which reflect the symmetry
of the physical system. For example, given a representa-
tion of SU(3), there are different subgroup chains which
provide different possibilities for sets of measurements,
corresponding to a different choice of basis elements,
SU(3) ⊃ SU(2) ⊃ U(1) (19)
SU(3) ⊃ SO(3) ⊃ SO(2). (20)
The first is used in particle physics to describe the three
lightest flavors of quarks [37]. Associated with this sub-
group chain is the set of Gell-Mann matrices. The second
of these subgroup chains is used in nuclear physics mod-
els, such as that of Elliott [38]. The appropriate set of
measurements depends on the “good” quantum numbers
of the system.
To each of these subgroup chains there corresponds a
complete set of commuting operators (CSCO). These op-
erators are simultaneous observables which can be used
to distinguish the different states within an irrep. In the
remainder of this article, subgroup chain (19) is consid-
ered almost exclusively although the arguments can be
applied to chain (20) as well. By using this example,
we are able to discuss the importance of the existence of
two inequivalent fundamental irreps of the SU(d) groups,
both in the theory of DFS/NS and also in simulating
quantum systems with quantum systems.
Labels
As stated above, each of the two types irreps will be
associated with the first subgroup chain (19). These will
be called qutrit and barred states. Qutrit states will be
associated with the 3 representation and barred states
will be associated with 3¯, which is the complex conjugate
of the 3 rep. Throughout the rest of the article, states
in the 3¯ rep will have a bar over them to distinguish
them from states in the 3 rep: for example, the states
|0〉 , |1〉 , |2〉 ∈ 3 and |0¯〉 , |1¯〉 , |2¯〉 ∈ 3¯.
In order to provide a complete set of labels which dis-
tinguish two orthonormal states, a CSCO must be mea-
sured [36]. For irreps of SU(3), the following set of labels
completely describe states within an irrep. Each is asso-
ciated with an operator in the CSCO. Let p, q label the
irrep and t label the eigenvalue of an SU(2) subgroup of
SU(3); T 2 |ψ〉 = t(t + 1) |ψ〉 for |ψ〉 an eigenstate of the
operator T 2. (Lowercase letters will represent the eigen-
values of the operators which will be denoted with an
uppercase.) The symbol t3 will denote the eigenvalue of
T3, and y will denote the eigenvalue of the operator Y .
In terms of the Gell-Mann matrices, (see Appendix B)
Y =
1√
3
λ8,
T 2 =
1
4
(λ21 + λ
2
2 + λ
2
3), (21)
T3 =
1
2
λ3.
The quantum numbers p and q can be determined by
the highest-weight states (described later in this section)
or by measurement of the Casimir operators. (See Ap-
pendix B.) The Casimir operators, plus the set of opera-
tors in Eq.(21) provide a CSCO. States within any irreps
can be written as |p, q, t, t3, y〉, where p and q are assumed
to be fixed and determined by the irrep. To make a con-
nection with the more familiar case of a spin-j particle,
p, q should be considered “principal” quantum numbers
which label an irrep. When J2 is a constant of the mo-
tion, then j is fixed and cannot change. The analog for
three-state systems is the conservation of the two quan-
tum numbers p and q. It will be assumed here, unless oth-
erwise stated, that p and q are both conserved. However,
whether or not these quantum numbers are conserved in
a particular experiment depends on the physical system
in question.
The comparison with the unitary representation of the
group is made by labeling the unitary matrices in the
following way:
〈p, q; t, t3, y|U |p, q; t′, t′3, y′〉 = D(p,q)t,t3,y;t′,t′3,y′ ,
7y
t
3
−1/2 +1/2
2/3
−1/3
y
t
3
−2/3
1/3
1/2−1/2
FIG. 1: State spaces for the 3 (left) and 3¯ (right) reps.
so that the matrix elements of U are given by the func-
tionsD and the rows (columns) are labeled by the primed
(unprimed) numbers.
For SU(3) there are six raising and lowering operators
which take one state in an irrep to another state in the
same irrep. They are often denoted U±, V±, T±.
Within an irrep, one can define a unique “maximum
weight state” (see [35, 39]). This state |ψm〉 is usually
defined as the one for which the following relations hold:
T+ |ψm〉 = 0, V+ |ψm〉 = 0, U− |ψm〉 = 0. (22)
Since the maximum weight state is unique for each irrep,
it can be related to the labels, p and q, which identify
the irrep,
t3m =
p+ q
2
, ym =
p− q
3
. (23)
The examples of the two fundamental irreps 3 and 3¯ are
given in Fig. 1 where the states are labeled according to
the eigenvalues of Y and T3. The highest weight states
in 3 and 3¯ are the states with t3 = 1/2, y = −1/3 and
t3 = 1/2, y = 1/3 respectively.
Let us now label the states |0〉 , |1〉 , |2〉 by using the full
set of quantum numbers,
|0〉 = |1, 0, 1/2, 1/2, 1/3〉 ,
|1〉 = |1, 0, 1/2,−1/2, 1/3〉 , (24)
|2〉 = |1, 0, 0, 0,−2/3〉 .
and
|0¯〉 = |0, 1,−1/2,−1/2,−1/3〉 ,
|1¯〉 = |0, 1,−1/2, 1/2,−1/3〉 , (25)
|2¯〉 = |0, 1, 0, 0, 2/3〉 .
For future reference, note that an SU(3) singlet state
has the unique property that
T± |ψs〉 = 0, V± |ψs〉 = 0, U± |ψs〉 = 0. (26)
This follows from the fact that a “singlet” state is one for
which there exists only one state within the irrep (see also
Appendix A3 and the comment at the end of Sec. III A).
V. DECOHERENCE-FREE SUBSPACES FOR
THREE-STATE SYSTEMS
In principle, one can find DFS/NSs from the formal
theory provided in [16]. However, until now, there has
been no emphasis on the implications of the various irreps
of a given group (with the exception of [12]). Here, in
particular, it is shown that the distinction between the 3
and 3¯ representations is tantamount to the identification
and use of a DFS/NS for quantum error avoidance in
qutrit systems.
Again, in what follows three-state systems are used as
explicit examples. However, the constructions here are
readily generalizable to SU(d).
A. Product states
It is common in the quantum information literature
to find statements such as “... the maximally entangled
state of two qutrits, |φ〉 = 1√
3
(|00〉+ |11〉+ |22〉).” How-
ever, we have just seen that there are two different irre-
ducible fundamental representations of SU(3). In that
case, we should distinguish between this state, |φ〉 and
|φ′〉 = 1√
3
(|00¯〉 + |11¯〉 + |22¯〉). This observation has an
important consequence since there is a striking difference
between these two states. The state |φ′〉 is an SU(3) sin-
glet, but |φ〉 is not. Singlet states are used in the theory
of DFS in order to protect against all forms of errors.
The state |φ〉 is not decoherence free. (To see that |φ′〉 is
a singlet state, consult Appendix A3.)
Note that, in principle, a local unitary can be found
which will transform the state |φ〉 into the state |φ′〉. This
implies that the amount of entanglement in |φ〉 is the
same as the amount of entanglement in |φ′〉. Therefore,
whereas it has been conjectured that better quantum er-
ror correcting codes are those with more entanglement
present in their states [40], no such correspondence can
be made for DFS/NS. In other words, there is no direct
correspondence between the amount of entanglement in a
DFS/NS and the efficacy, or error avoidance properties,
of the encoded DFS/NS states. This is indicated from
the example just presented as well as the corresponding
Young diagram wich applies to any two d-state systems.
The states |φ〉 and |φ′〉, belong to two different irreps.
Checking all quantum numbers shows that each of the
two states has all secondary quantum numbers, t, t3, and
y equal to zero; that is, t = 0, t3 = 0, and y = 0. However,
the primary quantum numbers differ. |φ〉 has p = 1, q = 0
whereas |φ′〉, p = 0, q = 1. This difference is experimen-
tally measurable in several different ways. One way is
to find the highest weight state of the irrep through the
use of the appropriate raising and/or lowering operators.
This will identify p and q through Eqs. (23). Also, the
differentiation between these states has implications for
quantum error avoidance properties of the states. This
provides another important method for experimental dis-
tinction.
8B. Young Tableau and DFSs
The use of Young’s tableau proves very convenient
for exploring the possibility of constructing collective
DFS/NSs from qutrits (or qudits). When two or more
irreducible representations occur in a tensor product of
a set of states of any dimensions, these identical irreps
will transform in the same way under an SU(3) action on
the entire space of physical subsystems and are therefore
candidates for a DFS/NS. (See Section III). Let us now
examine some tensor products of qutrits to determine the
possibility of constructing DFS/NSs which are immune
to collective errors.
The two different Young tableau for the 3 and 3¯ rep-
resentations are represented by
which is filled with numbers 1, 2, 3
1 , 2 , 3 ,
and
which is filled with numbers 1, 2, 3 but is antisymmetric
in the interchange of two rows. This gives the following
possibilities:
1
2
,
1
3
,
2
3
.
These are the two inequivalent fundamental irreps.
The tensor product of two 3 gives the following
⊗ = ⊕ .
The first is the 3¯ rep and the second is a six-dimensional
representation which can be shown by filling in the boxes
with all possible symmetric combinations
1 1 , 1 2 , 1 3 , 2 2 , 2 3 , 3 3 .
To be precise, this is the 6 rep. The result of this can be
written in the following equation: 3⊗ 3 = 3¯⊕ 6.
Now, note that the result of the product of 3¯ and 3 is
given by
⊗ = ⊕ .
The first tableau corresponds to an octet of states,
1 1
2
,
1 1
3
,
1 2
2
,
1 2
3
,
1 3
2
,
1 3
3
,
2 2
3
,
2 3
3
.
The second corresponds to a singlet, as it can only be
filled in one way,
1
2
3
.
Therefore, 3¯⊗ 3 = 8⊕ 1 [41]. This shows that the prod-
uct of two three-dimensional representations of the same
type do not give rise to a singlet state, whereas prod-
ucts of two reps of different types do give rise to a singlet
state. Singlet states are decoherence-free since they are
annihilated by all SU(3) operators [15].
Let us consider constructing a decoherence-free, or
noiseless, qubit from qutrits. We have already seen this
is not possible using two identical qutrits, or an unbarred
and a barred rep. One may naturally ask about three un-
barred (or three barred) states. From the tableau, it can
be shown that 3⊗3⊗3 = 8⊕8⊕1⊕10. This indicates
that three qutrit states have a set of two degenerate reps.
This implies that a DFS/NS can be constructed with the
two degenerate states representing the logical zero and
logical one states of a qubit which is immune to collec-
tive noise.
Note, however, that the product of a barred and two
unbarred reps will have the following decomposition: 3¯⊗
3 ⊗ 3 = 15 ⊕ 3 ⊕ 3 ⊕ 6¯. This indicates that one may
also construct a DFS/NS from this set of states which
can represent a decoherence-free qubit. Certainly these
two are quite different subsystems. The first has two
degenerate eight-state subsystems and the second has two
degenerate three-state systems.
In order to find the fewest number of physical qutrits
which can be encoded such that a logical qutrit is pro-
tected from collective errors, four qutrits are taken:
3⊗3⊗3⊗3 = 3⊕3⊕3⊕6¯⊕6¯⊕15⊕15⊕15⊕1¯5. In this
case, a decoherence-free qutrit could be represented by
three three-state systems and this is the smallest num-
ber of qutrit states which can represent such a qutrit
DFS/NS.
The analysis can be used for any d-state systems. For
example, one may ask for the least number of physical
d-state systems which can be used to encode a logical
qubit which is decoherence free with respect to collective
errors. The answer can be found by again using Young
tableau. The tensor product of three d-state systems can
be used to encode logical qubit into a NS/DFS. This can
be seen in the tableau of any d representation
.
Taking the tensor product of three such systems, pro-
9duces the following tableau
⊗ ⊗ =
(
⊕
)
⊗
= ⊕ ⊕ ⊕ . (27)
Therefore, this is the smallest number of qudits for which
a collective DFS/NS, representing a qubit in terms of
qudits, exists.
The difference between a tensor product of two funda-
mental irreps which are equivalent and two which are not
is clearly very important for constructing DFS/NS from
higher dimensional systems. The fact that one of the two
states transforms differently than the other implies that a
superselection rule which preserves the type of qutrit (or
qudit) must exist in the system-bath interaction. On the
other hand, if one wants to create a DFS/NS by the use of
decoupling controls according to the methods presented
in [25, 26, 42, 43, 44, 45, 46, 47, 48, 49, 50], then one must
recognize this as a quantum control problem in which the
decoupling controls must provide the appropriate sym-
metry for those systems which do not otherwise obey the
required superselection rule. In other words, to create a
DFS/NS from two inequivalent fundamental irreps, one
must ensure that the appropriate transformation proper-
ties are obeyed. Representing decoherence-free systems
with d-state systems therefore requires knowledge of the
transformation properties induced by experimental con-
trols and system-bath interactions.
C. Three-qutrit DFS/NS
As discussed in the previous section, Sec. VB, a noise-
less subsystem can be formed from two octets in the
Hilbert space of three three-state systems. This logical
qubit will be protected against arbitrary collective errors
[see Eq. (27)].
Using the conventions established by Eqs.(24), the log-
ical states can be given explicit labels according to the
principal quantum numbers p, q and eigenvalues of the
operators T , Y , and T3. The first of two octets will have
a degeneracy label 0, which indicates that it forms the
logical zero state |0L〉,
ψ8,01 = (|200〉 − |020〉)/
√
2,
ψ8,02 = (|100〉 − |010〉)/
√
2,
ψ8,03 = (|011〉 − |101〉)/
√
2,
ψ8,04 = (|211〉 − |121〉)/
√
2,
ψ8,05 = (|212〉 − |122〉)/
√
2,
ψ8,06 = (|022〉 − |202〉)/
√
2,
ψ8,07 = (− |021〉 − |120〉+ |201〉+ |210〉)/2,
ψ8,08 = (2 |012〉+ |021〉 − 2 |102〉
− |120〉 − |201〉+ |210〉)/
√
12. (28)
The second octet of states carries a degeneracy label 1
and forms the logical one state |1L〉,
ψ8,11 = (2 |002〉 − |020〉 − |200〉)/
√
6
ψ8,12 = (2 |001〉 − |010〉 − |100〉)/
√
6
ψ8,13 = (−2 |110〉+ |011〉+ |101〉)/
√
6
ψ8,14 = (2 |112〉 − |121〉 − |211〉)/
√
6
ψ8,15 = (−2 |221〉+ |122〉+ |212〉)/
√
6
ψ8,16 = (−2 |220〉+ |022〉+ |202〉)/
√
6
ψ8,17 = (2 |012〉 − |021〉+ 2 |102〉
− |120〉 − |201〉 − |210〉)/
√
12
ψ8,18 = (− |021〉+ |120〉 − |201〉+ |210〉)/2. (29)
In other words, the first superscript denotes the dimen-
sion of the representation, the second is a degeneracy
label and the subscript labels the state within the repre-
sentation.
As in the case of the three-qubit DFS/NS, the logical
zero state is given by |0L〉 =
∑
i αiψ
8,0
i (arbitrary super-
position) and likewise for |1L〉 =
∑
i βiψ
8,1
i . Using the
notation of Sec. III C, the logical states can be fully iden-
tified by the quantum numbers, |p, q;λ; t, t3, y〉, where p, q
are the principal quantum numbers which identify the ir-
reducible representation, λ is the degeneracy label, and
t, t3, y identify the states within the representation by
its secondary quantum numbers. The states of the octet
which comprise the logical zero state are, in this notation,
given by
ψ8,01 = |1, 1; 0; 1, 1, 0〉 ,
ψ8,02 = |1, 1; 0; 1/2, 1/2, 1〉 ,
ψ8,03 = |1, 1; 0; 1/2,−1/2, 1〉 ,
ψ8,04 = |1, 1; 0; 1,−1, 0〉 ,
ψ8,05 = |1, 1; 0; 1/2,−1/2,−1〉 ,
ψ8,06 = |1, 1; 0; 1/2, 1/2,−1〉 ,
ψ8,07 = |1, 1; 0; 1, 0, 0〉 ,
ψ8,08 = |1, 1; 0; 0, 0, 0〉 . (30)
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The states which comprise the logical one are given by
ψ8,11 = |1, 1; 1; 1, 1, 0〉 ,
ψ8,12 = |1, 1; 1; 1/2, 1/2, 1〉 ,
ψ8,13 = |1, 1; 1; 1/2,−1/2, 1〉 ,
ψ8,14 = |1, 1; 1; 1,−1, 0〉 ,
ψ8,15 = |1, 1; 1; 1/2,−1/2,−1〉 ,
ψ8,16 = |1, 1; 1; 1/2, 1/2,−1〉 ,
ψ8,17 = |1, 1; 1; 1, 0, 0〉 ,
ψ8,18 = |1, 1; 1; 0, 0, 0〉 . (31)
The remaining 11 states include a (completely antisym-
metric) singlet
ψs = (|012〉 − |021〉 − |102〉+ |120〉 − |210〉)/
√
6 (32)
and a (completely symmetric) decuplet of states:
ψ101 = |111〉 ,
ψ102 = (|011〉+ |101〉+ |110〉)/
√
3,
ψ103 = (|001〉+ |010〉+ |100〉)/
√
3,
ψ104 = |000〉 ,
ψ105 = (|112〉+ |121〉+ |211〉)/
√
3,
ψ106 = (|012〉+ |021〉+ |102〉+ |120〉+ |210〉)/
√
6,
ψ107 = (|002〉+ |020〉+ |200〉)/
√
3,
ψ108 = (|122〉+ |212〉+ |221〉)/
√
3,
ψ109 = (|022〉+ |202〉+ |220〉)/
√
3,
ψ1010 = |222〉 . (33)
A basis for the collective errors for qutrit states is given
by sums of the operators {λi} of AppendixB:
Sα =
∑
i
λαi , (34)
where α = 1, 2, ..., 8 and i denotes the physical qutrit 1, 2
or 3. A generic collective error has the form
S =
∑
α
aαS
α, (35)
where the aα are arbitrary constants. As in the three
qubit DFS/NS, the states within blocks |0L〉 and |1L〉
get mixed with each other in exactly the same way dur-
ing collective operations, but states in one block are not
mixed with states in another. Logical operations will mix
these blocks with each other. In the DFS/NS basis, the
operators Sαdfs = Vdfs S
αV −1dfs are block diagonal in accor-
dance with Eq. (10). Let us order the states in a column
vector: Ψ = column{ψ8,01 , ψ8,02 , ψ8,03 , ψ8,04 , ψ8,05 , ψ8,06 ,
ψ8,07 , ψ
8,0
8 , ψ
8,1
1 , ψ
8,1
2 , ψ
8,1
3 , ψ
8,1
4 , ψ
8,1
5 , ψ
8,1
6 , ψ
8,1
7 , ψ
8,1
8 ,
ψs, ψ
10
1 , ψ
10
2 , ψ
10
3 , ψ
10
4 , ψ
10
5 , ψ
10
6 , ψ
10
7 , ψ
10
8 , ψ
10
9 , ψ
10
10 }.
From these states one may readily deduce the transfor-
mation Vdfs which takes the qutrit computational basis
states to the DFS/NS basis. It is then clear that Vdfs is a
27 × 27 matrix of SU(3) Wigner-Clebsch-Gordan coeffi-
cients. Since, the collective errors in this basis are block
diagonal [viz. Eq. (10)], these blocks will be labeled ac-
cording to the set of states on which they act nontrivially.
Let S0 be the first such block (which acts nontrivially on
the states which form the logical zero), S1 be the second
such block (which acts nontrivially on the states which
form the logical one), Ss be the third such block (which
acts on the singlet state), and S10 which acts on the states
in the decuplet. The form of the matrix Sdfs = Vdfs SV
−1
dfs
is given by
Sdfs =


S0 0 0 0
0 S1 0 0
0 0 Ss 0
0 0 0 S10

 , (36)
where S0 and S1 are both 8 × 8 matrices and are given
by


2a3 a6 + ia7 0 0 0 a4 − ia5
√
2(a1 − ia2) 0
a6 − ia7 a3 +
√
3a8 a1 − ia2 0 0 0 −a4+ia5√2
−3(a4−ia5)√
6
0 a1 + ia2 −a3 +
√
3a8 −a4 + ia5 0 0 a6−ia7√2
−3(a6−ia7)√
6
0 0 −a4 − ia5 −2a3 a6 − ia7 0
√
2(a1 + ia2) 0
0 0 0 a6 + ia7 −a3 −
√
3a8 a1 + ia2
a4+ia5√
2
3(a4+ia5)√
6
a4 + ia5 0 0 0 a1 − ia2 a3 −
√
3a8
a6+ia7√
2
−3(a6+ia7)√
6√
2(a1 + ia2)
−a4−ia5√
2
a6+ia7√
2
√
2(a1 − ia2) a4−ia5√2
a6−ia7√
2
0 0
0 −3(a4+ia5)√
6
−3(a6+ia7)√
6
0 3(a4−ia5)√
6
−3(a6−ia7)√
6
0 0


. (37)
The matrix Ss is a 1 × 1 zero “matrix” and the 10 × 10 matrix S10 will not be displayed since it is not relevant
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for the DFS/NS.
In summary, if the physical circumstances are such
that the errors/operations on a set of three qutrits in
the 3 representation are identical on each qutrit, then
errors/operators will have the form, of Eq.(36). There is
then a two-state subsystem formed by two collections of
states ψ8,0i and ψ
8,1
j which may represent a decoherence-
free, or noiseless, subsystem.
VI. DISCUSSION AND CONCLUSIONS
We note that this research was prompted, in part,
by the following question: How does a quantum state
or operator transform? This is a fundamental, physi-
cally motivated question. The transformation properties
determine the good quantum numbers of a state. For
three-state, and higher-dimensional systems, the states
could transform in one of two ways under special unitary
transformations and the representations are inequivalent.
There are several physical consequences of the difference
in transformation properties.
For the theory of decoherence-free, or noiseless, sub-
systems it is important to determine the transforma-
tion properties which distinguish different physical states.
Without this knowledge, it is not possible to reliably form
a DFS/NS. Using Weyl’s unitary trick, this is clearly seen
through the use of Young’s tableau for analyzing the ir-
reps of the SU(d) groups.
Similarly, simulating quantum systems with other
quantum systems requires strict adherence to the ap-
propriate transformation rules during the applications
of quantum controls. A very important example of this
is provided by low-energy nuclear interactions and the
quark model. Quark-quark interactions at low energies
involve both weak and strong forces. Both the theories of
strong and weak forces involve SU(d) symmetry groups.
QCD is a non-Abelian gauge theory, with gauge group
SU(3). In this theory, quarks transform according to the
3 rep of the group SU(3). Weak interaction physics, or
“flavor” physics, potentially involves six flavors of quarks
which have an approximate SU(6) symmetry. At lower
energies, only the quarks with mass less than the experi-
mental interaction energies are used in calculations. The
three lightest quarks are quite close in mass and have an
approximate SU(3) symmetry to an even better approx-
imation than the SU(6) theory. (Reference [51] contains
detailed discussions of these topics.) Whereas quarks
transform according to the 3 rep, antiquarks transform
according to the 3¯ rep. Baryons, such as the proton and
neutron, are color-neutral bound states of three quarks.
Mesons behave as color-neutral states of quarks and an-
tiquarks. Thus the transformation properties of the par-
ticles involved in low energy nuclear interactions are crit-
ically important in simulations. Since there exist states
of particles which behave in such a way,the differences in
transformation properties of quantum systems must be
taken into account during the simulation of low-energy
nuclear physics.
We may therefore conclude that the existence of in-
equivalent fundamental irreps for SU(d) can be vital for
quantum information processing, whether the systems
being used to process quantum information contain d
distinct orthogonal states, or a system being simulated
contains d such states. Clearly there is a great deal of
work still to be done in this area. Whether or not a sys-
tem transforms according to a barred or unbarred repre-
sentation is determined by the physical system. Not all
systems will naturally obey a super-selection rule of this
sort.
In the near future, we anticipate exploring quantum
computing in DFS/NSs constructed from these higher-
dimensional state spaces. We also expect to more fully
explore the experimental circumstances which give rise
to DFS/NSs and how one would control the system to
keep it in a DFS/NS.
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APPENDIX A: GROUP THEORY AND YOUNG
TABLEAU
1. Group theory primer
In this appendix various definitions are collected which
may or may not be familiar to the reader. Since only ma-
trix representations are considered here, one should place
the word “matrix” in front of “representation” through-
out the article to be precise.
If there exists a homomorphic mapping of a group G
onto a group of nonsingular d × d matrices Γ(T ), for
all T ∈ G then the set of matrices Γ(T ) forms a d-
dimensional (matrix) representation Γ of the group G.
If the homomorphism is also an isomorphism (one to one
and onto) then the representation is said to be faithful.
Here representations of SU(d) will be considered. The
lowest-dimensional set of matrices which faithfully repre-
sents it contains d×d matrices. A faithful representation
of SU(d) by d × d matrices is called a fundamental rep-
resentation and is necessarily irreducible. (We will take
“irreducible representation” to mean that the representa-
tion cannot be written in terms of matrices of smaller di-
mension [52].) Two representations, Γ and Γ′, of a group
G are said to be equivalent, if there exists a similarity
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transformation S such that
Γ′ = SΓS−1,
for all Γ ∈ G. If there is no such transformation, then
the two representations are said to be inequivalent.
Theorem There are two inequivalent irreducible fun-
damental representations of SU(d) for d ≥ 3.
2. Young’s tableau
Here, a brief summary of some properties of Young
tableau are given.
Young’s tableau enable the determination of the irre-
ducible components of a tensor product. These methods
are used in the text to find the direct sum of irreps aris-
ing from a tensor product of irreps. For a more detailed
explanation and derivation of the rules, consult a text
on group theory-for example [34, 35]. Since only SU(d)
representations (and corresponding equivalent algebraic
representations) are used in this article, the rules are dis-
cussed in terms of SU(d) irreps.
For representations of SU(N), a single box corre-
sponds to a fundamental irreducible representation. The
dimension of the representation is determined by filling
the box with numbers 1, 2, ..., N .
A set of two boxes corresponding to two antisymmet-
ric indices under their interchange is provided by vertical
boxes: . Similarly, two horizontal boxes, , repre-
sent indices which are symmetric under interchange. In
general, the indices must be antisymmetric under inter-
change of numbers in columns of the tableau and sym-
metric in the rows.
To determine the number of states in an irrep, the
boxes are filled with numbers. For example there are N
states in the fundamental irrep of SU(N). Thus differ-
ent integers 1, 2, ..., N can be put into the boxes, each
set of numbers in the boxes representing a different state
within the irrep. In order to prevent overcounting, the
boxes are filled such that the numbers are nondecreasing
from left to right. Filling boxes which are above one an-
other requires the numbers to be distinct for a nonzero
tableau due to the antisymmetry. In addition, overcount-
ing will be prevented if the numbers are filled in a strictly
increasing order from top to bottom.
A familiar example is provided in Sec. III C where the
product of two two-state systems is shown to produce a
singlet and a triplet using Young’s Tableau.
3. Singlet states
Here, a set of raising and lowering operators are given
for SU(3) in terms of the Gell-Mann matrices. It is also
shown that the state |φ′〉 = (1/√3)∑i |i¯i〉 is a singlet
state.
There are several ways to show that |φ′〉 is a singlet
state. To do it directly from relations (26), one can use
the relations for the raising and lower operators on the
states. In terms of the Gell-Mann matrices,
T± =
1
2
(λ1 ± iλ2), T3 = 1
2
λ3,
V± =
1
2
(λ4 ± iλ5), U± = 1
2
(λ6 ± iλ7),
Y =
1√
3
λ8. (A1)
One may also define V3 = (1/2)(
√
3λ8 + T3) and U3 =
(1/2)(
√
3λ8−T3). This proves convenient since one may
use the known raising and lowering operation relations
of SU(2); λ4, λ5, V3 and λ6, λ7, U3 each form an SU(2)
algebra. For a given p, q, the states of an irrep may be
labeled using t, t3, and y. The states are eigenstates of
T3 and Y by construction,
T3 |t, t3, y〉 = t3 |t, t3, y〉 , Y |t, t3, y〉 = y |t, t3, y〉 .
At this point one would proceed essentially as is done
for finding the raising and lowering operator relations for
SU(2). However, this is somewhat tedious and there is
an easier way.
A singlet representation transforms trivially under ac-
tions of the group, as a scalar. Therefore, if one notes
that the qutrit states transform according to the repre-
sentation U , for i = 0, 1, 2,
|i〉 →
∑
j
Uij |j〉 , |i〉 ∈ 3,
and the barred states transform according to the repre-
sentation U∗, the complex conjugate of U ,
|¯i〉 →
∑
k
U∗ik
∣∣k¯〉 , |¯i〉 ∈ 3¯;
then, under the transformation of each,∑
i
|i〉 |¯i〉 →
∑
ijk
Uij |j〉U∗ik
∣∣k¯〉
=
∑
ijk
Uij(U
†)ki |j〉
∣∣k¯〉
=
∑
jk
δjk |j〉
∣∣k¯〉
=
∑
k
|k〉 ∣∣k¯〉 . (A2)
Therefore the state
∑
k |k〉
∣∣k¯〉 is an SU(3) scalar. It is
not difficult to convince oneself that this implies that
the raising and lowering operators acting on this state
give zero. (Yet another proof uses the explicit parame-
terization and differential operators found in [53].) The
eigenvalues of T3 and Y are clearly zero since these act
as derivations,
O
∑
i
|i¯i〉 =
∑
i
(O |i〉) |¯i〉+ |i〉 (O |¯i〉) = 0,
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and for any operator in the Lie algebra and the eigenval-
ues of barred states are opposite those of the unbarred
states.
APPENDIX B: THE ALGEBRA OF SU(3)
In this appendix the Gell-Mann matrices are listed.
This is one basis for the algebra which is commonly used
for the subgroup chain that is discussed throughout the
article. However, it should be emphasized that this is not
the only basis one could choose. The Casimir operators
are also given for SU(3) since they are elements of the
CSCO discussed in the text.
The Gell-Mann matrices are given by
λ1 =

 0 1 01 0 0
0 0 0

 , λ2 =

 0 −i 0i 0 0
0 0 0

 ,
λ3 =

 1 0 00 −1 0
0 0 0

 , λ4 =

 0 0 10 0 0
1 0 0

 ,
λ5 =

 0 0 −i0 0 0
i 0 0

 , λ6 =

 0 0 00 0 1
0 1 0

 ,
λ7 =

 0 0 00 0 −i
0 i 0

 , λ8 = 1√
3

 1 0 00 1 0
0 0 −2

 .
The Casimir operators for SU(3) are proportional to
the operator which is quadratic in the algebraic elements,
C2 =
8∑
i=1
λ2i , (B1)
and the operator which is cubic in the algebraic elements,
C3 =
8∑
i=1
dijkλiλjλk, (B2)
where
dijk =
1
4
Tr([λiλj + λjλi]λk).
These can be written in terms of functions of p and q
using the operators T3, Y and the raising and lower op-
erators [39].
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