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Abstract
Network services deployment through Software-Deﬁned Networking requires advanced prior conﬁguration of controller databases
and devices local system applications. Such prior system deﬁnition steps result in rigid infrastructure setup, restricted service
deployment scope, and limited reconﬁguration ﬂexibility. This paper aims at enabling fast devices conﬁguration and services de-
ployment - within seconds - in dynamic and unconﬁgured infrastructure contexts.
To address this challenge, we propose NEON, a southbound protocol for dynamic networks, which aims at comprehensive net-
work conﬁguration capability. NEON performs dynamic discovery of devices, thorough live devices interfaces (re)conﬁguration
and returns network interface technology speciﬁc performance statistics. To evaluate the capacity of NEON to eﬀectively deploy
complex protocols, this paper proposes 2 concurrent implementations of PMIPv6 protocol: native and software service. These
implementations running on oﬀ-the-shelf hardware, showcase the performance of both deployment approaches over unconﬁgured
infrastructure. Our implementation show fast conﬁguration time (a few seconds) when compared to the native deployment (also an
original proper implementation). We demonstrate the transparency of the service operation from a user perspective by comparing
the performance of both implementations from the edge. NEON is compatible with other conﬁguration and management south-
bound protocols such as OpenFlow.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of Fourth International Conference on Selected Topics in Mobile &
Wireless Networking (MoWNet’2014).
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1. Introduction
Software-Deﬁned Networking (SDN) enables programmatic exploitation and orchestration of a network infras-
tructure and resources1. Typically, a SDN system provides a required set of actions/behaviors to allow emulation
of complex network protocols over generic unspecialized network equipments. For instance, a generic router could
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be used to act as a Mobile Management Entity (MME) or a Packet Gateway (P-GW) without having the appropriate
software running natively2,3.
The generic SDN approach considers a three levels architecture: (1) some if not all infrastructure devices as
SDN-compatible, (2) at least one SDN management device, called ”controller” that centralizes knowledge about the
infrastructure, and (3) software services that exchange information and actions with the infrastructure through the
controller. Communications between infrastructure’ SDN devices and the SDN controller are part of the southbound
control and management planes and rely on a set of protocols that describe how SDN devices should behave when
speciﬁc actions are issued by the controller. Communications between the controller and the software services are part
of the northbound set of protocols that provide an APIs to have control on the underlying infrastructure. The main
contribution of this paper focuses on the deﬁnition and implementation of a new southbound protocol and application.
Providing comprehensive conﬁguration capability of infrastructure devices is of paramount importance in SDN4.
Indeed, deploying a network service requires accurate knowledge of the devices state and capabilities through the
southbound API. In this area, recent proposals include OpenFlow5, ForCES6, NetConf7, and CAPWAP8 to mention
a few. In this paper we motivate the need for the NEON API as follow: (1) relying exclusively on the OpenFlow
protocol limits our device management capacity to routing and ﬂow handling. Furthermore, OpenFlow support of
wireless speciﬁc ports statistics is inexistant. (2) Southbound management protocols, such as NetConf or ForCES
ensure network interfaces conﬁguration. However, they do not provide API for live low-level elementary network
conﬁguration functions. Finally, dynamic devices and interfaces discovery are not supported.
This paper advances the state of the art with the two following contributions: (1) Taking into accounts the short-
comings of the existing southbound management and control protocols, we specify NEON, a southbound protocol and
application. NEON aims at enabling dynamic device discovery, live low-level local functions (re)conﬁguration and
thorough device (re)conﬁguration capability. NEON is also compatible with OpenFlow and may work over the same
infrastructure. (2) Thanks to NEON features, we instantiate a Proxy Mobile IPv6 (PMIPv6)9 SDN service for perfor-
mance evaluation over an unconﬁgured and dynamic infrastructure. The results conﬁrm our target of fast deployment
time (a few seconds) and present comparable performance than a native implementation of PMIPv6.
The remainder of this paper is structured as follows. Section 2 introduces NEON, our new SDN southbound proto-
col that we designed to enable fast deployment of services for dynamic infrastructure. In Section 3, we decompose the
PMIPv6 procedures to explain how to achieve the same protocol behavior using an SDN service. Section 4 explains
how a PMIPv6 SDN service could use the NEON speciﬁcities to deploy PMIPv6 in the infrastructure in a fast and
ﬂexible way. In Section 5, the performance of the PMIPv6 service is compared to the performance achieved with a
conventional deployment of the PMIPv6 standard. We ﬁnally conclude the paper in Section 6.
2. NEON SDN southbound protocol
Deployment of network services over an SDN system requires a set of abilities that span conﬁguration of SDN
devices, management of ﬂows, and performance monitoring. Such network services should be able to get an updated
view of the network topology, to analyze devices capabilities, and setup devices conﬁguration: it makes use of the
infrastructure as a service (IaaS) paradigm. In the remainder of this paper, the term ”service” refers to the application
accessing the SDN system through the controller.
If most of the attention is today on OpenFlow8, the reader may note that it is only focused on traﬃc and rout-
ing tables management1. In the context of deployment of services, we advocate that OpenFlow fall short on three
important aspects5. (1) Setup: On each network device, at least one OpenFlow logical switch has to be instantiated
at infrastructure setup. This work cannot be done remotly by the OpenFlow management and conﬁguration protocol
(OF-CONFIG)10. (2) Interface conﬁguration: At some point, the network infrastructure may be orchestrated by a new
service that requires a diﬀerent conﬁguration of network interfaces (e.g., a WiFi interface in managed mode to switch
in master mode). OpenFlow and other ﬂow-based protocols are not designed to perform such kind of conﬁguration.
(3) Overhead: A service can forge packets (e.g., Router Advertisement -RA- messages) to be sent through a speciﬁc
device interface to emulate a local networking protocol. However, the latter if requiring proper behavior (such as RA
messages every 70ms for high mobility-type scenarios9) would signiﬁcantly increase the service control overhead.
Protocols such as SNMP, NetConf, or CAPWAP8 3 that enable remote devices conﬁguration and statistics polling have
limitations when considering dynamic management by services. For instance, the level of integration of NetConf is
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Fig. 1. Overview of NEON SDN reference architecture.
hardware vendor dependent, i.e., querying the current status of an interface on some hardware may give a raw and un-
structured copy of the interface conﬁguration ﬁle. Such results provide syntax speciﬁc data and thus require hardware
vendor management implementation. Furthermore, they do not provide live conﬁguration of low-level functions (e.g.,
to advertise an IPv6 preﬁx to one speciﬁc client).
Considering these shortcomings, we propose NEON, a structured but yet ﬂexible southbound protocol that aims at
ensuring extended, dynamic, and resilient remote device conﬁguration capabilities.
2.1. NEON design principles
NEON is designed around four key requirements: (1) the capacity of supporting generic and speciﬁc wired and
wireless network interfaces such as Ethernet, WiFi, 3G/4G, Bluetooth. The aim is to cover a wide range of interfaces
and devices from powerful servers to users terminals. (2) The capacity of conﬁguring how devices behave according
to their direct neighbors. For instance deﬁning how local network services should forge ICMP and/or ND control
packets. (3) The capacity to gain multi-hops information about the network performance, e.g., the current round
trip time (RTT) with a speciﬁc target device. (4) Finally, the capacity to control the conﬁguration of other local
applications and libraries such as Open vSwitch (OpenFlow application)11. To support these requirements, the NEON
protocol has been organized around three categories of messages.
2.1.1. Statistics
This category of messages uses a binary format to query and return interfaces statistics. Such messages are targeted
for regular polling from the controller to maintain a coherent and complete view of the network topology. Statistics
cover speciﬁc information about the interfaces status. For instance, the operation mode (station, access-point, ad-hoc,
etc.), the capabilities (mesh mode capable, etc.), the BSSID, the neighboring MAC addresses, Tx/Rx count, if the
interface is managed by OpenFlow, etc.
2.1.2. Commands
This category of messages uses a JSON format packet to send commands (actions and requests), acknowledgments,
and device information. Such messages may be initiated directly by software services or from the controller to setup
the desired conﬁguration or to get speciﬁc information. For example, to request WPA association or to conﬁgure
router advertisements. The JSON format allow us to rely on the use of structured and ﬂexible key/value pairs, it is
lightweight compared to the XML format, and easily handled by computer programs.
2.1.3. Events
Some speciﬁc events occurring at the device level may require immediate attention of the controller and services,
e.g., a wired Ethernet cable unplugged or a new WiFi USB dongle plugged. Devices send ”event” packets to the
controller detailing the reason of the event. In the same way, the controller may catch some speciﬁc events such as
the disconnection of a network device. The controller might not know how to handle all type of events but speciﬁc
software services could. In all cases, events are sent to software services.
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Today, more than thirty ”elementary” commands have been deﬁned and validated. NEON is then able to ﬁne tune
devices conﬁguration and control local network services and applications. The enumeration of all these commands is
out of the scope of this paper and only those required for the PMIPv6 service will be detailed.
2.2. Communication model
Considering NEON as the main southbound protocol, the communication model that we consider in this paper is
structured as follow (see Figure 1 for a global overview) :
2.2.1. SDN devices
Devices are conﬁgured to start the user space NEON application at boot-up. They establish a NEON connection
to the controller which allows to add and remove infrastructure devices on the ﬂy. The application regularly scans
the local conﬁguration, available network interfaces and handles NEON statistic/command request packets. After
command validation, the application is able to conﬁgure and start other applications such as Open vSwitch. Each
device generates a unique identiﬁer (UUID) on 128 bits and UUID collision is prevented by the controller.
2.2.2. SDN Controller
The controller maintains NEON connections with all SDN devices through regular statistics polling (heartbeat
mechanism). Publishing groups are created by the controller to deliver diﬀerent classes of event packets to services
(subscribers). The northbound API relies on the command packets format (JSON). When the target of the command
is a speciﬁc infrastructure device, the controller validates the service credentials and transfers the command packet to
the right device.
2.2.3. Services
Services are connected to the controller through a TCP/IP connection and use the northbound API to query infor-
mation about active network devices. They receive events and use the deﬁned NEON protocol action messages to
conﬁgure and get speciﬁc information about devices using the device’s UUID as a target. However, those packets are
intercepted, ﬁltered, and validated by the controller.
This Section has presented our considered SDN network model and the developed southbound protocol: NEON.
We detailed how services communicate with the controller and each SDN devices. In the next sections, we address
the design and deployment procedure of PMIPv6 as an SDN service using NEON API.
3. PMIPv6 as a SDN service
PMIPv6 is currently considered as the main Network-based LocalizedMobilityManagement approach (NetLMMM)
to handle mobility of unchanged User Equipements (UE)12. In particular, PMIPv6 is the 3GPP standard for interfaces
S5/S8 of LTE/LTE-A IP-based operators core networks13. Closer to the edge network usually crowded with wireless
networks and active devices, PMIPv6 can be beneﬁcial in particular deployment scenarios. Such use cases involve
topologies like buildings, airports, train stations, and connected homes, to name a few. Alternative approaches include
IETF’s distributed mobility management (DMM)2 and CROWD project’s SDN-based DMM3.
This section describes the deployment of PMIPv6 protocol as an SDN service. After brieﬂy presenting the basics
of PMIPv6 protocol, we detail the underlying procedures. The objective is to isolate key mechanisms to better emulate
them in an alternative PMIPv6 service based on SDN using NEON.
3.1. PMIPv6 standard overview
PMIPv69 is a network-based mobility management protocol that handles unchanged UEs mobility in IPv6 net-
works with no required interaction. Two functional elements constitute the PMIPv6 domain (see Figure 2). The Local
Mobility Anchor (LMA) function is located on a core-network gateway. It registers the current point of attachment of
all nodes and is the topological routing anchor point of the IPv6 address preﬁxes (i.e., Home Network Preﬁxes, HNPs)
that it assigns to UEs. The Mobile Access Gateway (MAG) function is located on the infrastructure access routers.
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Fig. 2. The PMIPv6 network architecture. The LMA and MAGs functions are located on core infrastructure devices and exchange PBU and PBA
signaling messages.
The MAG is the IP level point of attachment for mobile nodes and is responsible of informing the LMA about the
presence of mobile nodes. It also advertises IPv6 preﬁxes to mobile nodes.
To deliver mobile nodes traﬃc, the LMA and the MAG (on which the node is currently attached to), use an IPv6-
in-IPv6 tunnel. This is to prevent incorrect routing by intermediate routers. As a result, UEs IPv6 addresses may not
be topologically correct.
At node attachment, a Proxy Binding Update (PBU) signaling message is sent from theMAG to the LMA. The PBU
provides node identiﬁcation information, i.e. Mobile Node Identiﬁer (MNID). Upon reception, the LMA checks if the
node was already registered to another MAG. The LMA establishes an IPv6-in-IPv6 tunnel towards the new MAG,
updates the routing tables to divert traﬃc towards the node through the tunnel. The LMA eventually sends conﬁgu-
ration information (mainly the HNP) to be advertised by the MAG to the node in a Proxy Binding Acknowledgement
(PBA) signaling message.
At PBA reception, the MAG adapts routing rules accordingly, i.e., data packets from the node IPv6 preﬁx must
pass through the MAG-to-LMA tunnel. The HNP assigned by the LMA is advertised on the link between the MAG
and the mobile node. By advertising the same HNP to the mobile node after each attachment, the mobile node keeps
the same IPv6 address after handovers and is able to maintain on-going communications seamlessly.
PBU and PBAmessages may contain several mobility options and ﬂags that have not been described in this section.
3.2. Adaptation to the SDN framework
As described, PMIPv6 control plane consists in two signaling messages: the PBU and PBA. These messages trigger
routing and conﬁguration subroutines at both MAG and LMA, in order to handle nodes traﬃc. This section isolates
the set of elementary actions that MAG and LMA perform in the control plane, the required information, and sketches
how a PMIPv6 SDN service could perform accordingly.
3.2.1. PBU generation by the MAG
A PBU is generated at node attachment and its main content is a node identiﬁer (MNID). There are several means to
detect the attachment of a node to a wireless access-point and we will consider them in the context of an IEEE 802.11
interface. For instance, one may monitor an LLC (Logical Link Control - Layer 2 IEEE 802.2) association message,
the reception of MAC sublayer management entity (MLME) messages (e.g., the MLME ASSOCIATE.request), or
the reception of a ND Router Solicitation message. In all cases, those messages provides an identiﬁer for the node
which is its MAC address.
When considering NEON, these attachment messages trigger an event reported to the controller. The event message
could indicate if this is an association, re-association, or a disassociation as well as the MAC address of the node.
Received by the controller, the event message will be automatically published to the PMIPv6 service.
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3.2.2. PBU reception by the LMA
The LMA associates the MNID (the MAC address in our case) with the routing state in a single client speciﬁc
database record. Basically, the MNID is linked to the client HNP and the current point of attachment (MAG). The
database record is either created (in case of ﬁrst association), altered (in case of re-association), or deleted (in case of
disassociation). The record creation is performed along with the HNP allocation.
In NEON, these actions are handled by the PMIPv6 service (which hosts the clients database) as a set of elementary
commands. First, the event type sent by the device triggers a creation/update/deletion of the record entry that identiﬁes
the client. The device behaving as the LMA is sent two commands: one to establish a tunnel towards the current MAG;
a second to divert HNP-destined traﬃc through the tunnel.
3.2.3. PBA reception by the MAG
The MAG uses the HNP within the PBA to conﬁgure the client and handle its traﬃc. Namely, (1) a source speciﬁc
route entry points towards an IPv6-in-IPv6 MAG-to-LMA tunnel for the traﬃc originating from the HNP, and (2)
periodic RA of HNP to the client. In practice, source-based routing could be achieved using a rule that states that
traﬃc originating from HNP goes to the LMA.
In NEON, such a procedure could be performed by the help of the PMIPv6 service supervision. The device that detects
the event and triggers the emulated PBU-PBA exchange is now commanded to set a rule to handle HNP source-based
routing. The PMIPv6 service also orders the serving MAG device to set up the local RA daemon in order to announce
the HNP.
In case of a handover, the previous MAG is also ordered to uninstall the client conﬁguration. Basically, the latter
device would delete the client-related routes and rules. The RA agent would also stop announcing the HNP of this
client
4. Service deployment procedure
This section discusses the deployment considerations and our experience on both platforms: native PMIPv6 and
SDN-based PMIPv6 service. It is important here to emphasize that both platforms have been implemented from the
scratch in our lab to showcase NEON API and make the proof-of-concept using actual hardware platforms.
We have implemented a PMIPv6 SDN service that relies on the diﬀerent above-mentioned adaptation mechanisms.
This Section details the service deployment procedure that we designed accordingly. To that end, let us consider that
before initiating the service, all infrastructure devices are up and connected to the controller through the NEON
southbound protocol. In our setup, the initial infrastructure conﬁguration forms an IPv4 network.
The service is a multithreaded software that manages nodes mobility, i.e., keeps updated their current points of
attachment, assigns IPv6 preﬁxes, and conﬁgures each infrastructure devices to ensure seamless mobility. The con-
troller and the service run on an adapted platform that ensures low communication latency from infrastructure devices
to services location and suﬃcient computing performance.
Our PMIPv6 SDN service is conﬁgured at startup to select a speciﬁc device as LMA, a speciﬁc, IPv6 preﬁx on 32
bits to conﬁgure infrastructure devices IPv6 addresses, and an IPv6 preﬁx on 32 bits as root for mobile nodes IPv6
preﬁxes assignment (on 64 bits), i.e., with the ﬁrst 32 bits, we generate randomly 32 bits to form an IPv6 preﬁx on 64
bits for each node. Collisions between already assigned preﬁxes are avoided.
When launched the service ﬁrst requests to the controller the list of all active devices and their interfaces capa-
bilities. The device designated as LMA is selected, and a list of potential MAGs is created. A potential MAG is a
device that has at least a WiFi interface able to switch in access-point mode and an Ethernet (wired) interface that has
connectivity towards the designated LMA. Once designated, the service conﬁgure an IPv6 network topology with the
LMA as root by assigning an IPv6 address (on 128 bits) on all devices’ interfaces that will be part of the PMIPv6
domain. Finally, potential MAGs are conﬁgured: the WiFi interface is setup in access-point mode and an IPv6-in-IPv6
tunnel is established between the MAGs and the LMA.
We have evaluated the service deployment time in diﬀerent testbeds with at most ten devices. In all setup, the
initialization phase have been done in less than 10 seconds (commands acknowledgement included) while a native
PMIPv6 deployment has taken up to half an hour on four laptops (struct NTP synchronization, static network con-
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Fig. 3. Evolution of the eﬀective bandwidth with time after successive client handovers in both native and SDN service deployments.
ﬁguration and software conﬁguration). Furthermore, the service can adapt to change in the infrastructure. Indeed,
the controller sends events when devices are introduced or disconnected dynamically and with no prior knwoledge
of these devices from the infrastructure. Catching these events, the PMIPv6 service is able to reconﬁgure the IPv6
network and to add/delete MAGs.
5. Performance
In this Section we evaluate the performance of PMIPv6 as an SDN service compared to a native implementation.
The objective of this performance analysis is to discriminate whether the service implementation of the control plane
has a signiﬁcant impact on the client data plane. The following performance results are subject to wireless speciﬁc
conditions. It is noteworthy to emphasize that the initial objective of this evaluation is to show the transparency of
both deployments to the end client, proving our assumptions made in Section3. Thus, our evaluation scenario does
not include controller network load stress (data plane). For such evaluation, we suggest4.
To that end, our testbed setup includes a core infrastructure composed of 4 laptops and one client. In the native
deployment, referred as ”PMIPv6-native”, 1 laptop serves as an LMA, while the 3 others run MAG functions. In
the PMIPv6 SDN service deployment, referred as ”PMIPv6-service”, all laptops are conﬁgured to run the NEON
application and protocol. The controller and the PMIPv6 service are located on the laptop serving as the LMA.
The client is programmed to perform periodic handovers between conﬁgured MAGs every 10 to 15 seconds. Even
though the SDN elements are colocated on the physical machine hosting the LMA, we assume that a more distributed
architecture should ensure low latency of the control plane. This paper aim to expose the responsiveness and ﬂexibility
of an SDN API compared to a native one, in this way the controller’s placement in an SDN topology is out of the
scope.
Our data plane consists in a UDP dual iPerf traﬃc (with a target bandwidth ﬁxed to 500 KBytes/s) generated
between the client and the laptop serving as the LMA, acting as a destination.
5.1. Eﬀective bandwidth
Figure 3 presents the eﬀective traﬃc bandwidth as received by the destination node in both native and SDN service
deployments. One might observe consecutive drops in the bandwidth which reﬂects the diﬀerent handovers planned
for our evaluations. Recall that the target UDP bandwidth is 500 KBytes/s. The important result here is that PMIPv6-
service achieves comparable performance than PMIPv6-native. Indeed the handover durations (around 2 seconds) and
achieved bandwidth are quasi-similar.
Furthermore, the resulting average bandwidth for PMIPv6-native is 355 KBytes/s , whereas the PMIPv6-service
acvhives 341 KBytes/s. With 4 handovers on a total duration of 60 seconds, the maximum average bandwidth is up to
433 KBytes/s. The values express a short diﬀerence between the 2 implementations, remembering that optimizations
to reduce the latency could be considered.
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Table 1. Average and standard deviation time of client (re)conﬁguration.
Mean time (ms) Standard deviation
PMIPv6-native 324.949 78.40
PMIPv6-service 356.476 76.44
5.2. Conﬁguration overhead
Table 1 exposes the mean latency with standard deviations between the physical-level association to the MAG
and the reception of the RA, in both native and SDN service deployments. Such metric reﬂects the overhead cost of
the PMIPv6 protocol (in terms of time). Recall that PMIPv6-native operations only require the transmission of PBU
and PBA messages, while our SDN service needs 8 elementary control messages to conﬁgure the LMA and MAG.
With the native deployment the average latency is 325 ms and the standard deviation is 78. With PMIPv6-service
the resulting average latency is the little bit higher at 356 ms with a standard deviation is 76. Clearly the gap in
performance (+9.5% of time) is neglectable.
From those results one can consider that our PMIPv6 SDN service in conjunction with NEON achieves the same
level of performance than the native approach.
6. Conclusion
In this paper, we have presented a new SDN southbound protocol: NEON. It provides ﬁne-grained device in-
formation and conﬁguration commands. NEON is able to return speciﬁc information about network interfaces and
common performance metrics (e.g., Tx/Rx packet count). NEON protocol provides SDN service with access to a
wide range of information from the devices and oﬀers the possibility to set interfaces in various operating mode (e.g.,
mesh, access-point, half-duplex, full-duplex). The use of JSON format for command packets enables ﬂexibility in
information characterization and rapid deﬁnition of new command messages.
We have demonstrated the ability of NEON to allow fast deployment of services through the design of a PMIPv6
SDN service. In terms of deployment time, the PMIPv6 service is able to conﬁgure the infrastructure and to provide
the necessary resources in a matter of seconds while a standard deployment of the PMIPv6 protocol would have taken
hours of conﬁguration and debugging. We further shown through experimentation that, for terminal users (mobile
nodes), the quality of the provided service is identical with the SDN deployment. Hence, the use of an adaptation of
the PMIPv6 standard into an SDN service is transparent for the end-users.
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