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jednotlivým oblastem v konfiguracích Linuxu a dopomohl tak ke vzniku bakalárˇské
práce. Dále bych rád podeˇkoval rodineˇ a profesoru˚m, kterˇí meˇ podporovali prˇi sepiso-
vání této práce.
Abstrakt
Tato práce je sepsána jako návod pro jednoduchou konfiguraci serveru, který by meˇl
fungovat na principu PXE, a spoušteˇt tak bezdiskové stanice nacházející se v lokální síti.
Jedná se o shrnutí základních informací získaných z ru˚zných zdroju˚ a jejich aplikaci v
praxi. Práce obsahuje informace o tom, co všechno potrˇebujeme pro spušteˇní PXE, a také
návody, jak nastavit dílcˇí cˇásti serveru˚.
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Abstract
This work is write like a manual of server configuration which has functionality like
PXE server and it should run clients in local network without discs. It is summary of
main information collected from diferent sources and aplication them in real. The work
has information what we need for PXE server and a manual how configure each part of
servers.
Keywords: PXE, information, configuration, DHCP, TFTP, NFS, ISO, Debootstrap, Dstat,
Phoronix
Seznam použitých zkratek a symbolu˚
CD – Compact Disc
DHCP – Dynamic Host Configuration Protocol
DNS – Domain Name System
FTP – File Transfer Protocol
HDD – Hard Disk Drive
IP – Internet Protocol
ISO – International Organization for Standardisation
JPEG – Joint Photographic Experts Group
PC – Personal Computer
PCI – Peripheral Component Interconnect
PCI- Express – Peripheral Component Interconnect Express
PNG – Portable Network Graphics
PXE – Preboot eXecution Environment
RAM – Random Access Memory
SSD – Solid State Drive
TCP – Transmission Control Protocol
TFTP – Trivial File Transfer Protocol
UCK – Ubuntu Customization Kit
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V dnešní dobeˇ moderních a výkonných pocˇítacˇu˚ nedeˇlá lidem žádný problém porˇídit si
vhodný, cenoveˇ dostupný a výkonný pocˇítacˇ. Obzvlášteˇ ted’, kdy se nám na pultech ob-
jevují stále výkonneˇjší pocˇítacˇe se širokou škálou možností. Prˇesto všechny tyto pocˇítacˇe,
at’ jsou jakkoli výkonné, potrˇebují místo pro ukádaní svých dat, aby s nimi mohli pozdeˇji
pracovat. K tomu nám standardneˇ slouží HDD neboli harddisk. Dnes se oproti drˇíveˇjším
dobám zacˇínají objevovat tyto harddisky s terabajtovými oddíly, a to nemluvím o nových
typech harddisku˚ SSD, které jsou neˇkolikanásobneˇ rychlejší ve cˇtení a zapisování dat než
jejich prˇedchu˚dci HDD. Nevýhodou ovšem mu˚že být, že námi ukládaná data jsou do-
stupná pouze lokálneˇ na daném pocˇítacˇi, tudíž máme prˇístup k teˇmto datu˚m pouze na
konkrétním pocˇítacˇi, na kterém jsme s daty pracovali a ukládali je. Problém mu˚že nastat
v prˇípadeˇ, kdy s teˇmito daty potrˇebujeme náhle pracovat, ale nemáme prˇístup k danému
pocˇítacˇi, na kterém jsou data obsažena, a který obsahuje program pro práci s teˇmito daty.
V takovém prˇípadeˇ existuje rˇešení v podobeˇ bezdiskových stanic, které vznikly z drˇí-
veˇjších bezdiskových terminálu˚. Díky teˇmto stanicím mu˚žeme s daty pracovat na kte-
rémkoliv pocˇítacˇi, aniž bychom potrˇebovali data neˇjak externeˇ prˇenášet naprˇíklad po-
mocí ru˚zných flashdisku˚. To je zpu˚sobeno tím, že jsou tyto stanice napojeny na centrální
server, který obsahuje všechna naše data a potrˇebné programy pro práci s nimi. Tento
zpu˚sob spoušteˇní pocˇítacˇu˚ jako bezdiskových stanic byl vhodný prˇedevším v drˇíveˇjších
dobách, kdy hardwarové soucˇástky byly prˇíliš drahé a nebyly prˇíliš výkonné. Výhodou
teˇchto bezdiskových stanic jsou nízké náklady na správu, protože jsou prakticky spravo-
vány serverem. Také nedochází ke ztráteˇ dat v prˇípadeˇ poškození klientského pocˇítacˇe,
protože data jsou uložena na serveru. Prˇíkladem pro nastavení takové síteˇ, ve které se
pocˇítacˇe budou spoušteˇt ze serveru, je PXE rozhraní.
Ve své bakalárˇské práci se zameˇrˇím prˇedevším na to, jak vytvorˇit takovou bootovací
sít’ mezi serverem a jedním cˇi více klienty. Zkusím popsat, jaké prostrˇedky budu po-
trˇebovat, abych tuto sít’ vytvorˇil, jaké serverové daemony budu muset nastavit a jakým
zpu˚sobem. V první cˇásti bakalárˇské práce si rozeberu teorii jednotlivých serverových da-
emonu˚, jako je DHCP, TFTP, NFS a samotnou teorii PXE. Popíšu zde, k cˇemu jednotlivé
serverové daemony slouží, jak fungují a procˇ jsou du˚ležité. Další cˇást mé práce bude ob-
sahovat praktický postup jak nastavit jednotlivé serverové daemony v linuxu. Ukážu,
jaké prˇíkazy se musí pro nastavení teˇchto daemonu˚ zadat, a jaký je význam jednotlivých
prˇíkazu˚. Dále pak uvedu, jak jsem vytvorˇil své vlastní bootovací prostrˇedí, jak jsem ho




2.1 Co je PXE
Preboot eXecution Environment neboli PXE je oznacˇení technologie urcˇené pro spoušteˇní
systému pocˇítacˇe z pocˇítacˇové síteˇ. Také se dá využít pro automatické instalace operacˇ-
ních systému˚. Tento standard byl vytvorˇen firmou Intel v zárˇí roku 1999 a nahradil dosud
používané technologie naprˇíklad BOOTP. PXE rozširˇuje možnosti startu pocˇítacˇe tím, že
sít’ová karta obsahuje flash pameˇt’ s kódem, který rozširˇuje schopnosti BIOSu o zavedení
operacˇního systému z pocˇítacˇové síteˇ. V dnešní dobeˇ je PXE dodáván jako soucˇást BIOSu
základních desek s integrovanou sít’ovou kartou, a také externích sít’ových karet, které
jsou prˇipojeny pomocí slotu˚ PCI nebo PCI-Express. Hlavní výhodou PXE je, že je nezá-
vislé na pocˇítacˇové platformeˇ jak z pohledu hardwaru, tak i softwaru. Takže funguje na
jakékoli pocˇítacˇové sestaveˇ a jakémkoli operacˇním systému.
2.1.1 Komunikace v PXE
Samotná komunikace mezi sít’ovou kartou a servery je vytvárˇena pomocí IP protokolu.
Prˇi zapnutí pocˇítacˇe dochází k vybuzení sít’ové karty, ke které DHCP server prˇirˇadí údaje
pro komunikaci v síti, jako je naprˇíklad IP adresa. Tyto údaje získá klient tak, že pocˇítacˇ
pomocí DHCP vyšle broadcastovou zprávu v UDP datagramu spolu se správou DHCP-
DISCOVER a PXE prˇíkazem. Na tuto zprávu odpoví DHCP server, který je nastaven
pro spoušteˇní zarˇízení v síti. Tento server odešle zprávu DHCPOFFER s údaji a adresou
k FTP (TFTP) serveru zpeˇt na klientské PC. Když klient zná tyto údaje, vyšle druhou
zprávu na DHCP server, a to DHCPREQUEST pro zjišteˇní kompletní cesty k zavádeˇcímu
programu (bootstraping), pomocí kterého dochází k bootování ze síteˇ. DHCP server ode-
šle informace o této cesteˇ ve zpráveˇ DHCPACK. Následneˇ klient zacˇne stahovat pomocí
UDP protokolu zavádeˇcí program z FTP (TFTP) serveru a uloží si jej do pameˇti RAM.
Tento zavádeˇcí program funguje jako zavádeˇcˇ jádra operacˇního systému. Když je tento
program stažen, dochází k jeho spušteˇní. Poté si sám rˇídí sít’ovou komunikaci a zavádí
do pameˇti RAM jádro operacˇního systému, který následneˇ spustí. Obrázek 2.1 ukazuje,
jak spoušteˇní probíhá.
2.1.2 Co je potrˇebné pro spoušteˇní PXE
Abychom vytvorˇili plnohodnotné bootovací prostrˇedí pro Linux, tedy PXE prostrˇedí, po-
trˇebujeme mít nakonfigurováno neˇkolik serverových daemonu˚, které nám spoušteˇní prˇes
sít’ umožní. Prvním z nich je DHCP daemon. Ten nám bude sloužit pro prˇirˇazování IP
adres a informací k jednotlivým sít’ovým rozhraním. Dále potrˇebujeme nakonfigurovat
FTP (TFTP) daemon. Ten bude zprostrˇedkovávat prˇenos souboru˚, které jsou potrˇebné pro
spoušteˇní ze síteˇ. Nakonec nakonfigurujeme NFS daemon sloužící pro uložení a sdílení
souboru˚ stahovaných prˇi spoušteˇní systému. Když máme všechny daemony nakonfigu-




Obrázek 2.1: Komunikace se servery.
2.2 DHCP
Název DHCP pochází z anglického Dynamic Host Configuration Protocol. Jedná se o
protokol z rodiny TCP/IP, avšak tato zkratka se také používá pro oznacˇení odpovídají-
cího DHCP serveru nebo klienta. Tento protokol slouží k automatické konfiguraci pocˇí-
tacˇu˚ a zarˇízení, která jsou prˇipojena k pocˇítacˇové síti. Hlavní úlohou DHCP je prˇideˇlování
IP adres, sít’ových masek, defaultní brány a adresy DNS serveru, který nám IP adresy ma-
puje na jména. DHCP nám tyto informace poskytuje pouze po omezenou dobu, a tedy
rˇíkáme, že dochází k zapu˚jcˇení teˇchto adres. Po uplynutí poloviny doby zápu˚jcˇky dochází
k tomu, že klient, pokud potrˇebuje, zapu˚jcˇení adresy znovu obnoví. Sám si tedy vyžádá
prodloužení platnosti adres. Hlavní výhodou automatického prˇideˇlování IP adres a in-
formací pro jednotlivá zarˇízení je, že není zapotrˇebí externího zásahu administrátora. To
je obzvlášteˇ výhodné pro stanice, které nejsou k síti prˇipojeny trvale a dochází k jejich vy-
pínání, jako je naprˇíklad osobní pocˇítacˇ. Další výhodou automatického prˇirˇazování adres
je konfigurace zarˇízení po výpadku v síti. V takovém prˇípadeˇ prˇi opeˇtovném spušteˇní
zarˇízení, které beˇhem výpadku nefungovalo, rozešle DHCP informace vhodné pro prˇi-
pojení do síteˇ, aniž by byla potrˇeba zásahu správce dané síteˇ. Na obrázku 2.2 mu˚žeme
videˇt komunikaci, ke které dochází mezi klientem a DHCP serverem.
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Obrázek 2.2: Ukázka DHCP komunikace.
2.3 FTP
Název FTP pochází z anglického File Transfer Protocol. Jedná se protokol, který slouží
pro prˇenos souboru˚ mezi pocˇítacˇi pomocí pocˇítacˇové síteˇ. Tento protokol se hlavneˇ vy-
užívá pro anonymní prˇístup, takže ke sdíleným datu˚m mu˚že mít prˇístup kdokoli. To
mu˚že být považováno za narušení bezpecˇnosti na serveru. Prˇíkladem narušení bezpecˇ-
nosti mu˚že být trˇeba, že prˇihlašovací údaje pro prˇipojení k serveru jsou prˇenášeny v
beˇžné textové podobeˇ a prˇi jejich odchycení v komunikaci mohou být zneužity. Samotná
komunikace je provádeˇna pomocí TCP protokolu. U TFTP (Trivial File Transfer Protocol)
je naopak využit UDP protokol.
2.4 TFTP
TFTP (Trivial File Transfer Protocol) je jednoduchý protokol pro prˇenos souboru˚, který
obsahuje pouze základní funkce protokolu FTP. Tento standard byl stanoven v roce 1980
a je urcˇen pro prˇenos souboru˚ v prˇípadech, pro které je standardní protokol FTP prˇíliš
komplikovaný. Jeden z teˇchto prˇíkladu˚ je práveˇ spoušteˇní systému prˇes sít’, kdy musíme
prˇenášet pouze omezené množství dat kvu˚li omezené velikosti pameˇti RAM.
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2.4.1 Odlišnosti TFTP protokolu oproti FTP
1. Neumožneˇné procházení adresárˇu˚.
2. Nemožnost prˇihlašování uživatelu˚ a zadávání hesel.
3. Maximální velikost souboru je 32 MB.
4. Používá se pro cˇtení nebo zápis dat na server.
5. Používá trˇi prˇenosové metody: netascii, octet a mail.
2.5 NFS
NFS neboli Network File System je protokol sloužící ke vzdálenému prˇístupu k soubo-
ru˚m prˇes pocˇítacˇovou sít’. Poprvé se tento protokol objevil v roce 1984 a byl prˇedstaven
firmou Sun Microsystems. Funkcˇnost tohoto protokolu je hlavneˇ zameˇrˇena nad UDP pro-
tokolem, avšak dokáže také využít i TCP protokolu. Jeho hlavní úkol spocˇívá v tom, že
dokáže prˇipojit vzdálený disk, který se nachází na neˇjakém serveru v síti, k pocˇítacˇi tak,
že se nám tento disk jeví jako lokální a je soucˇástí našeho pocˇítacˇe. Pokud použijeme NFS
server, tak si také na tomto serveru mu˚žeme nastavit k cˇemu nám bude sloužit, a podle
toho prˇirˇadit práva prˇístupu na tento server. Prˇíkladem mu˚že být, že si server nastavíme
pouze pro cˇtení, a tedy kdokoliv kdo se na tento server prˇipojí, bude moci data pouze
cˇíst a stahovat, ale nikoliv zapisovat.
2.6 UDP
UDP neboli User Datagram Protocol je jedním z internetových protokolu˚ využívajících se
pro prˇenos dat v pocˇítacˇových sítích. Zminˇuji ho, protože se jedná o hlavní protokol, který
nám zprostrˇedkovává všechen prˇenos dat, ke kterému dochází prˇi spoušteˇní systému
ze síteˇ. Oproti TCP protokolu se jedná o protokol méneˇ spolehlivý z hlediska prˇenosu.
Tento protokol, zjednodušeneˇ rˇecˇeno, pouze zasílá data na jiná zarˇízení prˇipojená v síti a
nerˇeší jejich dorucˇení. To znamená, že nám pouze odesílá data a nerucˇí nám, zda dorazí
na zarˇízení, na které chceme. Ani nám nerucˇí v jakém porˇadí dorazí nebo zda dorazí
duplicitní data. Toto je hlavní rozdíl oproti protokolu TCP, který je mírneˇ rˇecˇeno striktní
a kontroluje jednotlivé pakety zda dorazily, v jakém porˇadí, a zda neˇkteré nechybí. V
takovém prˇípadeˇ nám TCP prˇenese chybeˇjící pakety ješteˇ jednou.
Protokol UDP je vhodný pro jednoduché aplikace, které fungují pouze na principu
otázek a odpoveˇdí, a také pro zmíneˇné sdílení dat. Využívá se hlavneˇ v aplikacích, ve
kterých nevadí ztráta nepatrných dat, jako je naprˇíklad VOIP telefonie nebo online hry
netolerující cˇasové prodlevy. Kdyby se pro tyto aplikace použil protokol TCP, tak by do-





Jak již bylo rˇecˇeno v úvodu, tak abychom mohli PXE server využívat ve své lokální síti,
potrˇebujeme mít nainstalováno neˇkolik Linuxových daemonu˚, tedy programu˚, beˇžících
na pozadí spušteˇného systému, které nám umožní využívat námi definované potrˇebné
služby. Jedním z nich je dhcp3-server daemon, který nám spustí na pozadí beˇžícího sys-
tému DHCP server starající se o prˇideˇlování IP adres a konfigurace síteˇ jednotlivých
klientu˚. Jeho hlavní role bude spocˇívat, mimo jiné, prˇevážneˇ prˇi prvotním spušteˇní kli-
entského pocˇítacˇe, kdy nám automaticky nastaví sít’ová rozhraní klientu˚ pro spoušteˇní
systému ze síteˇ.
V následujících rˇádcích popíšu podrobný postup, jak si nastavit vlastní DHCP server,
jaké prˇíkazy budeme muset použít a podám vysveˇtlení jednotlivých prˇíkazu˚.
1. Prvním prˇíkazem, který bychom meˇli použít, je prˇíkaz sudo. Tento prˇíkaz nám
umožní prˇepnutí z našeho úcˇtu uživatele na úcˇet super-uživatele. Takto se nám
rozšírˇí práva a my budeme moci zasahovat a meˇnit konfiguraci v našem systému,
do kterého bychom z beˇžného úcˇtu nemohli zasahovat. V prˇípadeˇ, že bychom jsme
se neprˇepli do úcˇtu super-uživatele, tak bychom museli prˇed každým prˇíkazem
psát prˇedponu sudo.
sudo -i
2. Jakmile jsme v úcˇtu super-uživatele, tak si nejdrˇíve nainstalujeme ovladacˇe pro
DHCP server pomocí prˇíkazu apt-get install. Ovladacˇe se nacházejí v balícˇku dhcp3-
server. To provedeme prˇíkazem:
apt-get install dhcp3-server
Prˇi instalaci se nám vytvorˇí složka /etc/default/ se souborem isc-dhcp-server a složka
/etc/dhcp/ se souborem dhcpd.conf.
3. Prˇedtím, než zacˇneme samotnou konfiguraci, si ovšem zjistíme, jaké rozhraní mají
prˇirˇazené naše sít’ové karty, abychom mohli dále v konfiguraci nastavit, ze kterého
rozhraní bude DHCP server prˇideˇlovat jednotlivé IP adresy. Zjišteˇní provedeme
prˇíkazem:
ifconfig
4. Pokud bychom nastavovali statickou adresu prˇes prˇíkaz ifconfig, tak bychom si
meˇli zastavit network-managera, který by nám mohl naši statickou adresu prˇepiso-




5. Nyní prˇikrocˇíme k samotné konfiguraci rozhraní, která se nachází v adresárˇi /etc/-
network/interfaces, kde nastavíme defaultní rozhraní serveru/pc, nebo-li statickou
IP adresu serveru, kterou budeme používat pro dhcp server. Konfiguraci prove-
deme prˇes textový editor gedit prˇíkazem:
gedit /etc/network/interfaces
V prˇípadeˇ, že by tento editor meˇl problémy spustit se v rozhraní super-uživatele,
tak na zacˇátek prˇíkazu vložíme ješteˇ prˇedponu sudo a spusíme ho z režimu beˇž-
ného uživatele.
Zde doplníme následující údaje, které nám rˇíkají, že prˇi spušteˇní systému se nám
automaticky nastaví sít’ové rozhraní eth0 s prˇideˇlenou statickou adresou 192.168.1.1.
Bude se jednat o sít’ 192.168.1.0 s maskou 255.255.255.0 a výchozí branou 192.168.1.1.
auto eth0





Pak tuto konfiguraci uložíme a uzavrˇeme soubor.
6. Abychom mohli noveˇ nastavenou konfiguraci použít, musíme si restartovat sít’ a




Prˇi spušteˇní prˇíkazu ifconfig, bychom meˇli videˇt noveˇ nastavené parametry z kroku
cˇíslo 5.
7. Nyní nastavíme rozhraní, prˇes které nám dhcp server bude prˇideˇlovat adresy. To
provedeme úpravou souboru /etc/default/isc-dhcp-server opeˇt prˇes textový editor
gedit prˇíkazem:
gedit /etc/default/isc-dhcp-server
Upravíme soubor tak, že vložíme všechna rozhraní, prˇes která mu˚že DHCP server




8. Posledním souborem, který prˇi své cesteˇ za úspeˇšným spušteˇním DHCP serveru
budeme nastavovat je dhcpd.conf, kde nastavíme pravidla pro samotný DHCP ser-
ver. Jedná se o adresy, které se budou prˇideˇlovat, po jak dlouhou dobu budou platit
u daného klienta a další informace pro dhcp server. I zde se dostaneme prˇes textový
editor gedit prˇíkazem:
gedit /etc/dhcp/dhcpd.conf
Uvnitrˇ tohoto souboru si nastavíme doménu pro DHCP server a základní cˇas pro
zapu˚jcˇení IP adresy s maximální dobou zápu˚jcˇky. Dále zde vložíme námi známé
parametry, jako je maska síteˇ, IP adresa broadcastu, výchozí bránu DHCP serveru
a adresu DNS serveru, který mu˚žeme také vytvorˇit. V poslední cˇásti pak nastavíme
podsít’ s maskou a rozsahy prˇideˇlovaných adres. Nesmíme také zapomenout de-
finovat soubor pxelinux.0, který bude klientu˚m prˇipojeným k této síti oznamovat,














V prˇípadeˇ, že bychom chteˇli mít u daného klienta stálou IP adresu, která by byla
prˇideˇlována DHCP, mu˚žeme ji pro daný pocˇítacˇ nastavit tak, že do souboru prˇipí-






Soubor si opeˇt uložíme a zavrˇeme textový editor.
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9. Nyní máme vše nastaveno pro bezchybnou funkci dhcp serveru. Jediné, co nám
ješteˇ zbývá, je restartovat server, aby nacˇetl noveˇ nabytou konfiguraci a pracoval




Po provedení všech teˇchto kroku˚, bychom meˇli mít funkcˇní DHCP server, který by
nám meˇl automaticky prˇideˇlovat adresu v rozsahu od 192.168.1.11 do 192.168.1.100. Cel-
koveˇ by meˇl být schopen obsloužit až 90 zarˇízení v síti. Funkcˇnost si mu˚žeme overˇit tak,
že k jeho rozhraní prˇipojíme naprˇíklad jiný pocˇítacˇ a zjistíme, zda v sít’ovém nastavení
obdržel jednu z našich definovaných adres.
3.2 TFTP
Další daemon, který je du˚ležitý pro funkcˇnost PXE serveru, je tftpd-hpa daemon, který
nám poskytne ovladacˇe pro funkcˇnost FTP serveru, v našem prˇípadeˇ spíše pro funkcˇnost
TFTP serveru. Díky teˇmto ovladacˇu˚m budeme moci prˇenášet naše data, která budeme
chtít prˇenést ze serveru na klienta prˇi spoušteˇní klienta. Konkrétneˇji systémová data po-
trˇebná pro spušteˇní a funkci systému, která budeme mít zabalena v ISO souboru na ser-
veru, nebo v neˇjaké prˇednastavené složce. Pomocí TFTP protokolu se nám budou tato
data prˇenášet s ohledem na omezenou pameˇt’ RAM, která je prˇidružená k sít’ové karteˇ.
1. Pro používání FTP a TFTP serveru si nejdrˇíve budeme muset ovladacˇe nainstalo-
vat. To provedeme standardneˇ pomocí apt-get install [9]. Zde vidíme prˇíkaz pro
instalaci:
apt-get install tftpd-hpa
Když probeˇhne instalace, tak se nám vytvorˇí adresárˇ se složkami /var/lib/tftpboot/.
Do tohoto adresárˇe pak budeme prˇipojovat soubory, které budeme chtít prˇenést
TFTP protokolem a spustit tak systém.
2. Po instalaci TFTP serveru, kdy už máme potrˇebné ovladacˇe a složky, musíme ješteˇ
nainstalovat hlavní bootovací soubory, které nám zajistí komunikaci a to, že bu-
deme moci spoušteˇt systém ze síteˇ. Tyto soubory se nacházejí v instalacˇním balícˇku
s názvem syslinux. Tento balícˇek nainstalujeme následujícím prˇíkazem:
apt-get install syslinux
Po instalaci balícˇku syslinux se nám vytvorˇí adresárˇ /usr/lib/syslinux/ se soubory.
My pro náš server budeme potrˇebovat trˇi soubory s názvy pxelinux.0, menu.c32 a
memdisk, které se nacházejí v tomto adresárˇi. Pozdeˇji si ukážeme, jak nahradíme




3. Dalším krokem, který musíme udeˇlat, je prˇedprˇipravení TFTP serveru pro booto-
vání. To provedeme tak, že zmíneˇné soubory pxelinux.0, menu.c32 a memdisk prˇe-
kopírujeme do systémového bootovacího adresárˇe /var/lib/tftpboot/. Kopírování
provedeme prˇíkazem cp, kde urcˇíme cestu a název souboru, který chceme kopíro-





4. Poslední veˇcí, kterou si prˇedprˇipravíme TFTP server je, že si vytvorˇíme konfigu-
racˇní složku pxelinux.cfg v adresárˇi TFTP serveru. V této složce pak vytvorˇíme
konfiguracˇní soubor, který bude obsahovat cesty k datu˚m. Tato data budou za-
slána TFTP serverem prˇi spušteˇní. Složku vytvorˇíme pomocí prˇíkazu mkdir (název
složky) pokud budeme v adresárˇi tftpboot, nebo prˇíkazem:
mkdir /var/lib/tftpboot/pxelinux.cfg
Provedením teˇchto prˇíkazu˚ a nastavením TFTP serveru, jsme prˇipraveni provést na-
stavení pro samotný PXE server, a tak zajistit, že budeme moci spoušteˇt systém ze síteˇ a
nebudeme potrˇebovat mít nainstalovaný systém na lokálním harddisku.
3.3 NFS
Díky externímu NFS serveru budeme moci ukládat svá data na tento server a pozdeˇji k
nim také prˇistupovat a pracovat s nimi jako na lokálním disku. [14]
3.3.1 Nastavení serveru
1. Nejdrˇíve si nainstalujeme ovadacˇe pro NFS server prˇíkazem:
apt-get install nfs-kernel-server
Kromeˇ složky /srv, kde budeme prˇipojovat spoušteˇcí soubory, se nám také vytvorˇí
složka /etc se souborem exports. Do tohoto souboru pak definujeme jednotlivá
práva prˇístupu pro jednotlivé klienty. Musíme si ovšem uveˇdomit, že NFS není
zcela bezpecˇný systém a má rˇadu bezpecˇnostních deˇr, které zkušení uživatelé mo-
hou snadno obejít. Je to tím, že na úrovni souboru˚ je prˇístup rˇízen stejneˇ jako na
lokálních souborových systémech pomocí hodnot UID a GID. V prˇípadeˇ, že by dva
uživatelé meˇli na ru˚zných pocˇítacˇích stejné UID nebo by si jeden uživatel prˇepsal
své UID na svém pocˇítacˇi na jiné totožné s jiným uživatelem, pak by tento uživa-
tel mohl disponovat se soubory prvního uživatele. Proto by se tento systém meˇl
používat primárneˇ v místních a du˚veˇryhodných sítí a firewallem by se meˇlo rˇešit
zabráneˇní prˇístupu z vneˇjší síteˇ.
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2. Když je server nainstalovaný, tak si pro kontrolu zjistíme, zda nám beˇží na default-
ním portu 2049. Použijeme prˇíkaz:
rpcinfo -p | grep nfs
3. Také si mu˚žeme zkontrolovat, jaké verze nám NFS server podporuje pomocí:
cat /proc/filesystems | grep nfs
Veˇtšinou se jedná o verze nfs, nfs4, nfsd.
4. Posledním oveˇrˇovacím prˇíkazem, který mu˚žeme pro kontrolu použít, a který nám
zjistí na jakém portu beˇží takzvané odposlouchávacˇe mapující prˇístup k NFS je:
cat /proc/filesystems | grep nfs
5. Jestliže používáme starší systém Linux, tak bychom meˇli integrovat nfs službu
do beˇžícího linuxového jádra. Jedná se o zavedení potrˇebných ovladacˇu˚ do práveˇ
beˇžícího systému. V noveˇjších verzích Linuxu se tato akce provádí zpravidla auto-
maticky:
modprobe nfs
6. Hlavní soubor, který musíme nastavit je exports, ve kterém definujeme práva k
prˇístupu na NFS server jednotlivým klientu˚m, kterˇí k NFS budou prˇistupovat:
gedit /etc/exports
Uvnitrˇ souboru pak nastavíme jednotlivá práva prˇístupu pro dané IP adresy. Já si








První rˇádek povoluje spoušteˇní live distribuce, kterou prˇipojím k této složce. Druhý
rˇádek prˇedstavuje místo s rozbaleným plnohodnotným systémem a v posledním
rˇádku mám místo na ukládaní souboru˚.






Poprˇípadeˇ mu˚žeme exportovat souborové systémy uvedené v exports (doporucˇuje
se provést po každé zmeˇneˇ v exports) prˇíkazem:
exportfs -a
3.3.2 Prˇipojení klienta
Abychom mohli používat vzdálené serverové úložišteˇ jako lokální, musíme mít nainsta-
lovaného NFS klienta. Zvolíme si místo, kde se nám budou ukazovat soubory uložené
na serveru a na toto místo prˇipojíme NFS.
1. Nejdrˇíve si tedy nainstalujeme klienta prˇíkazem:
apt-get install nfs-common
Tohoto klienta doporucˇuji nainstalovat do upravené Linuxové distribuce. Podrob-
neˇji se jí zabývám v kapitole Vytvorˇení vlastního ISO CD.
2. Výsledné prˇipojení pak provedeme jediným prˇíkazem, po kterém mu˚žeme s daty
na serveru disponovat. Prˇipojíme se tedy pomocí prˇíkazu:
mount -t (co) (adresa):(cesta na serveru) (cesta na klientovi)
mount -t nfs 192.168.1.1:/home/petr/nfs /home/petr/nfs
Zde pak mu˚žeme ukládat všechny naše soubory.
3.4 PXE
Ted’ bych se rád veˇnoval hlavní konfiguraci PXE serveru pro systém Linux. Popíšu zde
jednotlivé soubory, které musíme nastavit, jaké hodnoty jim musíme prˇirˇadit, a jaké sou-
bory máme kde prˇipojit, abychom vytvorˇili plneˇ funkcˇní bootovací PXE server.
1. Jestliže chceme bootovat náš operacˇní systém, tak si musíme vytvorˇit složku, kde
bude uložen tento operacˇní systém. Pro svu˚j projekt jsem si vybral, že si uložím
ISO obraz se systémem ve složce na svém úcˇtu. Složku, kterou budu používat pro
ukládaní systémových ISO obrazu˚, jsem si nazval iso a vytvorˇil ji ve svém domov-
ském adresárˇi /home/petr/. Na školním pocˇítacˇi bych tuto složku vytvorˇil v adresárˇi




2. Další iso složku si vytvorˇíme do adresárˇe /var/lib/tftpboot/, a potom do této složky
vložíme složku s názvem systému, do které budeme prˇipojovat systémové soubory
urcˇené pro prˇenos TFTP protokolem. Zde jsou prˇíkazy pro vytvorˇení:
mkdir /var/lib/tftpboot/iso
mkdir /var/lib/tftpboot/iso/ubuntu-12.04.2-desktop-i386
3. Poslední složku iso musíme vytvorˇit v adresárˇi /srv/boot/. Tento adresárˇ se bude
vyznacˇovat tím, že k souboru˚m systému, které budeme spoušteˇt prˇes sít’, bude mít
prˇístup NFS server, na který si budeme moci ukládat svá vytvorˇená data. Pokud se
nám vytvorˇí pouze adresárˇ /srv/ bez boot složky, pak si tuto složku pro prˇehlednost
vytvorˇíme sami následujícími prˇíkazy:
mkdir /srv/boot
mkdir mkdir /srv/boot/iso
4. Když máme všechny adresárˇe prˇipraveny, mu˚žeme do našeho hlavního adresárˇe
/home/petr/iso/ nebo /home/student/iso/ nakopírovat ISO obraz systému, který
chceme spoušteˇt po síti. Druhý zpu˚sob je prˇejít do složky iso, a poté do ní stáh-




5. Nyní, když máme prˇipravený systém, který budeme spoušteˇt po síti, si prˇipravíme
soubor default, který vytvorˇíme v našem prˇedprˇipraveném adresárˇi pro FTP ser-
ver /var/lib/tftpboot/pxelinux.cfg/. V tomto souboru si pak prˇipravíme menu, které
nám ukáže systémy spustitelné po síti, a ke každému z teˇchto systému prˇirˇadíme
cestu ke spoušteˇcím souboru˚m. Celou konfiguraci provedeme opeˇt prˇes textový
editor gedit:
gedit /var/lib/tftpboot/pxelinux.cfg/default




MENU TITLE PXE server - Petr Antoncik
LABEL localboot





LABEL Ubuntu 12.04.2 32-bit LIVE





Vidíme, že pro zobrazení bootovacího rozhraní bude náš server využívat defaultneˇ
ovladacˇ menu.c32, který jsme získali z balícˇku syslinux. Položkou TIMEOUT na-
stavujeme dobu po kterou bude naše menu k dispozici. Po ulynutí této doby se nám
spustí prˇíkaz ONTIMEOUT, který nám rˇíká, co se má stát po uplynutí daného cˇa-
sového intervalu. Nadefinoval jsem si akci localboot. V prˇípadeˇ, že si nic nevyberu,
dojde k prˇepnutí na menu, které mi dá nabídku spoušteˇní z lokálních nainstalova-
ných systému˚. Další položkou je MENU TITLE PXE server, kde si zadáme název
našeho serveru. Po této hlavní konfiguraci následují jednotlivé položky se systémy,
které poskytujeme k bootování. Jako první jsem si nastavil bootovaní z lokálního
harddisku, který jsem si zvolil jako defaultní volbu. Druhý nastavený systém je
systém bootovaný prˇes sít’, který jsem si stáhl v ISO obrazu. V souboru mu˚žeme vi-
deˇt cesty ke spoušteˇcím souboru˚m v ISO obrazech, a dále pak cestu k operacˇnímu
systému uloženému na NFS serveru s IP adresou 192.168.1.1.
6. Ted’ prˇikrocˇíme k prˇipojení obrazu systému do jednotlivých složek serveru˚. První
prˇíkaz nám prˇipojí systémové soubory z ISO obrazu do složky TFTP boot. Je to z
toho du˚vodu, aby TFTP server meˇl prˇístup ke spoušteˇcím souboru˚m, které musí
poskytnout pro spušteˇní systému. Tuto akci provedeme prˇíkazem:
mount -t iso9660 -o loop /home/petr/iso/ubuntu-12.04.2
-desktop-i386.iso /var/lib/tftpboot/iso/ubuntu-12.04.2
-desktop-i386
7. Dále musíme prˇipojit systémové soubory na NFS server, aby nám došlo ke sdílení
teˇchto souboru˚ v naší síti, abychom s nimi mohli pracovat a nabootovat tak náš
systém. Prˇíkaz kterým prˇipojíme sdílené soubory je:
mount --rbind /var/lib/tftpboot/iso /srv/boot/iso/
8. Posledním prˇíkazem si nadefinujeme práva k systémovým souboru˚m na NFS ser-
veru pro spoušteˇní systému ze síteˇ. Tento prˇíkaz mu˚žeme použít jako náhradu,
kdybychom nechteˇli upravovat data v souboru exportfs od NFS. Práva jinak nasta-
víme naprˇíklad:




9. Výše uvedené prˇíkazy, pokud je nemáme definovány v souboru /etc/rc.local [13],
musíme zadávat po každém restartovaní serveru. Pokud tyto kroky nechceme spouš-
teˇt prˇi každém restartu, tak si práci mu˚žeme ulehcˇit tím, že si vytvorˇíme spoušteˇcí
skrypt. Aby nám tento skript fungoval, tak jej musíme umístit do složky /root s
prˇíponou .sh. Vytvorˇíme si jej prˇíkazem:
gedit /root/obrazy.sh
Poté do tohoto souboru vložíme všechny prˇipojovací prˇíkazy:
mount -t iso9660 -o loop /home/petr/iso/ubuntu-12.04.2-desktop
-i386.iso /var/lib/tftpboot/iso/ubuntu-12.04.2-desktop-i386
sleep 1
mount --rbind /var/lib/tftpboot/iso /srv/boot/iso/
sleep 1




Prˇíkaz echo nám oznámí, jestli akce probeˇhla a jestli tyto prˇíkazy byly provedeny
prˇi spušteˇní skriptu.
10. Nyní tomuto skriptu povolíme práva, abychom jej mohli používat a spoušteˇt. To
provedeme pomocí prˇíkazu chmod. Prˇíkaz povolení práv je:
chmod 777 obrazy.sh
11. Když máme vše nastaveno, tak si skript spustíme prˇíkazem:
./obrazy.sh
Pro kontrolu mu˚žeme navšívit složky /var/lib/tftpboot/iso/ubuntu-12.04.2-desktop-
i386 a /srv/boot/iso/. V teˇchto složkách bychom meˇli videˇt systémové soubory z ISO ob-
razu systému. V prˇípadeˇ, že by tyto soubory nebyly videˇt, musíme aplikovat celý postup
znovu a zkontrolovat, zda jsme neˇco chybneˇ nezadali. Druhou možností je zkontrolovat
práva prˇístupu k daným složkám, které pro systém používáme.
Pomocí teˇchto postupu˚, které jsme prošli, bychom meˇli mít fungující PXE server, který
nám stacˇí zapojit do dané síteˇ. Po prˇipojení do síteˇ, by nám server meˇl nastavit adresy jed-
notlivých klientu˚ prˇes DHCP protokol. Prˇi spušteˇní klienta, který má povoleno spoušteˇní




Nastavení klientského pocˇítacˇe je jedna z nejsnažších cˇástí bakalárˇské práce. První pod-
mínkou je mít sít’ovou kartu s podporou PXE bootování. Pokud tuto kartu máme, tak
druhou podmínkou je prˇipojení k síti, ve které máme spušteˇný a funkcˇní PXE server. Spl-
neˇním teˇchto podmínek a prˇi správneˇ nakonfigurovaném serveru, bychom nemeˇli mít
žadný problém se sít’ovým spoušteˇním.
1. Nejdrˇíve si spustíme klientský pocˇítacˇ. Prˇi spoušteˇní stiskneme klávesovou zkratku,
kterou se dostaneme do BIOSu. Standardneˇ se jedná o klávesu:
delete nebo F2
2. Když se nacházíme v konfiguracˇním prostrˇedí BIOS, tak prˇejdeme do záložky s
názvem boot. Zde si najdeme položku BOOT configuration, ve které provedeme
dveˇ akce. První bude vyhledání položky, která nám povolí bootování ze síteˇ. Meˇlo






3. Poté, když máme bootování po síti povoleno, musíme nastavit porˇadí zarˇízení, ze





Primárneˇ mám nastaveno, aby nám klient nejdrˇíve prošel sít’ a zjistil, zda není do-
stupný PXE server, a teprve potom se zameˇrˇil na bootování z lokálních médií.
4. Prˇepneme se do složky exit, kde vybereme a potvrdíme volbu:
exit with save
Obdobným zpu˚bobem nastavíme všechny klienty. Musíme si uveˇdomit, že každý
systém BIOS má své rozhraní a jinou konfiguracˇní topologii, ale zpravidla by si
tato rozhraní meˇla být podobná. Tento prˇíklad nastavení klienta slouží pouze jako
orientacˇní prˇíklad, který má nastínit postup konfigurace klienta. Nemá podávat
detailní nastavení daného klienta.
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3.6 Grafické bootovací menu a jeho úprava
Kromeˇ klasického textového menu, které použijeme prˇi nakopírování souboru menu.c32,
máme možnost použít také grafické menu. Oproti textovému, které má jednoduchou zá-
kladní podobu podobnou systému˚m BIOS v základních deskách a nelze v neˇm provádeˇt
úpravy vzhledu, má grafické menu možnosti této vizuální úpravy. Je proto vhodneˇjší pro
naše idividuální potrˇeby z hlediska vizuálního dojmu, který má dát náš systém uživateli.
Toto grafické menu mu˚žeme použít jako náhradu za obycˇejné textové menu tak, že na-
hradíme soubor menu.c32 souborem vesamenu.c32, který se nachází ve stejné složce v
syslinux. V následujících neˇkolika rˇádcích ukážu, jak si takové spoušteˇcí menu mu˚žeme
upravit, a popíšu jednotlivé prˇíkazy a jejich vliv na vzhled menu. [4, 18, 19]
1. Než budeme moci zacˇít upravovat naše menu, tak budeme potrˇebovat soubor ve-
samenu.c32, kterým nahradíme textové menu za grafické. Nakopírujeme ho tedy
ze složky syslinux do tftpboot, kterou využíváme pro bootování.
cp /ust/lib/syslinux/vesamenu.c32 /var/lib/tftpboot
2. Když máme potrˇebný soubor vesamenu.c32 v bootovácí složce, tak mu˚žeme prˇejít
k úpraveˇ tohoto menu. Tuto úpravu mu˚žeme provést tak, že si vytvorˇíme neˇjaký
textový soubor, kde provedeme jednotlivé úpravy. V souboru default zapíšeme
cestu k tomuto souboru. Druhá možnost je, že provedeme úpravy rovnou v de-
fault souboru, kde také prˇipojujeme jednotlivé obrazy se systémem. Já jsem úpravy
provedl v default souboru, kde mám všechny konfigurace ohledneˇ menu a jednot-
livých systémech, které spouštím.
gedit /var/lib/tftpboot/pxelinux.cfg/default
3. Nejdrˇíve si prˇepíšeme rˇádek DEFAULT podle toho, jaké menu budeme pro spouš-




MENU TITLE PXE server Petr Antoncik
prompt 0
4. První veˇcí, kterou mu˚žeme nastavit je pozadí plochy prˇi bootovaní. Mu˚žeme vy-
brat jakýkoli obrázek ve formátu jpeg nebo npg, ale musíme si pamatovat, že prˇi
bootování se nám zobrazí plocha v základním rozlišení 640x480 pixelu˚. Prˇi nasta-
vování musíme dbát na to, aby nám rozlišení neprˇesahovalo tuto hodnotu, jinak
se nám místo obrázku nacˇte cˇerné pozadí. Obrázek musíme opeˇt uložit do složky
/vat/lib/tftpboot. Mu˚žeme jej dát do neˇjaké složky, kterou umístíme do tftpboot, ale




5. Když máme nastavené pozadí, tak mu˚žeme nastavit barvy jednotlivých textu˚ a ta-
bulek. Prˇi psaní musíme dodržet tento typ formátu menu color (prvek) (vlastnosti
prvku) (barva), kde jednotlivé prvky znamenají toto: screen - plocha obrazovky,
title - vlastnosti nadpisu menu, border - okraje menu, tabmsg - vlastnosti oznamo-
vací zprávy v menu, sel a unsel - vlastnosti vybrané a nevybrané položky v menu,
timeout_msg - vlastnosti zprávy odpocˇítavající cˇas do konce výbeˇru položky, time-
out - vlastnosti samotné cˇasové velicˇiny a hotsel spolu s hotkey - vlastnosti rychlé
klávesy pro vybrání položky z menu. Zpravidla se jedná o první písmeno položky,
díky kterému mu˚žeme rychle vybrat a spustit daný systém.
menu color screen 37;40 #80ffff #00000000 std
menu color title 1,31,40 #00ffff #00000000 std
menu color border 1;37;40 #00cc00 #00000000 std
menu color tabmsg 1;31;40 #ffff00 #00000000 std
menu color sel 7;37;40 #ffff00 #ffa3d3f8 all
menu color unsel 1;31;40 #e6e6e6 #00000000 std
menu color timeout_msg 37;40 #ffffff #00000000 std
menu color timeout 1;31;40 #ff0000 #00000000 std
#menu color hotsel 7;37;40 #000000 #ffa3d3f8 all
#menu color hotkey 1;31;40 #009933 #00000000 std
Zde je výpis jednotlivých znaku˚ s vlastnostmi pro prvek:
0 reset vlastností do výchozích hodnot


















38 zaplé podtržení, výchozí poprˇedí










Také si mu˚žeme všimnout, že barvy zadáváme v osmi hexadecimálních místech.
To proto, že první dveˇ místa slouží pro sytost barvy a zbylá jsou pro RGB hod-
noty. Hodnota std nám udává standartní stínování, kdy jsou zvýrazneˇny pixely
v poprˇedí. Hodnota all znacˇí, že jsou zvýrazneˇny pixely z poprˇedí i z pozadí a
hodnota rev znacˇí zvýrazneˇní pixelu˚, které se nacházejí na pozadí. Na obrázku
3.1 mu˚žeme videˇt upravené menu.
Obrázek 3.1: Ukázka upraveného bootmenu.
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3.7 Nastavení serveru pro prˇipojení stanic k internetu
Jelikož jsem si prˇi vytvorˇení síteˇ vybral achitekturu, kde jsou všichni klienti prˇipojeni ke
switchi, který je prˇipojen k serveru a server samotný je prˇipojen do vneˇjší internetové
síteˇ, tak potrˇebuji skrz tento server zprˇístupnit internetové prˇipojení k síti pro jednotlivé
klienty. Protože klienti mají jen jednu sít’ovou kartu, tak provoz do vneˇjší síteˇ bude probí-
hat skrz tento server. Proto budu muset nastavit server pro prˇeposílání paketu˚ do vneˇjší
a vnitrˇní síteˇ, aby nám klienti prˇes server komunikovali a mohli se prˇipojit k vneˇjší síti.
[17]
1. Aby nám server prˇeposílal pakety a klienti komunikovali s internetovou sítí, mu-
síme vytvorˇit pravidla v ip tables, která nám tuto komunikaci zajistí. V následují-
cích rˇádcích jsou sepsána pravidla, která musíme pro prˇeposílání aplikovat. Prvním
prˇíkazem nastavíme nové pravidlo, které nám povolí prˇeposílání paketu˚ z první
sít’ové karty, která je prˇipojena ve vneˇjší síti, do sít’ové karty prˇipojené do vnitrˇní
síteˇ.
sudo iptables -A FORWARD -i wlan0 -o eth0 -s 192.168.1.1/24
-m state --state NEW -j ACCEPT
2. Další pravidlo, které musíme prˇidat je, aby nám byly pakety prˇeposílány i opacˇ-
ným smeˇrem z vnitrˇní do vneˇjší síteˇ. Tento prˇíkaz nám rˇíká o prˇeposílání zpeˇtných
paketu˚ u již vytvorˇeného spojení z vneˇjší do vnitrˇní síteˇ.
sudo iptables -A FORWARD -m state --state ESTABLISHED,RELATED
-j ACCEPT
3. Když máme nastavené prˇeposílání obeˇma smeˇry, tak nesmíme zapomenout, že se
jedná o prˇeposílání mezi dveˇmi ru˚znými síteˇmi, a tak musíme prˇidat pravidlo, které
nám zajistí, aby se nám prˇekládali adresy u paketu˚ z vneˇjsí síteˇ na adresy síteˇ vnitrˇní
a naopak.
sudo iptables -A POSTROUTING -t nat -j MASQUERADE
4. Posledním prˇíkazem tato pravidla aktivujeme a zprˇístupníme prˇipojení klientu˚ na
internet.
sudo sh -c "echo 1 > /proc/sys/net/ipv4/ip\_forward"
5. Pro bezchybné fungování internetu nesmíme zapomenout nastavit u systému, který
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4 Vytvorˇení vlastního ISO CD
Jak jisteˇ každý z nás ví, tak s každou noveˇ prˇíchozí verzí Linuxu vycházejí nové aplikace,
které Linux v nové verzi obsahuje. At’ už se jedná o ru˚zné druhy programu˚, které usnad-
nˇují práci v tomto systému nebo ru˚zné aktualizace již používaných programu˚ a aplikací,
které zvyšují efektivitu svých operací. Toto vše nové verze obsahují. Ovšem existují i
ru˚zné aplikace, které prˇedinstalovány nejsou nebo nejsou oficiálneˇ podporovány systé-
mem, ale my víme, že daná aplikace na tomto systému funguje. At’ už se jedná o první
nebo druhou veˇc, tak tyto programy, které nejsou s noveˇ nainstalovaným systémem prˇi-
dány, musíme po instalaci systému nainstalovat. To se mu˚že zdát velmi neefektivní v
prˇípadeˇ, že máme systém v ISO obraze spoušteˇný ze síteˇ. Po každém spušteˇní tohoto
systému bychom museli dané programy opeˇt nainstalovat a pocˇítat s tím, že prˇi prˇíš-
tím spušteˇní tam nebudou. Abychom tuto problematiku obešli, tak si mu˚žeme vytvorˇit
vlastní systémové CD, kde si mu˚žeme prˇedem rozmyslet, jaké programy budeme pou-
žívat, jaké pro nás budou zbytecˇné a prˇípadneˇ jak se má systém chovat. V následující
cˇásti bakalarˇské práce se zameˇrˇím na to, jak si mu˚žeme vytvorˇit vlastní CD z již exis-
tující LIVE distribuce, na co si prˇi tvorbeˇ budeme muset dávat pozor a co nesmíme za-
pomenout. Uvidíme zde, jak bychom meˇli postupovat krok za krokem, až k vytvorˇení
vlastního funkcˇního CD, které pak budeme moci použít jako bootovací a spoušteˇt ze síteˇ.
[15]
4.1 Manuálneˇ
1. První veˇc, kterou musíme udeˇlat, než zacˇneme upravovat a vytvárˇet vlastí LIVE
CD je, že si nainstalujeme potrˇebný software, abychom mohli s danými soubory
pracovat, a poté je zabalit do výsledného ISO souboru, který nahrajeme na PXE ser-
ver. Nejprve si nainstalujeme program s ovladacˇi, který se nazývá squashfs-tools.
Díky tomuto programu budeme moci cˇíst, zasahovat a upravovat squashfs sou-
bory systému Linux. Tyto soubory jsou vysoce komprimované, urcˇeny pouze pro
cˇtení a uzamknuté beˇžným uživatelu˚m, aby se zamezilo jakýmkoliv zmeˇnám, které
by mohly zpu˚sobit pády systému a jiné nežádoucí chování systému. Ten nainstalu-
jeme pomocí apt-get prˇíkazu.
sudo apt-get install squashfs-tools
2. Druhým programem, který urcˇiteˇ využijeme, je aplikacˇní balícˇek mkisofs, který
je v nových distribucích linuxu nahrazen balícˇkem genisoimage a bývá již prˇedin-
stalován. Tento balícˇek nainstalujeme stejným zpu˚sobem jako squashfs-tools prˇíka-
zem:
sudo apt-get install mkisofs
Aplikacˇní balícˇek nám umožní zabalit naše upravené systémové soubory do jedi-
ného souboru, který bude ve formátu ISO 9660, a který pak nakopírujeme na PXE
server nebo si jej vypálíme na CD.
23
4 VYTVORˇENÍ VLASTNÍHO ISO CD
3. Když máme potrˇebné programy, tak si vytvorˇíme složky, ve kterých budeme se sou-
bory pracovat. Doporucˇil bych si vytvorˇit cˇtyrˇi složky. Dveˇ, ke kterým si prˇipojíme
soubory z již existujícího CD, kde se v jedné budou nacházet beˇžná data systému
a druhou pro prˇipojení squashfs dat, která zatím nemu˚žeme prˇepisovat. Zbývající
dveˇ složky budou sesterské složky datové a squashfs složky, do kterých si prˇeko-
pírujeme data z prˇipojených složek, která pak budeme upravovat. Tyto složky si





4. Následneˇ si prˇipojíme všechny adresárˇe systému z ISO obrazu do složky cd-mnt,
abychom videˇli, co vše se v ISO obrazu nachází. Zase se nacházíme v úcˇtu super-
uživatele, takže prˇíkazy jsou napsány bez prˇedpony sudo. Prˇipojení provedeme
prˇíkazem:
mount ubuntu-12.04.2-desktop-i386.iso cd-mnt/ -o loop
-t iso9660
Po provedení bychom meˇli v této složce spatrˇit všechny adresárˇe a soubory, které
Linux Ubuntu obsahuje.
5. Ted’ prˇekopírujeme všechny systémové soubory, kromeˇ zmíneˇných komprimova-
ných, neprˇepisovatelných squashfs souboru˚ s názvem filesystem.squashfs, který
se nachází v prˇipojené složce v adresárˇi /casper. Prˇekopírování bez komprimova-
ných souboru˚ provedeme prˇíkazem:
rsync --exclude=/casper/filesystem.squashfs -a cd-mnt/
cd-data
Teˇchto souboru˚ je pomeˇrneˇ málo, a tak by kopírování nemeˇlo zabrat prˇíliš mnoho
cˇasu.
6. Když máme data prˇekopírována, tak se pustíme do práce se squashfs soubory,
které jsou chráneˇny proti prˇepsání. Ty obdobneˇ jako datové prˇipojíme do složky sq-
mnt. Prˇipojení pouze squashfs souboru z ISO obrazu do složky provedeme pomocí:
mount cd-mnt/casper/filesystem.squashfs sq-mnt -o loop
-t squashfs
Po provedení bychom meˇli videˇt jednotlivé otevrˇené squashfs soubory v náší sq-
mnt složce.
24
4 VYTVORˇENÍ VLASTNÍHO ISO CD
7. Když máme prˇipravenou složku se squashfs soubory, tak tyto soubory rozzipu-
jeme a prˇekopírujeme do složky sq-data, kde už je budeme moci upravovat. Prˇe-
kopírování udeˇláme standardním cp prˇíkazem:
cp -a sq-mnt/* sq-data/
8. Pro celou práci a tvorbu LIVE CD budeme pracovat pouze s prˇekopírovanými
soubory ve složkách sq-data a cd-data, proto odpojíme soubory z ISO obrazu ve
složkách sq-mnt a cd-mnt a složky smažeme. Odpojení a smazání složky prove-
deme v jednom prˇíkazu oddeˇleným strˇedníkem:
umount sq-mnt/; rmdir sq-mnt
umount cd-mnt/; rmdir cd-mnt
9. Prˇedtím, než zasáhneme do systémových souboru˚, si vytvorˇíme prˇídavný soubor
lang, který bude obsahovat odkaz na jazykovou sadu, kterou použijeme prˇi mimo
systémovém spušteˇní a úpraveˇ. Prˇidání provedeme prˇíkazem:
echo "cs" > cd-data/isolinux/lang
10. Poslední veˇcí, kterou provedeme prˇed úpravou systému je, že z našeho spušteˇného
systému prˇekopírujeme konfiguracˇní soubor resolv.conf, který obsahuje konfigu-
raci sítí, prˇes které se prˇipojujeme na internet. Spolu s ním také prˇekopírujeme sou-
bor hosts, který obsahuje práva uživatelu˚ využívající systém. Tyto soubory nám




11. Jakmile máme vše prˇipravené, tak se dostaneme do adresárˇe sq-data, který si spus-
tíme jako podsystém. Prˇipojíme k neˇmu systémové oddíly a nastavíme si du˚ležité
promeˇnné:
sudo chroot sq-data
mount -t proc none /proc
mount -t sysfs none /sys
export HOME=/root
export LC_ALL=C
Prˇíkazy nám zajistí, že s adresárˇem budeme moci pracovat jako by jsme pracovali s
práveˇ spušteˇným systémem. Tímto zpu˚sobem mu˚žeme stahovat a instalovat apli-
kace a meˇnit chování systému.
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12. Ted’ se nacházíme v systému, který upravujeme. Pro ulehcˇení vyhledávání pro-
gramu˚ a jejich instalací si mu˚žeme nainstalovat program aptitude, který nám mu˚že
usnadnit vyhledávání programu˚ v textovém editoru. Prˇed instalací je vhodné pro-





13. Zde je prˇíklad pro instalaci jazykových sad do systému a k ru˚zným programu˚m:





sudo apt-get install build-essential
sudo apt-get install language-support-cs
Upravovaný systém meˇl již prˇedinstalované jazykové sady v závorkách.
14. Zde je zase prˇíklad, kde si mu˚žeme stáhnout tapetu na plochu. Tu stáhneme po-
mocí wget a prˇíslušného internetového odkazu do složky backgrounds, a pak si
ji nastavíme jako defaultní prˇi spoušteˇní systému. Obdobným zpu˚sobem mu˚žeme





15. Veˇtšina spoušteˇcˇu˚ aplikací se nachází v adresárˇi /usr/share/applications/. Pokud





První prˇíkaz nám vytvorˇí odkaz na plochu. Tomuto odkazu pak povolíme všechna
práva a nakonec prˇirˇadíme právo spoušteˇní jako aplikace.
16. Když skoncˇíme všechny naše úpravy, tak smažeme naše soubory, pomocí kterých
jsme byli prˇipojeni k internetu, odpojíme data od systému a odejdeme z podsys-
tému.
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17. S hotovými úpravami si prˇipravíme soubory squashfs a soubory pro instalaci to-
hoto systému:
chmod +w cd-data/casper/filesystem.manifest




sed -ie ’/ubiquity/d’ cd-data/casper/
filesystem.manifest-desktop
První prˇíkaz povolí zápis do systémového manifestu, souboru s informacemi o
systému ve složce cd-data. Dále pak do tohoto manifestu zapíšeme informace z
námi upraveného squashfs souboru. Další prˇíkaz vytvorˇí kopii souboru˚ na ploše
budoucího systému a poslední prˇíkaz nám z tohoto systému vytvorˇí instalacˇní sou-
bor.
18. Z datové složky vymažeme neprˇepisovatelný filesystem.squashfs soubor a nahra-
díme ho naším upraveným a vytvorˇeným ze složky sq-data.
rm -f cd-data/casper/filesystem.squashfs
mksquashfs sq-data/ cd-data/casper/filesystem.squashfs
19. Mu˚žeme taky zmeˇnit jmenovku svazku. To provedeme pomocí:
gedit cd-data/README.diskdefines
Kde nastavíme vlastní název svazku.
20. Vytvorˇíme kontrolní soucˇet souboru˚:
cd cd-data
sudo bash -c "find . \( -path ’./isolinux/isolinux.bin’
-or -path ’./md5sum.txt’ -or -path ’./cd-data/isolinux/
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21. A vytvorˇíme ISO obraz se systémem pomocí miksofs aplikace, který pak mu˚žeme
spoušteˇt:
cd cd-data
sudo mkisofs -r -V "$IMAGE_NAME" -cache-inodes -J -l -b
isolinux/isolinux.bin -c isolinux/boot.cat -no-emul-boot
-boot-load-size 4 -boot-info-table -o
../ubuntu-7.04-desktop-i386-custom.iso
ISO obraz si opeˇt vložíme do složky, kde máme obrazy systému˚ a stejným zpu˚so-
bem ho nastavíme pro bootování, jako by se jednalo o originální systém.
4.2 Pomocí programu UCK
Druhý zpu˚sob, jak mu˚žeme vytvorˇit vlastní ISO obraz, je pomocí programu Ubuntu cus-
tomization kit, který jsem objevil v distribucích linuxu. Tento program nás postupneˇ
vede krok po kroku a my pouze vybíráme z dostupných možností, které nám program
nabídne. Díky tomu se nemusíme zabývat, které složky z poskytovaného ISO obrazu
systému máme kopírovat a jaké musíme prˇipojit, abychom mohli použít prˇíkaz chroot a
upravovat náš poskytovaný systém. To vše udeˇlá program za nás. [16]
1. Nejprve si nainstalujeme balícˇek s programem Ubuntu customization kit. Opeˇt se
nacházíme pod rootem.
apt-get install uck
2. Když máme program nainstalovaný, tak jej spustíme. Spušteˇní programu prove-
deme pod uživatelským úcˇtem nikoli pod rootem. Prˇi spušteˇní nás uvítá úvodní
obrazovka.
uck-gui
3. V dalším kroku se nás program zeptá, jaké jazykové balícˇky se mají nainstalovat,
jaké budou dostupné když ISO spustíme jako Live CD a jaký jazyk bude nastaven
jako výchozí prˇi spušteˇní.
4. Vybereme si grafické prostrˇedí, zvolíme cestu k ISO obrazu, který chceme upravit,
a nastavíme název novému obrazu. Výbeˇr grafického prostrˇedí znázornˇuje obrázek
4.1.
5. Program se nás zeptá, zda budeme chtít upravit obraz manuálneˇ. Jelikož jej chceme
upravit, tak vybereme možnost yes. Také se zeptá, jestli se mají zachovat soubory
pro automatické spoušteˇní obrazu ve windows, a jestli má být obraz hybridní, tedy
vhodný ke spoušteˇní z USB zarˇízení.
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Obrázek 4.1: Výbeˇr grafického prostrˇedí.
6. Prˇed spušteˇním samotné úpravy program oznámí, že byly vyplneˇny potrˇebné in-
formace a ješteˇ si vyžádá heslo než zacˇne prˇipravovat soubory pro editaci.
7. Když máme vše prˇipravené, vybereme možnost run console aplication a program
nám spustí upravovaný systém pod chrootem. My si systém upravíme podle našich
prˇedstav a doinstalujeme aplikace, které chceme využívat hned v základu. Výbeˇr
mu˚žeme videˇt na obrázku 4.2.
Obrázek 4.2: Výbeˇr editace systému.
8. Jsme-li s úpravami hotovi, odejdeme z chroota prˇíkazem exit a vybereme mož-
nost continue building. Program nám sestaví nový obraz v domovském adresárˇi
ve složce tmp. Sestavení je ukázano na obrázku 4.3.
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Obrázek 4.3: Sestavování systému.
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5 Vytvorˇení plnohodnotného bootovatelného systému
Mu˚žeme si všimnout, že bootování systému z ISO obrazu má jednu nevýhodu a to tu, že
všechny zmeˇny provedené v tomto systému nám po restartu zanikají. To je zpu˚sobeno
tím, že je tento systém ze síteˇ nacˇten pouze do pameˇti RAM pocˇítacˇe, ve které k teˇmto
zmeˇnám dochází, ale samotný obraz systému zu˚stává nemeˇnný. Pokud bychom potrˇebo-
vali nainstalovat nový program v tomto systému, tak musíme vytvorˇit zcela nový námi
upravený obraz systému. Také bychom meˇli pamatovat na to, že pro uchování zmeˇn v
našich dokumentech a jiných potrˇebných souborech potrˇebujeme prˇístup k neˇkterému
NFS serveru v síti, kde tyto soubory uložíme. Takže je vhodné náš systém nastavit tak,
aby nám automaticky prˇipojil naší složku se soubory uloženými na NFS prˇi spušteˇní kli-
entské stanice. Našteˇstí, kromeˇ bootování systému z ISO obrazu, máme možnost vytvo-
rˇit si takzvaný plnohodnotný systém, který nám zachovává všechny zmeˇny, nejen pouze
zmeˇny v dokumentech, jako tomu bylo u NFS serveru, kde jsme naše soubory ukládali
prˇi použití systému spoušteˇného z našeho ISO obrazu, ale také zmeˇny v samotném sys-
tému. Díky tomu se námi spušteˇný systém chová zcela stejneˇ, jako by byl nainstalován
na našem lokálním disku, i když všechny zmeˇny jsou provedeny na vzdáleném PXE ser-
veru. [10, 11]
5.1 Prˇíprava systému
1. Abychom si mohli vytvorˇit systém, který by byl podle našich prˇedstav, tak budeme
nejprve potrˇebovat nainstalovat program, který nám pomu˚že s instalací základního
systému do urcˇitého adresárˇe, který využijeme pro bootovaní systému v síti. Tento
program se jmenuje Debootstrap a je založen na deb balícˇcích. Nejprve si tento
program nainstalujeme.
apt-get install debootstrap
2. Nyní budeme potrˇebovat systém, který se rozhodneme používat pro bootování ze
síteˇ. Jako prˇíklad jsem použil systém debian ve verzi 6, jelikož je založen na deb
balícˇku, který program debootstrap dokáže použít pro instalaci. Pro prˇehlednost si
systém stáhnu a nainstaluji do složky /mnt na svém linuxovém serveru. Nejprve se
prˇesunu do složky mnt, a poté spustím instalaci debianu squeeze (základní orˇe-
zané verze) pomocí debootstrapu. Opeˇt všechny prˇíkazy provádím pod root uživa-
telem.
cd /mnt
debootstrap --arch=i386 squeeze debian
3. Všimneˇme si, že se nám ve složce mnt/ objevil adresárˇ debian, který obsahuje zá-
kladní systémové soubory nainstalované linuxové distribuce debian. Abychom si
mohli tento systém upravit, musíme do jeho složek /proc, /sys a /dev prˇipojit naše
adresárˇe z práveˇ beˇžícího systému. Jedná se o podobnou veˇc, kterou jsme deˇlali prˇi
manuální úpraveˇ ISO obrazu. Prˇipojení provedeme standartním prˇíkazem mount.
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mount -o bind /dev debian/dev/
mount -t proc none debian/proc
mount -t sysfs none debian/sys
4. Když máme potrˇebné adresárˇe prˇipojeny, zacˇneme se samotnou úpravou našeho
nainstalovaného systému v adresárˇi debian tak, že se do neˇj dostaneme a spustíme
si jej jako podsystém pomocí chtoot prˇíkazu.
chroot debian
5. Abychom mohli náš systém používat, budeme potrˇebovat nastavit jednotlivé úcˇty
pro uživatele, kterˇí budou se systémem pracovat. Úcˇty prˇidáme prˇíkazem adduser
a název uživatele. V praktické cˇásti jsem pro demonstraci vytvorˇil úcˇet uživatel s
heslem abcd.
adduser uzivatel
Systém bude po nás chtít zadat 2x heslo k danému úcˇtu, doplnit prˇípadné infor-
mace o úcˇtu a potvrdit, zda námi zapsané informace souhlasí.
6. Nesmíme zapomenout nastavit heslo pro root uživatele. Bez nastavení tohoto hesla
se nedostaneme do roota a nebudeme moci provádeˇt zmeˇny v systému. Zmeˇnu root
hesla provedeme pomocí prˇíkazu passwd.
passwd
7. Ted’ si upravíme tabulku prˇípojných bodu˚ v souboru /etc/fstab. Pro tento úcˇel vy-
užijeme textový editor nano.
nano /etc/fstab
Uvnitrˇ souboru nastavíme tyto hodnoty:
proc /proc proc defaults 0 0
/dev/nfs / nfs _netdev,rsize=32768,
wsize=32768,hard,async,noatime,udp,nolock,
nfsvers=4 1 1
none /tmp tmpfs defaults 0 0
none /var/run tmpfs defaults 0 0
none /var/lock tmpfs defaults 0 0
none /var/tmp tmpfs defaults 0 0
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Zde nám netdev rˇíká, že prˇipojení musí být ve funkcˇní síti, rsize a wsize udává veli-
kost datových rámcu˚ prˇi komunikaci se serverem, hard udává, že nebudou hlášeny
chyby prˇi výpadku se serverem, async rˇíká, že se bude jednat o asynchronní zápis
do souborového systému, noatime zase znamená, že nebude meˇneˇn cˇas prˇístupu
u souboru˚, udp znacˇí, že bude použit UDP protokol, nolock znamená, že nebudou
použity NFS zámky a nfsvers=4, který nám oznámí, že se bude používat NFS verze
4.
8. V dalším kroku nainstalujeme balícˇek s jádrem systému.
apt-get install linux-image-2.6.32-5-686
9. Když máme jádro nainstalované, otevrˇeme /etc/initramfs-tools/initramfs.conf sou-
bor, ve kterém upravíme položku modules a definujeme u ní boot prˇes sít’, a také
položku boot, kde definujeme, že systém bude spoušteˇn z NFS serveru. Znovu





10. Ješteˇ potrˇebujeme aktualizovat nové initrd pomocí prˇíkazu update. Prˇi aktualizaci
se mu˚že stát, že nám aktualizace selže, protože systém neumí prˇecˇíst tabulku prˇi-
pojených souborových systému˚, jelikož je prázdná. V takovém prˇípadeˇ vytvorˇíme
novou tabulku mtab z našeho adresárˇe /proc/mounts, a pak provedeme aktualizaci
znovu. [20]
grep -v rootfs /proc/mounts > /etc/mtab
update-initramfs -u
11. Aby byl schopen obycˇejný uživatel využívat systém, tak si v posledním kroku nain-
stalujeme grafické rozhraní [12] a programy, které chceme mít po spušteˇní systému
k dispozici.
apt-get install xorg gnome-terminal gnome-core gdm3
5.2 Dodatecˇná úprava NFS exports a syslinux default souboru
Když máme celý systém prˇipraven, tak musíme, stejneˇ jako u systému spoušteˇného z ISO
obrazu, NFS deamonovi povolit adresárˇ s nainstalovaným systémem. TFTP deamonovi
musíme poskytnout jádro tohoto systému, initrd soubor a prˇidat položku v samotném
bootovacím menu.
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2. Prˇekopírujeme jádro systému a initrd do složky od TFTP deamona, která je de-
















V poslední cˇásti své bakalárˇské práce jsem se zameˇrˇil na samotné otestování vytvorˇené
síteˇ a systému spoušteˇného prˇes tuto sít’. Jednalo se o 1 Gbit sít’ skládající se z jednoho
serveru, kde byl nastaven DHCP daemon, NFS daemon, Syslinux a uložen systém, který
byl bootován v klientských stanicích. Tento server byl prˇipojen jednou sít’ovou kartou
do vneˇjší síteˇ (internetu) a druhou sít’ovou kartou do vnitrˇní síteˇ ke klientským stanicím.
Druhá karta sloužila také pro nastavení IP adres pro klienty skrz DHCP a pro spušteˇní
systému do vnitrˇní síteˇ. Za tímto serverem se nacházel switch, na který byly prˇipojeny
všechny klientské stanice. Testování jsem provedl ve dvou fázích. V první fázi jsem se
rozhodl otestovat samotný systém pomocí beˇžných testu˚, které se využívají pro zjišteˇní
výkonu pocˇítacˇe. Tyto testy jsem provedl nejdrˇíve na pocˇítacˇi, na který jsem nainstaloval
systém na lokální disk. Výsledky testu˚ jsem si zaznamenal, a pak jsem tytéž testy provedl
na stejné hardwarové konfiguraci pocˇítacˇe, ale systém jsem nechal spustit ze serveru. V
druhé fázi jsem se zameˇrˇil na pru˚beˇžné vytížení serveru prˇi spušteˇní ru˚zného množ-
ství stanic. Tyto výsledky vytížení serveru jsem si zaznamenal spolu s jednotlivýmy cˇasy
spoušteˇní.
6.1 Porovnání výkonu systému lokálního se systémem spoušteˇným ze síteˇ
V rámci testování systému lokálního a spoušteˇného ze síteˇ jsem si zvolil testovací nástroj
Phoronix. Jedná se o utilitu urcˇenou prˇedevším pro linuxové distribuce systému, která v
sobeˇ obsahuje množství ru˚zných testu˚, kterými si mu˚žeme otestovat náš systém na neˇjaké
hardwarové konfiguraci. Z této utility jsem si vybral pár beˇžneˇ používaných testu˚, abych
porovnal výkon mezi lokálneˇ nainstalovaným systémem a systémem spoušteˇným ze síteˇ.
[7]
6.1.1 Hardwarová konfigurace PC
Procesor: Intel Core i7 920 @ 2.66GHz (8 Jader), Základní deska: Intel DX58SO, Chip-
set: Intel 5520/5500/X58 + ICH10R, Pameˇt’: 3,5GB a 4GB 1067MHz, Disk: 750GB Wes-
tern Digital WD7500AADS-0, GPU: NVIDIA Quadro FX 1800, Zvuková karta: Realtek
ALC889, Monitor: AL2223W, Sít’ová karta: Intel 82567LM-2 Gigabit Connection OS:,
Systém: lokální - Debian 6.0.7, prˇes nfs - Debian 6.0.9, Kernel: 2.6.32-5-686 (i686), Pro-
strˇedí: GNOME 2.30.2, Display Server: X Server 1.7.7, Display Driver: nouveau 0.0.15,
OpenGL: 2.1 Mesa 7.7.1, Compiler: GCC 4.4.5, Rozlišení: 1680x1050.
6.1.2 C-Ray test
Tento test nám slouží k oveˇrˇení si výkonu, jak rychle nám dokáže pocˇítacˇ pracovat s
plovoucí desetinnou cˇárkou. Jedná se o multivláknový test, který dokáže prˇi výpocˇtech
využít až 16 vláken pro jádro a 8 paprsku˚ pro pixel prˇi antialiasingu s vygenerováním
obrazu v rozlišení 1600 na 1200 pixelu˚. Hlavní komponentu, kterou test zateˇžuje, je pro-
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cesor. Výsledkem je cˇasová hodnota, za kterou nám pocˇítacˇ spocˇítá testovací výpocˇty.
Nižší hodnota znamená rychlejší výpocˇet, a tedy vyšší výkon sestavy.
Obrázek 6.1: Test s plovoucí desetinnou cˇárkou.
Z obrázku 6.1 mu˚žeme videˇt, že oba systémy dosahovaly podobných výsledku˚. Acˇ-
koli ve všech provedených testech dosahoval lokální systém lepších výsledu˚, tak tato
prˇevaha cˇinila pouze 0,006 až 0,056 sekund. Mu˚žeme konstatovat, že se výkon prˇíliš ne-
lišil prˇi výpocˇtech na lokálním systému vu˚cˇi výpocˇtu˚m na systému spušteˇném prˇes sít’.
Na obou systémech trval cˇas neˇco málo prˇes 121,7 sekund. Z toho se dá usuzovat, že v
rámci výpocˇtu˚ s plovoucí desetinnou cˇárkou, systém spoušteˇný ze síteˇ a nabootovaný do
RAM pameˇti nijak nezpomaloval výpocˇty procesoru.
6.1.3 Build-kernel test
Tímto testem jsem se rozhodl oveˇrˇit výkon pocˇítacˇe prˇi sestavování kernelového jádra
systému. Jde o test, který nám zmeˇrˇí cˇasy potrˇebné k sestavení a kompilaci kernelu, a
tyto cˇasy nám vypíše k porovnání. Kratší cˇas opeˇt znamená vyšší výkon.
Z obrázku 6.2 vidíme, že prˇi sestavování kernel jádra a jeho kompilaci, je systém lo-
kální výrazneˇ efektivneˇjší než systém spoušteˇný ze síteˇ. Je to dáno prˇedevším prodlevou
v síti, kdy systém spoušteˇný ze síteˇ musí prˇistupovat k jádru systému na vzdáleném sít’o-
vém disku, a cˇástecˇneˇ jiným výkonem disku. Rozdíl v sestavení a kompilaci cˇinil kolem
66 sekund, což je až minutová prodleva ve výkonu.
36
6 TESTOVÁNÍ
Obrázek 6.2: Test rychlosti sestavení jádra.
6.1.4 Diskstress test
Následujícím testem jsem otestoval výkon disku. Tento test nám vytíží harddisk na sa-
motné hranici a vypíše nám maximální rychlost náhodného zápisu, kterou dokáže použít
prˇi zaznamenávání dat. Vyšší hodnota zápisu znamená vyšší výkon.
Z obrázku 6.3 je patrné, že rychlost náhodného zápisu pro systém lokální je výrazneˇ
vyšší než pro systém spoušteˇný ze síteˇ. Je to zpu˚sobeno tím, že prˇi testování nebyl tes-
tován harddisk, který se nacházel v pocˇítacˇi, i prˇestože testovací program tento místní
harddisk vypsal. Testován byl harddisk, na kterém se nacházel systém, tedy harddisk
serveru. I když se jednalo o prakticky totožné disky s podobnými parametry, tak rychlost
náhodného zápisu na sít’ový disk byla výrazneˇ snížena prodlevami v síti. Prˇi prˇenášení
dat byla rychlost o 3,4 MB/s nižší než u lokálního harddisku.
6.1.5 FSmark test
FSmark test neboli Filesystem mark je test, který slouží k ohodnocení rychlosti systému.
Test nám zjistí, jak rychle nám dokáže systém pracovat se systémovými soubory. Prˇi tes-
tování jsem si vybral možnost, kdy jsem meˇl 1000 souboru˚ každý o velikosti 1MB. Vý-
sledkem testu byla hodnota, která popisovala kolik souboru˚ je schopen systém najednou
zpracovat za daný cˇasový interval. Test u lokálního systému probeˇhl dokonce 6x, avšak
v grafu jsem nechal zobrazit pouze první 3 hodnoty spolu s 3 otestovanými hodnotami v
sít’ovém systému. Vyšší pocˇet zpracovaných souboru˚ znamená vyšší výkon systému.
Na obrázku 6.4 vidíme rozdíl, který nám nastává prˇi práci se systémovými soubory
na lokálním a sít’ovém disku. Když byl systém nainstalován na lokálním disku, tak nám
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Obrázek 6.3: Test rychlosti náhodného zápisu.
Obrázek 6.4: Test rychlosti procházení systémových souboru˚.
pocˇítacˇ dokázal projít a zpracovat 71,35 systémových souboru˚ za daný cˇasový interval v
testu. Když byl pocˇítacˇ spušteˇn ze síteˇ, tak prˇistupoval k souboru˚m na vzdaleném disku
a stacˇil zpracovat pouze 6,53 souboru˚, což znacˇilo až skoro 11x nižší výkon vu˚cˇi systému
lokálnímu. Pozitivum pro sít’ový systém bylo, že zpracování souboru˚ bylo konstantní a
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nedocházelo k výrazým odchylkám jako u lokálního systému.
6.1.6 Stream test
Pomocí Stream testu jsem si otestoval rychlost pracování RAM pameˇti. Tento test provedl
cˇtyrˇi ru˚zné testování: test copy, scale, add a triad. První test byl zameˇrˇen na kopírování
souboru˚, druhý na setrˇídeˇní, trˇetí na srovnávání hodnot a poslední pro prˇidávání sou-
boru˚ do pameˇti. Jelikož se jednalo o rychlost práce s daty v MB/s, tak vyšší rychlost
znamenala vyšší výkon.
Obrázek 6.5: Test rychlosti pameˇti.
Protože se mi na drˇíveˇjším pocˇítacˇi, na kterém jsem testoval lokální systém, poškodila
sít’ová karta, tak jsem test musel provést na totožné hardwarové konfiguraci. Vyjímkou
bylo, že druhá sestava obsahovala 4GB RAM pameˇti a prˇedchozí pouze 3,5GB. Pameˇti
však pracovaly na stejných frekvencích. Na obrázku 6.5 mu˚žeme videˇt, že hodnoty rych-
lostí u testu copy a scale se pro lokální systém pohybují pod hranicí 8800 MB/s. V prˇípadeˇ
systému sít’ového se tato hodnota naopak pohybuje mírneˇ nad tuto hranici. U testu triad
a add hodnoty lokálního systému prˇesahují hranici 9700 MB/s a u sít’ového je prˇesažena
hodnota 9790 MB/s. V rámci porovnání systému˚ vidíme, že v sít’ovém systému byly
hodnoty ve všech testech prˇibližneˇ o 80 MB/s vyšší než u lokálního systému. Dle mého
prˇedpokladu je to zpu˚sobeno tím, že prˇi testování systému ze síteˇ jsem meˇl k dispozici o
512MB pameˇti více, takže ve výsledku by testy nabývaly vyrovnaných hodnot bez teˇchto
512MB. Lze usuzovat, že na úrovni pameˇti a prˇi práci s ní nedochází ke snížení výkonu




Posledním testem, který jsem se rozhodl provést, je test komprese dat. Tento test nám
meˇrˇí pru˚meˇrnou dobu potrˇebnou pro kompresi daného množství dat a vypíše výsledný
cˇas, po který komprese trvala. Kratší cˇas znamená vyšší výkon systému.
Obrázek 6.6: Test komprese dat.
Na obrázku 6.6 vidíme, že nejdéle tvala prvotní komprese u sít’ového systému. Prav-
deˇpodobneˇ tato dlouhá doba, která trvala prˇes 10 minut, byla zpu˚sobena bud’ kvu˚li da-
tu˚m, která se musela stáhnout ze sít’ového disku, a nebo kvu˚li neˇjakému výpadku v síti.
Když se podíváme na zbylé testy, tak nám hodnoty dosahovaly pouze neˇco málo prˇes
24 sekund a byly totožné s hodnotami nameˇrˇenými na lokálním systému. Proto ve vý-
sledku pru˚meˇrný cˇas potrˇebný na kompresi byl u sít’ového systému o 98 sekund delší
než u systému lokálního.
6.2 Vytížení serveru prˇi bootování ru˚zného pocˇtu stanic
Druhým nástrojem, který jsem si vybral, je utilita Dstat. Ta slouží k pru˚beˇžnému moni-
torování vytížení serveru nebo pocˇítacˇe. Zde jsem provedl testování prˇi nabootování trˇí,
peˇti a deseti pocˇítacˇu˚ ze síteˇ a zaznamenával jsem vytížení serveru. Zameˇrˇil jsem se na
vytížení procesoru prˇi bootování, využití pameˇti RAM a jednotlivé cˇasy po které trvalo
spušteˇní všech stanic. Tato nameˇrˇená data jsem zaznamenal a porovnal mezi sebou.
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6.2.1 Hardwarová konfigurace serveru
Procesor: Intel Core i7 720QM @ 1.6GHz (4 Jádra) s Turboboost na 2.8GHz, Pameˇt’: 8GB
1066MHz, Disk: 500GB Seagate ST9500420AS ATA 7200 ot/min, GPU: ATI Mobility Ra-
deon 5870 1GB, Sít’ová karta: Atheros AR8131 PCI-E Gigabit Ethernet Controler, Atheros
AR9285 Systém: Ubuntu 13.04.
6.2.2 Vytížení procesoru
V obrázku 6.7 uvidíme porovnání nejvyšších hodnot, kterých dosáhl prosecor serveru prˇi
spoušteˇní ru˚zného pocˇtu stanic ze síteˇ.
Obrázek 6.7: Vytížení procesoru.
Z obrázku 6.7 vidíme, že prˇi spoušteˇní trˇí pocˇítacˇu˚ bylo dosaženo vytížení procesoru
pro uživatelské úlohy maximálneˇ 7,9%. Prˇi spušteˇní peˇti pocˇítacˇu˚ se nám vytížení zvýšilo
maximálneˇ na 10% a u deseti pocˇítacˇu˚ bylo vytížení 10,8%. V rámci systémových úloh se
tato hodnota prˇi spušteˇní trˇí pocˇítacˇu˚ zvedla na 2,9%, prˇi peˇti pocˇítacˇích na 4,6% a u deseti
pocˇítacˇu˚ na 4,2%. V rámci procesu˚ cˇekajících na vyrˇízení se hodnota vytížení pohybovala
kolem 10,5% u všech testu˚. Výjimkou bylo, že u testování peˇti pocˇítacˇu˚ se mi podarˇila
nameˇrˇit také hodnota 14%. Mu˚žeme rˇíct, že vytížení procesoru se v rámci jednotlivých
úloh pohybovalo ve stejných hodnotách, které byly velmi nízké. Znatelného rozdílu si
lze povšimnout až v rámci nevyužitého výkonu procesoru, který se nám snížil z 99,7% na
85,9% u trˇí spušteˇných pocˇítacˇu˚, na 84,3% u peˇti pocˇítacˇu˚ a 82,7% u deseti pocˇítacˇu˚. Takže
celkové vytížení proceroru prˇi deseti pocˇítacˇích cˇinilo pouze 18% z celkového výkonu.
Výsledkem je, že procesor prˇi spoušteˇní pocˇítacˇu˚ ze serveru je vytížen jen minimálneˇ.
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6.2.3 Vytížení RAM pameˇti
Tímto testem jsem si zjistil, jak se meˇní množství dat v RAM pameˇti, a jak je tato pameˇt’
vytížená pro ru˚zný pocˇet klientu˚.
Obrázek 6.8: Vytížení pameˇti.
V rámci využítí RAM pameˇti si mu˚žeme povšimnout v obrázku 6.8, že beˇžné využití
pameˇti spušteˇného serveru bylo 1846 Mbit. Tato hodnota se nám pro trˇi pocˇítacˇe zvedla
o 12 Mbit a o dalších 8 Mbit pro peˇt pocˇítacˇu˚. K výraznému zvýšení však došlo až prˇi
spoušteˇní deseti pocˇítacˇu˚, kdy se vytížení zvedlo z pu˚vodní hodnoty na hodnotu až o
119 Mbit vyšší. V rámci buffrované pameˇti se hodnota držela na 757,412 Mbit a prˇi peˇti
pocˇítacˇích a více se zmeˇnila pouze nepatrneˇ na 757,445 Mbit. Pameˇt v cache byla vytížena
na 1793 Mbit. Prˇi peˇti pocˇítacˇích se zvýšila o 1 Mbit. Ke znatelnému rozdílu došlo prˇi
spušteˇní deseti pocˇítacˇu˚, kdy tato hodnota vzrostla o 38 Mbit. V rámci rozdílu zbývající
volné pameˇti se hodnota snížila o 157 Mbit oproti volné pameˇti u trˇí pocˇítacˇu˚.
6.2.4 Délka spoušteˇní ru˚zného pocˇtu stanic
Posledním testem jsem si chteˇl oveˇrˇit beˇžnou funkcˇnost systému v praxi, který by byl
spoušteˇn ze síteˇ. Proto jsem se rozhodl zmeˇrˇit jednotlivé cˇasy spoušteˇní stanic ze ser-
veru. Cˇas jsem meˇrˇil od spušteˇní prvního pocˇítacˇe po nabootování posledního pocˇítacˇe
do uživatelského menu pro spušteˇní úcˇtu uživatelem.
V obrázku 6.9 jsem znázornil jednotlivé cˇasy, po které spoušteˇní trvalo, a porovnal
jsem je s cˇasem nameˇrˇeným prˇi spoušteˇní systému na lokálním disku. Spoušteˇní beˇžného
pocˇítacˇe s tímto systémem trvalo 50,5 s. V rámci spoušteˇní jednoho pocˇítacˇe ze síteˇ se tato
hodnota zvedla o necelých 14 s. Tento cˇas se dá prˇicˇíst k cˇasu potrˇebnému pro prˇideˇlení
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Obrázek 6.9: Cˇasy spoušteˇní.
IP adresy DHCP serverem a pro vyhledání serveru se systémem. Prˇi spušteˇní trˇí pocˇítacˇu˚
se nám tento cˇas prodloužil o 30 s a s dalšíma dveˇma o dalších 17,6 s. S peˇti pocˇítacˇi se
nám zvýšil cˇas tedy o minutu oproti lokálnímu cˇasu spoušteˇní. Mu˚žeme rˇíct, že v rámci
peˇti pocˇítacˇu˚ byl tento cˇas velmi prˇijatelný. U deseti pocˇítacˇu˚ zacˇalo ovšem docházet





Prˇi testování jsem si mohl oveˇrˇit funkcˇnost systému spušteˇného ze síteˇ a otestovat jeho
dopady na ru˚zné hardwarové komponenty. Zjistil jsem, že v rámci serveru je jeho proce-
sor vytížen jen minimálneˇ, a to i prˇi spušteˇní deseti pocˇítacˇu˚. Veˇtší nároky jsou spíše kla-
deny na pameˇt’ RAM. Zcela jisteˇ mu˚žu rˇíct, že nejveˇtší nároky byly kladeny na harddisk
serveru, který byl v neprˇetržitém cˇtecím režimu, a také na sít’ové karty a sít’ takovou, kte-
rou protékalo velké množství dat. Oveˇrˇil jsem si, že systém spoušteˇný ze síteˇ se v mnoha
ohledech vyrovná systému lokálnímu, pokud jde o výkon, který zpracovává již spušteˇný
pocˇítacˇ. Z testu˚ jsem zjistil, že ke snížení výkonu dochází teprve, až když systém potrˇe-
buje prˇistupovat k datu˚m, která jsou uložena na sít’ovém disku. Tedy prˇi úlohách, které
ke zpracování potrˇebují operace cˇtení a zápis na disk. Aby nedocházelo ke snižování vý-
konu spušteˇných pocˇítacˇu˚, meˇly by být tyto pocˇítacˇe vybaveny dostatecˇneˇ velkou RAM
pameˇtí, aby se minimalizovala potrˇeba neustále cˇíst a zapisovat data na sít’ovém disku.
Také sít’ový disk by meˇl být velmi rychlý, aby stacˇil obstarávat velký pocˇet pocˇítacˇu˚. Po-
slední veˇc, kterou bych zmínil, by byla dobrˇe sestavená bezkolizní sít’ nejlépe gigabitová.
Sám jsem systém testoval na 1 Gbit síti, ve které se také prˇi spoušteˇní veˇtšího množství
pocˇítacˇu˚ objevovaly podstatné cˇasové odchylky. Prˇi použití 100 Mbit síteˇ by tyto cˇasové
odchylky jisteˇ vzrostly. U serveru bych pak doporucˇil, aby obsahoval alesponˇ dveˇ 1 Gbit
karty pro sít’, ve které by byly spoušteˇny pocˇítacˇe, aby se tak maximálneˇ zefektivnily
prˇístupy pocˇítacˇu˚ na server pro data.
V rámci porovnání systému prˇedinstalovaného pomocí programu debootstrap a sys-
tému spoušteˇného z ISO obrazu musím rˇíct, že prˇedinstalovaný systém byl ve všech ohle-
dech lepší než systém spoušteˇný z ISO obrazu. At’ už se jednalo o rychlost s jakou systém
pracoval nebo o rychlost spoušteˇní. Prˇi použití ISO obrazu u deseti pocˇítacˇu˚ docházelo
k zamrzávání pocˇítacˇu˚ beˇhem spoušteˇní a pouze pár z teˇchto pocˇítacˇu˚ bylo schopno se
spustit. Mu˚žu rˇíci, že systém spoušteˇný z ISO obrazu prˇes PXE je vhodný spíše pro sí-
t’ovou instalaci nebo pro spoušteˇní pouze pár pocˇítacˇu˚. Prˇi veˇtším pocˇtu klientu˚ se stává
tento systém neefektivní a pomalý. V takovém prˇípadeˇ bych doporucˇil použít prˇedinsta-
lovaný systém ve složce vytvorˇený debootstrapem.
Prˇi sepisovaní této práce jsem si rozšírˇil znalosti ohledneˇ pocˇítacˇových sítí a jednot-
livých daemonu˚, jako je DHCP, díky kterému nyní vím, jak funguje automatická kon-
figurace síteˇ, jaké zprávy probíhají prˇi komunikaci a jaký je výsledek této komunikace.
Nahlédl jsem do NFS daemona, kde jsem se naucˇil nastavovat sdílení složek a souboru˚
pro jednotlivé síteˇ a distribuci teˇchto souboru˚ do této síteˇ pomocí FTP a TFTP protokolu˚.
Kromeˇ sít’ových prvku˚ a zarˇízení jsem meˇl možnost nahlédnout hloubeˇji do linuxových
distribucí systému a prozkoumat jejich strukturu, a jak tyto systémy fungují v praxi.
Meˇl jsem také možnost poznat nové testovací nástroje a na základeˇ výstupu˚ porovnat,
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Soucˇástí této bakalárˇské práce je CD s elektronickými prˇílohami. CD obsahuje elektronic-
kou podobu práce v PDF, zdrojové config soubory použité prˇi zkoušení systému, elektro-
nickou literaturu a výsledky z provedených testu˚. Samozrˇejmostí jsou také PNG obrázky
použité v práci a nasnímané v pru˚beˇhu testování.
Adresárˇová struktura:
print - elektronická verze bakalárˇské práce urcˇená pro tisk
src - zdrojový kód bakalárˇské práce pro Latex
lit - elektronická literatura
conf - konfiguracˇní soubory použité prˇi sestavení a testování PXE
test - výsledky testu˚ a meˇrˇení
xml - výsledky testu˚ ve formátu *.xml
local - lokální systém
pngloc - screen obazovky testu˚ z lokálneˇ nainstalovaného systému
ve formátu *.png
pxe - systém ze síteˇ
pngpxe - screen obazovky testu˚ ze systému spušteˇného ze síteˇ ve
formátu *.png




A.1 Zdrojové konfiguracˇní soubory
Zdrojové konfiguracˇní soubory, které byly použity pro sestavení PXE rozhraní. Soubory
jsou uloženy na prˇiloženém CD v adresárˇi \CD\conf.
A.2 Zdrojové soubory testu˚ z lokálního systému
Zdrojové soubory testu˚ porˇízené programem Phoronix z testování lokálneˇ nainstalova-
ného systému ve formátu *.xml. Soubory jsou uloženy na prˇiloženém CD v adresárˇi
\CD\test\xml\local. V adresárˇi \CD\test\xml\local\pngloc jsou pro zprˇehledneˇní ulo-
ženy snímky obrazovky porˇízené beˇhem testu˚ ve formátu *.png.
A.3 Zdrojové soubory testu˚ ze sít’ového systému
Zdrojové soubory testu˚ porˇízené programem Phoronix z testování systému spušteˇného
ze síteˇ prˇes PXE rozhraní ve formátu *.xml. Soubory jsou uloženy na prˇiloženém CD v
adresárˇi \CD\test\xml\pxe. V adresárˇi \CD\test\xml\pxe\pngpxe jsou pro zprˇehledneˇní
uloženy snímky obrazovky porˇízené beˇhem testu˚ ve formátu *.png.
A.4 Zdrojové soubory z monitorování vytížení serveru
Zdrojové soubory z monitorování vytížení serveru porˇízené programem Dstat ve for-
mátu *.csv. Soubory jsou uloženy na prˇiloženém CD v adresárˇi \CD\test\csv.
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