A model of dynamic associative memories is proposed in this paper. The aim is to find all stored patterns, and to distinguish the stored and the spurious patterns. Aihara used chaotic neurons and showed that his model has a nonperiodic associative dynamics. In his model, however, it is difficult to distinguish the stored patterns from the others, because the state of the network changes continually. We propose such a new model of neurons that each neuron changes its output to the other when the accumulation of its internal state exceeds a certain threshold. By computer experiments, we show that the state of the network stays a t the stored pattern for a while and then travels around t o another pattern, and so on. Furthermore, when the number of the stored patterns is small, the stored and the spurious patterns can be distinguished using interval of the network staying these patterns
Introduction
An associative memory is a hopeful application of neural networks(NNs). Connection weights are adjusted so that patterns are memorized on equilibrium states. In this paper, the recurrent neural network(RNN), in which all neurons are interconnected through a superposed auto-correlation synaptic matrix, is basically taken into account. The chaotic neural network that uses chaotic neurons constituting the RNN shows the nonperiodic associative dynamics [l] , [2] . However, in this network, retrieval frequency of the stored patterns is small and it is difficult to distinguish the unstored patterns from the stored patterns. The purpose of this paper is to organize such a network that its state travels around the stored patterns and stays a t each of them for a while.
Chaotic Neural Networks

Recurrent Neural Network
The associative memory by the RNN is described here. A neuron is connected with all the other neurons. Let the internal state and the output of the ith neuron at the tth transition cycle be ui(t) and z i ( t ) , respectively. Network transition is formulated as follows:
Here, w i j expresses the connection weight from the j t h neuron to the ith neuron. The weights are de- Memory (4) Due to interactions among neurons through these interconnections, the network shows self-associative dynamics.
T h e vector x ( t ) = ( x 1 ( t ) , x 2 ( t ) ,
..., x~( t ) )~ represents the network state, a t the same time, it is called 'pattern' in this paper.
Chaotic Neural Networks
A New Neuron Model
We use a new type of neurons instead of chaotic neurons as constituent elements of the RNN.
In the RNN, after the network state is attracted to an equilibrium state, the state does not change.
In order to get out from the equilibrium state, we propose a new model, whose output is reversed when the network stays at the same state for a while. This is done by the following.
After ui(t) and xi(t) are calculated by Eqs. (l) and (a) , the internal state is accumulated as follows: The dynamic associative memory proposed in [I] , [a] is briefly described here for comparison. Chaotic neuron models proposed by Aihara can be used as
constituent elements of the RNN, which is called "chaotic neural networks',. The dynamics of the ith chaotic neuron is described as follows: where yl;(t) expresses the accumulation of the internal state. When Iyi(t)l exceeds some threshold, the output turns to the reverse, and yi(t) is reset to zero.
where zi(t + 1) is the neuron output with an analog then value between 0 and 1, f(u) is the sigmoid function, and q i ( t + l ) and Ci(t+ 1) are internal state terms for
the feedback inputs from the neurons in the network yi(t) = o ( reset 1 (10) and refractoriness, respectively, as described in the following.
Set t = t + 1, and return t o Eq.(l).
The connection weights are determined by
. Characteristics of I'roposed Network
where k j and k, are the decay parameters for the feedback inputs and the refractoriness, respectively. ai denotes the sum of the threshold and the temporally constant external inputs to the ith neuron.
By using this type of neurons as constituent elements of the RNN, we may expect the dynamics as described in the following. 1) When the network state is attracted to one of stored patterns, absolute value of yi(t) continues increasing because the value of internal state becomes the same in this period.
2) After the network state: stays a t the equilibrium state for a while, it goes away from this equilibrium state. In an equilibrium state, that is a stable pattern, the state of neurons having large internal state This network behaves as a dynamic associative memory, in which the network state travels around the stored patterns. However, it is not always guaranteed that the network state stays the stored patterns for a while. For this reason, it is hard t o extract the stored patterns. In Sec.4, simulation using this model will be omitted.
tend to be reversed earlier. Since these neurons are important in this pattern, by reversing these neurons states, the network state can escape from this patterns.
3) The threshold h plays an important role in this network. In Eq.(8), yi(t) is determined by the initial value y l ( t o ) at the begining of the equilibrium state, and the internal state in this state. Furthermore, y i ( t 0 ) is determined in the transition process from one equilibrium state to the other. Therefore, it may be rather randomized. On the other hand, the internal state is determined by a set of the stored patterns, and is closely related to the pattern stability.
When the threshold h takes a small value, effect of y l ( t o ) will be relatively large. On the other hand, the internal state will b e dominant in y,(l) for the high threshold. This means that the network state transition will be randomized by using the low threshold, and will be rather deterministic with the high threshold.
4)
After it goes away, the output is difficult to be reversed, because Iy,(t)l is not accumulated in the nonequilibrium state. Therefore, the network state attracted t o the equilibrium as the same as the RNN.
Simulation Results
Fundamental Dynamics
A mutually connected NN, having 10 x 10 = 100 neurons, is used. Four patterns shown in Fig.1 are memorized. The weight matrix is calculated by Eq.(4).
The network state transition is simulated starting from the stored pattern (a) . In Fig.3 , the network stfate transition is investigated using the Hamming distances(HD), the number of neurons whose output differ, between t,he output pattern and the stored patterns (a) , (b) and (c) 
Retrieval Characteristics
The network retrieves the stored patterns and their reverse patterns. Table 1 The network state is considered as the equilibrium state when it stays the same state more than one time. Frequency of equilibrium states are also shown in Table 1 . This means that, for example, the stored pattern (a) is recalled 176 times, and it stays in the equilibrium state 141 times among them. From these results, it can be concluded that when the stored patterns are recalled, most of them stay the equilibrium states. The meaning of the threshold h = 750 will be discussed in Sec.4.3. Table 2 shows transitsion frequency a.mong the stored patterns and their reversed patterns. Table 3 shows correlations among the stored patterns. Comparing the transition frequency with these correlations, there is no relation between them. Tables 1 and 2 show that retrieval characteristics depend on the initial conditions. In other words, the network can generate various retrieval characteristics depending upon the initial conditions.
Effect of Threshold on Dynamics
In t8he previous experiment, the threshold h for the accumulation of the internal state, whose average is respectively. The former is roughly proportional to h , while the latter is inversely proportional to h. The reason is that, when the threshold is large, the interval in which a neuron don't reverse is long and the number of neurons, whose output are reversed a t once is small.
Distinction between Stored and Spurious
Patterns From Sec.4.2, the equilibrium states correspond to both the stored and the spurious patterns. Figure 5 shows the intervals in which the network state stjays in the same patterns, that is the stored patterns and the spurious patterns. From this result,, the stored and the spurious patterns can be distinguished by using h = 1500. In this simulation, the interval includes the following two states. First, the network state stays in the equilibrium state. Second, even though it escapes from the above state, it quickly returns to the sa,me state.
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