We prove the finiteness of crystalline cohomology of higher level. An important ingredient is a "higher de Rham complex" and a kind of Poincaré lemma for it.
last, by using these two properties and the exact crystalline Poincaré lemma, we prove the finiteness of this cohomology.
This article is organized as follows. Section 1 is devoted to recalling the foundation of m-crystalline theory and doing some differential calculi. In Section 2 introduced is the higher de Rham complex and the Poincaré lemma for it, and in Section 3 proved is the finiteness of m-crystalline cohomology. Finally, other applications of the higher de Rham complex are included in Section 4.
A problem on local freeness of the jet complex.
In fact, if (S, a,b,γ) is an m-PD scheme (Definition 1.1.1) and if X is a smooth scheme over S, the article of Le Stum and Quirós has a proof [LS-Q1, 1.4] of the local freeness of each term appearing in the jet complex of order p m , whose r -th term is there denoted by Ω r X m . However, the proof for r ≥ 3 is not correct.
Indeed, let n be the dimension of X over S, and t 1 , . . . , t n a system of local coordinates. Then, as proved in the article, there exist, for each I ∈ N n that satisfies p m < |I | ≤ 2p m , two multi-indices A(I ), B (I ) such that A(I ) + B (I ) = I and that
is a basis of Ω 2 X m
. By using this notation, the module Ω 3 X m is generated by the set
W ) = (A(V + W ), B (V + W )) and, if W is not B (I ) for any I , then (U ,V ) = (A(U + V ), B (U + V )) .
Their relations are given by, for each (U ,V,W ) such that (U ,V ) = (A(U +V ), B (U +V )) and that W = B (I ) for some I ,
where the first sum is taken over all S such that 0 < S < U + V and that S is not equal to A(I ) for any I with W = B (I ), and where the first sum in the second line moves I such that W = B (I ); the relations written in that article are not correct. Then, we have two problems on these relations. First, it may happen that all the coefficients in this sum are non-unit. Second, even if one of the coefficients in the first sum is a unit (this assumption holds, for example, if there exists only one I that satisfies W = B (I )), I − T in the second sum may again be of the form B (I ); at this point, we do not know how to exclude the auxiliary generators by these relations to prove the local freeness.
Conventions.
Throughout this article, we fix a prime number p and a natural number m (natural number means, in this article, non-negative integer).
We assume that p is nilpotent on all schemes appearing in this article. If k, k and k denote natural numbers such that k = k + k , we often use the notation
, where q (resp. q , q ) denotes the greatest natural number which does not exceed k/p
We also use the usual conventions on multi-indices; if I = (i 1 , . . . , i n )
and J = ( j 1 , . . . , j n ) satisfies J ≤ I , that is, if j k ≤ i k for all k = 1, . . . , n, then we define
The element (0, . . . , 0, 1, 0, . . . , 0) in N n , where 1 sits in the i -th entry, is denoted by 1 i .
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1 Crystalline Site of Higher Level.
m-PD structures.
First, let us recall some basic notions on m-PD structures. The fundamental reference on this subject is Berthelot's article [B3] . DEFINITION 1.1.1.-Let R be a Z (p) -algebra and a an ideal of R. An m-PD structure on a is a PD ideal (b, γ) of R that satisfies the following two conditions:
(b) the PD structure γ is compatible with the unique one on pZ (p) .
Here, a (p m ) denotes the ideal of R generated by x p m for all elements x of a. We call
such that the image of a lies in a. DEFINITION 1.1.2.-Let (R, a,b,γ) be an m-PD ring and A an R-algebra. We agree that b denotes the ideal b+pR, and that γ denotes the PD structure on b compatible with γ and the unique one on pZ (p) .
(i) We say that the m-PD structure (b, γ) extends to A if the PD structure γ on b extends to A.
(ii) Let (I , J , δ) be an m-PD ideal of A. We say that the m-PD structure (J , δ) is compatible with (b, γ) if the following two conditions hold:
(a) the two PD structures γ and δ are compatible;
(b) bA ∩ I is a PD sub-ideal of bA (equipped with the PD structure extending γ). (iii) Let (a , b , γ ) be another m-PD ideal of R. Then, this is called an m-PD sub-ideal of (a, b,γ) (or simply of a) if a is a sub-ideal of a and if (b , γ ) is a PD sub-ideal of (b, γ). DEFINITION 1.1.3.-Let (R, a,b,γ) be an m-PD ring. For each natural number k and element x in a, we put
where k = p m q + r and 0 ≤ r < p m .
As is easily seen, this function satisfies q!x {k} = x k . Moreover, there are relations [B3, 1.3.6] 
Crystalline site of level m.
All the arguments in the previous subsection are obviously generalized to the schemetheoretical situation.
Let (S, a,b,γ) be an m-PD scheme, that is, a datum which consists of a scheme S, a quasi-coherent ideal a of O S and a quasi-coherent m-PD structure (b, γ) on a. 
Crystals, differential operators and stratifications.
In this subsection, we discuss the notion of m-crystal, hyper m-PD differential operator and hyper m-PD stratification. Let (S, a,b,γ) be an m-PD scheme, and X an S-scheme
is an isomorphism.
In this article,
denotes the m-PD envelope of the diagonal immersion X → X × S X , and P (m) X /S denotes the structure sheaf of P
that induces the identity map on M after passing the quotient P (m) X /S → O X , and that satisfies the usual cocycle condition. Now, let (a 0 , b 0 , γ 0 ) be a quasi-coherent m-PD sub-ideal of a, let S 0 → S denote the closed immersion defined by a 0 , and let i : X 0 → X denote its base change by X → S. We assume that X is smooth over S.
The first important proposition in this situation is the following one. Let (U 0 , T ) denote this thickening. Now it is easy to show that, for each O
All assertions in the proposition follow from this isomorphism.
The following statements are proved as in the classical case. 
Linearization.
Here, we discuss the linearization. Let (S, a,b,γ) be an m-PD scheme, and X an S-scheme such that the m-PD structure (b, γ) extends to O X .
First, j X signifies the localization morphism
where the source denotes the localized category of (X /S) (m) cris over the m-PD thickening (X , X , 0) with the trivial PD structure on 0. Then, composing with u
, we get the morphism of topoi u
Now, we define the linearization functor as
PROPOSITION 1.4.1.-Assume that X is smooth over S, and let F denote an O X -module.
(ii) We have Ru
where p T (resp. p X ) denotes the projection from D (m) U (T × S X ) to T (resp. to X ). This, in particular, shows the latter half of (i).
As for the former half, by following the classical argument [B1, IV 3.1.6], it is sufficient to show that the natural morphism
is an m-PD polynomial algebra (over O T ). Therefore, the ideal of the
has an m-PD structure compatible with γ. Hence a morphism
is obtained, and it is a standard argument to show that this is an inverse morphism of (1.4.1).
The proof of (ii) and (iii) can be found in 4 ].
Because of Proposition 1.4.1 (i) and Proposition 1.3.5, there is a hyper m-PD stratifica-
-Assume that X is smooth over S. Then, the m-PD stratification on L
Proof. By construction, the m-PD stratification on L (m) X (F ) is the composite of the isomorphism
and the inverse of the isomorphism
Now, an easy observation shows the assertion.
We omit the proof of the following proposition since it is just a generalization of the classical argument. 
is compatible with the hyper m-PD stratifications on both sides viewed as
Differential calculus.
We start with a general setting. Let (S, a,b,γ) be an m-PD scheme and f : X → S a morphism such that the m-PD structure (b, γ) extends to O X .
For each natural number r , the m-PD envelope of the diagonal immersion X → X (r +1) /S is denoted by P (m) X /S (r ), and its structure sheaf is denoted by P 
We define the sub-DGA N P
Ker(s i r * ).
(1.5.1) Now, we assume that the morphism f : X → S is smooth, and that X has a system of local coordinates t = (t 1 , . . . , t n ) over S; we set
, and for I = (i 1 , . . . , i n ) ∈ N n , we set
we keep these assumptions and notation in the remainder of this subsection.
We know that P (m) X /S is isomorphic to the m-PD polynomial algebra O X {τ 1 , . . . , τ n }. Moreover, the graded O X -algebra P (m) X /S (•) can be identified with the tensor algebra of
Proof. Let us recall that d 1 is by definition equal to d
By using the equation d
This completes the proof.
The hyper m-PD stratification on P
(O X ) is described in the following proposition.
PROPOSITION 1.5.2.-The hyper m-PD stratification
P (m) X /S ⊗ P (m) X /S → P (m) X /S ⊗ P (m) X /S of P (m) X /S maps 1 ⊗ τ {I } to 0≤V ≤I I V τ {V } ⊗ (−τ) {I −V } .
Proof. By Lemma 1.4.2, the hyper m-PD stratification is induced by (
Now, we may calculate as in the proof of Proposition 1.5.1 to complete the proof.
Similarly, starting from the simplicial scheme P 
The morphism d i r +1 * for i = 1, . . . , r +1 is therefore compatible with this morphism, and so is d r because of its definition (1.5.3).
2 Higher Poincaré Lemma -Local Results.
Higher de Rham complex.
Throughout Section 2, we fix an m-PD scheme (S, a,b,γ) and a smooth S-scheme X that has local coordinates t = (t 1 , . . . , t n ). First, in this subsection, we introduce the "higher de Rham complex" in this situation.
Recall from (1.5.1) and (1.5.2) the definition of N P 
It should be remarked that these complexes essentially depend on the choice of the system of local coordinates on X . This construction therefore can not be generalized to the global situation.
For i = 1, . . . , n, the image of τ 
Formal Higher Poincaré lemma.
Now, we establish the Poincaré lemma for the higher de Rham complex in the local situation specified in the top of this section.
LEMMA 2.2.1.
-The linearized higher de Rham complex LΩ (m),• X /S is a resolution of the direct sum of p mn copies of O X . More strongly, if h : T → X is a morphism of S-schemes, the O T -linear map
is a quasi-isomorphism, where B Proof. When n = 1 we have to show that the sequence
is exact, where τ here denotes h * (τ 1 ); the second morphism sends τ {i } to zero if i < p m and to
p m is invertible by Lemma 2.1.3, the exactitude follows. For an arbitrary n, the morphism ι is the tensor product of that for the (n−1)-dimensional case and that for the 1-dimensional case. Since each term of these complexes is free, the proof is obtained by induction on n.
The following proposition is a direct consequence of Lemma 2.2.1.
PROPOSITION 2.2.2.-Using the isomorphism
we define the morphism
Then, this is a quasi-isomorphism.
Higher Poincaré lemma.
In this subsection, we "lift" the results in the previous subsection to the m-crystalline site. Set
and equip it the hyper m-PD stratification
; 1 ⊗ e I → e I ⊗ 1.
Let F denote the m-crystal corresponding, by Proposition 1.3.5, to the module F and this hyper m-PD stratification. F is obviously isomorphic to the direct sum of p mn copies of
.2 is compatible with the hyper m-PD stratifications on both sides.
Proof. This lemma states that the diagram
is commutative, where the right vertical morphism is calculated by using Proposition 1.5.2. In order to prove the commutativity, let us consider the section Therefore, the problem is showing that the two sections (2.3.2) and (2.3.3) are identical. Now, the section (2.3.2) equals
in the braces is the canonical image of the section
. This completes the proof. Now, we are ready to prove the higher Poincaré lemma.
-modules that resolves the direct sum of p mn copies of M .
At last, for general X , we repeat the same argument; the schemes U i 0 ∩ · · · ∩U i p constructed as above are not necessarily affine, but are quasi-compact and quasi-affine, therefore separated.
3.2 Base Change Theorem. 
is bounded by Theorem 3.1.1, the complex in the left hand side makes sense. Then, we may construct the base change morphism using the adjunction formula [B1, V 3.3.1] . In order to prove that this morphism is isomorphic, following the argument for classical case [B1, V 3.5 .5], we know that it suffices to prove the following weaker proposition. 
Proof. At first, we assume that X is lifted to a scheme Y which is affine, is smooth of relative dimension n over S, and has local coordinates. Then by Corollary 1.3.6, we may assume that X = Y . Now, by Corollary 2.3.3, we have an isomorphism
In the right-hand side of (3.2.2) (resp. (3.2.3)), the functor R f * (resp. R f * ) can be replaced by f * (resp. f * ) because of the quasi-coherence of E (resp. E ). We then have a commutative diagram
where the lower horizontal morphism is the direct sum of p mn copies of (3.2.1). The upper horizontal morphism exists because the local coordinates of X over S and those of X over S are compatible, and it is clear that this is an isomorphism. This completes the proof for this special case. In the general case, we can use the descent argument [B1, pp.344-347]. 3.3 Finiteness. First, in case a 0 = 0, that is, in case S = S 0 , this complex is quasi-isomorphic to a complex whose terms are finitely generated 4.7] , hence the pseudo-coherence is obvious.
Next, assume that (a 0 , b 0 , γ 0 ) = (a, b,γ). In this case, the argument [B1, VII 1.1.1] is used as follows. For each natural number n, let S n be the closed subscheme defined by a n+1 .
Then, we have the exact sequence 0 → a
By Proposition 3.2.2, the complex in the left-bottom is isomorphic to
which is pseudo-coherent by the case where a 0 = 0. Therefore [SGA6, I 2.5 b)], noting that the ideal a 0 is nilpotent, the proof is obtained by induction.
At last, we consider the general case. Then, the category of the m-crystals in O -modules are equivalent; indeed, the question being local on X , we may assume that X is embedded to a smooth scheme Y over S such that Y × S S 0 = X , and then Proposition 1.3.5 applies. Thus the theorem is reduced to the previous case by using Proposition 3.2.2. Proof. The construction of this morphism is straightforward by using the adjunction formula [B1, V 4.1.1] . In order to prove that the morphism is isomorphic, the following proposition will suffice. is isomorphic.
Proof. We may assume that X (resp. Y ) is lifted to an affine smooth S-schemeX (resp.Ȳ ) that has local coordinates. Then,X × SȲ is a lift of Z , which allows us to assume thatX = X , Y = Y and Z =X × SȲ . We fix a system of local coordinates {t 1 , . . . , t n } (resp. {t 1 , . . . , t n }) of X (resp. Y ); the scheme Z naturally has a system of local coordinates {p * (t 1 ), . . . , p * (t n ), q * (t 1 ), . . . , q * (t n )}, which gives us a natural isomorphism We show that this induces a morphism
