Abstract. We consider a mirror symmetry between invertible weighted homogeneous polynomials in three variables. We define Dolgachev and Gabrielov numbers for them and show that we get a duality between these polynomials generalizing Arnold's strange duality between the 14 exceptional unimodal singularities.
Introduction
Mirror symmetry is now understood as a categorical duality between algebraic geometry and symplectic geometry. One of our motivations is to apply some ideas of mirror symmetry to singularity theory in order to understand various mysterious correspondences among isolated singularities, root systems, Weyl groups, Lie algebras, discrete groups, finite dimensional algebras and so on. In this paper, we shall generalize Arnold's strange duality for the 14 exceptional unimodal singularities to a specific class of weighted homogeneous polynomials in three variables called invertible polynomials.
Let f (x, y, z) be a polynomial which has an isolated singularity only at the origin 0 ∈ C 3 . A distinguished basis of vanishing (graded) Lagrangian submanifolds in the If f (x, y, z) is a weighted homogeneous polynomial then one can consider another interesting triangulated category, the category of a maximally-graded singularity D It is known that the Berglund-Hübsch transpose for some polynomials with nice properties induces the topological mirror symmetry which gives the systematic construction of mirror pairs of Calabi-Yau manifolds. Therefore, we may expect that the topological mirror symmetry can also be categorified to the following: T2] ). Let f (x, y, z) be an invertible polynomial (see Section 1 for the definition).
(i) There should exist a quiver with relations (Q, I) and triangulated equivalences
(ii) There should exist a quiver with relations (Q ′ , I ′ ) and triangulated equivalences
3)
which should be compatible with the triangulated equivalence (0.2), where C G f is the weighted projective line associated to the maximal abelian symmetry group G f of f and T γ 1 ,γ 2 ,γ 3 is a "cusp singularity" (see Section 3).
There are many evidences of the above conjectures which follow from related results by several authors. Among them, the most important one in this paper is that one should be able to choose as (Q ′ , I ′ ) the quiver obtained by the graph T (γ 1 , γ 2 , γ 3 ) in Section 3 with a suitable orientation together with two relations along the dotted edges. This leads us to our main theorem, the strange duality for invertible polynomials:
Theorem (Theorem 13). Let f (x, y, z) be an invertible polynomial. The Dolgachev numbers (α 1 , α 2 , α 3 ) for G f , the orders of isotropy of the weighted projective line C G f , coincide with the Gabrielov numbers (γ 1 , γ 2 , γ 3 ) for f t , the index of the "cusp singularity" T γ 1 ,γ 2 ,γ 3 associated to f t (x, y, z) + xyz.
We give here an outline of the paper. Section 1 introduces the definition of invertible polynomials and their maximal abelian symmetry groups. We also recall the BerglundHübsch transpose of invertible polynomials, which plays an essential role in this paper.
In Section 2, we first give the classification of invertible polynomials in 3 variables. Most of the results in this paper rely on this classification of invertible polynomials and several data given explicitly by them. The main purpose of this section is to define the Dolgachev numbers. We associate to each pair of an invertible polynomial f and its maximal abelian symmetry group G f a quotient stack C G f . We show in both a categorical way and a geometrical way that this quotient stack is a weighted projective line with three isotropic points of orders α 1 , α 2 , α 3 . The numbers A G f := (α 1 , α 2 , α 3 ) are our Dolgachev numbers.
In Section 3, we associate to an invertible polynomial f (x, y, z) the Gabrielov numbers Γ f := (γ 1 , γ 2 , γ 3 ) by the "cusp singularity" T γ 1 ,γ 2 ,γ 3 obtained as the deformation of the polynomial f (x, y, z) + xyz. Note that the triple of Gabrielov numbers is not an invariant of the singularity defined by f but an invariant of the polynomial f .
Section 4 gives the main theorem of this paper, a generalization of Arnold's strange duality between the 14 exceptional unimodal singularities. We show that A G f = Γ f t and A G f t = Γ f for all invertible polynomials f (x, y, z). This means that strange duality is one aspect of a mirror symmetry among the isolated hypersurface singularities with good group actions. Therefore, it is now a "charm" duality and no more a "strange" duality.
In Section 5, we collect some additional features of the duality. We show the coincidence of certain invariants for dual invertible polynomials. An additional feature of
Arnold's strange duality is a duality between the characteristic polynomials of the Milnor monodromy discovered by K. Saito. Moreover, the first author observed a relation of these polynomials with the Poincaré series of the coordinate rings. We discuss to which extent these facts continue to hold for our duality.
In Section 6, we show how our results fit into the classification of singularities. We recover Arnold's strange duality between the 14 exceptional unimodal singularities. We obtain a new strange duality embracing the 14 exceptional bimodal singularities and some other ones. Note that this duality depends on the chosen invertible polynomials for the 14 exceptional bimodal singularities. In [KPABR] a slightly different version of a duality for these singularities is considered. Finally we discuss how our Gabrielov numbers are related to Coxeter-Dynkin diagrams of the singularities.
Invertible polynomials
Let f (x 1 , . . . , x n ) be a weighted homogeneous complex polynomial. This means that there are positive integers w 1 , . . . , w n and d such that f (λ
We call (w 1 , . . . , w n ; d) a system of weights. If gcd(w 1 , . . . , w n ; d) = 1, then a system of weights is called reduced. A system of weights which is not reduced is called non-reduced. We shall also consider non-reduced systems of weights in this paper.
Definition. A weighted homogeneous polynomial f (x 1 , . . . , x n ) is called invertible if the following conditions are satisfied:
(i) a system of weights (w 1 , . . . , w n ; d) can be uniquely determined by the polynomial f (x 1 , . . . , x n ) up to a constant factor gcd(w 1 , . . . , w n ; d),
(ii) f (x 1 , . . . , x n ) has a singularity only at the origin 0 ∈ C n which is isolated. Equivalently, the Jacobian ring Jac(f ) of f defined by
is a finite dimensional algebra over C and dim C Jac(f ) ≥ 1, (iii) the number of variables (= n) coincides with the number of monomials in the polynomial f (x 1 , . . . x n ), namely,
for some coefficients a i ∈ C * and non-negative integers E ij for i, j = 1, . . . , n.
be an invertible polynomial. The
given by
be an invertible polynomial. Consider the free abelian group ⊕ n i=1 Z x i ⊕ Z f generated by the symbols x i for the variables x i for i = 1, . . . , n and the symbol f for the polynomial f . The maximal grading L f of the invertible polynomial f is the abelian group defined by the quotient
where I f is the subgroup generated by the elements
Note that L f is an abelian group of rank 1 which is not necessarily free.
Definition. Let f (x 1 , . . . , x n ) be an invertible polynomial and L f be the maximal grading of f . The maximal abelian symmetry group G f of f is the abelian group defined by
Note that the polynomial f is homogeneous with respect to the natural action of G f on the variables. Namely, we have
In this paper, we shall only consider invertible polynomials in three variables. We have the following classification result (see [AGV, 13.2 
.]):
Proposition 1. Let f (x, y, z) be an invertible polynomial in three variables. Then, by a suitable weighted homogeneous coordinate change, f becomes one of the five types in Table   1 . In Table 1 , we follow the notation in [S2] . Note that the classes in [AGV] differ from our types, the equivalence is given in Table 1 .
We can naturally associate to an invertible polynomial f (x, y, z) the following quotient stack:
Since f has an isolated singularity only at the origin 0 ∈ C 3 and G f is an extension of a one dimensional torus C * by a finite abelian group, the stack C G f is a Deligne-Mumford stack and may be regarded as a smooth projective curve with a finite number of isotropic points on it. Moreover, we have the following:
Theorem 2. Let f (x, y, z) be an invertible polynomial. The quotient stack C G f is a smooth projective line P 1 with at most three isotropic points of orders α 1 , α 2 , α 3 given in Table 2 . Remark 3. If the number of isotropic points is less than three then we set α i = 1 for some i = 1, 2, 3 in a suitable way for convenience.
Definition. The numbers (α 1 , α 2 , α 3 ) in Theorem 2 are called the Dolgachev numbers of the pair (f, G f ) and the tuple is denoted by A G f .
Proof of Theorem 2. There are two ways of the proof of the statement. One is categorical and the other is geometrical.
First, we give a proof by the use of abelian categories of coherent sheaves which is already announced in some places (see [T2, Proposition 30] for example). It is almost the same proof given in [T1, Theorem 5.1.] where the case L f ≃ Z is considered. Following Geigle-Lenzing [GL] , to a tuple of numbers A G f = (α 1 , α 2 , α 3 ) one can associate the ring
Since R A G f is graded with respect to an abelian group
one can consider the quotient stack
The quotient stack C A G f is a Deligne-Mumford stack which may also be regarded as a smooth projective line P 1 with at most three isotropic points of orders α 1 , α 2 , α 3 . It is easy to see this since
2 ] as a sub-ring, Now, the statement of Theorem 2 follows from the following (see also [T1, Theorem
This embedding induces an equivalence of abelian categories:
In other words, there is an equivalence of abelian categories:
Proof. The proof is the same as the one in [GL] and [T1] except the definition of the map R f ֒→ R A G f given by Table 3 . Table 3 . The image of the generators in R A G f
Next, we give another proof which is more geometric.
Lemma 5. The genus of the underlying smooth projective curve C G f of the stack C G f is zero.
Proof. We shall calculate the dimension of the space of holomorphic 1-forms on the curve C G f . Recall that any holomorphic 1-form on the curve C G f is of the following form:
where g(x, y, z) is a weighted homogeneous representative of an element in the Jacobian ring Jac(f ). Note also that ω(g) must be G f -invariant. By a case by case study based on Table 1 , we can show that g(x, y, z) = 0 in Jac(f ).
Remark 6. The above proof is a generalization of the one of [S1, Theorem 3].
Lemma 7. On the underlying smooth projective curve C G f of the stack C G f , there exist at most three isotropic points of orders α 1 , α 2 , α 3 given in Table 2 .
any isotropic point must be contained in the subvariety {xyz = 0} ⊂ C G f . By a case by case study based on Table 1 , we first see that there are at most three isotropic points.
Then, by considering the equation
at each isotropic point, we can show that the isotropy group is a cyclic group. The triple of orders of these isotropy groups coincides with the one in Table 2 .
One sees that Theorem 2 now follows from the above Lemma 5 and Lemma 7.
3. Gabrielov numbers for f (x, y, z)
Definition. A polynomial which, by a suitable holomorphic change of coordinates, becomes the polynomial
is called a polynomial of type T γ 1 ,γ 2 ,γ 3 .
Definition. For a triple (a, b, c) of positive integers we define
then a polynomial of type T γ 1 ,γ 2 ,γ 3 defines a cusp singularity of this type. We do not assume this condition here.
Remark 9. A polynomial of type T γ 1 ,γ 2 ,γ 3 has a Coxeter-Dynkin diagram of type T (γ 1 , γ 2 , γ 3 ) (see Fig. 1 ). This is the numbered graph encoding an intersection matrix of a distinguished basis of vanishing cycles. It corresponds to the matrix A = (a ij )
defined by a ii = −2, a ij = 0 if the vertices • i and • j are not connected, and
The number (−1) γ 1 +γ 2 +γ 3 −1 ∆(γ 1 , γ 2 , γ 3 ) is the discriminant of the symmetric bilinear form defined by the matrix A, i.e. the determinant of A.
•
Theorem 10. Let f (x, y, z) be an invertible polynomial. We associate to f the numbers γ 1 , γ 2 , γ 3 according to Table 4 .
(i) If ∆(γ 1 , γ 2 , γ 3 ) < 0 then there exists a deformation of the polynomial f (x, y, z) + xyz to a polynomial of type T γ 1 ,γ 2 ,γ 3 .
(ii) If ∆(γ 1 , γ 2 , γ 3 ) = 0 then for some a = 0 the polynomial f (x, y, z) + axyz is a polynomial of type 
Corollary 11. Let f (x, y, z) be an invertible polynomial with Gabrielov numbers Γ f = (γ 1 , γ 2 , γ 3 ).
(i) If ∆(Γ f ) < 0 then the polynomial of type T γ 1 ,γ 2 ,γ 3 deforms to f .
(ii) If ∆(Γ f ) > 0 then the singularity given by f (x, y, z) = 0 deforms to a cusp singularity of type T γ 1 ,γ 2 ,γ 3 .
If a singularity f deforms to a singularity g then a Coxeter-Dynkin diagram of g can be extended to a Coxeter-Dynkin diagram of f . Therefore we obtain:
Corollary 12. Let f (x, y, z) be an invertible polynomial with Gabrielov numbers Γ f = (γ 1 , γ 2 , γ 3 ). 
Moreover, Corollary 11 gives us a relation (a semi-orthogonal decomposition theorem) between the Fukaya categories
, which is mirror dual to the one proven by Orlov [O] .
Strange Duality
Now we are ready to state our main theorem in this paper.
Theorem 13. Let f (x, y, z) be an invertible polynomial. Then we have
Namely, the Dolgachev numbers A G f for the pair (f, G f ) coincide with the Gabrielov numbers Γ f t for the Berglund-Hübsch transpose f t of f , and the Dolgachev numbers A G f t for the pair (f t , G f t ) coincide with the Gabrielov numbers Γ f for f .
Proof. This can be easily checked by Tables 1, 2 , and 4. See Table 5 . Table 5 . Strange duality It is convenient in the next section to introduce the following:
Definition. Let X and Y be weighted homogeneous isolated hypersurface singularities of dimension 2. If there exists an invertible polynomial f (x, y, z) such that f represents the singularity X and f t represents the singularity Y , then Y is called f -dual to X.
Note that Y is f -dual to X if and only if X is f t -dual to Y .
Definition. Let X be a weighted homogeneous isolated hypersurface singularity of dimension 2. The singularity X is called f -selfdual if X is f -dual to X.
If the invertible polynomial f is clear from the context, we shall often say "dual"
instead of "f -dual" for simplicity.
Additional features of the duality
Theorem 14. Let f (x, y, z) be an invertible polynomial. Then, we have
Proof. This can be easily shown by direct calculation based on Table 5 .
Remark 15. The rational number
is called the orbifold Euler number of the stack
Definition. Let f (x, y, z) be an invertible polynomial. The canonical system of weights W f is the system of weights (w 1 , w 2 , w 3 ; d) given in Table 6 .
Note that a canonical system of weights is non-reduced in general.
, p 2 − p 1 + 1; p 3 V (q 2 q 3 − q 3 + 1, q 3 q 1 − q 1 + 1, q 1 q 2 − q 2 + 1; q 1 q 2 q 3 + 1) Table 6 . Canonical system of weights attached to f Definition. Let f (x, y, z) be an invertible polynomial and W f = (w 1 , w 2 , w 3 ; d) the canonical system of weights attached to f . Define
Definition. Let f (x, y, z) be a weighted homogeneous polynomial and W := (w 1 , w 2 , w 3 ; d) be a system of weights attached to f . The integer
is called the Gorenstein parameter of W .
Remark 16. The Gorenstein parameter a W is denoted by −ǫ W in [S2] .
Remark 17. Note that the integer ∆(A G f ) can also be regarded as the Gorenstein parameter of the Z-graded ring
3 ) with respect to the system of weights (α 2 α 3 , α 3 α 1 , α 1 α 2 ; α 1 α 2 α 3 ) attached to the polynomial X
Theorem 18. Let f (x, y, z) be an invertible polynomial. Let W f and W f t be the canonical systems of weights attached to f and f t . Then, we have
Proof. One can easily show this by direct calculation based on Table 6 and Table 7 .
We have the following combinatorial formula to calculate the canonical systems of weights attached to f t :
be an invertible polynomial. Let E i , i = 1, 2, 3 be the 3-dimensional vectors defined by (E i ) j := E ij . Then the canonical Table 7 . Canonical system of weights attached to f t system of weights W f t attached to f t is given by the formula
where we denote by × and · the exterior product and the inner product of 3-dimensional vectors respectively.
Proof. One can easily show this by direct calculation.
For an invertible polynomial f (x, y, z), the ring R f := C[x, y, z]/(f ) is a Z-graded ring with respect to the canonical system of weights (w 1 , w 2 , w 3 ; d) attached to f . Therefore, we can consider the decomposition of R f as a Z-graded C-vector space:
Definition. Let f (x, y, z) be an invertible polynomial. The formal power series
is called the Poincaré series of the Z-graded coordinate ring R f with respect to the canonical system of weights (w 1 , w 2 , w 3 ; d) attached to f .
It is easy to see that for an invertible polynomial f (x, y, z) with canonical system of weights (w 1 , w 2 , w 3 ; d) the Poincaré series p f (t) is given by
and defines a rational function.
In order to simplify some notations, we shall denote the rational function of the
For example, the Poincaré series p f (t) is denoted by w 1 · w 2 · w 3 /d.
Definition. Let f (x, y, z) be an invertible polynomial. Let p f (t) be the Poincaré series of the Z-graded coordinate ring R f with respect to the canonical system of weights attached to f and A G f = (α 1 , α 2 , α 3 ) be the Dolgachev numbers of the pair (f, G f ). The rational Table 8 .
Here, we recall the notion of Saito's * -duality (see [S2] ):
Definition. Let d be a positive integer and φ(t) be a rational function of the form
The Saito dual φ * (t) of φ(t) is the rational function given by
One easily sees that (φ * ) * (t) = φ(t).
The characteristic function φ G f (t) may not be a polynomial in general, however, by Here we use a normalized version of the characteristic polynomial. If τ denotes the Milnor monodromy of the singularity f , then its characteristic polynomial is
Even if f (x, y, z) is an invertible polynomial whose canonical system of weights (w 1 , w 2 , w 3 ; d) is reduced, the canonical system of weights of its transpose f t may not be reduced.
We have the following property of our characteristic functions:
Theorem 21. Let f (x, y, z) be an invertible polynomial. Then we have the Saito duality
In particular, if the canonical system of weights attached to f is reduced, then the poly-
is the characteristic polynomial of an operator τ such that τ c f t is the monodromy of the singularity f t .
Proof. One can easily check the first statement by direct calculations. The characteristic polynomials of the monodromy of f t can be computed using
Varchenko's method [V] . They are listed in Table 9 . In order to prove the second statement, assume that the canonical system of weights attached to f is reduced. If the canonical system of weights attached to f t is also reduced then the second statement There is the following relation between the characteristic polynomial of an operator τ and of the operator τ c :
Using this relation and Table 9 , one can easily show the second statement for the remaining cases.
Remark 22. Theorem 21 is already shown in [T3] for the special case when both the canonical systems of weights for f and f t are reduced.
Type Table 9 . Characteristic polynomial of the monodromy of f t
Examples, Coxeter-Dynkin diagrams
We now show how the weighted homogeneous singularities of Arnold's classification of singularities fit into our scheme.
Definition. Let f (x, y, x) be an invertible polynomial whose canonical system of weights is reduced, α 1 , α 2 , α 3 be the Dolgachev numbers of f , and a W f be the Gorenstein parameter of W f . We define positive integers β i , 0 < β i < α i , by
The numbers (α 1 , β 1 ), (α 2 , β 2 ), (α 3 , β 3 ) are called the orbit invariants of f .
Remark 23. Since the weight system is assumed to be reduced, G f ∼ = C * and we have the usual C * -action. The numbers (α 1 , β 1 ), (α 2 , β 2 ), (α 3 , β 3 ) are just the usual orbit invariants of the C * -action (see [D] ).
We now consider the classification of the singularities defined by invertible polynomials according to the Gorenstein parameter a W f .
The invertible polynomials f (x, y, z) with a W f < 0 define the simple singularities.
These invertible polynomials together with the corresponding Dolgachev and Gabrielov numbers are given in Table 10 . They are all self-dual.
The invertible polynomials f (x, y, z) with a W f = 0 define the simply elliptic singularities. They are exhibited in Table 11 . The corresponding weight systems are not reduced. Again all polynomials are self-dual. Table 10 . Simple singularities
2, 3, 6 E 8 Table 11 . Simply elliptic singularities Now we consider invertible polynomials f (x, y, z) with a W f > 0. In Table 12 we indicate the invertible polynomials for the exceptional unimodal singularities. We obtain Arnold's strange duality. Here the weight systems are all reduced and we have a W f = 1. We obtain a Coxeter-Dynkin diagram for f by adding one new vertex to the graph T (γ 1 , γ 2 , γ 3 ) (see Figure 1 ) and connecting it to the upper central vertex (with index γ 1 + γ 2 + γ 3 − 1) by a solid edge. Therefore our Gabrielov numbers coincide with the numbers defined by Gabrielov in this case. Now we consider the exceptional bimodal singularities (Table 13) . They can all be given by invertible polynomials with a reduced weight system. We see that we also obtain a strange duality involving the exceptional bimodal singularities and some other singularities which are given by invertible polynomials with in general non-reduced weight systems (see Table 14 ). Table 13 . Strange duality of the exceptional bimodal singularities
We list the invariants (α 1 , β 1 ), (α 2 , β 2 ), (α 3 , β 3 ) in Table 14 .
We now indicate Coxeter-Dynkin diagrams for the bimodal exceptional singularities. Coxeter-Dynkin diagrams for these singularities were obtained in [E1] . Let f be an invertible polynomial defining an exceptional bimodal singularity with orbits invariants (α 1 , β 1 ), (α 2 , β 2 ), (α 3 , β 3 ) and Gabrielov numbers γ 1 , γ 2 , γ 3 . We define numbers δ 1 , δ 2 , δ 3 by Table 14 . One can show that there exists a Coxeter-Dynkin diagram which is obtained by an extension of a T (γ 1 , γ 2 , γ 3 )-diagram by a W f vertices in the following way:
• If a W f = 2 then the diagram T (γ 1 , γ 2 , γ 3 ) is extended by • 1 -• 2 where • 1 is connected to the upper central vertex and • 2 to the γ i − δ i − 1-th vertex from the outside of the i-th arm, unless δ i = γ i − 1 (i = 1, 2, 3).
• If a W f = 3 then the diagram T (γ 1 , γ 2 , γ 3 ) is extended by • 1 -• 2 -• 3 where • 1 is connected to the upper central vertex and • 3 to the γ i − δ i − 1-th vertex from the outside of the i-th arm, unless δ i = γ i − 1 (i = 1, 2, 3).
• If a W f = 5 then the diagram T (γ 1 , γ 2 , γ 3 ) is extended by
where • 1 is connected to the upper central vertex and • 3 to the γ i − δ i − 1-th vertex from the outside of the i-th arm, unless δ i = γ i − 1 (i = 1, 2, 3). Name (α i , β i ), i = 1, 2, 3 a W f (γ i , δ i ), i = 1, 2, 3 c f t µ f t Dual
