ture describe the lexical-semantic routes (i.e., pathways A and B-C, respectively). The remaining assembled routine translates print into a phonological code via the application of sublexical spelling-sound correspondences (pathway D in Figure 1) ; the exact nature of these correspondences is a matter of some debate (e.g., see Coltheart & Rastle, 1994 , vs. Treiman, Mullennix, BijeljacBabic, & Richmond-Welty, 1995 Rastle & Coltheart, 1999b) . The output of this process activates the phonemic buffer and then speech. These two routines (addressed and assembled ) operate concurrently, but they do not always finish at the same time, because different factors selectively affect the two routines. For example, word frequency affects the addressed pathways, but not the assembled pathway (e.g., Baluch & Besner, 1991; McCann & Besner, 1987) . In contrast, the number of letters in a word affects the assembled pathway, but not the addressed pathway (Rastle & Coltheart, 1998; Weekes, 1997) .
How does this architecture produce the interaction between regularity and word frequency in the context of the naming task? The first point is that the addressed routine produces the correct pronunciation for regular and exception words but the assembled routine assigns the most typical pronunciation to sublexical spelling-sound correspondences. The assembled routine thus regularizes exception words (e.g., the i in pint is pronounced so as to rhyme with mint). Such regularizations are seen most clearly in patients with an acquired dyslexia, where the workings of the preserved assembled routine are more easily observed because of impairments to the addressed routine (e.g., Patterson et al., 1985) .
The second point is referred to as the speed-ofprocessing assumption. In intact readers, the addressed routine processes high-frequency exception words quickly enough that there is little opportunity for the assembled routine to produce a regularized output in time to produce conflict. However, for low-frequency exception words, the addressed routine is suff iciently slow that output from the assembled routine has sometimes been computed. Two different outputs are now present. For example, the assembled route produced the pronunciation for pint so that it rhymes with mint, lint, and dint, and the addressed routine produced the correct phonological code for pint, which conflicts. It takes time to resolve this conflict-hence, the exception effect. In summary, the ex- ception effect arises because of the nature of the outputs from the different routines and the relative speeds at which these routes operate.
Another qualitative difference between the assembled and the addressed routes is that the former operates serially in a left-to-right manner and the latter processes all the letters in a word in parallel (Coltheart & Rastle, 1994; Rastle & Coltheart, 1998 , 1999b Weekes, 1997) . It follows that the location of the exceptional segment in an exception word should also affect the magnitude of the exception effect. Outputs from the assembled routine are more likely to conflict with the output from the addressed routine when the exceptional segment is in an early position in the word than when it occurs later on, because of the speed-of-processing assumption. This is precisely what has been observed; Coltheart and Rastle (1994; Rastle & Coltheart, 1999b) reported that the magnitude of the exception effect decreased linearly as the location of the exceptional segment moved from left to right in the exception word. Moreover, Rastle and Coltheart (1999b) were able to simulate this effect with the dual-route cascaded (DRC) model, whose architecture is as described below.
THE PRESENT EXPERIMENT
The relative-speed-of-processing logic described above should also apply to the addressed route. The faster the processing in the addressed routine relative to the assembled routine, the smaller the exception effect should be. 2 This again follows because there is less opportunity for output from the assembled routine to be available in time to compete with output from the addressed routine. The present experiment exploited this logic in the following way. Participants read a set of words aloud that varied on both the regularity dimension and word frequency. They then read all the words again in a second block of trials. It is well known that repetition facilitates naming and that, generally, repetition helps low-frequency words more than it does high-frequency words (e.g., Monsell, 1991; Scarborough, Cortese, & Scarborough, 1977) . We assume that this facilitation occurs because repetition speeds up the operation of the addressed routine, relative to the operation of the assembled routine (see, e.g., Rastle & Coltheart 1999a) . Indeed, we are aware of no evidence from speeded naming experiments with adult readers that demand the interpretation that repetition facilitates the sublexical routine (i.e., a nonword repetition effect could arise through lexical activation of word neighbors).
To the extent that repetition affects the availability of a word's lexical and semantic representations, it should increase the retrieval speed of a low-frequency word via the addressed route, relative to the speed of processing via the assembled route. The magnitude of the exception effect should therefore decrease, as compared with the first time the words were read. In essence, repetition makes low-frequency words behave more like high-frequency words in terms of the time taken to retrieve a pronunciation. Like Coltheart and Rastle (1994; see also Rastle & Coltheart, 1999b) , the present experiment manipulated factors associated with the speed-of-processing assumption. This allowed us to test the assumption explicitly, rather than simply applying it as a post hoc explanation for experimental effects (e.g., as an explanation of why high-frequency words tend not to show an exception effect).
In summary, the relative-speed-of-processing logic, as applied here, predicts a three-way interaction between regularity, word frequency, and repetition in which the magnitude of the regularity 3 word frequency interaction will be larger in Block 1 than in Block 2.
Method
Participants . Forty students from the cognition subject pool at the University of Waterloo took part in the experiment. All reported normal or corrected-to-normal vision and were native speakers of English.
Stimuli. The items consisted of the 80 words used by Paap and Noel (1991) . These words are shown in the Appendix. There were 20 words in each of four categories: high frequenc y, regular; high frequenc y, exception; low frequency, regular; and low frequency, exception. Paap and Noel defined target words as regular or exceptions by calculating a consistency score corresponding to the proportion of words with identical endings that rhymed with the target. For example, bury shares an ending, but does not rhyme, with jury and fury. Thus, bury would have a consistency score of 1/3, or .33. The mean consistency score for exception words was .33 and .26 for low-and high-frequency words, respectivel y. The mean consistency score for regular words was 1.00 and .97 for low-and high-frequenc y words, respectivel y. The median frequencies for the high-frequenc y words were 393 and 214 for the exception and regular words, respectively; median frequencies for the low-frequency words were 3.5 and 3.5 for the exception and regular words, respectivel y.
All the stimuli were presented on a CTX color monitor (Model CAC14MG) that was slaved to an IBM-compatible 386DX25 computer running the Micro Experimental Laboratory software. Naming reaction times (RTs, in milliseconds) were obtained via a voiceactivated relay. All the stimuli were presented in lowercase; white characters were presented against a black background. The stimuli were centered horizontally and vertically. Each letter was approximately 4 mm high 3 3 mm wide. The viewing distance was approximately 25 cm.
Procedure. Each trial began with the presentation of a fixation cross in the middle of the screen for 500 msec. The fixation cross was then replaced by the presentation of the target word. The participants were asked to read the word aloud as quickly and as accurately as possible. The presentation of the word ended when the voice-activated relay was triggered .
The experimental words were presented twice during the experiment (repetition manipulation), and the participants were not informed of this manipulation, although they were told that there would be two blocks of trials. Following 10 practice trials, the 80 test words were presented in random order. The 80 test words were then presented again in random order. Each participant saw a different random order within a block.
A trial was coded as spoiled if the voice-activated relay was triggered by a noise other than the participant 's pronunciation of the presented word (e.g., a cough). Otherwise, a trial was coded as correct or as an error, depending on the accuracy of the participant 's pronunciation. The type of pronunciation error made by participants (e.g., regularization) was (unfortunately) not recorded. The participants did not receive any feedback about their performance . The next trial was initiated when the experimenter had finished coding the previous response on the computer.
Results
Spoiled trials and trials on which the participants made an error were discarded from the RT analysis. Spoiled trials amounted to 2.5% of the total trials. Trials on which an error was committed amounted to 4.6% of the total trials.
RTs from the remaining trials were first screened for outliers in each cell for each participant, using a modified recursive procedure that removes observations on the basis of a floating criterion adjusted for sample size (Van Selst & Jolicoeur, 1994) . This resulted in the elimination of 1.8% of all raw RTs. The remaining RTs were used to calculate a mean for each experimental condition. Mean RTs, their associated standard errors, and percentage of errors are presented in Figure 2 .
RT data. A 2 3 2 3 2 analysis of variance (ANOVA) was performed on the data, with word frequency (high vs. low), spelling-sound correspondences (regular vs. exception), and block (first vs. second presentation) as within-subjects factors (F 1 ) and items, following Paap and Noel (1991) , as a between-subjects factor (F 2 ). All the main effects were significant. High-frequency words were named faster than low-frequency words [F 1 (1,39) = Consistent with Paap and Noel's (1991) findings, word frequency and regularity interacted [F 1 (1,39) = 30.08, MS e = 224, p < .001; F 2 (1,76) = 7.09, MS e = 1,421, p < .01]. There was a large difference in RTs between regular and exception words when the words were low in frequency, but little difference when the words were high in frequency. Word frequency and block also interacted [F 1 (1,39) = 10.86, MS e = 177, p < .005; F 2 (1,76) = 18.30, MS e = 255, p < .001]; there was a larger effect of repetition for low-frequency words than for highfrequency words. The two-way interaction between regularity and block was significant [F 1 (1,39) = 56.1, MS e = 198, p < .001; F 2 (1,76) = 9.6, MS e = 255, p < .005]; the regularity effect was larger in Block 1 than in Block 2. Finally, there was a significant three-way interaction between word frequency, regularity, and block [F 1 (1,39) = 5.77, MS e = 223, p < .05; F 2 (1,76) = 5.39, MS e = 255, p < .05], in which the two-way interaction between regularity and frequency in Block 1 was reduced in Block 2.
Error data. The error data can be seen in Figure 2 . In the absence of any evidence that the pattern of errors undermined the results of the RT analysis in any way (i.e., no obvious speed -error tradeoff ), no formal analysis of the error data was conducted.
Discussion
The results of this experiment replicate two previous observations. First, the standard two-way interaction is observed, in which the exception effect is larger for lowfrequency words than for higher frequency words (e.g., Paap & Noel, 1991; Seidenberg, 1985; Waters & Seidenberg, 1985) . Second, repetition speeds naming time (e.g., Monsell, 1991; Rastle & Coltheart, 1999a; Scarborough et al., 1977) . For present purposes, however, the most important point is that the predicted three-way interaction between word frequency, regularity, and repetition was significant. This consisted of a smaller twoway interaction between word frequency and regularity in Block 2, as compared with Block 1. These f indings are consistent with a speed-of-processing account in which repetition speeds up the operation of the addressed routine, relative to the operation of the assembled routine. The consequence is that the assembled routine has less opportunity to provide an output that conflicts with the output of the addressed routine, and hence a reduced exception effect for low-frequency words is observed.
Three other points relevant to our results and interpretation merit discussion. The first point concerns the possible influence of episodic memory on naming. In the present work, we have assumed that episodic traces associated with the first presentation of a word play little or no role in subsequent naming. This assumption is consistent with Monsell (1991; see also Monsell & Hirsh, 1998) , who suggested that episodic memory plays a minimal role in repetition priming and then "only in the case of a task dependent on a familiarity criterion, such as lexical decision" (p. 187). In addition, Monsell points out that although a few studies have found an influence of episodic memory on repetition priming, the great majority have found robust repetition priming in the absence of episodic memory. This implies that even when present, episodic memory does not exert a large influence on performance.
A second point concerns the potential influence of age of acquisition. Morrison and Ellis (1995) claimed that word frequency has no effect in naming but that age of acquisition (which is highly correlated with word frequency) does. More recent evidence provided by Gerhand and Barry (1998) suggests that Morrison and Ellis's failure to observe a word frequency effect in naming is a Type 2 error. However, given that both sets of investigators observed an age-of-acquisition effect in naming, does the "word frequency" effect observed here reflect age of acquisition, word frequency, or both factors? The present experiment was not designed to determine which of these two factors is responsible for the effect reported here, but it should be noted that the age-of-acquisition account makes no provisions for any effect of exposure to a word after it has been learned. Logically, then, the interaction of word frequency and repetition reported here does not reflect an age-of-acquisition effect (although age of acquisition might account for some of the main effect of word frequency).
Another issue concerns the broader question of what RT experiments can actually tell us about underlying mental processes. It might be argued that experiments such as the present one tell us little about such processes, because the effect of a manipulated factor is always expected to be largest in the slowest condition. The counterargument is that, on this account, it should not be possible to find additive effects of two or more factors on RT, yet there are a large number of experiments in which two main effects are substantial but there is no evidence of a two-way interaction (Sternberg, 1998) . A second-order argument is to grant the counterargument, but suppose that repetition is a special case of a factor that interacts with all other factors. This argument is also problematic, given that Scarborough et al. (1977) reported that repetition and bias (proportion of words to nonwords) have additive effects on RT in the context of a lexical decision experiment that also produced an interaction between repetition and word frequency. Rastle and Coltheart (1999a) reported a series of repetition experiments in the context of a naming task. For present purposes, the most interesting aspect of that work is that their implemented DRC model could simulate the priming effect from previously presented, phonologically identical items (pseudohomophones) on the naming of word targets. This was accomplished by instituting a decay parameter in the model that allowed residual activation from previous items (i.e., primes) to influence activation patterns created by new items (i.e., targets; see Rastle & Coltheart, 1999a , for details and for simulation examples). An obvious question is whether DRC can simulate the three-way interaction reported here. A simulation with the stimuli used here was therefore conducted. Each word was presented to the model and then presented to the model again following an interstimulus interval of 40 cycles, during which no intervening items were presented. It should be noted that no attempt was made here to evaluate the time course of the effect of repetition in the model; that is left to future work. Furthermore, the simulation differed from the present experiment in that there are no intervening items between repetitions. This issue will also need to be addressed in future work. The purpose of the present simulation was simply to inquire whether, using the same decay parameter as that reported in Rastle and Coltheart (1999a) , DRC could produce the pattern observed in the human data.
SIMULATION
The simulation was successful in that it reproduced the three-way interaction observed in the human data.
More specif ically, the regularity effect was larger for low-frequency words than for high-frequency words, repetition facilitated low-frequency words more than it did high-frequency words, and repetition reduced the size of the regularity 3 frequency interaction. These data can be seen in the bottom panel of Figure 1 . More formally, the three-way interaction between word frequency, regularity, and repetition was signif icant [F(1,65) = 14.615, MS e = 0.576, p < .001].
ALTERNATIVE ACCOUNTS
There are, of course, other implemented frameworks that have been advanced to account for naming performance and, more specifically, the regularity 3 frequency interaction (e.g., Plaut et al., 1996; Zorzi, Houghton, & Butterworth, 1998) . Both of these accounts are dualroute. In the former case, there is an implemented orthography-phonology pathway and an orthographysemantics-phonology pathway that has not been implemented. In the latter case, there are two nonsemantic routes (a sublexical route and a lexical route). However, although dual-route, both of these models differ from DRC in the sense that they involve distributed representations at some level, rather than purely localist ones throughout.
The difficulty with both the Plaut et al. (1996) and the Zorzi et al. (1998) models in the present context 3 is that, currently, there is nothing implemented that produces a repetition effect. As it stands, the training period of the models ends when errors reach a criterion level. Additional exposure to words has no effect on naming performance. It is not sufficient to simply allow these models to continue to learn with each additional word presentation, because learning depends on explicit feedback from a "teacher" (back-propagation)-a situation that does not occur in the present experiment. In addition, the present results suggest the further constraint that any influence of repetition must selectively affect the efficiency of lexical-semantic pathways while leaving translation from orthography to phonology unaffected (or at least, affect the lexical-semantic pathways more than the sublexical one, in the Zorzi et al. model, and more than the orthography-phonology pathway, in the Plaut et al. model) . Given these considerations, it may be that these models need additional mechanisms to produce repetition effects. For example, a set of fast weights that decay over time could be added to the lexical-semantic pathway. Details aside, it seems hard to imagine that such a change would not produce a main effect of repetition. The critical question, of course, is whether these models would produce the three-way interaction reported here. It seems impossible to answer this question without a simulation.
There are, of course, yet other accounts of the role of orthography and phonology in visual word recognition (e.g., Berent & Perfetti, 1995 , Frost, 1998 , and Van Orden et al., 1990 , among others). The difficulty is that (1) they are not implemented in any form of simulation and (2) they are so underspecified that it is difficult to determine whether they would predict the three-way interaction observed here (or produce such an interaction if implemented versions of these accounts existed). That said, we want to be quite clear: It is not being claimed that other frameworks cannot simulate the three-way interaction observed here; rather, we await such a demonstration.
CONCLUSION
The present results are consistent with a localist dualroute account of visual word recognition (e.g., Besner, 1999; Coltheart et al., 1993; Paap & Noel, 1991; Rastle & Coltheart, 1999a , 1999b , as well as with an implemented version of such a dual-route model with localist representations (Coltheart et al., 2001; Rastle & Coltheart, 1998 , 1999a , 1999b . It remains to be seen whether these results can be simulated by a different class of connectionist models, such as those advanced by Plaut et al. (1996) and Zorzi et al. (1998) .
More generally, given the framework advocated here, the reduction in the magnitude of the regularity effect across blocks is consistent with the conclusion that, for skilled readers, continued experience with known words serves to increase the extent to which orthographic wholeword knowledge dominates the process of generating a pronunciation.
