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Ym+1 ニューラルネットの隠れ層パラメータ (a; b) P Rm Rまたは
(u; ; ) P Sm1  R+  Rの空間
z 複素数 zの複素共役rf 関数 f の反転（reflection） rf(x) := f(x)
f  g 関数 f; gの畳み込み
f À g 関数 f; gに対し，ある正定数 C ¥ 0が存在して f ¤ Cgが成
り立つ
Btf 関数 f(x; t)の時間微分 Bf(x; t)/Bt
rf 関数 f(x; t)の勾配 Bf(x; t)/Bx
4f 関数 f の Laplacian




















p次可積分関数 Lp 可積分関数（1/p+1/q = 1） Lq
局所可積分関数 L1loc –
滑らかな関数 E 台がコンパクトな超関数 E 1






Lizorkin関数 S0 Lizorkin超関数 S 10
確率測度 P –
表 2: クラスの包含関係
（関数） D(Rm)  S(Rm)  OM(Rm)  E(Rm)
X X X X
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図 2.1: 本研究の対象となる浅いニューラルネット（左）と深層ニューラ




ルネットは，Boltzmann Machine（BM）や Restricted Boltzmann Machine
（RBM），およびそれらを深層化した Deep Belief Network（DBN）やDeep
Boltzmann Machine（DBM）が代表的である。階層型ニューラルネットは，
















深層学習の発展は著しい。既に多くの解説 (Goodfellow et al., 2016;
LeCun et al., 2015; Schmidhuber, 2015; 麻生英樹 et al., 2015; 得居誠也





















（representation learning）とも呼ばれる。Restricted Boltzmann Machine
（RBM）やオートエンコーダー（autoencoder）, k-meansや ICAなどの
教師なし特徴学習が盛んに研究された (Lee et al., 2008; Larochelle et al.,
2007; Lee, 2010; Erhan et al., 2010; Le et al., 2011; Coates and Ng, 2011;
Coates et al., 2011; Bengio and Delalleau, 2011; Coates, 2012; Bengio
et al., 2013a)。1; 000台のPCクラスタを三日間稼働させたことでも話題
になった “Google cat” (Le et al., 2012)などは，教師なし特徴学習の象徴
例である。深層学習で標準的に用いられるReLU (Nair and Hinton, 2010;
Glorot et al., 2011) やDropOut (Srivastava et al., 2014) はこの時代に登
場した。
次に，Krizhevsky et al. (2012)やHinton et al. (2012)に始まる畳み込み





収めた。特に，Krizhevsky et al. (2012)が登場した大画像一般物体認識コ
ンペ（ImageNet Large Scale Visual Recognition Competition; ILSVRC,
Russakovsky et al. (2015)）では，翌年からも毎年圧倒的な記録更新が
続き，ついに人間と同等な認識精度を達成することとなった (Sermanet
et al., 2014; Girshick et al., 2014; Szegedy et al., 2015; Simonyan and






た。Google や Facebook, Microsoft, Baidu などの巨大企業に深層学習の
研究者が集中し，大量のGPUを一週間稼働させるといった力量作戦が当




et al., 2011)やRMSprop (Tieleman and Hinton, 2012), ADAM (Kingma







なり (Mnih et al., 2015; LeCun et al., 2015; Silver et al., 2016)，悪夢のよ
うな絵を生成する Inceptionism (Mordvintsev et al., 2015) や，人類最強
の棋士イ・セドル氏に勝利した AlphaGo (Silver et al., 2016) のように，
見た目に分かりやすいアウトプットが続いたことが背景にあると考えら
れる。基礎研究では，Bayes法や統計物理学の背景をもつ研究者が参入し
て，生成モデルによる表現学習 (Bengio et al., 2014; Alain et al., 2016;
Kingma and Welling, 2014; Goodfellow et al., 2014; Sohl-Dickstein et al.,
2011, 2015) が再び脚光を浴びるようになった。そして，生成モデルやリ
カレントニューラルネットを用いたデータ生成 (Boulanger-Lewandowski
et al., 2012; Graves, 2013; Goodfellow et al., 2014; Gatys et al., 2015;
Gregor et al., 2015; Radford et al., 2016; van den Oord et al., 2016)や，
ゲームで人間に勝つことを目指す強化学習 (Mnih et al., 2013, 2015)，機
械翻訳（Neural Machine Translation; NMT）などに応用される attention
(Mnih et al., 2014; Sutskever et al., 2014; Cho et al., 2014; Bahdanau
et al., 2015)などが，深層学習の新たな挑戦的タスクとして登場した。バ






ムの頃からあった (Rumelhart et al., 1987; Hinton, 1989; White, 1990;













ImageNetデータセットは 224  224に縮小された 1; 000クラスのカラー







いう説明がある。Dauphin et al. (2014)は，次元が高い場合には，大多数
の危点は鞍点であることを示し，うまく解けないのはNewton法の使い方
に問題がある可能性を指摘した。また，ニューラルネットの学習問題は学
習時間がNP困難なので，うまく解けない (Blum and Rivest, 1992)とい









ルネットを構成してみせた人もあるほどである (Ba and Caruana, 2014)。
20 第 2章 本研究の位置づけ
しかし，浅いニューラルネットに拘る研究者は，今や少数派である。
なぜ深層構造が良いのかについての研究は，表現能力の効率性を数学的
な命題として示すものが多い (Håstad, 1986; Delalleau and Bengio, 2011;






効率が良く，パラメータ空間の次元も節約できる (Bengio et al., 2006a;
Montufar et al., 2014)。単に表現能力ではなく，学習能力を評価した研
究も多い。例えば Arora et al. (2014)はサンプル複雑性，Giryes et al.






















て解析する。Cho and Saul (2009)やMontavon et al. (2011), Jawanpuria
(2015)などは，深層ニューラルネットの特徴量写像から得られた中間表
現に主成分分析をかけることで，カーネル主成分分析としての性能を評
価した。Yosinski et al. (2014)は中間層特徴量がどの程度，転移学習に利
用できるかを調べることで，層が深まるに連れてドメイン特異性が高く








を果たしていると考えるのはもっともなことである。Saxe et al. (2011)や
Cambria et al. (2013)は，パラメータがランダムであっても判別に有利な
特徴量が得られることを実験的に報告をしている。Giryes et al. (2015b)
は，圧縮センシングのアナロジーにより，パラメータが正規乱数であっ
ても，活性化関数が ReLUであれば，似ている入力と異なる入力とを分







を解析的に計算して深層カーネルを構成する方法 (Cho and Saul, 2009)
や，パラメータがランダムな場合の解析 (Saxe et al., 2011; Duvenaud
et al., 2014; Giryes et al., 2015b) ，ニューラルネットをMarkov連鎖や力
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のが標準的である (Nair and Hinton, 2010; Glorot et al., 2011; Goodfellow
et al., 2013; Dahl et al., 2013; Maas et al., 2013)。従来用いられてきたシ
グモイド関数やRBFと比較して，ReLUは学習を加速し，学習結果をス
パースにする効果があることが経験的に知られている (Glorot et al., 2011;
Jarrett et al., 2009; Krizhevsky et al., 2012; Zeiler et al., 2013; Maas et al.,
2013)。シグモイド関数 を用いる場合，入力信号 xの値が閾値 bから乖
離していると，出力 (x  b)の入力 xに対する感度は鈍化する。そのた
め，学習時の誤差信号は層が深まるに連れて消滅（vanishing gradient）し
やすい。一方ReLU (  )+を用いる場合は，出力 (x b)+の入力に対する
感度は一定である。従って，学習時の誤差信号も減衰することなく伝わ
り，学習が素早く進むようになるためである (Glorot et al., 2011)。
2.1.5 デノイジング・オートエンコーダー
Vincent et al. (2008)は古典的なオートエンコーダー (Bourlard and
Kamp, 1988; Baldi and Hornik, 1989) の修正版としてデノイジング・
オートエンコーダー（denoising autoencoder; DAE）を導入した。古典的
なオートエンコーダーは恒等写像 x ÞÑ xだが，DAEはわざとノイズを加




多様体学習説 (Rifai et al., 2011; Rifai and Dauphin, 2011; Alain and
Bengio, 2014)，次に，データの生成モデルを学習しているとする生成モ
デル説 (Vincent et al., 2010; Bengio et al., 2013b, 2014), 入力データの情
報損失が最小となるようなデータ表現を学習しているとする infomax 説
(Vincent et al., 2010)や, スパースな表現を獲得しているとするスパース
説 (Arpit et al., 2016), 局所解を避けるような初期値になっているという
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学習ダイナミクスについての報告 (Erhan et al., 2010), そして特定のエネ
ルギー関数によるスコアマッチングがDAEの手続きと等価であるという













るスタイルへとシフトしていった (Larochelle and Murray, 2011; Bengio
et al., 2013b, 2014)。
生成モデルは，当初オートエンコーダーより優勢であったRBMやDBN,
DBMとの類似性が高いこともあり，ベイズ計算を得意とする研究者が多
く参入してきた。Kingma and Welling (2014)の変分オートエンコーダー
（variational AE; VAE）や，Sohl-Dickstein et al. (2011, 2015)の最小確率
流（minimum probability flow），Goodfellow et al. (2014)の敵対的ネッ
トワーク（generative adversarial network; GAN）など，洗練されたアル
ゴリズムが矢継ぎ早に発表された。GANはゲーム理論に基づく方法であ
り，actor-criticとの関係も指摘されている。さらに，生成モデルの特徴
を活かして，半教師付き学習 (Kingma et al., 2014; Rasmus et al., 2015)





重要と思われる結果をいくつか列挙しておく。Lee et al. (2008)は，画像
データに対してスパース制約付きRBMによる特徴抽出を行うと，二層目
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に視覚系のV2野と同様の特徴量が抽出されることを発見した。Wibisono
et al. (2010); Mroueh et al. (2015); Anselmi et al. (2015)は，特徴量写
像に不変性を要求すると畳み込み構造が現れることを示した。Saxe et al.
(2011)は，畳み込み構造があればネットワークの重みはランダムでも機能
することを指摘した。Bruna and Mallat (2013)は畳み込みネットワーク
を散乱変換（scattering transform）という変換としてモデル化し，プーリ
ングが不変性の獲得に必要であることを指摘した。散乱変換はWiatowski
et al. (2016)が一般化する方向を検討している。Szegedy et al. (2015)や









ラルネットを積分変換の離散化とみなす例は，Irie and Miyake (1988)に












Nielsen (1987)である。Hecht-Nielsen は Kolmogorov-Arnold の表現定
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はリッジレット変換と非常に近いが，Carroll and Dickinson の証明は手
続き的であり，リッジレット解析ほどの解釈性はない。
活性化関数が有界でない場合の万能性は，まずMhaskar and Micchelli
(1992)がB-splineを使って示した。続く Leshno et al. (1993)の証明は近
似単位元を使っており，簡潔なだけでなく実解析的な示唆に富んでいる。
詳細は Pinkus (1999) を見よ。
表 2.1: g(x) :=
°J
j=1 cj(aj  x bj)による f(x)の近似可能性
f  位相 証明方針
Irie and Miyake 1988 L1 L1 各点 Fourier反転公式
Cybenko 1989 C シグモイド 広義一様 Hahn-Banach
Hornik+ 1989 C シグモイド 広義一様 Stone-Weierstrass





D tanh L2 Radon反転公式
Mhaskar and Micchelli
1992
Lp S 10 Lp B-spline








導いた。これは，先行するMaurey (Pisier, 1981) と Jones (1992) の名前






















化する場合の誤差を評価した。Kůrková and Sanguineti (2001); Kůrková
(2012)はMBJ評価の精密化として変動ノルムによる評価を導いた。詳細








Poggio and Girosi (1990); Girosi et al. (1995)はリッジ正則化付きバッ
クプロパゲーションの停留点がGreen関数を用いて書けることを利用し
て，正則化ネットワークを開発し，汎化誤差を評価した。Bartlett (1998);
Niyogi and Girosi (1999)はニューラルネットのサンプル複雑性を計算
した。Bartlett and Mendelson (2002)や Bousquet and Elisseeﬀ (2002)
はニューラルネットの複雑性を計算するために Rademacher 複雑性や
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stability を開発した。Cesa-Bianchi et al. (2004)は SGDのサンプル複雑
性を評価した。最近では Bach (2014)が凸型ニューラルネット (Bengio
et al., 2006b)のRademacher複雑性を評価している。
2.2.3 リッジレット解析
Murata (1996)や Candès (1999, 1998), Rubin (1998)は，ほぼ同時に




像度幾何解析（Geometric Multiscale Analysis; GMA）という名称で組織
的に研究を発展させた (Donoho, 2002)。Rubinは主に実解析的な側面に
着目しており，Calderón再生公式の一般化として発展させた。





X (Rm) 3 f(x) (a; b) 2 Y(Rm+1)





Murata (1996)による積分変換 Tは Z;W  L1 X L2の場合に相当す
る。ただし，この他に許容条件を含めた複数の付帯条件が課されている。
Candès (1999, 1998)はZ = W  S（急減少関数）の場合にリッジレッ
ト解析を展開した。Candèsの流儀では，リッジレット関数と双対リッジ
レット関数には同一の関数を用いる。Rubin (1998)は Z;W が Borel測
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度の場合にリッジレット変換だけでなく Radon変換や k-plane変換まで
包括するCalderón再生公式を示した。Kostadinova et al. (2014, 2015)は
リッジレット変換の定義域が Lizorkin超関数 X = S 10にまで拡張できる
ことを示した。これは今日知られている時点で最大の定義域だが，リッ
ジレット関数のクラスを Lizorkin関数W = Z = S0  Sに制限するとい
う犠牲の上に実現されている。Sonoda and Murata (2015)では，Z  S
にとることでW  S 1（緩増加超関数）まで拡張できることを示した。
表 2.2: リッジレット解析が展開できるクラス
X Y Z W
Murata 1996 L1 X Lp (p P [1;8]) - L1 X L2 L1 X L2
Candès 1998 L1; L2 - S S
Rubin 1998 L2 - Borel測度 Borel測度
Kostadinova+ 2014 S 10 - S0 S0
Sonoda & Murata 2015 L1; L2 S 1 S S 1
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実解析や関数解析については (猪狩惺, 1996; 柴田良弘, 2006; Rudin,
1991; Brezis, 2011; Yosida, 1995), 超関数については (垣田高夫, 1999;
Schwartz, 1966; Trèves, 1967), Lizorkin超関数や Besov空間については
(Yuan et al., 2010; Holschneider, 1995; 澤野嘉宏, 2011)を参考にした。
Fourier解析については (Grafakos, 2008), Radon変換については (Helga-
son, 2011; Natterer, 2008; Quinto, 2006; Kuchment, 2014), ウェーブレッ
ト変換については (Daubechies, 1992; Mallat, 2009; Holschneider, 1995)
を参考にした。拡散方程式や発展方程式については (伊藤清三, 1979;小川
卓克, 2013),最適輸送理論とWasserstein幾何学については (Villani, 2009;







Sm1 = tx P Rm | |x|2 = 1u;
にRmの誘導位相を入れたものとする。Lebesgue測度から誘導された表
面測度を dとする。特に断りのない限り，球面測度 duといえば一様確
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; a ¡ 0:
半直線の測度については 付録 A.1 を参照せよ。




の記号法は (猪狩惺, 1996) および (Schwartz, 1966) に従う。
以下の包含関係は Schwartz (1966)による。
（関数） D(Rm)  S(Rm)  OM(Rm)  E(Rm)
X X X X








入っている。すなわち，E(Rm)の点列 ujが E の位相で uに収束する
uj Ñ u in E
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とは，任意のコンパクト集合Kと任意の多重指数  P Nm0 に対して，












D(Rm)における収束（uj Ñ u in D）とは，任意の多重指数  P Nm0 に対
して，
Buj Ñ Bu uniformly
となることをいう。




|xBu(x)|; ;  P Nm0
とおく。滑らかな関数 uが急減少関数であるとは，任意の多重指数;  P
Nm0 に対してセミノルム ;(u)が有界となることをいう
S(Rm) := tu P C8(Rm) | @;  P Nm0 : ;(u)   8u:
S(Rm)にはセミノルムによる位相を入れる。すなわち，uj Ñ u in S と
は，任意の多重指数 ;  P Nm0 に対して，
;(uj  u)Ñ 0;
となることをいう。
緩増加関数の空間をOM(Rm)と書く。滑らかな関数 u P E(Rm)が緩増
加関数であるとは，任意の急減少関数 f P S(Rm)との積 fuが再び急減少
関数になることをいう
OM(Rm) := tu P E(Rm) | @ P S(Rm) : u P S(Rm)u:
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OM(Rm)には Eの位相を誘導する。ある関数が緩増加関数であるかどう
かを調べるには，定義に従うよりも，以下の同値な条件を調べるほうが
簡単である (Schwartz, 1966; Grafakos, 2008)。すなわち，u P E(Rm)が
緩増加関数であることは，任意の多重指数 P Nm0 に対して，ある多項式
p P P(Rm)があって，|Bu| ¤ pが成り立つことと同値である
OM(Rm) = tu P E(Rm) | @ P Nm0 Dp P P(Rm) : |Bu| ¤ pu:
言い換えれば，任意の導関数 |Bu(x)|の無限遠 |x| Ñ 8 における増大速














間（topological dual space）A1(Rm)とは，A(Rm)の有界線形汎関数 f :
A(Rm)Ñ Cの全体である






上の線形汎関数 T が超関数であること（T P D1(Rm)）を示すには，以下
の同値な条件 (猪狩惺, 1996, 定理 7.1) を調べる方が容易である








とする1。また，超関数 T P D1(Rm)は，コンパクト集合K上では可積分
関数の導関数として表されることが知られている（Schwartz超関数の構
造定理 (猪狩惺, 1996, 定理 7.3)）
Df P L2(K);  P Nm0 s.t. xT; uy =
»
K
f(x)Bu(x)dx; u P C8(K):
緩増加超関数の空間S 1(Rm)は，S(Rm)の位相的双対空間に汎弱位相を
入れた空間である。S(Rm)上の線型汎関数 T が緩増加超関数であること
（T P S 1(Rm)）の必要十分条件 (猪狩惺, 1996, 定理 7.7) は，以下で与え
られる
Dn ¥ 0 s.t. |xT; uy| À
¸
||;||¤n
　;(u); u P S(Rm):
台がコンパクトな超関数の空間 E 1(Rm)は，E(Rm)の位相的双対空間に
汎弱位相を入れた空間である。
急減少超関数の空間をO1C(Rm)と書く。緩増加超関数 u P S 1(Rm)が急
減少超関数であるとは，任意の関数 f P D(Rm)との畳み込み f uが急減
少関数になることをいう
O1C(Rm) := tu P S 1(Rm) | @ P D(Rm) : u   P S(Rm)u:
T P D1(Rm)が急減少超関数であること（T P O1C(Rm)）は，以下の各条件
とそれぞれ同値である (Schwartz, 1966, Ch. 7 Th. 9)
(i) @k P N0 : (1 + |x|2)k/2T is bounded
(ii) @u P D(Rm) : T  u P S(Rm):
Lizorkin超関数の空間S 10(Rm)は，S0(Rm)の位相的双対空間に汎弱位相
を入れた空間である。Lizorkin超関数の空間 S 10(Rm)は，緩増加超関数の
空間S 1(Rm)を多項式関数で割った商空間と位相同型である (Yuan et al.,
2010, Prop. 8.1)
S 10(Rm)  S 1(Rm)/P(Rm):
1関数 f; gに対して f À gとは，ある正定数Cが存在して f ¤ Cgとなることをいう。
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3.3 一般の空間上の関数と超関数
一般の空間上の関数と超関数のクラスについて整理する。各論に入る
前に，位相ベクトル空間 （topological vector space）の一般論 (Trèves,














|Bu(x)|;  P Nm0 :
また，Aが Banach空間であれば，A1には作用素ノルム}T } := sup}u}¤1 |T (u)|
で強位相を入れる。Freché空間の場合には，有界集合Bからノルムを定義
する。特に局所凸分離位相ベクトル空間の場合には，弱位相(A;A1)によ
る弱有界集合（任意の T P A1が集合B上で有界）と同値である（Mackey
の定理）。
直積空間上のクラスに対しては，核型定理が基本的である (Trèves, 1967;
Hertle, 1983)。例えばX;Y = Rm;Sm1;Sm1Rのとき，A = S; E ; E 1;O1C;S 1;D1
に対して以下が成り立つ






球面 Sm1 上の場合，Euclid空間上で定義した関数クラスはD(Sm1) 
D(Rm)と E 1(Sm1)  E 1(Rm)のいずれかに縮退する
D(Sm1) = S(Sm1) = OM(Sm1) = E(Sm1);






4`/2u (u); ` P N0:
3.3.2 半空間上の関数と超関数
まず，E(H)  E(R2) と D(H)  D(R2) とする。T P E(H)に対し，
Dk;`s;tT (; ) := ( + 1/)
s (1 + 2)t/2BkB`T (; ); s; t; k; ` P N0:
とおく。








半空間上の緩増加関数 OM(H)は，T P E(H)であって，任意の k; ` P N0
に対して s; t P N0 が存在してDk;`0;0T (; ) À ( + 1/)s(1 + 2)t/2;
となるものの全体である。すなわち，急減少関数を急減少関数にうつす
乗法作用素である。この定義と，次の同値条件は園田が独自に与えた。
定理 3.3.1. U P C8(H) がOM(H)であることは，任意の k; ` P N0に対
して，ある s; t ¡ 0があって，以下が成り立つことと同値
|BkB`U(; )| À ( + 1/)s(1 + 2)t/2:
Proof. T P S(H)を任意にとる。U P C8(H)に対し，











なので，各 U (k;`) := BkB`U が適当な ( + 1/)s(1 + 2)tで押さえられ
れば，sup |TKk;L`Uk;`| À sup |TKk;L`( + 1/)s(1 + 2)t|   8が言
える。
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半空間上の Schwartz超関数 D1(H) は，D(H) 上の有界線形汎関数で
あって，任意のコンパクト集合 K  H に対して適当な N P N0 をとって
»
K







|Dk;`0;0T (; )|; @T P D(K);
とできるものの全体である。ただし積分は  の作用の意味でとる。











Dk;`s;tT (; ); @T P S(H):
が成り立つものの全体である。
3.3.3 直積空間上の関数と超関数
Sm1R上の急減少関数は，(Helgason, 2011; Kostadinova et al., 2014)
などに見られる
S(Sm1  R) := t P C8(Sm1  R) | @k;`p;q()   8u;
ただし
k;`s () := sup
u;p
(1 + p2)s/2
Bkp4`/2u (u; p); s; k; ` P N0:
Ym+1上の急減少関数は，(Holschneider, 1995; Kostadinova et al., 2014)
などに見られる
S(Ym+1) := tT P C8(Ym+1) | @j;k;`p;q (T )   8u;
ただし








BjBk4`/2u T (u; ; ); p; q; j; k; ` P N0:
以下の核型定理 (Kostadinova et al., 2014; Trèves, 1967) が成り立つ。
S(Ym+1) = D(Sm1)pbS(H);
S(Sm1  R) = D(Sm1)pbS(R);
S0(Sm1  R) = D(Sm1)pbS0(R);




      ;
また，結合的ですらない
  (  )  (   )  :
Schwartz (1966, Ch.6 Th.7, Ch.7 Th.7) によれば，D1  E 1  E 1     や






通称 A1 A2 A1 A2
正則化 D D1; E 1 E ;D
コンパクト台をもつ超関数 E 1 E 1; E ;D1 E 1; E ;D1
正則化 S S;S 1 S;OM
Schwartz convolutor O1C S;O1C;S 1 S;O1C;S 1
3.5 Fourier解析









f()eixd; x P Rm:
Fourier変換は定義域に応じて存在の意味が異なり，反転公式の収束の
意味も異なる。表 3.2にFourier変換の一覧を示す。ただし UC0 とは，一
様連続かつ無限遠で減衰する関数（lim|x|Ñ8 f(x) = 0）である。






可積分性から pf の連続性が言える。f P L1(Rm)に対し，以下が成り立つ
（Riemann-Lebesgueの補題）
} pf}8 ¤ }f}1:
また，f; g P L1 X L2(Rm)に対し，以下が成り立つ»
f(x)g(x)dx =
» pf()pg()d Plancherel’s theorem»
|f(x)|2dx =
»
| pf()|2d Parseval’s theorem:
急減少関数の Fourier変換は，急減少関数が可積分であることを用い
て，L1関数に対するFourier変換をS(Rm)に制限して定義する。まず，急




対作用素として定義する。まず，任意の緩増加超関数 u P S 1(Rm)に対し
て，ある緩増加超関数 pu P S 1(Rm)で，任意の急減少関数 f P S(Rm)に対
して pu(f) = u( pf)となるものが一意に存在する。緩増加超関数の Fourier




Grafakos (2008, 2.2.4)）によって定義する。まず，任意の f P L2(Rm)と，
f にL2収束する任意の点列 fj P L1 X L2(Rm)に対して，点列 pfjのL2極
限 pf は点列の取り方に依らず一意に存在する。L2関数の Fourier変換と
は，f P L2(Rm)に前述の極限 pf を対応付ける作用素 L2(Rm) Ñ L2(Rm)
である。この作用素もまた，有界かつ全単射であることが知られている。
緩増加関数OM(Rm)，急減少超関数O1C(Rm)，多項式関数P(Rm)，台が
コンパクトな超関数 E 1(Rm)の Fourier変換はいずれも，緩増加超関数の
Fourier変換を制限して定義する。特に，OM(Rm)Ñ O1C(Rm)は全単射で
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ある。また，原点に台をもつ超関数を E 1(t0u)として，P(Rm)Ñ E 1(t0u)
は全単射である (Rudin, 1991, Ex.7.16)。
表 3.2: Rm上の関数に対する Fourier変換
定義域 定義 値域 反転公式の収束
L1 絶対可積分 L8 X UC0 f の連続点で各点収束
S L1の制限 S 各点収束
S 1 双対作用素 S 1 S 1の位相
L2 L1 X L2から有界拡張 L2 L2収束
OM S 1の制限 O1C S 1の位相
P S 1の制限 E 1(t0u) S 1の位相
3.6 Hilbert変換







s tdt; s P R
ここで pv はCauchyの主値積分を表す。以下が成り立つ。
xHf(!) = sgn !  pf(!); ! P R
H2f(s) = f(s); s P R:
3.7 Radon変換
3.7.1 定義









(u; u  x)du; x P Rm
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ここで (Ru)K := ty P Rm | y  u = 0uは方向ベクトル uが張る線形部分空
間 Ru  Rmの直交補空間，dyは (Ru)K上の Lebesgue測度，そして du
は Sm1上の球面測度を表す。
3.7.2 逆投影フィルタ




Bmp (u; p); m even
HpBmp (u; p); m odd:
ここでHpと Bpはそれぞれ，pに関する Hilbert変換と偏微分である。p
に関する Fourier変換（pÑ !）を用いて，以下の関係式が成り立つ







f(x)dx; a:e: u P Sm1:
微分に纏わる公式






Rf(u; p)eip!dp; (u; !) P Sm1  R
ただし左辺はm次元 Fourier変換（xÑ  = !u）であり，右辺は pに関
する 1次元 Fourier変換（pÑ !）である。
2m は (Helgason, 2011)にも登場する古典的な作用素だが，定まった名前がない。




















f(x)dm(x);  P Pm;
ただしmは 上の Lebesgue測度である。





ここで は xを中心とする回転によって不変な位相群 t|x P uの Haar
確率測度である。
3.8 ウェーブレット変換
関数 f P L2(R)のウェーブレット関数  P L2(R)による連続ウェーブ
レット変換を以下で定義する










dx; (a; b) P R+  R:


























 P L1(R)のとき， p は連続関数である。従って，許容条件は p (0) =³
R  (z)dz = 0となることを要請している。逆に，
³
R  (z)dz = 0かつ，ある























関数 f : Rm Ñ Cの近似とは，収束列






f P O1C(Rm)3に対して以下が成り立つ (Schwartz, 1966, Ch.7)




の f P L1(Rm)に対して ef = fが成り立つが，このとき (ze  f =)pe pf = pf
より pe = 1 R L1(Rm)なので，L1(Rm)上のFourier変換の単射性によりそ














とおく。このとき f P Lp(1 ¤ p   8)に対して以下が成り立つ (猪狩惺,
1996, Th.6.13)
lim





tÑ0 kt = :




44 第 3章 数学的準備
3.9.3 積分変換の反転公式
関数空間V;Wとし，積分変換T : V Ñ Wと，その逆変換T1 : W Ñ V
を以下で定義する
T [f ]() :=
»
Rm






F ()(x; )d; F P W; x P Rm
ただし
は変換後のパラメータ の空間を表すものとし，積分核 ; は
諸々の積分が収束するようにとれているものとする6。このとき反転公式
















とおいた。このようなKを再生核という。特に T が Fourier変換（すな
わち (x; ) = eixかつ (x; ) = eix）のときは，








































とおけば，単調収束定理からいずれも fj Ñ f が従う。関数の基底展開は
この枠組みに帰着する。

































Bt(f  kt)dt = lim
tÑ0 f  kt  limtÑ8 f  kt = f  0
となることが理解される。
3.10 1/xを含む積分








() := p ()p()がR上
の関数を定める時，かつ，ある ;  ¡ 0に対して，
|
()| À ||m1+; || P (0; 1]
|
()| À ||m1; || P (1;8)
が成り立つ時，(3.1)は絶対収束する。すなわち，Lebesgue積分の意味で
可積分である。証明は比較定理による。
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3.10.1 xsの積分可能性
まず，関数 xs (s P R)はRで局所可積分かつなめらかな関数である
xs P L1loc X C8(R); s P R:
一方，任意の s P Rに対して，³8
0
xsdx = 8なので，R上，可積分でない
xs R L1(R); s P R:
また，s ¡ 1のとき ³1
0




xs P L1([0; 1]); s ¡ 1
xs P L1([1;8)); s   1:
0 1 ∞
図 3.1: 原点での発散が 1/xより遅く，無限遠での減衰が 1/xより速いも
のは絶対可積分
3.10.2 Mellin変換
関数 f : [0;8)Ñ Cは，
|f(x)| À x; x P (0; 1]





xs1f(x)dx; s P C
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sf(x) = 0; <s ¡ 
lim
xÑ8x



















発散積分の正則化x ( P C)は，R上の超関数（D1）を定める (Gel’fand
and Shilov, 1964)。例えば  = 1の場合の正則化は以下で与えられる。














































































Btu(x; t) = 4u(x; t); (x; t) P Rm  R+:
拡散係数をD(x; t)とするRm上の拡散方程式は以下で与えられる






Btu(x; t) = r  [D(x; t)ru(x; t) v(x; t)u(x; t)]
+ c(u(x; t)) + f(x; t); (x; t) P Rm  R+:
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このような方程式は移流反応拡散方程式と呼ばれる。
Riemann多様体 (M; g)上の Laplacian 4gは以下で与えられる
4gu := 1a|g|¸i;j BBxi
a|g|gij BBxj u

; u P C8(M):
ただし |g|は gの行列式，gijは gの逆行列の (i; j)成分を表す。これを用
いてM 上の熱方程式は以下で与えられる
Btu(x; t) = 4gu(x; t); (x; t) PM  R+:
3.11.2 熱核と熱半群
拡散方程式の基本解Wt(x; y)を熱核（heat kernel）という。Rm上の拡
散方程式 Btu = Lu の場合，熱核Wt(x; y)は以下を満たす
BtWt(x; y) = LWt(x; y); x; y P Rm
lim




|Wt(x; y)| = 0; t ¡ 0:
このような熱核は，例えば (aij)がC1級で，bi; cがHölder連続のとき存













tLu0 = u0; t ¡ 0
etLesLu0 = e
(t+s)Lu0; s; t ¡ 0:
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熱半群の軌道 etLu0 は，u(x; 0) := u0(x)を初期値とする初期値問題
Btu = Luの解である。形式的には，e0Lu0 = u0であり，さらに
Bt[etLu0] = LBt[etLu0]
が成り立つことから理解できる。古典的な証明は u0が有界連続関数の場
合に示される。拡散方程式を弱形式で捉えると，u0 P S 1(Rm)でも同様の
主張が成り立つ。
特に熱方程式（L = 4）の場合，熱核はGauss関数になる
Wt(x; y) = (4t)
m/2 exp(|x y|2/4t):
このとき熱半群は畳み込み作用素である




する。可測写像 f : Rm Ñ Rnを用いて Y := f(X)と変換する。Y が従
う確率分布（に対応する測度）を f による の押出測度（pushforward
measure）と呼び，f7と書く。定義より，f7は以下を満たす
f7(A) :=   f1(A); A P B(Rn)
ただし BはBorel集合族を表す。
特に，f は Lipschitz連続で，は確率密度関数 を持つとする。この
とき重積分の変数変換の公式から以下が成り立つ
f7  f(x)  |rf |(x) = (x); a:e: x P Rm:
ただし f7は f7の確率密度関数であり，|rf |は f の Jacobian である。
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3.12.2 多様体上の積分
M  Rn は Lipschitz連続に埋め込まれた m次元部分多様体とする。
U  Rmと f : U Ñ M をM の局所座標系（chart）とする。f : M Ñ
Rn (m ¤ n) の Jacobian |rf | は，rf = (Bifj) を m n 行列として
|rf | = a|(rf)J(rf)|;











D;E  R3は体積 1の可測集合（＝砂山）とする。点 x P R3から点
y P R3まで砂を運ぶのにかかるコストは単位体積あたり c(x; y)である。
以下の条件を満たす写像 T : D Ñ Eを求めよ:
1. T は全単射
2. 任意の部分集合 U  Dに対して T (U)と U の体積は等しい
3. 総コスト C[T ] :=
³
D
c(x; T (x))dx を最小にする




















空間とし，それぞれの空間上の確率測度を  PP(X);  PP(Y )とする。












MK問題は確率論的には次の問題と等価である: X  Y -値確率変数
(U; V )で, X 側の周辺分布が , Y 側の周辺分布が  になるもののうち，
E[c(U; V )] を最小化するものを求めよ。
Brenierの定理
P2(Rm)はRm上の連続確率分布で，二次モーメントをもつものの全体
とし，Pac2 (Rm)  P2(Rm)は Lebesgue測度に対して絶対連続なものの
全体とする。Rm Rm上の Borel 確率測度 が ;  PP2(Rm)の結合分
布 (coupling) であるとは，任意の Borel 集合 B P B(Rm) に対して
(B  Rm) = (B);
(Rm B) = (B);
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となることをいう。結合分布の全体を(; )と書く。
 PPac2 (Rm);  PP2(Rm)とする。Brenier (1991)によれば，コスト関
数 c(x; y) = 1
2
|xy|2に対するMK問題の解  P (; )に対して，ある全
単射写像 T : Rm Ñ Rmで，(A  B) = (A X T1(B)) @A;B P B(Rm)
となるものが存在する。さらに凸関数  : Rm Ñ Rで，T = r-a:e: と
なるものが存在する。
McCann (2001)はコンパクト Riemann多様体の場合に，Figalli and
Gigli (2010)は非コンパクトRiemann多様体の場合にBrenierの定理を拡












体積測度を volgとし，Riemann距離関数を dと書く。M上のV P C8(M)
による重み付き測度を




(E; d)を Polish空間，p P [1;8)とする。E上の確率測度 ; に対し，
p-次 Wassserstein 距離は以下で定義される








入れた空間と同相である。つまり，n Ñ  weak in Ppは limnÑ8Wp(n; ) =
0と同値である。
54 第 3章 数学的準備
Riemann構造
Riemann多様体 (M; g)上のWasserstein空間 (Pac2 (M);W2)には，Rie-
mann測地線がWasserstein距離と両立するようなRiemann構造g : TPac2 (M)
TPac2 (M)Ñ Rが入る。すなわち，各点  PPac2 (M)上の接空間を
TP
ac




















創始者 Otto (2001) に因んで Otto 解析と呼ばれる。
接空間





Btt = divm(vtt); m-a:e:
ただしM 上のベクトル場 F に対し，V P C8(M)を用いて
divm(F ) := divV  g(F;rV )
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と定義した。なお，tをPac2 (M)の点とみる場合には _tと書き，M 上
の測度とみる場合には BBttと書いて区別している。この連続の方程式を




クトル v0は，ある関数 P C8c (M)を用いて v0 = rで与えられる。従っ











 log  dm;
と定義する。ただし は  = mなる関数（Radon-Nykodim導関数）で
ある。
Shannon情報理論における標準的な定義との関係を調べる。簡単のた
め，M = Rmとし，;mはいずれも Lebesgue測度 dxに対して絶対連続

















= KL(p } q):
従って特に，m = dx (V  0)の場合には，負のエントロピーになる
Entdx[] = H[]:
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エントロピーの勾配













t(x) log t(x)dm(x) = gt(r log t; _t):
従って，tの任意性から，一般の  = m P Pac2 (M)に対して以下が導
ける
grad Entm() = r log :
エントロピー勾配流
Entmによる (Pac2 (M);W2)上の勾配流を考える。すなわち，tを (Pac2 (M);W2)
の未知曲線として，
_t = grad Entm(t)
を満たすものを求める。









Lh(x)dt(x); h P C8c (M)
ただし
Lh := 4h g(rV;rh):
つまり，tは熱方程式の弱解であることが分かる。








ある関数 f : Rm Ñ Cをニューラルネット gで近似する。活性化関数を














T(a; b)(a  x b)d(a; b);







wj(a aj)(b bj); wj P C





関数 f のリッジレット関数 によるリッジレット変換R f をとると，再
構成公式が成り立つ»
Ym+1
R f(a; b)(a  x b)dadb = f(x); x P Rm:
ただし と は後述する許容条件を満たしているものとする。すなわち，




関数 f : Rm Ñ Cの  : RÑ Cによるリッジレット変換R f は以下の
形式的な積分で与えられる
R f(a; b) :=
»
Rm
f(x) (a  x b)|a|sdx; (a; b) P Ym+1 and s ¡ 0:
指数 sの取り方は，研究者によって異なる。本研究では s = 1を用いる。
このとき例えば 定理 5.2.1の見た目が簡単になる。Murata (1996)による
オリジナルの定義は s = 0に相当する。このときユークリッド座標によ
る定式化が簡単になる。この他，Candès (1998)は s = 1/2, Rubin (1998)
は s = m, Kostadinova et al. (2014)は s = 1を用いている。
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f P L1(Rm)かつ  P L8(R)のとき，リッジレット変換R f(a; b)は各
点 (a; b) P Ym+1で絶対収束する。証明はHölderの不等式から直ちに従う»
Rm
f(x) (a  x b)|a|sdx ¤ }f}L1(Rm)  } }L8(R)|a|s   8:
特に s = 0のときは aに依らない評価になるので，R f P L8(Ym+1)が言
える。さらに，Rは有界双線形作用素L1(Rm) L8(R)Ñ L8(Ym+1)で
ある。





T(a; b)(a  x b)|a|sdadb; x P Rm:
 P L8(R)かつ T P L1(Ym+1; |a|sdadb)のとき，双対リッジレット変換
R:T(x)は各点 x P Rmで絶対収束する»
Ym+1




x  ;  yの下で，以下の等式が成り立つ
xRf;Ty = xf;R:Ty:
関数  と は以下の積分K ; が有界かつ非零のとき許容的であると
いう








R:R f = K ;f:
























パラメータ (u; ; ) P Ym+1 を固定する。 から生成されるウェーブ
レット関数を以下のように書く


















































1sRf (u; z + ) (z)dz
=
































































T (u; ; u  x z) (z)dzddu
ms+1
:
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積分の変数変換は二段階で行う。まず二番目の式では (r; u)Ð (|a|; a/|a|)
と変換して，極座標変換に対する余面積公式を用いる。次に三番目の式
では (; )Ð (1/r; b/r)と変換して，Fubiniの定理によって積分の存在を





活性化関数 から生成される全ての中間層素子 h(x; a; b) := (a  x b)
を集めた辞書をD と書く
D := th(  ; a; b) | (a; b) P Ym+1u:




T(a; b)h(x; a; b)d(a; b); x P Rm
ただし， : D Ñ Ym+1は関数 h(  ; a; b)をパラメータ (a; b)に対応付ける






T(a; b)h(x; a; b);
これは通常のニューラルネットである。また，辞書D自体による内積は，
測度 を適当に定めたうえで，双対リッジレット変換と等しい
DT(x) = R:T(x); x P Rm:
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4.4.2 離散化の評価
辞書D から高々可算濃度の辞書D  D を選出することを離散化 (dis-
cretization) という。一般に辞書D を離散化する方法は一通りではない。
例えば spanD（  は閉包を表す）がHilbert空間になる場合には，Dとし























minimize E|DT(X) Y |2 w.r.t. D and T
s.t. |D| ¤ n and |T|p ¤ :　 (4.1)
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ただし |D|は辞書D( D)の濃度を表し，この制約により中間層素子が







　g P conv nD
}DT g}2 ¤
c




Jones-Barron（MJB）評価と言う (Kainen et al., 2013)。証明は，古典的
には逐次貪欲近似法（Matching Pursuit）を理論的に実行する方針で示せ
る (Jones, 1992)。Kůrková (2012) はさらに精密な評価の系として導いて
いる。
MJB評価において T = R f とし，DT = f とおくと，系として以下
を得る
inf
　g P conv nD




}h}2  }R f}1:
これはニューラルネットの中間層素子数を見積もるための手がかりとな













Vainsencher et al. (2010); Maurer and Pontil (2010); Seibert et al. (2014);






R f(a; b) = T(a; b)(a; b):
確率分布に従う n個のサンプルを (aj; bj)(j = 1;    ; n)として，これら
のサンプルから生成される辞書を













T(a; b)h(x; a; b)d(a; b) as nÑ 8
= R:R f(x) = f(x):
このように，リッジレット変換R fを確率測度と係数Tに分解して，
からサンプリングする方法で辞書Dnが得られる。こうして得られる測






既知として，任意の (4.1) 極小点 gに対して，あるリッジレット関数 と
離散化アルゴリズムAが存在して，A[R:R f ] = gとできるのだろうか。
図 4.2に示す数値実験の結果から，この問に対する回答はおそらく肯
定的である。まず左図は，f(x) = sin 2x; x P [1; 1]に対して，中間層
素子が 10個のニューラルネット g(x) =
°10
j=1 cj(aj  x  bj)を 1; 000体
学習して，学習後の中間層パラメータ t(aj; bj)u10j=1をパラメータ空間 Y2
に 1; 000体分（= 10; 000点）プロットした散布図である。一方，右図は，
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同じ f(x)のリッジレット変換R f(a; b)を数値的に計算したものである。













































w.r.t. D s.t. |D| ¤ n:
4.5.2 輸送写像の場合
Brenierの定理により，任意の最適輸送写像 f : Rm Ñ Rmは，ある凸
関数 E を用いて
f(x) = x+rE(x) = rF(x)
と書ける。ただし F := 1
2
|  |2 + E とおいた。以下ではリッジレット変換
を計算する都合上，f および E ;Fはコンパクト集合K上でのみ値をとる









F(x) (a  x b)dx = a R F(a; b):
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すなわち，輸送写像の成分毎のリッジレット変換は，ポテンシャル関数
F の情報を共有していることを示唆している。特に，グループ正則化項







ト解析 (Murata, 1996; Candès, 1998) では，ReLUのように有界でない活
性化関数（リッジレット関数）は想定されていない。従来用いられてき











図 5.1: Lizorkin 超関数の例。Gauss 関数 G(z) およびその導関数
G1(z); G2(z)，切断べき関数 z0+; z+; z2+が含まれる。






zk z ¡ 0
0 z ¤ 0 ; k P N0 S
1
0
ReLU z+(= z1+) S 10
ソフトプラス関数 (1)(z) := log(1 + ez) OM
可積分でない有界関数
ステップ関数 z0+ S 10
シグモイド関数 (z) := (1 + ez)1 OM
双曲線正接関数 tanh(z) OM
隆起 (bump) 関数
RBF G(z) := (2)1/2 exp (z2/2) S
シグモイド関数の導関数 1(z) S




Dirac’s  の導関数 (k)(z) S 10
Lizorkin超関数
Lizorkin超関数 S 10(R)は， ReLU z+ だけでなく，ReLUを含む切断べ
き関数（truncated power functions）zk+，そして無限遠での増大度が高々
多項式オーダーの関数を含む広大なクラスである（表 5.1）。S 10(R)の非零







ReLU (z) = z+ をうまく組み合わせると有界関数になる。例えば，
h ¡ 0に対して
(z) := (z + h) (z);




















h[R f ](a; b)(a  x b)dadb:
最後の式は ReLU による積分表現である。すなわち，ReLUを用いるた
めには




f(x)[h ](a  x b)dx
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5.2.1 超関数によるリッジレット変換の定義と存在
定義 5.2.1. f P X (Rm)の  P Z(R) によるリッジレット変換 R f と
は，各点 (u; ; ) P Ym+1 に対して値
R f(u; ; ) =

Rf(u; )   (); (u; ; ) P Ym+1 (5.2)
を対応させる写像である。ただし  (p) :=  (p/) / とする。
この定義において，畳み込み (  ), スケーリング (), 反転 (r), 複素共
役 () はすべて超関数の意味である。つまり，次のように定義することと
同値である
R f(u; ; ) :=
»
Rf (u; z + ) (z)dz; (u; ; ) P Ym+1 (5.3)
ただし “積分”
³
R  (z)dz は汎関数  の作用の意味であって，必ずしも
Lebesgueの意味の積分とは限らない。作り方から明らかに， が局所可
積分関数 (L1loc) であれば，超関数  によるリッジレット変換は，従来の
関数  によるリッジレット変換と一致する。
定理 5.2.1. 表 5.2 に示す X ;Z の組み合わせにおいて，R : X (Rm) 
Z(R)Ñ Y(Ym+1) はYm+1の各点 (u; ; )で存在し，双線形写像である。
表 5.2: リッジレット変換が定義できる X とZ の組み合わせおよび対応
する値域。B;A;YはR f(u; ; )をそれぞれ ; (; ); (u; ; )の関数と
みなした場合のクラスを表す。
f(x) Rf(u; p)  (z) R f(u; ; )
X (Rm) X (Sm1  R) Z(R) B(R) A(H) Y(Ym+1)
D D D1 E E E
E 1 E 1 D1 D1 D1 D1
S S S 1 OM OM OM
O1C O1C S 1 S 1 S 1 S 1
L1 L1 Lp X C Lp X C S 1 S 1
証明は各クラスの定義に従って “積分”の収束性を確認する。詳細は 付
録 A.2 を見よ。表において Z の大きさは畳み込み B = X  Z が存在す
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命題 5.2.2 (L1(Rm)Ñ L8(Ym+1)の連続性).  P S(R)を固定する。この
ときリッジレット変換R : L1(Rm)Ñ L8(Ym+1)は有界作用素である。





Rf(u; )   () ¤ }f}L1(Rm)  ess sup
(;)
| ()|
¤ }f}L1(Rm)  ess sup
(r;)
|r   (r)|   8:
はじめの不等式では
³
R |Rf(u; p)|dp ¤ }f}1を用いた。二番目の不等式で







にならない。例えば， (z) = z + 1 の場合を考える。このとき  (2)  0
が成り立つことに注意して，適当な急減少関数 g を用いて f := 4g とお
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くと，R f = 0 である
R f(u; ; ) =

R4g(u; )   ()
=

B2Rg(u; )   ()
=

Rg(u; )  B2  ()
= (Rg(u; )  0) ()
= 0:
ただし，二番目の式ではRadon変換の公式 (Helgason, 2011)
R4g(u; p) = B2pRg(u; p);
を用いた。
5.2.3 双対リッジレット変換の定義と存在
定義 5.2.2. 関数T P Y(Ym+1)の超関数  PW(R)による双対リッジレッ















 (u  x)ddu
m
; x P Rm












T (u; ; u  x z) (z)dzddu
m
; x P Rm:
ただし
³
R (z)dz は汎関数  の作用の意味で理解する。
双対リッジレット変換 R: は，存在すればリッジレット変換Rの双対
作用素 (Yosida, 1995)である。
定理 5.2.3. X ;Zを 表 5.2 の組み合わせの中から選び， P Zを任意に
とって固定する。R : X (Rm)Ñ Y(Ym+1)は単射かつ，R: : Y 1(Ym+1)Ñ
X 1(Rm)が存在すると仮定する。このとき R: は R の双対作用素 (R)1 :
Y 1(Ym+1)Ñ X 1(Rm) である。
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Proof. 仮定より R は X (Rm)上稠密に定義されていて，単射である。
従って，古典的な定理 (Yosida, 1995, VII. 1. Th. 1, pp.193)より，双対作
用素 (R)1 : Y 1(Ym+1)Ñ X 1(Rm)はただ一つ存在する。一方，f P X (Rm)




f(x)(a  x b)T(a; b)dxdadb = @f;R:TDRm :








条件である。活性化関数  P W(R)が超関数であっても意味を為すよう
に，従来の許容条件を修正する必要がある。
定義 5.3.1. ( ; ) P S(R) S 1(R)が許容的 (admissible) であるとは，原
点 0 のある近傍 
  R から原点を除いた領域において pが局所可積分
（p P L1loc(
zt0u)）で，しかも次の積分が零でない値に収束することをいう




















許容条件の一部に  PW(R)の Fourier変換 p を使うために，W  S 1
を仮定した。（ P D1に対する Fourier変換 pは，一般にはうまく定義で
きない。）















 は常に収束する。||m P OM(Rz
) なので ||m p () は急減少関数
であり，一方 p P S 1(R)なので，その作用である第二項は収束する。従っ














式は修正後の許容条件で成り立つ。pが原点 t0uのみに台をもつ場合， に依らず常にK ; = 0となって，
は許容的にはなりえない。Rudin (1991, Ex. 7.16)によれば，supp p = t0u
は  が多項式関数であることと同値である。従って，Wは Lizorkin超関
数 S 1/P  S 10にとるのが自然である。 多項式関数Qに対して
K ; = K ;+Q:




例 5.3.1 ((Schwartz, 1966, Ch.5 Th.6)改). (z) = z;  (z) = G(z)とす
る。ただしG(z) := exp(z2/2)である。このとき Fourier変換は以下で
与えられる










||  || G()












|| ()d = 0:
5.3.2 許容リッジレット関数の構造定理
許容条件の被積分関数を形式的に
p() := p ()p()||m ;
とおく。pは形式的に以下を満たす
||mp() = p ()p():
従って形式的に Fourier 逆変換をとることで以下を得る




定理 5.3.1 (許容リッジレット関数の構造定理). ( ; ) P S(R)S 1(R)を









条件と同値。すなわち，ある  P OM(R)が存在して









が成り立つ。さらに，limÑ+0 |p()|   8 かつ limÑ0 |p()|   8:
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特に， が k次以上の vanishing moment をもつとき，»
R
 (z)zjdz = 0; j(¤ k) P N0
条件は次のように緩和できる








証明は 付録 A.3 を見よ。
定理の系として次の構成法を得る
系 5.3.2 (許容的リッジレット関数の構成法).  P S 10(R)は与えられたも
のとする。0の適当な近傍
と k P N0を選んで，k  p() P C(
)にでき
るものとする。 0 P S(R)として»
R
kx 0()p()d  0:
となるものをとる。このとき








定理 5.3.3 (Fourier変換を経由する再構成公式). 可積分関数 f P L1(Rm)
はFourier変換 pf もまた可積分とする。( ; ) P S(R)S 10(R)は許容的で
あるとする。このときほとんどいたるところの x P Rmで再構成公式が成
り立つ











Rf(u; )  (u  x)ddu
m
:



















































pf()eixd = K ;f(x); a:e: x P Rm:







定理 5.3.4 (Radon変換を経由する再構成公式). f P L1(Rm)とし，( ; ) P
S(R)S 1(R)に対して実数値関数  P L1XC8(R)が存在して，以下を満
たすとする




R:R f(x) = R
:m1Rf(x) = 2(2)m1f(x); a:e: x P Rm:
証明は 付録 A.4 を見よ。許容条件の構造定理（定理 5.3.1）により，定
理の仮定は許容条件である。従って，許容条件は逆投影フィルタを構成
するための条件であることが分かる。
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Radon変換の公式 (Helgason, 2011, Lem.2.1, Th.3.1, Th.3.7)









 が自己許容的とは， が自分自身（ =  ）と許容条件を満たすこと
を言う。リッジレット変換の双対性から Parsevalの公式と Plancherelの
公式が成り立つ
定理 5.3.6. ( ; ) P SS 1 は許容条件を満たすとし，簡単のためK ; = 1





= (f; g) :
特に  が自己許容的であるとき，




きる (Grafakos, 2008, 2.2.4)。
定理 5.3.7 (リッジレット変換のL2有界拡張).  P S(R)は自己許容的と
し，簡単のためK ; = 1とする。このとき L1XL2(Rm)上のリッジレット
変換はL2(Rm)上の作用素として一意に拡張でき，このとき }R f}2 = }f}2
である。
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Proof. 関数 f P L2(Rm)と，f に L2収束する点列 fn P L1 X L2(Rm)を任
意にとる。このとき
}fn  fm}2 = }R fn R fm}2; @n;m P N:
右辺は n;mÑ 8のとき右辺はL2(Ym+1)のCauchy列である。従ってL2
空間の完備性により，R fnの極限T8 P L2(Ym+1)が一意に存在する。有
界拡張の手続きに従い，この極限T8 を f のリッジレット変換と定義する
R f := T8。
( ; )と ( ; )が同値であるとは，( ; )と ( ; )がそれぞれ許容条
件を満たし，さらにそれぞれの畳み込み積分が一致することをいう
r   =    :
このとき直ちに以下が成り立つ
(R f;Rg) = (R f;Rg) :
許容条件的な組 ( ; )が許容的分解可能とは，自己許容的な二つの組 ( ;  )
と (; )があって，( ; )と ( ; )が同値になることをいう。このと
き Schwartz の不等式により以下が成り立つ
(R f;Rg) ¤ }R f}2}Rg}2:
 が自己許容的でなく，従ってR が L2(Rm)上定義できない場合で
あっても，の選び方次第では，再構成作用素R:R が定義できる。
定理 5.3.8 (L2再構成公式). 関数 f P L2(Rm)とし，( ; ) P S  S 1は許
容的分解可能とする。また，簡単のためK ; = 1とする。このとき
R:R f Ñ f; in L2:
証明は 付録 A.5 を見よ。
5.3.5 Calderón再生公式
Calderón再生公式に帰着することもできる。
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定理 5.3.9 (Calderón再生公式を経由する L2再構成公式). f P L2(Rm)
かつ ( ; ) P S  S 1(R)は r  がBorel測度であるとする。このとき L2
再構成公式が成り立つ
R:R f = f; in L
2:
Proof. (p) := r  (p/)/; u;(x) := r  (u  x/)/mとおく。






























































x 0()p()d  0; 8
を満たす  0をさがす。このとき
 := m 0;










ただし F (z) は Dawson関数 F (z) := exp(z2) ³z
0
exp(w2)dwである。
例 5.4.1. zk+ (k P N0) と  = mG(`+k+1) (` P N0) は ` が偶数のとき許
容条件を満たす。奇数の場合には K ; = 0.
Proof. 以下の公式 (Gel’fand and Shilov, 1964, § 9.3) から分かる
xzk+() = k!(i)k+1 + ik(k)(); k P N0:
例 5.4.2. (z) = (k)(z) (k P N0)と = mGは kが偶数のとき許容的を
満たす。奇数のときはK ; = 0.
例 5.4.3. (z) = G(k)(z) (k P N0)と  = mGは kが偶数のとき許容条
件を満たす。奇数のときはK ; = 0.
例 5.4.4. (z) = (k)(z) (k P N0) と  = mG は k が奇数のとき許容条




とで，理論との整合性を確認する。表 5.3 は前節の理論的な “診断”に基
いて，許容条件の成否をまとめた表である。‘+’は許容的，‘0’はK ; = 0
によって非許容的，そして ‘8’は |K ;| = 8によって非許容的となるこ
とを表している。
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表 5.3: リッジレット関数  = m 0と活性化関数 に対する許容条件の
成否
活性化関数   = mG  = mG1  = mG2
シグモイド関数の導関数 1 + 0 +
シグモイド関数  8 + 0
ソフトプラス関数 (1) 8 8 +
Dirac’s   + 0 +
ステップ関数 z0+ 8 + 0
ReLU z+ 8 8 +
線形関数 z 0 0 0
RBF G + 0 +
5.5.1 正弦波
一次元信号の例として閉区間 x P [1; 1]上の正弦波 f(x) = sin 2xを
とりあげる。





R f(a; b)(ax b)dadb|a| :
数値積分は領域 (a; b) P [30; 30] [30; 30]を等間隔（a = b = 1/10）
に離散化して行った
R f(a; b) 
N¸
n=0




R f(ai; bj)(ai  x bj)ab|ai| ; ai = a0 + ia; bj = b0 + jb
ただし x0 = 1; a0 = 30; b0 = 30, N = 200; (I; J) = (600; 600).
図 5.2はリッジレット変換R f(a; b)の結果を示す。リッジレット関数
 の取り方に応じて，リッジレット変換の像は変化する。リッジレット関
数  = G(`)の階数が上がるに連れて，R f は局所性が強くなる。そし
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 = G  = G1  = G2
図 5.2: 閉区間 [1; 1]上定義された正弦波 f(x) = sin 2xの によるリッ
ジレット変換R f(a; b)









二次元信号の例として Shepp-Logan phantom (Shepp and Logan, 1974)
を取り上げる。
原画像は 256 256ピクセルのグレースケール画像であり，これを二次





R f(a; b)(a  x b)dadb|a| ;
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図 5.3: 活性化関数 1, z0+, z+による再構成結果（実線）。点線は元の信号。
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図 5.4: 活性化関数G, z0+, z+による再構成結果











レット変換の一意存在性を確認し，関数 f のクラスX とリッジレット関
数 のクラスZのサイズがトレードオフ関係にあることを明らかにした






















































































るためのヒューリスティクスとして登場した。Alain and Bengio (2014)
はDAEの手続きの結果として得られる写像が，次の式で陽に書けること
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を発見した
x ÞÑ E"[0(x ")(x ")]
E"[0(x ")] :
ただし "は DAEで人為的に加えるノイズを表し，0はデータ xが従う
確率分布を表す。Sonoda and Murata (2016)は，この結果を変形して，
DAEによる輸送写像を見出した
x ÞÑ x+ tr log[Wt/2  0](x):
ただし tはノイズの分散，Wt は熱核，0 は入力データ xの確率分布で
ある。つまり，DAEの輸送写像はオートエンコーダー x ÞÑ xに補正項























力層に相当する写像をそれぞれ hと kと書く。 つまり g = k  h という
M H M
h k
図 6.1: DAEの中間層 hをエンコーダー，出力層 kをデコーダーと呼ぶ。
関係が成り立つ。慣習に倣い，中間層 hをエンコーダー，出力層 kをデ
コーダーと呼び，入力 xに対して z := h(x)を xの特徴量あるいはコード
と呼ぶ。
6.2.2 Alain and Bengio の最適解














E"[|g(x1) x1 + "|20(x1  ")]dx1; x1 Ð x+ ":
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E"[(g(x) x+ ")0(x ")]h(x)dx:
目的関数の停留点（最適解）では，任意の hに対して L[h]  0を満た
す。このとき，変分法の基本補題によって L[h]の被積分関数はほとんど
いたるところ 0である
E"[(g(x) x+ ")0(x ")] = 0; a:e: x:
これを gについて解いて，Alainの最適解を得る。
6.2.3 輸送解釈と輸送表現
Sonoda and Murata (2016)では，DAEの最適解が輸送写像になること
を発見した。
定理 6.2.1. 最適化問題 ming Ex;rx|g(rx)x|2の最適解は以下で与えられる
g(x) = x+ tr log[Wt/2  0(x)]: (6.2)
ただしrは xについての微分（勾配）を表す。
Proof. 証明はAlainの最適解を変形すればよい









= x+ tr log[Wt/2  0(x)]; (6.3)
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ただしWtは熱核Wt(") = (4t)m/2 exp(|"|2/4t)であり，二番目の変形
は関係式
rWt/2(") = ("/t)Wt/2(") (6.4)
から従う。
この式から直ちに，DAEは恒等写像 idと，ノイズ除去に伴う補正項
tr log[Wt/2  0]に分解できることが分かる。特に t = 0のときは補正
項が消滅するので，DAEは単に恒等写像を学習させる古典的なオートエ








軌道の具体例は § 6.3.4 を参照せよ。(6.2)を一般化して次の輸送写像を
導入する。
定義 6.2.1. 楕円形作用素Lによる異方性DAE（anisotropic DAE）を以
下で定義する
t(x;L) := x+ tr log etL0(x); x P Rm (6.5)





; x P Rm: (6.6)
ただしWt(x; y;L)は拡散方程式 Btu = Luに対する熱核である。




輸送写像 (6.2)の形式は，縮小推定量の分野では Brown’s representation




る関数は正規分布に限る。このことは Stein’s characterizing operator of
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normal distribution Tf(x) := f 1(x) xf(x); f P C1(R)の性質から従う。
すなわち，Tf  0となる f は標準正規分布に限ることが知られている
(Stein, 1972)。
6.2.4 初速ベクトル
浅いDAEを t = id+ tr log etL0 とする。各点 x P Rmを始点とする










= r log 0(x): (6.7)
極限は半群の性質 limtÑ0 etL0 = 0から直ちに従う。Alain and Bengio
(2014) は (6.1)の漸近展開を通じて，L = 4の場合と同じ式を導いた。




う軌道 t ÞÑ t は，P(Rm)内の曲線を描く。輸送に伴う初速ベクトルが
スコアで与えられることから，P(Rm)における t の初速ベクトルは逆
拡散の向きになることが示せる。
定理 6.2.2. 浅いDAE t による押出測度をt := t70とする。このとき
Btt=0 = 40: (6.8)
つまり，(6.8)はP(Rm)上の速度ベクトル場とみなせる。ベクトル場と
軌道の例は § 6.4.3 を参照せよ。確率測度の空間上のベクトル場について
の厳密な扱いについては § 3.13.2 を参照せよ。浅いDAEの場合，一般の
t ¡ 0に対しては Btt  4tである。
Proof. 重積分の変数変換の公式により，以下の恒等式が成り立つ
0 = t  t  |rt|:　




rt  t  Btt + Btt
t  t + tr [(rt)
1rBtt]:
ただし右辺第二項は log |  |の微分に関する公式 (Petersen and Pedersen,
2012, (43))
B log |J | = tr [J1BJ ];
を用いた。
次に t = 0 を代入して整理する
0 =
r0 r log 0 + Btt=0
0















DAE t0:L を導入する。合成DAEでは，合成した時刻 tkにおいてBtt=tk =
4tk が成り立つ。続いて合成DAEの極限写像として連続DAE 't を




入力データ x0は Rm上の確率分布 0に従うとする。0に対して計算
された DAEを 0 : Rm Ñ Rmとし，x0に 0を適用して得られる点を
x1 := 0(x0)と書く。x1は再び Rmの点であり，確率分布 1 := 070
に従う確率変数である。この操作を繰り返して，`に従うデータ x`から
`+1 := `7`に従うデータ x`+1 := `(x`)を得る。合成写像
t0:L := L      0
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M M M M M M
0 1 2 3 4
t0:L
図 6.2: 合成DAE
を合成DAE（composition of DAEs）と呼ぶ。ここで，各要素DAE `で
用いられたノイズの分散を `Iとして，`を輸送に伴う時間とみなしたと
きの総時間を t := 0 +   + Lとおいた。また，`までの累積 ‘時間’を
t` := 0 +   + `と書く。作り方から，合成DAEは初速だけでなく，各
時点 t` (` = 0;    ; L  1)において，その速度ベクトルがスコアr log `
と一致する。
6.3.2 連続DAE
合成DAE t0:L において，総時間 t = 0 +   + Lを固定したまま層数
LÑ 8の極限をとると，速度ベクトルは各時刻でスコアに一致するよう
になることが期待される。そこで，次のように定義する。
定義 6.3.1. 0は Rm上の確率測度とする。次の連続力学系の解作用素
（flow）'t : Rm Ñ Rm を連続DAEと呼ぶ
d
dt
x(t) = r log t(x(t)); t ¥ 0 (6.9)
ただし t := 't70。
定理 6.3.2では，適当な正則条件のもとで合成 DAEの極限が連続 DAE
に収束することを示す。つまり，連続DAEは無限層ニューラルネットで




'0 = id; (6.10)





r log['s70  's]ds: (6.12)
そして，'tは非線形半群である。







定理 6.3.1. Rm上の確率測度 0に対する連続DAEを'tとする。このと
き押出測度 t := 't70は以下の逆拡散方程式（backward heat equation）
による初期値問題の解である
Btt = 4t; t=0 = 0: (6.13)
逆拡散方程式の解釈は次節で加える。
6.3.3 極限の存在と一意性
定理 6.3.2. Rm上の確率測度 0を固定する。t0:Lを L層からなる総時
間 tの合成DAEとし，'tを連続DAEとする。ある開集合
が存在して，





0:L(x) = '0Ñt(x): (6.14)
Proof. 簡単のため `は `に依らず共通（`  ）とする。半群の性質によ
り，初速 Bt0(x;L)は楕円形作用素Lに依らない。従って，合成DAEの要
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素は全て等方的（L = 4）と仮定して一般性を失わない。仮定より log 0
は Lipschitz連続なので，軌道の乖離度 |t0:L(x) '0Ñt(x)|を  = t/Lに
よって上から評価できる. 従って，極限 L Ñ 8において乖離は 0に収




共通の入力データ分布 0 に対して，浅いDAE t，合成DAE t0:L, 連
続DAE 't を計算し，輸送軌道の違いを視覚的に確かめる。
二次元正規分布
多次元正規分布N (0;0)を初期分布とする浅いDAE t と連続DAE
't は，以下のように解析的に求められる
t(x) = (I + t
1
0 )
1x+ (I + t10)10; (6.15)
t7N (0;0) = N (0;0(I + t10 )2); (6.16)
't(x) =
b
I  2t10 (x 0) + 0; (6.17)












画面中央に集まる方向に輸送されている。浅いDAEでは t Ñ 8の極限






て解析的に計算できるが，連続DAEは微分方程式 x = r log t(x)を数
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連続DAE 't





































































































































































































合成DAE t0:L ( = 0:05)
































































































合成DAE t0:L ( = 0:5)





























































































































































































































































































































































































































合成DAE t0:L ( = 0:05)



























































































































































合成DAE t0:L ( = 0:5)



























































































































































図 6.4: 共通のデータ分布（重みの等しい 2混合正規分布）に対して計算
された輸送軌道
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連続DAE 't





























































































































































































































































































































合成DAE t0:L ( = 0:05)






























































































































































合成DAE t0:L ( = 0:5)











































































































































































































































































































































































































































































合成DAE t0:L ( = 0:05)




















































































































































合成DAE t0:L ( = 0:5)




















































































































































図 6.6: 共通のデータ分布（重みと分散の異なる 2混合正規分布）に対し
て計算された輸送軌道
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6.4 逆拡散方程式の解釈






Btut = 4ut; ut=T = 0 for some T











r log[WTs  T ]  'sds:
6.4.2 エントロピー勾配流
最適輸送理論によれば，拡散方程式はエントロピーを増大させる抽象的

















































点 (1; 2) = (0; 0)に収束することが分かる。なお，PN(R2)は (1; 2)座
標系で平坦である。つまり，図 6.7における線分の長さは，線分に対応す
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るWasserstein距離の定数倍に等しい。実際，正規分布同士のWasserstein
距離は以下で与えられる (Takatsu, 2011, Theorem 2.2)




















= (1  1)2 + (2  2)2:

2









勾配流（連続DAE），破線と太線はそれぞれ (1; 2) = (5; 4) を初期値と












記法を揃える都合上，以下では入力を z0，入力空間をH0 =M00 = Rm，
入力データが従う確率分布を 00 と書く。入力空間H0上のDAEを 00 :
H0 Ñ H0, 00のエンコーダー（中間層）を h0 : H0 Ñ H1とし，デコー








h0を適用して得られる像を z1 := h0(z0)と書く。
特徴量 z1に対して再びDAEの手続きを施すと，高次のDAE 11 : H1 Ñ
H1が得られる。ただしノイズはH1上で等方的な正規乱数 "  N (0; tIH1)
を用いる。得られた1のエンコーダー h1を用いて，高次の特徴量 z2 :=












このように積層（stack）とは，特徴量 z`に対して DAE `` : H` Ñ H`




h0:L := hL      h0;
kL:0 := k0      kL:
特に h0:Lを積層DAEと呼ぶ。図 6.8に示すとおり，積層DAE h0:L にデ
コーダー kL:0 を作用すると，H0の中での合成DAEになる（定理 6.5.1）。
この操作を復号（decoding）と呼ぶことにする。本節では，定理を述べる
ためにまず記号を整理する。
まず，積層DAE h0:` : H0 Ñ H`+1は高次元空間への写像だが，元の入
力はH0 = Rmの点なので，実際にはH`+1に埋め込まれた高々m次元多
様体M `+1`+1 に値をとる
M `+1`+1 := h















`+1; n = 0;    ; `:
6.5. 積層DAEと合成DAEの等価性 111
H0 H1 H2 H1 H0






最後に，M `n とM `n+1 を結ぶ写像を `n と書く。すなわち kn:`  h0:n :
M00 ÑM `n+1 を用いて，
`n := (k





DAE h0:L, 右側の斜辺が復号に用いるデコーダー kL:0, 底辺が復号の結果
として得られる合成DAE 0:L に相当する。定理 6.5.2で示す図式の可換
性を使うと，積層DAEと合成DAEの等価性を主張する次の定理が従う。
定理 6.5.1. 各 `に対してエンコーダーの制限写像 h`|M`` は連続単射とし，
さらに各 nに対してデコーダーの制限写像 k`|M`+1n は単射とする。このと
き積層DAEを復号したものは合成DAEである。
kL:0  h0:L = 0L      00:
Proof. 定理 6.5.2に示す位相共役性
k`  `+1n = `n  k`














































































= k(L2):0  kL1  LL  hL1  h0:(L2)
= k(L2):0  L1L  kL1  hL1  h0:(L2)
= k(L2):0  L1L  L1L1  h0:(L2)
  





1  0n  k`:0:
この式は，高次元空間どうしの写像である h` : H` Ñ H`+1が，低次元


















をとる空間をH := RJ ; rH := RIとする。r;r2(r ; r 2)はそれぞれH( rH)
上の勾配およびHesse行列を表し，便宜的に J(I)次元の縦ベクトルおよ




Ltu(z) := a(z; t)
Jr2u(z)a(z; t)
+ b(z; t)Jru(z) + c(z; t)Ju(z); u P C2(H)
と定義する。ただし a; b; cはそれぞれHに値をとるテンソルとし，縦ベ
クトルとみなす。LtによるDAE  : H Ñ Hを
 = idH + tKr log etLt0;
とする。ただしKは J  J 正定値対称行列である。
線形写像 k : H Ñ rHを固定する。kによるM の像空間を M := k(M)
とし，0の押出測度を r0 := k70とする。C2( rH)上の楕円形作用素を
rLtru(x) := ra(x; t)J r 2ru(x)ra(x; t)
+rb(x; t)J r ru(x) + rc(x; t)Jru(x); ru P C2( rH)
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と書く。ただし ra;rb;rcはそれぞれ rHに値をとるテンソルとする。rLtによ
るDAE r : rH Ñ rHを
r := id rH + t rK r log etLtr0
と書く。ただし rKは I  I正定値対称行列である。
定理 6.5.2. (M;0)およびLtによるDAE  が与えられているものとす
る。線形写像 k : H Ñ rHは，M への制限写像 k|M が単射であるとする。
このときC2( rH)上の楕円形作用素 rLtが存在して，(M; r0)および rLtによ
るDAE r : rH Ñ rH に対して以下が成り立つ
k  |M = r  k|M : (6.20)
証明は付録 A.6を見よ。
6.5.4 数値例
二次元のスイスロールデータに対して二段の積層DAE h1 h0 と二段の
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6.6 深層DAEの積分表現
前節で導入した復号によって，積層DAE h0:L は合成DAE 0:L = kL:0
h0:L に変換できることが分かった。合成 DAEの各要素 DAE ` = id +
tr log etL`` は浅いニューラルネットに相当するので，要素毎に積分表現
g` := R:R ` にすることで，深層DAEの積分表現









R `(a; b) =
»
K




F`(x) 1(a  x b)dx = aR1F`(a; b):


























aR 1F(a; b)(a  x b)dadb:
6.7. まとめ 117
ただし第二式は`+1  `を一つの輸送写像  = rF とみた場合の式で







等価である。Alain and Bengio (2014) は，変分計算によりDAEの最適




タ分布のスコアr log 0で与えられる。このことを用いて，定理 6.2.2で
















値 xの推定量 pxなので，エントロピーを減らすことが了解される。§ 6.4.3
では，正規分布の空間の部分空間においてエントロピー勾配流を計算し，
浅い DAEと合成 DAEおよび連続 DAEの確率測度の空間における軌道













トの積分表現を導いた。輸送写像に見られる x ÞÑ x+f(x)という形式は，
























minimize E|k  ht=T (x) f(x)|2 +  
» T
0

























近似対象 f(x)に対して，リッジレット変換の絶対値 |R f(a; b)|は，ニ
ューラルネットによって f(x)を近似するための各パラメータ (a; b)の有
用度を表している。従って，|R f(a; b)|の値が高い (a; b)を抽出すること
で，バックプロパゲーションの初期値にできる。|R f(a; b)|を正規化し
















いる (LeCun et al., 2012)。線形領域の外側は飽和領域と呼ばれ，訓練誤差
が消滅するため学習が緩慢になる領域である。例えば Bengioら (LeCun

























教師ありデータ t(xs; ys)uSs=1  RmRを用いてニューラルネットを学
習させる。ただしデータは，真の関数 f : Rm Ñ Rがあって，






cj   (aj  x bj) ;
と書く。ここで  : RÑ R を活性化関数と呼び，(aj; bj) P Rm  R を中







ys  g  xs; taj; bj; cjunj=1 2 w.r.t. taj; bj; cjunj=1:
7.2.2 オラクル分布によるサンプリング学習
近似対象の関数 f(x)を固定する。以下では簡単のため，リッジレット
関数  は活性化関数 に対して許容的かつ，}R f}1 := 1となるように
選ばれているものとする。このとき，近似対象の関数 f(x)に対し，オラ
クル分布 (a; b)と係数T(a; b)を以下で定義する
(a; b) := |R f(a; b)|; (a; b) P Ym+1;
T(a; b) :=
R f(a; b)
|R f(a; b)| ; (a; b) P Y
m+1:
オラクル分布から独立に生成されたサンプルを t(aj; bj)unj=1とおく
(aj; bj)  (a; b); (j = 1;    ; n):





cj  (aj  x bj)Ñp f(x) as nÑ 8:
サンプリング学習では，オラクル分布 (a; b)に従ってサンプルを生成
し，最小二乗法によって cjを決定する。
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7.3 オラクル分布からのサンプリング法
7.3.1 オラクル分布の計算
リッジレット変換R f(a; b)はデータ t(xs; ys)uSs=1 からモンテカルロ積
分によって推定する










ys   (a  xs  b); (7.1)





Sonoda and Murata (2015)では，ReLUを含む様々な活性化関数に対
してリッジレット関数の例を計算した。以下では，活性化関数としてシ
グモイド関数を用いる場合の例 (Murata, 1996)を説明する。






t(z + h) (z  h)u ; (h ¡ 0);

















(z2  1)2k (z) (k = 0; 1; 2;    );





4  2z2 + 1) + Pk(z)
 4kz3 + 2(2k  1)z( :

























ここで s(a; b)9| (a  xs b)| は成分分布を表し，ws := |ys|/°St=1 |yt| は
各成分分布s(a; b)の混合比を表す。こうして得られた近似分布は (a; b)
を混合分布の形でなましたものとみなすことができる。これを混合近似
分布と呼ぶ。
さらに，個々の成分分布 s(a; b) はベータ分布を用いて近似できる。一
般に，微分の階数 k が十分高い場合，(k)(z) の振幅は台区間 [1; 1]の








ず混合比wsに従って一つの成分分布 s(a; b) を選択する。続いて，選ば
れた成分分布 s(a; b) から (a; b) をサンプリングする。
s(a; b) からのサンプリングは，まず z  Beta(z;; ) を生成し，次に
制約式 z = a xs b を満たすように (a; b) をサンプリングする。ここで，
与えられた z に対して z = a  xs  b となる (a; b)は無数に存在する。こ
れは (a; b)を混合近似したために発生した偽の自由度である。提案手法
では，新たに二つの制約条件を設けた。
1. a は xs に平行
2. ノルム |a| は二つの入力ベクトルどうしの距離の逆数 1/|xsxt| と
同程度のスケールでばらつく。
まず， 入力ベクトル xs に対して a は a  xs の形式で現れるため，xs
に平行な成分以外は 0と仮定した。また，1/|a|は入力空間において当該
神経細胞が選択的に反応する領域の広さを規定する。すなわち，1/|a|が




|xs  xt| を計算し， これを 1/|a| とした。このように a を定めた後， b
は a および予めサンプリングされていた z から b = a  xs  z によって
計算する。
ベータ分布の形状パラメータ ;  として，一回のサンプリングプロセ








データ番号 s; t を混合比 ws に従って抽出
  Beta(;; ) と   Bernoulli(; p = 0:5) を生成
z Ð (1)
1/|a| Ð |xs  xt|
aÐ |a|xs/|xs|






Method Hidden (a; b) Output c BP training
SR Oracle Sampling Linear Regression (w/ for MNIST)
SBP Oracle Sampling Random Sampling w/ BP
BP Random Sampling Random Sampling w/ BP
7.4.1 人工データを用いた回帰問題
まず一次元のフィッティング問題を取り上げた。目的関数として位相幾







および SBPではN (0; 1)に従って初期値を与え， BFGSによるバッチ学
習を行った。
図 7.1に訓練誤差の推移， 図 7.2にフィッティングの結果を示す。SR
はバックプロパゲーションを行わないため，図 7.1では定数としてプロッ
トしてある。SRはバックプロパゲーションを経ずに最高精度を達成し，




図 7.3にオラクル分布 (a; b)に従ってサンプリングされたパラメータ

















































































次に手書き文字データセットMNIST (LeCun and Cortes, 1998)を用
いて高次元の実データに対する性能を評価した。MNISTは 0から 9まで
の 10個の数字のいずれかを手書きした 28 28ピクセルのグレースケー
ル画像データであり， 60; 000点の訓練データと 10; 000点のテストデー
タをもつ。各ラベルは 1と 0を等確率に並べた 10次元ランダムバイナリ
ベクトルとして表現し，ネットワークの出力は 10次元とした。




ランダム初期化パラメータは， 正規分布N (0; 1/28)に従って生成した。
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図 7.3: TSCに対するオラクル分布 (a; b)から生成されたサンプル
オラクル分布からのサンプリングには混合近似のテクニックを用いた。
バックプロパゲーションはヘッシアンの対角近似を用いた確率的勾配降
下法（Stochastic Gradient Descent; SGD）によって行った (LeCun et al.,

















































理論 (Murata, 1996; Sonoda and Murata, 2015) に基づき，データからオ
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表 7.2: MNISTに対する学習時間
Method Sampling [s] Regression [s] BP training [s]
SR 1:15 102 2:60 2:00 103
SBP 1:14 102 - 2:31 103












































ラルネットの場合は，特徴量写像 h(x)は複数の中間層 h` (` = 1;    ; L)
の合成写像
h(x) = hL      h1(x);
であり，浅い構造と同じように基底 h(x)と係数 k(z)に分解する方法で
は，個別の中間層 h`の振舞いを調べることができない。このような入れ




g(x) = 	  t=T (x):
ただし	は出力層に相当する線形写像とし，t = 0のとき輸送写像は恒等




























M H1 H2 H3 H4 H5 H6 H7 H8 N
h0 h1 h2 h3 h4 h5 h6 h7 k
M M M M M M M M N
0 1 2 3 4 5 6 	  7
M M M M M M M M N










R t(a; b)(a  x b)dadb; t P [0; T ]
これを用いて，深層ニューラルネットの積分表現は以下で与えられる















(a R s)(a1; b1)(a1  x b1)da1db1  b

dadb:









	  t=T = f:
一方，素朴なバックプロパゲーション学習は次の最適化問題と同値である
minimize E|	  t=T (x) f(x)|2 w.r.t. t=T ;	:










































|f  1t (x)	t(x)|2t(x)dx:
ただし二番目の変形では0 1t (x)|r1t (x)| = t(x)を用いた。ここで，
f 1t は輸送によって緩和された f を表す。T = 0のときは，t = idな
ので，輸送を介さず	tのみで f を近似することになる。このとき	tの
複雑さは，MJB評価によって }R f}1で表される。一方，輸送を介した
ときは	t = f 1t が成り立つので，	tが担う複雑さは }R (f 1t )}1
になる。輸送写像を適切に選べば，}R (f 1t )}1 ¤ }R f}1 となること
が期待できる。このように，輸送写像tを挟むことで f の複雑さを緩和
することが期待される。
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３年生だった私は，渡された論文 (Cybenko, 1989; Hornik et al., 1989;







































; a ¡ 0:
Proof. 単に ar = r1と変換して dr/r = dr1/r1を用いることもできるが，









| (exp )|pd = }  exp }pLp(R):
ここから，f P L1(Rm) ñ f  log P L1(R+)が分かる。この変数変換に




群準同型を用いると，スケール畳み込み (scale convolution) の可換性
も分かる










=  s  :
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また，Youngの不等式が示せる
} s }Lr(R+) = }  exp   exp }Lr(R)

























































定義により，リッジレット変換 R f(u; ; ) は Radon変換 Rf(u; p)
と，スケーリングされた超関数  () との畳み込みである
f(x) ÞÑ Rf(u; p) ÞÑ

Rf(u; )   () = R f(u; ; ):
以下では，この分解に沿って段階的に証明を行う。
Step 1 まず Rf(u; p)のクラス X (Sm1  R) を調べる（表 5.2の 2列
目）。Hertle (1983, Th 4.6, Cor 4.8)により，X = D; E 1;S;O1C; L1に対し
て Radon変換は連続単射であることが分かっている
R : X (Rm) X (Sm1  R)
従ってX の選び方はこの中に制限される。
Trèves (1967, § 51)によりX = D; E 1;S;O1C; L1はそれぞれ核型なので，
次の核型定理が成り立つ
X (Sm1  R)  X (Sm1)pbX (R):
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従って，(; ) P Hと u P Sm1のクラスは独立に考えて良い。
Step 2次に R f(u; ; )において，u P Sm1と ¡ 0を固定して のみ
を変数とした場合のクラスB(R)を調べる（表 5.2の 3; 4列目）。Schwartz
の結果表 3.1により，各 P X (R)に対して超関数の意味での畳み込み積
分    が定義できる  P Z(R)の最大のクラスの組み合わせと，畳み込
みの結果得られる関数  のクラスB(R)は，表 5.2のようになる。ただ
し の正則性を担保するために，X = L1 に対しては Z = LpXC とし
た。明らかに各 Z = D1;S 1; LpXCに対して， P Z(R)ならば   P Z(R)
である。
Step 3 R f(u; ; )において，u P Sm1を固定して (; )を変数とした
場合のクラスA(H)を調べる（表 5.2の 5列目）。以下では(p) := Rf(u; p)
とおいて，
W [ ;](; ) :=
»
R
(z + ) (z)dz =   ();
と書くことにする。つまりR f(u; ; ) =W [ ;](; )である。核型定
理により f P X (Rm)のとき  P X (R)である。
Case 3a（X = DかつZ = D1のときA = E）直接計算により，各 k; ` P N0
に対して以下が成り立つことが分かる
BkB`W [ ;](; ) =W [zk   ;(k+`)](; ):
 P D(R)のとき(k+`) P D(R)かつ， P D1(R)のとき zk  P D1(R)なの
で，BkB`W [ ;](; )は各点 (; ) P Hで存在する。従って， P D(R)
かつ  P D1(R)ならばW [ ;] P E(H)である。











|BkB`T(; )|; @T P D(K):
K に台をもつ滑らかな関数 T P D(K)を任意にとる。二つのコンパクト
集合A  R+とB  RをK  ABとなるようにとる。k; ` P N0を以下









 À supzPR |v(`)(z)|; @v P D(B): (A.2)















































Bk+` T(; )  »
A
`1d:
つまり，W [ ;] P D1(H)である。ただし三番目の式は Bz[T(; z)] =
()BT(;   z)を繰り返し適用して従う。四番目の式は Tの台の
コンパクト性から従う。従って，N = k + `にとれば，Tの任意性より
W [ ;] P D1(H)が結論される。
Case 3c（X = SかつZ = S 1のときA = OM）まず，任意の k; ` P N0
に対して (k+`) P S(R)かつ zk   P S 1(R)である。従って Case 3a と同
様の議論によってW [ ;] P E(H)である。以下では任意の k; ` P N0に対
してある s; t P N0が存在して以下が成り立つことを示すBkB`W [ ;](; ) À ( + 1/)s(1 + 2)t/2:
BkB`W [ ;](; ) = B0B0W [(k+`); zk   ](; )かつ，(k+`) P S(R); zk 
 P S 1(R)なので，k = ` = 0の場合のみを示せば十分である。 P S 1(R)









|zsu(t)(z)|; @u P S(R):
u(z)Ð (z + )と代入して，
»
R
























À ( + 1/)N (1 + 2)N/2:
つまり，W [ ;] P OM(H)である。ただし二番目の式は pÐ z+ とし
た。四番目の式は仮定  P S(R)から常に supp |pst(p)|が有限となるこ
とから従う。










Dk;`s;tT(; ); @T P S(H)
(A.3)
ただし
Dk;`s;tT(; ) := ( + 1/)
s (1 + 2)t/2BkB`T(; ):
とおいた。T P S(H)を任意にとって固定する。 P S 1(R)なので，ある




 À supz |ztu(s)(z)|; @u P S(R):
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ただし二番目の式は Bz[(z + )] =   1(z + )と  À  + 1/
を繰り返し適用して得られる。三番目の式は p Ð z と変数変換して
(+1/)s t À (+1/)s+tを適用する。五番目の式は |p| À (1+p2)1/2
と Peetreの不等式 1 + p2 À (1 + 2)(1 + |p+ |2)から従う。六番目の式
は任意の tに対して (1+ p2)t/2(p)が有界であることから従う。最後の式
は Hölderの不等式から従い，この積分は " ¡ 0かつ  ¡ 1のとき有限の
値を取る。従ってW [ ;] P S 1(H)である。
Case 3e（X = L1かつZ = Lp X CのときA = S 1） の連続性により，
  もまた連続である。一方，Lusinの定理により，ほとんど至る所の点
x P Rで (x) = (x)となるような連続関数 が存在する。従って   
の連続性により，以下が成り立つ
   (x) =    (x); for every x P R:
と  は連続な可積分関数なので，ある s; t P Rをとって以下のように
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できる
|(x)| À (1 + x2)s/2; s ¡ 1;
































1 + (x )2t/2 dx(1 + 2)t/21
À (1 + 2)min(s;t)/2( + 1/)t1:
つまり，W [ ;]は局所可積分かつ無限遠での増大度が高々多項式程度の
関数である。特に，(t  1)p   m  1のときW [ ;] P Lp(H;mdd)
である。
Step 4 最後にR f(u; ; )のクラス Y(Ym+1)を調べる（表 5.2の 6列
目）。Y(Ym+1)はX (Sm1)pbA(H)から決まる。球面 Sm1はコンパクトな
ので，D = S = OM = E また E 1 = O1C = S 1 = D1である。これを鑑みて
表 5.2を得る。
A.3 定理 5.3.1の証明
十分性. 条件を超関数の意味で Fourier変換して ||mp() = p ()p() ( 
0) を得る。まず 
zt0u の範囲では，仮定により p は連続関数なので，p ()p()||mは通常の関数の意味での積になり，これは p()と等しい。一
方Rz
の範囲では，||mは急減少関数（OM）である。従って p ()p()||m




























0zt0uで連続なので，ある v0 P L1(R)X
C(Rzt0u)で，
0zt0uへの制限が以下を満たすものが存在する
p ()p() = ||mv0();  P 
0zt0u:
連続性と可積分性からv0 P L8(R)なので，特に limÑ+0 v0()と limÑ0 v0()
はいずれも有限である。
一方，||m P OM(
1)である。また， p  p P O1C(R)である。（なぜな
らば    P OM(R)であり，Fourier変換はOM(R)とO1C(R)の全単射だ
からである。）従って，ある v1 P O1C(R)で以下の超関数の意味での等式を
満たすものが存在する
p ()p() = ||mv1();  P 
1:
v0と v1を用いて
v := v0  1
0 + v1  1
1 :
とおく。v0 1
0 P E 1(R)かつ v1 1
1 P O1C(R) なので，v P O1C(R) である。
従って p = vとなる  P OM(R) が存在して，特に以下が成り立つ

















= ||mp();  P R:





(z) = m(z); z P R:
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A.4 定理 5.3.4の証明
特異積分







Rf(u; )  (u  x)ddu
m





















































for  = "; :
とおいた。従って，» 
"
Rf(u; )   d
m
= m1Rf(u; )  (k"  k):
k P L1 X L8(R)かつ ³R k(z)dz = 1となることを示す。このとき k は
近似単位元であり，limÑ0 k =  がいえる。まず k P L1(R)を示す。そ
のために，ある s; t ¡ 0が存在して
|k(z)| À |z|1+s as |z| Ñ 0
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0 z dz = (0) = 1:
一方，limÑ8 k = 0である。実際，k P L8(R)なので P L1(Sm1R)
に対して以下が成り立つ
}  k}L8(Sm1R) ¤ 1}}L1(Sm1R)}k}L8(R):
最後に，Vitalliの優収束定理を用いて Sm1上の積分と極限の交換が示
せる。









J(u; u  x)du; a:e: x P Rm
= R:m1Rf(x):
A.5 定理 5.3.8の証明
( ;  )と (; )は自己許容的であるとして一般性を失わない。以下では









































Ñ 0  1; as "Ñ 0 and  Ñ 8
三番目の式は Schwartzの不等式を用いた。最後の極限は
["; ] Ñ Hに
従って }R f}L2(
[";])が消滅することから従う。
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A.6 定理 6.5.2の証明
仮定よりk|Mは単射なので，左逆写像 : M ÑMが存在して，k|M =
idM を満たす。は M とM の間の微分同相である。
任意の関数 f P C2(M)の による引き戻しを f(:= f )と書く。各
点 x P M で以下が成り立つ1
(rf)  (x) = kJ rf(x); (A.4)
(r2f)  (x) = kJ r 2f(x)k: (A.5)
また 0の引き戻し 0について，確率変数の変数変換の公式から次の
関係式が成り立つ
|k|10(x) = r0(x); x P M:
記述を簡潔にするため，
E := log etLt0
と書く。このとき各点 x P M で
  (x) = (x) + tK(rE)  (x)
= (x) + tKkJ rE(x):
従って， rK := kKkJとして以下を得る
k    (x) = x+ t rK rE(x); x P M: (A.6)
(A.6)の右辺が rに一致することを示す。まず，
u(z; t) := etLt0(z); z P Hru(; t) := |k|1u(; t)
とおく。定義から直ちに u(z; 0) = 0(z); ru(x; 0) = r0(x)および
Btu(z; t) = Ltu(z; t); z P H
1左辺はそれぞれ，M 上の勾配とHess行列の引き戻しなので，(rf); (r2f)と
も書ける。
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が成り立つ。さらに，各点 x P M において
Btru(x; t) = rLtru(x; t); (A.7)
が成り立つ。ただし rLtの係数は以下で与えられる
ra(x; t) := ka((x); t);rb(x; t) := kb((x); t);rc(x; t) := c((x); t):
実際，直接計算によって，以下のように示せる
Btru(x; t) = |k|1Btu(; t)  (x)
= |k|1Ltu(; t)  (x)
= |k|1a((x); t)Jr2u(; t)  (x)a((x); t)
+ |k|1b((x); t)Jru(; t)  (x) + |k|1c((x); t)Ju((x); t)
= |k|1a((x); t)JkJ r 2u(x; t)ka((x); t)
+ |k|1b((x); t)JkJ ru(x; t) + |k|1c((x); t)Ju((x); t)




ru(x; t) = etLtr0(x); x P M
が従う。つまり，対数微分によって定数倍の差が無視できることに注意
して，以下が成り立つ
rE(x) = r log etLtr0(x):
これを (A.6)に代入して
k    (x) = r(x); x P M:
M 上，は全単射なので，次の位相共役性を得る
k  (z) = r  k(z); z PM:




























































































































す確率変数を Y : 
 Ñ Y とする1。メールのメッセージは晩ごはんの組
1 Y の代わりに Y に値をとる確率変数 Y  : 
 Ñ Y を考える方が直接的であり，
自然である。ただし 




























相互情報量の場合にはX が従う真の確率分布 P を既知としていたが，
現実には適当なモデルQを想定することになる。このとき「私にとって
2例えば，P (X = ビーフ) = 0:1; P (X = カツ) = 0:1; P (X = 野菜) = 0:8 のよ
うに確率が偏っている場合に，少数派で条件付けた場合には H[X]  0:92 に対して
H[X|A] = 1:0のようにエントロピーを増すことがある。
3KL情報量の正値性から導く










KL[P }Q] := H[X;Q]H[X]:
をKullback-Leibler情報量（KLダイバージェンス）と呼ぶ。
このとき相互情報量は
H[X;Q]H[X;Q|Y ] = H[X] +KL[P }Q] (H[X|Y ] +KL[P |Y }Q|Y ])
= I[X;Y ] +KL[P }Q]KL[P |Y }Q|Y ]
























うか。Cramér-Raoの定理によれば，推定誤差の分散 var pN は，Fisher情
報行列






var pN ¥ (NJ())1 = 1
N



























































もつ。最小記述長（Minimum Description Length; MDL）は，符号長の下
限を出発点として定義された複雑性の一種である。MDLはKolmogorov
複雑性やBICと近似的に等価である。
大数の弱法則により，Xi  P を iid系列として，
 1
n




















覆による被覆数の下限をN(T; d; ")とすると， logN(T; d; ")は開被覆を
根源事象とする一様分布を入れた場合のエントロピーとみなせる。これ
を被覆エントロピーという。被覆エントロピーと同値なエントロピーで
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ある "-エントロピーは，Vapnik-Chervonenkis次元に繋がる概念である。
相互情報量
相互情報量 I[X;Y ]は系Xを観測して観測値 Y を得た時の，系X|Y の
エントロピーの減少度
I[X;Y ] := H[X]H[X|Y ];
である4。後述するKL情報量を用いると，
I[X;Y ] = KL(p(X;Y )}p(X)p(Y ))
と書ける。従ってX と Y が統計的独立であれば相互情報量は 0になる。
つまり，相互情報量は独立性の尺度である。
マルコフ過程X Ñ Y Ñ Z において，Z は先行する Y 以上にX につ
いての情報を持つことはない
I[X;Y ] ¥ I[X;Z]:
これをデータ処理不等式という。
送信者が送るメッセージを確率変数Xとし，受信者が受け取るメッセー
ジを Y として，通信路を条件付き確率 p(Y |X)でモデル化する。通信路
符号化定理によれば，通信路容量C := maxXP I[X;Y ]を超えない任意
の伝送レートが達成可能である。
Kullback-Leibler情報量
KL[P }Q]は真の分布 P から見たモデルQのエントロピーの差分





4具体的に Y からX|Y を求める操作が統計的推定や学習ないし最適化である。
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が に依存しないという意味である。統計量 T (X)が十分統計量であるこ

















































実性の下限である。図 B.4は，正規分布 N ( = 0; 2 = 1) から独立に生
成したN = 10個の正規乱数 xn (n = 1;    ; N)に対して，分散 2を既





















































































ると，Fは -代数（完全加法族）になる。まず，事象A  
の生起が分か
るとしよう。このときFの定義よりA P Fである。また，余事象Acが生
起しなかったことも分かるので，A P F ñ Ac P Fである。そして，二つ
の事象A;B  
の生起が分かるとしよう。このとき「AまたはB」や「A






iAi P F まで認めるこ
とにすると，F は -代数になる。
二つの事象 A;B P F の間に A  B が成り立つとき，Aは B よりも
多くの情報を持つと言える。この包含関係により，F には順序構造が入
る。事象の自己情報量 I(A) :=  logP (A)は，この順序関係の準同型
（A  B ñ I(A) ¥ I(B)）になっている。ただし一般に包含関係は半順
序だが，事象の体積に基づく自己情報量の大小関係は包含関係がなくて
も定義できる全順序なので，必ずしも同型にはならない。
マルチンゲール理論では，部分 -代数の包含関係 G  F に対して，
F は Gよりも多くの情報を持つと言う。-代数は考えうる事象を全て集
めたものなので，部分族である Gの方が想定が甘く，Gの事象から期待







H[X] := E[ logP (X)]は，この順序関係の準同型になっている。つまり，











Brillouin (1962, § 19)に曰く，「計算機はけっして新しい情報を創造し
ないが，既知の情報の価値ある変換を遂行する。」データ処理不等式を思
い出せば，Brillouinが言わんとすることは尤もである。つまり，事象X
についての情報 Y が得られたとして，Y を計算機に入力して得られた出






























例えば，Markov決定過程（Markov decision process; MDP）のように，






























































を “証明”したH定理 (Boltzmann, 1872) や，Shannon情報量と関係の深
い Fisher情報量 (Edgeworth, 1908) なども，20世紀前半に研究が進んだ
概念である。
Vapnik (2006, Ch.4)に言わせれば，Kolmogorov, Fisher, Popperが活
躍した “The great 1930s”は，60年代，90年代と並んで帰納推論に革命的
な進展のあった時代である。まず現代のような形式的な数学としての確
率論は Kolmogorov (1933) による確率論の公理化にはじまり，1940年代
までにWienerによる確率過程論，Itoの確率積分，Cramérの大偏差原理
などが出揃う10。一方，統計学は帰納の哲学なので批判や論争は免れない



























































Huber (1981)のロバスト統計学，Andersen and Gill (1982)によるマル
チンゲール統計学，Geman and Geman (1984)に始まるMCMC，Pearl
(1988)のベイジアンネットワークなど，新しい分野が次々と登場した。情
報理論でも，多元情報理論，Ziv and Lempel (1977)のユニバーサル符号
化，Rissanen (1978)のMDL，Csiszár and Körner (1981)のタイプ理論，
Amari (1985)の情報幾何学など，枚挙に暇がない。信号処理では Morlet





JATが創刊した。集中不等式 (McDiarmid, 1989; Hoeﬀding, 1963; Azuma,
1967; Bernstein, 1924) の新時代が始まったのもこの時期である。人工知
能では Feigenbaum (1977) の知識工学によって「知識の時代」に入り，
Minsky (1975)のフレーム理論がその中核におかれた。Solomonoﬀ のア
ルゴリズム学習理論が最盛期を迎え，Vapnik and Chervonenkis (1971);
























適化法も 90年代に発達した。Rubinstein et al. (2010)は，信号処理もま
たこの時期の機械学習の影響を強く受けたと述べている。スパース表現
(Olshausen and Field, 1997; Chen et al., 1998; Tibshirani, 1996)や辞書











性に基づくゲーム理論的確率論 (Shafer and Vovk, 2001) も登場した。ク







それらを包括するFloridi (2010)の情報哲学（Philosophy of Information;
PI）なども展開している。






















































確率変数Xを別の確率変数 Y に変換するタスクでは，Y を特定する情報
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現 pX の良し悪しは定義域 X との相互情報量 I[X; pX]だけでなくタスク



























































































ル選択に利用できる。歴史的には Solomonoﬀ, Kolmogorov, Chaitin が先
駆となり，Rissanenが MDL から確率的複雑性（stochastic complexity）
にいたる一連の仕事をした。
文字列X の計算機 U におけるKolmogorov複雑性KU(X)とは，文字

























































































無仮説として仮説検定にかける方法である。K. Pearson の 2-適合度検























































[f ] = }Tf}で与えられる場合，変換 T とカーネ
ル kは対応している。このように，正則化理論はカーネル法との相性が
良い。
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Bayes推定
本来，逆問題は統計的推測とは無関係だが，正則化項 J [f ]を事前分布





処理をしているという発見もこの時期にあった。Donoho and Stark (1989)
によれば，理論面での体系的な研究は Logan (1965) に始まる。スパース
モデリングを信号処理や統計的な観点で理論付けをしたのは Chen et al.
(1998) や Tibshirani (1996) である。また同時期にスパースコーディン
グ Olshausen and Field (1997)も登場した。2000年代にはBayesや SVM




















集合Xを可測集合，Y  Rを閉集合とし，Z := XbY を積空間とする。
関数族H  Y X を仮説空間または学習モデルと呼び，関数 ` : H  Z Ñ
[0;8)を損失関数と呼ぶ。Zの確率分布をDとして，期待リスク関数を
RD[h] := ED[`(h; z)]によって定義する。





う。すなわち，任意のZの確率分布Dと任意の ";  ¡ 0に対し，m("; )





アルゴリズムAの計算量 T ("; )を計算複雑性と呼ぶ。
Valiantは 0-1損失関数による二値判別問題の場合に，仮説空間の濃度
|H|が有限ならば

































Kearns et al. (1997) は，データの分布に依存しない一様評価は必ずしも
最適な指標ではないことを指摘している。
Rademacher複雑性

























Bousquet and Elisseeﬀ (2002) は感度解析に基づき，stability を提案し
た。Stabilityは Rogers andWagner (1978), Devroye andWagner (1979a,b)
による leave-one-out（LOO）誤差の評価を発展させた方法である。VC
次元は stability の上限を与えることが分かっている (Kearns and Ron,

























































action Site Model）理論が展開されている。ただし riは分子の位置と配
向，は分子の存在密度，hは二分子の存在密度関数 2(r1; r2)と一分子の






























































V (x; t) = H(x; t); x P  (t);
という界面の発展方程式に帰着する。ただし  (t)は時刻 tにおける界面
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