We use Monte Carlo simulations to study pure 2D Euclidean quantum gravity with R 2 -interaction on spherical topologies, employing Regge's formulation. We attempt to measure the string susceptibility exponent str by using a nite-size scaling Ansatz in the expectation value of R 2 , as has been done in a previous study by Bock and Vink (Nucl. Phys. B438 (1995) 320). By considerably extending the range and statistics of their study we nd that this Ansatz is plagued by large systematic errors. The R 2 speci c string susceptibility exponent 0 str is found to agree with theoretical predictions, but its determination also is subject to large systematic errors and the presence of nite-size scaling corrections. To circumvent this obstacle we suggest a new scaling Ansatz which in principle should be able to predict both, str and 0 str . First results indicate that this requires large system sizes to reduce the uncertainties in the nite-size scaling Ans atze. Nevertheless, our investigation shows that within the achievable accuracy the numerical estimates are still compatible with analytic predictions, contrary to the recent claim by Bock and Vink.
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Introduction
Two-dimensional (2D) Euclidean quantum gravity is believed to be an important toy model on our way to a realistic quantum theory of gravity. Along with the theoretical achievements of string theories 2D Euclidean quantum gravity has become a rather well understood subject. In contrast to the classical theory, which is dynamically trivial, the quantum theory possesses a rather rich structure due to the conformal anomaly. One of the interesting aspects is the intrinsic fractal structure of space time which shows up in the divergence of the partition function Z(A) with increasing area A, governed by the string susceptibility exponent str (1) Here R denotes the renormalized cosmological constant. The exponent str , which depends on the genus g of the surface, has been calculated rst by Knizhnik, Polyakov, and Zamalodchikov (KPZ), using conformal eld theory methods 2] to be str = 2 ? 5 2 (1 ? g): ( 2) Because str = 2 is the classically expected result, quantum e ects can only be seen for non-toroidal topologies (g 6 = 1). For spherical topologies (g = 0) the prediction str = ?1=2 agrees with matrix model methods 3]. Moreover, if one couples spin matter to gravity, conformal eld theory and matrix models both predict a signi cant change in the critical exponents of the associated spin phase transition when compared to at space exponents 2, 4] . These remarkable agreements strengthened the belief in the existence of universal features of 2D quantum gravity.
The matrix model approach gave rise to a novel numerical scheme, called the dynamically triangulated random surface (DTRS) approach to quantum gravity 5]. The DTRS method could reproduce the prediction for str 1] as well as the critical spin exponents 6].
For the alternative numerical approach using Regge calculus 7, 8] the situation is far away from being clear. One major conceptual problem is associated with the path integral measure of quantum gravity (for a good review see Ref. 9] ). There have been almost as many di erent proposals for the integration measure as there are di erent approaches to quantum gravity. Within the gauge theory approach, depending on one's own preference 1 in the correct gauge group of gravity, such as di eomorphism, local Lorentz, Poincar e or conformal group, one obtains di erent results for the integration measure. The same situation holds true if one uses the Hamiltonian formalism or tries to approach the problem by measure theory 9]. Most measures di er by the power of the determinant of the metric g, which stands in front of the integration measure, but also non-local objects of the Faddeev-Popov type can appear.
We would like to stress that this ambiguity resides in the continuum approach to quantum gravity, and hence should haunt any quantum theory of gravity; it is not a problem con ned to Regge calculus. In light of the agreement of conformal eld theory and matrix models, however, one is inclined to think that at least in two dimensions there might exist something like a unique measure and that both, the KPZ and the matrix model approach, capture all the essential features of this measure to fall into the same universality class. To support this argument one would like to see Regge calculus as a third unrelated candidate for a quantum theory of gravity to reproduce all known results (for a di erent opinion, however, see Refs. 10, 11] ). This would enforce the hope that also in higher dimensions the details of the numerical approach are not overly important.
Unfortunately the results of numerical investigations using -gravity was consistent with the theoretical predictions 18] for the sphere (g = 0), but not for the bi-torus (g = 2). In light of these contradicting results, we found it necessary to reinvestigate this problem again.
In the Regge approach part of the di culty to estimate str is the lack of methods to measure str directly. All approaches used so far introduce a 2 curvature square term R 2 and deduce from its expectation value an estimate on str through a nite-size scaling analysis. The problem with R 2 -gravity is that there are actually two distinct scaling regimes, each of which de nes its own string susceptibility. For the model de ned by
with the gravitational action taken as (3) by Monte Carlo (MC) methods. In principle, the integral has to be extended over all metrics on all possible topologies, but, as usual, we restrict ourselves to a speci c topology, here the sphere. The integral over the metric is replaced by an integral over the square of the link lengths. An important ingredient in the functional-integral method is the appropriate measure, which, as already explained in the Introduction, is not even known in the continuum. The most popular measure is DeWitt's supermetric 20], a distance functional on the space of metrics. It was used by Polyakov in his famous string solution 21]. Because in 2D the measure is the primary source of the non-trivial dynamical content of the theory, its correct transcription might be the key point in reproducing the KPZ results. Nevertheless if the discretized DeWitt measure is still a local one, then one might argue on the basis of universality that any other local measure will do as well. In the present study we only report simulations with the most commonly 
Finite-size scaling
The method to extract str through the nite-size scaling (FSS) properties of the expectation value of an added R 2 -interaction term was rst discussed by Gross and Hamber 12] , and later improved in Ref. 16 ]. Here we would like to point out that there is still room for ambiguities in the FSS assumptions. A very simple derivation of the scaling behavior comes from a rescaling argument. We will not discuss in this paper any measure ambiguities, and restrict ourselves to the scale invariant computer measure dl=l, as used in our (and most previous) simulations. Other measures could be treated without any problem. The simple derivation presented below has the additional advantage over the one given in Ref. 16] , that it neither invokes Ward identities nor any arti cial weight functions.
Consider the partition function (13) (16) and by inspecting (14) it is also easy to see, thatR If this is inserted in (15) , then a comparison with (7), (8) 
The coe cients c i (â 0 ) are thus de ned in the thermodynamic (in nite area)
limit. This expansion has to be justi ed by the simulation results, because it is not based on any ab initio calculations. A similar good educated guess would have been to to consider for instance an expansion in a linear length 
If we plot d 1 versusÂ we thus expect to see a linear behavior for very largê A and a divergent behavior for smallÂ, governed by the classical action S c = 16
The di erence between our method and that of Ref. 16 ] appears as a subtle interchange of thermodynamic and continuum limit. We rst take the continuum limit (N 2 ?! 1) for xedÂ, and then the thermodynamic limit, whereas in (18) rst the thermodynamic limit is taken for xedâ 0 =Â=N 2 , and then the continuum limit is performed.
The appearance of the classical action is not hard to understand. Actu- Let us assume that we have a distribution q (0) ij of the square of the link lengths that give the classical action S c = S(q (0) ij ). For smallÂ one should be able to make a stationary (semi-classical) approximation of the action S(q) around S(q (0) ) in the variables q, which should become small in the continuum limit due to the constancy of A. Our The area A was kept xed at its initial value A = P i A i = N 2 =2 during the update to simulate the delta function in Eq. (13) . In order to achieve this, we would need in principle to rescale all links during each link update, amounting in a non-local procedure. However, due to the scaling properties of the partition function, this can be absorbed in a simple scale factor in front of the R 2 term. To avoid round-o errors we explicitly performed a rescaling after every full lattice sweep. Notice, that technically our simulation procedure is di erent from the methods employed in Refs. 16, 17] .
The rst set of simulations was designed to test the extrapolations to the continuum limit which in Ref. 16 
Results

Scaling at xedâ 0
We rst take a look on the raw simulation data, and plotR 2 =N 2 versus 1=N 2 .
The set of data points for the four largest values ofâ 0 can be inspected in Fig. 2 . Because we choseâ 0 = 1=2a this is equivalent to the simulations with the four smallest values of a. The curves look straight to the eye, and the scaling Ansatz (18) seems to works well even without the c 2 coe cient, indicating that N 2 is large enough so that we are in the weak R 2 -gravity regime.
A closer look on the curves for 1=â 0 = 10 (1=â 0 = 20), see Fig. 3 , shows apparently two scaling regions, divided approximately by a line through 1=N 2 0:005(0:003). We interpret this region as the crossover region from A 1 toÂ 1. BecauseÂ was chosen to be N 2 =2a, we decreaseÂ either by decreasing N 2 or by increasing a. This means we always start out 11 on small lattices in the strong R 2 -gravity regime, and end up on su ciently large lattices always in the weak R 2 -gravity regime. It is therefore hard to imagine, that one can t the whole range of data points with the same truncated Ansatz (18) without taking into account contributions from other coe cients which arise from interchanging theÂ limits. We know the scaling behavior only for the two limiting cases ofÂ, but nothing in between these two limits. By increasing N 2 we would again be able to extract c 1 with a linear Ansatz, yielding str , but already at the rather coarse discretization scale ofâ 0 = 0:05 ? 0:1, the studied system sizes turned out to be too small to produce a reliable estimate for c 1 .
For the lower values ofâ 0 , the data points of the smaller lattices shown in Fig. 2 begin to show a clear deviation from the straight line behavior. In Fig. 4 we show the raw data forR We now mimic the procedure of Ref. 17] to extract an estimate for 0 str by staying at a rough discretization scale to achieve a su ciently smallÂ.
We tted all data points using Ansatz (18), including a linear and a quadratic term in 1=N 2 , see Table 1 . In Ref. 16 ] it is shown, that in the limit ofâ 0 ! 0, c 1 should approach str ? 2. Here, because we truncated our t at some N 2 , we approach this limit by increasing a, and therefore decreasingÂ, so that e ectively c 1 should approach 0 str ? 2. But, as already mentioned before, this procedure is really ill de ned, because it is simply impossible to take the continuum limit ofâ 0 ! 0, and staying at the same time atÂ 1. We are therefore not convinced, that the coe cient c 1 is simply related to 0 str .
Nevertheless, by recalling Eqs. (17)- (21) the value of c 2â0 should approach 16 2 . As can be inspected in Table 1, c 2â0 indeed approaches 16   2 , but the total 2 of the t is unacceptably high. The steep increase in the total 2 of the four simulations with highest a of course originates in the higher number of data points on the smaller lattice sizes. For those simulations the tail of the power law decay, namely the data points on the large lattices, produce the increase in 2 . One would expect then that removing the data of the larger lattices would lead to an improvement, because they belong to 12 the regime whereÂ is large and the c 2 coe cient is not so important. We therefore successively discarded the larger system sizes until we obtained a t with an acceptable quality. The nal values of the t parameters along with the remaining number of degrees of freedom (dof) can be found in Table 2 . Indeed we see that we can stabilize the ts much better, and that the value for the classical action S c comes out very well. Only the simulations with largest R 2 coupling a show the rst signs of numerical problems we experience with large values of a. Now we have the paradoxical situation that one needs very small lattice sizes or very large values of a to expect good results. On very small system sizes, however, one needs to worry about nite-size e ects, which can lead to rather large systematic errors. As a nal estimate of this analysis we take the average of the four MC estimates, but due to the aforementioned criticism of this method, we enlarge the error, leading to 0 str = c (0) 1 + 2 = 0:1(3) as a conservative estimate. From (6) we see that this value is still consistent with the prediction 0 str = 0. In Ref. 17] a similar value was found for the sphere, but the value of 0 str for the bi-torus (g = 2) did not agree with the theoretical expectations. We suggest two possible explanations for this. The rst is that the presence of large FSS corrections is responsible for the \failure" of the bi-torus analysis, because the results were obtained on relatively small lattice sizes. The other is that actually the methods presented in Ref. 17] cannot predict anything about 0 str , because inherently the continuum limit inâ 0 cannot be taken. Therefore the coincidence of our results with the theoretical value of 0 str for the sphere might be purely accidental.
Still we investigated our data a bit more closely. Another way of improving the quality of the ts is to try out other scaling Ans atze or to include more correction terms to (18) . We therefore used (18) 28) The results for the two generalized ts can be inspected in Tables 3 and  4 . We nd that both Ans atze seem to work equally good or bad, so that on the basis of these results alone one cannot draw any conclusion on their validity. Actually, the inclusion of more correction terms does not improve the simulations with large and small values of a, only the crossover region seems to get improved. Finally one can t the values of the coe cient c 1 obtained according to the Ans atze (18) , (28) and (27) to large values ofâ 0 , then this meansÂ 1, but in the same limit the discretization scale becomes very large, and we can not be sure if we still reach the continuum limit.
To conclude this subsection it should be stressed that at the couplings where we can compare with with Ref. 16 ], the raw data for R 2 do agree within error bars, so that di erences in the nal results cannot be blamed on using di erent simulation techniques. It is rather our much larger lattice sizes and the considerably increased range ofâ 0 which reveals the potential problems with the approach of Refs. 16, 17].
Scaling at xedÂ
The raw data of our simulations at xedÂ is shown in Fig. 6 . One rst notes that all curves ofR Because of the non-linear FSS behavior observed in Fig. 6 , the task of extracting the coe cient d 1 of Ansatz (22) proves to be a di cult one. In our attempt to t all available data points we therefore used besides the FSS Ansatz (22) . This can mean that either both Ans atze plainly do not work, or that FSS corrections are still so large that one would need even more correction terms, which, in light of the few available data points, is not applicable. We therefore tried to discard the data on the smaller lattices until we obtained a t with a reasonable 2 . The values of the t parameters together with the total 2 and the remaining number of degrees of freedom (dof) can be found in Tables 5 and 6 . As a general trend one observes that the acceptable t range increases with decreasing values ofÂ, with the exception of the two simulation with smallestÂ. The rst part of the observation can be inferred from Fig. 6 , because the curves show more linear behavior the smallerÂ gets. The simulations for the two smallestÂ do not follow this trend because the large values of the R 2 coupling a produce numerical problems on the larger lattices. Some con gurations seem to freeze in local minima and our algorithm does not seem to be able to relax those minima su ciently fast.
The resulting plot of both values for d 1 versusÂ is shown in Fig. 7 .
We observe that qualitatively both curves ful ll the theoretical expectations, namely they show a divergence at smallÂ and a attening slope at largeÂ.
To extract str we need to look at large values ofÂ. Because the divergent term goes like 16 2 =Â this means large compared with 16 2 . Looking at the ve highest values ofÂ we note that no clear linear slope can be observed, so that with the present data it is impossible to obtain a reliable estimate for str . From a crude linear t it appears that str is too negative, which goes just in the opposite direction of what was claimed in Ref. 16] ; however this observation has to be taken with great care. As far as the extraction of str is concerned we must thus conclude that eitherÂ is not yet large enough to see the linear behavior or the presence of large FSS corrections in the rst t have led us to underestimate the errors in our data. The rst obstacle could be overcome by increasingÂ, whereas the second would require even larger system sizes. Unfortunately it turns out that we need to follow both suggestions simultaneously to improve our data. We have seen in Fig. 6 that with increasingÂ the curves rapidly deviate away from linear behavior already for quite large system sizes. Therefore increasingÂ requires also increasing the system sizes to obtain a comparable accuracy, which in turn requires more and more computing e orts which are beyond the scope of the present study.
The situation for 0 str appears somewhat better. Performing a threeparameter t of the form (24) to the four data points withÂ < 16 157:91 should emerge. This shows that in principle we should include more FSS corrections to stabilize the ts, apart from the obvious need for more data points.
The next thing we tried is to discard in the rst ts at xedÂ the data points for small systems to reach a range where a linear t of the form
is su ciently accurate. The resulting ts for the six smallest values ofÂ are shown in Fig. 8 and the t data can be found in Table 7 . For su ciently large N 2 we see a linear behavior, only the two simulation sets with smallestÂ are somewhat scattered around the t line. As already mentioned we attribute this to numerical problems in thermalizing the con gurations with extremely large R 2 coupling, which is presumably not re ected by the computed jackknife errors. The t over the resulting six data for d 1 according to Eq. (24) is shown in Fig. 9a and yields S c = 199(65) and 0 str = 5:1(3:0), with a reasonable total chi-square of In comparison with the analysis in the preceding subsection the estimates appear less accurate, but this time uncontrolled systematic nite-size e ects are de nitely reduced. To enhance the accuracy we would again need much more data points, now at small values ofÂ. Here it not necessary to go to very large system sizes in the rst t, but one faces the numerical problem of simulating at extremely large R 2 coupling, where the generation of a reliable sample of MC con gurations for probing the partition function in (13) proved to be very di cult. 16 
Conclusions
We tried to measure the string susceptibilities str and 0 str using two FSS Ans atze inR 2 . Although the approach of Ref. 16 ] is in principle applicable to determine str correctly, our results for the dl=l measure show that it fails in practice because the system sizes needed in order to reach the thermodynamic (large area) limit N 2 ?! 1 on reasonable small discretization scalesâ 0 , are too large. E ectively this can be seen in a crossover behavior from weak to strong R 2 scaling, which is mainly due to the fact, that already in the rst truncated Ansatz of Eq. (18) one mixes data with small and largeÂ by varying N 2 . Only if N 2 could be made su ciently large, one would be able to stay always in the largeÂ regime.
The method of Ref. 17 ] to estimate 0 str with the same Ansatz can be performed practically, but here we encounter severe conceptual problems. The analysis was done employing only very small lattice sizes, and to reach a su ciently lowÂ one has to discard successively the larger lattice systems and to extrapolate to very small system sizes. In this way one will necessarily experience large nite-size e ects. Our estimates for 0 str , obtained for smaller discretization scales and larger lattices, agree with the nding of 17], showing, that nite-size e ects seem to be unimportant for the sphere. Nevertheless the continuum limitâ 0 ! 0 can only be performed for some nite value of N 2 . The coincidence of our value for c (0) 1 + 2 with 0 str might therefore be purely accidental and should not be considered as a signi cant test of Regge calculus. In light of all these conceptual problems the \failure" of the bi-torus analysis in Ref. 17] should not be regarded as a serious problem for Regge calculus, but rather as a problem with the method itself.
Alternatively, if one works at a well controlledÂ as in (22) , one should in principle be able to explore both scaling limits and to predict both str and 0 str . We have experienced, however, large FSS corrections in the weak R 2 regime, and numerical problems in the strong R 2 regime, which make it very di cult to extract the coe cient d 1 with high accuracy. Unfortunately, these are the regions in which a precise knowledge of d 1 (7) 4693(758) 380 320.00 0.25091(7) -1.1(2) 157.96 (5) 978 (1254) 
