We consider inference and testing in extended constant conditional correlation GARCH models in the case where the true parameter vector is a boundary point of the parameter space. This is of particular importance when testing for volatility spillovers in the model. The large-sample properties of the QMLE are derived together with the limiting distributions of the related LR, Wald, and LM statistics. Due to the boundary problem, these large-sample properties become nonstandard. The size and power properties of the tests are investigated in a simulation study. As an empirical illustration we test for (no) volatility spillovers between foreign exchange rates.
Introduction
Testing for volatility spillovers between time series has become an important tool in empirical finance. Following the simple arguments of Ross (1989) that the (conditional) variance of asset price changes is directly related to the rate of information flow, volatility spillovers may be viewed as a way of measuring information transmissions in and between markets and thereby their connectedness (Conrad and Weber, 2013) . Typically, volatility spillovers are defined in relation to multivariate conditional volatility models, such as multivariate GARCH, for price changes. As an example, Conrad et al. (1991) applied bivariate GARCH models to conclude that volatility surprises to large market value firms are important to the future dynamics of the returns of smaller firms (but not conversely). Another example can be found in Bali and Hovakimian (2009) who applied a similar technique to conclude that there exist spillovers from option to equity markets. For other applications of multivariate GARCH models for assessing spillovers we refer to Conrad and Weber (2013) and the references therein. A multivariate GARCH model well suited for quantifying spillovers is the extended constant conditional correlation (ECCC-) GARCH model of Jeantheau (1998) , considered in this paper. In the ECCC-GARCH model the matrices governing the ARCH and GARCH dynamics -respectively, the matrices A and B introduced in the following section -are allowed to be nondiagonal, and with the off-diagonal elements directly related to the volatility spillovers. Specifically, testing for no volatility spillovers relies on testing for whether the off-diagonal elements of the matrices are equal to zero.
In this paper we consider the properties of the quasi-maximum likelihood estimator (QMLE) for the parameters in the ECCC-GARCH model in the case where some of the elements of the A and B matrices are allowed to be zero under the null. For the ECCC-GARCH model, the parameter space is typically restricted such that all elements of A and B are nonnegative, which is assumed in the existing literature on the large-sample properties of the QMLE, as in Jeantheau (1998, Definition 3 .1), Ling and McAleer (2003, Assumption 3) , and Francq and Zakoïan (2012, p.183) . The constraints are convenient as they (partly) ensure that the conditional covariance matrix is positive definite, and hence that the log-likelihood function is well-defined. However, as will be the main message from this present paper, the constraints lead to complications if one wants to test for no spillovers, and in particular one cannot rely on standard large-sample theory for QML estimation. Technically, the parameter is on the boundary of the parameter space under the null hypothesis of no spillovers. This implies that the limiting distribution of the QMLE cannot be obtained by relying on arguments based on a Taylor expansion around a zero-valued score.
We make the following contributions. First, we consider the asymptotic properties of the QMLE in the case where the true parameter value is on the boundary of the parameter space. In contrast to the standard case where the parameter value is an interior point, the (suitably normalized) QMLE does not have a Gaussian limit, but instead its limiting distribution is the given by the projection of a Gaussian vector (that occurs in the interior case) onto a set that depends on the true parameter. Second, in order to avoid boundary issues when testing for spillovers in the ECCC-GARCH model, Nakatani and Teräsvirta (2009) proposed a Lagrange multiplier (LM) statistic. We consider a modified version of this statistic, that is based on left/right partial derivatives of the log-likelihood function with respect to the parameters on the boundary, and moreover the test is a QMLtype that allows for an unknown distribution of the (independent) innovations, see White (1996, Chapter 8) . We also consider quasi-likelihood ratio (QLR) and Wald tests both taking into account that the true parameter is a boundary point. Whereas the limiting distribution of the QMLE for univariate GARCH models when the true parameter is on the boundary has been considered by Andrews (1998 Andrews ( , 2001 ) and Francq and Zakoïan (2007, 2009 ), we are not aware of any other papers considering this for the QMLE for multivariate GARCH models. Some early considerations on testing when the null vector is a boundary point of the maintained hypothesis can be found in Chernoff (1954) and Perlman (1969) , whereas Andrews (1999 Andrews ( , 2001 ) provides a very general theory for estimators when the null parameter vector is a boundary point of the parameter space.
The rest of the paper is structured as follows. In Section 2 we introduce the ECCC-GARCH model and state some important properties of ECCC-GARCH processes. Moreover, we introduce the notion of spillovers and their relation to Granger causality. Section 3 introduces the QMLE and states the large-sample properties of the estimator, whereas the associated QLR, Wald, and LM tests (for no-spillovers) are presented in Section 4, which also contains an algorithm for determining critical values for the proposed tests.
Section 5 contains simulation studies that investigate the empirical size and power properties of the proposed tests, whereas Section 6 is devoted to an empirical illustration where we test for no volatility spillovers between assets in foreign exchange markets. Section 7 concludes the paper. All technical derivations can be found in the appendix. Some notation and definitions: Unless stated otherwise all limits are taken as T → ∞.
Let w → denote convergence in distribution. For a random vector X, L(X) denotes the distribution of X. For n ∈ N, I n is the (n × n) identity matrix, and the zero matrix 0 m×n is an (m × n) matrix with all elements equal to zero. With ⊗ denoting the Kronecker product and the Hadamard product, we introduce for a matrix A the notation A ⊗p . . 
The ECCC-GARCH model and its properties
In this section we introduce the ECCC-GARCH model, state some important properties of the ECCC-GARCH process, and introduce the notion of volatility spillovers and its relation to Granger (non)causality.
The model
We consider the ECCC-GARCH(1, 1) model of Jeantheau (1998) for t ∈ Z given by X t (θ) = Σ 1/2 t (θ)η t , (2.1) 
, where vech 0 (R) stacks the columns below the principal diagonal downwards of R. The parameter space, Θ, is given by a subset of
Observe that the parameter space is defined such that the elements of A and B are nonnegative. This condition, together with the restriction κ
Remark 2.1. When the matrices A and B are restricted to be diagonal, the ECCC-GARCH model simplifies to the CCC-GARCH model proposed by Bollerslev (1990) .
Properties of the ECCC-GARCH process
For a fixed θ ∈ Θ, equations (2.1)-(2.4) yield an ECCC-GARCH process (X t : t ∈ Z).
The properties of such a process have been studied several places in the literature, including Jeantheau (1998) , Boussama (1998, Chapter 5) , Ling and McAleer (2003) , He and Teräsvirta (2004) , and Francq and Zakoïan (2010, Chapter 11) . Importantly, by Francq and Zakoïan (2010, Theorem 11.6) , under suitable conditions, it holds that the process has a unique strictly stationary and ergodic solution if and only if
Here γ is the so-called top Lyapunov exponent of the sequence (Ξ t : t ∈ Z). Notice that an ECCC-GARCH process satisfying this strict stationarity condition may not have any finite (high-order) moments. In Section 3 it will be assumed that X t has finite sixth-order moments when the asymptotic distribution of the QMLE is derived, and hence it is useful to have conditions on the distribution of η t and θ ensuring these moment restrictions. 
Volatility spillovers and Granger noncausality
The main objective of this paper is to consider tests concerning spillovers in ECCC-GARCH processes. As clarified below, volatility spillovers (or interactions) are quantified by the off-diagonal elements of the matrices A and B, and thereby testing for spillovers relies on testing if certain of the off-diagonal elements of A and B are equal to zero.
Consider, as an example, the bivariate process with X t . . = (X t,1 , X t,2 ) and
Here the coefficients A 12 and A 21 quantify the effects of the past squared shocks X 2
and X 2 t−1,1 on the conditional variances h t,1 and h t,2 , respectively. These effects are often referred to as the ARCH spillovers, see e.g. Conrad and Weber (2013) . Likewise, the coefficients B 12 and B 21 measure the GARCH spillovers from the conditional variances h t−1,2 and h t−1,1 to h t,1 and h t,2 , respectively. Remark 2.2. As discussed in Conrad and Karanasos (2010) and Nakatani and Teräsvirta (2008) , when considering the ECCC-GARCH model one may allow some of the off-diagonal elements of A and B to be negative, and thereby introduce the notion of negative volatility spillovers, see also Section 2.3. To our knowledge the large-sample behavior of the QMLE is unknown when allowing for such negative parameter values, and we do not allow for such (milder) parameter restrictions in this paper.
Intuitively, the spillovers characterize some of the dependence between X t,1 and X t,2 , and, as explained next, the spillovers are closely related to Granger causality. With
, we consider the following notion of second-order Granger noncausality, introduced by Granger et al. (1986) : X t,2 is said not to second-order Granger cause X t,1 (with respect to
If the quantity on the left-hand side is nonzero (with strictly positive probability) then X t,2 is said to second-order Granger cause X t,1 .
Suppose that (X t : t ∈ Z) is strictly stationary, which implies that ρ(B) < 1 (Francq and Zakoïan, 2010, pp.290-291) , then Notice that the above definition of Granger causality differs from, and is simpler than, the original notion of Granger causality stated in terms of the conditional distribution of X t,1 , see e.g. Granger (1969) and Engle et al. (1983) . However, for practical purposes the above definition is much more operational, as discussed in e.g. Granger (1980, Section 3) . We refer to Comte and Lieberman (2000) , Hafner and Herwartz (2008) , and Woźniak (2015) for additional considerations about Granger causality in multivariate GARCH processes.
Estimation and large-sample properties of the QMLE
In the following we consider large-sample inference in the ECCC-GARCH model where we allow elements of A and B to be equal to zero. Throughout the remainder of the paper, let ∂f (θ)/∂θ denote the vector of left/right partial derivatives of the function f : Θ → R with respect to the vector θ, and let ∂ 2 f (θ)/∂θ∂θ denote the matrix of left/right second-order partial derivatives as defined in Andrews (1999 Andrews ( , pp.1350 Andrews ( -1351 .
Given a realization (X t : t = 0, 1, ..., T ) of the ECCC-GARCH model, the QMLE,θ T , of θ is defined asθ
with the feasible log-likelihood function,L T (θ), given bŷ
Next, we consider the asymptotic properties of the QMLE.
For the probability analysis of the QMLE we let θ 0 denote the true parameter vector such that X t . . = X t (θ 0 ). The derivation of the limiting distribution of the QMLE relies on the following assumptions.
Assumption 1. θ 0 ∈ Θ and Θ is compact.
Assumption 2. The sequence (X t : t ∈ Z) is strictly stationary and ergodic.
Assumption 3. For all θ ∈ Θ, ρ (B) < 1 and R is a positive definite correlation matrix.
In light of Assumption 2, consider the (infeasible) ergodic version of the log-likelihood function, i.e. for the strictly stationary and ergodic sequence (X t : t ∈ Z) we define for
Remark 3.1. Assumption 4 is a high-level identification condition. Primitive conditions are discussed in e.g. Jeantheau (1998) , Ling and McAleer (2003) , and Francq and Zakoïan (2010, 2012) . In particular, for the simulation study in Section 5, all data generating processes can be shown to be minimal in the sense of Jeantheau (1998, Definition 3.3) which (under some additional mild regularity conditions) ensures identification. 8) and with Θ defined accordingly. Notice that for the case where s 1 = 0, we have that θ = δ.
We also consider accordingly a partition of the true parameter value θ 0 = (β 0 , δ 0 ) , and First, we make the following assumption about θ 0 and Θ.
cube centered at x ∈ R d and with side length 2 . Remark 3.3. Assumption 5 is essentially a special case of Assumption 2 2 * in Andrews (1999, 2001 ) and has several purposes. First, it prevents the true parameter value δ 0 from reaching the bounds of Θ, which keeps things as simple as possible, as our main interest is to consider hypotheses where elements of β are equal to zero (i.e. take value at the lower bound of Θ). Second, this assumption allows us to make a Taylor 
Another example is the bivariate case where Since ρ(B 0 ) < 1 we know that B 11,0 and B 22,0 are strictly less than one, so for a sufficiently
Second, deriving the asymptotic distribution of √ T (θ T − θ 0 ) typically relies on, among other things, verifying a condition such as
or, given that θ 0 ∈
• Θ, i.e. θ 0 is an interior point, 
and hence 1
For the case where θ 0 ∈
• Θ, one can choose V(θ 0 ) such that the elements of A are bounded away from zero on V(θ 0 ), see Francq and Zakoïan (2012, pp.199-202) . This implies that the fraction in (3.11) is bounded on
12 < ∞, and hence that any moment of (3.11) is finite on V(θ 0 ). However, such argument cannot be applied to bound the moments of the derivatives of the log-likelihood function in the case where some of the elements of A 0 can take zero value. Suppose additionally that A 0 is diagonal, then
, which is not bounded by a constant. The asymptotic properties derived in this paper rely on establishing condition (3.9), which is done by imposing the condition that E[ X t 6 ] < ∞, similar to Francq and Zakoïan (2007, Assumption A7) .
Remark 3.4. As mentioned in Subsection 2.2, Lemmas B.7-B.8 provide necessary and sufficient conditions for Assumption 6 to hold.
We are now able to state the limiting distribution of the QMLE.
Theorem 3.1. Under Assumptions 1-6,
where
, and where Λ is
and
The theorem states that the limiting distribution of the normalized QMLE is given by λ Λ which by definition is the projection of the N (0, J −1 ΣJ −1 )-distributed Z onto the set Λ with respect to the metric induced by the inner product ·, · J , where we recall that for
Since Λ is convex according to Assumption 5, it holds that λ Λ is unique. In the case where θ 0 is not a boundary point, s 1 = 0, such that Λ = R s 0 and the limiting distribution of 
Testing
In this section we introduce Lagrange multiplier, Wald, and likelihood ratio statistics 
Test statistics
We consider testing hypotheses where some of the parameters in the matrices A and B take zero value. With β defined according to the partition of θ in (3.8), we consider the partition of β given by
for somes 1 ≤ s 1 ands 2 . . = s 1 −s 1 . Notice that, by convention, β = β 1 whens 1 = s 1 . We are interested in testing whether β 1 takes value zero, i.e. in terms of the true parameter
, we want to test the hypothesis
We test H 0 against the alternative β 1,0 = 0s 1 ×1 and with the maintained hypothesis that θ 0 ∈ Θ. Notice that under H 0 it might be that some of the remaining parameters of A and B are equal to zero, which is the case whens 2 = s 1 −s 1 > 0, and we may consider β 2 as nuisance parameters attaining the zero bound of Θ under H 0 .
WithL T (θ) the feasible log-likelihood function defined in (3.1), letθ T be the constrained estimator given bỹ
We propose three statistics for testing H 0 . The first statistic is a quasi-likelihood ratio (QLR) statistic,
Next, let
Moreover, with s 0 the dimension of the parameter vector θ, s 1 the dimension β given in (3.8), ands 1 the dimension of the vector β 1 defined in (4.1), let
The second statistic is the Wald statistic,
and the last statistic is a Lagrange multiplier (LM) statistic,
Remark 4.1. In addition to the QLR T and W T statistics, one could also consider a directed Lagrange multiplier statistic, that exploits that the true parameter is on the boundary under the null, similar to Andrews (2001, Section 7). We focus here on the first two statistics together with the "classical" Lagrange multiplier statistic, LM T , that, although it is based on partial left/right derivatives, does not take any boundary issues into account.
In order to derive the limiting distribution of these statistics, we assume, similar to Assumption 3, that θ 0 and Θ 0 satisfy the following conditions.
Similar to λ Λ defined in Theorem 3.1, we consider λ Λ 0 as the projection of random
The following theorem states the limiting distributions of the proposed test statistics.
Theorem 4.1. Let the matrices K and K 1 be given by (4.4), and let J be given by (3.13).
Under Assumptions 1-7 and H 0 ,
Moreover,
Suppose in addition that Σ, defined in (3.13) , is positive definite. Then 
, and by similar arguments inf 
. . = (Is 1 , 0s 1 ×s 2 ) andK 2 . . = (0s 2 ×s 1 , Is 2 ), it can be shown (by applying the arguments from Remark 4.2 and the proof of Lemma B.6) that, with
This implies that the limiting distributions of W T and QLR T do not depend on Λ 2 and thereby not on whether the nuisance parameters take zero value. In particular we have
Moreover, for this case the limit-
Notice that the block diagonality property of (KJ −1 K ) −1 does not appear to hold in general. Remark 4.5. In the context of testing for diagonality of A 0 and B 0 , and under the assumption that the innovations are Gaussian, i.e. L(η t ) = N (0, I d ), Nakatani and Teräsvirta (2009) propose the LM statistic,
Similar to our assumption about the parameter space Θ, Nakatani and Teräsvirta (2009) derive the limiting distribution of this statistic under the assumptions that the elements of A and B are nonnegative (Nakatani and Teräsvirta, 2009 , footnote on p.149). Moreover, they assume that the true parameter vector is an interior point of the parameter space (Nakatani and Teräsvirta, 2009, Assumption 3.1) . In Proposition C.1 in the appendix we state the limiting distribution of the LM ECCC statistic under the same assumptions as in
, and thats 1 = s 1 , the LM ECCC statistic has an asymptotic χ 2 s 1 distribution. In the more general cases where s 1 −s 1 > 0, i.e. with nuisance parameters attaining the zero bound of Θ, and where η t may not be Gaussian, the limiting distribution will not be χ 2 s 1 , as also stated in Proposition C.1. In the next section we provide an algorithm for calculating critical values for the proposed tests for the case with no nuisance parameters in A and B taking zero value.
Calculating critical values
Following Andrews (1999 Andrews ( , pp.1367 Andrews ( -1370 
1 We here use Lemma B.6 stating that λ
Remark 4.6. The minimization problem in point 2. of Algorithm 1 is a quadratic programming problem. Most programming languages have a build-in function that can deal with such problems, and for a fairly small amount of restrictions, i.e. for small s 1 , the minimization is solved quickly. For the simulations and the empirical illustration in the following sections, the minimization problem is carried out by the solveQP function in OxMetrics 7.0. An alternative way of making draws of λ Λ β , and hence drawing from the distribution of λ Λ β 2 (KJ −1 K ) −1 , is given by Andrews (1999, Section 6. 3) where a closed-form expression for λ Λ β is provided. Moreover, throughout the simulations and the empirical illustration, we useĴ T (θ T ) andΣ T (θ T ) as estimators for J and Σ, respectively, whereθ T is the QMLE andĴ T (θ) andΣ T (θ) are defined in (4.3). These estimators are consistent according to Lemma B.1.
Simulations
In this section we investigate the empirical size and power properties of the proposed test statistics.
Size simulations
We consider the size properties of the proposed test statistics, including the LM ECCC mentioned in Remark 4.5, for the bivariate ECCC-GARCH model. Specifically, we consider tests where the matrices A and B are diagonal under the null. In order to keep things simple we consider cases where no nuisance parameters in A and B take zero value.
We consider the data-generating processes (DGPs) stated in Table 1 , where DGP 1-3 correspond to DGP 1,2, and 4 in Nakatani and Teräsvirta (2009) , respectively. Recall from Theorem 3.1 that we imposed finite sixth-order moments of X t (Assumption 6) in order to derive the limiting distribution of the QMLE. For all the DGPs we impose, for simplicity, that the innovation η t is Gaussian. This condition implies that η t has a strictly positive density on R d with E[ η t 6 ] < ∞, and hence from Lemmas B.7 and B.8, E[ X t 6 ] < ∞ if and only if
Using Monte Carlo integration we have computed the value of Ψ 6 for each DGP, as also stated in Table 1 Table 2 contains the actual rejection frequencies of our proposed tests based on the 5% nominal level and on empirically relevant sample sizes of 1,000, 5,000, and 10,000 observations. All simulations are based on 2,000 replications with a burn-in period of 1,000
observations. The critical value of the QLR T and W T tests are carried out according to Algorithm 1 and Remark 4.6. For each replication the critical value is based on 100,000
The critical values for the LM T and LM ECCC are based on a χ 2 4 -distribution, in line with Theorem 4.1 and Proposition C.1. We refer to Appendix D for additional technical details about the simulations. From Table 2 we notice that LM T seems to be slightly under-sized for a sample size of 1,000 observations, whereas the test seems to have very reasonable size properties for larger sample sizes. The LM ECCC test seems to be over-sized for sample sizes of 1,000 and 5,000 observations, but only slightly over-sized for 10,000 observations. 2 Moreover, the Wald test appears to be slightly conservative for most of the DGPs and in particular for sample sizes of 1,000 observations. The quasi-likelihood ratio test has very reasonable size properties for all sample sizes under consideration. Notice that even though the DGPs 1 and 2 do not satisfy the moment condition in (5.1), and hence that our derived theory is not expected to apply for these processes, the violation of the condition does not seem to have any severe effect on the performance of the tests. Lastly, in similar studies (not reported here) we investigated the size properties of the tests for the case of 50,000 observations, and when testing for the single restriction B 12 = 0. These studies yielded qualitatively the same conclusions as the simulations reported above.
Power simulations
Next, we consider the power properties of the proposed tests. The power simulations are based on DGP 5 from the previous subsection, and we consider the data generating processes, deviating from the null of diagonality of the matrices A 0 and B 0 , stated in Table   3 . The DGPs are inspired by the ones used in Nakatani and Teräsvirta (2009, Table 4 states the rejection frequencies of the tests when the null is incorrect according to the DGPs given in Table 4 . The simulations are based on 2,000 replications, a burnin period of 1,000 observations, and the same seed values as the size simulations. The reported powers are size corrected in the sense that the critical value for the tests (at the 5% nominal level) is chosen as the 95 percentile of the simulated test values from the size simulations.
From Table 4 we see that the power of the tests is low whenever the off-diagonal elements of A and B are all close to zero. In particular, even for a sample size of 10,000 observations the power is not impressive for any of the test statistics for the DGPs 5.1, 5.5 and 5.7. For all other DGPs the test statistics seem to have great power as T increases.
Moreover, the proposed Wald and likelihood ratio tests have better power properties than the other tests for all choices of DGP and for all sample lengths. 
Empirical illustration
In this section we provide an empirical application of the proposed tests for volatility spillovers. We apply the same data set as in Nakatani and Teräsvirta (2009) We fit a bivariate ECCC-GARCH model to the return series and test whether the matrices A and B are diagonal. The tests are based on the assumption that the diagonal elements of A and B are strictly positive under the null, such that no nuisance parameters take zero value. This enables us to determine the critical values of the tests according to Algorithm 1 and Remark 4.6. For each individual series of the standardized residuals, based on a Jarque-Bera test, we rejected the null of normality, suggesting that the LM ECCC test based on a χ 2 4 limiting distribution, as performed in Nakatani and Teräsvirta (2009), may not be appropriate for testing for no spillovers in the return series, as mentioned in Remark 4.5. Table 5 contains the estimation results. First, we notice that the point estimates of the off-diagonal elements of A and B are fairly small. Second, based on the LM T statistic we fail to reject the null of no spillovers, whereas the null is rejected based on the LM ECCC test with the p-value based on a χ 2 4 -distribution. The latter is in line with the findings in Nakatani and Teräsvirta (2009), but, as the standardized residuals, as mentioned, did not appear to be normally distributed, the validity of the LM ECCC test is dubious. Based on the QLR T and W T tests, we reject the null of no spillovers. In light of the very reasonable size properties and superior power properties of these tests compared to LM T , we find evidence for volatility spillovers between the JPY/USD and CHF/USD rates, in line with the findings in Nakatani and Teräsvirta (2009).
Point estimates of parameters in the restricted ECCC-GARCH model (CCC) and in the unrestricted ECCC-GARCH model (ECCC)
.
Concluding remarks and future research directions
We have considered the large-sample properties of the quasi-maximum likelihood estimator (QMLE) for the extended constant conditional correlation GARCH model in the case where the true parameter is on the boundary of the parameter space. This case is of great importance in empirical finance where one is typically interested in testing for volatility spillovers between assets and markets. In contrast to the "standard" case, where the true parameter is an interior point, the limiting distribution is given by a projection of a Gaussian vector onto a set determined by the true parameter vector. Moreover, we proposed Lagrange multiplier (LM), Wald, and quasi-likelihood ratio statistics (QLR) suitable for testing for volatility spillovers. Similar to the QMLE, the Wald and QLR statistics do also have nonstandard limiting distributions, however, as we demonstrate, these distributions are (under suitable conditions) straightforward to make draws from.
A simulation study showed that, in particular, the QLR test has very reasonable empirical size properties. Moreover, simulations showed that the Wald and QLR tests have superior empirical power properties compared to the LM test. An important topic for future research is to investigate the limiting distributions of the proposed Wald and QLR statistics in more detail. Specifically, the limiting distributions appear, in general, to depend on nuisance parameters taking zero value, hence it is of particular interest to consider other tests, or corrections, that are pivotal to such boundary properties, as e.g. considered in recent work by Ketz (2014) .
A Proofs of theorems
Throughout the proofs let C and φ denote positive, finite generic constants always with φ < 1. Moreover, all Taylor-type expansions are based on partial left/right derivatives according to Andrews (1999, Appendix A) , where all derivatives with respect to parameters at the boundary of Θ are right derivatives. Furthermore, for the proofs of the theorems as well as the lemmas stated in the next section, it will be convenient to consider the following partitions. With J and Σ the matrices defined in (3.13) and G and Z the random vectors given by L(G) = N (0, Σ) and Z = J −1 G, define according to the partition θ = (β , δ )
where J ββ is (s 1 × s 1 ) and G β is (s 1 × 1) and so forth. 
Moreover, with
we have, by definition, that
Notice that in the definition of Z T in (A.4) we have used that J T = J + o(1) almost surely with J nonsingular, as proved below. So, technically, Z T might only exist almost surely for T sufficiently large. It suffices to establish the following points:
, where the matrices
++ and Σ are given by (3.13).
2.
First, it follows from Lemma B.3 that Σ is finite. Expressions for
are given in the proof of Lemma B.4 below. As in Francq and Zakoïan (2012, p 200) , by a central limit theorem for strictly stationary and ergodic martingale difference sequences, see e.g. Brown (1971) ,
Moreover, the ergodic theorem implies that
The positive definiteness of J is established in Francq and Zakoïan (2012, pp.203-204) , and we conclude that 1. holds.
From the derivation of 1. we have that · J T is almost surely a norm for T sufficiently large due to the fact that J is positive definite. With R T (θ) defined in (A.2), it follows by Lemma B.5 that
(A.6)
For sufficiently large T , by Lemma B.5, [∂ 2L
, so by the continuity of E[∂ 2 l t (θ) /∂θ∂θ ] on Θ and the consistency ofθ T ,
with R T (θ) defined in (A.3). Now from (A.5), (A.6)-(A.7), and the fact thatθ T minimizeŝ
Since · J T is a norm for T sufficiently large almost surely, it follows from 1. that
. This fact together with (A.8) yields
The triangle inequality and (A.9) imply that
We conclude that
, and hence that 2. holds.
Result 3. is verified by arguments similar to the ones used to verify 2. together with Lemma B.5.
Turning to 4., notice that when s 1 = 0, i.e. when θ 0 ∈ Θ, it holds thatλ T = Z T , and the result follows immediately by the consistency ofθ T and Lemma B.5. Letθ q satisfy
. It holds that
where the first inequality is due to the triangle inequality, the second inequality follows from the fact that θ 0 ∈ Θ, and the last equality follows from 1. Similar to the derivations above, we conclude that
, together with results 2. and 3., we
Hence, using (A.5) and (A.10),
Moreover 1. and the fact that Λ is a cone (Remark 3.3) imply, due to Andrews (1999, Lemma 2) , that
. Then combining (A.11) and (A.12)
Observe that
(A.14)
Using that √ T (θ T − θ 0 ) ∈ Λ and that Λ is closed for s 1 > 0, it follows from Zarantonello (1971, Lemma 1.1),
Combining (A.14) and (A.15) yields
In light of (A.13) and (A.16), we conclude that 4. holds.
In line with Andrews (1999 Andrews ( , p.1379 , since Λ is convex,λ T is unique. Moreover, sinceλ T
with some implicitly given function f . The function f is continuous at all points (Z T , J T ) where J T is nonsingular.
Since J is nonsingular, the continuous mapping theorem implies
, and we conclude that 5. holds.
Proof of Theorem 4.1. From the proof of Theorem 3.1,
so the continuous mapping theorem together with points 1. and 5. from the proof of
Next, with λ Λ β defined in Theorem 4.1, with Z β , G δ , and J δδ defined according to the partitions in (A.1), and with (A.18) where the first equality follows from Lemma B.6.1. The second equality follows from Lemma B.6.2 and Perlman (1969, Lemma 4.1) , and the third equality follows from Lemma B.6.3. Combining (A.17) and (A.18) yields .19) Notice that since θ 0 ∈ Θ 0 ⊂ Θ and Λ 0 = Λ 0,β 1 × Λ β 2 × Λ δ = {0s 1 ×1 } × Rs 2 + × R s 2 , it is possible, due to Assumption 7, to derive points 1.-6. in the proof of Theorem 3.1 withθ T , λ T , λ Λ , and Λ replaced byθ T ,λ T , λ Λ 0 , and Λ 0 , respectively. In particular, and similar to the derivations above,
The convergence of (A.19) and (A.20) holds jointly, since the convergence of the two terms are due to point 1. in the proof of Theorem 3.1. This joint convergence and the Cramér-Wold theorem yield the limiting distribution of QLR T .
Next, (4.7) follows by (3.12), Theorem B.1, and the continuous mapping theorem.
Lastly, we turn to the limiting distribution of LM T . It holds, due to the consistency of θ T , Lemma B.1, and the invertibility of J (Theorem 3.1),
Taylor-type expansion and Lemma B.5.1
where θ is betweenθ T and θ 0 as in Jensen and Rahbek (2004, Proof of Lemma 1). By Lemma B.1 and by using that θ = θ 0 + o p (1), it holds thatĴ T (θ ) = J + o p (1). Hence,
Since K 1 (θ T − θ 0 ) = β 1,0 = 0s 1 ×1 , by Slutsky's lemma and the fact that
By Lemma B.1 and the fact that
Hence (4.8) follows by combining (A.21) and (A.22) and applying Slutzky's lemma and the continuous mapping theorem.
B Lemmas
Lemma B.1. With J and Σ given in (3.13) 
Under the assumptions of Theorem 3.1,
Proof. The proof is quite similar to the arguments given in Ling and McAleer (2010, p.100) . Define,
. This property follows directly from Lemma B.5, the consistency ofθ T , and the fact that E[∂ 2 l t (θ) /∂θ∂θ ] is continuous as θ 0 .
Next, we seek to prove (B.2). Notice that withl t (θ) given by (3.2),
3)
The ergodic theorem implies that
, so it remains to show that the other terms in (B.3) vanish with probability approaching one.
It suffices to establish that
A Taylor-type expansion yields
where θ T is betweenθ T and θ 0 . By Lemma B.5.1 and point 1. in the proof of Theorem
, and using arguments similar to the ones used to show
Moreover, also by a Taylor-type expansion,
For any > 0 and some r > 0, by Boole's and the generalized Chebyshev inequalities,
where we have used Lemma B.4.1. Likewise, using Lemma B.4.3, we have that
and using Lemma B.4.4,
Combining (B.6), (B.7), (B.8), (B.9), (B.10), and that (θ T − θ 0 ) = o p (1) yields (B.4).
Similar arguments yield (B.5).
Lemma B.2. Letĥ t (θ) and h t (θ) be given by (3.4) and (3.7), respectively, and letD t (θ)
and D t (θ) be given by (3.3) and (3.6), respectively. Suppose that the assumptions of Theorem 3.1 are satisfied. It holds that for all t ∈ N 0 , i, j = 1, ..., d + 2d 2 , and some k ≥ 0,
Proof. Notice that since ρ (B) < 1 on Θ, and Θ is compact
, so by repeated use of Minkowski's inequality, the compactness of Θ, (B.11), and the fact that E[
, so similar arguments and the fact thatĥ 0 is fixed yield that for all t ∈ N 0 , E[sup θ∈Θ ĥ t (θ) 3 ] < ∞. Next, we consider the partial derivatives (potentially of the left/right type) of h t (θ). For convenience, we differentiate with respect to the standard parametrization as introduced in subsection 2.1, i.e. without loss of generality we let
So repeated use of Minkowski's inequality, E[ X t 6 ] < ∞, (B.12), (B.11), and the compactness of Θ yield that
for i = 1, ...,r 1 . By similar arguments,
t (θ) ≤ C, and sup θ∈Θ D −1 t (θ) ≤ C follow by arguments given in Francq and Zakoïan (2012, p.195) . We have that h t (θ) −ĥ t (θ) = B t [h 0 (θ) −ĥ 0 ], so (B.11), (B.12) and the fact thatĥ 0 is
and we conclude, using (B.13), that
Likewise, using (B.14), 
From Francq and Zakoïan (2012, p.198) , it holds that
for i = 1, ...,r 1 , where the "0" indicates that the functions are evaluated at θ 0 , and Francq and Zakoïan (2012, p.198) , it holds that (3.2) and (3.5) , respectively, the following statements are true.
1. For some k ≥ 0 and some u > 0,
2. For some k ≥ 0 and some u > 0,
3. For some k ≥ 0 and some u > 0,
Proof. Similar to the proof of Lemma B.2, we consider differentiation with respect to the standard parametrization where θ = (κ , vec(A) , vec (B) , vech 0 (R) ) , and definer 2 . . = From Francq and Zakoïan (2012, p.198) it holds that for
It holds that
where we have used Lemma B.2. By the same lemma for some k ≥ 0,
so we have that for some for someũ > 0 and some k ≥ 0,
Consequently, by Hölder's inequality for some u > 0,
and due to (B.19) and
by Lemma B.2, it holds that for some u > 0,
Consequently, by Hölder's inequality we have that for i = 1, ...,r 1 and some u > 0
so by similar arguments as above, using (B.19) and Lemma B.2,
i =r 1 + 1, ..., s 0 . Using the c r -inequality, we conclude that 1. holds.
Turning to 2., from Francq and Zakoïan (2012, pp.195-196) ,
it follows from Lemma B.2 and Hölder's inequality that for some u > 0,
Consider the second term in (B.20). From Ling and McAleer (2003, p.302) ,
where we have used that h it andĥ it have a positive lower bound for each i uniformly on Θ. Since log (1 + x) ≤ x for x > −1, we have that
so, using Lemma B.2, for some u > 0,
By combining (B.20), (B.21), (B.22) , and Hölder's inequality, we conclude that point 2.
holds.
Turning to point 3., expressions for ∂ 2 l t (θ)/∂θ i ∂θ j for different choices of i and j are stated in Francq and Zakoïan (2012, pp.200-201) and (3.5), respectively,
Proof. In order to show 1., we use arguments similar to the ones given in Pedersen and
Rahbek (2014, Proof of Lemma B.11), see also Hafner and Preminger (2009, Proof of Lemma 4). For any > 0 and some u > 0, by the generalized Chebyshev inequality,
choosing u < 2, where we have used Lemma B.4.1.
Using similar arguments and Lemma B.4.2, we conclude that point 2. holds.
Turning to point 3., for any > 0 and someũ > 0, by the generalized Chebyshev inequality,
where we have used Lemma B.4.3. The Borel-Cantelli lemma then implies that almost
and point 3. then follows by Cesàro's mean theorem.
The proof of 4. follows by Lemma B.4.4 and a uniform law of large numbers for ergodic processes, see e.g. Ranga Rao (1962) .
Lemma B.6. Let Z β , G δ , and J δδ be defined according to (A.1) . Moreover, with
Proof. The proof follows the lines of Andrews (1999, Proof of Theorem 4). First, recall that for matrices A ∈ R m×m , B ∈ R m×n , C ∈ R n×m , and D ∈ R n×n satisfying that
Define the matrices
Observe that by orthogonality
By (B.23), 25) and, moreover,
δδ , with J ββ , J βδ , J δβ , and J δδ defined according to (A.1). Then
Hence,
Combining (B.27), (B.32), and (B.29) yields
Now (B.24) implies that
This combined with (B.26), (B.30), and that Z = −J −1 G (by definition) proves 1.
Using (B.24), (B.31), (B.30), and (B.26) gives
which proves the first equality of 2. holds. Turning to the second equality of 2., notice
where we have used (B.32) and the first equality of 2.
Point 3. follows from 2, and the fact that λ Λ β is unique due to the convexity of Λ β . 
be the Markov chain generated by the ECCC-GARCH model (2.1)-(2.4) for t ≥ 1, with fixed initial values
X 0 . . = x ∈ R d and σ 2 0 . . = h ∈ (0, ∞) d ,
and with fixed
d , and the associated strictly stationary process
Proof. The proof is similar to Pedersen (2015, Proof of Lemma B.8) . Consider the process
Relying on the theory of Boussama et al. (2011) , it follows from Pedersen (2015, Proof of Lemma B.8) that {σ 2 t : t ∈ N 0 } is a Markov chain which is aperiodic and ψ-irreducible on (0, ∞) d , see Meyn and Tweedie (2009, Section 4.2) . These properties of the Markov chain allow us, due to Tjøstheim (1990) , to consider a k-step drift criterion for the Markov chain for For t ∈ N, it holds that (σ 2 t+1 ) ⊗p = C t,p + [A 0 diag(ε 
With the matrices J and Σ defined in (3.13) Proof. Similar to the derivations in proof of Theorem 4.1 we obtain from a Taylor-type expansion,
where θ is betweenθ T and θ 0 , and where the second equality follows from the fact that β 1,T − β 1,0 = 0s 1 ×1 . Since δ 0 does not attain the bounds of Θ, we have by a Taylor-type expansion that Combining (C.7)-(C.9) and using White (1996, Theorem 8.6 ), we conclude that (C.2)
holds. In the case wheres 1 = s 1 and L(η t ) = N (0, I d ), the information equality implies that 2Σ = J and it is straightforward, using (B.23) and the continuous mapping theorem, to establish that (C.3) holds.
D Additional details about the simulations
This section contains some additional details about the simulations reported in Section 5.
• The simulations are carried out in OxMetrics 7.0.
• All replications are based on a burn-in period of 1,000 observations, and all simulations are based on the same seed value.
• The computation of the QMLEθ T and the constrained QMLEθ T is based on maximization of the log-likelihood function according to the MaxSQP function. • For the computation of the log-likelihood function, we use as initial valueĥ 0 = T −1 T t=1 X 2 t .
• The following constraints are imposed on the parameters for the optimization: With κ = (κ 1 , κ 2 ) , κ 1 , κ 2 ≥ 0.000001, ρ ∈ [−0.99999, 0.99999], and all elements of the matrices A and B are nonnegative.
• All derivatives of the log-likelihood function are obtained by numerical techniques.
• If a replication yields an estimateĴ T (θ T ) orĴ T (θ T ) that is found to be (numerically) singular, this replication is discarded from the calculations. The singularity of the matrices was mainly an issue for the replications with T = 1,000 observations.
