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INTRODUCTION
Although some small sample properties of estimators in cointegration models are known (see Phillips [21] ), classical statistical analysis of cointegration relies mainly on asymptotic distribution theory; see Johansen [10] , Engle and Granger [6] , Kleibergen and van Dijk [13] , and Phillips [18] . Bayesian statistical analysis tends to analyze the small sample properties, which can be derived when the likelihood function is specified. A problem with Bayesian analysis is that analytical formulas for the posterior moments and densities of the parameters are not known for several classes of econometric models.
In the present paper we analyze the marginal likelihood (posterior with uniform prior) of the parameters of a cointegration model. It is shown in Section 3 that these marginal likelihoods are not members of a standard class of probability density functions and are ill-behaved in the sense of having asymptotes in the interior of the parameter region. This behavior of the likelihood is due to the nonidentifiedness of certain parameters, which occurs 
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where xt, I, and 6 are 1 x k row vectors. The parameter vectors ,u and 6 represent the (nonzero) mean and growth level of the analyzed series x,. The deterministic parameters are modeled in a multiplicative way to guarantee that their interpretation does not change when unit roots become present. For details on the standard assumptions for VAR models, we refer to Lutkepohl [15] .
To define cointegration in the VAR model (1), we rule out any explosive and infinite cyclical behavior. The roots of the characteristic polynomial, II (z)I = 0, are therefore assumed to lie outside the unit circle or to be equal to one; see Johansen [10] . If k -r roots of the characteristic polynomial are equal to one, 0 < r < k, we say that the series generated by the VAR model (1) are cointegrated. Cointegration implies that the matrix of longrun mul-516 FRANK KLEIBERGEN AND HERMAN K. VAN DIJK tipliers, fl = -1I(1), has a lower rank value. As a consequence, this matrix can be specified as the product of two full rank k x r matrices, ,B and a': 1I = fO 3, a': k x r.
The cointegrating vectors : show the r stationary cointegrating (equilibrium) relationships x3. In case of cointegrated series, the VAR model (1) is defined in terms of the nonstationary variables x,. Models defined in terms of stationary components are often preferred to models defined in terms of nonstationary components. One may respecify the VAR model (1) such that it only contains stationary components. Two of such specifications, which are observationally equivalent with the VAR model (1), are the error correction model (ECM) and the structural form model. Apart from containing only stationary components, zAx, and x,_po, the ECM has the attractive property that the longrun multiplier is directly estimable. The specification of the ECM reads
A(x,-t6)r(L)
= (x,-t_ -(t-p)6)Oa + et t = 1, . . ., T,
where use is made of a decomposition of the VAR lag-polynomial: [10] is rather well known because of the elegant relationship between the canonical correlations and the number of cointegrating relationships or unit roots. In principle, one may perform a Bayesian analysis by using a model like Johansen's but a prior has to be specified on the canonical correlations of the system, which is not trivial. In this paper, we construct a model that contains equation system parameters, which reflect a possible departure from a cointegration model, by using a suitable specification of the longrun multiplier Il; see also Kleibergen and van Dijk [13] . Let 3 and a be redefined as If a1II has full rank, the parameters 2, a11, a12, and a22 are exactly identified and can be obtained from H. The specification of 11 in (8) is by no means unique, however, and (k) (=k! /(r! (k -r)!)) different parameterizations of Hl exist, each of which contains a parameter that reflects a departure from a cointegration model. Short-and long-term interest rates in the United States are used to illustrate the analysis. The short-term U.S. interest rate is the 3-month U.S. treasury bill rate, and the long-term interest rate series refers to securities that have a maturity of 10 years. Both series are obtained from the "Main Economic Indicators" databank of the OECD, from January 1957 to April 1989 (388 observations) and are shown in Figure 1 .
11(z) = (1 -z)r(z)
The Dickey-Fuller statistics in When a has full rank, the elements of Al and A2 are identified in the product ,u q in (1 1). When a22 = 0, the term i -12302 iS identified, and it is not possible to determine the distinct elements of it1 and l2. The same reasoning holds for the growth term parameter 6, equation (12) In classical statistical analysis of stationary nonlinear models, the estimators of locally nonidentified parameters may converge to random variables instead of their fixed true values; see Phillips [17] . Bayesian analysis of models with locally nonidentified parameters is also rather difficult; see Kleibergen and van Dijk [12] and Schotman and van Dijk [22] . In Bayesian analysis, the problem originates from the constancy of the likelihood along the axis of the nonidentified parameters, say 2, in a nonidentified parameter point, say a 1 = 0. In the ECM (4), for example, when a11I = 0, equation (10) shows that the likelihood will be constant for all values of 12 and a22 for which 122 = -02a12 + a22, where both H22 and a12 are fixed. So, even for infinite values of 2 and a22, the likelihood will still have a non-zero value when all = 0 and 22 = -02a12 + a22. As a consequence, the integral of the likelihood with respect to the parameters (132, a22) on the region Rk(k-r) will be infinite. Another way of explaining the problem is that the conditional variance of the parameter 12, given a1 I(= 0), is infinite, in the nonidentified parameter points. Thus, the information matrix (= inverse covariance matrix) is singular in a nonidentified parameter point.
Although the likelihood may not be integrable, the posteriors of the parameters may be integrable once a suitable prior is chosen. In the following sections, different priors are constructed, and we analyze whether these priors lead to integrable posteriors. The integrability of the posterior is of great importance because, in case of nonintegrable posteriors, inference is difficult. Yet, it is important to investigate the properties of marginal likelihoods. First, because the data information may be such that the nonidentified points (or regions) in the parameter space are relatively far from the region where the data information is important. In other words, the marginal likelihood has a strong local mode far from the nonidentified parameter value. In this case, the use of uniform priors truncated near the nonidentified parameter points lead to proper posteriors, which are not sensitive to the truncation. Second, to construct a class of prior densities that "conforms in some sense" to the likelihood, one has to know the special features of the latter ones. In the remainder of this section, we investigate the properties of the marginal likelihood of a cointegration model. So far, three different parameters, ,u, 6, and 2, are mentioned, which could contain nonidentified elements. To keep matters simple, we analyze an ECM without deterministic components to focus on the consequences of the identifiedness problems of /2. The problems concerning the deterministic components will then be discussed briefly. A respecification of the ECM in (4) without deterministic components yields AX = Zr + X-P8O + C, (13) where As mentioned before, the parameter 2 is not the only parameter that can become nonidentified; the parameters of the deterministic components can 
JEFFREYS PRIORS FOR COINTEGRATION MODELS
As shown in the previous section, diffuse priors can be highly informative in an undesired way in cointegration models because they may lead to nonintegrable posteriors. We proceed with the construction of priors, which lead to balanced posteriors. We propose the class of Jeffreys priors. The reason the Jeffreys priors overcome the problems encountered is that they are proportional to the square root of the determinant of the information matrix, To construct the information matrix of a particular specification, it is convenient to construct the information matrix with respect to a specification for which the information matrix can rather straightforwardly be derived. As a next step, we construct the desired information matrix by taking the outlined quadratic form. For the analyzed cointegration models, the VAR specification (1) allows a rather straightforward construction of the information matrix, 
Case (iv). Construct the Jeffreys prior of the exact likelihood by incorporating the probability density functions of the initial observations.
We will analyze the four cases in more detail. (iii) 8 (YOYO) = 0. The posterior means of the largest and second largest roots suggest that the model is explosive. However, the series themselves (Figure 1) and the posterior of the roots shown in Figure 13 indicate that the plausibility of an explosive model is really very small. So, not only in the univariate models investigated in Phillips [19] , but also in the multivariate model does the Jeffreys prior with 8 (YOYO) = 0 lead to more explosive VAR models than the Jeffreys prior with fixed expectation (Table 4) .
S! ~~~~~~~~~--------~~~~~~~~~------------------------
(iv) Another interesting posterior can be constructed by using the proba- processes, which allows one to construct the posteriors recursively. Also, the model used is linear such that no identification problem occurs, but, as a consequence, certain Granger longrun noncausality relationships are implicitly assumed to hold; see also Kleibergen and van Dijk [13] .
