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Abstract
A study was conducted to compare three display types of potential Enhanced
Vision Systems (EVS) from the human pilot's perspective. The EVS images were
generated on a Silicon Graphics workstation to simulate the basic characteristics of each
sensor system. The images were simulated to represent: an active radar-mapped imaging
system, an idealized Forward-Looking Infrared (FLIR) sensor system, and a synthetic
Wireframe image system. The study involved six commercial airline pilots. The task
was to make manual landings using a simulated Head-Up Display superimposed on the
EVS images. In addition to the image type, the acquisition range was varied for each
display to examine its effect on landing performance. A third factor investigated the
effect of runway touchdown and centerline markings.
The low azimuthal resolution of the radar images (0.3") appeared to have affected
the lateral precision of the landings. Subjectively, the pilots were split between the
idealized FLIR and Wireframe images while the Radar image was judged to be
significantly inferior. Runway markings provided better lateral accuracy in landing and
better vertical accuracy during the approach. Runway markings were unanimously
preferred by the six subject pilots.
Thesis Supervisor: Dr. R. John Hansman, Jr.
Associate Professor of Aeronautics and Astronautics
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A man dies and sees God. God takes him in and shows him scenes from
the man's life. In the scenes, the man notices two sets offootprints walking
through his pathway of life: one belonging to him and the other to God.
God points to the footprints and tells the man, "I was always there by your
side." Together they watched the man's entire life. During this time, the
man could not help but notice that many scenes had only one pair of
footprints. These were always at the saddest and most loneliest times of
his life, times when he felt most helpless in life. Afterwards, the man turns
to God and asks, "God, I know you are busy tending to the needs of the
people in the world, but why is it that at the times I need you the most, you
leave me?" God turns to the man and smiles. He takes the man under his
arms and replies, "I would never leave you my child. During your times of
trial and suffering, it was then that I carried you."
Story line from "Footprints"
by Margaret Fishback Powers
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1. Introduction
The emergence of Enhanced Vision Systems (EVS) for civil applications is
beginning to gain momentum within the airline industry. Born from the military, EVS
offers the capability to provide visual information otherwise lost or degraded by poor
weather or darkness. The ability to operate under low visibility is crucial to many
airlines. It has advantages in terms of cost, dependability, and safety. In today's hub and
spoke network, the effects of delays and cancellations can propagate throughout the entire
route structure. Estimates of costs due to weather related causes in the United States
alone run well into the hundreds of thousands of dollars per aircraft, per year (Todd,
Hester, and Summers, 1992).
Autonomous landing guidance using EVS offers the potential of an airborne
system independent of external ground-based equipment. The system presents an
enhanced pictorial image of the outside scene to the pilot through the use of on-board
sensors. Currently, the Head-Up Display (HUD) is the display element of choice for near
term implementation. By using an on-board sensor and possibly a computerized
database, a conformal image of the outside world is superimposed on the HUD. EVS is
being considered for low visibility approach and landing, ground taxi guidance, and
terrain and obstacle avoidance. In addition, Enhanced or Synthetic Vision is expected to
be a key component in any future High Speed Civil Transport vehicle by removing the
need for a drooped nose during landing.
EVS is a promising new advancement in commercial aviation technology.
However with EVS, the pilot may no longer be viewing the world directly, but rather
through a representation of it through sensors and/or computerized database imagery. In
order to assess potential problems in using a new system such as EVS, an investigation
into the human factors is needed so as not to compromise on system performance or
safety.
This thesis documents a study which investigated the effects of the graphical EVS
images on pilot performance during approach and landing. A piloted flight simulator
evaluation was conducted involving six commercial airline pilots. Three types of images
representing Enhanced Vision Systems were investigated. The first characterized an
active Millimeter-Wave (MMW) Radar system which uses return signals to produce a
low resolution image of the outside scene. The second represented a passive Forward-
Looking Infrared (FLIR) sensor system which views objects in the thermal infrared
spectrum. The third system depicted a synthetic Wireframe airport image generated by a
prototype database.
Before going any further into the details of the experiment, an introduction on the
basics of Enhanced Vision Systems will be given along with some background
information on previous EVS research.
1.1 Enhanced Vision Systems
The Head-Up Display is the most likely display element of an Enhanced Vision
System in the near future. By using an onboard sensor and possibly a computerized
database, a conformal image of the outside world is superimposed on the HUD. The
symbology is typically drawn on the glass combiner in stroke I format, a method good for
drawing simple lines and curves. But in order to display the sensor-mapped image, the
HUD needs the capability to present in raster 2 format also. Depending on the type of
sensor used, the image will vary in resolution, visual content, color, and overall quality.
The following is a brief description of the three systems examined in this study.
1.1.1 Millimeter-Wave (MMW) Radar
The Radar system is based on an on-board scanning radar emitting
electromagnetic waves ahead of the aircraft (Figure 1.1). The image is formed from the
return signals scattered back from objects on the ground. Smooth, flat surfaces such as
the runway pavement will tend to forward-scatter the impinging electromagnetic energy
and allow little to return back to the receiver. Consequently, the runway will appear as a
dark void in the image. The surrounding terrain field (comprised of dirt, rock, vegetation,
etc.) will produce a somewhat noisy return signal as the aircraft moves over time.
1 Stroke is a method of drawing lines and curves using single stroke movements directly from endpoint to
endpoint.
2 Raster is a method of drawing using a scanning pattern to map the image onto an orthogonal grid of
screen pixels. The raster image is usually formulated using a side-to-side scanning pattern from top to
bottom.
The longer wavelengths of the MMW spectrum allow better weather penetration
than the shorter wavelengths of both the visual and infrared regions. This is the main
attraction of the radar-based system. However, angular resolution quality is
compromised. Atmospheric attenuation considerations normally limit MMW operations
to 35 and 94 GHz. Typical systems currently available in these two frequencies provide
angular resolutions of 0.7" using 35 GHz, and 0.3" using 94 GHz (Dornheim, 1992), This
degradation in image resolution is the single largest display concern of the radar-based
EVS.
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1.1.2 Forward-Looking Infrared (FLIR)
The FLIR is a passive sensing system which relies on the detection of thermal
energy in the infrared (IR) spectrum being emitted from objects (Figure 1.2). FLIR
systems have excellent night vision capabilities and also happen to be one of the lowest
cost imaging sensor technologies available (Todd, Hester, and Summers, 1992). When
calibrated correctly, the picture is at near visual image quality. However, the relatively
short wavelengths of the infrared region substantially limit the energy transmission in fog
and rain. The main concern for the FLIR-based EVS is therefore the limited range in
adverse weather conditions where there is a lot of moisture involved.
The reliance on thermal imaging has another downside. Temperatures of objects
are driven by recent environmental conditions such as the solar load, air temperature,
wind speed, and rain rate (Home et al., 1992). For example, during a heavy downpour,
everything will be driven toward the temperature of the rain. Also, temperature response
rate to environmental changes vary from one object to another. This can lead to
occasional contrast reversals in the thermal image polarity. On a clear day, for instance,
contrast reversals are expect just after sunrise and just after sunset. A runway may appear
warmer than the surrounding terrain in the daytime but the situation may be reversed at
night. During these reversals, there are periods of zero contrast where object
differentiation is impossible even with the most sensitive infrared equipment. Another
anomaly that has been observed is ghosting. Aircraft moved from a parked position may
leave behind an infrared signature long after it has been gone.
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Figure 1.2 - Passive IR-Based EVS
1.1.3 Synthetic Wireframe
The Wireframe method relies on the concept of presenting a computerized image
from a previously stored database. Rather than display the sensor image on the HUD
directly from the sensor data, a pictorial 3-D image of the airport is drawn from the
database instead. The sensor image (either from a radar or infrared sensor) is processed
through an edge-detection algorithm to be pattern-matched to the computerized image.
The possibility also exists of placing reflective or emitting devices at know positions
around the airport to improve pattern recognition. When a match is determined, the
synthetic airport is drawn on the HUD in place of the sensor image. The sensor is used to
update the position of the airport on the screen; so accuracy is expected to be very similar
to the other sensor-drawn images, provided the pattern-match method is reliable. Aid
from the Global Positioning System (GPS) may also help to provide additional reliability
and accuracy in the picture placement. This prospect is shown in Figure 1.3.
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Figure 1.3 - Synthetic Wireframe-Based EVS Shown with Radar Sensor and GPS
Using a database also allows for a more consistent image for the pilot to interpret.
The pilot would not be faced with the task of picking out the runway from roads, lakes,
and other ground features. The current concept is to present the airport as a simple
wireframe where just the edge features are shown. Information would at least contain the
runway and probably centerline markings. Other possibilities include taxiways,
buildings, touchdown markings, and approach lights.
Unlike the Radar and FLIR systems, the Wireframe method does not require the
additional capability of presenting images in raster format. The line drawings of the
Wireframe images would be well suited for current HUDs since they already draw in
stroke format. There is concern that a raster image would reduce the effectiveness of the
HUD by blocking out part of the visual scene. The original intention of the HUD was to
provide simultaneous access to both the visual scene and flight data. With the
Wireframe, this capability is still retained. Also, a much higher luminance can be
obtained from stroke drawings than from raster imagery. This allows a stroke drawn
image to have much better contrast against the background luminance of daytime
conditions through the HUD. The contrast from raster, on the other hand, maybe poor
enough that its utility on a Head-Up Display may not be feasible. However, it is still
possible that the image maybe displayed head-down.
On the downside, a synthetic Wireframe image would not provide obstacle
detection unless additional provisions were implemented to include this capability. Both
radar and infrared sensors are relatively good at detecting objects like other aircraft on the
runway, but the concept of providing this information in a synthetic image will require
further investigation. There is also concern that the Wireframe pictorial would be too
simplistic or artificial, and would lack the visual features (texture, landmarks,
obstructions, etc.) that a sensor image could provide.
1.2 Background Information
Many technological advances in the civil aviation industry had their roots in the
defense sector. Such was the case with EVS technology. Military aircraft have long used
passive infrared systems for targeting, bombing, and search and rescue. The public got a
glimpse of this technology during the media coverage of Operation Desert Storm in the
Persian Gulf War. Airborne radar imaging systems have also been researched by the
military, but their applications have been limited due the military's preference for passive
sensors for reasons of stealth (Lowndes, 1992).
It was Federal Express who explored the realm of the commercial sector by
initiating funding to the University of Maryland in 1979 to research the so-called "Magic
Window" technology - the ability to peer through fog, haze, rain, snow, and/or darkness.
The express package carrier saw potential for getting into small airfields without
sophisticated ground landing aids. Research by the Maryland's Advanced Development
Laboratory, which separated from the university to keep enhanced vision proprietary to
Federal Express, have concentrated on a FLIR system matched with several brands of
HUDs (Lowndes, 1992).
A joint FAA/DoD/industry EVS technology demonstration team recently
concluded flight test studies evaluating Millimeter-Wave radar and infrared cameras for
reduced visibility landings (Dornheim, 1992). The performance of the radar proved very
promising. In fog, the radar could consistently produce an identifiable image of the
runway from over a mile out. The FLIR sensors, however, had difficulty in the fog. At
times, the infrared image was virtually blind and visibility was actually better through the
naked eye.
Recently, NASA and several aircraft manufactures have looked at the human
factors involved with the design and usage of Enhanced Vision Systems. These studies
have looked at display parameters such as image resolution, field of view, stereopsis
cueing, image update rate, and HUD augmentation symbology (Harris and Russell, 1992;
Foyle et al., 1992). Also being studied are sensor fusion and sensor/database fusion
techniques, and EVS operational considerations and capabilities (Foyle et al., 1992;
Todd, Hester, and Summers, 1992).
1.3 Problem Statement
This thesis documents a study which examined display issues involving Enhanced
Vision Systems on pilot approach and landing performance. Three types of EVS display
images were compared - Radar, FLIR, and Wireframe. Because atmospheric weather
conditions can have a profound effect on the imaging range capabilities of sensing
devices, the acquisition range was also included as an experimental variable in the test
design. It was suspected that the acquisition range would influence pilot performance. A
third experimental factor was included to investigate the need for runway markings to
appear in the EVS image. Due to atmospheric conditions and ground facilities, markings
may not always be detectable by the EVS sensors. In brief, this study was designed to:
1. Compare three types of EVS images (Radar, FLIR, Wireframe) in
terms of performance and pilot opinion.
2. Examine the effects of acquisition range (which varies due to
atmospheric conditions).
3. Examine the need for runway markings to appear in the EVS image.
1.4 Thesis Overview
The results from this study will be presented as follows. Chapter 2 describes the
experimental setup of the simulator including the implementation of the computer
generated imagery to simulate the displays of the three candidate Enhanced Vision
Systems. Both performance and subjective measures were employed in the experimental
design and are explained in Chapter 3. Chapter 4 details the experimental protocol and
the basic task of the experiment. Chapter 5 provides the results of the data analysis from
both the performance data and subjective evaluations. This thesis concludes with a
summary of the findings in Chapter 6.
2. Experimental Setup
The experiment was conducted at the MIT Aeronautical Systems Laboratory
using the Advanced Cockpit Simulator. The facility was developed over the last 5 years
by numerous MIT students involved in various aviation human factors experiments
(Hansman et al., 1992). This chapter describes the simulator setup and display
configurations used in this study.
2.1 Simulator Setup
The heart of the simulator facility was a Silicon Graphics, Inc. (SGI) Indigo
Workstation which was interfaced to a Mode Control Panel (MCP), sidestick controller,
and a Control Display Unit (CDU). See Figure 2.1. For this experiment, neither the
MCP nor the CDU were utilized since only manual landings were flown. The aircraft
dynamics were intended to simulate a small transport aircraft approximately the size of a
Boeing 737. The sidestick, with its 2 degrees of freedom, commanded roll and pitch
rates. The trigger on the sidestick was operational, but its utility will be explained later in
the experimental protocol of Chapter 4.
A 9" x 6" monochrome Head-Up Display was generated on the computer screen
and served as the primary flight display for the experiment. The HUD was modeled after
the Flight Dynamics, Inc. Head-Up Display system currently being used by several
airlines. It provided a full complement of aircraft state data - pitch, roll, horizon, heading,
barometric altitude, vertical speed, airspeed, and so forth. Radio altitude was also
included but only appeared below 500 feet. Though a flare cue would most likely be
included in a HUD-based landing system, it was not used in this experiment so that the
pilots would be forced to rely on the EVS image to complete the landing. This way
landing performance would be more reflective of the EVS image characteristics rather
than the flare guidance command. A full description of all the HUD symbology is given
in Appendix A.
MIT ADVANCED COCKPIT SIMULATOR
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Figure 2.1 - Simulator Setup
An important feature of the Head-Up Display is the flight path symbol. This
symbol represents the velocity vector of the aircraft from the perspective view of the
pilot. It provides an indication of where the aircraft is going through space, as opposed to
the conventional aircraft reference symbol which only gives pitch information. Basically,
the pilot can "fly" the symbol by aiming it at the desired point ahead.
Two modification were made to the flight path symbol. First, a modification of
the Flight Dynamics format was made to conform with the recommended symbol as
given by SAE standards (Society of Automotive Engineers, 1988). Second, a predictive
"lead" compensation was added to the dynamic behavior of the symbol. During a pitch
maneuver, the actual flight path of the aircraft center of gravity will lag that of the pitch
attitude. In other words, the aircraft velocity vector will need some time to respond to the
new pitch position. The pilot will notice the pitch attitude changing, but the dynamics of
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the aircraft will dictate the flight path response. Without some predictive compensation
in displaying the flight path symbol, precise human control can be quite difficult. The
predictor used was that documented in Bray and Scott (1981).
A backup artificial horizon (ADI) and conventional ILS (Instrument Landing
System) raw data display were placed below the Head-Up Display. The actual Flight
Dynamics HUD has ILS needles on the HUD itself. However in order to minimize
training, the ILS needles were left off the HUD. In preliminary trials, pilots unfamiliar
with the Flight Dynamics HUD found the ILS needles on the display difficult to use.
Therefore to avoid confusion, the conventional raw data display was used instead. Other
information shown on the computer screen included the Ground Proximity Warning
(GPWS) lights and approach marker lights. A reference display on the lower left
provided addition information to the pilot. Shown on the display were the commanded
autopilot airspeed, runway heading, vertical speed for 3" descent, and airport altitude.
In this study, EVS images were simulated with the intent to mimic the main image
characteristics of each sensor system. Please note that the objective was to reproduce the
inherent graphical features of each sensor-based image rather than attempt to model the
physics behind the particular sensors. The following is a brief description of how the
graphical images were generated.
2.2 Active Millimeter-Wave Radar Simulation
The MMW Radar image simulation was a simplified depiction of the signal
returns from a volumetric scanning radar sensing system. Taking advantage of the
graphical capabilities of the Silicon Graphics workstation, a light source was placed at the
nose of the aircraft to imitate signals coming from the radar. Reflectivity from object
geometry was readily calculated by the lighting computations included in the SGI
Graphics Libraryl (IRIS Development Option, Rel. 4.0.1). Higher return signals from
rough surfaces could be simulated by specifying a brighter diffuse reflectance for the
surface material. To simulate atmospheric attenuation, the fog capability of the SGI
workstation was utilized to visually induce radar signal loss over distance. An example
of a simulated image is shown in Figure 2.2. The azimuthal resolution of the image was
set at approximately 0.3, typical of a 94 GHz radar with 1 foot effective antenna
diameter. Color was based on a green-scale mapped from black (low signal return) to
bright green (high signal return). The smooth, flat pavement of the runway and taxiways
were made to appear as dark voids in the simulated image. The surrounding terrain was
depicted as noisy, higher energy returns. When called for in the experimental test matrix,
runway markings were shown as bright surfaces to represent the possibility of placing
reflective material on the pavement.
Note, however, the lighting system around the airport were not depicted in the
images. Computer hardware limitations prohibited adequate simulation of the approach,
threshold, and runway lights and associated structures 2. Bear in mind, however, an actual
radar system would, in fact, pick up these lighting features, though the clarity would be
influenced somewhat by the structural geometry. To eliminate possible bias effects in the
experimental design, the lighting system was also excluded from the other two display
formats.
1 The Graphics Library is a set of computer subroutines developed by Silicon Graphics, Inc. to draw 2-D
and 3-D color graphics and animation.
2 It was felt that the visual effects from the lighting features could not be accurately rendered without
greatly degrading simulator performance. Inclusion of all these elements were too computationally
expensive that scene update rate was significantly affected. Approach lights can include over 200 lights,
and runway lights around the touchdown zone can consist of an additional 200 lights (Horonjeff and
McKelvey, 1983).
Figure 2.2 - Example of Simulated Active MMW Radar Image
2.3 FLIR Simulation
The simulated FLIR images represented an idealized infrared sensor with fairly
clear contrast between runway and surrounding terrain. Resolution of the objects shown
on the screen was limited only by the computer monitor hardware. The intent was not to
simulate all the possible anomalies associated with viewing in the thermal infrared
spectrum, but instead to provide an idealized control image. Using the lighting feature of
the SGI Graphics Library, objects were given an emission component to simulate the
appearance of thermal heat. The fog feature was also utilized to visually simulate energy
attenuation through the atmosphere. The FLIR image shown in Figure 2.3 was mapped
on a green-scale with colder bodies in dark color and warmer bodies in bright green color.
Concrete surfaces such as the runway, taxiways, and buildings were assumed to be
warmer than the surrounding terrain. This is typical of daytime thermal emission.
Runway markings, when present, were made to appear slightly darker than the pavement
of the runways. However, approach and landing lights were not included in the imagery
for reasons stated earlier in the MMW Radar simulation. Though lights would be
detectable by an IR sensor, they were not represented in the FLIR simulation for
computer hardware limitations1 and also to be consistent with the Radar simulation.
Figure 2.3 - Example of Simulated Idealized Passive FLIR Image
1 Inclusion of light sources are computationally expensive to render. Some issues regarding light points in
computer generated images can be found in Fortin (1989).
2.4 Synthetic Wireframe Simulation
The simulated Wireframe image presented the edges of the airport in a perspective
view on the HUD. Note that since the Wireframe is database generated, many
possibilities exist as to the amount and type of information to be drawn on the display.
For consistency with the other EVS images in this study, the entire airport, including
taxiways and buildings, were shown along with the runway. The color and intensity of
the Wireframe was the same as the other HUD symbology. Half the airports included
runway markings. When present, the markings showed up as the edges of the paint strips.
Figure 2.4 shows a typical Wireframe image used during the experiment.
Figure 2.4 - Example of a Synthetic Wireframe Image
2.5 Airport Layout
For this experiment, each of the test airports had one runway and one parallel
taxiway as the dominant features. Buildings and the terminal apron were placed near the
center or far end of the airport. All runways were 150 ft. in width and between 8,000 and
10,000 ft. in length. Figure 2.5 shows the surface diagram of a typical test airport. The
runway markings, when called for in the experimental design, included the centerline
strip and threshold, touchdown zone, and fixed distance markers . Figure 2.6 shows the
layout for the markings.
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Figure 2.5 - Surface Diagram of a Test Airport
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3. Experimental Design
The main objective of this experiment was to examine three display types of EVS
images (Radar, FLIR, Wireframe) on pilot approach and landing performance. In
addition to the image type, the acquisition range was included as a experimental variable
in the test design. A third experimental factor was included to investigate the need for
runway markings to appear in the EVS image. This chapter describes the experimental
design and data analysis used in this study. Both performance and subjective measures
were employed in the evaluation process. First the test matrix is discussed, followed by
an explanation of the objective and subjective metrics.
3.1 Test Matrix
The design of the test matrix included three independent variables or experimental
factors.
Independent Variables
1) EVS Display Image Format
* Active MMW Radar
* Idealized FLIR
* Synthetic Wireframe
2) Acquisition Range
* 0.5 n.m. (3,000 ft)
* 1.0 n.m. (6,000 ft)
* 2.0 n.m. (12,000 ft)
3) Runway Markings
* Touchdown and Centerline Markings
* No Markings
The three types of Enhanced Vision Systems were chosen because they were
considered the most likely candidates for near term implementation. It should be noted
again that the FLIR model used for this experiment was an idealized representation with
no visual anomalies included. The acquisition ranges were chosen after discussion with
the Flight Deck Research Group of the Boeing Commercial Airplane Company (Boucek,
1993). These ranges were thought to bracket the detection distances for the sensing
devices in question. In clear weather, the sensors are capable of 5 - 10 n.m. However,
the application of EVS is intended for poor weather conditions where visibility is largely
degraded. In these conditions, the acquisition range is expected to be no more than a few
nautical miles. Please note that since acquisition range was used as an independent
variable, each display type was ran with all three levels of acquisition range. Thus the
advantage of radar over IR sensors in penetrating weather was not being accounted for in
the experimental design. A Radar image and a FLIR image both with a 2.0 n.m.
acquisition range would not be representing the same atmospheric conditions.
The runway markings factor consisted only of two levels - with and without
markings. The purpose was to determine if performance degradation occurs with the loss
of the markings in the image. The runway markings included the centerline strip (to
provide lateral reference) and the threshold, touchdown zone, and fixed distance markers
(to provide longitudinal reference).
The experiment was setup as a full within-subjects design, also known as a
repeated-measures design. Here, each subject participated in all combinations of the
parameter conditions. This meant a subject flew 18 (3 X 3 X 2 = 18) approaches. The
purpose of using a within-subjects design was to allow pilots to make subjective
comparisons of the EVS displays in addition to obtaining performance data. This type of
design allowed each subject to "experience" all three EVS displays and make a relative
comparison.
Each subject flew with one type of EVS image for 6 runs before changing to the
next type of image format. To offset any ordering effects, the order of the 3 display
images were fully counterbalanced among a group of 6 pilots (see Figure 3.1).
Order of Display
Subject 1 B C A
Subject 2 C A B
Subject 3 A B C
Subject 4 B A C
Subject 5 A C B
Subject 6 C B A
A) Radar
B) FLIR
C) Wireframe
Note: Each block represents 6 runs
Figure 3.1 - Counterbalancing of Display Order
Each block of Figure 3.1 represents 6 runs. The levels of the other independent
variables (range and markings) were randomly ordered within each block. The total test
matrix for one subject (which is one row of Figure 3.1) is shown in Figure 3.2. The
random assignments used in forming the test matrix were for the purpose of reducing bias
effects of ordering and pilot learning.
I Display
_ _ _ _ 
_ I _ _
Acquisition
Range Radar FLIR Wire
0.5 nm 2 1 6
Rwy Markings 1.0 nm 5 3 3
2.0 nm 4 6 5
0.5 nm 3 4 4
No Markings 1.0 nm 1 5 2
2.0 nm 6 2 1
** Numbers indicate run order within each display **
Figure 3.2 - Example Test Matrix for One Subject
Showing Random Ordering Within
Each Display Format
Both performance and subjective measures were used in the evaluation process.
The following describes the data collected and the methods used to evaluate the data.
3.2 Performance Metrics
The complete time history of the aircraft states were tracked and available for data
analysis. To evaluate performance, the following metrics were examined on the approach
and landing.
3.2.1 Runway Recognition Latency Time
Pilot response time to recognize the runway was analyzed by the Runway
Recognition Latency Time. This measure was defined as the time differential between
when the airport first began to appear in the EVS image to when the pilot indicated
recognition of the runway.
3.2.2 Approach and Landing Accuracy
The lateral and longitudinal positions at touchdown were examined to determine
if they were affected by the experimental variables. The touchdown vertical speed was
also analyzed. In examining the approach, the ILS with 3* glideslope was taken as the
nominal flight path. Along with looking at the overall rms error deviations from the ILS,
specific slices at the expected 100 ft. Cat. II and 50 ft. Cat. IIIa decision height positions
were also examined.
3.2.3 Sidestick Control Movement
The amount of stick movement provided some indication as to the amount of
physical workload involved in performing the given task. This experimental measure
was used to examine pilot control behavior during the final phase of the approach. Two
methods were used - the percentage of time the stick was moved from the center null
position and the rms stick deflection from the null position. Movements in both roll and
pitch were analyzed.
3.3 Method of Analysis of Variance (ANOVA)
The data was examined to determine the effects of the experimental variables
(display format, acquisition range, runway markings) on each of the performance
measures using the method of Analysis of Variance (ANOVA). A random-effects model
for the subjects was assumed for the analysis. This meant that the data was analyzed
assuming that the subjects were chosen at random from a larger population of pilots. The
purpose was to make statistical inferences to the pool of all commercial airline pilots.
Results of an ANOVA test would indicate the probability that any of the
experimental factors, either independently or jointly, affected the values of the given
performance metric. Significant effects may be classified as either main effects or
interaction effects. A main effect refers to a the influence of one factor (i.e. display type)
on the value of the metric being tested, independent of the levels of the other
experimental factors. An interaction effect, on the other hand, would indicate that the
effect of one variable depended on the value of a second variable. For a more detailed
explanation of the ANOVA statistics used for this study, please refer to Appendix B.
The significance level of an ANOVA test will be indicated by the probability, or
p, value. The p value is the probability that the observed result happened merely by
chance; or in other words, the probability of error. Results which show a statistically
significant effect of less than 10% chance of error (or greater than 90% probability of
occurrence) will be written as p < 0.10. For this study, only experimental factors with a p
value less than 0.10 will be presented. Effects found at higher significance (lower
probability of error) will be denoted as p < 0.05 and p < 0.01.
3.4 Subjective Metrics
In this experiment, subjective measures were obtained from Cooper-Harper
Ratings, display rankings, and pilot questionnaires.
3.4.1 Cooper-Harper Rating
The Cooper-Harper Rating Scale was developed by G. Cooper and R. Harper
(Cooper and Harper, 1969) to assess aircraft handling qualities. Since then, it has been
used extensively, in original and modified forms, to provide an indicator of pilot
workload and task demand. The Cooper-Harper Rating relies on the pilot's subjective
assessment of the system being evaluated for a specified task. The scale uses a sequence
of yes and no questions to form a kind of decision tree (see Figure 3.3). The chart begins
at the bottom left comer and progresses to form a quantitative rating on the right side.
The rating is scored from 1 (excellent) to 10 (major deficiencies).
AIRCRAFT/DISPLAY DEMANDS ON THE PILOT IN PILOT
CHARACTERISTICS SELECTED TASK OR REQUIRED OPERATION RATING
Excellent Pilot compensation not a factor for desired 1
Highly desirable performance.
Good Pilot compensation not a factor for desired 2
Negligible deficiencies performance.
Fair - Some mildly Minimal pilot compensation required for desired 3
unpleasant deficiencies performance.
Minor but annoying Desired performance requires moderate pilot 4
deficiencies compensation.
Moderately objectionable Adequate performance requires considerable pilot 5
deficiences compensation.
Very objectionable but Adequate performance requires extensive pilot 6
tolerable deficiencies compensation.
I Adequate performance not attainable with maximum
Major deficiencies I tolerable pilot compensation. But controllability not 7
in question.
Major deficiences Considerable pilot compensation is required to retain 8
control.
Major deficienaes Intense pilot compensation a required to retain 9
control.
Major deficiences Control will be lost dunng some portion of required 1 0
operation.
SPilot compensation refers to the additional pilot effort
and attention required to maintain a given level of
performance in the face of less favorable or deficient
charactenstics.
YES
Is it
satisfactory NO Defiacienaes
without warrant
Improvement? Improvement
YES
is
adequate
performance NO Deficinaes
attainamble wth a require
tolerable pilot improvement
workload?
YES
Is it Improvement
controllable? mandatory
Pilot deasions
Figure 3.3 - Cooper-Harper Rating Scale
(Cooper and Harper, 1969)
During this experiment, the Cooper-Harper Scale was administered immediately
after each landing. The subjects were told to answer the questions in sequence beginning
at the bottom left of the chart. Emphasis was given to using the decision tree and
focusing on the wording rather than trying to produce a numerical rating. Previous work
found this method to produce more consistent results and to reduce intra-pilot variability
(Riley and Wilson, 1993).
3.4.2 Display Ranking Using the Analytic Hierarchy Process
A method called the Analytic Hierarchy Process (AHP) was used to produce a
quantitative ranking of the three EVS displays. At the conclusion of the experiment, the
pilots were asked to compare the displays two at a time for a total of three paired
comparisons (Radar vs. FLIR, Radar vs. Wireframe, FLIR vs. Wireframe). The analysis
was used to produce a relative ranking of the three displays using a weighted scale rather
than a fixed interval scale like 1, 2, 3, etc. A fixed interval ranking maybe undesirable if,
say, the difference between rank 1 and rank 2 were very small compared with the
difference between rank 2 and rank 3. In many instances, it may be more useful to know
what the relative differences were between the ranks. In the AHP scale, the three
displays were ranked by weights which total to 1.0. If all three displays were considered
equal, then each would have a ranking weight of 0.33. The higher the weight, the better
the display.
The primary advantage of the AHP is the ability to provide empirical results when
the set of subjects from which to sample is small. It make no statistical assumptions
about the distribution of human judgment since it does not make any statistical inferences
to a larger population. For a detailed explanation of AHP analysis, please see Appendix
C or Mitta (1993) and Saaty (1980, 1990a).
3.4.3 Questionnaires
Most of the remaining subjective data came from the post-test questionnaire given
at the conclusion of the experiment. A copy can be found in Appendix D. The pilots
were queried on factors regarding the display type, imaging range, and need for runway
markings. The purpose was to examine these factors using subjective judgment from
experienced pilots. Most of the questions involved having the subjects check off one of
five boxes on 5-point rating scales. The ends of the scales were anchored to extreme
descriptors (i.e. "completely ineffective" to "very effective" and "no hindrance at all" to
"extreme hindrance").
4. Protocol
4.1 Subjects
The subjects considered for this study were commercial airline pilots type-rated in
transport category aircraft. Six pilots from the New England area participated in this
study and all were volunteers. The study included five captains and one first-officer
whose ages varied from 27 up to 61 with an average age of 44. Civil flight time ranged
from 2,000 hrs. up to 25,000 hrs. with an average time of 11,700 hrs. The first-officer
was the only pilot to have previous flight experience using a HUD, which he used while
in the Navy. His experience also involved using an infrared sensing system for bombing
and search and rescue.
4.2 Training
The experiment took approximately 4 hours to complete for each subject
including training time. At the beginning of a session, the subject was asked to sign an
informed consent statement and to complete a brief background questionnaire. The
experiment was briefly described and then the subject was introduced to the simulator.
The first 2 hours were spent training the pilot especially on the use of the Head-Up
Display and sidestick controller. Practice approaches were flown using a visual scene
with 6 mile visibility. When the pilot became comfortable with the dynamics, the three
Enhanced Vision Systems were shown and explained. Depending on the test matrix
(Figure 3.1), the first EVS display was used for practice landings on a short two mile
approach to a single runway. Once the pilot could consistently perform the flare and
landing, practice approaches similar to the actual experimental trials were flown. The
general procedure for these runs are explained in the next section. For a written transcript
of what were said to the pilots, please refer to Appendix E.
4.3 General Procedure
All scenarios began in level flight approximately 8 n.m. out from the airport, prior
to glideslope intercept and slightly off the localizer. The airplane was configured with
flaps 30" and landing gear down. The pilot manually flew the ILS until the airport
features came into view from the EVS. Upon identification of the runway, the pilot
pressed the trigger button on the sidestick to indicate the runway was identified. The ILS
guidance cues were simultaneously deactivated to force the use of the EVS image for the
remainder of the landing. The ILS cues would automatically turn off 1/4 n.m. from the
runway threshold if the pilot had not pushed the trigger by then. The simulator used an
auto-throttle system set to command 132 kts. indicated airspeed; so all pilot inputs were
via the sidestick controller.
Specific Procedure
1. The EVS display was explained and demonstrated. The subject was told that
both the Ground Proximity Warning System (GPWS) and Windshear
Detection System were currently activated; and to maneuver appropriately if
the situation warrants action. Both alerts were coupled with an aural warning
and were demonstrated in pre-recorded examples.
2. The subject was given practice at final approach maneuvering and landings
with the EVS used in procedure 1. Once comfortable, the subject would
begin the actual experimental trials. He was informed that a landing score
would be kept based on his performance.
3. Before the start of each scenario, the subject was given the airport surface
diagram and the intended runway. All scenarios began in level flight just
prior to glideslope intercept, approximately 8 n.m. out and 1800 ft above
ground. The acquisition range of the sensors and the presence of runway
markings were randomly set and unknown to the pilot.
4. Using the sidestick, the subject flew an IFR approach with the glideslope set
to 3". Light turbulence was added in the roll.
5. As the image of the airport came into view, the subject would proceed to
identify the intended runway. As soon as a visual conformation was made,
the pilot would disengage the ILS guidance cues (by pressing the trigger
button on the sidestick) and proceed with the approach using the runway
image. Scenarios ended soon after touchdown.
6. Pilot would determine a Cooper-Harper Rating for the just completed run.
7. Procedures 3 to 6 were repeated for a total of 6 times with each EVS display
format.
8. After all the scenarios for one display format were completed, the pilot would
rate the added effectiveness of having runway markings in the image.
9. Procedures 2 to 8 were repeated with another EVS display format until all
three formats were tested.
10. Pilot would complete post-test questionnaire.
5. Results
The purpose of this experiment was to investigate the relative differences between
three display types of potential Enhanced Vision Systems in terms of both performance
and subjective evaluations. This chapter reports the results of the experiment. The first
section describes the results of the performance evaluations as analyzed by touchdown
and approach accuracy. The following section present the subjective evaluations
including the Cooper-Harper Ratings and AHP display rankings. The final section
discusses additional comments and observations obtained from the experiment.
5.1 Performance Results
To evaluate performance, the following metrics were examined during the
approach and landing:
Performance Metrics
* Runway Recognition Latency Time
* Touchdown position
- lateral deviation from centerline
- longitudinal position along runway
* Touchdown descent rate
* Localizer and glideslope deviation
- rms deviation
- at 100 ft Cat. II decision height
- at 50 ft Cat. IIIa decision height
* Sidestick control movement
The data was tested for significance using ANOVA and are denoted by p values.
Only experimental factors with a statistically significant effect of less than 10% chance of
error (p < 0.10) are shown. Some results were found significant at the higher p < 0.05
and p < 0.01 levels. Please refer to Appendix B for the full set of ANOVA tables.
5.1.1 Runway Recognition Latency Time
The Runway Recognition Latency Time was defined as the change in time
between when the airport first began to appear in the EVS image to when the pilot
pressed the sidestick trigger button to indicate identification of the runway. In all
scenarios, the front edge of the runway was the nearest airport object to be drawn on the
screen (all buildings and obstacles were located at the center or near the far end of the
airport). Since objects were visible only when they were within the acquisition range, the
airport would begin to appear on the HUD display at different times along the approach.
For instance, with the range at 2.0 n.m., the front of the runway would first appear when
the aircraft was just within 2 n.m. of the runway threshold. Since the runways in the
experiment were between 8,000 and 10,000 ft. in length, the far end of the runway would
not be visible prior to touchdown in the Radar and FLIR images except at the longest
acquisition range level of 2.0 n.m. (-12,000 ft). In the Wireframe images, however, the
entire airport would appear instantaneously once the threshold (front edge of the runway)
was within the acquisition range. The Runway Recognition Latency Time gives an
indication of how long it would take a pilot to recognize the airport runway after the
threshold first appears on the display.
The display type was found to affect the recognition time, but the size of its effect
was dependent on the acquisition range. A highly significant interaction effect of display
and range was found (p < 0.01) and is shown in Figure 5.1.
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Figure 5.1 - Runway Recognition Latency Time
The Radar had the slowest response times. This was thought to be due to the poor
azimuthal resolution (0.3") of the Radar image. The Wireframe produced the fastest
overall response times. From Figure 5.1, a relationship between the recognition time and
the acquisition range of the three displays can be seen. The farther away the EVS image
first appeared, the slower the response. At longer ranges, the image size is initially
smaller and may have delayed pilot recognition of the runway. Interference from the
overlaying HUD symbology (i.e. flight path vector) may also have added to the latency
time when the image was relatively small. There also may have been a sense of urgency
as the pilot descended and approached the runway without seeing the EVS image. The
above ground altitude was read to the pilot below 500 ft., so each pilot should have had
an indirect indication of his distance to the runway threshold.
5.1.1 Performance At Touchdown
Scatter in the touchdown footprint as can be seen in the graph of Figure 5.2. The
ILS was aimed on the runway centerline, 1000 ft. beyond the runway threshold.
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Figure 5.2 - Touchdown Footprint for All Subjects
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Lateral Deviation from Centerline
The lateral deviation at touchdown was found to be affected independently by the
display type and runway markings. The average deviation from the centerline was 13.3
ft. with the Radar, 6.3 ft. with the FLIR, and 8.3 ft. with the Wireframe (see Figure 5.3a).
Both the FLIR and the Wireframe were significantly better than the Radar (both
p < 0.05), but no significant difference was found between the FLIR and the Wireframe.
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Figure 5.3 - Average Lateral Deviation from Centerline at Touchdown
The effect of runway markings is shown in Figure 5.3b. With markings, the
average displacement dropped to 7.6 ft. as compared to 11.0 ft. without the markings
(p < 0 .10 ).
Runway Landing Distance
No significant effects were found in the landing distance. As can be seen in
Figure 5.2, there was high variability in where the pilots touched down.
Touchdown Descent Rate
The interaction effect of markings and range was significant in determining the
vertical rate of descent at touchdown (p < 0.10). When runway markings (which
included centerline and touchdown zone) were present, the vertical touchdown velocity
was virtually independent of the imaging range (avg. 266 ft/min); whereas without the
markings, "softer" landings were experienced with increased acquisition range (see
Figure 5.4).
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Figure 5.4 - Average Vertical Touchdown Velocity
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Notice that the "hardest" average landings (352 ft/min) occurred with no runway
markings and at the shortest of the three imaging distances (0.5 n.m.). This might be
attributed to the lack of depth cues present in the image. With runway markings,
however, the pilots seemed capable of compensating for this lack of forward look ahead
distance. The "softest" average landings (208 ft/min) were recorded with the viewing
distance at 2.0 n.m. (the longest range) and without any runway markings. At these
longer viewing ranges, the pilots seemed to have plenty of time and adequate information
from the runway edges to make the alignment to the middle of the runway. However
without the centerline markings, the pilots appear to have placed emphasis on making
nice, "softer" landings.
5.1.3 Performance During Approach
Data was recorded approximately 3 times per second during the entire approach.
The accuracy of the approach was judged by examining the rms deviation from the ILS
beam path beginning from the time the pilot recognized the runway (trigger button
pushed) to the time that the flare was initiated (approx. 50 ft. AGL). Also, the data was
used to examine the aircraft deviation from the ILS path at the expected 100 foot Cat. II
and 50 foot Cat. IIIa decision height positions.
RMS Lateral Deviation Error
The "overall" lateral approach score, as derived from the rms lateral deviation
error, was found to be affected by the display and range interaction (p < 0.10). Figure 5.5
shows the effect of acquisition range on the average rms deviation for the 3 types of
displays. The score for the FLIR was virtually independent of the range (avg. 8.4 ft.
rms), while the Radar became better at the longer forward ranges. The improvement was
quite noticeable going from 0.5 n.m. to 1.0 n.m. with the Radar; a drop from 21.7 ft. rms
to 13.2 ft. rms.
At first glance, the curve for the Wireframe may seem somewhat confusing.
There was a slight improvement in lateral deviation going from 0.5 n.m to 1.0 n.m. but a
large increase in deviation error at the 2.0 n.m. range. In fact at 21.8 ft. rms, this was the
highest rms error deviation on the graph of Figure 5.5. At 2.0 n.m., the pictorial of the
airport was relatively small and depth perception may be poor initially. Recall that the
Runway Recognition Latency Time for the Wireframe images were significantly faster
than the other two displays. When the sidestick trigger was pressed, the ILS raw data
information was taken away from the pilot thus forcing him to transition to using the EVS
image at a farther distance from the airport. Therefore due to the experimental protocol,
the pilot actually lost the aid of the ILS further out using the Wireframe than with the
other displays.
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Figure 5.5 - RMS Lateral Deviation Error from Localizer
RMS Vertical Deviation Error
The "overall" vertical deviation error, as expressed by the rms deviation from the
3" ILS glideslope, was found to be affected by the markings and range interaction
(p < 0.10). Figure 5.6 shows that when the runway markings (centerline and touchdown
markings) were present, the lowest average rms deviation would result at the 1.0 n.m.
acquisition range.
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Figure 5.6 - RMS Vertical Deviation Error from 3" Glideslope
Without markings, there was a steady improvement in vertical accuracy as the
forward viewing range decreased. This might seem counterintuitive at first, but again
recall that the pilot would hit the trigger button further from the airport when the
acquisition range was longer; and thus effectively eliminating the use of the ILS raw data
needles earlier in the approach.
Cat. II and Cat Illa Lateral Deviation Error
The lateral deviation error at the Cat. II position was influenced by the display
type (p < 0.05). More specifically, the Radar was significantly worse in lateral accuracy
than both the FLIR (p < 0.05) and Wireframe (p < 0.05). The FLIR and the Wireframe
were not statistically different from one another. Figure 5.7 shows that the average lateral
error was 15.1 ft. for the Radar, 6.1 ft. for the FLIR, and 7.1 ft. for the Wireframe.
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Figure 5.7 - Cat. II Lateral Deviation Error from Localizer
The accuracy of the lateral positioning at the 50 foot Cat. IIIa position can be seen
in Figure 5.8. It was a function of the display and range interaction (p < 0.05). The FLIR
and the Wireframe both averaged 5 ft. error from the localizer regardless of the imaging
range. In the case of the Radar however, the average deviation was up to 22.5 ft. at the
lowest range of 0.5 n.m. from about 8 ft. at the higher ranges.
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Figure 5.8 - Cat. IIIa Lateral Deviation Error from Localizer
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Cat. II and Cat IlIa Vertical Deviation Error
Runway markings had a significant effect on the vertical deviation error at the
expected 100 foot Cat. II position (p < 0.10). Figure 5.9 shows that the average deviation
was 7.6 ft. with the markings, and 9.0 ft without. Thus the markings were helpful in
vertical alignment even back at the Cat. II position. Like at the Cat. II position, the
vertical deviation error at the expected 50 foot Cat. IIIa position was also affected by the
main effect of runway markings (p < 0.05). The average error was 7.6 ft. with the
markings and 9.8 ft. without (see Figure 5.10).
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Figure 5.9 - Cat. II Vertical Deviation Error from 3" Glideslope
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Figure 5.10 - Cat. IIIa Vertical Deviation Error from 3* Glideslope
5.1.4 Sidestick Movement
Two methods were used to examine the stick movement - the percentage of time
the stick moved from the center null position and the rms stick deflection from the null
position. Both were used in the analysis of the roll and pitch movements. The data used
in the analysis was from the time the trigger was pressed (indicating runway recognition)
to the time of the flare maneuver at about 50 ft. AGL. Note that the amount of data
samples used for each run changed depending on when the pilot hit the trigger button.
Recall that this was affected by the image range and also the display type (Runway
Recognition Latency Time, sec. 5.1.1). Since data was acquired at an approximate rate of
3 times per second, the number of data samples for each run ranged from 10 to 180.
Sidestick Roll Movement
The results using percent stick movement and rms stick movement both yielded
similar results - a markings and range interaction effect (p < 0.01 for percentage,
p < 0.05 for rms). The plots are shown in Figure 5.1 la and 5.1lb.
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Figure 5.11 - Sidestick Roll Movement
1 A full deflection of the stick in roll corresponds to 0.5 on the scale.
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When the range was either at 1.0 or 2.0 n.m., the pilots were making stick roll
adjustments about half the time (50%). At a range of 0.5 n.m. however, there was an
increase in stick movement when runway markings were present, but a decrease when
markings were not. The same thing occurred in the rms stick movement. With the
runway markings, the pilots may have felt that they had to make final lateral adjustments
even when they were very close to the ground. With the range at 0.5 n.m., this feeling
may have been heightened by the urgency of seeing the runway so late into the approach
and the limited time until ground contact. Fortunately, this did not come at the expense
of the flare maneuver. Re-examination of Figure 5.4 (Touchdown Descent Rate) shows
that even with the acquisition range at 0.5 n.m., adequate touchdown descent rates were
achieved provided that runway markings were present. Recall that this was not the case
without the markings.
Sidestick Pitch Movement
The percentage of time the sidestick moved in pitch revealed the display and
range interaction (p < 0.10) shown in Figure 5.12. No statistically significant effects
were found when analyzing the rms stick pitch movement.
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Figure 5.12 - Sidestick Pitch Movement
The percentage of corrective pitch maneuvers for the Radar was pretty much
independent of range. Overall, pitch maneuvering was most active when the FLIR was
used, followed by the Radar, then the Wireframe. It is interesting to note that the greatest
disparity between the three displays occurred at the shortest imaging range (0.5 n.m.).
5.2 Cooper-Harper Ratings
The Cooper-Harper Ratings are shown for each of the 3 displays in the plots of
Figure 5.13. All ratings were evaluated by the pilot immediately after each run. Since
the ratings are not necessary linear in scale, computing an average value for each display
maybe misleading. Rather, it is best to look at the distribution of the responses and
compare the mode or median scores. The mode is the value occurring most frequently
and the median is the middle value of all the responses.
The median values were 5 for the Radar, 1 for the FLIR, and 2 for the Wireframe.
As it turned out, the modes were the same as the median scores. For comparison, the
recent FAA/Georgia Tech actual flight evaluation of several Radar EVS systems (Home
et al., 1992) produced a Cooper-Harper Rating of 3.
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5.3 AHP Display Ranking
The Analytical Hierarchy Process was used to compare the 3 displays in head-to-
head paired comparisons. The pilots were asked to pick the "better display" using a 17-
point scale (see Appendix C). The final results of the weighted rankings were:
Wireframe = 0.47, FLIR = 0.46, and Radar = 0.07. The total of the weights add up to
1.00. The higher the number, the more preferred the display. A score of 0.33 for all three
of the displays would have meant a tie. Figure 5.14 shows a pie chart depicting the
results of the AHP analysis. Overall, the six pilots rated the Wireframe and FLIR
comparable with one another, but felt the Radar was significantly worse.
RADAR
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Figure 5.14 - Weighted Ranking of EVS Displays Using AHP
5.4 Subjective Questionnaires
The bulk of the subjective data came from a post-test questionnaire as part of the
debrief after all the performance data were collected. A copy of the questionnaire is
given in Appendix D along with the complete set of responses. The rest of this chapter
discusses the results from the Appendix.
5.4.1 HUD Confidence and Aircraft Dynamics
The majority of the pilots were "very confident" in the simulated Head-Up
Display and found only slight hindrance with the aircraft dynamics. Comments ranged
from "too easy to fly" to "I haven't worked this hard in an airplane for 20 years".
5.4.2 Effectiveness of the EVS Displays
FLIR had a slight edge over the Wireframe in overall effectiveness, though not
statistically significant (paired sign test). The overall effectiveness of the Radar was rated
consistently lower than the other two displays. The distribution of ratings are shown in
Figure 5.15. On the 1 - 5 scale (1 = completely ineffective, 5 = very effective), the Radar
averaged a 2.5, FLIR a 4.7, and Wireframe a 4.2. A further evaluation of the 3 displays
was made from head-to-head comparisons using the Analytic Hierarchy Process which
will discussed a little later in this paper.
5.4.3 Display Clutter
For the most part, clutter was not a problem. The majority of the pilots marked
"no hindrance at all" regarding display clutter. There were only two deviations from this,
and both were in response to the Wireframe display.
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5.4.4 Adequate Time Using EVS Image
Pilots were asked if the EVS images provided sufficient time to make necessary
maneuvers in the landings. The distribution of responses from the 6 pilots are shown
individually for the 3 display types in Figure 5.16. On the 1 - 5 scale (1 = never enough
time, 5 = always enough time), the Radar averaged a 3.2, FLIR a 4.3, and Wireframe a
4.0. When asked for a numerical value as to the necessary range of an EVS image, the
pilots responded with an average value of 2.0 n.m. Note that the pilots were never told
beforehand as to the levels of the range factors used in the experiment (0.5 n.m., 1.0 n.m.,
2.0 n.m.). They were only told not to expect a range of no more than a few miles at the
beginning of the experiment (see Appendix E).
5.4.5 Runway Markings
Having runway markings were unanimously preferred by the pilots. After flying
each set of 6 landings with one type of EVS display, the subjects were asked to rate the
added improvement of having the runway markings appear in the image. On a scale of 1
to 5 (1 = no added improvement, 5 = tremendous improvement), the Radar averaged a
3.5, the FLIR a 4.2, and the Wireframe a 3.5. The distribution of responses is shown in
Figure 5.17.
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5.5 Comments and Observations
For the most part, the experiment was well received by the pilots. Most were very
enthusiastic about the prospect of Enhanced Vision Systems on-board future aircraft.
Only one pilot indicated a concern about the synthetic Wireframe image. The pilot felt he
could not trust the accuracy of an artificial image. "This [Wireframe] would be a feature
I hope never makes it to the aircraft." His opinion, however, may have been biased since
he was the only subject to have previous military experience. His involvement also
included the use of a FLIR imaging device for bombing and search and rescue.
There was one incident of landing off the runway due to difficulty interpreting the
EVS image. This occurred with the FLIR image and no runway markings at a acquisition
range of 2.0 n.m. The pilot landed in the area between the runway and parallel taxiway.
This one occurrence may not have been an isolated incident. A similar event occurred
during preliminary trials with a practice pilot. Conditions were again the same (FLIR, no
markings, 2.0 n.m. range). Also, one pilot felt he had erred and landed on the parallel
taxiway; but in fact, he had correctly landed on the runway. This occurred with the
Wireframe with no runway markings and acquisition range at 0.5 n.m. It should be noted
that in all three of these occurrences, runway markings were not present in the image.
Although the pilots generally noticed when runway markings were present in the
EVS image, they were much less aware of the changing levels in the acquisition range.
Comments from the pilots were written down on every run, but only half the pilots even
gave mention of the changes in forward viewing range. In fact, one pilot commented that
he thought all the scenarios were the same and didn't even notice that the range was being
varied.
6. Conclusions
Three display types characteristic of potential Enhanced Vision Systems were
compared in a human performance evaluation for the task of approach and landing. The
displays were simulated to depict the main visual attributes of an imaging Radar system,
an imaging FLIR system, and a synthetic Wireframe system. The main attributes
depicted for the Radar included 0.3" azimuthal resolution and random ground scatter. A
high resolution image with good contrast between airport surfaces and surrounding
terrain was used to portray an idealized FLIR image in daytime conditions. A synthetic
Wireframe presentation of the airport edge features was developed to represent a possible
database-augmented system. In addition to display type, a second experimental factor
examined the effect of acquisition range (0.5 n.m., 1.0 n.m., 2.0 n.m.) by varying the look
ahead distance in the EVS image for each display type. A third factor investigated the
effect of having runway markings appear in the image. Six commercial airline pilots
participated using a fixed-based simulator facility at MIT. The following is a summary of
the results:
1. The concept of Enhanced Vision Systems was generally well received
by the airline pilots involved in the study.
2. The synthetic Wireframe image was comparable to an idealized FLIR
image both in terms of approach and landing performance and
subjective pilot preferences. However, one pilot expressed concern
about the reliability of the synthetic Wireframe image.
3. The Radar image was the least preferred of the three types of EVS
displays examined. Performance measures found the Radar to be
worst in terms of lateral accuracy both during approach and on
landing.
4. Runway markings (centerline and touchdown zone) provided better
lateral accuracy in landing and better vertical accuracy during the
approach. Runway markings were unanimously preferred by the six
pilots.
5. The response time to identify the airport runway was influenced not
only by the type of EVS image, but by the acquisition range of the
sensors as well. As range increased, the longer the pilots waited to
indicate recognition of the runway. It was unclear if this was due to a
lower urgency level or a smaller size of the pictorial image (harder to
identify and possible interference with the HUD symbology) at the
longer viewing ranges. The effect was most pronounced with the
Radar format and least with the Wireframe image.
Based on the results of the experiment, the good performance of the Wireframe
suggests that a system incorporating a synthetic image might help resolve some of the
hardware and image quality concerns generally associated with Enhanced Vision
Systems. A possible system might consist of a Wireframe representation used in
coordination with an on-board imaging radar and also GPS. The radar would be used to
detect and confirm the actual airport location while GPS would offer additional position
accuracy in the placement of the synthetic image. Such a system could take advantage of
the weather penetrating capability of the radar and at the same time provide a very usable
image without the drawbacks of presenting sensor-mapped raster imagery. Issues
involving raster imagery on a Head-Up Display (low luminance, visual view interference)
could be avoided since the Wireframe concept involves drawing in the same stroke
format as the HUD symbology. Using a computer generated image would also allow
inclusion of runway markings (or other ground features which could be included in the
database) even if the sensor is unable to detect them. On the downside, a synthetic
Wireframe image would not provide obstacle detection unless additional provisions were
implemented to include this capability. Both radar and infrared sensors are relatively
good at detecting objects such as other aircraft on the runway, but the concept of
providing this information in a synthetic image would require further investigation.
While recommendations can be made on the basis of this preliminary experiment,
it must be reiterated that this was a controlled laboratory study and not representative of
actual operational systems. The simulated sensor imagery were only simplified
representations generated to mimic the inherent graphical characteristics of the imaging
sensors. Also, since the subjects were all volunteers, the results maybe biased toward
pilots favoring new technology in the cockpit.
On a final note, other display system concepts exist which were not explored in
this study. One possibility would be to present the Wireframe and sensor images
simultaneously. Another is the prospect of fusing the sensor and database images. Also
suggested is the possibility of displaying the airport pictorial head-down for situational
awareness rather than head-up for landing guidance. Further examination into these areas
will be left for future research.
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Appendix A
Flight Instruments and Displays
This appendix gives a brief description of the simulator display setup as it was
explained to the pilots. The Head-Up Display simulated the HUD system produced by
Flight Dynamics, Inc. of Portland, Oregon. The HUD symbology was explained first
followed by an explanation of the additional flight instruments drawn on the Silicon
Graphics Workstation monitor. Please refer to Figures A. 1 and A.2 for an illustration of
the simulated HUD, and to Figure 2.1 (Chapter 2) for a picture of the monitor setup. It
will be noted here, as was in Chapter 2, that a flare cue was not provided on the Head-Up
Display for this experiment. The intention was to force the pilots to use the EVS image
for the critical flare and touchdown phase of the landing.
A few subjects indicated their dislike for the digital readouts of the altitude and
vertical speed. They would have preferred vertical tape indicators to accompany the
digital symbology. It will be noted that Flight Dynamics, Inc., which is now owned by
Rockwell International and Kaiser Aerospace, is investigating vertical tape symbology on
their new HUD systems (Velocci, 1994).
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A.1 Head-Up Display
Horizon and Heading Scale
The horizon symbol overlays the actual horizon as seen through the windscreen of
the aircraft. The heading scale marks represent actual magnetic headings in 50
increments. The heading scale is conformal with the outside world view.
Aircraft Reference Symbol
The aircraft reference symbol is the nose or boresight of the aircraft in pitch, roll,
and heading. If the symbol is aligned with the horizon symbol, the aircraft
attitude is level (zero pitch).
Pitch Scale
A pitch scale is displayed above and below the horizon. It indicates pitch up or
down in 50 increments. Again, it is in scale with the outside world as viewed
through the display. For example, if the aircraft reference symbol is aligned with
the 50 pitch scale above the horizon, the true attitude of the aircraft is 50 pitch up.
Roll Scale
The roll scale symbol is similar to the "sky pointer" roll scale at the top of a
conventional ADI, except that it is in scale with the outside world. The "tick"
marks indicate 10 degrees of bank and the "dots" indicate 5 degrees. The roll
scale is fixed relative to the aircraft reference symbol.
Heading Index
The heading index symbol indicates the actual heading of the aircraft (where the
nose is pointing) along the horizon. It is positioned directly below the aircraft
reference symbol.
Flight Path Vector
The flight path symbol provides an instantaneous and continually updated
indication of where the aircraft is going through space. The pilot can maneuver
the aircraft and "fly" the symbol to keep the flight path aimed at a desired point
ahead. For example, if the flight path vector is pointed above the horizon, the
aircraft is climbing. If it is pointed below the horizon, the aircraft is descending.
And if it overlays the runway touchdown zone, that is where the aircraft will
touch down. Actual flight path is located at the center of the symbol's circle.
Flight Path Acceleration
The flight path acceleration indicates the acceleration (or deceleration) of the
aircraft along the flight path. When the symbol is above the flight path vector, the
aircraft is accelerating. When it is below, the aircraft is decelerating.
Runway Heading
The runway heading symbol marks the point along the horizon of the destination
runway heading. It is just a helpful reference marker for the pilot and NOT
intended to be a command symbol.
Glideslope Reference
The glideslope reference symbol is a conformal display of the glideslope value
selected. It is currently set to 30 for this experiment. When the flight path vector
is aligned on the glideslope reference, the aircraft is flying a 30 descent. This is
only a reference marker and should not be confused with the ILS glideslope.
Status Indicator
The status message indicates the operational status with respect to approach
minimums. "IV" means a Category IV approach - DH 0'.
Barometric Altitude
This is a digital display of the barometric altitude from the #1 barometric
altimeter.
Vertical Speed
The vertical speed is a digital display of the inertial rate of climb or descent. It is
displayed in ft/min to the nearest 50 ft/min. A minus sign indicates descent.
Nominal descent rate for the approach about 700 ft/min. Nominal descent rate at
touchdown is 300 ft/min or less.
Airspeed
The airspeed is a digital display of the indicated airspeed in knots. The aircraft is
equipped with an auto-throttle will is set to control the indicated airspeed at 132
knots.
Ground Speed
The ground speed is a digital display of the aircraft ground speed in knots. It is
provided by the inertial reference unit.
Radio Altitude
This is the above ground altitude. It is displayed below 500 feet AGL.
Touchdown is calibrated to 0 ft. with gears down. Pilot sight line is 15 ft. above
the ground.
Wind Vector
The wind vector symbol is derived from inertial sensors and displays the direction
of winds aloft. The digital portion of the symbol displays wind magnitude in
knots. This symbol is only present when winds are above 10 knots.
A.2 Additional Panel Instruments
Displayed below the Head-Up Display on the computer is an instrument panel
simulating the following instruments.
Electronic ADI
A backup electronic ADI is presented below the head-up display.
Approach Guidance Display
The Approach Guidance Display is used just like an ILS localizer and glideslope
deviation display. It displays the raw data of the angular position error from the
expected approach path. The horizontal markings indicate deviation from the
runway centerline in increments of 2.00. The vertical markings indicate deviation
from the nominal 30 glideslope in increments of 0.70.
Additional Information Display
This display to the lower left of the screen provides some additional landing
information to the pilot. The runway altitude, nominal approach descent rate,
runway heading, and autopilot airspeed are given.
GPWS Lights
The Ground-Proximity Warning lights are located to the left of the backup ADI.
When there is a terrain alert, these lights will turn yellow and an aural alert of
"Terrain!" will sound. The lights are part of a new Graphical GPWS system. An
image of the terrain ahead may appear on the head-up display if the sensor can
pick it up. This will depend on the meteorological conditions and also the
distance to the terrain. The image shown will depend on the display currently
being used. The wireframe image will show the outline of the terrain ahead.
Windshear Alert
The windshear alert will be shown as a flashing "WINDSHEAR" text on the
head-up display just above the aircraft reference symbol. An aural warning of
"Windshear!" will accompany the text.
A.3 Sidestick Controller
The sidestick to the left of the seat is a pitch/roll rate controller. Please press the
trigger button to indicate when the airport runway first becomes recognizable. When
pressed, the needles on the ILS raw data display will simultaneously be deactivated. The
sidestick is used for all the landings.
Appendix B
Analysis of Variance (ANOVA)
The data was examined to determine the effects of the independent variables
(display format, sensor range, runway markings) on the dependent variables using the
method of Analysis of Variance (ANOVA). The data was analyzed assuming that the
subjects were chosen at random from a larger population of pilots. The purpose was to
make statistical inferences to the pool of all commercial airline pilots.
To explain the full concept of the ANOVA would a require a full textbook, so the
reader is asked to refer to the endless titles of statistical handbooks out in circulation.
Most introductory books on statistics or experimental design and analysis will suffice in
explaining the rudimentary concepts of the ANOVA. However, many will not get into
the details with the more complicated designs that are frequently used in the behavioral
sciences. A recommended list of the textbooks found to be very useful are Keppel (1982,
1991), Keppel and Zedeck (1989), Loftus and Loftus (1988), Rosenthal and Rosnow
(1991), and Hogg and Ledolter (1992).
The ANOVA uses estimates of the variances in the data to make probability
statements about the influence of the independent variables. In essence, it is really
making comparisons of mean values. The variance among the means is compared with
the basic variance from noise to determine the probability that the means are really
different. For example, there is a variance in the 3 mean performance scores obtained
from using the 3 types of Enhanced Vision displays. This variance of the means is
compared to the variance from the individual sampling (or noise) to see if the means are
significantly far apart to conclude that they are indeed different. Using the concept of
hypothesis testing, the null hypothesis would state that all the means are all equal. If the
variance spread could not justifiably explain the separation of the means, then the null
hypothesis would be rejected in favor of the alternate hypothesis: the means are not all
equal.
B.1 ANOVA Design
In keeping with statistical terminology, the type of design used in this study was a
repeated-measures design with 3 fixed-level within-subjects factors or treatments: A
(display type), B (sensor range), and C (markings). In order to make a statistical
inference to the population of airline pilots as a whole, the subject factor, S, was modeled
as a random variable, meaning that the pilots were assumed to be a random sample from
the larger population. The notation is typically written as (A X B X C x S), otherwise
known as a 3 within-subject factor design (all combinations of the factors A, B, and C are
experienced by each subject).
This type of design allowed each subject to be exposed to all combinations of the
A, B, and C treatment factors. In order to have the pilots make subjective comparisons, it
was important to have them experience all 3 EVS displays at the 3 different sensor
ranges, and with and without markings. This way, not only could performance data be
analyzed, but comparative, subjective results would also be obtained.
B.2 ANOVA Assumptions
The mathematical foundation of the ANOVA is derived from several underlying
assumptions which are necessary to provide a solid framework for accurate statistical
statements. The ANOVA model assumes that the sample data are independent and
normally distributed with the same variance in each treatment group. Serious deviations
from these assumptions may lead to improper data analysis from which erroneous
conclusions may be drawn. These assumptions are usually stated clearly in most
textbooks but a brief discussion on each will be given here.
Normality
The data is assumed to be randomly sampled from a normally distributed
population for all individual treatment factors. Thus the data observed is also expected to
have a normal distribution. Checks of normality can be made by plotting a histogram, or
frequency distribution, of the data and visually inspecting the plot for a Gaussian normal
distribution. Inspection can also be made by plotting the data on normal probability
paper and checking for deviations from a linear pattern which would imply a non-normal
distribution. A formal mathematical evaluation is not really necessary but may be
undertaken by calculating the skewness and kurtosis of the data distribution. Skewness
refers to the deviation to the left or right from a symmetric distribution and kurtosis refers
to the flatness (or peakness) from an ideal bell-shaped normal distribution. Except under
severe violations, deviations from a normal distribution will not cause a serious error in
the ANOVA results (Keppel, 1982 & 1992; Keppel and Zedeck, 1989).
Homogeneity of Variance
The variances within each treatment group are assumed to be equal. Take for
example the three Enhanced Vision System displays discussed in this paper. The
homogeneity assumption would assume that the variance in the pilot scores would be the
same regardless of the type of display used, even though the mean scores may be
different. A variety of statistical procedures is available to test this assumption including
simple visual inspection of the residual plots. However, as with deviation from
normality, Monte Carlo evaluations have shown that even sizable differences among the
variances do not appear to distort the results seriously. As a rule of thumb, when the
number of repeated observations are the same for every treatment combination, the
estimated variances can differ by as much as a 4 to 1 ratio without great cause for alarm
(Loftus and Loftus, 1988). Thus many researchers do not even bother to test the
homogeneity assumption with their data (Keppel, 1982 & 1992).
Independence
Independence implies that each sample observation is not related to any other
observation in the experiment. This is not just a statistical assumption, but a basic
requirement of experimental design as well. Violation of the independence assumption
has a rather serious effect and must be avoided as much as possible. Systematic biases
must not be present in the assignment of subjects to the test conditions. Random
assignment of subjects to the experimental conditions is the typical procedure in
achieving independence. In the case of the within-subject design, counterbalancing of the
test matrix is normally employed.
If violations of the above assumptions seem significant, then there are a couple of
alternative approaches to follow. One is to use a nonparametric test where the validity of
the results does not depend on these assumptions. The second is to make a
transformation of the data to achieve the necessary conformity to the normality and
homogeneity of variance assumptions. The latter approach was the one undertaken for
the data analysis in this study. The next section will explain the reasoning for the
transformation before concluding with the actual analysis results.
B.3 Data Transformation
Skewed distributions and samples with non-homogeneous variances must undergo
a mathematical transformation aimed at getting normally distributed values with equal
variances before an analysis of variance is applied. Selected textbooks such as Afifi and
Clark (1990), Sachs (1984), Natrella (1963), and Hogg and Ledolter (1992) offer helpful
suggestions as to the type transformations needed. These suggestion should only be
taken as guidelines and should not be used as a substitute for exploratory data analysis.
This means graphically plotting out and visually inspecting the transformed data. The
transformed data should look fairly normal and the variances should be within the same
order of magnitude with one another. If not, other transformations should be tried. If all
else fails, a nonparametric test may be better after all.
Several popular transformations found in literature include In Y, log(Y + 1), V,
Y2 , and 1/Y. For this experiment, the -Y was used quite often to counter the skewness
in the data from taking the absolute value of the deviations. Recall that the ANOVA tests
for differences in mean values. When recording tracking data from a central nominal
path, the average deviation should theoretically be zero if a sign convention is kept. With
the data in this form, the ANOVA would be useless because all the means would be zero
and the null hypothesis would always be accepted. The information would not be very
interesting. However, by taking the absolute values, it is possible to look at the average
magnitude of the deviations. An inherent dilemma quickly arises from this simple
solution. The data is now in clear violation of the normality assumption. Assuming that
the signed deviation values were originally distributed normally, an absolute value
transformation would heavily skew the distribution to the left toward zero. Also, the
variance of the magnitude would depend on the value of the mean magnitude. This is a
violation of the homogeneity of variance assumption.
Figure B. 1 is a plot of 5000 data points sampled from a normal distribution with
zero mean and a variance of 1.0. The absolute value of the same data is shown in Figure
B.2. Notice the heavy skewness toward the left side of the distribution. Incorporating a
logarithmic transformation to the absolute values (shown in Figure B.3) pushes the
distribution too far to the right. A square root transformation, however, produces a
distribution in much better agreement to the normality assumption (Figure B.4). A power
transformation with the power less than one (square root is to the one-half power) has a
tendency to squeeze in the larger values and spread out the smaller ones. The resultant
effect is a shifting of the peak to the right as the power diminishes. A power of zero
approaches a logarithmic transformation. Along with helping normalize the distribution,
this type of transformation helps in equalizing the variances across different means, a
helpful side effect in satisfying variance homogeneity. Figure B.5 shows the outcome of
a square transformation, the skewness actually gets worse.
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The intervals specified do not contain the entire range of the data.
Figure B.1 - Sampling of 5000 Points from a N(0,1) Normal Distribution
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Figure B.2 - Absolute Value Transformation (Skewed to Left)
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Figure B.3 - Natural Log Transformation, In Y
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Figure B.4 - Square Root Transformation, -Y
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Figure B.5 - Square Transformation, Y2
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With all this said and done, the results from the experimental data analysis can
now presented. The rest of this appendix will present the results which are given in the
standard format of ANOVA tables.
B.4 ANOVA Results
Significant effects may be classified as either main effects or interaction effects.
A main effect refers to a the influence of one factor (i.e. display type) on the value of the
metric being tested, independent of the levels of the other experimental factors. An
interaction effect, on the other hand, indicates that the effect of one variable changes
depending on the level of a second variable. For example, a significant interaction effect
found between display type and runway markings would mean that the type of display
had affected the results, but the amount of impact was different depending on whether or
not runway markings were present. Note that this could also be interpreted as saying that
the effect of runway markings varied depending on the type of display used.
In this paper, an interaction effect between factors A and B will be denoted as an A
x B interaction. For example, an interaction between display type and runway markings
will be written as display x markings. When an interaction effect such as A x B is found
to be significant, it is irrelevant to talk about any significant main effects of A or B. This
is because values of the results are not due to A or B independently, but rather on the
combination or interaction between the two factors together. For the ANOVA, only
factors with a statistically significant effect of less than 10% chance of error (p < 0.10), or
90% or greater probability, are shown here.
Runway Recognition Latency Time
AVERAGE OF ALL SUBJECTS IN
(SEC)
0.5 nm 5.7 3.9 1.7
Markings 1.0 nm 11.9 7.4 2.9
2.0 nm 29.4 16.4 3.0
0.5 nm 5.7 3.9 2.2
No markings 1.0 nm 13.0 6.6 2.8
2.0 nm 26.8 17.0 3.2
ANOVA
SS dof MS F-ratio F critical
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mx rxs
dxmxrxs
2937.6
0.3
2801.8
2.2
1467.5
3.1
22.0
185.3
206.9
15.9
62.7
25.3
117.8
34.9
43.8
2
1
2
2
4
2
4
5
10
5
10
10
20
10
20
1468.8
0.3
1400.9
1.1
366.9
1.6
5.5
37.1
20.7
3.2
6.3
2.5
5.9
3.5
2.2
70.98
0.10
223.28
0.43
62.29
0.45
2.51
F(0.01;2,10)
F(O. 10;1,5)
F(0.01;2,10)
F(O. 10;2,10)
F(0.01;4,20)
F(O. 10;2,10)
F(O. 10;4,20)
7.56
4.06
7.56
2.92
4.43
2.92
2.25
Radar FLIR Wire
display x range interaction (sec)
Acquisition Range (nm)
Figure B.6 - Runway Recognition Response Time
83
I -;. Radar
FLIR Radar
+- Wireframe I
FLIR
Wireframe
I +
Touchdown Lateral Displacement
AVERAGE OF
(FEET)
ANOVA of sqrt
values
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
ALL SUBJECTS IN
20.6
7.4
4.9
0.7
5.2
2.3
1.6
39.9
25.6
6.6
19.2
10.6
20.3
13.0
27.7
dof
10.3
7.4
2.5
0.4
1.3
1.2
0.4
8.0
2.6
1.3
1.9
1.1
1.0
1.3
1.4
F-ratio F critical4.03
5.62
1.28
0.33
1.28
0.89
0.28
F(O. 10;2,10)
F(0.10; 1,5)
F(0.10;2,10)
F(0.10;2,10)
F(0. 10;4,20)
F(O. 10;2,10)
F(0. 10;4,20)
In-depth evaluation
of display effect
SS dof MS F-ratio F critical
Radar vs FLIR 18.5 1 18.5 6.48 F(0.10;1,5) = 4.06
error 14.3 5 2.9
Radar vs Wire 11.7 1 11.7 12.30 F(0.05;1,5) = 6.61
error 4.7 5 0.9
FLIR vs Wire 0.8 1 0.8 0.20 F(0.10;1,5) = 4.06
error 19.4 5 3.9
0.5 nm 16.7 4.8 5.4
Markings 1.0 nm 12.0 4.6 10.3
2.0 nm 6.7 4.4 3.4
0.5 nm 18.0 8.3 10.9
No markings 1.0 nm 14.2 7.0 12.4
2.0 nm 12.0 8.6 7.6
2.92
4.06
2.92
2.92
2.25
2.92
2.25
I _
Radar FLIR Wire
F-ratio F critical
display effect (ft)
Avg
Radar 13.3
FLIR 6.3
Wire 8.3
15
S10
E
0
(5Ca
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0
Figure B.7 - Touchdown Lateral Displacement (Display Effect)
markings effect (ft)
Avg
Markings 7.6
No Markings 11.0
rwy markings no markings
Figure B.8 - Touchdown Lateral Displacement (Markings Effect)
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Longitudinal Touchdown Distance
AVERAGE OF
(FEET)
ALL SUBJECTS IN
0.5 nm -246.3 -603.7 -364.8
Markings 1.0 nm -274.3 -724.0 -812.8
2.0 nm -805.5 -707.0 -218.8
0.5 nm -580.5 -931.5 -182.8
No markings 1.0 nm -688.5 -423.8 -450.2
2.0 nm -806.5 -661.3 -659.7
ANOVA
SS dof MS F-ratio F critical
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
928407
131252
450533
441354
1601340
317931
1635006
8324993
3665671
1260828
2192526
4639641
3763248
785313
4793832
2
1
2
2
4
2
4
5
10
5
10
10
20
10
20
464204
131252
225267
220677
400335
158966
408752
1664999
366567
252166
219253
463964
188162
78531
239692
1.27
0.52
1.03
0.48
2.13
2.02
1.71
F(O.
F(0.
F(0.
F(0.
F(0.
F(O.
F(O.
10;2,10)
10;1,5)
10;2,10)
10;2,10)
10;4,20)
10;2,10)
10;4,20)
= 2.92
= 4.06
= 2.92
= 2.92
= 2.25
= 2.92
= 2.25
Radar FLIR Wire
OF ALL SUBJECTS IN
WireRadar FLIR
0.5 nm 285.8 250.2 270.5
Markings 1.0 nm 304.3 199.5 255.7
2.0 nm 323.0 286.0 218.2
0.5 nm 416.2 285.8 353.7
No markings 1.0 nm 208.2 284.5 308.5
2.0 nm 226.7 189.2 206.8
ANOVA
SS dof MS F-ratio F critical
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dx rxs
mxrxs
dxmxrxs
36358.4
2484.5
91068.4
17490.0
38546.1
103155.9
66545.3
248562.4
130348.4
71694.1
181138.4
180807.4
235687.4
145416.2
428687.6
18179.2
2484.5
45534.2
8745.0
9636.5
51578.0
16636.3
49712.5
13034.8
14338.8
18113.8
18080.7
11784.4
14541.6
21434.4
1.39
0.17
2.51
0.48
0.82
3.55
0.78
F(0.10;2,10)
F(O. 10; 1,5)
F(O. 10;2,10)
F(0. 10;2,10)
F(0. 10;4,20)
F(O. 10;2,10)
F(0. 10;4,20)
2.92
4.06
2.92
2.92
2.25
2.92
2.25
Touchdown Vertical Speed
AVERAGE
(FT/MIN)
markings x range interaction (ft/min)
Markings No markings
0.5 nm 268.8 351.9
1.0 nm 253.2 267.1
2.0 nm 275.7 207.6
400
300
200
Acquisition Range (nm)
Figure B.9 - Descent Rate at Touchdown
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rwy markings
no markings
markings
-- no markings
RMS Lateral Deviation Error on Approach
AVERAGE OF ALL SUBJECTS IN
(FT-RMS)
ANOVA of In()
values
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
4.9
0.0
3.1
1.1
6.6
0.6
1.8
15.0
4.2
1.7
7.0
2.9
11.4
2.0
8.9
WireRadar
2
1
2
2
4
2
4
5
10
5
10
10
20
10
20
2.4
0.0
1.5
0.5
1.6
0.3
0.4
3.0
0.4
0.3
0.7
0.3
0.6
0.2
0.4
FLIR
5.82
0.03
2.20
1.82
2.87
1.53
1.00
____________ I I. .5 L L
F(0.05;2,10)
F(0. 10; 1,5)
F(0.10;2,10)
F(0.10;2,10)
F(0.05;4,20)
F(0.10; 2,10)
F(0. 10;4,20)
0.5 nm 19.3 7.2 10.8
Markings 1.0 nm 9.7 11.2 6.4
2.0 nm 8.4 7.6 27.4
0.5 nm 24.0 9.2 12.1
No markings 1.0 nm 16.7 6.1 8.7
2.0 nm 14.9 9.0 1 6.1
I SS Idof MS F-ratio F critical
4.10
4.06
2.92
2.92
2.87
2.92
2.25
I
display x range interaction (ft-rms)
I Radar I FLIR I Wire I
0.5 nm 21.7 8.2 11.5
1.0 nm 13.2 8.7 7.5
2.0 nm 11.7 8.3 21.8
0.0 1.0 2.0
Acquisition Range (nm)
Figure B.10 - RMS Lateral Deviation Error on Approach
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Radar
-- FLIR
Wireframe
Wireframe
FLIR
RMS Vertical Deviation Error on Approach
AVERAGE OF
(FT-RMS)
ANOVA of In()
values
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
ALL SUBJECTS IN
0.3
0.9
4.4
0.5
3.4
3.2
0.9
14.8
7.5
1.5
8.6
3.8
7.9
5.0
5.4
WireRadar
0.2
0.9
2.2
0.3
0.9
1.6
0.2
3.0
0.8
0.3
0.9
0.4
0.4
0.5
0.3
FLIR
0.22
2.93
2.55
0.72
2.15
3.21
0.81
F(0. 10; 2,10)
F(0.10; 1,5)
F(0.10;2,10)
F(0.10;2,10)
F(0. 10;4,20)
F(0.10;2,10)
F(0. 10;4,20)
2.92
4.06
2.92
2.92
2.25
2.92
2.25
0.5 nm 11.5 8.0 6.2
Markings 1.0 nm 4.3 6.0 4.5
2.0 nm 8.9 4.2 10.6
0.5 nm 5.8 5.4 7.1
No markings 1.0 nm 9.0 9.8 8.7
2.0 nm 9.7 9.4 11.6
SS I dof MS I F-ratio I F critical
interaction (ft-rms)
Markings No markings
0.5 nm 8.6 6.1
1.0 nm 4.9 9.1
2.0 nm 7.9 10.2
E 10
L-
o 8L-
w
6
0
-O 4
. .1::
Acquisition Range (nm)
Figure B. 11 - RMS Vertical Deviation Error on Approach
no markings
rwy markings
I-o rwy markings
no markings
markings x range
Cat. HIa Lateral Deviation Error from Localizer
AVERAGE OF ALL SUBJECTS IN
(FEET)
ANOVA of sqrt
values
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
20.0
2.4
6.3
2.5
15.1
3.0
2.1
22.4
22.7
4.2
30.4
13.5
22.6
22.7
25.2
WireRadar
10.0
2.4
3.1
1.3
3.8
1.5
0.5
4.5
2.3
0.8
3.0
1.4
1.1
2.3
1.3
FLIR
4.40
2.88
1.04
0.94
3.34
0.67
0.41
F(0.05;2,1 0)
F(0.10; 1,5)
F(0. 10; 2,10)
F(0. 10; 2,10)
F(0.05;4,20)
F(0.10; 2,10)
F(0. 10;4,20)
= 4.10
= 4.06
= 2.92
= 2.92
= 2.87
= 2.92
= 2.25
0.5 nm 26.1 4.3 5.8
Markings 1.0 nm 5.7 5.1 3.3
2.0 nm 6.9 3.8 3.3
0.5 nm 18.9 5.6 5.3
No markings 1.0 nm 9.7 4.2 6.5
2.0 nm 10.2 7.0 8.4
SS I dof I MS I F-ratio I F critical
display x range interaction (ft)
30
2R Radar
FLIR
" -I Wireframe
Radar
0 20
Cu
o 10
-; Wireframe
-J FLIR
0 •
0.0 1.0 2.0
Acquisition Range (nm)
Figure B.12 - Cat. IIIa Lateral Deviation Error
Cat. HIa Vertical Deviation Error from 3" Glideslope
AVERAGE OF ALL SUBJECTS IN
(FEET)
0.5 nm 12.8 9.2 5.2
Markings 1.0 nm 6.4 4.7 3.8
2.0 nm 11.2 5.5 9.9
0.5 nm 6.7 6.0 9.3
No markings 1.0 nm 7.8 12.7 10.0
2.0 nm 12.8 12.0 10.5
ANOVA of sqrt
values
SS dof MS F-ratio F critical
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
3.5
4.2
4.6
3.4
2.1
8.3
3.8
6.8
23.5
1.9
36.1
12.1
19.8
15.8
13.6
1.7
4.2
2.3
1.7
0.5
4.1
0.9
1.4
2.4
0.4
3.6
1.2
1.0
1.6
0.7
0.74
11.30
0.64
1.39
0.54
2.62
1.38
F(0.10;2,10)
F(0.05;1,5)
F(0.10;2,10)
F(0.10;2,10)
F(0. 10;4,20)
F(0. 10;2,10)
F(0. 10;4,20)
2.92
6.61
2.92
2.92
2.25
2.92
2.25
Radar FLIR Wire
markings effect (ft)
Markings
No markings
Avg
7.6
9.8
markings no markings
Figure B.13 - Cat. IIa Vertical Deviation Error
Cat. H Lateral Deviation Error from Localizer
AVERAGE OF
(FEET)
ANOVA of sqrt
values
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
ALL SUBJECTS IN
28.7
1.4
8.4
4.4
5.9
1.7
0.5
35.6
19.9
2.0
28.7
7.7
37.3
15.7
32.1
14.3
1.4
4.2
2.2
1.5
0.8
0.1
7.1
2.0
0.4
2.9
0.8
1.9
1.6
1.6
7.19
3.45
1.47
2.88
0.79
0.54
0.08
F(0.05;2,1 0)
F(0. 10; 1,5)
F(0.10;2,10)
F(O. 10; 2,10)
F(O. 10;4,20)
F(0.10;2,10)
F(0. 10;4,20)
In-depth evaluation
of display effect
SS dof MS F-ratio F critical
Radar vs FLIR 25.0 1 25.0 12.46 F(0.05;1,5) = 6.61
error 10.0 5 2.0
Radar vs Wire 17.3 1 17.3 11.67 F(0.05;1,5) = 6.61
error 7.4 5 1.5
FLIR vs Wire 0.7 1 0.7 0.28 F(O. 10; 1,5) = 4.06
error 12.4 5 2.5
0.5 nm 18.2 5.6 7.1
Markings 1.0 nm 7.0 7.1 4.8
2.0 nm 9.0 6.3 9.1
0.5 nm 25.4 6.9 9.3
No markings 1.0 nm 17.4 4.3 4.6
2.0 nm 13.3 6.6 7.7
dof MS F-ratio F critical 4.10
4.06
2.92
2.92
2.25
2.92
2.25
Radar FLIR Wire
dof MS F-ratio F critical
display effect (ft)
Avg
Radar 15.1
FLIR 6.1
Wireframe 7.1
20
0
LU
C
010
cc0,0
0,
RADAR FLIR WIREFRAME
Figure B.14 - Cat. II Lateral Deviation Error
Cat. II Vertical Deviation Error from 3" Glideslope
AVERAGE OF ALL SUBJECTS IN
(FEET)
0.5 nm 11.9 8.5 6.9
Markings 1.0 nm 5.0 7.4 4.2
2.0 nm 9.5 5.9 9.7
0.5 nm 5.6 5.1 7.6
No markings 1.0 nm 6.8 12.7 10.0
2.0 nm 10.3 12.8 10.6
ANOVA of sqrt
values
SS dof MS F-ratio F critical
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
0.6
1.8
4.2
2.5
4.1
6.3
0.9
17.5
27.8
1.7
33.5
7.1
23.1
16.7
14.3
0.3
1.8
2.1
1.3
1.0
3.2
0.2
3.5
2.8
0.3
3.4
0.7
1.2
1.7
0.7
0.11
5.26
0.63
1.79
0.90
1.90
0.31
F(O. 10;2,10) =
F(0.10;1,5) =
F(0.10;2,10) =
F(O. 10;2,10) =
F(O. 10;4,20) =
F(0.10;2,10) =
F(0.10;4,20) =
2.92
4.06
2.92
2.92
2.25
2.92
2.25
Radar FLIR Wire
markings effect (ft)
Markings
No markings
Avg
7.6
9.0
Figure B.15 - Cat. II Vertical Deviation Error
100
Sidestick Roll Movement - Percentage of Time
AVERAGE OF
(FRACTIONS)
ALL SUBJECTS IN
0.5 nm 0.57 0.55 0.68
Markings 1.0 nm 0.62 0.49 0.51
2.0 nm 0.57 0.51 0.47
0.5 nm 0.48 0.47 0.43
No markings 1.0 nm 0.56 0.46 0.49
2.0 nm 0.51 0.54 0.47
ANOVA of sqrt
values
SS dof MS F-ratio F critical
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
0.047
0.114
0.004
0.019
0.079
0.084
0.052
0.924
0.246
0.037
0.136
0.095
0.206
0.044
0.261
2
1
2
2
4
2
4
5
10
5
10
10
20
10
20
0.024
0.114
0.002
0.010
0.020
0.042
0.013
0.185
0.025
0.007
0.014
0.009
0.010
0.004
0.013
0.95
15.48
0.16
1.01
1.91
9.47
1.00
F(0.10;2,10)
F(0.05; 1,5)
F(0.10;2,10)
F(O. 10;2,10)
F(0. 10;4,20)
F(0.01;2,10)
F(0. 10;4,20)
2.92
6.61
2.92
2.92
2.25
7.56
2.25
101
1
Radar FLIR Wire
markings x range interaction
(fraction of time)
Markings No markings
0.5 nm 0.601 0.459
1.0 nm 0.541 0.500
2.0 nm 0.521 0.509
-Y
6(/o
5y/o .
S 4P/o I I I
0.0 1.0 2.0
Acquisition Range (nm)
Figure B.16 - Sidestick Roll Movement (Percentage of Time)
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rwy markings
no markings
rwy markings
--- no m Z Vin g s
Sidestick Roll Movement - RMS Deviation i
AVERAGE OF
(FT-RMS)
ALL SUBJECTS IN
Radar
0.5 nm 0.12 0.09 0.15
Markings 1.0 nm 0.11 0.09 0.09
2.0 nm 0.12 0.10 0.09
0.5 nm 0.08 0.08 0.07
No markings 1.0 nm 0.11 0.08 0.10
2.0 nm 0.11 0.10 0.09
ANOVA of sqrt
values
SS dof MS F-ratio F critical
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
0.013
0.010
0.001
0.003
0.010
0.019
0.016
0.048
0.034
0.012
0.041
0.024
0.032
0.013
0.032
2
1
2
2
4
2
4
5
10
5
10
10
20
10
20
0.007
0.010
0.001
0.002
0.003
0.009
0.004
0.010
0.003
0.002
0.004
0.002
0.002
0.001
0.002
1.95
4.25
0.16
0.67
1.63
7.10
2.51
F(0.10;2,10)
F(0.10;1,5)
F(0.10;2,10)
F(O.10;2,10)
F(0. 10;4,20)
F(0.05;2,10)
F(0. 10;4,20)
2.92
4.06
2.92
2.92
2.25
4.10
2.25
1 Full defection of the stick in roll corresponds to 0.5 on the scale.
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FLIR Wire
markings x range interaction
(rms deviation)
0.14
0.13
0.12
0.11
0.10
0.09
0.08
0.07
Acquisition Range (nm)
Figure B.17 - Sidestick Roll Movement (RMS Deviation 1 from Null Position)
1 Full defection of the stick in roll corresponds to 0.5 on the scale.
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rwy markings
Ir- no markings
rwy markings
no markings
Sidestick Pitch Movement - Percentage of Time
AVERAGE OF ALL SUBJECTS IN
(FRACTIONS)
0.5 nm 0.25 0.27 0.06
Markings 1.0 nm 0.14 0.20 0.12
2.0 nm 0.17 0.15 0.07
0.5 nm 0.10 0.26 0.13
No markings 1.0 nm 0.16 0.15 0.16
2.0 nm 0.15 0.16 0.11
ANOVA of sqrt
values
SS dof MS F-ratio F critical
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
0.210
0.005
0.032
0.064
0.128
0.003
0.072
1.181
0.387
0.211
0.278
0.240
0.250
0.271
0.554
2
1
2
2
4
2
4
5
10
5
10
10
20
10
20
0.105
0.005
0.016
0.032
0.032
0.002
0.018
0.236
0.039
0.042
0.028
0.024
0.013
0.027
0.028
2.72
0.11
0.57
1.33
2.56
0.06
0.65
F(O. 10;2,10)
F(0.10; 1,5)
F(O. 10;2,10)
F(O. 10;2,10)
F(0.10;4,20)
F(0. 10; 2,10)
F(0.10;4,20)
= 2.92
= 4.06
= 2.92
= 2.92
= 2.25
= 2.92
= 2.25
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Radar FLIR Wire
display x range interaction
(fraction of time)
Radar FLIR Wire
0.5 nm 0.178 0.261 0.096
1.0 nm 0.154 0.178 0.139
2.0 nm 0.162 0.152 0.088
10/o
100/0
).0 1.0 2.0
Acquisition Range (nm)
Figure B. 18 - Sidestick Pitch Movement (Percentage of Time)
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FLIR
Radar
Wireframe
Sidestick Pitch Movement - RMS Deviation I
AVERAGE OF ALL SUBJECTS IN
(FT-RMS)
0.5 nm 0.033 0.017 0.010
Markings 1.0 nm 0.011 0.023 0.014
2.0 nm 0.025 0.011 0.008
0.5 nm 0.010 0.031 0.016
No markings 1.0 nm 0.018 0.014 0.014
2.0 nm 0.013 0.017 0.011
ANOVA of sqrt
values
SS dof MS F-ratio F critical
display
markings
range
disp x mark
disp x range
mark x range
dis x mk x rng
subjects
disp x subj
mark x subj
range x subj
dxmxs
dxrxs
mxrxs
dxmxrxs
0.012
0.001
0.002
0.010
0.011
0.002
0.015
0.075
0.066
0.022
0.042
0.023
0.038
0.053
0.063
0.006
0.001
0.001
0.005
0.003
0.001
0.004
0.015
0.007
0.004
0.004
0.002
0.002
0.005
0.003
0.91
0.14
0.23
2.25
1.42
0.19
1.18
F(0.10;2,10)
F(0. 10;1,5)
F(O. 10;2,10)
F(0.10;2,10)
F(0. 10;4,20)
F(O. 10;2,10)
F(0. 10;4,20)
= 2.92
= 4.06
= 2.92
= 2.92
= 2.25
= 2.92
= 2.25
1 Full defection of the stick in pitch corresponds to 0.5 on the scale.
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Appendix C
Analytic Hierarchy Process (AHP)
The Analytical Hierarchy Process or AHP was used in this study to produce a
subjective ranking of the three EVS display images. With only six subjects participating,
traditional statistical inference methods could not provide significantly meaningful
results. The AHP has the advantage of providing quantitative results from a small
number of subjects. It was developed by Saaty (1980) as a methodology to develop
quantitative ratio scales from subjective paired comparisons. The AHP has been applied
in the areas of decision analysis, strategic planning, policy analysis, engineering design,
and even medical decision making (Vargas, 1990). Its use in the human factors field has
only recently been explored, but it has been shown to be applicable to the types of
subjective data frequently acquired during human factors experimentation. In fact, the
NASA-SWORD (Subjective WORkload Dominance) Technique (Vidulich, 1989) is
based primarily on the AHPI . Much of the explanation on the Analytic Hierarchy
Process in this appendix was adapted from a well written article on ranking of display
interface designs by Mitta (1993). A more generalized introduction on the AHP can be
found in Saaty (1990a).
The results and analysis of the AHP are based on relative ratings (paired
comparisons) as opposed to more common techniques based on absolute estimation.
Relative rating descriptions are given as "better", "worse", or "same" rather than
"excellent", "poor", or "fair". When the objective of an experiment is not to place an
absolute judgment on the item in question (i.e. "display A is bad"), a relative rating may
provide a more useful analysis (i.e. "display B is better than display A").
The primary advantage of the AHP in experimental analysis is its ability to
provide empirical results when the set of subjects from which to sample is small. It
makes no statistical assumptions about the distribution of human judgment since it does
1 Vidulich (1989) found the relative nature of the AHP to be more sensitive in workload assessment then
several other methods including the NASA-TLX (Task Load indeX). It was also found to have greater test-
retest reliability.
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not make any statistical inferences to a larger population. It merely produces an overall
weighted scale of how the subjects in the experiment ranked the objects in question.
Note that this provides a weighted scale and not a fixed interval scale like 1, 2, 3, etc. A
fixed interval ranking maybe undesirable if, say, the difference between rank 1 and rank 2
is very small compared with the difference between rank 2 and rank 3. It may be more
useful to know the weighted differences between the ranks.
The weighted scale of the AHP sum up to the value 1.0. For example, if three
types of displays were all rated equal, then they would all be given the ratio weight of
0.33. A ranking of say 0.7 for display A, 0.2 for display B, and 0.1 for display C would
mean that display A was the much preferred display of the group. The larger the weight,
the higher the ranking.
C.1 Tutorial
This section provides a brief tutorial for applying the AHP to subjective opinion
evaluations. Most of what is described here can be found in more detail in Mitta (1993)
and Saaty (1990a).
C.1.1 Data Collection
In using the AHP, paired comparison data is usually obtained from questionnaires.
Saaty (1980) suggests a format similar to that provided in Figure C. 1. The format shows
two items, or alternatives, to be compared on opposite ends of a 17-point rating scale.
The scale is a measure of dominance of one alternative over the other. It uses five
descriptors in a predefined order and allows a single point between each one for
compromises. The descriptors suggested by Saaty are "equal", "weak", "strong", "very
strong", and "absolute". The scale allows the subjects to indicate their judgment
regarding the degree of dominance of one alternative over the other. The subjects
indicate not only that one alternative dominates the other, but the degree to which it
dominates.
Given n items to compare, all possible pairs of alternatives must be considered.
Thus each subject must make n(n - 1) / 2 comparisons. In Figure C. 1, three alternatives
are being compared and each subject makes 3(3-1)/2 = 3 paired comparisons.
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PAIR-WISE COMPARISONS OF THREE ALTERNATIVES (A. B. C)
Compare the dominance of the items in the left-most column I to the ones in the right-most column II.
Possible dominance metrics: workload
ease of use
size
complexity
better overall
COLUMN
I
A B
B C
C A
absolute very strong weak equal weak strong very absolute
strong strong
Column I dominates
Figure C. 1 -
-I
Column II dominates
Generic Format for Obtaining Paired Comparison Data
(modeled after suggested format from Saaty, 1980)
COLUMN
H
C.1.2 Individual Rankings
For each subject, the data from the paired comparisons are placed in a matrix M
of the following form:
(1
M = / 
m 12
1/ mln
m12
1/ m2n
mIn
m2n
M is reciprocal matrix of size n x n, where n is the number of items, or alternatives, to
be compared. The reciprocal structure of M follows the specification:
mi = 1/ mo, for mij 0
mY= 1, for i = j and i, j = 1, 2,..., n.
Each m0 entry of M reflects the dominance of alternative i over alternative j as
specified by the following scale:
= 1 if alternative
= 3 if alternative
= 5 if alternative
= 7 if alternative
= 9 if alternative
and j are of equal strength
weakly dominates alternative j
strongly dominates alternative j
very strongly dominates alternative j
absolutely dominates alternative j.
Scale values 2, 4, 6, and 8 are used to reflect the compromise ratings in-between.
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In the AHP, the weights assigned to the ratio scale are defined by the principal
eigenvector1 of M. The principal eigenvector, w = [w, w2  wn ]T, corresponds to
the largest eigenvalue, max, and is typically normalized such that I=1 wi = 1. Note that
the vector is not normalized to a magnitude2 of 1; but instead, normalized so that its
components add up to 1. The system of equations can be written as:
Mw = Amaxw .
Using an example taken from Mitta (1993), suppose three chairs are arranged in a
straight line leading away from a light. Development of a priority scale for describing
relative brightness of the chairs is desired. An individual is placed by the light source and
is asked to evaluate the three chairs with respect to brightness. The experimental scenario
requires the individual to complete three paired comparisons. For each comparison, the
individual must indicate which of the two chairs is brighter and specify the factor by
which that chair is brighter than its counterpart. The ultimate objective is to rank the
three chairs with respect to brightness.
Suppose now that the results of the individual's judgments are tabulated in the
following matrix M:
'1 7 8"
M = y 1 .
1 Other methods of deriving the ratio scale have been debated and are discussed in Vidulich (1989) and
Saaty (1988, 1990b).
2 w can be normalized by dividing its components by eTw where e = [1 1 ... 1 .]
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The entries myi represent the dominance of chair i over chair j in terms of brightness.
Determination of the eigenvalues and eigenvectors provided the following results:
Amax = 3.035
0.783 chair 1
w = [0.783 0.135 0.081] = 0.135 chair 2
L0.081i chair 3
The results indicate that chair 1 is the brightest chair, exceeding chair 2 and chair 3 by
factors of 5.8 and 9.7, respectively. Chair 2 ranks second in brightness and exceeds chair
3 by a factor of 1.7.
If data is obtained from more than one subject, a separate M matrix is tabulated
for each person and separate ratio weights are computed. The matrix W is constructed
from the eigenvectors wk , where k denotes the k -th subject. If the number of subjects is
s and since there are n =3 chairs, W would be a n x s matrix:
W = (w 1 , w 2 , ... W).
W is called the individual ranking matrix because it contains the rankings of each
individual. The columns of W are the normalized principle eigenvectors from each
subject. Care must be taken to insure that all the w's are normalized to sum up to 1.0. In
other words, the columns of W must each add up to unity.
C.1.3 Ranking of Subjects
The next step is to combine the ratio weights of all the subjects into one final
scale. The AHP allows for results of each subject to contribute differently depending on
their skill level, experience, judgment ability, and so forth. Mitta (1993) suggests that the
experimenter observe all the subjects during the trials and compare their abilities to make
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sound judgments. The subjects are ranked by the experimenter in a similar manner that
the alternatives were ranked by the subjects to obtain the M matrix. The experimenter
makes s(s - 1) / 2 paired comparison of the subjects and formulates a s x s matrix M',
where the entries of M' reflect the factors by which one subject dominates another in
judgment skill. The ranking of the subjects is available from the normalized principal
eigenvector of M' and can be defined as s = [s, s2 *.. ss
Note that if the contributions from all subjects are considered equally important, it
may be wise to make all entries of s the same; making them all equally weighted, per se.
C.1.4 Final Overall Ranking
The individual rankings from matrix W are algebraically combined to the ranking
of the subjects, s, to obtain the final overall ranking. This final ranking is specified by a
vector r, where r is the computed from the matrix multiplication:
r = W-s.
r should be normalized to sum up to 1.0 if it is not already in that form. A rating of
r = [r, r2 ".. r.T where r, = r2 = .' = rn would imply that all the items or
alternatives being compared were considered equal overall by the subjects.
C.2 Results from Data Analysis
In this experiment, the AHP was used to compare the three EVS displays (Radar,
FLIR, Wireframe). For each comparison, the question posed was "Which is the 'better'
display?" Each pilot compared the displays two at a time for a total of three paired
comparisons per pilot (Radar vs. FLIR, Wireframe vs. Radar, FLIR vs. Wireframe). Note
that the number of paired comparisons required by the AHP is n(n - 1) / 2 for n number
of objects compared. Figures C.2 - C.4 show copies of the evaluation sheets designed to
collect the data.
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RADAR vs FLIR
Which is the "better" display - RADAR or FLIR?
Use the scale below to indicate the degree in which one display is better than the other.
RADAR better
-- I I FLIR better
RADAR FLIRRA I I I I I I I I 111111111
absolutely much better slightly same slightly better much absolutely
better better better better better better
Why?
Figure C.2 - Evaluation Sheet for Radar vs. FLIR Displays
WIREFRAME vs RADAR
Which is the "better" display - WIREFRAME or RADAR?
Use the scale below to indicate the degree in which one display is better than the other.
WIREFRAME better RADAR better
I NO
WIREFRAME RADAR
absolutely much better slightly same slightly better much absolutely
better better better better better better
Why?
Figure C.3 - Evaluation Sheet for Wireframe vs. Radar Displays
I
I
I
FLIR vs WIREFRAME
Which is the "better" display - FLIR or WIREFRAME?
Use the scale below to indicate the degree in which one display is better than the other.
FLIR better WIREFRAME better
II
FLIR
- I I
absolutely
better
much
better
better slightly
better
same slightly
better
better
Why?
Figure C.4 - Evaluation Sheet for FLIR vs. Wireframe Displays
much
better
WIREFRAME
absolutely
better
-
I
Each sheet had two of the displays to be compared on opposite ends of a 17-point
rating scale. The scale used five descriptors in a predefined order and allowed a single
point between each one for compromises. The descriptors were "same", "slightly better",
"better", "much better", and "absolutely better". The scale allowed the pilots to indicate
their judgment regarding the degree of dominance of one display over the other. The
subjects indicated not only that one display was better than the other, but the degree to
which it was better.
The M matrices for each subject are given below along with the their respective
principle eigenvector, w. The entries mij represent the dominance of display i over
display j in terms of the "better" display. The first row and first column denote the
Radar, the second row and second column denote the FLIR, and the third row and third
column denote the Wireframe.
The eigenvectors, wk , represent the individual rating scales from the k -th subject
and were used to form the columns of the individual ranking matrix, W. For this study,
all the subjects were rated the same so their responses would be given equal weighting in
computing the final results. Thus all the entries of M' were ones; and the components of
the subsequent eigenvector, s, were all of equal magnitude meaning there was no bias
toward any of the subjects.
'1 I, I' Y0.0456 radar
Subject 1: M = 8 1 , W1 = 0.1986 FLIR
9 7 13 0.7558 wire
(1 , .Y 0.0526 radar
Subject2: M = 9 1 , 2 = 0.4737 FLIR
9 1 11 0.4737 wire
(1 7 5' 0.17341 radar
Subject 3: M = 7 1 9, 3 = 0.7720 FLIR
YM 1) [0.0546 wire
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Subject 4: M = 7
Subject 5:
Subject 6:
(1
M= 6
8
(1
M= 9
7
Individual Rankings Matrix:
W = (w 1, W2
0.0456 C
= 0.1986 C
0.7558 C
w 3 W 4 ? w 5 W 6 )
).0526
).4737
).4737
0.1734
0.7720
0.0546
0.0510
0.2270
0.7220
Ranking of Subjects (each subject given equal weight):
M' =
subject 1
subject 2
subject 3
subject 4
subject 5
subject 6
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I/
1)
1 J
0.0510
W 4 = 0.2270
0.7220.
0.0623
w 5 = 0.2851
0.6526
0.0457
w6 = 0.7870
0.1673.
radar
FLIR
wire
radar
FLIR
wire
radar
FLIR
wire
0.0623
0.2851
0.6526
0.0457"
0.7870
0.1673)
Overall Ranking:
r = W-s =
0.07181
0.4572
0.4710]
radar
FLIR
wire
RADAR
.07
WIREFRAME
.47
FLIR
.46
Figure C.5 - AHP Weighted Ranking Scale for the 3 EVS Displays
The final results are shown in the pie chart of Figure C.5. The Wireframe and
FLIR were rated virtually the same by the 6 pilots, while the Radar was rated
significantly worse. Recall that a scale weight of r = [0.333 0.333 0. 3 3 3]T would
have meant the three displays were considered equal. Using the terminology found in
Mitta (1993), the Wireframe and FLIR were a factor of 6.6 and 6.4 better than the Radar,
respectively.
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Appendix D
Questionnaires
Subjects were asked to answer questions after each landing (Cooper-Harper
Rating), after each set of 6 landings with one of the EVS images (question regarding
runway markings), and at the completion of all the test runs (post-test questionnaire).
Please refer to Chapter 4 (Protocol). This appendix includes a copy of the questionnaires
the subjects were asked to complete along with results of their responses.
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YES
Isit
satisfactory NO Deficenaes
without warrant
Improvement? I improvement
YES
adequate
performance NO Deficiencies
attainable with a require
tolerable pilot improvement
workload?
YES
AIRCRAFT/DISPLAY DEMANDS ONTHE PILOT IN PILOT
CHARACTERISTICS SELECTED TASK OR REQUIRED OPERATION RATING
Excellent Pilot compensation not a factor for desired 1
Highly desirable performance.
Good Pilot compensation not a factor for desired 2
Negligible deficiencies performance.
Fair - Some mildly Minimal pilot compensation required for desired 3
unpleasant deficiencies performance.
Minor but annoying Desired performance requires moderate pilot 4
deficences compensation.
Moderately objectionable Adequate performance requires considerable pilot 5
deficiencies compensation.
Very objectionable but Adequate performance requires extensive pilot 6
tolerable deficiencies compensation.
Adequate performance not attainable with maximum
Major deficencies tolerable pilot compensation. But controllability not 7
in question.
Major deficiencies Considerable pilot compensation is required to retain 8
control.
Major deficiencies Intense pilot compensation i required to retain 9
control.
Major deficiencies Control will be lost dunng some portion of required 1 0
operation.
** Pilot compensation refers to the additional pilot effort
and attention required to maintain a given level of
performance in the face of less favorable or deficient
charactenstics.
Pilot decisions
Figure D.1 - Cooper-Harper Rating Scale
(Cooper and Harper, 1969)
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25
E RADAR
20"
15
10
5
0
1 2 3 4 5 6 7 8 9 10
median = 5
mode = 5
Rating
Figure D.2 - Cooper Harper Ratings for Radar Image
median = 1
mode = 1
2 3 4 5 6 7 8 9 10
Rating
Figure D.3 - Cooper-Harper Ratings for FLIR Image
median = 2
mode = 2
Rating
Figure D.4 - Cooper-Harper Ratings for Wireframe Image
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How much did the runway markings add to the effectiveness of the RADAR display?
RADAR:
I I I I I I
no added
improvement
tremendous
improvement
How much did the runway markings add to the effectiveness of the FLIR display?
FLIR:
I I I I I I
no added
improvement
tremendous
improvement
How much did the runway markings add to the effectiveness of the WIREFRAME
display?
I I I I I I
no added
improvement
tremendous
improvement
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WIREFRAME:
65 avg = 3.5
4
E0 3
0
24
1 2 3 4 5
no added tremendous
improvement improvement
Figure D.5 - Added Improvement from Runway Marking Using Radar Image
avg = 4.2
4*
o
2.
1 2 3 4 5
no added tremendous
improvement improvement
Figure D.6 - Added Improvement from Runway Markings Using FLIR Image
5 avg = 3.5
4.
" 3
2 1
1 2 3 4 5
no added tremendous
improvement improvement
Figure D.7 - Added Improvement from Runway Markings Using Wireframe Image
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Post-Test Questionnaire
1. How confident were you in understanding and using the simulated HUD symbology?
I I I I I I
not at all
confident
very
confident
Comments:
2. Did the handling qualities of the simulated aircraft interfere with your ability to use
the HUD information (including enhanced airport imagery) effectively?
no hindrance
at all
Comments:
I I I I I I
extreme
hindrance
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3. Overall, how would you rate the effectiveness of the three types of enhanced imaging
formats for the poor visibility landings in this study?
RADAR:
I I I I I
completely
ineffective
very
effective
Best and worst features:
FLIR:
I II I I I
completely
ineffective
very
effective
Best and worst features:
I I I I I I
completely
ineffective
Best and worst features:
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WIREFRAME:
very
effective
4. Did you feel that the enhanced airport images interfered with your ability to read the
overlaying HUD symbology (i.e. attitude, radio altitude, vertical speed, etc.)?
RADAR:
no hin
at a
FLIR:
no hin
at a
WIREFRAME:
no hin
at a
I I I I I I
drance extr
all hindc
I I I I I I
drance extr
ll hindr
I I I I I I
drance
11
eme
rance
eme
ance
extreme
hindrance
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5. Did you feel that the enhanced airport images gave you adequate time to make
necessary maneuvers in your landings?
RADAR:
nev
enoug
FLIR:
nev
enoug
WIREFRAME:
nev
enoug
I I I I I I
rer alw
h time enoug
I I I I I I
er alw
h time enoug
I I I I I I
er
h time
ays
h time
ays
h time
always
enough time
6. For acceptable landing performance, how far out from the runway threshold should
the enhanced airport image first appear?
At least nautical miles from the runway threshold.
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Please feel free to add any comments regarding this study.
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1. How confident were you in understanding and using the simulated HUD symbology?
1
not at all
confident
Confidence
2 3 4 5
very
confident
in Using Head-Up Display Simulation
2. Did the handling qualities of the simulated aircraft interfere with your ability to use
the HUD information (including enhanced airport imagery) effectively?
1 2 3 4
no hindrance
at all
Figure D.9 - Handling Qualities of
5
extreme
hindrance
the Simulator
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Figure D.8
6
avg = 2.0
5-
4-
3"
H
.......
3. Overall, how would you rate the effectiveness of the three types of enhanced imaging
formats for the poor visibility landings in this study?
avg = 2.5
1 2 3 4 5
completely very
ineffective effective
Figure D.10 - Overall Effectiveness of Radar Image
1
completely
ineffective
2 3 5
very
effective
Figure D. 11 - Overall Effectiveness of FLIR Image
1
completely
ineffective
2 3 4 5
very
effective
Figure D. 12 - Overall Effectiveness of Wireframe Image
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4. Did you feel that the enhanced airport images interfered with your ability to read the
overlaying HUD symbology (i.e. attitude, radio altitude, vertical speed, etc.)?
6
avg = 1.0
3-
44 5
no hindrance extreme
at all hindrance
Figure D. 13 - Clutter from Radar Image
1 2 3 4 5
no hindrance extreme
at all hindrance
Figure D. 14 - Clutter from FLIR Image
1 2 3 4 5
no hindrance extreme
at all hindrance
Figure D. 15 - Clutter from Wireframe Image
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5. Did you feel that the enhanced airport images gave you adequate time to make
necessary maneuvers in your landings?
5 avg = 3.2
4
3
iF 11,.1r
n~
1
never
enough time
2 3 4 5
always
enough time
Figure D.16 - Adequate Time Using Radar Image
1
never
enough time
avg = 4.3
t E
2 3 4 5
always
enough time
Figure D. 17 - Adequate Time Using FLIR Image
1 2 3 4 5
never always
enough time enough time
Figure D. 18 - Adequate Time Using Wireframe Image
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6. For acceptable landing performance, how far out from the runway threshold should
the enhanced airport image first appear?
Average response:
At least 2.0 nautical miles from the runway threshold.
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Appendix E
Training
After signing the consent forms, the pilots were briefed on the HUD and flight
instruments explained in Appendix A. Then practice landings were flown to familiarized
the pilots with the simulator and flight dynamics. The following is basically a written
transcript of what was explained to the subjects in the training session.
Approach Training
The objective of this experiment is to land the aircraft using a simulated head-up
display with Enhanced Vision Systems. But to get familiarized with the handling
characteristics and the Head-Up Display, you will first be given the opportunity to fly the
simulator. The aircraft is basically in the same class as a B737. The landing gear is
already down and the flaps set to 300. The meteorological condition is fog with
approximately 6 mile visibility and 9000' ceiling.
The approach guidance is provided to you in the form of the two needles on the
Approach Guidance Display. The needles function much like a raw data display
depicting ILS localizer and glideslope offsets. The needles are aimed down the centerline
of the runway and 1000 ft back from the front edge. The glideslope is 30. Use the 30
reference line and the vertical speed indicator (700 ft/min for 30 descent) for additional
guidance down the approach path. I will be calling out the above ground altitude at 400
ft., 300 ft, 200 ft., 100 ft., 50 ft., 40 ft., 30 ft., 20 ft., and 10 ft.
Experimental Task
The objective of this experiment is to land the on the destination runway using
one of three Enhanced Vision System images. Meteorological conditions are always 0'-
0'. Basically you are unable to view the outside without the aid of the image produced
from the enhanced vision system. The sensors have a maximum range of approximately
5 n.m. but are heavily degraded by weather, so expect no more than half that distance.
The range of the sensors depends on many factors including humidity, temperature, rain,
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and terrain features, so the exactly time of when the airport will appear on the screen is
unknown. Also assume that wind is negligible but windshear conditions may still
develop during the course of a landing.
Each scene will begin approximately 8 n.m. out from the runway. Use the
Approach Guidance Display to align the aircraft laterally and then down the 30
glideslope. The two needles function much like the localizer and glideslope offsets of an
ILS raw data display. So for all intent and purposes, use them in the same manner. The
approach course of the needles are aimed down the centerline and 1000 ft back from the
front edge of the runway. As soon as the destination runway is identifiable, squeeze the
trigger button to indicate that the image is now usable. You will hear a "beep". The
needles on the Approach Navigation Display will then disappear and the remainder of the
landing is to be completed using the enhanced image. The needles will automatically
"shut off' at 100 ft AGL if the trigger has not been pressed by then. The 30 glideslope
reference and the vertical speed will help as guides to complete the landing. I will call
out the above ground altitude starting at 400 ft. in 100 ft. increments. At 50 ft., I will go
to 10 ft. increments until touchdown.
Each landing will be scored on the following:
1) Deviation from the Approach Guidance Needles (analogous to
localizer and glideslope offsets of an ILS).
2) Deviation from runway centerline at touchdown.
3) Touchdown descent rate (<= 300 ft/min nominal)
Please fly responsibly and with the same safety levels as you would for any commercial
flight.
REMEMBER TO PRESS THE TRIGGER BUTTON WHEN THE RUNWAY IS
FIRST RECOGNIZED!!!
After each run, you will be given a chance to rate the difficulty of the landing.
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GPWS
When there is a terrain alert, the GPWS lights will turn yellow and an aural alert
of "Terrain!" will sound. The lights are part of a new Graphical GPWS system. An
image of the terrain ahead may appear on the head-up display if the sensor can pick it up.
This will depend on the meteorological conditions and also the distance to the terrain.
The image shown will depend on the display currently being used. The wireframe image
will show the outline of the terrain ahead. Recommended procedure calls for 200 pitch
up. Do not worry about the throttle control and just assume the autopilot will command
full throttle.
Windshear Alert
When there is a windshear alert, the alerting text will appear on the head-up
display just above the aircraft reference symbol. An audio "Windshear!" will also sound.
Recommended procedure calls for 200 pitch up. Do not worry about the throttle control
and just assume the autopilot will command full throttle.
Cooper-Harper Rating
At the end of each group of runs with a particular display, you will have a chance
to rate the effectiveness of the enhanced image in helping you perform the landings. This
is shown on the attached page. When using the chart, the pilot should be led through
each question sequentially starting from the bottom left corner of the page
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