Abstract A critical question in multisensory processing is how the constant information flow that arrives to our different senses is organized in coherent representations. Some authors claim that pre-attentive detection of inter-sensory correlations supports crossmodal binding, whereas other findings indicate that attention plays a crucial role. We used visual and auditory search tasks for speaking faces to address the role of selective spatial attention in audiovisual binding. Search efficiency amongst faces for the match with a voice declined with the number of faces being monitored concurrently, consistent with an attentive search mechanism. In contrast, search amongst auditory speech streams for the match with a face was independent of the number of streams being monitored concurrently, as long as localization was not required. We suggest that the fundamental differences in the way in which auditory and visual information is encoded play a limiting role in crossmodal binding. Based on these unisensory limitations, we provide a unified explanation for several previous apparently contradictory findings.
Introduction
In order to orchestrate the vast amount of information arriving from the sensory afferents, our perceptual system must detect valid co-occurrences across senses (i.e., information originating from the same event) and discard spurious coincidences (i.e., inputs from causally independent origins) in what has been called the crossmodal pairing problem (e.g., Bertelson and de Gelder 2004; Welch 1999; Welch and Warren 1980) . However, how this inter-sensory pairing process is carried out is not altogether clear. An unresolved question is whether inter-sensory correlations are detected and bound pre-attentively or else, if they require selective spatial attention. Fujisaki et al. (2006;  see also Van de Par and Kohlrausch 2004) examined whether the detection of audiovisual temporal synchrony among multiple objects followed a parallel or a serial search pattern.
1 They found that the efficiency in detecting a visual target that flickered in synchrony with a beeping sound was inversely proportional 1 Parallel search is inferred when the reaction times for detecting a target amongst distractors do not increase with display size (i.e., the number of distractors), a result which leads to the interpretation that the target can be identified in the absence of selective attention. On the other hand, attentive serial search is typically characterized by a linear increase in reaction times to the target as a function of the number of elements in the search array, revealing a search mechanism that presumably involves checking each display element individually until the target is found. Some studies have questioned a strict dichotomy between parallel and serial search, favouring, instead, a continuum of attentional requirements (Duncan and Humphreys 1989; Joseph et al. 1997; McElree and Carrasco 1999) . Furthermore, it has been shown that both serial and parallel mechanisms can work together to identify objects in a scene (Bichot et al. 2005) . For this reason, we will not use these theoretically loaded terms (i.e., serial, parallel) in the present manuscript and will merely describe the results in terms of search efficiency (Wolfe 2003). to the number of visual (unsynchronized) distractors. This suggests that detection of audiovisual synchrony requires attention, in contrast with previous claims that audiovisual binding proceeds automatically (Bertelson et al. 2000a, b; Colin et al. 2002; Driver 1996; Spence and Santangelo 2009; Vroomen et al. 2001) , which would predict that the unique visual element in the display that matched the sound should have popped out from the distractors.
Previous studies have shown that a spatially non-informative auditory event can indeed guide attention toward the location of a semantically (Iordanescu et al. 2008) or temporally matching (Van der Burg et al. 2008a , b, 2010 visual object in complex scenes. In Van der Burg et al. (2008a) study, participants were asked to find a horizontal or vertical bar among a varying number of oblique bars, a paradigm that usually leads to steep search slopes indicating a serial process (RTs ranged from 3 to 7 s, for displays containing 24-48 elements). Display items (both target and distractors) changed color (green to/from red) at unpredictable times. Critically, when a spatially uninformative beep was paired with the color change of the target, despite the overall long search times ([2 s) search slopes became nearly flat (although note that they never reached the values commonly attributed to a strict parallel search). This suggests that the sound boosted the saliency of the concurrent visual event and helped overcome limitations in visual spatial attention. The diverging outcomes between Fujisaki et al. and Van der Burg et al. studies may root in the varying perceptual load associated with the accessory stimulus (Talsma et al. 2010; Van der Burg et al. 2010 ; see also Lavie 2005) . In studies where sounds failed to aid visual search, both the visual (search modality) and the auditory (accessory modality) events unfolded at much higher rates (i.e., up to 40 Hz; Fujisaki et al. 2006; Van de Par and Kohlrausch 2004) .
Here, we addressed the role of attention in audiovisual congruence detection for speech and expose potential limitations imposed by unimodal attention. Audiovisual speech is rich in temporal and spectral information over time and yet, unlike stimuli (i.e., beeps and flashes) used in past studies, is a biologically relevant over learned stimulus for humans. Observers may be especially sensitive to the inter-sensory correlations and predictability between the speakers' face and speech sounds (e.g., Kamachi et al. 2003; Pickering and Garrod 2006; Van Wassenhove et al. 2005) . Interestingly, although audiovisual speech integration is one of the most often cited illustrations of the automatic nature of multisensory binding (Colin et al. 2002; McGurk and MacDonald 1976) , the few studies addressing whether it requires selective attention have yielded mixed results (Alsius et al. 2005 (Alsius et al. , 2007 Andersen et al. 2008; Driver 1996; Fairhall and Macaluso 2009; Soto-Faraco et al. 2004; see Navarra et al. 2009 for a review). Fairhall and Macaluso (2009) found that directing covert attention to a talking face matching a concurrent speech stream, as opposed to attending a non-matching face within the same display, was critical for the activation of brain regions reflecting audiovisual integration. In contrast, Driver (1996) showed that selective listening of one out of two spatially separated speech streams worsened when the lip movements corresponding to the target speech stream were displayed near the distractor sounds. The interpretation was that the matching (target) auditory stream was ventriloquized toward the location of the seen talker face, thus making the spatial segregation of targets from distractors more difficult. This finding suggested that crossmodal integration arises prior to spatial selective attention. An important difference between Driver's (1996) study and the ones discussed above is the modality over which selective attention was measured (auditory vs. visual, respectively). These potential modality asymmetries will be addressed in this study.
In Experiment 1, participants were asked to detect or localize one out of four visually presented talking faces that matched a concurrent auditory speech stream. Participants received a pre-trial cue indicating two, three or the four locations among which the target (if present) could be found. Independency between RTs and the number of cued faces would indicate that audiovisual binding occurs before the deployment of (visual) spatial attention.
Experiment 1

Methods
Participants
We recruited 32 naive observers without prior history of hearing problems and normal or corrected vision. Fourteen participants took part in Experiment 1a (12 women, mean age 20.3 years) and 18 in Experiment 1b (16 women, mean age 20.7 years). Data from 2 additional participants were removed because they performed at chance in at least one condition.
Apparatus and materials
Stimuli consisted of digital video recordings (720 9 576 pixels; 25 fps) of a male speaker pronouncing 102 sentences in Spanish (selected from short written stories) at a rate of *6.25 syllables s -1 (Marín Gálvez 1994). The utterances were individually clipped in 4.8-s fragments including only the central part of each sentence, with onset and offset ramped (320 ms; 280 ms fade-in and out, respectively) in both audio and video channels. The search displays always contained four faces (6°9 8.5°degrees in size, shown on black background), each articulating a different sentence, shown above, below, left and right of a central fixation point (6.5°eccentricity). Such an eccentricity allows for a successful processing of visual speech information (Paré et al. 2003) . In the target-present trials (all localization and half detection task trials), only one of the four talking faces matched the auditory stream. The other three visually incongruent distractor faces were pseudorandomly chosen from the set of videotaped sentences (i.e., each distractor sentence was presented the same number of times throughout the experiment). In target-absent displays (used in the remaining half of detection task trials), none of the four faces in the display matched the auditory stream.
The video-clips were presented in a 22'' CRT monitor (100-Hz refresh rate). Sounds were presented at *75 dB(A)-as measured from the participant's head-via two loudspeakers located on either side of the monitor. The experimental protocol was run on a PC using DMDX software (Forster and Forster 2003) .
Procedure
Participants sat at a table in a dark, sound-attenuated room, with their head resting on a chinrest with the eyes 60 cm away from the monitor.
Each trial (see Fig. 1 ) began with a central fixation (0.8°d iameter) that remained in the center of the screen. Participants were instructed to maintain their gaze at fixation during the trial. After fixation onset (500 ms), 2-4 ovals (6°9 8.5°visual angle) cued the potential target locations for 800 ms. This manipulation ensured identical sensory density across different display sizes (Louie et al. 2007 ). The pre-cued locations were randomly selected from trial to trial and equiprobable (within each set-size) throughout the experiment. The cue was followed, after 1,000 ms, by the search array including four talking faces plus a central auditory speech stream. In both the detection and localization tasks, participants were instructed to press a key (''0'' in the numeric keypad) as soon as they had come to a decision, but without sacrificing accuracy (RTs were calculated to this response). Participants were then prompted to provide a localization or detection response without time pressure (depending on the task). Experiment 1a (detection task) Participants judged the presence/absence of a face matching the auditory sentence by keypress (response mapping counterbalanced across participants). In the target-present trials (50%), the target could appear in either of the pre-cued locations equiprobably. Trials were presented in three blocks (of 144 trials; block order counterbalanced) by display size (i.e., number of pre-cued locations), following Fujisaki et al. (2006) . Short resting breaks were introduced every 18 trials. Each block was preceded by 20 training trials not included in the analyses. Experiment 1b (localization task) Participants were asked to locate the face matching the auditory spoken message using arrow keys (up, down, right or left arrows). Targets could appear in either of the pre-cued locations equiprobably. Subjects performed 9 blocks (three blocks of 24 trials for each display size) pseudo-randomly interleaved. Participants received 10 training trials prior to the first block of each condition.
Data analyses
Correct RT data were log-transformed (Howell 2008 ; see Tables 1 and 2 for the mean linear RTs) 2 and band-passfiltered ±2SDs for each participant and condition. RTs and Fig. 1 On each trial of Experiment 1, participants were shown a fixation point, followed by a spatial cue and then a search array, which consisted of four talking faces, each one articulating a different utterance, while hearing a single auditory speech stream. Participants had to either locate the face matching the heard sentence or perform a detection task (i.e., decide whether one of the faces in the display matched or not the spoken utterance) accuracy data were regressed (linear) against display size (the number of cued faces) for each participant. The average slope and intercept of the regression lines were used for analyses. Two predictions derive from the hypothesis that audiovisual speech binding proceeds efficiently: First, regression slopes should be near zero (Experiment 1a and 1b), and second, the slope of targetpresent trials should be similar to the slope of the targetabsent trials (Experiment 1a only). Just like in previous studies using dynamic multisensory scenarios (Fujisaki et al. 2006 ; Van der Burg et al. 2008a ), we expected long RTs, given that a certain amount of evidence supporting the matching (or non-matching) nature of a time-varying event must be accumulated before response. Accuracy data were analyzed according to the nature of response set in each task. In the detection task (Experiment 1a), hits and false alarm rates were used to compute d 0 for every participant and condition; Macmillan and Creelman 1991). In the localization task (Experiment 1b), to compensate the differences in chance level across display size (2, 3, or 4 alternatives), we used [accuracy = hit rate -(error rate/ (number of possible responses -1))] (Fig. 2) .
Results
Experiment 1a: detection task
The average slope for target-present (.05 ± .03; Log(ms)/ item ± SD) and target-absent (.07 ± .05) trials indicated a significant increase in search times increased with set-size (t(13) = 6.5, P \ .001; t(13) = 5.8, P \ .001, respectively). The different intercepts between target-present and target-absent conditions (t(13) = 4.56, P = .001) indicated slower RTs for target-absent (3.27 ± .18) than for targetpresent trials (3.18 ± .16).
Target-absent trials had a steeper slope than target-present trials (1.63 times steeper, t(13) = 2.93, P \ .05). This difference is short of the 2:1 ratio abiding to a strict selfterminating serial model, whereby observers need to scan over all the visual elements of the array to arrive to a conclusion in the target-absent condition, whereas, on average, only half the total number of items must be inspected in the target-present condition (Treisman and Gelade 1980) . 3 However, the small set-sizes used here make the slopes more amenable to deviations from this rule. Indeed, a variety of decisional (i.e., criterion) and/or processing strategies (i.e., participants rejecting more than one item at a time) can produce ratios smaller than 2:1 (see Wolfe 2003) .
The d' data indicated a significant decline in accuracy as display size increased (d' = 2.8, 2.3 and 2.2 for 2, 3 and 4 faces, respectively; slope = -.28 ± .38, t(13) = -2.71, P = .02; intercept = 3.3 ± 1.4). This suggests that effects observed in the RT data did not derive from speed-accuracy trade-offs.
Experiment 1b: localization task
RTs increased with set-size (slope = .07 ± .005, t(17) = 12.43, P \ .001, relative to 0; intercept = 3.22 ± .11). Although there was a trend toward a performance decrement with set-size (93, 92 and 90% for 2, 3 and 4 faces, respectively), slope did not differ significantly from zero (slope = -.014 ± .04, t(17) = -1.5, P = .135; intercept = .95 ± .10).
Discussion
The results of Experiment 1 support and extend previous findings suggesting that visual selective attention is required prior to perceptual binding of correlated audiovisual objects (Andersen et al. 2008; Fairhall and Macaluso 2009; Fujisaki et al. 2006; Talsma et al. 2007; van de Par and Kohlrausch 2004) , and show that the pairing audiovisual events among visual distractors must proceed serially, even in the case of ecological and over learned stimuli such as speech. Indeed, these results appear to be at odds with the idea that audiovisual integration occurs prior to, and can determine, spatial selective attention, as suggested by Van der Burg et al. (2008a, b) and Driver (1996) . The discrepancy between Driver's findings and the present results in particular is remarkable because both studies involved audiovisual speech. One important difference is that, in contrast to Driver's auditory selective attention task, the present experiment examined the role of sound on visual selective attention. One of the key differences between auditory and visual processing is, precisely, the radically different encoding of space (e.g., Justus and List 2005; Kubovy 1988; Kubovy and Van Valkenburg 1995) . For this reason, we examined whether similar constraints are to be found when search involves selective attention in the auditory domain. Experiment 2
Method
We tested 20 participants in the detection task (Experiment 2a; 5 women, 21.7 years old) and 18 in the localization task (Experiment 2b; 14 women, 21 years old). New audiovisual search displays were created based on the materials and procedure of Experiment 1. Four different spoken messages were presented simultaneously from different loudspeakers (using a 5.1 Dolby system) arranged in a semi-circle of radius 120 cm centered on the participant's head in the horizontal plane at angular positions -60°and -20°20°and 60°(see Fig. 3 ). This distance allows for the separability (intelligibility and localization) of speech in multitalker displays (Brungart and Simpson 2005; Eramudugolla et al. 2008; Ericson et al. 2004 , Simpson et al. 2006 . Two, three, or all four spoken messages were cued (using a schematic layout of the loudspeakers on the screen), and participants were asked to detect or to localize the one matching the talking face. Participants sat 1.80 m away from the monitor used to display the (single) talker face (4.11°9 6.17°, black background).
Results
Experiment 2a: detection task
Search slopes were not different from zero in the detection task (target present = -.004 ± .04; Log (ms)/item ± SD; t(19) = -.48, P = .634; target absent = .011 ± .034; t(19) = 1.44, P = .16), although target-present and targetabsent slopes differed from one another due to their opposing numerical trends; t(19) = 2.6, P = .02). Intercepts revealed faster responses in the target-present than in the target-absent condition (3.39 ± .09 vs. 3.54 ± .89; t(19) = 7.09, P \ .001). Thus, performance in the search task was difficult overall, but mostly unaffected by the number of items in the search set, a pattern that suggests an efficient, attention-free search. The accuracy analyses confirmed this, as the average slope of d' was not significantly different from zero (-0.15 ± 0.60, t(19) = -1.25, P = .22).
Experiment 2b: localization task
Contrary to the detection results, localization performance declined significantly with set-size (RT slope = .04 ± .02, t(17) = 9.18, P \ .001; intercept = 3.36 ± .08; d' slope = -.04 ± .04, t(17) = 10.75, P = .001; intercept = .92 ± .07). This suggests an effortful search and rules out speed-accuracy trade-offs.
Discussion
Detection of audiovisual correlation amidst multiple competing speech streams is not contingent on the number of relevant utterances, suggesting efficient search. This is in stark contrast to localization that slowed down as the number of competing auditory streams increased, a pattern consistent with an attentive, effortful search process. 4 A possible account for the poorer localization performance in the auditory search task is that the matching auditory stream could have been mislocated toward the position of the central articulating face (by way of the ventriloquist illusion; Bertelson et al. 1994; Driver 1996; Spence and Driver 2000) , creating spatial confusion with the distractors. Yet, a closer inspection of the data does not support this explanation because localization was overall accurate (i.e., participants extracted sufficient spatial information about the target; see Fig. 4 ) and target mislocalizations toward the matching visual speech signal or away from it were just as likely.
5
General discussion
We examined whether the extraction of audiovisual correspondence requires spatial selective attention. Experiment 1 revealed that finding audiovisual correspondence among speaking faces is mediated by attentive search, that is, the efficiency to detect and locate audiovisual coincidence fell off as the number of talking faces increased, a trend that was steeper in target-absent displays than in target-present ones (detection task). The implication is that audiovisual correlation fails to pop-out, as a pre-attentive multisensory binding hypothesis would predict (e.g., Van der Burg et al. 2008a, b) . The present results also seem to be at odds with previous findings showing that the ventriloquist effect does not depend on visual attention (Bertelson et al. 2000a; Vroomen et al. 2001) or awareness (Bertelson et al. 2000b) . Fig. 3 Layout of the experimental setup used in Experiment 2. The auditory utterances were delivered through external loudspeakers at the depicted locations. The observers had their head aligned with the center of the screen and their gaze directed at the fixation point 4 Furthermore, this pattern of results generalized through different spatial layouts of the loudspeakers. That is, in a new control experiment, the loudspeakers were arranged at the angles of an imaginary square centered on participants head (at 45°above and below the left and right ears, so that each loudspeaker was at an equal distance from the screen, 110 cm). Participants sat at approximately 80 cm from the screen. We found, again, that in the localization task (N = 18) RT increased linearly with the number of attended elements (slope = .048 ± .035; intercept = 3.32 ± .13; t(17) = 5.81, P \ .001), whereas in the detection task (N = 18) the mean search time was roughly constant regardless of the number of auditory distracters in the display, both when the target was present (slope = .011 ± .06, intercept = 3.41 ± .18, t(17) = -.45, P = .625) and when it was absent (slope = -.01 ± .06, intercept = 3.56 ± .18; t(17) = .754, P = .46). . 5 Analyses performed on the four cued condition of the localization task indicated that the proportion of trials in which participants incorrectly misallocated the targets-when presented in the extreme positions-towards the more central loudspeakers (i.e., closer to the location of the speaking face) was low (6%) and similar to the proportion of trials in which participants misallocated centrally presented targets towards the extremes (4%). This clearly suggests that the set-size effect observed in the localization task was not a consequence of the ventriloquism effect.
On the other hand, our findings are in line with evidence showing attention modulation of crossmodal integration (Alsius et al. 2005 (Alsius et al. , 2007 Andersen et al. 2008; Fairhall and Macaluso 2009; Fujisaki et al. 2006; Mozolic et al. 2008; Talsma et al. 2007; Tiippana et al. 2004; Tuomainen et al. 2005) and support the claim that attention mediates binding of object features that differentiate the target from distractors (i.e., auditory and visual correlated speech, in the present case; Treisman and Gelade 1980; Cinel et al. 2002) . Unlike in Alsius et al. (2005) , however, in this case, the limitation seems to result mainly from unisensory capacity constraints within the visual system. This is because auditory search (Experiment 2) resulted in automatic detection and visual search (Experiment 1) resulted in serial processing, when searching for exactly the same event (a speaking face). Thus, in Experiment 1, it is likely that the relevant (dynamic) visual information in the talking faces had to be extracted individually for each item in the visual scene, before the binding process could take place.
The result of Experiment 1 is surprising given previous studies where spatially non-informative but synchronized auditory events dramatically improve visual search performance (Iordanescu et al. 2008; Van der Burg et al. 2008a, b) . The interpretation of these prior findings is that the sound enhanced the saliency of the matching visual event (with respect to the surrounding items), thereby releasing the selection system from the limitations imposed by visual attention. In our results, instead, audiovisual coincidence in speech did not release the visual attention system from the capacity limitations leading to inefficient search among faces. As hypothesized in the introduction, this discrepancy (Iordanescu et al. and Van der Burg et al. on the one hand and Fujiaki et al. and the present results on the other) could be rooted in the informational complexity of the stimuli to be matched. In our experiments, the timevarying auditory stream did not provide with sufficiently salient spectral-temporal landmarks to link with the corresponding variations of the visual target. Instead, in van der Burg et al's experiments, the accessory auditory stimulus was a salient singleton that could be quickly encoded for match against the visual items. One can thus reconcile the different outcomes within a framework based on perceptual load within the sensory modalities involved in crossmodal binding, as recently proposed by Talsma et al. (2010;  see also Van der Burg et al. 2010) . We argue that visual spatial selective attention is a crucial limiting factor in audiovisual binding of complex dynamic stimuli. Enhancement of visual selection based on fast pre-attentive binding will result only if the acoustic stimulus provides a distinctive (temporal) anchor. Experiment 2 revealed that audiovisual correspondence in speech can be efficiently extracted among auditory distractors. These data fit well with previous findings by Driver (1996) suggesting that, provided visual attention is already allocated to the corresponding visual stream, crossmodal pairing can occur prior to the deployment of auditory attention. That is, the sight of articulatory gestures may enhance processing of the corresponding auditory features and benefit search. These data are also consistent with object-based accounts of selective attention in audiovisual contexts, whereby attention to a unimodal component of a multisensory object spreads to other modalities, even when these are spatially misaligned (Busse et al. 2005; Fiebelkorn et al. 2010) . Similarly, in the present experiment, the auditory stream, albeit spatially misaligned, may be pulled into the attentional spotlight thanks to the correlated visual stimulation.
Thus, detecting temporally correlated audiovisual speech needs attentive search when it is embedded among similar visual distractors, but it is efficient when the competition occurs among auditory distractors. Could differences in display homogeneity between targets and distractors be responsible for the reversed outcomes of visual and auditory search experiments (e.g., Duncan and Humphreys 1989)? We do not favor this interpretation because RTs were overall faster in the visual (less efficient) than in the auditory (more efficient) search tasks. We argue instead that the present dissociation points to a fundamental difference between auditory and visual spatial attention as a limiting factor for extraction of audiovisual correspondence, in particular the obligatory encoding of spatial location in vision, but not in audition (Kubovy 1988; Kubovy and Van Valkenburg 1995) . While both the auditory and visual modalities can represent stimulus localization in distal (extrapersonal) space, in vision, access to a feature value of an object (i.e., color) involves the obligatory encoding of its spatial location (e.g., ). In audition, however, one can access the content of an auditory event without a sense about its spatial origin (e.g., Julesz and Hirsh 1972) .
We propose that the present pattern of results can be explained as follows: Audiovisual matching of speech may occur automatically as long as access to the spatial location of the event is not required. Because encoding spatial location is obligatory in vision, when audiovisual matching requires visual selection, it will be necessarily limited also by spatial selection and thus will not occur automatically. Instead, given that encoding of spatial location is not mandatory for audition, when audiovisual matching requires auditory selection, search can proceed effectively as long as the task does not imply retrieving spatial location of the event. Audiovisual matching based on auditory selection will, however, abide to an attentionally demanding mode if spatial localization is required.
