In this paper we introduce some new copulas emerging from shock models, motivated by applications, i.e. the reflected maxmin copulas with dependent endogenous shocks and their extension to multivariate case. Our main goal is to show that reflected maxmin copulas exhibit conceptually better characteristics as the original maxmin copulas. An important evidence for that is the iteration procedure of the reflected maxmin transformation which we prove to be always convergent and we give many properties of it that are useful in applications. Even more, using this result we find also the limit of the iteration procedure of the maxmin transformation thus answering a question proposed in [10] . The third main result of ours is the multivariate (dependent) reflected maxmin copula which is conceptually simpler than the standard version of it. In all our copulas the idiosyncratic and systemic shocks are combined via asymmetric linking functions as opposed to Marshall copulas where symmetric linking functions are used.
Introduction
Dependence concepts play a crucial role in multivariate statistical literature since it was recognized that the independence assumption cannot describe conveniently the behavior of a stochastic system. Since then, different attempts have been made in order to provide more flexible methods to describe the variety of dependence-types that may occur in practice. One of the main tools have eventually become copulas due to their theoretical omnipotence emerging from the Sklar's theorem [30] . Copula models have become popular in different applications in view of their ability to describe the relationships among random variables in a flexible way. To this end, several families of copulas have been introduced, motivated by special needs from the scientific practice. There has been a vast literature in the subject going from historical beginnings [24, 23] up to and including some recent development [14, 19, 16, 17, 18] . For an excellent overview of these methods and the properties of copulas see [27] and a more recent monograph [11] . For an overview of probability background, see for instance [13] .
In this paper we devote our study to copulas emerging from shock models which are playing an important role in applications. We introduce the dependent version of the reflected maxmin copulas and their multivariate extension. It is our aim in the present paper to show that reflected maxmin copulas are conceptually a better and more natural approach to study maxmin copulas. An important evidence for that is the iteration procedure of the reflected maxmin transformation which we prove to be always convergent and give many properties of it that are useful in applications. Our main result in this direction is Theorem 10 which presents the limit copula depending on the starting copula C (governing the dependence of the idiosyncratic shocks), and the two functions f and g ("generators" of the one step reflected maxmin transformation) together with the many dependence properties of the so constructed models presented in Section 4. Even more importantly, perhaps, we give as a consequence of these results the limit of the maxmin transformation in Theorem 12 thus answering the question proposed in [10] . Another evidence is the multivariate version of these copulas that are less cumbersome and clearer than the original form of the multivariate maxmin copulas given in [10] . The main result in this direction is Theorem 16.
The path of development of the shock model based copulas starts in some sense with Marshall and Olkin [24] , although it is Marshall [23] who really introduces copulas into the picture of shock models. We believe that the third milestone on this path was set by Durante, Girard, and Mazo [6] , cf. also more generally [2] . The paper [6] may have encouraged a vivid interest in the area [3, 26, 28, 10, 15, 21] . We want to point out the paper [28] where an asymmetric version of Marshall copulas was introduced, called maxmin copulas. The dependent version of these copulas together with the multivariate version were introduced in [10] where many of their properties were studied. The authors of [21] bring into the picture the notion of reflected maxmin copulas, RMM for short. They determine somewhat surprisingly that these copulas are always bounded above by the product copula Π, modeling independency, which means in particular that they are always negatively quadrant dependent -these properties might have encouraged some other alternative naming s.a. negative quadrant subindependent copulas.
These views bring RMM copulas into the spotlight of some previously studied approaches what widens the range of their applications. Namely, they are very close to a class of copulas introduced in [29] . Copulas of this type also appeared in [7, Proposition 3.2] . Moreover, these copulas may be viewed as perturbations of the product copula Π. General perturbations of copulas were studied in [4] and [25] , where a subclass of what we call reflected maxmin copulas were considered (cf. [25, §3] ). The RMM copulas can also be related to results presented in [9, Theorem 7.1] with maximum replaced by minimum; we believe that similarity is more than just coincidental. Besides other applications given in the above mentioned papers, let us point out the maxmin (and consequently reflected maxmin) copulas have some properties that are appealing in various contexts related to fuzzy set theory and multicriteria decision making. It includes nonsymmetric copulas that are used for instance as more general fuzzy connectives [1, 8] .
It was probably Marshall who was the first to warn of certain drawbacks of the uncritical applications of copula methods in his seminal work [23] . He is pointing out that, in spite of the general belief, one should be very careful to use a certain copula as a general device to obtain an arbitrary joint distribution function by plugging in any marginal distribution functions, although this is theoretically exactly what copulas are for according to the Sklar's theorem. On the other hand, the copulas he introduces in [23] as an extension of the approach presented in [24] are based on shock models. This encourages applications based on the kind of models to exploit these copulas under specific scenarios, see e.g. [15, 26, 22] and many more.
We briefly recall a general framework that was introduced in [6] for constructions of shock-model based copulas, called Marshall-Olkin machinery, which may be seen as a theoretical basis for all copulas of the kind, and in particular for the ones introduced in [28, 10, 21] . Some results of the present paper show that there must be a deeper relation between this approach and that framework (cf. the remark at the very end of Section 4).
Let pΩ, F, Pq be a given probability space and n ě 2. Consider a system of n components, i.e. random variables, X 1 , . . . , X n distributed according to respective distribution functions F 1 , . . . , F n . We can think of the random variable X i as an endogeneous, i.e. idiosyncratic shock that effects only the i-th component of the system. Next, let S ‰ H be a collection of subsets S Ď t1, 2, . . . , nu with at least 2 elements each. For every S P S consider the random variable Z S with probability distribution function G S . The variable Z S can be seen as an exogenous, i.e. systemic, shock that may affect the stochastic behavior of all the system components with index i P S. Furthermore, we assume a given dependence among the introduced random vectors, i.e. the existence of a copula C such that pX, Zq " CppF i q iPt1,...,nu , pG S q SPS q.
Finally, for every i " 1, . . . , n, assume the existence of a linking function ψ i that expresses how the effects produced by the shock X i and all the shocks Z S with i P S combined together act on the i-th component. Given this framework, the n-dimensional stochastic model Y " pY 1 , . . . , Y n q can be constructed by setting
for i " 1, . . . , n. One wants to find the copula of this vector. Several families of copulas can be interpreted by using this stochastic mechanism.
As an example consider two endogenous shocks X 1 and X 2 of a system, and one exogenous shock Z. We assume that the exogenous shock Z is independent of the endogenous shocks pX 1 , X 2 q, while the joint d.f. of this vector can be expressed as Cp¨,¨q, where C is a given copula and 's stand for the respective marginals. The distribution of pY 1 , Y 2 q " pmaxpX 1 , Zq, maxpX 2 , Zqq, as we know, is given by one of the two forms of the Marshall copula [23] , while the other one is obtained from this one by replacing both linking functions max with linking functions min. The point is that we have only one systemic shock linked with the two components and both linking functions being equal means that the systemic shock has either an effect on both components coherent with the two idiosyncratic shocks, or it is conflictive with the two shocks.
On the other hand, if we take asymmetric linking functions ψ 1 " max and ψ 2 " min, we get the maxmin copula as introduced in [28] . This may be viewed as if the shock Z has opposite effects on the two components X 1 and X 2 . So, it has a beneficial effect on one component (as seen through the linking function max) and detrimental effect on the other one (as seen through the linking function min), so that pY 1 , Y 2 q " pmaxpX 1 , Zq, minpX 2 , Zqq.
We may think of X 1 and X 2 as r.v.'s representing the respective wealth of two groups of people, and the exogenous shock Z is interpreted as an event that is beneficial to one of the groups and detrimental to the other one. Analogously, X 1 and X 2 can be thought of as a short and a long investment, respectively, while Z is beneficial only to one of this type of investment. More generally, X 1 and X 2 may stand for two random components of a system. If the exogenous shock Z effects detrimentally (or beneficially) both components, we have to take both linking functions equal, since the systemic shock works in the same (or the opposite) direction as the idiosyncratic shock on both components. If the shock Z effects one of the components detrimentally and the other one beneficially, then the maxmin approach should be used [28, 10] . However, following [21] we argue that in this case there is a conceptual reason to replace one of the distribution functions corresponding to idiosyncratic shocks with the corresponding survival function. This way we get again the situation in which the systemic shock works in the same (or the opposite) direction as the idiosyncratic shock, but on both components in the same way. This is a possible motivation for introducing the reflected version of the maxmin copulas. In this paper we want to present more evidence that this is the right thing to do.
In Section 2 we give an overview of the results on maxmin copulas, extend them to the dependent case, give some properties and define the iterative maxmin transformation. In Section 3 we actually perform the iteration procedure and prove that it is always convergent. This enables us to study in Section 4 how dependence properties are (dis)inherited when this transformation is applied to a copula. The multivariate case of a maxmin copula is first given for 3-variate case for the benefit of the reader in Section 5 and finally for the general case in Section 6.
Reflected maxmin copulas for dependent shocks
In this section we introduce a dependent version of the bivariate reflected maxmin copulas presented in [21] . We start with two idiosyncratic shocks X 1 and X 2 , in applications to be often interpreted as two components of a system, and one systemic shock Z, having opposite effects to the two components X 1 and X 2 , i.e. it has a beneficial effect on one component (as interpreted by the linking function max) and detrimental effect on the other one (as interpreted by the linking function min). So, we are seeking for the distribution of pY 1 , Y 2 q " pmaxpX 1 , Zq, minpX 2 , Zqq.
Furthermore, we assume that the exogenous shock Z, having d.f. G, is independent of endogenous shocks pX 1 , X 2 q, while the joint d.f. of this vector can be expressed as CpF 1 , F 2 q, where C is a given copula. The authors of [10] , where a dependent version of maxmin copulas is presented, introduce functions φ, ψ, φ˚, ψ˚that help express the dependence of pY 1 , Y 2 q via a maxmin copula (1) T pφ, ψ, Cqpu, vq :" u`pCpφpuq, ψpvqq´φpuqq maxt0, φ˚´ψ˚u.
We want to develop the reflected maxmin copula from (1). First we replace Cpu, vq by the copula obtained from C by one flip in the second variable (note that we follow the notation introduced in [21] and denote the so obtained copula by C σ ) Cpu, vq Þ Ñ C σ pu, vq :" u´Cpu, 1´vq to get T pφ, ψ, C σ qpu, vq :" u´C σ pφpuq, 1´ψpvqq maxt0, φ˚´ψ˚u.
By performing the flip on the result of this transformation we obtain (2) T σ pφ, ψ, C σ qpu, vq :" C σ pφpuq, 1´ψp1´vqq maxt0, φ˚puq´ψ˚p1´vqu.
The authors of [10] were studying transformation C Þ Ñ T p¨,¨, Cq and how the properties of copula C are inherited when this transformation is applied to it. Our aim is to do that for transformation C σ Þ Ñ T σ p¨,¨, C σ q. Following [21] we replace the "generating functions" φ, ψ of the maxmin copula with the "generating functions" f, g of the reflected maxmin copula and their auxiliary functions f˚, g˚, p f , p g: f puq " φpuq´u, gpvq " 1´v´ψp1´vq,
A short computation translates formula (2) into
It turns out that these functions satisfy conditions introduced in [21] (G1): f p0q " gp0q " 0, f p1q " gp1q " 0, f˚p1q " g˚p1q " 0, (G2): the functions p f puq " f puq`u and p gpuq " gpuq`u are nondecreasing on r0, 1s. (G3): the functions f˚and g˚are nonincreasing on p0, 1s. Actually, it was shown in [21, Lemma 1] and [21, Lemma 2] that these conditions are equivalent to the starting conditions (F1)-(F3) on functions φ, ψ studied in [28, 10] . Proposition 1. If C is an arbitrary copula, and f and g satisfy conditions (G1), (G2), and (G3), then T σ pf, g, C σ q defined by (4) is a copula.
Proof. This follows immediately from [10, Theorem 2.7] by considerations above after taking into account the fact that flipping of one of the variables sends copula to a copula.W e present in Figure 1 It has been observed that the formulas for reflected maxmin copulas [21, (2)&(3)] are conceptually clearer to the ones for maxmin copulas [21, (1) ] (rewritten from [28, (2) ]) in the case that the shocks are independent. We have now seen that the same is obviously true for the case of dependent shocks when we compare formula (4) to formula (1) (rewritten from [10, (2. 3)]).
At this point we want to present the first one of the properties that is being inherited by the transformation C σ Þ Ñ T σ p¨,¨, C σ q. Here we use the abbreviation PQD (respectively NQD) for the property that a random vector pY 1 , Proof. Suppose that Cpu, vq ě uv for all u, v P r0, 1s. Then
So, C being PQD implies C σ being NQD. Since these considerations are reversible, (a) follows and (b) is obtained after reversing the inequalities in this proof.A n elaboration of [10, Theorem 3.1(i)] is clearly obtained using a combination of that result and the Lemma above.
Proposition 3. Let C be a PQD copula, or equivalently let C σ be an NQD copula, then T σ pf, g, C σ qpu, vq is an NQD copula.
The properties of exchangeability (symmetry) and/or the lack of it as well as the dependence properties of a class of copulas, are extremely important in applications. That is why we are preparing a special paper [20] devoted to these questions containing a comparative analysis for reflected maxmin copulas and some closely related classes s.a. Marshall copulas and maxmin copulas. As mentioned above we will be interested here primarily in how some of these properties are inherited by copulas transformed by T σ like we did with the property NQD/PQD.
Iterating reflected maxmin copulas
In this section we iterate the transformation C σ Þ Ñ T σ p¨,¨, C σ q introduced in the previous section as the authors of [10] iterated transformation C Þ Ñ T p¨,¨, Cq, i.e., we define T σpnq :" p¨,¨, T σpn´1q q. A straightforward application of the mathematical induction principle yields (5)
where p f p0q " p g p0q " id. Here, on the right-hand side we wrote p f pkq instead of p f pkq puq and p g pkq instead of p g pkq pvq to simplify the formula. Since p f puq, p gpvq are nondecreasing on r0, 1s by [21, Lemma 1, (G2)], their value is no greater than their value at 1 which is equal to 1, and no smaller than their value at 0 which is equal to 0. So, it follows that the iterates are well-defined. Before we go into showing that all these sequences are convergent, we start by a simple observation based on Proposition 3.
Corollary 4.
If C is a PQD copula, then T σpnq pf, g, C σ qpu, vq is an NQD copula for all n P N.
Proof. The result follows inductively by Proposition 3.L emma 5. The sequences of functions p f pnq , p g pnq , are monotone nondecreasing and bounded, and consequently convergent. Anyone of their limit values α, respectively β, satisfies the equation p f pαq " α, respectively p gpβq " β.
Proof. We recall the fact that p f puq, p gpvq, are nondecreasing on r0, 1s by [21, Lemma 1, (G2)] implying that all the iterates are monotone
puq so that this sequence is monotone for all u P r0, 1s; and similarly for g. Choose an arbitrary u P r0, 1s and let α be the limit of p f pnq puq. Then, p f pαq is the limit of p f pn`1q puq, so that p f pαq " α; and similarly for β.B y [10, Proposition 2.2.(ii)] p f is equal to the identity function on the interval ru, 1s, as soon as we can find an u P p0, 1s such that p f puq " u. (Actually, it is useful to write down the fact written there in the original form: if f puq " 0 for some u P p0, 1s, then f is identically equal to zero on the interval ru, 1s.) Let us denote by α the smallest number u with this property. So, we have that p f puq " u for all u P rα, 1s and α is the smallest number of the kind. Observe that α " 0 is equivalent to saying that f is identically equal to zero on r0, 1s, and α " 1 is equivalent to saying that f has no zero on p0, 1q. The number β corresponds to the function g in the same way. So, in particular p gpvq " v for all v P rβ, 1s and β is the smallest number with this property. This helps us computing the limits of sequences p f pnq puq, p g pnq pvq:
Lemma 6. The limits of the above sequences exist and are given by
We are now in position to compute the limit copula of the sequence given by (5) . We divide the unit square r0, 1s 2 " r0, 1sˆr0, 1s into four rectangles with respect to the lines u " α and v " β, called suggestively the NW, NE, SW, SE corner of the square. We first compute the limit in the NE corner:
Proof. Since p f p8q puq " u and p g p8q pvq " v, it remains to see that the product in (5) equals to 1. Indeed, p f puq " u, so that p f pkq puq " u for all k ě 0, while f puq " 0 and consequently f˚puq " 0, and the same kind of considerations apply to g. So, it follows that the product on the right hand side of (5) is identically equal to one.L emma 8. (a): For u ě α and v ď β we have
Proof. Based on similar ideas as the proof of the previous lemma.L emma 9. It holds that
where the product in the first case is always convergent.
Proof. We first assume that α " β " 1. In the second case the first factor of the product in (5) is zero and the desired conclusion follows. In the first case the first factor, and consequently all of them, are strictly positive. So, we only need to show convergence of the product, the rest is obvious from (5) . We use a well-known fact that a product ś 8 k"0 a k converges if and only if the series ř 8 k"0 p1´a k q converges. So, it remains to show that the series
converges for all u, v P r0, 1s. First we choose u`v ą 1 and recall the Fréchet-Hoeffding lower bound for the copula T σpnq . It is clear that this sequence is non-increasing so that the limit exists and is also bounded below by the same bound so that
This proves that the product given in the lemma is convergent for these u, v and consequently that the series (6) is convergent for all u, v of the kind. Next, if u, v ą 0, then the sequences p f pkq puq respectively p g pkq pvq are nondecreasing and converging to α " 1 respectively β " 1. So, given j big enough we have p f pkq puq`p g pkq pvq ą 1 for all k ě j. So, if we denote u 0 " p f pjq puq and v 0 " p g pjq pvq we get
Now, the series on the left hand side of this equality converges by the above, and consequently, the series of the lemma converges. Finally, if either u " 0 or v " 0, all the entries of the product considered are equal to 1 and the lemma follows.
Finally we treat the case that either α ă 1 or β ă 1. If we choose u " α and v " β, we get easily T σp8q pf, g, Π σ qpu, vq " αβ ą 0. So, for u close to α and v close to β, we still have T σp8q positive and the proof goes using the above considerations.T Proof. The form of the limit on the NW, NE, respectively SE corners is given by Lemmas 7, 8(a), respectively 8(b). To get the desired result on the SW corner, write the right-hand side of (5) as
and the theorem follows by Lemma 6 and Lemma 9.T he scatterplots presented on Figure 2 are giving us some feeling of the convergence of the iteration we are studying in this section. Each image in the first row shows the scatterplot of the copula obtained when transformation T σp1q is applied to a starting copula C and the copula below it shows the one obtained when T σp2q is applied to the same starting copula. The starting copulas are respectively Π, M , and W . The choice of generating functions in all these examples are f puq " 1 2 p1´uq and gpvq " 1 10 p1´vq. In all the cases the dots are scattered above a hyperbola. In the first column only the density of the dots varies with iteration. In the second column a singular line appeares that converges to the top of the square with iterations. In the third column a singular line appears that cuts out a piece of the area only on the plot of T σp1q , while later the whole area above the hyperbola is dotted. On Figure 3 we present some more interesting scatterplots. We give here the description of the images row by row going from the top to the bottom and within the row from the left to the right. Generating functions for the first three images are f puq " 1 3 p1´uq and gpvq " 1 3
p1´vq, while the copula equals C " W , and respectively n " 1, n " 3, n " 8. For the rest of the images the first generating function
u and gpvq is as in the previous case. The first image in the second row corresponds to the copula C " Π and n " 1.
For larger values of n the image is very similar in this case. The next two images correspond to the case C " M , and n " 1, respectively n " 8. The last two images correspond to C " W , and n " 1, respectively n " 8. We want to conclude this section by translating its main result Theorem 10 back in terms of maxmin copulas. Recall that the transformation C σ Þ Ñ T σ pf, g, C σ q was obtained from the transformation C Þ Ñ T pφ, ψ, Cq by applying the flip on the second variable both on the right and on the left side of the transformation. Since this flip is an idempotent operation, it follows that the transformation C σ Þ Ñ T σpnq pf, g, C σ q is obtained from the transformation C Þ Ñ T pnq pφ, ψ, Cq by applying the flip on the second variable both on the right and on the left side of the transformation. This enables us to compute the formula for T pnq pφ, ψ, Cq from the formula for T σpnq pf, g, C σ q by simply applying the flip on the second variable both on the right and on the left side of (5) . Of course, we also have to replace the generators f, g and the functions derived from them by according functions derived from the generators φ, ψ using relations (3) . We need the iterations of the functions p f puq " φpuq and p gpvq " 1´ψp1´vq. A simple inductive argument reveals (7) p f pnq puq " φ pnq puq and p g pnq pvq " 1´ψ pnq p1´vq, so that Lemma 6 translates into:
Lemma 11. The limits of the above sequences exist and are given by
Here, α is the smallest u P r0, 1s such that φ is equal to identity function on ru, 1s, and 1´β is the greatest v P r0, 1s such that ψ is equal to identity function on r0, vs (cf. [10, Proposition 2.2]). The two numbers will again provide us with a division of the square r0, 1s 2 into four corners, albeit with slightly different meaning. The role of α remains similar to the corresponding role in the reflected maxmin case: the limit function is equal to a constant for u ď α and to the identity otherwise. On the other hand, the role of β is exchanged: the limit function is equal to the identity for v ď 1´β and to a constant otherwise. This will switch the roles of North and South corners.
In order to transform equation (5), we need to replace functions f˚, g˚using the functions φ˚, ψ˚introduced in [10, p. 156]. It is not hard to find the relation between f˚and φ˚, and between g˚and ψ˚. We need formulas
so that (8) f˚puq " 1´φ˚puq φ˚puq and g˚pvq " ψ˚p1´vq 1´ψ˚p1´vq
Using formulas (7) and (8) we can translate equation (5) into:
Theorem 12. The limit of the sequence (9) always exists and is equal to (a): Cpu, vq on the SE corner; Proof. We will follow the ideas of the proof of Theorem 10 and the three lemmas preceding it, so that we will only point out the differences here. (a) In this corner we have u ě α and 1´β ě v, so that all the functions of the two sequences φ pkq puq, ψ pkq puq are equal to the identity here. Consequently, all the quotients in the big product are equal to zero and the whole expression is independent of this product. So, it is equal to u´up1´vq u´Cpu, vq up1´vq which yields the desired result. (b)
Goes similarly after observing that (because of 1´β ě v) the right hand one of the two quotients in the big product is still zero. .
Inheritance of dependence properties via reflected maxmin transformation
We start by a surprising consequence of Theorem 10 which is a substantial upgrade of our result presented in Corollary 4.
Theorem 13. (a): If copula C is PQD, or equivalently C σ is NQD, then T σp8q pf, g, C σ qpu, vq is NQD.
(b):
If either the function f pxq is nonzero for all x P p0, 1q or the function gpxq is nonzero for all x P p0, 1q, then T σp8q pf, g, C σ qpu, vq is an NQD copula for any copula C. (c): If copula C is PQD, then T p8q pφ, ψ, Cq is PQD. (d): If either for the function φ it holds that φpxq ‰ x for all x P p0, 1q or for the function ψ it holds that ψpxq ‰ x for all x P p0, 1q, then T p8q pφ, ψ, Cq is a PQD copula for any copula C.
Proof. (a) Follows immediately by Corollary 4. (b)
The condition given in the theorem is equivalent to saying that either α " 1 or β " 1. Now, if α " 1, then the NE and SE corners are absent in the block representation of T σp8q pf, g, C σ q. However, the rest of the blocks are independent of copula C, so that T σp8q pf, g, C σ q " T σp8q pf, g, Π σ q. Now, the desired result follows by (a) from the fact that Π is PQD. Case (b) goes similarly and the other two cases follow from the first ones.T he next step of our study will present some evidence of how the values of two important dependence coefficients, Spearman's rho and Kendall's tau, of a copula change when transformation T σ is applied to them. We refer the reader to [27, Chapter 5] and [11, Section 2.4] for definitions and explanation of these coefficients. Although formula (4) is simpler than [10, (2. 3)] as we pointed out, computing the two coefficients is still a nontrivial task. In the paper [28] , they were computed only for the case of independent shocks, of course. To go for dependent shocks we need to use the formulas given in [12] : Cpu, vq dCpu, vq´1 " 1´4
We apply these formulas for generators f puq " u 1´a´u and gpvq " v 1´b´v , for all combinations of parameters a, b P t0.1, 0.5, 0.9u, and for copulas Π, W , and M . The results are presented in the following tables. It is clear from this experiment that the convergence of the iteration studied in this section is substantially faster with parameters α and β big, at least that is what our coefficients suggest. The experiment is also in accordance with Theorem 10: the copulas are converging to an NQD copula and both coefficients are converging to a clearly negative number. We will now compute analytically the tail dependence coefficients for the limit reflected maxmin copula. For continuous random variables Y 1 and Y 2 with respective d.f.'s F 1 and F 2 the upper tail dependence coefficient λ U of pY 1 , Y 2 q is defined by
provided that the above limits exist. For further explanation and comments see [27, Section 5.4 ] and [11, Section 2.6.1]. One may find there the following equivalent expressions in terms of the copula C of r.
1´2t`δ C ptq 1´t which are more useful for computation. Here δ C denotes the diagonal section of copula C. If α " 0 and β ‰ 1 then λ L pT p8" λ L pCq. In the remaining case α ‰ 0 and β " 1 the value of λ L pT p8depends on generators φ and ψ. (d): If either α ‰ 1 and β ‰ 0 or α " 1 and β " 0 then λ U pT p8" 0.
If α ‰ 1 and β " 0 then λ U pT p8" λ U pCq. In the remaining case α " 1 and β ‰ 0 the value of λ U pT p8depends on generators φ and ψ.
Proof. (a) Note that the first condition is equivalent to saying that (identically) f " 0 and g " 0. In this case the only corner in our presentation remaining is the NE corner, so that the limit copula equals to C σ and the desired conclusion follows. If f " 0 and g is not, the west corners are absent and the SE corner becomes relevant. So, δ C puq " u β C σ pu, βq there and the desired conclusion follows again.
Similar considerations solve the case when g " 0 and f is not. Finally, if f and g are both nonzero, the SW corner is nontrivial and is NQD. It is well-known and easy to see that the NQD copulas have zero lower tail dependence coefficient. This follows easily from the fact that δ C puq ď u 2 .
(b) In the case that α and β are both strictly smaller than 1, the NE corner is nontrivial and relevant for computing the coefficient in question, but it is equal to C σ by Theorem 10. If α " β " 1 the SW corner is the only one present, but there the copula is NQD. It is well-known and easy to see that the NQD copulas have zero upper tail dependence coefficient. Here is a simple proof for the sake of completeness. We know that 2u´1 ď δ C puq ď u 2 for copulas of the kind. This implies
yielding the desired conclusion. Next, if α " 1 and β ă 1, the NW corner becomes relevant, and by Theorem 10 we have T σp8q pf, g, C σ pu, vqq " u α C σ pα, vq " uv, and the desired conclusion follows. The case that α ă 1 and β " 1 goes similarly.
Parts (c) and (d) are proved using similar arguments.A t this point it is appropriate to emphasize that in the situation of the semi-group action interpretation of the Durante-Girard-Mazo model presented in [6, Section 3] (cf. also [5] ) some concrete stability results (cf. [6, Example 3.1]) show similar behavior to what we observed in the case of maxmin and reflected maxmin transformations given in Theorems 10 & 12. We are sure that these similarities are more than just coincidental and deserve to be studied further.
Multivariate reflected maxmin copulas: n " 3
It is now time to move to the second main result of the paper, the extension of the dependent reflected maxmin copulas to the multivariate case. In order to make our computations easier to understand, let us first compute one of the two possible cases for three variables. We can then compare the final result of this section with the last formula on [10, p. 166 ] to get a perception of the possible improvement of reflected maxmin approach compared to the original maxmin techniques.
So, let us start by this formula for the case n " 3, the number of maxima p " 1 and consequently the number of minima n´p " 2:
We want to perform the two flips on the copula T p¨q respectively on terms A i . First transform the term A 1 by a flip in the second variable, i.e. u 2 Þ Ñ 1´u 2 :
Next, we perform a flip in the third variable, i.e. the transformation u 3 Þ Ñ 1´u 3 , on A 1 :
We now perform the two flips on A 2 , first a flip in the second variable, i.e. u 2 Þ Ñ 1´u 2 :
A 2 Þ Ñ Cpφ 1 pu 1 q, 1, φ 3 pu 3maxt0, mintφ1pu 1 q´φ3pu 3 q, φ2p1q´φ3pu 3 qquú Cpφ 1 pu 1 q, 1, φ 3 pu 3maxt0, mintφ1pu 1 q´φ3pu 3 q, φ2p1´u 2 q´φ3pu 3 quu " Cpφ 1 pu 1 q, 1, φ 3 pu 3maxt0, mintφ1pu 1 q´φ3pu 3 q, φ1pu 1 q´φ2p1´u 2 quu.
Here, we have used the fact that the second term in the first min above is clearly greater than the first one and can therefore be neglected, and then we have used an obvious rule (11) maxt0, αu´maxt0, mintα, βuu " maxt0, mintα, α´βuu, for α, β P R, to simplify the expression containing the two minima. Now, we apply a flip in the third variable, i.e. the transformation u 3 Þ Ñ 1´u 3 , on A 2 :
It is clear that A 3 can be obtained from A 2 by exchanging indices 2 and 3, so after performing the two transformations u 2 Þ Ñ 1´u 2 and u 3 Þ Ñ 1´u 3 (in any order), we get by analogy with the result above:
It remains to transform the last term A 4 , first by flipping the second variable, i.e. u 2 Þ Ñ 1´u 2 :
In the considerations above, we have first neglected φ2p1q " 1, clearly no smaller than the other two compared quantities of the first min; then we have used Rule (11) with α " mintφ1pu 1 q, φ3pu 3 qu and β " φ3p1´u 3 q. And finally we flip the third variable, i.e. u 3 Þ Ñ 1´u 3 in A 4 :
A 4 Þ Ñ´Cpφ 1 pu 1 q, 1, 1q maxt0, mintφ1pu 1 q´φ2p1´u 2 q, φ3p1q´φ2p1´u 2 quù Cpφ 1 pu 1 q, 1, 1q maxt0, mintφ1pu 1 q´φ2p1´u 2 q, φ3p1´u 3 q´φ2p1´u 2 quu " Cpφ 1 pu 1 q, 1, 1q maxt0, mintφ1pu 1 q´φ2p1´u 2 q, φ1pu 1 q´φ3p1´u 3 quu and use the above considerations. We have thus transformed maxmin copula T of (10) into reflected maxmin copula
The second factor above reminds us of the reflected copula related to C, but not quite yet. In order do get a better expression we need to replace the generating functions of the maxmin copula and their auxiliary functions with the according reflected maxmin generators and their auxiliaries. It is clear that when we follow (3) we have to use the φ Þ Ñ f transformation rule for the generator of index i " 1 and ψ Þ Ñ g ! 0, mintpu 1 u 2´f1 pu 1 qf 2 pu 2p f 3 pu 3 q, pu 1 u 3´f1 pu 1 qf 3 pu 3p f 2 pu 2 qu
) .
In Figures 4 to 7 we give examples of 3D scatterplots of reflected maxmin copulas. Generating functions for scatterplot in Figure 4 are functions f i pu i q " 1 2 p1´u i q and C is product copula. In the figure there are three different views of the same scatterplot. The copula has 1-dimensional and 2-dimensional singular components. 1-dimensional singular component lies on the curve u 2 " u 3 " 1´u 1 1`3u 1 . 2-dimensional singular components lie on the surfaces u 2 " 1´u 1 1`3u 1 , u 3 " 1´u 1 1`3u 1 and u 2 " u 3 . The zero set of the copula is the set Z " tpu 1 , u 2 , u 3 q P r0, 1s 3 :
On the complement of the union of the zero set and the singular components the third mixed derivative of the copula exists and is positive.
Generating functions for scatterplot in Figure 5 are functions f 1 pu 1 q " mintu 1 , 1´u 1 u and f i pu i q " 1´u i for i " 2, 3 and C is product copula. The copula has 1-dimensional and 2-dimensional singular components. 1-dimensional singular component lies on the curve u 2 " u 3 " 1´u 1 for u 1 ě 1 2 . 2-dimensional singular component lies on the surface u 2 " u 3 for u 1 ď 1 2 and u 2 ě 1 2 . The third mixed derivative of the copula is zero where it exists.
Generating functions for scatterplot in Figure 5 are functions f 1 pu 1 q " mintu 1 , 1´u 1 u and f i pu i q " 1´u i for i " 2, 3 and C is product copula. Generating functions for scatterplot in Figure 6 are functions f 1 pu 1 q " mintu 1 , 1´u 1 u, f 2 pu 2 q " 1´u 2 , f 3 pu 3 q " 1 2 p1´u 3 q and C is product copula. The copula has 1-dimensional and 2-dimensional singular components. 1-dimensional singular component lies on the curve u 2 " 1´u 1 , u 3 " 1´u 1 1`u 1 for u 1 ě 1 2 . 2-dimensional singular components lie on the surfaces u 2 " 1´u 1 , u 3 ě 1´u 1 1`u 1 for u 1 ě 1 2 and u 3 " u 2 2´u 2 for u 1 ď 1 2 and u 2 ě 1 2 . The third mixed derivative of the copula exists and is positive on the region tpu 1 , u 2 , u 3 q P r0, 1s 3 : u 1 ă 1 2 and u 3 ą u 2 2´u 2 u. In the figure there are three different views of the same scatterplot. Figure 7 are functions f 1 pu 1 q " mintu 1 , 1´u 1 u, f 2 pu 2 q " 1´u 2 , f 3 pu 3 q " 1 2 p1´u 3 q and Cpu 1 , u 2 , u 3 q " M pu 1 , u 2 , u 3 q " mintu 1 , u 2 , u 3 u. The copula has 1-dimensional and 2dimensional singular components. 1-dimensional singular component lies on the curve u 2 " 1´u 1 , u 3 " 1´u 1 1`u 1 for u 1 ě 1 2 . The first 2-dimensional singular component lies on the surface u 2 " 1´u 1 , u 3 ě 1´u 1 1`u 1 for u 1 ě 1 2 , the second lies on u 2 ě 4u 1´1 2u 1 , u 3 " u 2 2´u 2 for u 1 ď 1 2 , u 2 ě 1 2 , and the third lies on u 3 " 4u 1´1 for u 1 ď 1 2 ,
The third mixed derivative of the copula is zero where it exists. In the figure there are two different views of the same scatterplot. After we did all this for one important case of n " 3, we can go for general n.
Multivariate reflected maxmin copulas: the general case
Recal the formula on [10, p. 166] that we transformed in Section 5 into (14) . In order to do that for general n, we first derive the general formula in the form of (12) . We need to specify in what sense the inclusion-exclusion principle is made on the copula C:
Theorem 15. Let T pΦ, Cqpuq be a maxmin n-copula with p maxima and n´p minima. Then its reflected maxmin copula takes the form
Here, in the last displayed equation, we use one of the standard notations for the inclusion-exclusion principle formula. So, z denotes a vector of zeros and ones whose entries are indexed by i P tp`1, . . . , nu, and φ i p1´u i q z i " " 1, if z i " 0; φ i p1´u i q, if z i " 1.
The notation above means that we are taking into account all the possible vectors of the kind.
Proof. First recall Formula [10, (4.4 
)]
T pΦ, Cqpuq " ÿ KĎS C`Φpuq t1:puYK c˘max 0, min Φ˚puq t1:puYK (´m ax tΦ˚puq K c u ( , where S " tp`1, . . . , nu. Take a single term of T for some K Ď S with |K| " r, and denote it by T K . Without loss of generality we may assume that K " tp1 , . . . , p`ru and K c " tp`r`1, . . . , nu. To somewhat simplify the notation in what follows we introduce r C :" C pφ 1 pu 1 q, . . . , φ p pu p q, 1, . . . , 1, φ p`r`1 pu p`r`1 q, . . . , φ n pu nand φ i :" φ i pu i q. Then T K equals We start by transforming the variables with indices in K. Apply transformation u p`1 Þ Ñ 1´u p`1 to term T K to get:
T K,tp`1u :" r C max 0, min`φj´φk˘( r C max 0, min φj´φk, φp`1p1´u p`1 q´φk (( " r C max 0, min φj´φk, φj´φp`1p1´u p`1 q (( , where the three inside minima are all taken over j P t1, . . . , p`ruztp`1u and k P tp`r`1, . . . nu. (Note that we have used Rule (11) here and will be doing so similarly in what follows.) Next, apply transformation u p`2 Þ Ñ 1´u p`2 to term T K,tp`1u to get:
T K,tp`1,p`2u :" r C max 0, min φj´φk, φj´φp`1p1´u p`1 q (( r C max 0, min φj´φk, φj´φp`1p1´u p`1 q, φp`2p1´u p`2 q´φk, φp`2p1´u p`2 q´φp`1p1´u p`1 q (( " r C max 0, min φj´φk, φj´φp`1p1´u p`1 q, φj´φp`2p1´u p`2 q (( , where the inside minima are taken over j P t1, . . . , p`ruztp`1, p`2u and k P tp`r`1, . . . nu. We proceed inductively on the index of transformation variable up to p`r to get the intermediate result . Now, we start performing the transformations of variables with indices in K c . So far, the factor corresponding to the copula C has not been changing. From now on it will change, but only in indices from p`r`1 on. To somewhat simplify the notation we introduce: q Cpu p`r`1 , . . . , u n q " Cpφ 1 , . . . , φ p , 1, . . . , 1, u p`r`1 , . . . , u n q First, apply transformation u p`r`1 Þ Ñ 1´u p`r`1 on the last term T K,K above:
T tp`r`1u K,K :" q Cp1, φ p`r`2 , . . . , φ n q max 0, min φj´φk, φj´φ˚ p1´u q, φj´1 (( q Cpφ p`r`1 p1´u p`r`1 q, φ p`r`2 , . . . , φ n qm ax 0, min φj´φk, φj´φ˚ p1´u q, φj´φp`r`1p1´u p`r`1 q (( , where the two inside minima are to be taken over j P t1, . . . , pu, k P tp`r`2, . . . , nu, and P tp`1, . . . , p`ru. Note that φj´1 ă 0, so that only the second term of the expression above stays. By applying the transformation u p`r`2 Þ Ñ 1´u p`r`2 to the expression under consideration, we get T tp`r`1,p`r`2u K,K
:"´q Cpφ p`r`1 p1´u p`r`1 q, 1, φ p`r`3 , . . . , φ n qm ax 0, min φj´φk, φj´φ˚ p1´u q, φj´1 (( q Cpφ p`r`1 p1´u p`r`1 q, φ p`r`2 p1´u p`r`2 q, φ p`r`3 , . . . , φ n qm ax 0, min φj´φk, φj´φ˚ p1´u q, φj´φp`r`1p1´u p`r`1 q, φj´φp`r`2p1´u p`r`2 q (( , where the inside minima are taken over j P t1, . . . , pu, k P tp`r3 , . . . , nu, and P tp`1, . . . , p`ru. Similarly as above we see that only the second term stays. Again, we proceed inductively to get the final result for the transformed term:
T K c K,K :" p´1q n´pp`rq Cpφ 1 , . . . , φ p , 1, . . . , 1, φ p`r`1 p1´u p`r`1 q, . . . , φ n p1´u n qqm ax $ & % 0, min jPt1,...,pu kPtp`1,...,nu`φj´φk p1´u k q˘, .
-.
The desired reflected maxmin copula T σ is then the sum of all the terms of the kind. We first observe that the second factor of this term (i.e. the one that does not correspond to C), is independent of the choice of K, so that we can take it out from the summation. The sum of the first factors, on the other hand, follows a certain well-known pattern called inclusion-exclusion principle. This factor of each term is of the form Cpφ 1 pu 1 qq, . . . , φ p pu p q, φ p`1 p1´u p`1 q z p`1 , φ n p. . . , p1´u n q zn q, where z is any function z : tp`1, . . . , nu Þ Ñ t0, 1u, and p1´u p`1 q z j means p1´u p`1 q z j " "
1´u p`1 , if z j " 1; 1, if z j " 0.
