1/2 be the distance function to the origin O ∈ R 2 , and let us fix δ > 0. We consider the ''Schrödinger-type mixed boundary value problem'' −∆u + δr
1/2 be the distance function to the origin O ∈ R 2 , and let us fix δ > 0. We consider the ''Schrödinger-type mixed boundary value problem'' −∆u + δr severely limits the regularity of the solution u. This affects the rate of convergence to u of the finite element approximations u S ∈ S obtained using a quasi-uniform sequence of meshes. We show that a suitable graded sequence of meshes recovers the quasi-optimal convergence rate u − u n H 1 (Ω) ≤ C dim(S n ) −m/2 f H m−1 (Ω) , where S n are the FE spaces of continuous, piecewise polynomial functions of degree m ≥ 1 associated to our sequence of meshes and u n = u Sn ∈ S n are the FE approximate solutions. This is in spite of the fact that u ∈ H m+1 (Ω) in general. One of the main results of our paper is to show that the singularities due to the potential and the singularities due to the singularities of the domain or to the change in boundary conditions can be treated in the same way. Our proof is based on regularity and well-posedness results in weighted Sobolev spaces, with the weight taking into account all singularities (including the ones coming from the potential). Our regularity results apply also to operators with weaker singularities, like the Schrödinger
Introduction
Let Ω ⊂ R 2 be a bounded polygonal domain. We assume that a finite set of points S ⊂Ω was fixed and let R(x) := Q ∈S |x − Q | 2 , where |x − Q | denotes the Euclidean distance from x to Q . We also assume that a smooth function V :Ω S → R is given such that the product RV extends to a smooth function onΩ. We define H := −∆ + V .
(
The typical example we have in mind is H = −∆ + δr −2 , where δ > 0 and r(x) := |x − O| = |x| is the distance from x to the origin O. In this typical example, S consists of a single point, S = {O}, O ∈Ω. The origin O is not required to be a vertex of Ω.
We are interested in studying the Finite Element approximations of the solutions to the Schrödinger-type mixed boundary value problem Hu = f in Ω, ∂ ν u = 0 on ∂ N Ω, and
for a disjoint decomposition of the boundary ∂Ω = ∂ D Ω ∪ ∂ N Ω into a region with Dirichlet and, respectively, Neumann boundary conditions. Equations of this kind appear in Quantum mechanics in the form of Schrödinger equations with centrifugal potentials [50, 49] and in fluid dynamics [43] . Therefore, the study of the regularity and of the numerical approximation of the solutions of our Schrödinger-type mixed boundary value problem, Eq. (2), are of practical importance. Non-homogeneous boundary conditions can also be treated by reducing to homogeneous boundary conditions.
The case when V is non-singular is well understood, so we shall mainly concentrate on the case when V has non-trivial singularities of the form δr −2 . In this case, the usual theorems on the well-posedness of elliptic boundary value problems in the usual Sobolev spaces [29, 42, 52, 60] do not apply. In fact, the solution u of Eq. (2) will have limited Sobolev regularity near the points Q ∈ S, near the vertices of Ω, or near the points where the type of the boundary conditions changes. This is an issue, because, as is well known, the lack of regularity of the solution u slows down the convergence rate for the numerical approximation in the Finite Element Method when quasi-uniform meshes are used. It turns out, however, that the difficulties caused by the singularities of our potential V are of the same nature as the singularities caused by the vertices of Ω or by the presence of mixed boundary conditions. This observation is the starting point for the work presented in this paper.
Many papers were devoted to the analysis of the singularities of (2) arising from the non-smoothness of the boundary when the potential V is smooth, see for example the monographs [26, 31, 35, 36, 51] and the references within. See also the research papers [5, 13, 17, 24, 25, 33, 34, [44] [45] [46] 54, 62] . The numerical approximation of the solutions of (2) for V = 0 was studied in a very large number of papers, including [3, 4, 8, 11, 12, 24, 27, 53, 56] . The case of the Schrödinger operator with a magnetic potential on a polygonal domain was studied in [16] . A good introduction to the various methods for treating corner singularities in the plane can be found in [59] .
Significantly less papers were devoted to the case of singular coefficients. Nevertheless, techniques for the estimation of the finite element approximation for boundary value problems with singular coefficients can be found in the papers of Eriksson and Thomée [28] , Franchi and Tesi [30] , Li [39] , and in the references therein. Also, Bespalov and Rukavishnikov [15, 57] studied the p-version finite element approximation in the case when V has a single singularity at the origin, if the origin is a boundary point. Arroyo, Bespalov and Heuer [7] investigated the finite element method in some low-order weighted space for equations with singular coefficients of a different type than ours. These approaches to approximating solutions of partial differential equations with singular coefficients are thus seen to depend on the characters of the singularities.
In this paper, we provide a unified numerical treatment of the difficulties caused by the singularities of the coefficients, the geometry of the domain, and the boundary conditions in the framework of weighted Sobolev spaces. These weighted Sobolev spaces are defined to take into account all the singularities (introduced by the domain, by the change of boundary conditions, and by the singularities of V ). In order to introduce these weighted Sobolev spaces, let us first notice that the assumption that RV extends to a smooth function onΩ continues to be satisfied if we increase the set S of singular points (used to define R := Q ∈S |x − Q | 2 ). We shall assume therefore from now on that S also contains all vertices of Ω and all points where the boundary conditions change from Dirichlet to Neumann.
Let ϑ(x) be the distance from x to S. Also, let m ∈ N ∪ {0}, N := {1, 2, . . .}, and a ∈ R. Then we define the mth weighted Sobolev space on Ω with index a by
One can allow the index a to be different at every point of S, as in [26, 35, 40, 54] for instance, but we shall not pursue this simple generalization in order not to complicate the notation.
Let us denote by (v 1 , v 2 ) the L 2 -inner product of two functions v 1 , v 2 . Also, let us introduce the space V of our weak formulation by
The weak solution u ∈ V of our Schrödinger-type mixed boundary value problem, Eq. (2), is then defined by we also establish the well-posedness of the boundary value problem (2) , that is, we establish the existence of a unique solution u depending continuously on the data f . See Babuska and Aziz [9] , Bacuta, Nistor, and Zikatanov [13] , Costabel and Dauge [24] , Kondratiev [34] , Lubuma and Nicaise [44] , Mazzucato and Nistor [46] , Nicaise [54] or the monographs [26, 35, 36, 51] for related results.
By analogy with the definition of the weak solution of (2), the discrete solution
of (2) is defined as usual by
Using our well-posedness results on Eq. (2), we shall exhibit a simple, explicit construction of a sequence of meshes T n on Ω, suitably graded towards each singular point Q ∈ S that provides quasi-optimal rates of convergence for the finite element method applied to H := −∆ + V in the following sense. Let S n ⊂ V be the sequence of Finite Element Spaces consisting of continuous functions on Ω that coincide on each triangle of the mesh T n with a degree m polynomial and vanish on ∂ D Ω ∪ S. Let u n := u S n ∈ S n be the corresponding discrete solutions. Then
where f ∈ H m−1 (Ω), m ≥ 1, is otherwise arbitrary and C is a constant that depends on Ω and m, but not on n or f (we do not assume u ∈ H m+1 (Ω)). Therefore we recover the optimal rate of convergence that is expected for smooth solutions [6, 9, 21, 59 ].
This is the content of Theorem 4.11, which is the main result of the paper.
The rest of this paper is organized as follows. In Section 2, we introduce the weighted Sobolev spaces K m a (Ω) used in this paper and study their properties. We also introduce in this section notation that will be used throughout this paper. In Section 3, we prove our theoretical results on the regularity and well-posedness of the solution u of Eq. (2) in the spaces K m a (Ω). Moreover, we shall prove that, under certain additional mild assumptions on the potential V , the operator (8) with the exception of a in a certain countable subset. Moreover, for |a| small enough (and under a few mild additional assumptions), we show that H is an isomorphism. This isomorphism is crucial for the construction of finite subspaces to obtain the quasi-optimal rates of convergence.
Beginning with Section 4, we address numerical implementation. We first construct a sequence of meshes T n , suitably graded towards the vertices, and we analyze the finite element solutions u n = u S n defined by the variational form, Eq. (6).
The main result of this paper is to prove that the sequence u n satisfies quasi-optimal rates of convergence, namely Eq. (7), see Theorem 4.11.
In Section 5, we present numerical tests on some model problems on different polygonal domains. We assume for simplicity that S consists of a single singular point Q of V , and we consider both the cases when Q is an internal point or a point on the boundary. For both cases, we compare the rates of convergence of the numerical solutions on different meshes. Our tests suggest quasi-optimal rates of convergence and are in complete agreement with our theoretical results.
Weighted Sobolev spaces
Throughout this paper, by Ω ⊂ R 2 we shall denote a bounded polygonal domain. For simplicity, we do not consider cracks, curved boundaries, or other pathologies, although they could be treated as in this paper, using also the techniques of [26, 40] .
As we have explained in the Introduction, it is more convenient to consider the Schrödinger-type mixed boundary value problem (2) in weighted Sobolev spaces. In this section, we shall introduce the weighted Sobolev space K m a (Ω) and establish their needed properties. More results on Sobolev spaces with weights can be found in [1, 11, 26, [34] [35] [36] [37] 55] .
In this paper, we shall consider only real Hilbert spaces.
Notation
We adopt the standard notation for the usual, real valued Sobolev space H m (Ω) on Ω, [29] , for m ∈ N ∪ {0},
.
Let us now review the definition of the weighted Sobolev spaces used in this paper. Recall that the definition of our weighted Sobolev spaces depends on the choice of a subset S = {Q 0 , . . . , Q v } ⊂Ω, as in the Introduction. Also, recall that we assume that the set of vertices of Ω and the set of points where the boundary conditions change are both contained in S. In the following definition of the weighted Sobolev spaces K m a (Ω), we want to replace the weight ϑ with a smoothed version, denoted by ρ. The following remark explains how this is done. Remark 2.1. Let us denote by l the minimum of the non-zero distances from a point Q ∈ S to an edge of Ω. Let
where B(Q i ,l) denotes the ball centered at Q i ∈ S with radiusl. Note that the sets
The quotients ρ/ϑ and ϑ/ρ are bounded, and we can replace ϑ with ρ in all the definition of the weighted Sobolev spaces. In particular, this leads to the following equivalent definition of the weighted Sobolev spaces:
For any open set G ⊂ Ω and any v :
. In particular, the inner product on the Hilbert space 
Proof. We note that Ω O is a subset of Ω, whose closure is away from all Q i ∈ S. According to the definitions of ρ and l, ρ ≥l/2 on Ω O. Thus, the H m -norm and the K m a -norm are equivalent on this region, since ρ is smooth and bounded from above and from 0.
On the region V i , the differential operators ∂ x and ∂ y can be written in terms of r and θ , the variables in the polar coordinates centered at Q i ,
Since ρ = r on V i , we have
We have a similar formula expressing r∂ r and ∂ θ in terms of r∂ x and r∂ y , which provides us with the opposite inequality and completes the proof. 
This lemma leads to the following isomorphism between weighted Sobolev spaces.
a+b by checking the inequalities below, 
To complete the proof we also notice that the inverse of multiplication by ρ b is multiplication by ρ −b , which is also continuous. 
Recall that
(Ω) and
Proof. Direct calculation.
LetG ⊂ Ω S be a compact subset of Ω. Note that there exists a constant C > 0, such that ρ ≥ C onG. Then, the following lemma asserts that the H m -norm and the K Proof. We note that ρ is smooth and bounded below by ξ onG. Then, the proof follows the definitions of K m a and H m .
We have the following simple comparison property of
, if a ≥ m, and
Proof. A direct calculation using Lemma 2.6.
We shall need the extension of Lemma 2.8 to the entire domain Ω, which reads as follows. Recall that we denote Proof. We shall show that there is C > 0 such that
. Adding all the similar inequalities completes the proof.
Let us say a few words about the boundary weighted Sobolev spaces (12) where S ⊂ ∂Ω is a union of closed sides of Ω. Each side can be identified with I = [−1, 1], so it is enough to define
For s ∈ [0, ∞) we define K s a (I) by interpolation, and for s < 0 we extend this definition by duality: [1, 2, 13, 46, 37, 61] .
It was shown that
is a continuous surjective map, a result that generalizes the usual property of the trace map for smooth, bounded domains. A similar result holds for the normal derivative, yielding again a continuous and surjective map
See for example [1, 2, 13, 37, 46, 61] . Note that, although it is enough to consider only integral Sobolev spaces in the interior
of Ω, we need also fractional Sobolev spaces in the interior. Fortunately, the usual issues with Sobolev spaces of fractional order of the form ''integer+1/2'' do not arise in the case of the Sobolev spaces on the boundary ∂Ω (they do arise though for the ones on Ω). See [42] for a discussion of these issues in the case of smooth boundaries.
Well-posedness and regularity
In this section, we shall study the well-posedness and the regularity of solutions of the Schrödinger-type mixed boundary value problem (2) in the weighted Sobolev spaces K
Assumptions
The following general assumptions will be satisfied throughout this paper (some of these assumptions have already been mentioned). The reader will be reminded of these assumptions when appropriate. The set ∂ D Ω in our General Assumption corresponds to the part of the boundary where we impose Dirichlet boundary conditions, whereas the set ∂ N Ω corresponds to the part of the boundary where we impose Neumann boundary conditions. This allows us to consider the following slight extension of our Schrödinger-type mixed boundary value problem, Eq. (2), namely, to consider the mixed Boundary Value Problem
where, we recall, H = −∆ + V . Our General Assumption thus shows that the points where the boundary conditions change are contained in S.
We shall make the following simplifications of the mixed Boundary Value Problem (16 (16) defined in the following weak sense: 
Regularity
We have the following standard regularity result. Proof. This result is standard, so we include only a sketch. Regularity is a local property, so it is enough to restrict our study close to the points of S where V may have singularities. Close to a vertex Q of Ω where V is non-singular, the result is well known, see [4, 13, 24, 34, 35, 46, 51] . Assume, for simplicity that Q = O, the origin. A simple proof is obtained then by using a radial partition of unity of the form φ n (x) := φ 0 (2 n x) and then applying to the functions φ n u the usual regularity results for smooth domains. Details of this method can be found in [1, 24, 35, 46] , where further references are provided.
It remains to deal with the behavior of u near a point Q ∈ S where V is singular. If Q is on the boundary or a vertex, then the proof is exactly the same as for the case when Q is vertex and V is non-singular at Q . When Q is an interior point of Ω, the proof is again very similar to the case when Q is a vertex, but this time one uses the simpler elliptic regularity results on R 2 applied to the functions φ n u. (One can also think of this case as using periodic boundary conditions.) This regularity result for H gives right away by induction the following regularity result for eigenfunctions, which we hope will be useful for the numerical determination of the eigenvalues and eigenfunctions of H.
Well-posedness
Now, we shall prove the existence and uniqueness of the solution of the mixed Boundary Value Problem (2) in weighted Sobolev spaces. (This is the well-posedness of this problem in the sense of Hadamard.) The well-posedness is not satisfied, in general, if only the General Assumptions are satisfied, so we need to include a few hypothesis on V in the following theorem. (5) and (17)). We prove below this strict coercive property. We assume the functions to be real.
First, we need to show that the bilinear form
. Since ρ = r in the neighborhood V i of Q i ∈ S and RV is continuous on V i , we have |V | ≤ C ρ −2 . Therefore, the Cauchy-Schwarz inequality
, for C > 0 not depending on u or v. We prove strict coercivity of a(·, ·) on each V i and on Ω O, O = ∪V i /2, respectively. Assume ∂ D Ω is not empty, then, on the later set, our desired inequality is just the usual Poincaré inequality. The case when V ≥ 0 but is not identically zero is similar. Then, we shall verify the following inequality on every V i .
Assume first that Q i is a vertex with angle α i ∈ (0, 2π ) and at least one side of Q i has Dirichlet boundary conditions.
Then, V i can be locally characterized in polar coordinates with Q i at the origin by
]dxdy. Therefore, it suffices to show
Assume that the positive x-semiaxis corresponds to the side with Dirichlet boundary conditions (this is where we need the assumption that there are no adjacent Neumann sides). The one-dimensional Poincaré inequality for θ on V i then gives, for each fixed r,
By integrating in polar coordinates, we have
On the other hand, if Q i ∈ S ∩ Ω (that is, if Q i is an interior point) or if Q i is a point separating two adjacent sides endowed with Neumann boundary conditions, we have V ≥ δr −2 , δ > 0 (this is where we use the assumption RV (Q i ) > 0). We can no longer use the one-dimensional Poincaré inequality, but do not need it either, because we can write
, for δ > 0 small enough (after we decrease the neighborhoods V i , if necessary). The strict coercivity of H (or of the bilinear form a) on V follows by adding all these inequalities.
The Lax-Milgram Lemma then proves that H : V → V * is an isomorphism, which is our result for m = 0 and a = 0.
We next use the continuity of the family ρ Hρ − : V → V * and Lemma 2.5 to prove the result for m = 0 and |a| < η, for some η that depends only on the domain and the operator H. Theorem 3.1 shows that if the result is true for (0, a), then it is true also for (m, a). This completes the proof.
An application to the finite element method
The proof of our well-posedness result leads to an important application to the Finite Element approximations of the solution u or the mixed Boundary Value Problem (16) . We shall assume therefore that in this subsections the assumptions of Theorem 3.3 are satisfied.
Recall the bilinear form a(u, v) = (∇u, ∇v) + (Vu, v) first defined in the Introduction, Eq. (5) Proof. This is nothing but another way of stating that the assumptions of the Lax-Milgram theorem are satisfied by the bilinear form a on V × V, which we checked in the proof of Theorem 3.3 Remark 3.5. In case Ω ∩ S = ∅ and there are no Neumann/Neumann corners, then the energy norm a is also equivalent to the H 1 semi-norm |χ | H 1 := ∇χ L 2 . This is well known (see, for example, [13] and the references therein).
Let us fix a subspace S ⊂ V. In our applications, S will be a finite-dimensional subspace defined using a typical Finite Element procedure starting from a mesh (or triangulation) of our domain. This is however not necessary for the following ''Céa-type Lemma''. Recall that u S ∈ S denotes the discrete solution of (16) . Given suitable f and g N , the discrete solution u S ∈ S is defined by Estimates on inf χ∈S u − χ K 1 1 , for suitable subspaces S, will be obtained in the following section, Section 4. These estimates depend, to a certain extend, on η, so we now provide a determination of the optimal value of η in Theorem 3.3.
Determination of η
For our constructions, it may be necessary to have estimates on η. In fact, it turns out that in two dimensions it is possible to explicitly determine the optimal value of η in Theorem 3.3. To this end, let us define
for any Q i ∈ S. By freezing the coefficients of H to Q i , we see that the behavior of the solution u on V i is controlled by −∆ + δ i /r 2 or, more precisely, by its operator pencil's spectrum Σ i [34, 35] , which we proceed to describe. We shall denote by ı := √ −1. The operator pencil P i (τ ) (or indicial family) associated to H at Q i is defined by
where φ(θ ) is an arbitrary smooth periodic smooth function of period 2π . Using the formula ∆ = r −2 (r∂ r ) 2 , we obtain
We shall distinguish four cases, the case when Q i is an interior point and the three cases corresponding to Q i on the boundary and to the three possible choices for boundary conditions on the two sides abutting to See [38, 58] and the references therein for the case of interior singularities due to the potential V , where no boundary is involved (in which case, a suitable pseudodifferential calculus immediately gives the desired Fredholm condition). See also Theorem 4.1 in Schwab's book [59] for the relation with singular functions in the case when Q 1 is on the boundary. 
Recall that a continuous operator
for all a ∈ ∪ i Σ i , with 'res' being the restriction operator to ∂ D Ω.
We are now ready to determine the value of η in Theorem 3. Proof. We shall use the notation and the ideas of the proof of Theorem 3.3. As in the proof of that theorem, we can assume m = 0. Let H a = ρ a Hρ −a . The operator H a is invertible precisely whenH a is invertible (because we have assumed m = 0 and the trace map is continuous and surjective). It is enough then to show that H a is invertible if |a| < η 0 , since H a is not Fredholm for a = η 0 .
Let us therefore assume that |a| < η 0 . Then H a is Fredholm, by Theorem 3.7. Theorem 3.3 states thatH a is invertible for a = 0. By the homotopy invariance of the index,H a is Fredholm of index zero for |a| < η 0 .
Let us notice next that the domain ρ a V of the operator H a decreases as a increases. Hence, the kernel of H a decreases as a increases. We therefore conclude that H a is injective for 0 ≤ a < η. Since it has index zero, it is in fact an isomorphism.
Since H * a = H −a , we obtain the invertibility of H a for −η < a ≤ 0 as well. This completes the proof. See the Appendix for the case when η 0 = 0.
All the results above extend to the case of piecewise smooth domains (i.e., curvilinear polygonal domains).
Estimates for the finite element method
From now we shall fix the degree of approximation m ≥ 1. We shall also assume that the operator H satisfies the assumptions of Theorem 3.3. This means that V ≥ 0, that VR(Q ) > 0 at the interior points of S and at the Neumann/Neumann vertices, and that the General Assumptions introduced in the previous section are satisfied. Our goal is to apply the Finite Element method to approximate the solution u of our Schrödinger-type mixed boundary value problem (2) (this is the same equation as the mixed Boundary Value Problem (16) of the previous section with g D = 0 and g N = 0, that is, with zero boundary data).
Let m ∈ N be our fixed constant. In this section, we construct a sequence of meshes T n with S n the associated Finite Element spaces of piecewise polynomials of degree m and prove that T n yields quasi-optimal rates of convergence for the sequence of finite element approximations u n := u S n of u. Namely,
The proof of this estimate is part of our main theorem, Theorem 4.11.
Quasi-optimal rates of convergence for elliptic problems with smooth coefficients on polygonal domains were obtained before in [4, 11, 13, 26, 47, 56] using adaptive meshes (usually graded meshes, like in this paper). We shall thus concentrate our attention on the refinement of our meshes close to the interior singularities of V . Around the other points of S, we shall use the grading explained in [13, 41] .
Approximation away from the singular set S
In this subsection, we approximate the solution u far from the singular points, so we ignore the role of the singular set S. In particular, although the results and constructions of this subsection are formulated for Ω, often they will be used for a subpolygon G ⊂ Ω. We first need to recall the following well-known approximation theorem [9, 21, 23, 59] .
Let T = {T } be a mesh, that is a triangulation of Ω with triangles T . We shall denote byS(T , m + 1) the Finite Element space associated to the degree m Lagrange triangle. That is,S(T , m + 1) consists of all continuous functions χ :Ω → R such that χ coincides with a polynomial of degree ≤ m on each triangle T ∈ T . (The smaller subspace S(T , m+1) :=S(T , m+1)∩V will be used in our approximation results in the following subsections. It is more convenient in this subsection to use the larger subspaceS(T , m + 1), though. This also allows for more general results.)
We shall denote by u I = u I,T ,m+1 ∈S(T , m + 1) the Lagrange interpolant of u ∈ H 2 (Ω). Let us recall the definition of u I,T ,m+1 for the benefit of the reader. First, given a triangle T , let [t 0 , t 1 , t 2 ] be the barycentric coordinates on T . The nodes of the degree m Lagrange triangle T are the points of T whose barycentric coordinates [t 0 , t 1 , t 2 ] satisfy mt j ∈ Z. The degree m Lagrange interpolant u I,T ,m+1 of u is the unique function u I,T ,m+1 ∈S(T , m + 1) such that u = u I,T ,m+1 at the nodes of each triangle T ∈ T . The shorter notation u I will be used only when only one mesh is understood in the discussion (recall that m is fixed). We now want to extend the above results close to the vertices. While the final estimates will be given in the next subsection, we include here a few more intermediate results. Let us fix for the rest of this subsection a point Q i ∈ S. We shall need to study the local behavior with respect to dilations of a function v ∈ K m a = K m a (Ω) with support in the neighborhood V i of Q i ∈ S. Therefore, for the sake of simplicity, we shall consider a new coordinate system that is a simple translation of the old xy-coordinate system with Q i now at the origin of the new coordinate system. Let G ⊂ V i be the subset, such that ρ ≤ ξ ≤l on G. For 0 < λ < 1. We let G := λG. Then, we define the dilation of a function on G in the new coordinate system as follows, 
which completes the proof.
We continue to fix the point Q i ∈ S. Let V i := Ω ∩ B(Q i ,l), be as in Eq. (9) and T ξ ⊂ V i be a triangle with the biggest edge of length = ξ . We assume that Q i is a vertex of T ξ . Denote by T κξ ⊂ T ξ the sub-triangle of T ξ that has Q i as a vertex as well, is similar with T ξ with the ratio of similarity κ, 0 < κ < 1 and has all sides parallel to the sides of T ξ . Then, T ξ is divided into the small triangle T κξ that has the common vertex Q i with T ξ , and the trapezoid between the two parallel edges. We then have the following estimate near Q i . 
, and u. Proof. We use Lemma 4.3 with λ = ξ /l. Recall the dilation function u λ (x, y) = u(λx, λy), and note that dilation commutes with interpolation in the sense that u Iλ = u λI , with the first interpolant defined using the mesh T and the second interpolant defined using the dilation of this mesh by λ. Thus, we can apply Proposition 4.2 to the region
where the last inequality is from Lemma 2.6.
Construction of the finite element spaces
Recall that m is fixed and that
The condition χ = 0 on ∂ D Ω in the above equation is due to the fact that our main variational space V consists of functions that vanish on ∂ D Ω. The condition χ = 0 at S is due to the fact that a(χ , χ ) < ∞ for all χ ∈ V.
Recall that we want to construct a sequence of meshes T n , with Finite Element spaces S n := S(T n , m + 1), such that the sequence u n := u S n ∈ S n of Galerkin approximations of the solution u for our Schrödinger-type mixed boundary value problem, Eq. (2), satisfies
We shall achieve this quasi-optimal rate of convergence by considering a suitable grading close to the points of S. The proof will be based on estimating the error in weighted Sobolev spaces. At the boundary, the estimates are well known [4, 11, 13, 56] , so we shall now concentrate at an interior point Q i
where V is singular. The meshes T n that are used to define the spaces S n = S(T n , m + 1) will be constructed by successive refinements and will have the same number of triangles as the meshes obtained by the usual mid-point refinement.
Let η = min|Σ j |, which satisfies Theorem 3.3, by Proposition 3.8. From now on, we shall assume that the right-hand side f of Eq. (2) satisfies the condition f ∈ H m−1
Therefore the solution u of Eq. (2) satisfies
by Theorem 3.3. We now introduce our refinement procedure. Recall that the vertices of Ω and the points where the boundary conditions change are contained in S. Definition 4.5. Let κ ∈ (0, 1/2] and T be a triangulation of Ω such that no two vertices of Ω belong to the same triangle of T .
Then the κ refinement of T , denoted κ(T ) is obtained by dividing each edge AB of T into two parts as follows. If neither A nor B is in S, then we divide AB into two equal parts. Otherwise, if say A is in S, we divide AB into AC and CB such that |AC| = κ|AB|. This will divide each triangle of T into four triangles (see Fig. 1 ).
We now introduce our sequence of meshes. Recall thatl > 0 was introduced in Remark 2.1 and 4l is not greater than the distance from a point Q in S to an edge of Ω that does not contain it. Definition 4.6. For a fixed m = {1, 2, . . .}, we define a sequence of meshes T n as follows. The initial mesh T 0 is such that each edge in the mesh has length ≤l/2 and every point in S has to be the vertex of a triangle in the mesh. In addition, we chose T 0 such that there is no triangle in T 0 that contains more than one point in S. Then we define by induction T n+1 = κ(T n ) (see Definition 4.5). We shall denote by
the degree m Lagrange interpolant associated to u ∈ C(Ω) and the mesh T n on Ω.
Note that near the vertices, our refinement coincides with the ones introduced in [4, 11, 13, 56] .
We now investigate the approximation properties afforded by the triangulation T n close to a fixed point Q i ∈ S. We also fix a triangle T ∈ T 0 that has Q i as a vertex. Let us denote by T κ j = κ j T ⊂ T the small triangle belonging to T j that is similar to T with ratio κ j , has Q j as a vertex, and has all sides parallel to the sides of T . Then T κ j ⊂ T κ j−1 . Moreover, since κ < 1/2 and the diameter of T is ≤l/2, we have
Let N be the level of refinement. In all the statements below, h 2 −N , in the sense that they have comparable magnitudes. In particular, we can replace h with 2 −N in all the estimates below, possibly by increasing the constants. A good choice is
−N , where h 0 is the initial mesh size. We shall need the following general lemma.
Lemma 4.7. We have
, for a > 0, and hence every function u ∈ K 2 1+a is continuous and vanishes on S.
(G) . The constant can be chosen to be independent of j since both norms are dilation invariant (this is obvious for the L ∞ -norm and for the K 
N , where C depends on m and κ, but not on N.
Proof. Let us denote u λ (x, y) = u(λx, λy) with Q i as the origin. 1] be a smooth function that is equal to 0 in a neighborhood of Q i , but is equal to 1 at all the nodal points of T different from the vertex Q i . We introduce the auxiliary function v = χu λ on T . Consequently,
where C depends on m and the choice of the nodal points. Moreover, since u(Q i ) = 0 by Lemma 4.7, the interpolant v I = u λI = u Iλ on T by the definition of v.
This gives
The first and the sixth relations above are due to Lemma 4.3; the fourth is due to Proposition 4.2; and the seventh is based on Lemma 2.6.
We now combine the estimate on T κ N of the previous lemma with the estimates on the sets of the form T κ j T κ j+1 of Proposition 4.4 to obtain the following estimate on an arbitrary, but fixed, triangle T ∈ T 0 that has a vertex in S (the difficult case not handled by Proposition 4.2). We continue to fix a triangle T of T 0 with a vertex Q i ∈ S. 
where C depends on κ, but not on the subset T κ j−1 T κ j . Since the estimate of the interpolation error on T κ N has been given in Lemma 4.8, we complete the proof of Proposition 4.9 by adding up the error estimates on all the subsets
Remark 4.10. Denote by T the union of all the initial triangles that contain singular points of V . Then T is a neighborhood of S in Ω. Moreover, the interpolation error on T also satisfies u
(T) by summing up the estimates in Proposition 4.9 over all the triangles, as long as κ is chosen appropriately.
Here we state our main result, namely the quasi-optimal convergence rate of the numerical solutions on our meshes. Proof. Let T i be the union of initial triangles that contain Q i ∈ S. Recall from Theorem 3.3 that u K m+1 a+1
. We use the previous estimates to obtain
The first inequality is based on Céa's Lemma (Proposition 3.6) and the second inequality is based on the Propositions 4.2 and 4.9.
Then, as a direct result of the theorem above, we have the following estimate on the convergence rate of the finite element solution, which indicates that it is quasi-optimal. 
for a constant independent of f and n.
Proof. Let T n be the triangulation of Ω after n refinements. Then, the number of triangles is O(4 n ) based on the construction of triangles in different levels. Therefore, the dimension of S, dim(S n ) 4 n , for Lagrange triangles. Thus, from Theorem 4.11, the following estimates are obtained,
The proof is complete.
Using that H m−1
, we obtain the following corollary, under the assumptions of the above theorem.
Numerical results
We shall present here some numerical results that will illustrate the effectiveness of our mesh refinement techniques used for numerically solving our Schrödinger-type mixed boundary value problem (2). Our numerical tests will convincingly show that our sequence of meshes achieves quasi-optimal rates of convergence.
As we have seen in Section 3, the singularity of the solution near Q i ∈ S heavily depends on the parameter
and the behavior of the solution u near a singular point Q i ∈ S is local, in the sense that it depends only on local information at Q i . Therefore, we shall assume in this section that H is of the form
as model problems, where r is the distance to the origin O = Q 0 .
We shall consider different values of δ > 0, as well as different positions of the origin on the domain, in order to verify more thoroughly our theoretical results. Note, however, that in the model problems below, we shall chose m = 1, namely, we shall chose piecewise linear functions for the definition of our Finite Element spaces S(T , m + 1) introduced in Eq. (24).
This will make the implementation simpler, while the results will still be quite relevant.
A crucial role in our implementation is played by the parameter κ introduced in the previous section. This is the parameter that controls the way we perform the mesh refinement and thus, together with the initial refinement, completely determines our sequence of meshes. We shall see that a choice of κ in the acceptable range (0, 2 −m/η ) yields quasi-optimal rates of convergence, whereas a choice of κ away from this range will not give quasi-optimal rates of convergence. Since m = 1 in our implementations, the threshold value is 2 −1/η .
Note that κ decreases as η decreases, which explains why we want a good determination of η: a smaller η results in triangles with smaller angles. Intuitively, this seems to be a bad thing, but in practice we have not seen any inconvenience. Our analysis of this issue is far from complete, though. 
Interior singularity
Let us first consider the following two model problems on the square domainΩ :
−∆u + 2r
(So the origin Q 0 is an interior point of the domain in these examples.) Our results show that for the problem (25), the solution is not in H 2 near the origin. Therefore, a special refinement of the mesh is needed near the origin to ensure quasi-optimal rates of convergence in the Finite Element method. To be more precise, from our theory developed above (Eq. (22)), we can take a value of a, such that 0 < a < η = √ 0.5 ≈ 0.707, which makes κ = 2 −1/a < 2 −1/η ≈ 0.375. In fact, a more accurate a priori estimate [34] on the solution gives u ∈ H s for
The situation for the problem (26) is different, a consequence of the regularity of the solution depends on the parameter δ. Based on our method, η = √ 2 ≈ 1.414 > 1, which means the solution is in H 2 , and hence no graded mesh is necessary when using piecewise linear approximating functions. Fig. 2 shows the mesh refinement for some small values of n. Note that we can use uniform meshes near the corners of the domain since they correspond to angles < π. on uniform meshes (κ = 0.5), the convergence rates have slowed down to h 0.718 , which is very close to the theoretical rate 0.707 from our estimates above, and seems to get closer and closer to 0.707. For Eq. (26) , all the convergence rates are of order h 1 , which is also predicted by our theory. 
Boundary singularities
Meanwhile, we also implement numerical tests on the L-shape domainΩ 1 := (−1, 0) × (−1, 1) ∪ [0, 1) × (0, 1) ( Fig. 3) with mixed boundary conditions, where the origin Q 0 is the vertex of the re-entrant corner on the boundary and boundary conditions change type at Q 0 . The model problems are as follows
   −∆u + 1.5r
where ∂ NΩ1 := {(x, y)|x = 0, −1 < y < 0} and ∂ DΩ1 = ∂Ω 1 ∂ NΩ1 . The parameter δ has a big effect on the regularity of the solution in this case as well. For (27) , a similar a priori estimate leads to a solution u ∈ H s for s < 1+ 0.15 + (1/2) 2 (2/3) 2 ≈ 1.511. We also use the formula (22) in Section 3 to determine η = 0.15 + (1/2) 2 (2/3) 2 ≈ 0.511. Thus, to recover the quasi-optimal convergence rates, we can take κ = 2 −1/a for any 0 < a < η, which yields κ < 0.258. The value of η in (28), however, is 1.5 + (1/2) 2 (2/3) 2 ≈ 1.269. Therefore, the solution is in H 2 and the numerical solutions will approximate the real solution in the quasi-optimal rate on uniform meshes near Q 0 . We also note that in all the equations above, the solutions do not possess singularities in H 2 in the neighborhoods of the corners that have acute interior angles.
In Eqs. (27) and (28), the origin is a boundary point with mixed boundary conditions. Then the values of κ for appropriate meshes follow another formula. For Eq. (27), we have found that the convergence rates of the discrete solutions should be quasi-optimal (h 1 ) as long as κ < 0.258, which matches the numerical results in Table 2 perfectly. In addition, the numbers in the column for κ = 0.5, Eq. (27) , are decreasing, and one can expect a convergence rate of order h 0.511 to appear at the end by the regularity of the solution. The second part of Table 2 implies that the convergence rates in Eq. (28) are quasi-optimal for all κ ≤ 0.5, which, once again, verifies the theory.
Numerical integration
One of the additional difficulties in the discretization of Eq. (2) is to perform the numerical integration accurately. Note that the integrations involve the singular term r −2 , which is getting stronger and stronger as r → 0. Our implementations using regular quadrature rules for polynomials in two-dimensions have not worked as desired, probably since the errors are not of a uniform order on triangles that are near the origin. Therefore, instead of quadrature rules in two-dimensions, we first integrate the corresponding function on the reference triangle in one variable, which is analytically exact. Then, we apply Gaussian quadrature on the remaining one-dimensional integral to control the error from the numerical integration. The finest mesh in our numerical tests is obtained after 10 successive refinements of the coarsest mesh and has roughly 2 23 ≈ 8 × 10 6 elements.
The issues arising in numerical integration are probably similar to the similar issues arising in the implementation of the Generalized Finite Element method [10] and in the determination of eigenvalues [14] .
The preconditioned conjugate gradient (PCG) method is used to solve the resulting system of algebraic equations. It would be interesting to study the relevance of our results for the Multigrid method [18] [19] [20] 22, 32, 63] .
Summary
As a brief summary, we have tested our method on four model problems. All the results in the two tables above convincingly show that the theoretical rate of convergence is consistent with our calculations. Therefore, for the Schrödinger-type mixed boundary value problem (2), with the regularity of the solution determined in terms of weighted Sobolev spaces, the convergence rates of the numerical solutions behave like dim(S n ) −m/2 , m = 1, on correctly graded meshes. Standard quasi-uniform meshes exhibit rates of convergence that are less than optimal when the regularity of the solution is less than H 2 (which happens if η < 1).
