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Abstract— The exponential expansion of Big Data in 7V’s (velocity, variety, veracity, value, variability, and visualization) brings forth 
new challenges to security, reliability, availability, and privacy of these data sets. Traditional security techniques and algorithms fail 
to complement this big gigantic data. This paper aims to improve the recently proposed Atrain Distributed System (ADS) by 
incorporating new features, which will cater to the end-to-end availability and security aspects of the big data in the distributed 
system. The paper also integrates the concept of Software Defined Networking (SDN) in ADS to effectively control and manage the 
routing of the data item in the ADS. The storage of data items in the ADS is done based on the type of data (structured or 
unstructured), the capacity of the distributed system (or coach) and the distance of coach from the pilot computer (PC). In order to 
maintain the consistency of data and to eradicate the possible loss of data, the concept of “forward positive” and “backward positive” 
acknowledgment is proposed. Furthermore, we have incorporated “Twofish” cryptographic technique to encrypt the big data in the 
ADS. Issues like “data ownership,” “data security, “data privacy” and data reliability” are pivotal while handling the big data. The 
current paper presents a framework for a privacy-preserved architecture for effectively handling the big data. 
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I. INTRODUCTION 
This paper aims at providing a refinement over the 
classical ADS proposed by [1]. The core area of refinement 
deals with the security, reliability, and availability of the big 
data. ADS make use of the “r-train” and “r-atrain” data 
structures for organizing homogeneous and heterogeneous 
big data respectively [1]-[3]. The work in [1] presented the 
architectural overview of ADS and had explained how big 
data elements could be added, deleted or modified in the 
distributed system. It also discussed and presented two 
novels “network topologies” exclusively for big data by the 
name “Multi-Horse Cart Topology” and “Cycle Topology.” 
However, the work did not discuss the security and 
availability aspects of the big concerned data. The 
fundamental concern about big data is its end-to-end security 
and immediate availability as and when required by the users. 
Furthermore, since the data in the classical ADS is stored 
in linked distributed systems at multiple sites, there are 
obvious chances of network failure leading to data loss or 
node unavailability. This paper addresses these important 
issues of the classical ADS by providing a secured 
framework for big data storage and retrieval in an efficient 
way. The proposal incorporates security features considering 
the issues like data ownership, reliability and privacy 
protection of the end users. 
II. MATERIAL AND METHOD 
The current work is divided into four (4) sections. Section 
II talks about preliminaries and background of classical ADS. 
The brief Architecture of ADS and related topologies are 
explained here. The section also provides a brief description 
of the three prominent “distributed file systems” viz. 
“Quantcast File System (QFS),” “Cassandra File System 
(CFS)” and “Hadoop Distributed File System (HDFS).” 
Finally, some of the latest works in the area of big data 
security, storage, and retrieval mechanisms are discussed 
here. It also provides the details about the security issues in 
the classical ADS and suggests measures to overcome these 
issues. Section III presents the detailed description of the 
proposed PPS-ADS architecture. The various components of 
the PPS-ADS framework and their working details are also 
provided here. The questions like “how to store the data” 
and “how to retrieve the data” in a secured, effective and 
efficient manner are answered here. Section IV presents the 
conclusion of the paper wherein the effectiveness of the 
proposed Secured ADS has been highlighted. 
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A. Preliminaries about the Distributed File Systems for 
Handling Big Data 
This section presents a brief introduction to some of the 
prominent distributed files systems for handling big data 
including QFS, CFS, HDFS, and ADS. Furthermore, some 
of the recent developments in the area are also highlighted 
here in the form of related works.  Before proceeding for the 
actual work, we need to present some necessary 
preliminaries from [1] in brief about the “Atrain Distributed 
System (ADS)” and the corresponding network topologies 
for ADS like “'Multi-horse Cart Topology” and “Cycle 
Topology.” 
1) A Brief Introduction of ADS: A distributed computer 
system may be defined as a collection of two or more 
independent computers, which may be present in same or 
different locations and are connected via some medium. This 
medium can be a network of wired or wireless connections 
created with the help of a middleware. The main aim of the 
distributed system environment is the optimal sharing of 
available resources among all the participating entities to 
give a perception of a single working unit.  
The author in [1] proposed a new kind of distributed 
system, which consists of a single and unique “Pilot 
Computer (PC)” connected to ‘k’ number of other 
computers, termed as “Distributed Computers (DC)” and are 
named as “DC_1, DC_2, DC_3... DC_k”. ADS is a highly 
scalable system which allows the addition of more 
computers as and when required (but only at the end) in 
breadth and depth both. There is connectivity from the PC to 
every DC. In addition, all the DCs are connected to each 
other using unidirectional or bidirectional connections. 
There is a provision wherein the last DC of the breadth level 
can be connected to the first DC to make it a circular 
structure. A distributed system following the above-stated 
connectivity structure is termed as an “Atrain Distributed 
System (ADS)” [1]. Fig. 1 given below depicts the structure 
of a typical Uni-tier ADS [1] and Fig. 2 gives the structure 
of a Two-Tier ADS [1]. The nondirectional arrows 
(connections) between the DCs depicts that there can be 
unidirectional or bidirectional connections between them. 
 
Fig. 1  Uni-tierthe  arrangement of PCthe  and DCs in the ADS 
 
 
Fig. 2  Two-tier arrangement of PC and DCs in the ADS 
2) “Multi-Horse Cart” Topology and “Cycle” 
Topology: The arrangement of PC and DCs in ADS looks 
similar to a tree topology wherein the PC acts as the root 
node and DCs acts as child nodes. However, in reality, they 
do not follow the definition of typical tree topology. It can 
be noticed here that this kind of arrangement of participating 
devices in an ADS does not follow the conventional 
definitions of “tree/bus/mesh/hybrid” topologies [4]. If the 
last DC of the ADS stores an invalid address (which 
signifies that it is the last DC of the ADS), then this type of 
arrangement of computers (or nodes) is termed as “Multi-
horse, Cart” topology [1]. Fig. 3 shows a typical Multi-horse 
cart topology [1]. Furthermore, if the last DC of the ADS 
stores the address of the first DC (“making it circular”), then 
this type of arrangement of computers (or nodes) is termed 
as “Cycle topology” [1]. Fig. 4 presents a simple cycle 
topology. 
 
 
Fig. 3  Multi-horse cart topology with 1 PC and 4 DCs nodes 
 
Fig. 4  A Five node cycle topology 
Consequently, it can be concluded that a distributed 
system can be termed an ADS if it follows “multi-horse cart” 
topology or “cycle” topology explained above. Otherwise, it 
will not be an ADS. Furthermore, it, can be observed in Fig. 
3 that the above combination of DCs and PC gives a uni-tier 
structure of ADS, and in the same way, we can also have a 
multi-tier structure for ADS. 
For the implementation of ADS, the author of [1] 
proposed the “r-train” and “r-atrain” data structures for 
storing homogeneous and heterogeneous data respectively.  
Here every “r-train/r-atrain” consists of some coaches who 
are connected to each other via some linked addresses. Also, 
there is a direct link to each coach with the PC. For further 
details about “r-train” and “r-atrain” data structures, one 
could see [1]-[3]. 
3) Quantcast File System (QFS): QFS is an “open-
source” file system, which is used to process big data 
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effectively. QFS is seen as an alternative to the conventional 
Hadoop system as it outperforms Hadoop in severaa l 
performance parameters and delivers more results that are 
efficient. Some of the key features of QFS includes “Reed-
Solomon (RS) Error Correction,” Higher and faster 
read/write capacity with faster disk access capabilities,” 
“higher reliability.” Further details about QFS can be found 
in [5]-[6]. 
4) Cassandra File System (CFS): The CFS was 
developed to overcome the “single-point-of-failure” problem 
of the classical Hadoop system and to provide support for 
the integration of the Cassandra database with Hadoop. CFS 
follows “peer to peer” structure as compared to Hadoop’s 
“master-slave” structure. CFS is primarily suitable for 
handling real-time requests. Further details about CFS can 
be found in these study [7]-[10]. 
5) Hadoop Distributed File System (HDFS): HDFS is 
one of the prominent “distributed file system” used for 
effective handling of big data. HDFS follow master-slave 
architecture. It consists of two core components. These 
components are “Namenode” and “Datanodes.” The 
Namenode is the “master,” and the Datanodes are the 
“slaves.” The primary task of Namenode is to store the 
metadata about the data stored in the HDFS. It is also 
responsible for deciding “data-replication factors.” The 
Datanodes are responsible for storing the big data. The 
detailed description about HDFS can be found in [11]-[13]. 
B. Related Works  
Extensive research is going around the globe with an aim 
to find new and improved tools and techniques for “effective 
handling” of the big data. The researchers in [14] reviewed 
the various platforms available for performing big data 
analytics by providing the feature wise evaluation and 
highlighting the related issues and challenges. The 
researchers in [15] discussed the storage techniques for big 
data. They gave the overview of “Cassandra,” “MongoDB,” 
“Big tables,” “Dynamo” and “Voldemort” technologies that 
are used for effectively storing big data. In [16], the authors 
discussed the challenges and issues in storing big data in a 
secured and “privacy-preserved” manner. The authors in [17] 
proposed a new prototype named “large capacity storage 
device” using the “network direct connection storage” 
device. The authors claim that the performance of their 
system is dependent on the number of disks in the “NDAS” 
device. The researchers of [18] introduced and implemented 
a novel “Preference Aware HDFS (PAHDFS)” system in 
order to improve the performance of the classical Hadoop 
system in hybrid environments. The model works by 
tracking the “read/write” characteristics of the data and 
optimally chooses the most suitable device by the matching 
“read/write” capacities of the device. In [19], the authors 
provided a layered architecture for managing big data 
wherein the legal issues related to infrastructure (platform), 
information; IPR (“intellectual property rights”), etc. are 
described. The researchers in [20] highlighted the “data life 
cycle” for big data. The primary concerns that were 
highlighted include privacy and security of the data at rest 
and in motion. They also highlighted and justified the 
requirement of third-party trust centers for big data privacy.   
The authors in [21] discussed the security threats and 
challenges of big data and highlighted the need for data 
anonymizing and encryption.  They also presented the access 
control and governance mechanisms. Finally, some of the 
best practices were introduced concerning big data security. 
The author in [23] discussed the challenges and issues in 
securing big data regarding privacy, legitimacy, and 
confidentiality. They also highlighted the issue of data 
ownership and access control mechanisms. The paper [24] 
highlights the various methods of unstructured big data 
analytics for catering text, audio, and video formats. The 
researchers in [25] investigated the various operational and 
strategic impacts of big data with the help of an extensive 
review and case study. They further highlighted the future 
research prospective of big data. The authors of [26] 
reviewed the correlation between big data and cloud 
computing. They also highlighted the issues and challenges 
in big data storage. The researchers in [22] and [27] 
proposed a secured architecture by the name “Meta Cloud 
Data Storage” for big data storage on the cloud. The 
proposed architecture was developed to secure the data and 
the applications deployed on the cloud. The authors of [28] 
and [31] proposed a novel architectural model that works by 
splitting the files into multiple small parts and storing them 
on distinct storage servers on the cloud. They named their 
approach as “Security-Aware Efficient Distributed Storage 
(SAEDS)” model. In [29], the authors highlighted the 
architecture by the name “Meta Cloud-Redirection (MC-
R)” for storing big data generated from the sensors 
concerning healthcare. This architecture alerts the patients 
and the doctors in case the vital parameters of the patients 
exceed the predefined thresholds.  The researchers in [30] 
proposed a framework of “predictive manufacturing cyber-
physical system” wherein the big data analysis was carried 
out to propose improved business decisions. The authors in 
[32] proposed a “Dynamic Data Encryption Strategy 
(D2ES)” approach for selectively encrypting the big data 
using “privacy classification.” The researchers of [33] 
introduced “Dynamic Key-Length-Based Security 
Framework (DLSeF)” approach for providing “end-to-end” 
security to the big data. They claim to improve the 
processing efficiency by reducing the delay in conventional 
security mechanism. The authors in [34] introduced an 
improved approach by using “hash algorithm,” “weight 
table” and “sampling method” for visualizing “KDD99” data 
set. The researchers of [35] provided a secured framework 
for big data storage and retrieval. Their approach used 
“Kerberos network authentication protocols” for accessing 
big data. 
C. Security Issues in the Existing ADS  
There are several security issues in the current ADS 
which makes it vulnerable to data theft and leaks. These 
issues are listed below.  
1) The absence of End-to-End Security of Data: In ADS, 
the data is transferred in its original form from source to 
destination (and vice-versa) without any encryption. The 
absence of an appropriate security mechanism makes it 
vulnerable and brings forth chances that the eavesdropper (if 
any) can alter the content of the data. This may raise serious 
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concerns in case of highly sensitive data, which must be end-
to-end secure and accessible only to the authorized entities. 
2) No Authentication of Users: Absence of well-defined 
authentication mechanism makes it prone to unauthorized 
access. Without the presence of a proper authentication 
mechanism, anyone can access the system and cause 
devastating damages to the system and organizations. 
3) Non Availability of Validation and Filtering 
Mechanism: The current ADS system has no provision for 
input validation and filtering, which is otherwise critically 
important due to the emergence of “BYOD (bring your 
device) model.” 
4) No Access Control Policies: ADS lack the tracking of 
its systems, users and the data being accessed by them. The 
questions like “Who is accessing the data from which 
resource at what time” are not answered in the existing ADS 
framework. The proposed version of Secured ADS improves 
this shortcoming of the existing ADS by incorporating 
“Twofish” cryptographic technique [36-37], “OAuth 2.0” 
[38-40] authentication mechanism and “Software Defined 
Networking (SDN)” [41-44] framework in the existing ADS 
system. Twofish is used to encrypt the big data coming for 
storage in the ADS. OAuth 2.0 framework is used for 
providing time-based access to the legitimate users and SDN 
is used for optimal routing of data in the ADS. 
5) Data Ownership Issues: Since the data is stored at 
multiple sites in the distributed systems (DCs), there are 
chances that any eavesdropper may alter the content of the 
data without the knowledge of the user or the administrator. 
This altered data may be harmful for the users or the 
organization as a whole. With proper authentication 
mechanism in place, the ownership of the data can be 
prefixed, and this situation can be controlled. Furthermore, 
in the case of IoT systems, the pervasive nature of data 
brings forth critical privacy issues since the data movement 
and pre-processing is very fast. In addition, the context of 
the “sensitivity of data” varies from person to person and 
situation to situation. Therefore, predefined data ownership, 
role-based access, and time-based authorization must be 
provided to the users, which is lacking in the current ADS. 
6) Data Protection Issue: A Legal Perspective: The term 
“Data Protection” may be defined as the set of “rules, 
policies, protocols, procedures and laws” aimed at securing 
the privacy of an individual or an organization. Any data or 
information that may reveal the identity or demographics of 
an individual needs to be protected.  The legal issues related 
to the management of big data include every aspect of big 
data like storage, processing, analysis, modification, 
compliance, etc. The questions like “How to legally store 
and access the data,” “How to legally process and analyze 
the data,” “Data compliance and liabilities issues” should be 
addressed in a good big data management system. The 
techniques like contract documents, privacy by design 
architecture, consented and informed information collection 
could prove to be vital. The successful implementation and 
monitoring of these sections are critical for a secured and 
privacy-preserved system.  
In order to protect the individual’s privacy and sensitive 
information, techniques like “privacy-by-design” and 
“Pseudonymization of data” are adopted in recent times. The 
“accountability,” “liability” and “enforcement” of these rules 
and regulations are pivotal for providing a secured and 
privacy-preserved system. The most vulnerable and 
important phase in which the privacy and security of the 
information can be compromised is the “information 
linkage” phase wherein the information from varied 
participating devices are infused together to deliver a 
requested service.   
In our approach, since the data is end-to-end secured and 
the users are well authenticated and authorized, the chances 
of security breaches are at bare minimal. 
III. RESULT AND DISCUSSION  
The primary objective of this proposal is to overcome the 
data security, availability and reliability issues in the existing 
ADS by incorporating new security and authentication 
features using “Twofish” cryptographic algorithm [36]-[37] 
and OAuth 2.0 framework [38]-[40]. In addition, in order to 
optimally route the data to and from the storage destination, 
Software Defined Networking (SDN) framework [41]-[44] is 
integrated with the existing ADS. Fig. 5 presents the 
architecture of the proposed PPS-ADS approach. This 
section presents the proposed PPS-ADS architecture along 
with the tools and technologies incorporated in PPS-ADS in 
order to provide a secure, reliable and robust distributed 
storage system. 
A. PPS-ADS: The Proposed Architectural Framework 
The proposed approach can be divided into three parts. 
The first part deals with the authentication of the users. Here, 
the users are required to fill in the credentials and based on 
that; access is granted to them. OAuth 2.0 works behind the 
authentication mechanism [38]-[40]. The second part deals 
with the storage of data and the third part deals with the data 
retrieval. Furthermore, for the sake of understanding, we 
have the following assumptions in our proposed approach. 
These assumptions are based on the working of the existing 
ADS.  
• A single coach can store more than one copy of the 
same data element in different data blocks. 
• Each coach has a predefined capacity called by 
cardinality (the total number of data elements that can 
be stored in a coach at any point in time). 
• Each coach stores the information about the number 
of empty spaces in it. 
B. Components of the Proposed PPS-ADS 
There are five core components in the secured ADS 
architecture. These are listed below: 
1) Pilot Computer (PC): The Pilot Computer (PC) is the 
main control unit of the proposed PPS-ADS architecture. It 
is responsible for taking vital decisions like “where to store 
the data”, “how to store the data”, “how many copies of the 
data to be created”, “where to store the copies of the data”. 
Furthermore, it stores all the metadata about the data and 
coaches of the “r-train” or “r-atrain” [1]-[2]. 
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2) User Interface: The end user interacts with this unit. 
Whenever a user wants to store or retrieve the data, the user 
interface appears. The user interface authenticates the user 
and provides access to the system only to the legitimate 
users. It makes use of OAuth 2.0 framework for providing 
authorization (valid authorization codes) for a time-based 
access to the legitimate users.   
 
Fig. 5  Architecture of the proposed PPS-ADS approach 
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3) Encryption and Decryption Unit (EDU): The EDU 
make use of Twofish cryptographic technique in order to 
encrypt and decrypt the data. Twofish is an “open-source” 
cryptographic technique proposed by “Bruce Schneier et al.” 
[36-37]. It is a 128-bit “symmetric-key” based block cipher 
which is capable of accepting variable length keys ranging 
from 128-bits up to 256 bits. The Twofish algorithm follows 
a Feistel network structure. The core components in Twofish 
algorithm includes “Input/output whitening, S-Boxes, MDS 
(Maximum Distance Separable) matrices, PHT (pseudo-
Hadamard Transform) and Addition mod 232” [36]-[37].  
For encrypting the big data, the input is divided into 128-
bits blocks and is passed through the above components and 
the operations like XOR, left, and right rotations, 
interchanging of bits are performed on the input to give the 
encrypted data as the output. Further details about the 
working of the Twofish algorithm can be found in [36]-[37]. 
4) Software Defined Networking (SDN) unit: SDN is an 
approach for creating a dynamic network wherein the 
“control plane” is separated from the “data plane.” With 
SDN, a programmable network can be created (using simple 
high-level language programming constructs) that interacts 
with the underlying data plane devices. There are primarily 
three main components in SDN namely SDN controller, 
southbound API, and northbound API. Fig. 6 shows the 
architecture of the SDN framework [41]-[44]. 
SDN Controllers: They are termed as the brain of the 
network. They are responsible for deciding the routes of the 
data items from source to destination, managing network 
topologies, congestion and flow control, packet forwarding, 
discarding or blocking, scaling the network as and when 
required. They give the flexibility to the user to control the 
commodity network devices (like routers, switches, hubs) by 
using simple programming constructs making the overall 
network more agile, scalable and dynamic [41]-[44].  
Southbound APIs: They are used facilitate communication 
between SDN controller and the devices (routers, switches, 
etc) in the lower infrastructure layer. Primarily Open Flow is 
used as an interfacing protocol [41]-[44]. 
Northbound APIs: SDN makes use of northbound APIs to 
interact with the applications and business logic. These APIs 
facilitates network administrators to dynamically control the 
network traffic, network topologies and deploy services 
using simple programming constructs [41]-[44]. 
SDN plays a vital role in PPS-ADS by selecting the most 
appropriate path for the transfer of data and requests from 
one component to the other in the system. It dynamically 
controls the network traffic and congestions in real time to 
select the optimal route for data transfer. The network 
devices in SDN simple work as a forwarding device and the 
decisions like when to transfer, how to transfer, where to 
transfer the data is taken by the SDN controller 
(administrator) as opposed to conventional firmware 
architecture which has fixed path for data transfer hardcoded 
into the network devices itself [41]-[44]. Therefore the 
absolute control of network configuration and management 
lies directly in the hands of the administrator. This makes 
PPS-ADS a dynamic distributed system which is self-reliant 
in handling complex network issues. Another advantage of 
using SDN is that is can help reduce the overall operational 
costs and improve the efficiency since with SDN it becomes 
easier to diagnose and rectify the network faults and errors 
[41]-[44].  
 
Fig. 6  Architecture of SDN 
 
5) Distributed Computers (DC): They are the computers 
wherein the actual big data is stored in a distributed manner. 
These DCs are placed at multiple sites and are connected via 
a linked address. On receiving the message from the pilot 
computer regarding the inquiry for their status, the DCs 
respond to the PC by sending notifications about their 
updated capacities with every insertion or deletion of the 
data elements. 
C. Working of PPS-ADS  
The following section describes the working of the 
proposed PPS-ADS framework. More specifically, it 
describes how the data is stored in and retrieved from the 
system. Furthermore, the concept of maintaining data 
authentication, authorization, reliability, and availability in 
PPS-ADS is also discussed here. 
1) Data Storage in PPS-ADS: Whenever a new data 
comes to the pilot computer (PC) for storage, the pilot 
computer decides in which coach computer (DC) it will be 
stored. This is to be done by the following three parameters:  
• Type of data (structured or unstructured) 
• The capacity of coach/DC 
• The distance of coach/DC from the Pilot Computer 
(PC) 
Once the data arrives for storage, the pilot computer (PC) 
checks the status of all the coaches in the DC. It (PC) then 
decides the coach in which this data will be stored. The 
decision is taken by the processing unit of the PC and the 
SDN controller by the distance of the coach from the PC (to 
make faster data transfer) and the capacity of the coach. 
Since there are multiple routes for reaching the same 
destination, the SDN controller selects the optimal route for 
the data transfer. This selection of route is made dynamically 
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in real time. After the selection of the coach, the data is 
forwarded to the ADS Encryption-Decryption unit, where it 
is encrypted using the “Twofish” block cipher technique. 
There are several reasons for the adoption of Twofish 
cryptographic technique in our proposed approach for 
performing the encryption and decryption of the data items 
[36]-[37]. These are listed below: 
• Simple and crisp design. 
• Support for variable length key sizes (from 128 to 
256 bits). 
• Highly Optimized for 32 bits CPU. 
• Open source.  
• Very fast and secure.  
• Compatible with smart cards, microprocessors, and 
other dedicated hardware. 
• Supports all standard modes. 
• Can be implemented on a wide variety of platforms. 
• Allow various performance tradeoffs on encryption-
speed, hardware gate count and memory usage. 
 
ALGORITHM I 
ALGORITHM FOR INSERTION OF NEW DATA ITEM IN THE SECURED ADS 
 
Algorithm 1: Data Storage in PPS-ADS 
The various steps involved in data storage are given below:  
Input: Data Item 
1. FOR each new data element, DO 
2. Check the status of all the Coaches/DCs  
3. IF the Status of the DC/Coach is not Full 
4. Select the nearest DC/Coach whose status is not Full  
5. Encrypt the data element 
6. Insert the encrypted data element in selected DC/Coach 
7. Update the status of the DC/Coach 
8. ELSE 
9. Create a new DC/Coach 
10. Encrypt the data element  
11. Insert the encrypted data element in this DC/Coach 
12. Update the status of this newly created DC/Coach  
Output: Success/Failure Notification 
 
2) Data Reliability in PPS-ADS: To perform secure 
transfer and reliable delivery of data, we introduce two types 
of acknowledgments. On successful arrival and storage of 
the data item in a coach, the coach sends an 
acknowledgment to the PC. This type of acknowledgment is 
known as “forward-positive acknowledgment.” On the other 
hand, the PC in-turn acknowledges the client about the 
successful storage of data. This type of acknowledgment is 
known as “backward-positive acknowledgment”. These 
acknowledgments have to reach their respective destination 
within a stipulated amount of time, otherwise, the data is 
assumed to be corrupted, and the client is required to resend 
the data. This 'stipulated time' is not prefixed but depends 
upon the type of data being transferred. Along with the 
acknowledgment about the successful storage of data, the 
coach (wherein the data is being stored) also sends the 
information about its updated capacity, i.e. about its own 
latest status (number of empty data-blocks in it). 
Furthermore, by incorporating SDN, PPS-ADS ensures a 
highly agile, fast and effective transfer of data from source 
to destination and vice-versa. With SDN, the control of 
information flow, routing and congestion-control directly 
lies in the hands of the PC. In a conventional network, the 
switches present in the network are responsible for routing 
the data packets. These switches always route the data 
packets going to the same destination along the same route 
irrespective of the type of data being transferred [4], [41]-
[44]. The routing decision in switches is being taken by rules 
built into the switch's “proprietary firmware” [4], [41]-[44]. 
However, when SDN is used, this routing can be controlled 
in real time by using appropriate coding constructs. Thus the 
PC can have greater control over the routing of the data 
packets in the proposed PPS-ADS approach. 
3) Data Availability in PPS-ADS: To maintain high 
availability of the data at all times, the data-blocks in the 
coaches are replicated and are stored at different sites 
(locations). This process is known as data replication [11]-
[13]. The purpose of this data replication is to keep the 
system up and running in cases of any data losses or network 
failure. The replication ensures all time availability of data 
even if one or more coaches are failed. The information 
about the replication is stored in the PC and the respective 
DCs (coaches). The PC decides about the exact location for 
the data to be stored upon receiving the status report from 
each coach of the DCs.  
The data in the coaches are stored in the form of data-
blocks, which is analogous to Hadoop [11]-[13]. The 
deviation in our method is that the data blocks can be of 
variable length here. Also, each data-block consists of three 
essential header fields which are helpful in retrieving the 
stored data at later stages. Fig. 7 shows the fields of the 
typical data-block in the proposed PPS-ADS architecture 
and Fig. 8 shows a pure Coach/DC with multiple data-blocks 
(of variable sizes). 
 
 
Fig. 7  A simple data-block 
 
The various fields of Fig. 7 are: 
Coach_Id: The Id of the coach in which the data is stored  
Coach_Sub_Id: Id of the coach, wherein the replication of 
the data item is stored 
Block_Id: The Id of the block wherein the data is being 
stored inside a coach 
Length: The size or length of the data item 
Offset: an integer value that gives the distance with respect 
to the base address in the block. 
The Coach_Id, Coach_Sub_Id, and Block_Id in the proposed 
ADS take two bytes each. 
 
Fig 8. A Coach/DC with variable size data-blocks 
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If the Coach_Id and Coach_Sub_Id are same for any data 
block, it means that the particular coach itself has multiple 
copies of the same data element. The coach consists of the 
information about the data element which is stored in it and 
in which block it is stored. In addition, it has the information 
about the number of empty blocks in it. 
In order to ensure all time availability of the data, we 
proceed as follows:  
All the DCs send information about the data stored in 
their respective data-blocks to the PC after a prefixed 
quantum of time. The PC analyses this information and 
decides on the number of copies to be created for any data 
block. At any point in time, there must be at least three 
copies of a particular data item to ensure its high availability, 
which is in fact, analogous to Hadoop [11]-[13]. This 
replication ensures data availability at all times irrespective 
of any failures as the same data is being stored at multiple 
locations in different DCs. In case, any DC goes down or 
fails (temporarily or permanently), the client’s requests can 
be served by any other DC consisting of the relevant 
information about the request. Also, any update on the data 
of any DC gets reflected in its copies after a prefixed 
quantum of time. 
• User Authorization and Authentication in PPS-ADS: 
The user authorization and authentication in PPS-
ADS are governed by OAuth 2.0 framework [38]-
[40]. Whenever the user requests for using PPS-ADS 
system, they are required to fill in their credentials on 
the PPS-ADS User interface. As soon as the user 
enters the credentials, it gets crosschecked and 
verified by the system by matching it with the 
credentials already stored in the system. If there is a 
match, the system assigns a secure login token to the 
user. This token is a time-based limited-access grant 
to the user. That is access taken is valid only for a 
limited period, and the user can use only the allowed 
services of the system up to this period only. After 
the period expires, the system prompts the user to 
request for re-issuing the token or otherwise the 
access to the system is revoked. This kind of 
authorization and authentication mechanism is 
generally used in cases where access needs to be 
granted to third part service from within the system or 
outside the system. The formal steps involved in 
OAuth 2.0 are given below [38]-[40]. 
• The user request for an access token from the system 
• The system identifies the User by its credentials 
• If found authentic, the system issues an Access token 
to the user based on the credential details (level of 
access provided) 
• Once the user gets the Access token, they can use the 
system by providing their access token. (This access 
token is a kind of time-bound pass that enables the 
user to use only the allowed services of the system 
with this period) 
• As soon as the period of the access token expires, the 
system prompts the user to request for re-issuing it. 
• If the user wants to use the system further, it can 
request for re-issue of the access token or extend the 
time-period of the current token.  
• The system analyses the request from the user and if 
deemed fit, extends the period of the current access 
token or instructs the user to request for a fresh access 
token. 
• Once the user finished working on the system before 
the expiry of the access token, it notifies the system 
• The system for receiving this request from the user 
revokes the access grant and closes the connection.   
4) Data Encryption in PPS-ADS: The Encryption-
Decryption unit of the proposed approach utilizes the 
concept of Twofish cryptography algorithm [36]-[37]. The 
following steps are adopted: 
• Divide the input from the pilot computer into data 
blocks of 128 bits. 
• Each of these 128-bit blocks is further divided into 
four Segments S1, S2, S3, and S4 of 32-bits each.  
• These parts (S1, S2, S3, S4) along with the key 'K' 
are fed as the input to the encryption unit (where the 
length of the key can be between 128 to 256 bits).  
• The Key “K” is also divided into four parts K1, K2, 
K3, K4 and is XORed with S1, S2, S3 and S4 
respectively. This process is known as input 
whitening.  
• Similarly, other steps of the Twofish cryptographic 
techniques are followed to get the final data in 
encrypted format. The detailed working of the 
Twofish can be found in [36]-[37]. 
After all the blocks of input data are encrypted, they are 
merged to get the final encrypted data, which is then passed 
to the DCs for storage. For the decryption of the data items, 
the above steps are performed in reverse order. Fig. 9 shows 
the building blocks of the encryption technique using the 
Twofish algorithm [36]-[37]. 
 
 
Fig. 9  Building blocks of Twofish cryptographic technique 
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5) Data Retrieval in PPS-ADS: Whenever the request 
for retrieval of any data item comes to the Pilot Computer 
(PC), the PC broadcasts a message to all the connected DCs/ 
Coaches, requesting the location of the DC/Coach where the 
data in question is stored. On receiving the reply from the 
DCs/Coaches, it selects the nearest DC where the data item 
is stored. After fetching the data item, it is decrypted to 
convert it into its original format and finally sent to the user. 
The steps for data retrieval are given below: 
ALGORITHM II 
ALGORITHM FOR RETRIEVAL OF DATA ELEMENT FROM THE COACH/DC 
 
Algorithm 2: Data Retrieval in PPS-ADS 
Input: Request for Data Item 
1. FOR every Retrieval request, DO 
2. Find the location of the DC/Coach wherein the data is stored 
3. Find the location of the nearest Data-Block (in a DC/Coach) 
wherein the requested data item is stored 
4. Fetch the data Item from that Data-Block 
5. Decrypt the data item 
6. Send the data item to the client 
Output: Requested Data Item 
D. Discussions 
The proposed PPS-ADS is a robust, reliable, secured and 
privacy-preserved architecture, which is capable of handling 
gigantic datasets. The proposed PPS-ADS overcomes the 
limitations and shortcomings of the conventional ADS in a 
well-coordinated and effective manner. The concept of 
‘forward positive acknowledgments and ‘backward positive 
acknowledgments’ was serving the purpose of data 
reliability and consistency while ‘Twofish’ acts as a 
lightweight cryptographic technique to ensure security and 
privacy of the user and the data. In order to implement PPS-
ADS the data structures r-train and r-atrain are used [1]-[3]. 
The various network components in PPS-ADS follow Multi-
Horse-Cart topology.  
IV. CONCLUSIONS 
With the enormous amount of data being generated at 
such fast pace, there is a need for optimized tools and 
techniques for its secure and synchronized storage and 
retrieval as there could be chances of data being lost in 
between. ADS is an appealing architecture to handle the big 
data as it can physically support both structured and 
unstructured big data using “r-train” and “r-atrain.” 
However, the classical ADS in its current form do not have a 
security mechanism in place for the data being stored. In this 
work, a privacy-preserved and secured architecture is 
proposed. The proposal uses the concepts of Twofish, OAuth 
2.0 and SDN to incorporate security, reliability and 
availability features in the existing ADS architecture. The 
Twofish algorithm facilitates efficient encryption and 
decryption of the data ensuring a secured data storage and 
retrieval. OAuth 2.0 framework ensures authorized access to 
the system by issuing authorization codes to the users. The 
SDN controller efficiently delivers the data items to the 
destination by optimally controlling the flow, congestion, 
and routing of the individual data items. Another advantage 
of the PPS-ADS approach is that the block sizes here are 
dynamic and depends on the “size of the data item” to be 
stored. Consequently, this technique does not suffer from the 
issues of “small size files handling” problem like in classical 
Hadoop.  
Finally, it can be concluded that every such software or 
system which deals with the private and sensitive 
information of the individuals or an organization must 
identify the primary (direct threats) and secondary (indirect/ 
third party) privacy threats and should implement all the 
possible and feasible security and privacy-preserving 
mechanism related to the context for which the data or 
information is stored in these systems. The context of data 
storage and protection is important because the privacy and 
security of data and information in one context may not be 
relevant to the other context and vice-versa. 
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