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Abstract
In this paper, we consider the packet-level forward error correction (FEC) code design, without
feedback or with delayed feedback, for achieving the minimum end-to-end latency, i.e., the latency
between the time when packet is generated at the source and its in-order delivery to the application layer
of the destination. We first show that the minimum-latency FEC design problem can be modeled as a
partially observable Markov decision process (POMDP), and hence the optimal code construction can be
obtained by solving the corresponding POMDP. However, solving the POMDP optimally is in general
difficult unless the size is very small. To this end, we propose an efficient heuristic algorithm, namely the
majority vote policy, for obtaining a high quality approximate solution. We also derive the tight lower and
upper bounds of the optimal state values of this POMDP, based on which a more sophisticated D-step
search algorithm is implemented for obtaining near-optimal solutions. The simulation results show that
the proposed code designs via solving the POMDP, either with the majority vote policy or the D-step
search algorithm, strictly outperform the existing schemes, in both cases, without or with only delayed
feedback.
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I. INTRODUCTION
In many practical applications, such as real-time video streaming, intelligent transportation and Tactile
Internet, the end-to-end latency [1], i.e., the latency between the time when a packet is generated at the
source and its in-order delivery to the application layer of the destination, is one of the most important
performance metrics of a communication system. Establishing reliable connections with low end-to-end
latency is one of the key 5G communications services defined by the International Telecommunication
Union (ITU), which is usually referred to as ultra-reliable and low-latency communication (URLLC) [2].
Most of the existing research on 5G URLLC has focused on physical layer or link layer technologies
for improving the latency performance, such as short length channel codes [3] and resource allocation
[4]. However, it was recently revealed in [5] that the transportation layer also needs to be re-designed to
meet the critical latency requirement. Many of the existing reliable transport protocols, such as TCP, use
the selective repeat automatic-repeat query (ARQ) to enhance the communication reliability. However,
the latency performance of ARQ is largely dependent on the feedback delay [6]. Specifically, when the
feedback delay is negligible as compared with the time duration for sending one packet, ARQ can achieve
both the maximal throughput and minimum end-to-end latency. Unfortunately, in many applications, such
as the satellite communication and underwater acoustic communication, the feedback delay is tremendous
due to the long signal propagation delays. Moreover, in some other applications, e.g., the bandwidth
limited or time sensitive applications, we may have no feedback at all due to either unaffordable overhead
for establishing the feedback link or unacceptable delay introduced by the feedback link. In the scenarios
with delayed feedback or without feedback, the packet-level forward error correction (FEC) code is
generally adopted in the transportation layer for enhancing the reliability and latency performance [7]–
[13].
A. End-to-End Latency
As shown in Fig. 1, in a coded communication system, the end-to-end latency of a packet [8]–[12],
denoted as De2e, consists of three parts:
• Queueing delay Dq: the time since the packet being generated till its first attempt of being transmitted
by the transmitter.
• Decoding delay Dc: the time since the packet being transmitted for the first time till that it is
successfully decoded by the receiver.
• In-order delivery delay Dd: the time that the packet spends in the buffer at the receiver awaiting
in-order delivery to the application layer.
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Fig. 1: A block diagram of the communication systems with coded transportation layer.
A simple example for illustrating the definition of the various delays is presented in Fig. 2. Let us assume
that there are 9 packets generated at t = 0 by the source, denoted by x1, x2, ..., x9. The time for sending
one packet is referred to as one time slot and the propagation delay is neglected. We consider a simple
scheme to combat the packet erasures, for which a coded packet over all the preceding packets are
periodically sent after the transmission of three information packets [9]. The coded packets are assumed
to be generated via random linear network coding (RLNC) from a sufficiently large field, and hence the
packets can be successfully decoded when the number of innovative packets1 collected by the receiver is
equal to the number of information packets coded together. As shown in Fig. 2(a), the first three packets,
which are assumed to be successfully received, are delivered to the application layer immediately after
decoding. On the other hand, since packets x4 and x5 are erased2, though packet x6 is decoded at the
end of time slot 7, it can only be delivered to the application layer after all the preceding packets are
successfully decoded. This will happen by the end of slot 12 when x4 and x5 are decoded. Hence, the
in-order delivery delay for x6 is 5 time slots. The delays experienced by each packet is summarized in
Fig. 2(b).
Consider a group of N packets, where the end-to-end delay experienced by the ith packet is denoted
as De2e(i), where i = 1, ..., N . In this paper, we focus on the FEC design that minimizes the average
end-to-end latency experienced by all the packets, which is defined as
D¯e2e ,
1
N
N∑
i=1
De2e(i). (1)
If instantaneous feedback from the receiver to the transmitter is available, achieving the minimum end-to-
end delay is straightforward, i.e., by using ARQ [8]. However, for those practical scenarios in the absence
of any feedback or with only delayed feedback, achieving the minimum end-to-end delay is much more
challenging, which thus motivates the current work. Note that for end-to-end latency minimization where
in-order delivery is essential, decoding of a packet when any of its preceding packets remains undecodable
will not improve the latency performance. Therefore, without loss of optimality, we may assume that
1A packet is innovative if it is independent of all other packets in the buffer.
2We consider a packet erased if it does not pass the cyclic redundancy check.
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Fig. 2: An illustration of the end-to-end latency and its three delay components. (a) A transmission example
where black lines denote successful transmission, red lines denote packet lost and blue lines denotes deliver to the
application layer; (b) A summary of delays experienced by each packet.
the coded packets are constructed by combining all those unacknowledged information packets sent in
previous time slots. As a result, the code design is simplified to deciding when a coded packet should be
sent. Intuitively, the more coded packets sent at the early stage, the higher queueing delay it will cause to
the subsequent packets. On the other hand, if insufficient coded packets are sent, there is a high probability
that some packets remain undecodable for a long time, which increases the in-order delivery delay for all
subsequent packets. Hence, determining how frequent and when a coded packet should be sent is highly
non-trivial, which requires sequential decision making adaptive to the transmission process. Specifically,
in the absence of any feedback, it is desirable to send more information packets at the beginning of the
transmission process so as to reduce the queueing delay, whereas send more coded packets at the later
stage to reduce the in-order delivery delay. On the other hand, if feedback information is available, we
can obtain more accurate estimation about the number of waiting packets at the receiver buffer, which
helps to make the coding decision at the transmitter side.
B. Related Work
Adopting FEC in transport layer of communication systems for enhancing the end-to-end latency
performance has received significant research attention. In [7], the authors proposed a novel architecture
by including a new network coding (NC) layer between the TCP and IP layers. For each arrival packet
from TCP, a fixed number of network coded packets are generated by using the recent packets stored in
the buffer, and the buffer is updated based on the feedback from the receiver. Later in [8], the authors
investigated the integration of FEC with ARQ, where the coding rate of the FEC was adaptively chosen
according to the delayed feedback. The achievable end-to-end latency was derived as a function of the
coding rate and feedback delay. Recently, a low-latency sliding-window network code was proposed in
[9], where a coded packet is inserted after every L−1 information packets. The average end-to-end latency
was derived as a function of the parameter L and the packet erasure probability. In [9], the feedback
information was used to reduce the window size and hence reducing the coding complexity, but not
to improve the latency performance. Another sliding-window network coding approach in conjunction
with feedback-based selective repeat ARQ was proposed in [10] to minimize the decoding delay and
complexity. A joint scheduling and coding algorithm was recently proposed in [11], which considered
random packet arrivals. In [11], a virtual queue was assumed at the receiver side, whose length is estimated
at the transmitter side based on the delayed feedback information. Once the estimated queue length is
above a certain threshold, a coded packet will be sent by the transmitter. In [12], the authors investigated
the design of FEC with instantaneous feedback for reducing the end-to-end latency in multicast networks.
In [13], the authors studied the FEC design to minimize the guaranteed delay, which is defined as the
average delay plus three standard deviations. To reduce the complexity, the coding operation was limited
to two consecutive packets in [13].
The aforementioned works [7]–[13] mainly focus on code constructions to reduce the coding complexity
or achieve better latency performance than the existing benchmark schemes. However, to our best
knowledge, the optimal end-to-end latency performance that can be achieved with delayed feedback3,
together with the corresponding optimal FEC code construction, remain unknown.
C. Our Contributions
In this paper, we consider a communication system for sending a block of N packets over a lossy
channel with delayed feedback, to achieve the minimum average end-to-end latency D¯e2e. The main
contributions of the paper are summarized as follows:
• First, we introduce a new rigorous mathematical model for the minimum-delay FEC design problem,
which is formulated as a partially observable Markov decision process (POMDP). Specifically, the
3The scenario without any feedback can be treated as a special case of the delayed feedback by setting the feedback delay to
infinity.
transmission process corresponds to the state space of the POMDP, which is characterized by three
parameters, i.e., the number of the transmitted information packets at the transmitter, the number of
waiting packets to be sent to the application layer of the receiver and the number innovative packets
that have been successfully received by the receiver for decoding the waiting packets. The coding
decision corresponds to the action space of the POMDP, i.e., either sending a new information packet
or sending a coded packet during each time slot. The average end-to-end latency corresponds to the
accumulated reward of the POMDP. The delayed feedback information, if available, corresponds to
the observation of the POMDP, which can be used to improve the estimation of the current state.
The optimal FEC construction that achieves the minimum average end-to-end latency D¯e2e can be
obtained by solving the corresponding POMDP.
• Second, we propose a very efficient heuristic solution to the formulated POMDP, which is referred
to as “majority vote policy”, where the action returned by majority vote of the states is selected at
each step, with the voting of each state weighted by the probability for the environment being in that
state. The FEC obtained by majority vote policy is shown to outperform the existing low-latency
FEC designs [9] [11] for both scenarios without or with delayed feedback.
• Third, we derive tight lower and upper bounds for the optimal state values of the POMDP, based
on which the “D-step search algorithm” proposed in [14] can be implemented for obtaining an
improved policy relative to the simple majority vote policy. With the D-step search, the current
decision at each time step is made by looking D steps ahead, which leads to asymptotically optimal
performance as D increases [14]. Note that while theoretically the complexity of the D-step search
algorithm grows exponentially with D, simulation results show that the close-to-optimal solution
can be attained with D = 2 for all our considered setups, due to the tight bounds of the optimal
state values that we have derived.
The rest of this paper is organized as follows. Section II gives a brief overview of the general POMDP.
In Section III and Section IV, we respectively discuss the mathematical modeling and efficient algorithms
for the minimum-latency FEC design for scenarios without and with delayed feedback. The performance
of the proposed code designs is evaluated in Section V via extensive simulations, and finally we conclude
this paper in Section VI.
II. PARTIALLY OBSERVABLE MARKOV DECISION PROCESS
This section gives a brief overview of the POMDP and introduces the key notations. We commence
by introducing the fundamentals of the Markov decision process (MDP) [15], which serves as a basis
for the more complex POMDP. A MDP can be represented as a tuple < S,A, T,R >, where:
• S is the state space of the environment.
• A is the set of possible actions taken by the agent.
• T : S × A × S → [0, 1] is the state transition function, where T (s, a, s′) represents the probability
of transiting to the next state s′ ∈ S given that the current state is s ∈ S and action a ∈ A has been
applied.
• R : S × A → R is the reward function, with R(s, a) denoting the immediate reward for taking
action a at state s.
The agent’s actions are governed by the policy pi : S ×A → [0, 1], where pi(a|s) gives the probability
of taking action a when in state s. By solving a MDP, we aim to find the optimal policy, denoted as pi∗,
that maximize some measure of the long term reward. One commonly adopted measure of the long term
return at time step t is Gt , E
[∑∞
k=0 γ
kRt+k
]
, where Rt+k is the immediate reward at time step t+ k
and 0 < γ ≤ 1 is the discount factor for the future reward. The optimal value of a state s ∈ S , denoted
as v∗(s), is defined as the average return starting from state s and following optimal policy pi∗ thereafter.
The optimal state-value function is the fixed point of the celebrated Bellman’s equation [15], i.e.,
v∗(s) = max
a∈A
[
R(s, a) + γ
∑
s′∈S
T (s, a, s′)v∗(s′)
]
, ∀s ∈ S. (2)
In MDP, the agent directly observes the current state, based on which an action is taken according
to the policy. In contrast, POMDP deals with partially observable environment, where the current state
cannot be directly observed. Instead, the agent can only access some observations which give incomplete
information for the current state. Specifically, a POMDP can be descried by a tuple < S,A, T ,R,Z, O >,
where
• < S,A, T ,R > defines a MDP.
• Z is the set of observations that the agent can access.
• O : S × A × Z → [0, 1] is the observation function, where O(s, a, z) gives the probability for
observing z ∈ Z after action a ∈ A is taken at the state s ∈ S.
Since the states are not observable in POMDP, the agent has to choose its actions based on the complete
history of past observations and actions, which can be quite memory-expensive. It was shown in [15]
that it is sufficient to summarize all the information to a belief of the current state, which is referred to
as “belief state”. The belief state at time t is defined as the probability distribution of being in each state
s ∈ S, i.e.,
bt(s) = Pr (st = s|{ai, i = 0, ..., t− 1}, {zi, i = 1, ..., t}, b0) ,∀s ∈ S, (3)
where ai and zi are the action and observation at time i, respectively, and b0 is the initial belief state. At
any time t, the belief state bt can be computed from the previous belief state bt−1, the previous action at−1
and the current observation zt. Specifically, the belief update function, denoted as bt = τ(bt−1, at−1, zt),
can be written as
bt(s) =
O(s, at−1, zt)
Pr(zt|bt−1, at−1)
∑
s′∈S
T (s′, at−1, s)bt−1(s′), ∀s ∈ S, (4)
where Pr(z|b, a) ,∑s∈S O(s, a, z)∑s′∈S T (s′, a, s)b(s′) is the probability of observing z after taking
action a at belief b.
The policy of a POMDP specifies the probability for choosing each action under any given belief state.
The optimal value of belief state b, denoted as v∗(b), is defined as the return received by following the
optimal policy pi∗, based on the belief state b. It is related with the optimal value of states as
v∗(b) =
∑
s∈S
b(s)v∗(s), (5)
where v∗(s) is the optimal state value of s, for s ∈ S. The optimal belief-value function is the fixed
point of the following Bellman’s equation [15]
v∗(b) = max
a∈A
[∑
s∈S
b(s)R(s, a) + γ
∑
z∈Z
O(s, a, z)v∗(τ(b, a, z))
]
. (6)
The optimal solution to the general POMDP can be found through the value iteration algorithm [16].
However, it is generally computationally infeasible to solve the POMDP optimally unless the problem
size is very small [17]. Hence, in many practical problems, we are interested in obtaining heuristic
solutions that can be solved efficiently. The most straightforward heuristic solution is to simply ignore
the uncertainty of the states and choose the optimal MDP actions for the most likely state, i.e.,
piMLS(b) = pi
∗
MDP
(
arg max
s
b(s)
)
, (7)
where pi∗MDP (s) is the optimal policy of the corresponding fully observable MDP. However, this solution
usually has very poor performance for problems with high uncertainty of the states. A more sophisticated
approximation technique was introduced in [18], which chooses the action that maximizes the expected
return given the current belief by assuming that the POMDP will become fully observable after taking
this subsequent action. The corresponding policy is given by
piMDP (b) = arg max
a∈A
∑
s∈S
b(s)
∑
s′∈S
γT (s, a, s′)v∗MDP (s
′), (8)
where v∗MDP (s
′) is the optimal value of state s′ in the fully observable MDP. Note that this policy
assumes that there is no uncertainty over the state after taking one action, and hence it usually performs
poorly in the scenarios where information gathering about the environment state is important, i.e., taking
the actions that leads to less uncertainty of the states. Many other heuristic solutions to a general POMDP
that achieve different tradeoffs between the complexity and performance can be found in [14].
For the minimum-latency FEC design problem considered in this paper, both heuristic solutions in
(7) and (8) perform poorly. To this end, we will first introduce an equally-efficient heuristic solution as
compared with (7) and (8), named “majority vote policy”, which renders a significantly better latency
performance. Furthermore, we will also derive tight lower and upper bounds for the optimal state values
of the POMDP corresponding to the minimum-latency FEC design problem, based on which a more
sophisticated D-step search algorithm can be implemented for obtaining near-optimal solutions.
III. MINIMUM-LATENCY FEC DESIGN WITHOUT FEEDBACK
In this section, we consider the design of FEC for sending a block of N packets in the scenario without
feedback from the receiver, aiming at achieving the minimum average end-to-end latency. In the absence
of feedback, the propagation delay can be counted as a constant added to the average end-to-end latency
D¯e2e in (1), which does not affect the code design and hence it is neglected.
For simplicity, we assume that all the packets are generated at t = 0, i.e., at the beginning of the
first time slot. The proposed code design also applies to the scenario where the packets are sequentially
generated at consecutive time slots, where the queueing delay for each packet is simply reduced by a
constant value from the one for the case of all packets being generated at t = 0. Denote by t(i), i =
1, .., N , the time that the ith packet is delivered to the application layer at the receiver, i.e., the ith packet
is delivered by the end of the time slot t(i). Then, the end-to-end latency experienced by the ith packet
is De2e(i) = t(i) and the average end-to-end latency in (1) is equivalently expressed as
D¯e2e =
1
N
N∑
i=1
t(i). (9)
We assume that these N packets are sent through an independent and identically distributed (i.i.d.)
packet erasure channel, where a typical packet is erased with probability p and received with probability
1− p, 0 < p < 1. Without loss of optimality for achieving the minimum end-to-end latency, we consider
the code construction with the following assumptions:
• The information packets are transmitted sequentially.
• At deliberately chosen time slots, the coded packets are sent for correcting the packet erasures,
which are generated via RLNC from all the processed information packets in previous time slots.
• The transmission terminates when all the packets are successfully delivered to the application layer
of the receiver.
Denote by ai the coding decision (i.e., the action) at time slot i, where
ai =
0, if an information packet is sent at time slot i,1, if a coded packet is sent at time slot i. (10)
At the 1st time slot, it is obvious that we can only send the information packet, i.e., a1 = 0. Since there
are in total N information packets, we have
∑∞
i=0(1− ai) = N , i.e., action a = 0 is chosen for exactly
N times.
A. Mathematical Modeling
In this subsection, we propose to model the minimum-latency FEC design problem as a POMDP, based
on which the optimal code decisions {ai, i = 1, 2, ...} can be obtained. Each element of the POMDP, as
discussed in Section II, will be elaborated in the following.
First, it is noted that the coding decision is affected by the number of waiting packets at the receiver
side, denoted as w, which is the number of information packets that have been sent at the transmitter
side, but have not yet been delivered to the application layer of the receiver. This corresponds to the case
when either the packet itself or its previous packet cannot be successfully decoded. If there is no waiting
packet, i.e., w = 0, it is obvious that the transmitter should immediately send the next information packet
in the queue, i.e., ai = 0. On the other hand, when there are some packets waiting to be delivered, i.e.,
w ≥ 1, coded packets should be sent by the transmitter to enable the receiver to decode the waiting
packets as soon as possible. The number of coded packets that are required for successfully decoding all
the waiting packets depends on the number of innovative packets already available at the receiver, which
is denoted as d. With RLNC, the packets are decoded once the number of innovative packets collected
by the receiver is equal to the number of waiting packets, i.e., d = w. Furthermore, the coding decision
at the transmitter also depends on the number of packets that have already been sent by the transmitter,
denoted as n. This is because the total increased queueing delay during a time slot is related to the
number of packets waiting at the transmitter, i.e., N − n. Based on the above discussions, the states of
the corresponding POMDP are characterized by the tuple s , (n,w, d), where n,w and d denote the
number of transmitted information packets, the number of waiting packets and the number of innovative
packets at the receiver, respectively, with 0 ≤ d < w ≤ n ≤ N . The total number of states of this
POMDP is thus given by
|S| =
N∑
n=0
n∑
w=0
w−1∑
d=0
1 = N +
N∑
n=1
n(n+ 1)
2
= N +
N(N + 1)(N + 2)
6
. (11)
Next, we consider the action space and the reward function. The set of actions during each time slot is
A = {0, 1}, i.e., sending an information packet when a = 0 and a coded packet when a = 1. In order to
minimize the average end-to-end latency, we define the immediate reward for each action as the negative
of the increased latency in N · D¯e2e during that time slot, which is equivalent to the number of packets
that have not yet been delivered to the application layer of the receivers at that time slot4. In other words,
the average end-to-end latency given in (9) is related with the accumulated reward as
D¯e2e = − 1
N
∑
t
R(st, at). (12)
Thus, at state s = (n,w, d), we have R(s, a) = −(N − n + w), ∀a ∈ A, which includes the (N − n)
packets waiting in the queue at the transmitter side and the w packets waiting in the buffer at the receiver
side. Note that for each given state, while the action a does not directly affect the immediate reward, it
affects the state transition (as given below) and hence will influence the reward indirectly for the next
time slot.
At the initial state s = (0, 0, 0), only an information packet can be sent. After all the information
packets are sent, the system will be in the state (N, ·, ·) and only coded packets can be sent for all
subsequent time slots. Thus, for n = 0 or n = N , the optimal action is trivially solved. On the other
hand, for 0 < n < N , we can either send an information packet or a coded packet. The state transition
depends on the action applied and the channel realization, i.e., whether the packet is received or erased.
Specifically, if an information packet is sent, i.e., a = 0, we have the following situations:
• If w = 0, there is no waiting packet at the receiver. In this case, if the information packet sent at the
current time slot is received successfully, which has the probability of 1 − p, the state will transit
to the next state (n+ 1, 0, 0). On the other hand, if this information packet is erased, which has the
probability of p, the next state will be (n+ 1, 1, 0).
• If w > 0, some preceding packets are not decodable. In this case, if the information packet sent at
the current time slot is received successfully, which has the probability of 1 − p, both the number
of waiting packets and the number of innovative packets at the receiver are increased by 1, i.e., the
state will transit to (n+ 1, w + 1, d+ 1). On the other hand, if this packet is erased, the state will
transit to (n+ 1, w + 1, d).
On the other hand, if a coded packet is sent, i.e., a = 1, we have the following situations:
• If d < w − 1, there is no chance of decoding the waiting packets regardless whether the packet
sent by the current time slot is received successfully or not. Furthermore, since there is no new
information packet processed, the number of processed packets and the number of waiting packets
4If a packet is delivered by the end of a time slot, this time slot still counts into the latency of this packet, as illustrated in
Fig. 2.
will not change. If this coded packet is received successfully, the state will transit to (n,w, d+ 1),
otherwise it will remain at (n,w, d).
• If d = w − 1, we can decode all the waiting packets if this coded packet is received successfully,
for which the state will be transited to (n, 0, 0). If this coded packet is erased, the state will remain
at (n,w, d).
The transition of states for this POMDP is summarized in Fig. 3. When all the packets are successfully
delivered, the transition diagram terminates at the final state (N, 0, 0).
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Fig. 3: An illustration of the state transitions. The blue lines denote transitions after taking action a = 0 and the
red dashed lines denote transitions after taking action a = 1, with transition probabilities labeled on the lines.
As a result, we model the minimum-latency code design as a general MDP, which includes
• The state space S = {(n,w, d), 0 ≤ d < w ≤ n ≤ N},
• The action space A = {0, 1},
• The state transition function
T ((n,w, d), 0, (n′, w′, d′)) =

1− p, if n′ = n+ 1, w′ = w = 0 or n′ = n+ 1, w′ = w + 1,
p, if n′ = n+ 1, w′ = w + 1, d′ = d,
0, otherwise
T ((n,w, d), 1, (n′, w′, d′)) =

1− p, if n′ = n,w′ = w, d′ = d+ 1 or n′ = n, d = w − 1, w′ = 0,
p, if n′ = n,w′ = w, d′ = d,
0, otherwise
(13)
• The reward function R((n,w, d), a) = −(N − n+ w),∀a ∈ A.
We refer to the above MDP by MDP1 in the following context. Since the states in MDP1 are not
directly observable at the transmitter, this problem is classified as POMDP. Note that the transmitter can
directly observe the number of transmitted packets in MDP1, i.e., the parameter n is known exactly
by the transmitter. On the other hand, the parameters w and d correspond to the status of the receiver,
which remains unknown for the transmitter in the absence of feedback. The transmitter can estimate the
joint distribution of w and d based on the historical actions. Specifically, when n information packets
are transmitted, there are in total n(n+1)2 + 1 possible states, which are
Sn = {(n,w, d), 0 ≤ d < w ≤ n}
= {(n, 0, 0), (n, 1, 0), (n, 2, 1)(n, 2, 0), · · · , (n,w,w − 1), · · · , (n,w, 0), · · · , (n, n, 0)}. (14)
At the beginning of the tth time slot, if n information packets have been sent, we represent the belief state
bt by a compact vector bnt ∈ R1×(
n(n+1)
2
+1). For notational convenience, we denote by bnt (w, d), 0 ≤
d < w ≤ n, the probability for being in state (n,w, d).
At the beginning of the 1st time slot, the system starts from the initial state (0, 0, 0) and the initial
belief is b01 = [1]. Then, based the state transition shown in Fig. 3, the belief vector b
n
t is updated
according to the following rules:
• If an information packet is sent, i.e., a = 0, we have new belief vector bn+1t+1 given by
bn+1t+1 (0, 0) = (1− p)bnt (0),
bn+1t+1 (w, 0) = pb
n
t (w − 1, 0),∀w ≥ 1,
bn+1t+1 (w, d) = (1− p)bnt (w − 1, d− 1) + pbnt (w − 1, d). ∀w ≥ 2 and d < w − 1,
bn+1t+1 (w,w − 1) = (1− p)bnt (w − 1, w − 2), ∀w ≥ 2.
(15)
• If a coded packet is sent, i.e., a = 1, the belief vector bnt is updated as
bnt+1(0, 0) = b
n
t (0, 0) + (1− p)
n∑
w=1
bnt (w,w − 1),
bnt+1(w, 0) = pb
n
t (w, 0), ∀w ≥ 1,
bnt+1(w, d) = (1− p)bnt (w, d− 1) + pbnt (w, d). ∀w ≥ 1.
(16)
Example 1. Consider the simple case where only two packets need to be sent, i.e., N = 2. The
corresponding MDP is illustrated in Fig. 4. At the initial state (0, 0, 0), we send out the first information
packet. Following that, we can choose either to send a repetition of the first packet (considered as a
coded packet) or send the second information packet. After two information packets have been sent, the
system will be in the state (2, ·, ·) from which only action a = 1 can be applied, i.e., sending a linear
combination of these two packets. The probability and the immediate reward are labelled with each state
transition. The belief state can be updated based on the historical actions according to (15) and (16). For
example, after sending the first information packet from the initial state (0, 0, 0), we have the belief vector
b12 = [1− p, p], where p is the packet erasure probability. Following from that, if a coded packet is sent
(basically the repetition of the first information packet), the belief vector is updated as b13 = [1− p2, p2].
On the other hand, if the second information packet is sent immediately after the first one, the belief
vector is b23 = [(1− p)2, p(1− p), p(1− p), p2].
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Fig. 4: The state transition diagram for a minimum-latency code design with N = 2. The blue lines denote
transitions after taking action a = 0 and the red dashed lines denote transitions after taking action a = 1. The
transition probabilities and the immediate reward associated with each transition are labeled on the lines, without
and with brackets, respectively.
B. Efficient Algorithms
The optimal solution to the general POMDP can be found through the value iteration algorithm
[16]. However, the number of policies that need to be examined in the value iteration algorithm grows
exponentially with the number of packets to be delivered, and hence the complexity for implementing
this optimal algorithm is prohibitive unless N is very small, e.g., N < 10. Meanwhile, we note that those
heuristic policies discussed in Section II lead to a poor performance for our considered problem. Hence,
in this subsection, we propose novel efficient algorithms that can achieve near-optimal solutions for the
considered POMDP.
First, it is noted that if the perfect knowledge of the state is available, the optimal action is straight-
forward, i.e., an information packet should be sent whenever there is no waiting packet at the receiver
side, i.e., when w = 0; while a coded packet should be sent as long as there is a waiting packet
i.e., when w > 0. Hence, a straightforward solution for the considered POMDP is to choose the most
likely optimal action based on the belief state, which is referred to as majority vote policy. Denote by
Sa , {s : pi∗MDP (s) = a} the set of states for which the optimal action is given by a ∈ A in the fully
observable MDP. Then, the majority vote policy for the general POMDP is defined as
piMV (b) = arg max
a∈A
∑
Sa
b(s). (17)
Note that (17) is an alternative maximum likelihood solution similar to (7), which can provide a better
performance when the action space is small.
For the minimum-latency code design problem considered in this paper, the action space is A = {0, 1}.
The majority vote policy can be equivalently expressed as
piMV (b
n
t ) =
0, if b
n
t (0, 0) > 0.5
1, otherwise.
(18)
The majority vote policy focuses on the local optimal action at each time instance, while ignoring the
effect of the current action on the future states. The performance can be further enhanced by looking
a few steps ahead, by adopting the D-step search algorithm proposed in [14]. With the D-step search
algorithm, a tree of reachable belief state from the current belief state is built by examining all the
possible sequences of D actions/observations5 that can be taken/observed from the current belief. The
belief nodes are represented using logical OR-nodes, at which we choose one action from the action
space, while the actions are included in between each layer of belief nodes using logical AND-nodes,
since all the possible subsequent observations must be considered. Then, to make the decision based
on the root belief node, we first estimate the values of the belief nodes at the fringe of this tree using
an approximated value function computed offline. Then, the state action values of the upper layers are
estimated based on the value iterations defined in (6). Specifically, in the absence of feedback, the value
iteration function is simplified to
v(bt) = max
a∈A
[∑
s∈S
bt(s)R(s, a) + v(τ(bt, a, z)
]
, (19)
where τ(bt, a, ·) is the belief update function without observation. The most important task for imple-
menting the D-step search algorithm is to obtain a good approximated value function of the fringe belief
nodes.
5For the low-latency code design problem, the observation is available for the case with delayed feedback. In this section,
we focus on the scenario without feedback, where the observation space is empty. The low-latency code design with delayed
feedback is considered in Section IV.
First, it is noted that for the minimum-latency code design problem, there is only one possible action
after all the N information packets are sent at the transmitter, i.e., sending the coded packets. In this
case, the optimal value of the states (N,w, d) can be evaluated according to Lemma 1 given below. For
notational convenience, we denote the value function of the state v(s) for s = (n,w, d) by v(n,w, d),
when there is no ambiguity.
Lemma 1. For the minimum-latency code design problem with N packets, the optimal value of the state
(N,w, d) is v∗(N,w, d) = −w(w−d)1−p for 0 ≤ d < w ≤ N , where p is the packet erasure probability of
the channel.
Proof. Please refer to Appendix A.
Given the optimal value function of all the states {(N,w, d), 0 ≤ d < w ≤ N}, we can obtain the
optimal value of the belief bNt according to (5). However, the optimal value function for the belief states
bnt with n < N remains unknown. To find the approximated value functions for the general belief state,
we consider the upper and lower bounds for the optimal value function.
Note that a lower bound vL(bt), where v∗(bt) ≥ vL(bt) of the optimal belief value can be obtained
based on the majority vote policy given in (18). Given the belief state bt, all the subsequent actions
and belief states can be determined based on the majority vote policy, until reaching the belief state bNt′ ,
whose optimal value is known from Lemma 1. Mathematically, the lower bound of the belief value can
be calculated recursively as
vL(bt) =
∑
s∈S
bt(s)R(s, a) + v(bt+1), (20)
where a = piMV (bt) is the action obtained by applying majority vote policy and bt+1 = τ(bt, a, ·) is the
subsequent belief.
On the other hand, an upper bound of the optimal belief value vU (bt), where v∗(bt) ≤ vU (bt), can be
obtained by assuming that the states in MDP1 are fully observable and the optimal action is taken at
every step. Then, the optimal value of the state is given in Lemma 2 below.
Lemma 2. If MDP1 is fully observable, the optimal value of state (n,w, d), ∀0 ≤ d < w ≤ n ≤ N , is
given by
v∗MDP (n,w, d) = −
(N − n+ w)(w − d)
1− p −
(N − n+ 1)(N − n)
2(1− p) . (21)
Proof. Please refer to Appendix B.
Then, the upper bound of the belief value vU (bt) can be calculated as
vU (bt) =
∑
s∈S
bt(s)v
∗
MDP (s), (22)
where v∗MDP (s) is the optimal value of state s in the fully observable MDP as given in (21).
With the D-step search algorithm, we calculate the value of the fringe nodes of the belief tree offline,
e.g., the lower and upper bound values of the fringe nodes can be calculated from (20) and (22),
respectively. Then, these bounds are propagated to the parent nodes according to the following equation
L(b) =
v
L(b), if b is a fringe node
maxa∈A L(b, a), otherwise,
(23)
with L(b, a) ,
∑
s∈S
b(s)R(s, a) + L(τ(b, a, ·)); (24)
U(b) =
v
U (b), if b is a fringe node
maxa∈A U(b, a), otherwise,
(25)
with U(b, a) ,
∑
s∈S
b(s)R(s, a) + U(τ(b, a, ·)), (26)
where R(s, a) is the immediate reward for implementing action a at state s, and τ(bt, a, ·) is the updated
belief with action a taken on the current belief bt.
After obtaining the upper and lower bounds for the current belief state bt, we can take the action that
leads to the maximal approximated belief value. In this paper, we approximated the optimal value of bt
with the lower bound L(bt). Hence, the policy can be expressed as
piD−step(bt) = arg max
a∈A
L(bt, a). (27)
Note that the size of the belief tree increases exponentially with the number of steps we look ahead,
and hence the complexity of the D-step search algorithm increases exponentially with D. With the lower
bound and upper bound obtained in (23)-(26), we can reduce the size of the belief tree by applying the
classical branch-and-bound pruning algorithm [14]. Specifically, for a given belief state, if the upper bound
for taking action a is lower than the lower bound for taking another action a′, i.e., U(b, a) ≤ L(b, a′), then
action a is strictly suboptimal in this belief state, and hence that branch (action a and the subsequent
reachable belief states) can be pruned without performance degradation. The pseudocode for general
Branch-and-Bound pruning algorithm can be found in [14] (Algorithm 3.2 on page 12).
Example 2. Consider the simple case with N = 2. The state transition diagram for the minimum latency
code design problem is shown in Fig. 4. After the first information packet is sent, the belief state is
b2 = b
1
2 = [1− p, p], where p is the erasure probability. For the second time slot, we can either send the
next information packet, i.e., with a = 0, or send a repetition of the first information packet, i.e., with
a = 1. With majority vote, the action a = 1 should be taken if p > 0.5; otherwise, action a = 0 should
be taken.
With the 2-step search algorithm, the decision can be made by building a belief tree as shown in
Fig. 5, by considering all the possible actions and reachable belief states in the subsequent two steps.
The fringe nodes b23 and b
2
4 correspond the the set of states {(N,w, d), 0 ≤ d < w ≤ N}, whose optimal
values are directly obtained from Lemma 1. Hence, we can calculate the optimal value of the belief b23
and b24 as v
∗(b23) = −3p− 4p
2
1−p and v
∗(b24) = −p− 3p2− 4p
3
1−p . Meanwhile, for the value of b
1
4, we can
calculate the lower and upper bound from (20) and (22), respectively, which are6
vL(b14) =
−1− 3p
3 − p(1−p3)1−p − 4p
4
1−p , if p
3 < 0.5
−p(1−pm)1−p − 2pm − 4p
m+1
1−p −
∑m
i=3(1 + p
i), otherwise
(28)
with m = arg min
u
(pu < 0.5); (29)
vU (b14) = −
1 + 2p3
1− p . (30)
The lower and upper bounds can be propagated to the parent b13 according to (23) and (25). For
the example with p = 0.3, the values for each node are labeled in Fig. 5. Under the belief b12, action
a = 1 is strictly suboptimal than the action a = 0, and hence the branch from that action node can be
pruned. Then, we have L(b13) = U(b
1
3) = −1.09 + v∗(b24) = −1.8143. Based on the belief tree, we have
L(b12, 0) > L(b
1
2, 1), which implies that action a = 0 should be taken at b
1
2. For this simple example
with N = 2 and p = 0.3, we have piMV = piD−step and both of them are optimal. However, for general
N and p, the D-step search policy usually outperforms the majority vote policy, as shown in Section V.
IV. MINIMUM-LATENCY FEC DESIGN WITH DELAYED FEEDBACK
In this section, we consider the minimum-latency code design in the presence of delayed feedback,
which specifies whether a packet is successfully received at the receiver or not. Note that when the
feedback is instantaneous, i.e., the receiving status of the packet sent during the ith time slot is available
6It is generally difficult to give the explicit expression for (20) as a function of p, except in this simple case with N = 2.
However, the numerical value of the lower bound can be calculated very efficiently according to (20), with complexity O(N).
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at the transmitter for making the decision at the (i+ 1)th time slot, the state in MDP1 is known exactly
and hence we can implement the optimal actions following ARQ, which is given by
pi∗MDP (s = (n,w, d)) =
0, if w = 01, otherwise. (31)
When the feedback is delayed due to, e.g., the propagation or processing delays, the transmitter cannot
tell the state in MDP1 exactly since the receiving status of some packets remains unknown. However,
the delayed feedback information can still be used to reduce the uncertainty in the belief, and hence
help the transmitter make better decisions. In the section, we assume that the receiving status of the
ith transmission (i.e., the packet sent during time slot i) is available at the transmitter via the feedback
channel at the beginning of the (i+ T + 1)th time slot, where T is referred to as the “feedback delay”.
T = 0 corresponds to the case of instantaneous feedback.
A. Mathematical Modeling
In the delayed feedback case, at the beginning of the tth time slot, the transmitter can observe the
receiving status of the packet sent during the (t − T − 1)th time slot via the feedback channel, where
T is the feedback delay. Hence, we can model the low latency code design with delayed feedback by a
POMDP, which includes MDP1 and
• The set of observation Z = {0, 1}, where ztt−T−1 ∈ Z is the receiving status of the packet sent
during the (t− T − 1)th time slot and observed by the transmitter at the beginning of the tth time
slot.
• The observation function O(z), which is independent of the current state and is given by
O(z) =
1− p, if z = 1p, if z = 0. (32)
In other words, at the beginning of the tth time slots, the transmitter has the knowledge of the receiving
status of all the packets sent during the time slot {1, ..., t − T − 1}. Hence, we know the exact state
of MDP1 at the beginning of the (t− T )th time slot, which is denoted as sˆt−T for convenience. Then,
we can update the belief state at the tth time slot based on sˆt−T and the set of subsequent actions
{ai, i = t− T, ..., t− 1} from the state transition diagram shown in Fig. 3. For notational convenience,
we denote by bˆti our estimation of belief state at time i, based on the information available at time t.
Then we have
bˆtt−T (s) =
1, if s = sˆt−T ∈ S0, otherwise. (33)
Moreover, we can also estimate the belief at time {t − T + i, i = 1, ..., T} via the following recursive
formula
btt−T+i(s) =
∑
s′∈S
T (s, at−T+i−1, s′)bˆtt−T+i−1(s
′), (34)
where at−T+i−1 ∈ A is the action applied during (t− T + i− 1)th time slot and T (s, a, s′) is the state
transition function for MDP1 given in (13).
In the absence of feedback, our belief state bt is obtained from the initial belief, i.e., b01(0, 0) = 1, and
all the actions from time 1 until time t− 1. With delayed feedback, at time t, the transmitter can make
the decision based on the belief bˆtt from (34), which has much less uncertainty as compared with bt in
the absence of feedback,
B. Efficient Algorithms
The majority vote policy defined in (18) can be directly applied to the case with delayed feedback by
using the more accurate belief state bˆtt at time t as input in (18). In this section, we focus on the extension
of the D-step search algorithm to the case with delayed feedback. At each time slot, a belief tree by
looking D steps ahead will be built to assist the decision making process. According to the availability
of feedback information, we have the following three cases:
• For time slot t ∈ {1, 2, ..., T −D+ 1}, there is no feedback available even after looking at D steps
ahead. Hence, the belief tree is exactly the same as the case without feedback, which is discussed
in Section III-B. Each action node is followed by one belief node.
• For time slot t ∈ {T −D+2, ..., T +1}, there is no observation at the beginning of the tth time slot.
Hence, bˆtt can be calculated based on the historical actions only. The first part of the tree follows
from the case without feedback, where each belief node is expanded to two belief nodes. However,
some feedback information will be received in the future steps that we look ahead. Specifically, there
are two possible observations at the beginning of the (T + 2)th time slot and all the subsequent
time slots, i.e., z = 0 or z = 1. For each observation, we can estimate the corresponding updated
belief. Then, for each belief, we have two possible actions, i.e., a ∈ {0, 1}, and each followed by
two possible observations again. Hence, for the second part of the tree, each belief node is expanded
into 4 belief nodes in the next step.
• For time slot t ∈ {T + 2, ...}, we calculate bˆtt based on the observation according to (34). At each
belief node, there are two action nodes, each followed by two observations. Hence, each belief node
is expanded to 4 belief nodes in the next step.
Regardless how the belief is estimated, the upper bound of the belief value can be calculated in the
same way as in the scenario without feedback. Specifically, for the fringe belief nodes, the upper bound of
the belief value is calculated by assuming that all the future states are directly observable, i.e., according
to (22). On the other hand, the lower bound of the belief value needs to be estimated with the majority
vote policy. However, for different possible observations in the future states, the majority vote policy may
lead to different action sequences, and each action sequence corresponds to an approximated value of the
current belief. The lower bound of the belief value can be obtained by averaging over all possible action
sequences. In general, the number of action sequences that need to be considered grows exponentially
with the action steps until reaching the final state, which leads to prohibitive complexity for large N .
Therefore, we propose to estimate the lower bound of the belief value by ignoring the observations in
the future states. Specifically, for belief state bˆtt, one unique action sequence is determined based on the
majority vote policy in (18) by updating the belief state as if there will be no observations in the future
steps. After calculating the lower and upper bound of the belief value for the fringe nodes in the belief
tree, the lower and upper bounds of the belief values for the parent nodes can be evaluated according to
L(b) =
v
L(b), if b is a fringe node
maxa∈A L(b, a), otherwise,
(35)
with L(b, a) ,
∑
s∈S
b(s)R(s, a) +
∑
z∈Z
O(z)L(τ(b, a, z)); (36)
U(b) =
v
U (b), if b is a fringe node
maxa∈A U(b, a), otherwise,
(37)
with U(b, a) ,
∑
s∈S
b(s)R(s, a) +
∑
z∈Z
O(z)U(τ(b, a, z)), (38)
where R(b, a) is the immediate reward, O(z) is the probability for observing z, and τ(b, a, z) is the
general belief update function with observation. For the problem considered in this section, the updated
belief τ(b, a, z) is calculated according to (34). Then, the Branch-and-Bound pruning algorithm can be
applied to reduce the size of the belief tree and the action is chosen based on the belief-action values of
the current state, according to (27).
Example 3. Consider an illustrative example where N = 3 packets need to be sent via the channel
with packet erasure probability p. The feedback delay is T = 2 time slots. In the first time slot, an
information packet is sent. At the beginning of the 2nd time slot, no feedback information has arrived
yet and the belief state is estimated to be b2 = b12 = [1 − p, p]. Then, if action a = 0 is applied, we
have belief b3 = b23 = [(1 − p)2, p(1 − p), p(1 − p), p2]. If action a = 1 is applied, we have belief
b3 = b
1
3 = [1 − p2, p2]. With T = 2, we expect to observe the receiving status of the first packet at
the beginning of the 4th time slot. Hence, with the 2-step search algorithm, we can build the belief
tree as shown in Fig. 6. Take the fringe nodes b24 and b˜
2
4 as an example. They are estimated based
on the same sequence of actions {a2 = 0, a3 = 1} and different observations. If we observe z41 = 1,
the estimated belief state is b24 = [1 − p2, p2, 0, 0]. If we observe z41 = 0, the estimated belief state is
b˜24 = [(1− p)2, 0, 2p(1− p), p2]. With p = 0.3, the values (value ranges) of the belief states are labeled
in Fig. 6. The lower and upper bounds are propagated from the fringe belief nodes to the parent nodes
according to (35)-(38). Then, based on (27), the action obtained by the 2-step search algorithm at t = 2
is a = 0, i.e., a new information packet should be sent during the 2nd time slot.
V. NUMERICAL EXAMPLES
In this section, numerical results are provided to evaluate the proposed low latency FEC design by
solving the corresponding POMDP. First, we consider the case without feedback. The proposed algorithms
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discussed in Section III are compared with the benchmark scheme introduced in [9], which is referred to
as “Low-Delay FEC”. With Low-Delay FEC, a coded packet is sent after every L−1 information packets
are sent, where L is a positive integer with its value chosen according to the channel statistics [9]. First,
we compare the coding decisions obtained by using different strategies in Fig 7. For each coding strategy,
after all the information packets have been transmitted, i.e, when the state is (N, ·, ·), the transmitter will
continue sending the coded packets until the receiver is able to decode all the information packets7. It is
observed from Fig 7 that, before reaching the state (N, ·, ·), the codes obtained by solving the POMDP
have adaptive coding rate, with more information packets sent at the beginning of the transmission process
whereas more coded packets sent at the later stage. This is expected since there are more packets queueing
at the transmitter side at the beginning of the process, whereas more packets are waiting at the receiver
side to be delivered to the application layer in the later transmission stage.
In Fig. 8, the average end-to-end delay for sending N = 100 packets is plotted versus the channel
erasure probability for the proposed code designs and Low-Delay FEC with different L. It is observed
7In the absence of feedback, the transmitter can estimate the probability for reaching the final state (N, 0, 0) and terminate
the transmission once the decoding probability is sufficiently large.
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that the performance of the Low-Delay FEC is critically dependent on the choice of L. By solving the
POMDP with simple majority vote policy, the resulting code strictly outperforms the Low-Delay FEC
with the optimal choice of L at any given erasure probability. It is observed that the gain increases with
the erasure probability. We also observe that the 2-step algorithm can lead to better code design than the
majority vote policy, at the cost of increased complexity. If we further increase the search steps from 2
to 4, the performance improvement is negligible as shown in Fig. 8, which implies that the lower bound
of the blief state value is very close to the optimal value by looking 2 steps ahead. It was shown in
[14] that the D-step search algorithm is asymptotically optimal, i.e., as the number of the search steps
D increases, the solution approaches the optimal policy for the POMDP. Therefore, we conjecture that
the code design with the 2-step search algorithm is already close-to-optimal.
Next, we consider the minimum-latency FEC design with delayed feedback. Note that the Low-Delay
FEC proposed in [9] has a fixed code structure, which cannot utilize the feedback information. Hence,
the performance of the Low-Delay FEC cannot be further improved even in the presence of feedback. In
contrast, our proposed approach directly utilizes the feedback information, as discussed in Section IV.
To evaluate our proposed code design with delayed feedback, we compare it with the existing scheme
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Fig. 8: Average end-to-end delay achieved by various code designs for sending N = 100 packets in the absence
of feedback.
proposed in [11], which is referred to as “Feedback-based adaptive coding”. In [11], the author proposes
to estimate the receiver queue length at the transmitter side based on the delayed feedback information
and the channel statistics. Then, a coded packet is sent if the estimated receiver queue length is above a
certain threshold. The optimal threshold was shown to be 1 for achieving the minimum end-to-end latency
in [11]. In Fig. 9, we compare the average end-to-end latency achieved by the proposed coding schemes
and the Feedback-based adaptive coding for sending N = 100 packets with feedback delay T = 2. The
simulation results are obtained by averaging over 1000 realizations. It is observed that when the packet
erasure probability is low, the FEC designed with the majority vote policy has a similar performance as
the Feedback-based adaptive coding proposed in [11]. However, when the erasure probability is large,
the majority vote policy significantly outperforms the Feedback-based adaptive coding. Furthermore, the
2-step search algorithm has a constant performance gain over the majority vote policy for a wide range
of erasure probabilities.
In Fig. 10, we plot the average end-to-end latency achieved by the 2-step search algorithm for sending
N = 100 packets with different feedback delays. Note that T = 0 corresponds to the case with
instantaneous feedback, for which the 2-step search algorithm reduces to ARQ. On the other hand,
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Fig. 9: Average end-to-end delay achieved by various code designs for sending N = 100 packets with feedback
delay T = 2.
T = ∞ corresponds to the case without feedback. As expected, the latency performance degrades as
the feedback delay increases. Furthermore, a substantial performance degradation is observed when the
feedback delay increases from T = 0 to T = 2. As T further increases, the performance degradation
becomes smaller. For the delayed feedback with feedback delay T = 8, we can still observe a significant
performance gain as compared with the case without any feedback.
VI. CONCLUSION
In this paper, we have investigated the optimal FEC design for achieving the minimum average end-
to-end latency over a lossy channel without or with delayed feedback. We formulated the FEC design
problem as a POMDP and proposed the solutions with the majority vote policy and the D-step search
algorithm. The majority vote policy can be implemented with a very low complexity, whereas the D-step
algorithm can achieve the close-to-optimal solution with a higher complexity. The codes constructed by
solving the POMDP were shown to outperform the existing codes for both scenarios without and with
delayed feedback. Although we have focused on the i.i.d. packet erasures in this paper, the proposed
POMDP formulation and the solutions can be extended to the case with bursty erasures, e.g, the Gilbert-
Elliott channel, by including the channel states into the environment states of the POMDP. However,
this will further increase the number of states and the complexity in the POMDP. In the future, we will
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Fig. 10: Average end-to-end latency achieved by 2-step search algorithm for various feedback delays, with
N = 100.
investigate the efficient approximations for reducing the number of states. Furthermore, we will also
consider the optimal FEC design for achieving the minimum guaranteed latency, which is a function of
the average latency and variance of latency.
APPENDIX A
PROOF OF LEMMA 1
First, it is noted the state s = (N, 0, 0) is the final state with no further transitions and hence we have
v∗(N, 0, 0) = 0. Then, according to the transition diagram shown in Fig. 3(c), after applying the optimal
action a = 1, we have
v∗(N,w,w − 1) = −w + (1− p)v∗(N, 0, 0) + pv∗(N,w,w − 1), (39)
which renders v∗(N,w,w − 1) = − w1−p . Then, according to the transition diagram shown in Fig. 3(b),
we have
v∗(N,w, d) = −w + (1− p)v∗(N,w, d+ 1) + pv∗(N,w, d),∀d < w, (40)
which leads to
v∗(N,w, d) = − w
1− p + v
∗(N,w, d+ 1)
= −w(w − d− 1)
1− p + v
∗(N,w,w − 1) = −w(w − d)
1− p , ∀d < w − 1. (41)
It can be easily verified that v∗(N,w, d) = −w(w−d)1−p holds for all the valid states (N,w, d) with 0 ≤
d < w ≤ N .
APPENDIX B
PROOF OF LEMMA 2
If MDP1 is fully observable, the optimal policy can be easily determined, which is sending the
information packet if and only if w = 0 and sending the coded packets otherwise. Hence, according
to the transition diagram shown in Fig. 3, we have
v∗MDP (n, 0, 0) = −(N − n) + (1− p)v∗MDP (n+ 1, 0, 0) + pv∗MDP (n, 0, 0), (42)
v∗MDP (n,w,w − 1) = −(N − n+ w) + (1− p)v∗MDP (n, 0, 0) + pv∗MDP (n,w,w − 1), (43)
v∗MDP (n,w, d) = −(N − n+ w) + (1− p)v∗MDP (n,w, d+ 1) + pv∗MDP (n,w, d), ∀d < w − 1, . (44)
From (42), we have
v∗MDP (n, 0, 0) = −
N − n
1− p + v
∗
MDP (n+ 1, 0, 0)
= −
N−1∑
i=n
N − i
1− p + v
∗
MDP (N, 0, 0)
= −(N − n+ 1)(N − n)
2(1− p) (45)
where the last equality follows from algebraic summation and the fact that the state (N, 0, 0) is the final
state with the optimal value v∗MDP (N, 0, 0) = v
∗(N, 0, 0) = 0. Then, by substituting (45) into (43), we
have
v∗MDP (n,w,w − 1) = −
N − n+ w
1− p −
(N − n+ 1)(N − n)
2(1− p) . (46)
Then, with (46) and the recursive formula (44), we have
v∗MDP (n,w, d) = −
N − n+ w
1− p + v
∗
MDP (n,w, d+ 1)
= −(N − n+ w)(w − d− 1)
1− p + v
∗
MDP (n,w,w − 1)
= −(N − n+ w)(w − d)
1− p −
(N − n+ 1)(N − n)
2(1− p) , ∀d < w − 1. (47)
It can be verified from (45) and (46) that the expression (47) holds for all the valid states (n,w, d) with
0 ≤ n ≤ N ,0 ≤ w ≤ N and 0 ≤ d < w.
REFERENCES
[1] 3GPP TR 36.881, “Study on latency reduction techniques for LTE (release 14),” tech. rep., Jul. 2016. available online at
http://www.3gpp.org/ftp//Specs/archive/36 series/36.881/.
[2] ITU-R Rec. M.2083-0, “IMT vision-framework and overall objectives of the future development of IMT for 2020 and
beyond,” tech. rep., ITU, Sep. 2015.
[3] M. Shirvanimoghaddam, M. S. Mohammadi, R. Abbas, A. Miinja, C. Yue, B. Matuz, G. Han, Z. Lin, W. Liu, Y. Li,
S. Johnson, and B. Vucetic, “Short block-length codes for ultra-reliable low latency communications,” IEEE Commun.
Magazine, vol. 57, pp. 130–137, Feb. 2018.
[4] C. She, C. Yang, and T. Q. S. Quek, “Radio resource management for ultra-reliable and low-latency communications,”
IEEE Commun. Mag., vol. 55, pp. 72–78, Jun. 2017.
[5] European Telecommunications Standards Institute (ETSI), “Next generation protocolsmarket drivers and key scenarios.,”
tech. rep., 2016. available online at https://www.etsi.org/images/files/ETSIWhitePapers/etsi wp17 Next Generation
Protocols v01.pdf.
[6] Y. Xia and D. Tse, “Analysis on packet resequencing for reliable network protocols,” in INFOCOM, pp. 990–1000, Mar.
2003.
[7] J. K. Sundararajan, D. Shah, M. Me´dard, M. Mitzenmacher, and J. Barros, “Network coding meets TCP,” in INFOCOM,
pp. 280–288, Apr. 2009.
[8] J. Cloud, D. Leith, and M. Me´dard, “A coded generalization of selective repeat ARQ,” in INFOCOM, pp. 1–9, Apr. 2015.
[9] M.Karzand, D. J. Leith, J. Cloud, and M. Me´dard, “Design of FEC for low delay in 5G,” IEEE J. Selected Areas in
Commun., vol. 35, pp. 1783–1793, Aug. 2017.
[10] F. Gabriel, S. Wunderlich, S. Pandi, F. H. Fitzek, and M. Reisslein, “Caterpillar RLNC with feedback (CRLNC-FB):
Reducing delay in selective repeat ARQ through coding,” IEEE Access, vol. 6, pp. 44787–44802, Sep. 2018.
[11] P. Garrido, D. J. Leith, and R. Aguero, “Joint scheduling and coding for low in-order delivery delay over lossy paths with
delayed feedback,” Dec. 2018. available online at https://arxiv.org/abs/1804.04921.
[12] J. K. Sundararajan, D. Shah, M. Me´dard, and P. Sadeghi, “Feedback-based online network coding,” IEEE Trans. on
Information Theory, vol. 63, pp. 6628–6649, Oct 2017.
[13] D. Malak, M. Me´dard, and E. M. Yeh, “Tiny codes for guaranteeable delay,” IEEE J. Selected Areas in Commun., vol. 37,
pp. 809–825, Apr. 2019.
[14] S. Ross, J. Pineau, S. Paquet, and B. Chaib-draa, “Online planning algorithms for POMDPs,” Journal of Artificial
Intelligence Research, vol. 32, pp. 663–704, Aug. 2008.
[15] R. D. Smallwood and E. J. Sondik, “The optimal control of partially observable Markov processes over a finite horizon,”
Operations Research, vol. 21, no. 5, pp. 1071–1088, 1973.
[16] E. J. Sondik, The optimal control of partially observable Markov processes. Stanford University, 1971. PhD thesis.
[17] L. P. Kaelbling, M. L. Littman, and A. R. Cassandra, “Planning and acting in partially observable stochastic domains,”
Artificial Intelligence, vol. 101, pp. 99–134, May 1998.
[18] M. L. Littman, A. R. Cassandra, and L. P. Kaelbling, “Learning policies for partially observable environments: scaling
up,” in Proceedings of the 12th International Conferene on Machine Learning (ICML-95), pp. 362–370, Jul. 1995.
