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Root separation bounds play an important role as a complexity measure in understanding the behaviour of various algorithms
in computational algebra, e.g., root isolation algorithms. A classic result in the univariate seing is the Davenport-Mahler-
Mignoe (DMM) bound. One way to state the bound is to consider a directed acyclic graph (V ,E) on a subset of roots of a
degree d polynomial f (z) ∈ C[z], where the edges point from a root of smaller absolute value to one of larger absolute, and
the in-degrees of all vertices is at most one. en the DMM bound is an amortized lower bound on the following product:∏
(α,β )∈E |α − β |. However, the lower bound involves the discriminant of the polynomial f , and becomes trivial if the
polynomial is not square-free. is was resolved by Eigenwillig, (2008), by using a suitable subdiscriminant instead of the
discriminant. Escorcielo-Perrucci, 2016, further dropped the in-degree constraint on the graph by using the theory of nite
dierences. Emiris et al., 2019, have generalized their result to handle the case where the exponent of the term |α − β | in
the product is at most the multiplicity of either of the roots. In this paper, we generalize these results by allowing arbitrary
positive integer weights on the edges of the graph, i.e., for a weight functionw : E → Z>0, we derive an amortized lower
bound on
∏
(α,β )∈E |α − β |w (α,β ). Such a product occurs in the complexity estimates of some recent algorithms for root
clustering (e.g., Becker et al., 2016), where the weights are usually some function of the multiplicity of the roots. Because of
its amortized nature, our bound is arguably beer than the bounds obtained by manipulating existing results to accommodate
the weights.
Additional KeyWords and Phrases: Root separation bounds, conuent Vandermondematrix, nite dierences, sub-discriminants,
nuclear norm.
1 INTRODUCTION
Given a monic univariate polynomial f (z) ∈ C[z], of degree d with roots α1, . . . ,αd , not all distinct, a root
separation bound is a lower bound on the smallest distance sep(f ) between any distinct pair of roots of f . A
classic result [11] states that
sep(f ) > d−(d+2)/2∆(f )1/2M(f )1−d ,
where
∆(f ):=
∏
i<j
(αi − α j )2
is the discriminant of f , and
M(f ):=
d∏
i=1
max {1, |αi |} (1)
is theMahler measure of f .
e parameter sep(f ) naturally occurs in the complexity analysis of many algorithms; examples are the (real
or complex) root isolation algorithms ([13], [3], [5], [2]). However, most of these algorithms need a lower bound
on the product of certain pairs of roots and not just the worst case separation. To capture these pairs, we consider
a simple (i.e., no loops and multiple edges) undirected graphG = (V ,E), whose vertices are a subset of the distinct
roots of f . en we want a lower bound on
∏
(αi ,α j )∈E |αi − α j |. One straightforward lower bound is sep(f ) |E | ,
but Davenport [3] used the amortized nature of the Mahler measure to derive a lower bound for real roots that
essentially matches the lower bound on sep(f ) given above; the argument was later modied by Mignoe to
complex roots [12]. A consequence of these results is a straightforward improvement in the complexity bounds
on the running time of algorithms for root isolation algorithms by a multiplicative factor of the degree.
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Both these lower bounds, nevertheless, rely on the discriminant ∆(f ) and are trivial when the polynomial is
not square-free, i.e., it has multiple roots. A remedy is to work with the square-free part f̂ of f , but this again
blows the bound by exponential factors because of the growth in the coecients of f̂ as compared to f . An
alternative was presented by Eigenwillig [4] that uses the (d − r )-th sub-discriminant of f instead of the the
discriminant, where r is the number of distinct roots of f . However, there are some constraints on the graphG
for the bound to be applicable, namely, in the directed acyclic graph obtained by directing the edges of G from
a root of smaller absolute value to one of larger absolute value, the in-degree of all the vertices is at most one.
Escorcielo-Perrucci [7] dropped this in-degree constraint by using the theory of nite dierences. Despite this,
their result gives weaker bounds on products of the form∏
(αi ,α j )∈E
|αi − α j |w (αi ,α j ), (2)
wherew : E → N is a weight function that assigns a positive integer to all the edges.1 In the special case where
the weight function is such that the weight of an edge is bounded by the multiplicity of one of its vertices, [10]
and [6] have derived lower bounds when the coecients of f are real and complex numbers, respectively. To
state their bound, let f have r distinct roots α1, . . . ,αr with multiplicitiesm1, . . . ,mr , respectively, f̂ denote the
square-free part of f , and for a root αi let ∆i denote the distance to the nearest distinct root. en the bound in
[6] is the following: If K ⊆ [r ] andwi ∈ N is such thatwi ≤ mi , for i ∈ K , then∏
i ∈K
∆wii ≥ 2−d (r+2)(‖ f ‖∞‖ f̂ ‖∞)−dM(f )1−r |res(f , f̂ ′)|, (3)
here ‖ · ‖∞ is the maximum absolute value over the coecient sequence of the polynomial, and res(·, ·) is the
univariate resultant. ese bounds, though useful, fail to provide amortized lower bounds when thewi ’s exceed
the multiplicity. Such a scenario, for instance, occurs in the complexity analysis of some recent root clustering
algorithms [1, 2], where the following product occurs, for some subsets Ki ⊆ [r ]:∏
i ∈K
∆
∑
j∈Ki mj
i .
One way to derive a lower bound on this product is to exponentiate the le-hand side of (3) to the degree d (since
the sum of the multiplicities over Ki is bounded by d), move the extraneous factors to the denominator in the
right-hand side, and upper bound these to get a lower bound on the desired product. But, just as was the case
with sep(f ) |E | earlier, such an approach loses the amortization property and gives exponentially worse bounds.
In this paper, we derive a lower bound on the product in (2) for arbitrary weight functions. e restrictions
on the weights in the earlier approaches was an outcome of the choice of the symmetric function (either the
discriminant, sub-discriminant or the resultant). We instead choose a symmetric function based on the weights
and try to optimize over all valid choices of the function. is is done by constructing a conuent Vandermonde
matrix to get the desired weight structure in the exponents. e choice of the conuent Vandermonde is
especially helpful when the weights are skewed in distribution, because this means we can pick a dierent
multiplicity structure on the roots and obtain beer bounds. e spectral structure of the weighted adjacency
matrix Aw :=[wi, j ]i, j=1, ...,r plays an important role in the choice of the multiplicity structure for constructing the
conuent Vandermonde matrix. For ease of comprehension, we state our result when f is an integer polynomial
(since then the absolute value of the non-zero symmetric function is at least one, which is how the bounds are
used in practice) and is also monic (otherwise divideM(f ) by the absolute value of the leading coecient). Let
1 roughout, we use N to denote the set of positive integers and Z≥0 the set of non-negative integers.
2
‖Aw ‖? denote the nuclear norm of Aw , i.e., the sum of its singular values, n:=r
⌈√‖Aw ‖?⌉, andw(E) be the sum
of the weights over the edges of G. en we show that∏
(αi ,α j )∈E
|αi − α j |w (αi ,α j ) > M(f )−2r ‖Aw ‖?
(
n√
3
)− 3r ‖Aw ‖?2 −w (E)
n−n/2. (4)
e bound is amortized because the exponent of the Mahler measure does not containw(E), which would be the
case if we try to derive the lower bound by modifying the earlier results (see (11) below).
In the next section, we give the requisite details and properties of the conuent Vandermonde matrix; Section 3
contains the statement of our main result eorem 3.2 and its comparison with a modication of an existing
bound; Section 4 contains a proof of the main result, and in Section 4.1 we specialize it to obtain the form given
above in (4).
2 CONFLUENT VANDERMONDE
Consider the column vector
v(x)t := [ 1 x x2 · · · xn ] .
Dene the vector obtained by dierentiating each entry in the column above i times and dividing by i!, ie.,
vi (x)t :=
[ (0
i
)
x−i
(1
i
)
x1−i
(2
i
)
x2−i · · · (n−1i )xn−1−i ] , (5)
with the natural convention that
(j
i
)
= 0 if j < i . Let
β :=(β1, . . . , βr ) ∈ Cr
be an r -dimensional vector of complex numbers,
µ:=(µ1, . . . , µr ) ∈ Nr
be a sequence of positive integers, and n:=
∑
i µi . en the conuent Vandermonde matrix V (β ; µ) is the
n × n matrix with columns (vj (βi )), where 1 ≤ i ≤ r and 0 ≤ j ≤ µi − 1. We will also use the notation
V (β1, . . . , βr ; µ1, . . . , µr ) when we want to emphasize the βi ’s and µi ’s. We illustrate it below for r = 3 and
µ1 = 2, µ2 = 3.
V (β ,r ) =

1 0 1 0 0
β1 1 β2 1 0
β21
(2
1
)
β1 β
2
2 2β2 1
β31
(3
1
)
β21 β
3
2 3β22
(3
2
)
β2
β41
(4
1
)
β31 β
4
2 4β32
(4
2
)
β22

.
e block, B(βi ), corresponding to a βi , is the set of columns (vj (βi )), for j = 0, . . . , µi − 1. If all the µi ’s are
one then we obtain the standard Vandermonde matrix denoted as V (β). A key observation in understanding
the determinant of the matrix above is to consider the matrix obtained by replacing the last column vµi−1(βi ),
corresponding to some βi with µi > 1, with the column v(y), for some variable y, which gives us the matrix
V (y):=V (β1, . . . , βi ,y, βi+1, . . . , βr ; µ1, . . . , µi − 1, 1, µi+1, . . . , µr ). (6)
LetV(y):= det(V (y)). By expanding along the column corresponding to y, we can expressV(y) as a polynomial
in y with degree at most n − 1. If we dierentiate this polynomial (µi − 1) times, divide by (µi − 1)! and substitute
y = βi , then we will recover the determinant of V (β ; µ) expanded along the last column of the block B(βi ). More
precisely,
det(V (β ; µ)) = V
(µi−1)(y)
(µi − 1)!

y=βi
. (7)
3
is result is crucial in deriving the following explicit form for the determinant [9].
Proposition 2.1. e determinant of the conuent Vandermonde matrix satises
det(V (β ; µ)) =
∏
1≤i<j≤r
(βj − βi )µi µ j .
3 THE DAVENPORT-MAHLER-MIGNOTTE BOUND
e following variant of the bound appears in [7].
Proposition 3.1. Let α :=(α1, . . . ,αr ) be a sequence of distinct complex numbers, and
M(α ):=
r∏
i=1
max {1, |αi |} . (8)
IfG(V ,E) is an undirected simple graph (i.e., with no multi edges and self-loops) with verticesV ⊆ {α1, . . . ,αr }, then∏
(αi ,α j )∈E
|αi − α j | ≥ | det(V (α ))|M(α )−(r−1)
(
r√
3
)−|E |
r−r/2.
Remark: e result in [7] actually uses the sub-discriminant. Given a degree d polynomial
f (z) =
r∏
i=1
(z − αi )mi ,
with distinct roots αi of multiplicitymi , for 1 ≤ i ≤ r , the (d − r ) discriminant of f is given by
sDiscd−r (f ):= det(V (α ))
r∏
j=1
mi . (9)
Taking absolute values and substituting the expression for the absolute value of the determinant into Proposi-
tion 3.1 we get ∏
(αi ,α j )∈E
|αi − α j | ≥ sDiscd−r (f )1/2M(f )−(r−1) ×
(
r√
3
)−|E |
r−r/2∏r
i=1
√
mi
. (10)
Escorcielo-Perrucci [7] then use the following upper bound by Eigenwillig [4] to derive the nal form of their
result: Ifm1, . . . ,mr ∈ N and ∑ri=1mi = d then
r∏
i=1
√
mi ≤ 3min{d,2(d−r )}/6.
Instead, if we use the AM-GM inequality then we get a sharper bound, namely
r∏
i=1
√
mi ≤
(
d
r
)r/2
.
Substituting this in (10), we get the following improvement over [7]:∏
(αi ,α j )∈E
|αi − α j | ≥ sDiscd−r (f )1/2M(f )−(r−1)
(
r√
3
)−|E |
d−r/2.
We will generalize Proposition 3.1 above to account for non-zero integer weights on the edges, i.e., a lower
bound on the product given in (2). To illustrate the advantage of our approach, we rst give the details of a lower
bound obtained by a straightforward modication of Proposition 3.1.
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Letwmax be the largest weight over all the edges in G. en we can raise the bound in the Proposition 3.1 to
this weight and move the extraneous factor to the right-hand side, and replace them with an upper bound. For
any edge (αi ,α j ) ∈ E, we have
|αi − α j |wmax−w (αi ,α j ) ≤ (2M(f ))wmax .
erefore, we obtain the following lower bound as a modication of Proposition 3.1, which we will use to compare
with the bound derived in this paper:∏
(αi ,α j )∈E
|αi − α j |w (αi ,α j ) ≥ | det(V (α ))|wmaxM(α )−((r−1)wmax+ |E |wmax) · 2−(|E |wmax)
(
r√
3
)−|E |wmax
r−(rwmax)/2. (11)
In comparison, we obtain the following generalization:
Theorem 3.2. Let α1, . . . ,αr ∈ C be distinct complex numbers. LetG(V ,E) be an undirected graph whose vertices
V is a subset of {α1, . . . ,αr }, with an associated a weight functionw : E → N. Denote by
Aw = [w(αi ,α j )]i, j=1, ...,r
the associated weighted adjacency matrix. To every vertex αi ∈ V , we assign a potential µi ∈ N such that for every
edge (αi ,α j ) ∈ E, we havew(αi ,α j ) ≤ µiµ j . Dene µ as the column-vector of these potentials, n:=∑ri=1 µi ,M(α ) be
as in (8), andw(E) as the sum of the weights of the edges in the graph G, i.e.,
w(E):=
∑
(αi ,α j )∈E
w(αi ,α j ). (12)
en ∏
(αi ,α j )∈E
|αi − α j |w (αi ,α j ) > | det(V (α ; µ)| M(α )−‖µµt−Aw ‖∞
(
n√
3
)−∑i (µi2 )−w (E)
n−n/2, (13)
where∞-norm of a matrix is the maximum one-norm over all the rows of the matrix.
Remarks:
(1) Since we are dealing with symmetric matrices, we can replace the ∞-norm with the induced 1-norm,
which is the sum of the columns.
(2) If all the weights are one, then we can take µi ’s as 1, and obtain Proposition 3.1 as a corollary.
(3) ere is an interesting trade-o between the absolute values of the exponent of M(α ) and n/√3, namely,
as the number of edges in G increases the former decreases whereas the laer increases.
In order to compare (10) and (13), we make three assumptions:
(i) G is connected, so |E | ≥ r − 1,
(ii) µi =
√
wmax, for all i = 1, . . . , r , and
(iii) f is an integer polynomial.
From the last assumption, it follows that both | det(V (α ))| and | det(V (α ; µ))| are at least one, and that is how
we oen use them in applications. e second assumption implies that n = r√wmax. We now compare three
analogous terms from both the bounds by taking logarithms.
From the assumption of connectivity, it follows that the absolute value of the exponent ofM(α ) in (10) is at
least 2(r − 1)wmax, whereas in (13) it is at most rwmax. If r ≥ 2, then it follows that the former is larger than the
laer. e dierence is because of the amortized property of the bound in (13).
Consider the negation of the logarithm of the term n−
∑
i (µi2 )−w (E) in (13). is is equal to(∑
i
(
µi
2
)
+w(E)
)
logn ≤
(∑
i
(
µi
2
)
+ |E |wmax
)
log(r√wmax).
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Since
(µi
2
) ≤ µ2i /2, it follows that ∑i (µi2 ) ≤ rwmax/2. erefore, the right-hand side above is upper bounded by
2|E |wmax log(r√wmax)
which is somewhat larger than (− log r−|E |wmax ), the corresponding term in (10). It must be remarked, nevertheless,
that the choice in the second assumption is not the best (see Section 4.1) and is only used for illustration at this
point.
e negation of the logarithm of n−n/2 in (13) is
r
√
wmax log(r√wmax),
which is beer than the corresponding term in (10), namely,
(rwmax) log r ,
for suciently largewmax.
3.1 Some Results from the Theory of Finite Dierences
Let f : C→ C be a function and y1, . . . ,yn be n nodes. en the divided dierence of f on these n nodes is given
by
f [y1, . . . ,yn]:=
n∑
k=1
n∏
`=1;`,k
1
(yk − y`) f (yk ). (14)
If f (z):=zm , for somem ∈ Z≥0, then we have the following closed form:
f [y1, . . . ,yn] =

∑
(t1, ...,tn )∈Zn≥0∑n
i=1 ti=m−n+1
∏n
j=1 y
tj
j if n ≤ m + 1
0 if n > m + 1.
(15)
Given i1, . . . , in ∈ Z≥0, denote by
f (i1, ...,in )[y1, . . . ,yn]:= 1
i1!
∂i1
∂yi11
· · · 1
in !
∂in
∂yinn
f [y1, . . . ,yn]. (16)
en the following claim is straightforward to show:
Lemma 3.3. Given i1, . . . , in ∈ Z≥0, the quantity
f (i1, ...,in )[y1, . . . ,yn]
is a linear combination of f (kj )(yj ), where j = 1, . . . ,n and kj = 0, . . . , i j . Moreover, the coecient of f (i j )(yj ) in
this linear combination is
1
i j !
n∏
`=1:`,j
1
(yj − y`)i`+1 .
Proof. For simplicity, we only argue for i1; the argument is similar for other cases. Consider the eect of 1i1!
∂i1
∂yi11
on f [y1, . . . ,yn]. By linearity of the derivative operator, we only need to focus on the term f (y1)/∏i,1(y1 − yi ).
From Leibniz’s rule applied to this term we get the expression
1
i1!
f (i1)(y1)∏
i,1(y1 − yi )
.
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e eect of the other partial derivatives 1i` !
∂i`
∂y
i`
`
is only on the terms in the denominator, which yields the desired
expression for the coecient of f (i1)(y1). 
If f (z):=zm , for somem ∈ Z≥0, and (i1, . . . , in) ∈ Zn≥0, then as a generalization of (15), we obtain the following
f (i1, ...,in )[y1, . . . ,yn] =

∑
(t1, ...,tn )∈Zn≥0∑n
i=1 ti=m−n+1
∏n
j=1 (tjij )y
tj −ij
j if n≤m+1
0 if n>m+1
(17)
with the natural convention that
(tj
i j
)
= 0 if tj < i j .
4 A PROOF OF THE MAIN RESULT
e idea of the proof is similar to [7]. Given the undirected graph G , we rst direct its edges to go from a root of
smaller modulus to one of larger modulus; this way we obtain a directed acyclic graph G; the in-degrees of the
vertices in G can be larger than one, which is the case addressed in [7]. We consider the vertices of G in the
reverse order of a topological sort on its vertices, i.e., in the order (α1, . . . ,αr ), where if (αi ,α j ) is an edge in G
then j < i . Let In(αi ) denote the set of all vertices that have an edge pointing to αi , di be the cardinality of In(αi )
(i.e., the in-degree of αi ), and
V0:=V (α ; µ). (18)
At the ith step we will process the block corresponding to αi in Vi−1, where i ≥ 1, to obtain a matrix Vi . e
relation between the two matrices is the following:
detVi−1 = det(Vi )
∏
α j ∈In(αi )
(αi − α j )w (α j ,αi ). (19)
e matrix Vi is instead obtained from Vi−1 in stages by modifying the columns in the block corresponding to αi ,
that is, there are two loops – one over the blocks B(αi ), and an inner loop processing the columns of the block
B(αi ). e end result is a matrix Vr such that
det(V0) = det(Vr )
r∏
i=1
∏
α j ∈In(αi )
(αi − α j )w (α j ,αi ).
e nal step is to derive an upper bound on | det(Vr )|; this is done by applying Hadamard’s inequality, and
obtaining upper bounds on the two-norms of the columns of Vr . In what follows, we will use α in place of αi , µα
as the size of the block B(α), k :=di , and V :=Vi−1.
Without loss of generality, let us assume that β1, . . . , βk are the k vertices in In(α), with respective weights
w1, . . . ,wk . Since we are processing the vertices in reverse topological order, we know that the blocks corre-
sponding to these vertices have not been changed. Let µ1, . . . , µk be the sizes of the blocks B(β1), . . . ,B(βk ),
respectively. We will replace each column in the block B(α) by a suitable linear combination of the columns in
the blocks B(α) and B(βi ) for i = 1, . . . ,k . e linear combination will be obtained by taking a suitable partial
derivative of the form given in (16) and then substituting yi ’s appropriately. Ideally, we would have replaced, say
the last column in B(α), by the partial derivative obtained by taking full weights,w1, . . . ,wk . However, there is a
slight obstacle, namely, that the derivatives of f (βi ), for i = 1, . . . ,k , cannot exceed beyond µi − 1. To overcome
this we assign each edge (βi ,α) with corresponding weight wi to a column in the block B(α), namely to the
dwi/µi e-th column in B(α); sincewi ≤ µiµα by assumption on weights, the edge will be assigned to a column in
B(α). Let S j ⊆ [k], for j = 1, . . . , µα , denote the set of all indices assigned to the jth column of B(α), i.e.,
S j := {i ∈ [k] : dwi/µi e = j} . (20)
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By assignment it follows that S j ’s form a partition of [k]. e reason why this assignment works is the following:
each column in B(α), along with its preceding columns in B(α) and the blocks B(β1), . . . ,B(βk ), can be used to
factor out (βi − α)µi ; therefore, dwi/µi e columns will be required to get to (βi − α)wi . An illustrative aid for the
subsequent proof is provided in Figure 1.
V = Vi−1
1 2 µ1
B(β1)
1 2
B(α)
µα
j + 1
In V (j+1),
the columns
(j + 1) to
µα have been
processed.
1 2 µk
B(βk)
j
Fig. 1. The matrix Vi−1 and the block B(α) at stage i of the proof. At the jth step in processing V , the columns (j + 1) to µα
of the block B(α) have been processed to obtain V (j+1). In V (j+1), the jth column is processed to obtain V (j).
We will now process the columns of B(α) starting from the last column to the rst in V ; it will help the reader
to note that the columns will be counted from 1 to µα . Suppose we have already processed the columns of B(α)
from µα down to (j + 1) in V ; let V (j+1) be the resulting matrix; initially, dene V (µα+1):=V . For β` , ` = 1, . . . ,k ,
dene
r` :=
{
µ` ifw` is divisible by µ` ,
(w` mod µ`) otherwise.
(21)
We inductively claim the following relation for j ≤ µα :
det(V ) = det(V (j+1))
µα∏
κ=j+1
∏
`∈Sκ
(β` − α)(κ−j−1)µ`+r` . (22)
e proof is by reverse induction on decreasing values of j; the base case trivially holds for j = µα , since the
product vanishes and V = V (µα+1) by choice.
To complete the inductive claim (22), we have to obtain the following terms from the jth column in B(α):
(1) the residue terms (β` − α)r` , for each index ` ∈ S j , and
(2) a factor of (β` − α)µ` for all the indices ` ∈ Sκ , where κ > j.
is is done by taking a suitable partial derivative of the nite dierence. Let
Nj :=| ∪µακ=j Sκ |, (23)
that is the total number of indices assigned to column j or greater; clearly Nj ≤ k . We will introduce Nj variables
for each of these indices, and a variable y0 for α . Note that the jth column of the block B(α) in V (j+1) is obtained
by substituting z = α in vj−1(z) given in (5). emth entry of this column, form = 1, . . . ,n, is(
m − 1
j − 1
)
zm−j =
(zm−1)(j−1)
(j − 1)! . (24)
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Dene fm(z):=zm−1, and consider the nite dierence
fm[y0,y1, . . . ,yNj ],
where the y` ’s are variables. Since the order of yi ’s in (16) does not maer, we can assume without loss of
generality that S j =
{
1, . . . , |S j |
}
, the indices in S j+1 are the next |S j+1 | numbers, and so on Sµα is the last |Sµα
numbers smaller than Nj ; thus the sets Sκ , for κ = j, . . . , µα , form a partition of the set
{
1, . . . ,Nj
}
. Further
dene
i0:=j − 1, i` :=r` − 1, (25)
for ` = 1, . . . , |S j |, and
i` = µ` − 1, (26)
for ` = |S j | + 1, . . . ,Nj . en we replace themth entry of the jth column vj−1(α) in the matrix V (j+1) by
f
(i0, ...,iNj )
m [y0,y1, . . . ,yNj ] (27)
and substitute y0:=α , and y` :=β` , for ` = 1, . . . ,Nj .is is done for all the n entries (that is,m = 1, . . . ,n) in the
jth column. Let V (j) be the resulting matrix. From Lemma 3.3 we know that the coecient of f (i0)m (y0) is
1
i0!
Nj∏`
=1
1
(y0 − y`)i`+1 =
1
(j − 1)!
µα∏
κ=j
∏
`∈Sκ
1
(α − β`)i`+1 , (28)
which is same for allm = 1, . . . ,n. erefore, the replacement of the entries of the jth column in the matrixV (j+1)
by (27), form = 1, . . . ,n, is tantamount to obtaining the matrix V (j) from V (j+1) by replacing the jth column of
V (j+1) by a linear combination of its other columns and a scaled version of the jth column, where the scaling
factor is the product term in (28); the 1/(j − 1)! is not part of the scaling as it already occurs in all the entries of
the column (see (24)). In terms of the determinant, we obtain the following relation:
det(V (j+1)) = det(V (j))
µα∏
κ=j
∏
`∈Sκ
(β` − α)i`+1
= det(V (j))
∏`
∈Sj
(β` − α)r`
µα∏
κ=j+1
∏
`∈Sκ
(β` − α)µ` .
Substituting this in (22), we have the desired inductive relation:
det(V ) = det(V (j))
µα∏
κ=j
∏
`∈Sκ
(β` − α)(κ−j)µ`+r` .
We stop when j = 1, to get
det(V ) = det(V (1))
µα∏
κ=1
∏
`∈Sκ
(β` − α)(κ−1)µ`+r` .
But recall from (20) that for an index ` ∈ Sκ , we have dw`/µ`e = κ. Furthermore, from (21) it follows that
w` = (κ − 1)µ` + r` . Since ∪µακ=1Sκ = [k], we have accounted for all the β` ’s, and so the equation above is the
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same as
det(V ) = det(V (1))
k∏`
=1
(β` − α)w`
= det(V (1))
∏
α j ∈In(αi )
(α j − α)w (α j ,αi ).
Dening Vi :=V (1) and recalling that V = Vi−1, we complete the proof of the inductive claim (19). Applying the
claim for i = 1 to r , and making appropriate substitutions, we get the desired relation (29).
det(V0) = det(Vr )
r∏
i=1
∏
α j ∈In(αi )
(αi − α j )w (α j ,αi ), (29)
where V0 = V (α ; µ) (see (18)) e absolute value of the product on the right-hand side is the value that we need
to lower bound; we know the determinant on the le-hand side from Proposition 2.1, so all that remains is to
derive an upper bound on | det(Vr )|. We will use Hadamard’s inequality for this purpose, which requires us to
derive an upper bound on the two-norms of the columns of the matrix Vr . Let Vr (αi ; j) denote the jth column
of the block of columns Vr (αi ) corresponding to B(αi ) in V0; note that Vr (αi ) may be the same as B(αi ) (this
happens, for instance, when there are no edges incident on αi in G). In what follows, we derive an upper bound
on ‖Vr (αi ; j)‖2.
Recall the denition of Nj from (23), and that µi is the size of the block B(αi ). For convenience again, let the
sets S j , S j+1, . . . , Sµi ⊆ In(αi ) be indexed such that S j =
{
1, . . . , |S j |
}
, the next |S j+1 | numbers are in S j+1 and so
on until Sµi is the last |Sµi | numbers smaller than Nj ; thus these sets form a partition of the set
{
1, . . . ,Nj
}
. Now
themth entry in the columnVr (αi ; j) is (27). From (17), we have the following bound on the absolute value of (27)
aer substituting n:=Nj + 1, y0 = α0:=αi , y` :=α` , ` = 1, . . . ,Nj , and the indices i` ’s are dened as in (25) and (26):∑
(t0,t1, ...,tNj )∈Z
Nj +1
≥0
t0+t1+· · ·+tNj =m−1−Nj
Nj∏`
=0
(
t`
i`
)
|α` |t`−i` .
Since α1, . . . ,αNj have edges directed to αi , their absolute values are smaller than |αi |. erefore, the quantity
above is upper bounded by ∑
(t0,t1, ...,tNj )∈Z
Nj +1
≥0
t0+t1+· · ·+tNj =m−1−Nj
Nj∏`
=0
(
t`
i`
)
|αi |m−1−Nj−i` ,
which is equal to
|αi |m−1−Nj−
∑Nj
`=0 i`
∑
(t0,t1, ...,tNj )∈Z
Nj +1
≥0
t0+t1+· · ·+tNj =m−1−Nj
Nj∏`
=0
(
t`
i`
)
. (30)
Dene
Mj :=Nj +
Nj∑`
=0
i` = Nj + j − 1 +
Nj∑`
=1
i`, (31)
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where the second equality follows from the fact that i0 = j −1 (see the denition in (25)). e binomial coecients(t`
i`
)
vanish for t` < i` , so we can assume that t` ≥ i` . If j` :=t` − i` , then
Nj∑`
=0
t` =
Nj∑`
=0
i` +
Nj∑`
=0
j`,
and so the constraint
∑Nj
`=0 t` =m − 1 − Nj is equivalent to
Nj∑`
=0
j` =m − 1 − Nj −
Nj∑`
=0
=m − 1 −Mj
where the last step follows from the denition ofMj (31). Changing the indices from t` to j` in (30), we get the
following bound themth entry of Vr (αi ; j):
|αi |m−1−Mj
∑
(j0, j1, ..., jNj )∈Z
Nj +1
≥0
j0+j1+· · ·+jNj =m−1−Mj
Nj∏`
=0
(
i` + j`
i`
)
. (32)
We next derive a closed form for the summation term above.
Consider the generating function∑
t` ≥i`
(
t`
i`
)
x t`−i` =
∑
j` ≥0
(
i` + j`
j`
)
x j` = (1 − x)−(i`+1)
for a given `. Taking the product of these for dierent choices of `, it follows that the summation term in the
right-hand side of (32) is the coecient of xm−1−Mj in the generating function
(1 − x)−
∑Nj
`=0(i`+1) = (1 − x)−(Mj+1)
which is (
m − 1
Mj
)
.
is implies that (32) is equal to |αi |m−1−Mj
(m−1
Mj
)
.
From the argument in the preceding paragraph, it follows that in the matrixVr the two-norm of the jth column,
in the block of columns corresponding to B(αi ), is
‖Vr (αi ; j)‖2 ≤
(
n∑
m=1
|αi |2(m−1−Mj )
(
m − 1
Mj
)2)1/2
.
Since form − 1 ≤ Mj the binomial term vanishes, we can start the summation fromMj onwards to obtain the
following equivalent form
‖Vr (αi ; j)‖2 ≤ ©­«
n−1∑
m=Mj
|αi |2(m−Mj )
(
m
Mj
)2ª®¬
1/2
.
Substituting |αi | by
max
1
|αi |:=max {1, |αi |} (33)
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and pulling out its largest power from the summation we have the following upper bound on the two-norm
‖Vr (αi ; j)‖2 ≤ max1 |αi |
(n−1−Mj ) ©­«
n−1∑
m=Mj
(
m
Mj
)2ª®¬
1/2
.
Using the upper bound from [7, Lemma 7] on the summation term above, we get the following inequality
‖Vr (αi ; j)‖2 ≤ max1 |αi |
(n−1−Mj )
(
n√
3
)Mj √
n.
Taking the product of these quantities for j = 1, . . . , µi , we get the following upper bound on the product of the
two-norms of the columns in the block Vr (αi ) in Vr :
µi∏
j=1
‖Vr (αi ; j)‖2 ≤ max1 |αi |
∑µi
j=1(n−1−Mj )
(
n√
3
)∑µi
j=1 Mj
nµi /2. (34)
Let us understand the term
∑µi
j=1Mj .
Lemma 4.1. For a vertex αi in the directed acyclic graph G, dene
wi :=
∑
α` ∈In(αi )
w(α`,αi ), (35)
that is, the sum of the weights of all edges incident on αi . en
µi∑
j=1
Mj =
(
µi
2
)
+wi .
Proof. Recall the denition of the sets S j , from (20), and the denition ofMj , from (31). Given a j, and ` ∈ S j ,
i` = r` − 1 from (25); for ` ∈ Sκ , where κ = j + 1, . . . , µi , i` = µ` − 1. erefore, we can rewrite (31) as
Mj = Nj + j − 1 +
∑`
∈Sj
(r` − 1) +
∑
`∈∪κ> jSκ
(µ` − 1)
= j − 1 +
∑`
∈Sj
r` +
∑
`∈∪κ> jSκ
µ` .
e sum
∑
j
∑
`∈Sj r` is the sum of the residue terms over all indices in ∪µij=1S j . Now consider the sum
µi∑
j=1
∑
`∈∪κ> jSκ
µ` .
For two indices j < κ, the summation over j contributes an µ` for every ` ∈ Sκ . erefore,
µi∑
j=1
©­«
∑`
∈Sj
r` +
∑
`∈∪κ> jSκ
µ`
ª®¬ = wi

Substituting the result in the lemma above into (34), we get the following upper bound on the two-norms of
the columns in Vr (αi )
µi∏
j=1
‖Vr (αi ; j)‖2 ≤ max1 |αi |
(n−1)µi−(µi2 )−wi
(
n√
3
)(µi2 )+wi
nµi /2.
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Taking the product of this bound for i = 1, . . . , r , along with Hadamard’s inequality, gives us the following upper
bound
| det(Vr )| ≤
r∏
i=1
(
max
1
|αi |(n−1)µi−(
µi
2 )−wi
(
n√
3
)(µi2 )+wi )
nn/2. (36)
where we use the fact that n =
∑r
i=1 µi . e term
(n − 1)µi −
(
µi
2
)
−wi =
r∑
j=1;j,i
µiµ j −wi +
(
µi
2
)
<
r∑
j=1
j,i
µiµ j −wi + µ2i .
If µ be the column vector of all µi ’s, andAw be the adjacency matrix with the (i, j)th entry as the weightw(αi ,α j )
of the corresponding edge (αi ,α j ), then the last term in the inequality above is the one-norm of the ith row of the
matrix µµt −Aw . Since the∞-norm of the matrix ‖µµt −Aw ‖∞ is the maximum over all the row-sums, we have
(n − 1)µi −
(
µi
2
)
−wi ≤ ‖µµt −Aw ‖∞.
As for the term
r∑
i=1
((
µi
2
)
+wi
)
=
r∑
i=1
(
µi
2
)
+w(E),
wherew(E) is dened in (12). Substituting these bounds in (36), we obtain the following upper bound
| det(Vr )| ≤ M(α )‖µµt−Aw ‖∞
(
n√
3
)∑
i (µi2 )+w (E)
nn/2. (37)
Substituting this upper bound in (29) and moving it to the denominator in the le-hand side completes the proof
of eorem 3.2.
4.1 Choosing the best matrix
eorem 3.2 leaves open the choice of the potentials µi ∈ N, i = 1, . . . , r . Our aim here is to nd the best possible
choice of µi ’s satisfying the edge constraints w(αi ,α j ) ≤ µiµ j and at the same time minimizing ‖µµt − Aw ‖∞.
For example, if all the weights are one then it is clear that µi = 1, for i = 1, . . . , r , is the best possible assignment.
In which case,
V (α ; µ) = V (α ), ‖µµt −Aw ‖∞ ≤ (r − 1), n = r , w(E) = |E |
and so eorem 3.2 matches the bound given in Proposition 3.1.
Consider the relaxed version of the problem where µi ’s are positive reals; it is clear that rounding them up to
the nearest integer would give a valid solution (though not an optimum solution) to the problem over the positive
integers. en the optimization problem is to minimize ‖µµt −Aw ‖∞ such that
µµt ≥ Aw
where ‘≥’ here means entry wise; note that the non-edge constraints are trivially satised since no µi is ever
assigned to zero. Since Aw is non-negative, we know from the Perron-Frobenius theory [9] that the spectrum
of Aw is an eigenvalue ρ(Aw ) of Aw . Moreover, as Aw is symmetric it can be orthogonally diagonalized, i.e.,
Aw = QΛQ
t , where Q is the r × r orthogonal matrix whose columns qk , k = 1, . . . , r , are the eigenvectors of Aw
and Λ is a diagonal matrix that has the corresponding eigenvalues of Aw . Another way to express the relation is
that Aw is the sum of some rank one matrices obtained by its eigenvectors, i.e.,
Aw =
r∑
k=1
λkqkq
t
k .
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We can also assume that the ‖qk ‖2 = 1 for k = 1, . . . , r . Combined with the equation above it follows that the
(i, j)-th entry of Aw
w(αi ,α j ) =
r∑
k=1
λkqk,iqk, j .
Since by assumption ‖qk ‖2 = 1, taking absolute values we get
w(αi ,α j ) ≤
r∑
k=1
|λk | = ‖Aw ‖?,
where ‖Aw ‖? is the nuclear norm of Aw . erefore, we can take µ in eorem 3.2 as the vector
µ:=
⌈√
‖Aw ‖?
⌉ r︷        ︸︸        ︷
(1, 1, . . . , 1), (38)
which implies that
n = r
⌈√
‖Aw ‖?
⌉
in the theorem. e error in the approximation can be shown to be bounded by
‖µµt −Aw ‖∞ ≤ 2r ‖Aw ‖?,
and ∑
i
(
µi
2
)
≤ 3r ‖Aw ‖?2 ,
where in the last inequality we use the observation that as Aw has entries in Z≥0, its spectrum is greater than one,
and hence ‖Aw ‖? ≥ 1. By making these substitutions in eorem 3.2, we obtain the result, namely (4), mentioned
in Section 1.
5 CONCLUSION AND FUTURE WORK
Our derivation using the conuent Vandermonde matrix to get the desired weights in the exponents has the
advantage of optimizing over the various choices of the matrix. We have given a rst aempt at exploiting this
choice. Whereas rank-one approximations to matrices are well studied [8], the challenge in our context is to
derive a symmetric rank-one matrix that also dominates Aw .
One would also like to derive a lower bound on the absolute value of det(V (α ; µ)) in terms of the polynomial
f , to get a more direct comparison with the earlier results. Perhaps an algorithm to compute the determinant
from the coecients would also be interesting; a related recent result is an algorithm to compute the D+(f )-root
function dened as
∏
1≤i<j≤r (αi − α j )mi+mj , i.e., G is the complete graph on the roots and the weight of an edge
is the sum of the multiplicity of its vertices [14]. Similar to [6], one would like to derive weighted version of the
results for the more general seing of polynomial systems.
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