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ABSTRACT
Despite steady improvement in optical music recognition
(OMR), early documents remain challenging because of
the high variability in their contents. In this paper, we
present an original approach using maximum a posteri-
ori (MAP) adaptation to improve an OMR tool for early
typographic prints dynamically based on hidden Markov
models. Taking advantage of the fact that during the nor-
mal usage of any OMR tool, errors will be corrected, and
thus ground-truth produced, the system can be adapted in
real-time. We experimented with ﬁve 16th-century mu-
sic prints using 250 pages of music and two procedures in
applying MAP adaptation. With only a handful of pages,
both recall and precision rates improved even when the
baseline was above 95 percent.
1 INTRODUCTION
Optical music recognition (OMR) systems create encod-
ings of the musical content in digital images automati-
cally. For libraries, they constitute very promising solu-
tions for buildingsearchable digital libraries of previously
inaccessiblematerial,especiallyhistoricaldocuments. Us-
ing OMR tools in large-scale digitisation project remains
a challenge, however [4], mainly because of the incon-
sistent performance of most OMR tools. Learning-based
approaches, such as the one adopted by Gamera [9], are
well suited to such projects, but other approaches, e.g.,
coupling multiple recognisers, have also been considered
recently [3].
When performing OMR on early music sources, one
major problem is the extremely high variability exhibited
in the data. In printed documents,the font shape may vary
considerably from one print to another, and the printing
techniques of the time as well as the texture of the pa-
per used resulted in frequent printing irregularities. The
physical documents are often degraded, introducing vari-
ous kinds of noise, and the scanning settings (e.g., bright-
ness or contrast) are not necessarily consistent across all
documents. Five examples of 16th-century music prints
we used for this study, shown in Figure 1, demonstrate
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the variability in font shape, document degradation, and
scanning parameters. Given such a range of documents,
there is no guarantee that an OMR system can be trained
to perform well on new document, even with a learning-
based approach. Furthermore, as a considerable amount
of labelled data is required to train a sufﬁciently reliable
system [10], building a system from scratch for every new
document encountered is not practical.
Similar problems have been encountered previously in
speech recognition, where the amount of data and time
needed to build a recogniser is considerable. One com-
mon approach to solve the problem is to use so-called
adaptationtechniques. With these techniques,whena new
speakerhas to berecognised,a system that was previously
trained on a large set of other speakers can be optimised
for the new speaker using only a small set of new exam-
ples. One widely used approach for adaptation in speech
is maximum a posteriori (MAP) adaptation [8], a tech-
nique that has also been applied in other domains such as
handwriting recognition (on-line [2] or off-line [14]), au-
dio transcription [7], and video annotation [1].
In OMR, it is difﬁcult to imagine an application where
therecognitionerrorswouldnothavetobehand-corrected
before using the output. For example, if the tool is used
to build a digital library or to perform music analysis, it
is absolutely necessary to have a correct representation of
the musical text. This property makes adaptation tech-
niques of prime interest for OMR because the normal us-
age of any OMR application software provides the hand-
corrected data for adaptation and performance improve-
ment. As soon as a page has been recognised and cor-
rected by the user during an OMR process, adaptation can
be run so that the subsequentpages will requirefewer cor-
rections.
Inthispaper,wepresentourexperimentsinusingMAP
adaptation in Aruspix, an OMR system for early typo-
graphic prints based on hidden Markov models (HMMs)
[11]. The main goals of the study were to see whether
MAP adaptationworks in this context, how the adaptation
process has to be organised,and how much data is needed
toreapbeneﬁtsfromadaptation. We also comparedthere-
sults obtained with those obtained when training the sys-
tem from scratch, i.e., without using an adaptation tech-
nique.(a) RISM 1528-2 (Attaignant, Paris, 1528)
(b) RISM 1532-10 (Moderne, Lyon, 1532)
(c) RISM V-1421 (Figliuoli di Gardano, Venezia, 1572)
(d) RISM V-1433 (Basa, Roma, 1585)
(e) RISM M-0582 (Le Roy & Ballard, Paris, 1598)
Figure 1: Examples of prints used for the experiments
2 OMR INFRASTRUCTURE
Aruspix provides an infrastructure that handles the com-
plete OMR process. It performs the indispensable pre-
processing operations, such as deskewing the image, nor-
malising the size, removingimage borders, binarising and
cleaningthe image, detecting staff positions, and pre-clas-
sifying some of the elements (music, ornate letters, lyrics,
and title elements). The core of the recognition is per-
formed using HMMs, an original approach to OMR. The
Aruspixinfrastructurealso includesan editor designedes-
pecially for early music, which makes it an end-user ap-
plication as well as a research tool.
The machine learning component of Aruspix (training
and recognition) is based on the Torch machine learning
library [5]. Recognition is performed using continuous-
density HMMs with a 2-pixel sliding window (for a nor-
malised staff height of 100 pixels). At each position, a
feature vector of 7 values is extracted [12], and the se-
quences of feature vectors are then used to build a set of
HMMs using embedded training over the whole staff.
3 MAP ADAPTATION
The general schema to enable MAP adaptation in Aruspix
is to build, in a preliminary phase, a book-independent
(BI) system using as large a set of learning data as pos-
sible, taken from many different books. The BI system
gives acceptable results in general but is not optimised for
any book in particular. When a page has been recognised
and corrected by the user, the BI system is then adapted
with MAP adaptation using the corrected page as an ex-
ample. This means that, through usage, a book-dependent
(BD) system for the book currently being processed can
be obtained very quickly.
When trainingthe HMMs for the BI system, the expec-
tation-maximisation (EM) algorithm is used to determine
the parameter vector λ that maximises P(X|λ), where X
is the observed data, i.e.:
λ = argmax
λ
P(X|λ) (1)
The principleof MAP adaptation[6] is to ﬁnd the parame-
ters λM that maximises the posterior probability P(λ|X)
using the prior knowledge about the model parameter dis-
tribution of the already trained model P(λ):
λM = argmax
λ
P(λ|X) = argmax
λ
P(X|λ)P(λ) (2)
To obtain a λM estimate for the BD model, the EM algo-
rithm is applied, and the value obtainedenables the means
µ of the BI HMMs to be adapted, while the variances,
the transitions, and weights are usually unchanged [14].
EM runs with a heuristic weighting factor τ on the rela-
tive importance of the new adaptation data. High values
of τ privilege the BI model, while low values privilege
the new adaptation data. This weighting factor has to be
determined empirically.
4 EXPERIMENTS
For our experiments, we used microﬁlms of sixteenth-
century music prints held at the Marvin Duchow Music
Library at McGill University and the Isham Memorial Li-
brary at Harvard University. They were scanned as 8-bit
greyscale TIFFs at a resolution of 400 dots per inch. The
BI system was trained using 457 pages taken from mu-
sic books produced by printers from Italy, France, Bel-
gium, and Germany between 1529 and 1595. This set
of pages was transcribed and represents a total of 2,710
staves and 95,845 characters. Using this model, Aruspix
was trained to recognise 220 different musical symbols
(note values from longato semi-fusa, rests, clefs, acciden-
tals, custodes, dots, bar lines, coloured notes, ligatures,
etc.).
To experiment with MAP adaptation, we used 5 books
printedin FranceandItaly between1528and 1598(RISM
1528-2, 1532-10, V-1421, V-1433 and M-0582) [13]. For
each of them, 50 pages were transcribed and corrected in
Aruspix (250 pages in total). We took the ﬁrst 40 pages
for the training set and reserved the 10 remaining pages
for the test set. We decided to select the ﬁrst pages for
adaptation because it is in this order that the data would
become available in a digitisation workﬂow, but to verify
our results, we performeda 5-fold cross-validationon one
of thebooks,M-0582. In two books,thepages transcribed
contain new symbols not represented in the BI model, 10in M-0582 and 7 in V-1433, which required special treat-
ment.
We experimented with MAP adaptation using cumula-
tive procedures, common when experimenting with this
technique in an off-line architecture [14]. Unlike incre-
mental MAP adaptation, which generates new BD models
for every page of adaptation data using only the new page
and the BD model from the previous page, in cumulative
MAP adaptation, the BD model is generated using the BI
model and the complete set of adaptation data up to that
point. We tried two approaches in particular. The ﬁrst is
using embedded adaptation with the Viterbi algorithm on
whole staves, which is similar to embedded training when
training HMMs from scratch [11]. We call it the embed-
ded cumulative MAP (EC-MAP) adaptation. The second
approachis to adapt the models for each symbol individu-
ally, taking the advantage of the fact that our ground-truth
data are aligned. This approach, which we call isolated
cumulative MAP (IC-MAP) adaptation, is uncommonbe-
cause in otherdomains,the adaptationdata are notusually
aligned. Finally, we trained a new model from scratch for
each of the ﬁve books, using the data in a cumulativeway,
in order to compare with the MAP adaptation results.
The MAP factor τ was empirically optimised in both
EC-MAP and IC-MAP. The best results were obtained
when the factor was decreased as the amount of data in-
creased, reﬂecting the intuitive assumption that the more
data we have for MAP adaptation, the less we need to rely
on the original model. During the MAP adaptation pro-
cess, the new symbols in M-0582 and V-1433 were nec-
essarily trained separately before being inserted into the
system.
5 RESULTS
The results were evaluated by calculating recall and preci-
sion on the best-aligned subsequence of recognised sym-
bols[10]. We computedabaselinebytestingtheBI model
on the ﬁve test sets.
5.1 MAP adaptation vs training from scratch
For all ﬁve sets, MAP adaptation improved both recall
and precision rates (see tables 1 and 2), even where the
baseline was above 95% (V-1421). Using all 40 pages of
the training sets, MAP adaptation gives better results than
training the models from scratch (TS) for all sets but one.
In several cases, training from scratch failed to achieve
eventhebaselinerecall orprecision. Theonlybookwhere
it yields better results is M-0582, the most degraded book
in our set (see ﬁgure 1e). The severe degradation may ex-
plainwhyinthe end,trainingfromscratchcan outperform
MAP adaptation.
Table2showstheadaptationandtrainingcurvesforthe
cross-validatedresults onM-0582. Otherthanthefact that
training from scratch outperforms MAP adaptation after
about 30 pages, these two plots are also representative of
the curve shapes we obtained for the other sets. We can
Table 1: Recall results with 40 pages
Book Base. TS IC-MAP EC-MAP
1528-2 84.93 89.67 88.36 91.61
1532-10 76.53 87.86 86.24 89.23
V-1421 95.82 93.84 96.33 97.01
V-1433 86.32 91.70 90.82 92.62
M-0582 72.44 90.26 86.31 88.44
Table 2: Precision results with 40 pages
Book Base. TS IC-MAP EC-MAP
1528-2 96.57 95.57 95.77 97.11
1532-10 94.24 93.29 95.30 95.98
V-1421 97.18 94.95 97.28 97.05
V-1433 95.48 95.56 71.18 97.25
M-0582 84.54 93.19 92.19 90.14
see that MAP adaptation improves the results after only a
handful of pages (between 5 and 10) and that no further
signiﬁcant improvement is obtained after 20 pages.
5.2 EC-MAP vs IC-MAP adaptation
Overall, IC-MAP adaptation does not give as good results
as EC-MAP adaptation. Nevertheless, it merits consid-
eration because it runs so much faster than the EC-MAP
adaptation. Table 3 show the mean adaptation time for
both adaptation procedures. On our 2.7 GHz PowerPC
G5 processor, IC-MAP takes less than one second per
page on average, and it increases linearly as the number
of pages increases. In comparison, EC-MAP takes about
one minute per page and increases exponentially. For this
reason, IC-MAP is the most suitable approach to perform
real-time adaptation, e.g., within a real-world digitisation
workﬂow. As soon a page is corrected, the model can be
adapted before recognising the next page.
The main drawback to IC-MAP is that it requires a
good alignment of the adaptation data. One book in our
set (V-1433) had poorly aligned data because it had been
printed using a much wider font than the others (see ﬁg-
ure 1d). We can see in table 2 that the precision decreased
with IC-MAP for the particular book.
6 CONCLUSIONS AND FUTURE WORK
Todealwiththehighvariabilityinearlymusicdocuments,
we recommendthe use of MAP adaptation. For the books
Table 3: Mean adaptation time
# of pages IC-MAP EC-MAP
1 > 1 sec 1 min
5 5 sec 7 min
10 9 sec 20 min
20 18 sec 50 min
40 38 sec 1 h 45 min 70
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Figure 2: Cross-validated results for M-0582
used for our experiments, MAP adaptation reduced the
recognition failures by a factor of nearly two on aver-
age without losing precision. Precision was, in fact, in-
creased. Our experiments showed that only a couple of
pages are needed to beneﬁt from MAP adaptation. In
comparison, when training new models from scratch, at
least 30 pages are needed to outperform the results ob-
tained with adaptation. We also presented an original ap-
proach in applying MAP adaptation to isolated symbols
(IC-MAP), which computes very quickly (about 1 sec-
ond per page) and could be used in real-time within a
typical OMR process. Such an infrastructure will speed
up the OMR workﬂow by exploting the required human
editing process to improve machine recognition, although
to obtain the greatest beneﬁt, this infrastructure must in-
clude efﬁcient user interfaces for error correction. This
approachalsoopensnewperspectivesforothertaskswhere
thedatapresenthighvariability,suchasmusicmanuscripts
or other types of early documents.
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