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ON n-DEPENDENT GROUPS AND FIELDS II
ARTEM CHERNIKOV AND NADJA HEMPEL
(WITH AN APPENDIX BY MARTIN BAYS)
Abstract. We continue the study of n-dependent groups, fields and related structures.
We demonstrate that n-dependence is witnessed by formulas with all but one variable
singletons, provide a type-counting criterion for 2-dependence and use it to deduce 2-
dependence for compositions of NIP relations with arbitrary binary functions. We prove
a result on intersections of type-definable connected components over generic sets of
parameters in n-dependent groups, generalizing Shelah’s results on absoluteness of G00
in NIP theories and relative absoluteness of G00 for 2-dependent theories. We show that
Granger’s examples of non-degenerate bilinear forms over NIP fields are 2-dependent,
and characterize preservation of n-dependence under expansion by generic relations
for geometric theories in terms of disintegration of their algebraic closure. Finally, we
show that every infinite n-dependent valued field of positive characteristic is henselian,
generalizing a recent result of Johnson for NIP.
1. Introduction
A classical line of research in model theory aims to determine properties of algebraic
structures such as groups and fields with additional structure that satisfy certain model-
theoretic tameness assumptions, starting with Macintyre’s proof that all ℵ0-stable fields
are algebraically closed [25]. In this article we continue the study of groups, fields and
related structures satisfying a model-theoretic tameness condition called n-dependence,
for n ∈ N, initiated in [18] and continued in [10]. The class of n-dependent theories was
introduced by Shelah in [29], with the 1-dependent case corresponding to the class of NIP
theories that has attracted a lot of attention recently (see e.g. [31] for an introduction to
the area). Roughly speaking, n-dependence of a theory guarantees that the edge relation
of an infinite generic (n + 1)-hypergraph is not definable in its models (see Definition
2.1). For n ≥ 2, we say that a theory is strictly n-dependent if it is n-dependent, but not
(n− 1)-dependent.
We give a brief overview of the most relevant literature. The initial work of Shelah
introducing n-dependence and obtaining a chain condition for type-definable groups of
bounded index in 2-dependent theories is contained in [29] and [30], respectively. Basic
properties of n-dependence are investigated in [12], and some applications to hypergraph
growth are studied in [32]. Groups and fields with n-dependent theories are further in-
vestigated in [18]. Moreover, [10] demonstrates preservation of n-dependence for Mekler’s
construction and provides first examples of strictly n-dependent groups for arbitrary n.
Finally, [14] establishes a strong regularity lemma for n-dependent hypergraphs demon-
strating that every n-dependent relation of arbitrarily high arity can be approximated
by relations of arity n up to measure 0. Here we focus on the implications of the as-
sumption of n-dependence for groups, valued fields and related structures, in particular
bilinear forms and expansions by generic relations, obtaining some new results on general
n-dependent theories on the way.
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One of the results in [12] gives a characterization of n-dependence in terms of general-
ized indiscernibles (indexed by ordered random partite n-hypergraphs) and demonstrates,
using this characterization, that in order to verify n-dependence of a theory it is enough
to check that every formula ϕ(x; y1, . . . , yn) with at least one of the tuples of variables
x, y1, . . . , yn singleton is n-dependent (generalizing the well-known theorem of Shelah for
NIP). In Section 2 we refine and generalize some of these results allowing indexing struc-
tures of larger cardinalities and obtaining a better reduction to singletons: a theory T is
n-dependent if and only if every formula ϕ(x, y1, . . . , yn) such that all but at most one of
the tuples x, y1, . . . , yn are singletons is n-dependent (Theorem 2.12).
A crucial fact about (type-)definable groups in NIP theories is the absoluteness of their
connected components. Namely, given a definable group G and a small set of parameters
A, we denote by G00A the intersection of all subgroups of G of bounded index type-definable
over A (see Section 3.1 for more details). Shelah shows that, assuming T is NIP, for every
small set A one has G00A = G
00
∅ [28]. This can be viewed as an infinitary analog of the
Baldwin-Saxl condition on intersections of uniformly definable families of subgroups in
NIP [3]. In [30], Shelah established the following relative absoluteness result for groups
definable in 2-dependent theories: letM be a sufficiently saturated model, and let b be a
finite tuple inM (and not contained inM in the case of interest), then G00M∪b = G
00
M∩G
00
Cb
for some small set C ⊆M. In Section 3, we generalize this result from 2-dependent groups
to n-dependent groups. Specifically, we show that if T is n-dependent and G = G(M)
is a type-definable group (over ∅), then for any model M and finite tuples b1, . . . , bn−1
sufficiently independent over M in an appropriate sense, we have that
G00M∪b1∪···∪bn−1 =
⋂
i=1,...,n−1
G00M∪b1∪···∪bn−1\bi ∩G
00
C∪b1∪···∪bn−1
for some C ⊆ M of absolutely bounded size (Theorem 3.7 and its corollary). In other
words, in the intersection on the left hand side we only need boundedly many groups
whose definitions involve all n − 1 of the parameters b1, . . . , bn−1 at the same time. The
independence assumption on the parameters holds trivially in the cases n = 1, 2 giving the
aforementioned results for NIP and 2-dependent groups, and in general can be achieved
e.g. assuming that the b’s appear as the vertices of an amalgamation diagram, with
respect to the independence relation of being a κ-coheir. We also observe that the chain
condition on definable families of subgroups in n-dependent theories from [18] generalizes
to simultaneous intersections of finitely many definable families of subgroups instead of
just one (Proposition 3.18).
In [12] a generalization of the Sauer-Shelah lemma to n-dependent formulas is given,
in particular demonstrating that a formula ϕ(x; y1, . . . , yn) is n-dependent if and only
if the number of ϕ-types over an arbitrary large finite set A of parameters is bounded
by 2|A|
n−ε
for some ε = ε(ϕ) ∈ R>0. Concerning the number of types over infinite sets
of parameters, a well-known result of Shelah [27] shows that if ϕ(x, y) in NIP, then the
number of ϕ-types over an infinite set of size κ is at most ded(κ), where ded(κ) is the
supremum over the number of Dedekind cuts in a linear order of cardinality κ. In Section
4, we characterize 2-dependence as bounding by ded(κ) the number of types over a finite
tuple and an indiscernible sequence of size κ that are realized cofinally in a sequence
mutually indiscernible to it — see Proposition 4.6 for the details.
In Section 5, this criterion is combined with set-theoretic absoluteness to obtain a more
general version of the following finitary combinatorial statement of independent interest.
Let R ⊆M3 be a ternary relation definable in an NIP structure, and let f : M2 →M be
an arbitrary (not necessarily definable) function. Then the ternary relation R′(x, y, z) =
R(f(x, y), f(x, z), f(y, z)) is 2-dependent (Theorem 5.1). It is interesting to compare
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this to a line of results around Hilbert’s 13th problem demonstrating that a function of
arbitrary arity can be expressed as a finite composition of binary functions (in the category
of all functions, or of continuous functions on R — a celebrated theorem of Kolmogorov
and Arnold [1]). Our result can be viewed as saying that in such presentations, the outer
relation is necessarily “fractal-like”.
In [18] it was observed that the theory of a bilinear form on an infinite dimensional
vector space over a finite field is strictly 2-dependent. In Section 6, we investigate n-
dependence for certain theories of bilinear forms on vector spaces with a separate sort for
the field, finite or infinite, in the sense of Granger [17]. Using the result on 2-dependence
of compositions of NIP relations and binary functions described above, we show that all
such theories are 2-dependent assuming that the field is NIP, and that the NIP assumption
is necessary (see Theorem 6.3).
Curiously, all of the “algebraic” examples of strictly n-dependent theories with n ≥ 2
that we are aware of tend to look like multi-linear forms over NIP fields. E.g., smoothly
approximable structures are 2-dependent and coordinatizable via bilinear forms over fi-
nite fields [8]; and the strictly n-dependent pure groups constructed in [10] using Mekler’s
construction are essentially of this form, using Baudisch’s interpretation of Mekler’s con-
struction in alternating bilinear maps [4]. Additionally, the intersection conditions on the
connected components discussed above resemble modular behavior in the 2-dependent
case. This leads one to speculate that n-dependence might imply some form of “linearity
relative to the NIP part”. While even formulating this precisely seems difficult, we state
a specific instance of this principle as a conjecture.
Conjecture 1. There are no strictly n-dependent fields for n ≥ 2 (in the pure ring
language).
The same should hold for fields expanded with natural operators such as derivations,
valuations, etc. Some limited evidence towards this conjecture is given by the results
in [18]: every infinite n-dependent field is Artin-Schreier closed (generalizing [23] for
n = 1); every non-separable PAC (i.e. pseudo-algebraically closed) field is not n-dependent
for any n (generalizing [15]). In particular, for fields with (super-)simple theories, our
conjecture follows from the well-known conjecture that all such fields are (bounded) PAC
(see e.g. [26]).
In Section 7 we consider n-dependence for expansions of geometric theories by generic
predicates and relations of higher arity. In particular, we show that an expansion of a
geometric theory T by a generic predicate is NIP if and only if it is n-dependent for
some n, if and only if the algebraic closure in T is disintegrated (Corollary 7.11). This
generalizes (and corrects) the corresponding result for NIP in [7]. This collapse of the
n-dependence hierarchy caused by non-disintegrated algebraic closure could be viewed
as a “toy example” of the conjectured situation for fields. Our proof for relations of
higher arity relies on an infinitary generalization of Hrushovski’s observation [19] that the
random n-ary hypergraph is not a finite Boolean combination of relations of arity n− 1.
In Section 8 we obtain further evidence towards the conjecture in the case of valued
fields. A recent result of Johnson [21] shows that every infinite NIP valued field of positive
characteristic is henselian. In Theorem 8.1 we generalize this to n-dependent fields, for
arbitrary n. As in Johnson’s proof, the theorem is deduced by showing that any two
valuations on an infinite n-dependent field of positive characteristic must be comparable.
In the case of n = 1, this lemma can be quickly obtained using Artin-Schreier closedeness
of NIP fields and absoluteness of the connected component G00 (in fact, an application of
Baldwin-Saxl is sufficient). However, replacing the absolute connected component with a
weaker condition for intersections of uniformly definable families of subgroups available in
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n-dependent theories (Proposition 3.18) requires a detailed analysis of the effect that the
isomorphism for special linear groups from Kaplan-Scanlon-Wagner [23] has on multiple
valuations. We are able to carry it out, relying in particular on the explicit description of
this isomorphism given by Martin Bays in Appendix A. Finally, in Section 8.6 we observe
that the model completions of multi-ordered and multi-valued fields with at least two
orders (respectively, valuations) as studied in [33, 22] are not n-dependent for any n.
Acknowledgements. We thank Martin Bays for agreeing to include his result as an
appendix to this paper. We thank Itay Kaplan for helpful discussions concerning Section
3.2. We thank Nick Ramsey for suggesting the question considered in Section 6 and for a
helpful discussion concerning Section 5; Kota Takeuchi for a discussion concerning Section
4; Erik Walsberg for a discussion concerning Section 7. Both authors were partially
supported by the NSF Research Grant DMS-1600796 and by the NSF CAREER grant
DMS-1651321.
2. Preliminaries and some general lemmas on n-dependence
2.1. Definition and basic properties. We begin by recalling the definition of n-dependence
and some of the basic properties of n-dependent formulas.
Definition 2.1. A partitioned formula ϕ (x; y0, . . . , yn−1) has the k-independence prop-
erty (with respect to a theory T ), if in some model of T there is a sequence of tuples
(a0,i, . . . , an−1,i)i∈ω such that for every s ⊆ ω
n there is a tuple bs with the following
property:
|= ϕ
(
bs; a0,i0 , . . . , an−1,in−1
)
⇔ (i0, . . . , in−1) ∈ s.
Otherwise we say that ϕ (x, y0, . . . , yn−1) is n-dependent. A theory is n-dependent if it
implies that every formula is n-dependent.
Fact 2.2. [12, Proposition 6.5]
(1) Let ϕ(x, y1, . . . , yn) and ψ(x, y1, . . . , yn) be n-dependent formulas. Then ¬ϕ, ϕ∧ψ
and ϕ ∨ ψ are n-dependent.
(2) Let ϕ(x, y1, . . . , yn) be a formula. Suppose that (w, z1, . . . , zn) is any permuta-
tion of the tuple (x, y1, . . . , yn). Then ψ(w, z1, . . . , zn) := ϕ(x, y1, . . . , yn) is n-
dependent if and only if ϕ(x, y1, . . . , yn) is n-dependent.
(3) A theory T is n-dependent if and only if every formula ϕ(x, y1, . . . , yn) with |x| = 1
is n-dependent (see also Section 2.3).
2.2. Generalized indiscernibles. We will often use a characterizations of n-dependence
from [12] in terms of generalized indiscernibles.
Definition 2.3. Fix a language Lnopg = {Rn(x1, . . . , xn), <, P1(x), . . . , Pn(x)}. An or-
dered n-partite hypergraph is an Lnopg-structure A = (A;<,Rn, P1, . . . , Pn) such that:
(1) A is the disjoint union PA1 ⊔ . . . ⊔ P
A
n ,
(2) RAn is a symmetric relation so that if (a1, . . . , an) ∈ R
A
n then P
A
i ∩ {a1, . . . , an} is
a singleton for every 1 ≤ i ≤ n,
(3) <A is a linear ordering on A with PA1 < . . . < P
A
n .
Fact 2.4. [12, Fact 4.4 + Remark 4.5] Let K be the class of all finite ordered n-partite
hypergraphs. Then K is a Fraïssé class, and its limit is called the generic ordered n-partite
hypergraph, denoted by Gn,p. An ordered n-partite hypergraph A is a model of Th(Gn,p)
if and only if:
• (PAi , <) is a dense linear order without endpoints for each 1 ≤ i ≤ n,
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• for every 1 ≤ j ≤ n, finite disjoint sets A0, A1 ⊂
∏
1≤i≤n,i 6=j P
A
i and b0 < b1 ∈
PAj , there is some b ∈ P
A
j such that b0 < b < b1 and: Rn(b, a¯) holds for every
a¯ ∈ A0 and ¬Rn(b, a¯) holds for every a¯ ∈ A1.
We denote by On,p the reduct of Gn,p to the language L
n
op = {<,P1(x), . . . , Pn(x)}.
Remark 2.5. It is easy to see from the axiomatization that given Gn,p and any non-
empty intervals It ⊆ Pt for t = 1, . . . , n, the set I1 × . . .× In contains an induced copy of
Gn,p.
Definition 2.6. Let T be a theory in a language L, and let M be a monster model of T .
(1) Let I be a structure in the language L0. We say that a¯ = (ai)i∈I , with ai a tuple
in M, is I-indiscernible over a set of parameters C ⊆ M if for all n ∈ ω and all
i0, . . . , in and j0, . . . , jn from I we have:
qftpL0 (i0, . . . , in) = qftpL0 (j0, . . . , jn)⇒
tpL (ai0 , . . . , ain/C) = tpL (aj0 , . . . , ajn/C) .
(2) For L0-structures I and J , we say that (bi)i∈J is based on (ai)i∈I over a set of
parameters C ⊆ M if for any finite set ∆ of L(C)-formulas, and for any finite
tuple (j0, . . . , jn) from J there is a tuple (i0, . . . , in) from I such that:
• qftpL0 (j0, . . . , jn) = qftpL0 (i0, . . . , in) and
• tp∆ (bj0 , . . . , bjn) = tp∆ (ai0 , . . . , ain).
The following fact gives a method for finding Gn,p-indiscernibles using structural Ram-
sey theory.
Fact 2.7. [12, Corollary 4.8] Let C ⊆M be a small set of parameters.
(1) For any n ∈ ω and a¯ = (ag)g∈On,p, there is some (bg)g∈On,p which is On,p-
indiscernible over C and is based on a¯ over C.
(2) For any n ∈ ω and a¯ = (ag)g∈Gn,p, there is some (bg)g∈Gn,p which is Gn,p-
indiscernible over C and is based on a¯ over C.
Fact 2.8. The following are equivalent, in any theory T .
(1) ϕ(x; y1, . . . , yn) is not n-dependent.
(2) There are tuples b and (ag)g∈Gn,p such that
(a) (ag)g∈Gn,p is On,p-indiscernible over ∅ and Gn,p-indiscernible over b;
(b) |= ϕ(b; ag1 , . . . , agn) ⇐⇒ Gn,p |= Rn(g1, . . . , gn), for all gi ∈ Pi.
(3) (2) holds for any small G′n,p ≡ Gn,p in the place of Gn,p.
Proof. The equivalence of (1) and (2) is from [12, Lemma 6.2] and (3) implies (2) is
obvious. And given a witness to (2), we can find a witness to (3) by compactness as every
finite substructure of G′n,p appears as a finite substructure of Gn,p. 
Fact 2.9. Let T be a complete theory and let M |= T be a monster model. Then for any
n ∈ N, the following are equivalent:
(1) T is n-dependent.
(2) For any (ag)g∈Gn,p and b with ag, b finite tuples in M, if (ag)g∈Gn,p is Gn,p-
indiscernible over b and On,p-indiscernible (over ∅), then it is On,p-indiscernible
over b.
(3) For any small G′n,p ≡ Gn,p, (ag)g∈G′n,p
and b, if (ag)g∈G′n,p
is G′n,p-indiscernible
over b and O′n,p-indiscernible, then it is O
′
n,p-indiscernible over b (where O
′
n,p is
the Ln
op
-reduct of G′n,p).
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Proof. The equivalence of (1) and (2) is from [12, Proposition 6.3], (3) implies (2) is
obvious, and we show that (2) implies (3). Assume that (3) fails, i.e. there exist some
G′n,p ≡ Gn,p, (ag)g∈G′n,p
and b small tuples such that (ag)g∈G′n,p
is O′n,p-indiscernible, G
′
n,p-
indiscernible over b, but not O′n,p-indiscernible over b. By definition, this is witnessed by
some finite set of formulas and some finite set of indices from G′n,p. Restricting all of the
ag’s and b to the corresponding subtuples appearing in those formulas, we may assume
that (3) fails with all of b and ag finite. Moreover, we can choose a countable elementary
submodel of G′n,p containing all of the indices witnessing failure of indiscernibility. It
is isomorphic to Gn,p by ℵ0-categoricity of Th(Gn,p), hence restricting (ag)g∈G′n,p to the
corresponding set of indices we get a failure of (2). 
2.3. Improved reduction to singletons. We need a refinement of [12, Proposition 6.3]
showing that in the equivalence we can control not just one variable, but in fact all but
at most one variables.
Proposition 2.10. Fix n ≥ 1 and let x, y1, . . . , yn−1 be some fixed finite tuples of vari-
ables. The following are equivalent:
(1) There exists some (ag)g∈Gn,p with ag ∈ Myi for all g ∈ Pi, 1 ≤ i ≤ n − 1 and
ag ∈ My′n for some finite tuple of variables y
′
n and all g ∈ Pn, and b ∈ Mx such
that (ag)g∈Gn,p is Gn,p-indiscernible over b and On,p-indiscernible over ∅, but is
not On,p-indiscernible over b.
(2) There exists some formula ϕ(x, y1, . . . , yn−1, y
′′
n), with y
′′
n some finite tuple of vari-
ables, which is not n-dependent.
Proof. (2) implies (1). Immediate from [12, Lemma 6.2], with y′n = y
′′
n.
(1) implies (2). We are following the proof in [12, Lemma 6.3] with some modifications.
Let (ag)g∈Gn,p and b be as given by (1). We define a
′
g := ag for all g ∈
⋃
1≤i≤n−1 Pi and
a′g := agb for all g ∈ Pn. We have that (a
′
g)g∈Gn,p is not On,p-indiscernible, but is Gn,p-
indiscernible (over ∅), from the corresponding properties of (ag)g∈Gn,p over b (namely, if
there are some finite subsets V,W ⊆ Gn,p with the Lop-isomorphic induced structures
but such that (ag)g∈V 6≡b (ag)g∈W , then taking some h ∈ Pn above all of the elements of
V ∪W with respect to the order on Pn, we have that V h ∼=Lop Wh and, since the tuple a
′
h
contains b, we have (a′g)g∈V h 6≡ (a
′
g)g∈Wh). Then by [12, Proposition 5.8] there is an Lopg-
substructure G′ ⊆ Gn,p, a finite set V ⊂ Gn,p and a formula ψ(y1, . . . , yn−1, y˜n, z) ∈ L
such that y˜n = y
′
nx, z is a finite tuple of variables corresponding to a fixed enumeration
(ag)g∈V of V , and
(1) G′ ∼=Lopg Gn,p,
(2) Rn(g1, . . . , gn) holds if and only if ψ(a
′
g1 , . . . , a
′
gn , (a
′
g)g∈V ) for every gi ∈ Pi(G
′),
(3) for every finite W,W ′ ⊆ G′ we have WV ∼=Lop W
′V whenever W ∼=Lop W
′.
Let ϕ(x, y1, . . . , yn−1, y
′′
n) be the formula ψ(y1, . . . , yn−1, y
′
nx, z) with y
′′
n := y
′
nz, and let
a′′g := a
′
g = ag for g ∈ Pi(G
′), 1 ≤ i ≤ n− 1 and let a′′g := ag(ah)h∈V for g ∈ Pn(G
′). Then
(a′′g)g∈G′ is Lop-indiscernible (by Lop-indiscernibility of (a
′
g)g∈Gn,p and the choice of V )
and ϕ(b, a′′g1 , . . . , a
′′
gn) holds if and only if R(g1, . . . , gn) does, for all gi ∈ Pi(G
′). Then ϕ
is not n-dependent by [12, Lemma 6.2]. 
Lemma 2.11. Let y1, . . . , yn−1 be some fixed finite tuples of variables. If the condition
(1) in Proposition 2.10 holds for some finite tuple of variables x, then it already holds
with x a single variable.
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Proof. We assume that (1) fails for |x| = 1, and prove that then it fails for any tuple of
variables x by induction on |x|. So let b ∈ Mx with |b| > 1 be given, say b = b1b2
for some tuples 1 ≤ |b1|, |b2| < n. And assume that (ag)g∈Gn,p with ag ∈ Myi for
g ∈ Pi, 1 ≤ i ≤ n − 1 is such that (ag)g∈Gn,p is Gn,p-indiscernible over b and On,p-
indiscernible over ∅. We need to show that (ag)g∈Gn,p is On,p-indiscernible over b.
In particular (ag)g∈Gn,p is Gn,p-indiscernible over b2, hence it is On,p-indiscernible over
b2 by the inductive assumption. Let a
′
g := ag for g ∈ Pi, 1 ≤ i ≤ n− 1 and let a
′
g := agb2
for g ∈ Pn. Note that (a
′
g)g∈Gn,p is Gn,p-indiscernible over b1, and is On,p-indiscernible
over ∅ by the previous sentence. Applying the inductive assumption again, we conclude
that (a′g)g∈Gn,p is On,p-indiscernible over b1, hence (ag)g∈Gn,p is On,p-indiscernible over
b = b1b2. 
Corollary 2.12. Assume that the formula ϕ(x, y1, . . . , yn) is not n-dependent. Then
there exists some formula ϕ′(x′, y1, . . . , yn−1, y
′
n) which is not n-dependent, and such that
x′ is a single variable and y′n is some finite tuple of variables extending yn.
Proof. By Lemma 2.11 and the equivalence of (1) and (2) in Proposition 2.10. 
Using this, we can strengthen Fact 2.2.
Theorem 2.13. A theory T is n-dependent if and only if every formula ϕ(x, y1, . . . , yn)
such that all but at most one of the tuples x, y1, . . . , yn are singletons is n-dependent.
Proof. Assume that some formula ϕ(x, y1, . . . , yn) is not n-dependent. Applying Corol-
lary 2.12, we find some formula ϕ′(x′, y1, . . . , yn−1, y
1
n) which is not n-dependent, x
′ is
a singleton and y1n is a tuple of variables extending yn. Exchanging the roles of x
′
and y1 by Fact 2.2 we thus obtain a formula ϕ1(y1, y
′
1, y2, . . . , yn−1, y
1
n) which is not
n-dependent and |y′1| = 1. Repeating the same procedure recursively with yi in the
role of y1, for 1 ≤ i ≤ n − 1 we find formulas ϕi(yi, y
′
1, . . . , y
′
i, yi+1, . . . , yn−1, y
i
n) which
are not n-dependent, |y′j| = 1 for 1 ≤ j ≤ i and y
j+1
n extending y
j
n. Finally, taking
ϕn−1(yn−1, y
′
1, . . . , y
′
n−1, y
n−1
n ) and applying Corollary 2.12 one more time, we obtain the
desired formula with all but the last variable singletons. 
3. Connected components of n-dependent groups
3.1. Connected components. We begin by recalling some facts about model-theoretic
connected components and state the main theorem of the section.
Definition 3.1. Let T be an arbitrary theory, G = G(M) an ∅-definable group and A ⊆M
a small set of parameters. Then G0A is the intersection of all A-definable subgroups of G
of finite index, and G00A is the intersection of all subgroups of G of bounded index that
are type-definable over A.
As A is small, we still have that G0A, G
00
A are type-definable subgroups of G of bounded
index. The following lemma is standard.
Lemma 3.2. If H is a type-definable subgroup of G of bounded index, then it can be
written as an intersection of groups of bounded index each of which is defined by a partial
type consisting of countably many formulas.
A fundamental fact about NIP groups is the absoluteness of their connected compo-
nents:
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Fact 3.3. [28] Let T be NIP. Then G00A = G
00
∅ for every small set A. In particular the
intersection of all type-definable subgroups of G of bounded index is a normal subgroup
type-definable over ∅ and is of index ≤ 2|T |.
This fact doesn’t hold for 2-dependent groups:
Example 1. Let G be the group F
(ω)
2 , where F2 is the finite field with 2 elements.
Let M := (G,F2, 0,+, ·) be the structure with + the addition in G and · the bilinear
form (ai) · (bi) =
∑
i aibi from G
2 to F2. Then Th(M) is simple and 2-dependent, and
G00A = {g ∈ G : g · a = 0 for all a ∈ A} (see [18, Section 3] and Section 6), so the group
G00A gets smaller as A grows.
However, in this example for any small sets A,B we have G00A∪B = G
00
A ∩ G
00
B . The
following theorem of Shelah shows that, up to a small error, this holds in an arbitrary
2-dependent group:
Fact 3.4. [30] Let T be 2-dependent, G = G(M) an A-type definable group, κ := i2(|A|+
|T |)+, M⊇ A a κ-saturated model, and b¯ an arbitrary finite tuple in M. Then
G00Mb¯ = G
00
M ∩G
00
Cb¯
for some C ⊆M with |C| < κ.
In this section, we generalize this result to k-dependent groups for arbitrary k. In order
to state our generalization, we need to introduce an appropriate notion of independence.
Definition 3.5. (κ-coheirs) For any cardinal κ, any modelM, and any tuple a we write
a |⌣
u,κ
M
B
if for any set C ⊂ B ∪M of size < κ, tp(a/C) is realized in M.
Hence a |⌣
u,ℵ0
M
B ⇐⇒ a |⌣
u
M
B, i.e. if and only if tp(a/BM) is finitely satisfiable
in M. Recall that for an infinite cardinal κ and n ∈ ω, the cardinal in(κ) is defined
inductively by i0(κ) = κ and in+1(κ) = 2
in(κ). Then the Erdős-Rado theorem says that
(ir(κ))
+ → (κ+)r+1κ for all infinite κ and r ∈ ω.
Definition 3.6. (Generic position) Let M be a small model, A a subset of M and
b¯1, . . . , b¯k−1 finite tuples in M. We say that (M, A, b¯1, . . . , b¯k−1) are in a generic position
if there exist regular cardinals κ1 < κ2 < . . . < κk−1 and models M0  M1  . . . 
Mk−1 =M such that A ⊆M0, i2(|Mi|)
+ ≤ κi+1 for i = 0, . . . , k − 2 and
b¯i |⌣
u,κi
Mi
b¯<iMk−1
for all 1 ≤ i ≤ k − 1.
Now we can state our main theorem of the section.
Theorem 3.7. Let k ≥ 1, T a k-dependent theory, A ⊆ M |= T a small parameter set
and G = G(M) a type-definable group in T over A be given. Let M⊇ A be a model and
b¯1, . . . , b¯k−1 finite tuples in M in a generic position.
Let (Hα : α ∈ I) be any family of subgroups of G of bounded index, with each Hα
type-definable over Mb¯1 . . . b¯k−1. Then there is some J ⊆ I with |J | ≤ i2(|T |+ |A|) such
that ⋂
α∈I
Hα ∩
⋂
i=1,...,k−1
G00M∪b¯1∪···∪b¯k−1\b¯i =
⋂
α∈J
Hα ∩
⋂
i=1,...,k−1
G00M∪b¯1∪···∪b¯k−1\b¯i .
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Corollary 3.8. Let T be a k-dependent theory, A ⊆ M |= T a small parameter set and
G = G(M) a type-definable group in T over A be given. Let M ⊇ A be a model and
b¯1, . . . , b¯k−1 finite tuples in M in a generic position. Then there is some C ⊆ M with
|C| ≤ i2(|T |+ |A|) such that
G00M∪b¯1∪···∪b¯k−1 =
⋂
i=1,...,k−1
G00M∪b¯1∪···∪b¯k−1\b¯i ∩G
00
C∪b¯1∪···∪b¯k−1
.
Proof. By Lemma 3.2 we have
G00M∪b¯1∪···∪b¯k−1 =
⋂
i=1,...,k−1
G00M∪b¯1∪···∪b¯k−1\b¯i ∩
⋂{
G00B∪b¯1∪···∪b¯k−1 : B ⊆M countable
}
.
By Theorem 3.7, it is already given by some sub-intersection of size at most i2(|T |+ |A|),
so taking C ⊆M containing all of the sets B appearing in this sub-intersection does the
job. 
Remark 3.9. (1) For k = 1 the assumptions of Theorem 3.7 are trivially satisfied
by any sufficiently large modelM =M0, and the conclusion gives G
00
M = G
00
C for
some small subset C of M (since the first intersection on the right hand side is
over the empty set). This easily implies absoluteness of G00.
(2) For k = 2, the assumption b¯1 |⌣
u,κ1
M1
M1 is clearly satisfied by any κ1-saturated
model M1 ⊇ A (taking A ⊆ M0  M1 arbitrary), and the conclusion gives
G00
M1 b¯1
= G00M1 ∩G
00
b¯1C
— hence Fact 3.4 follows.
Example 2. Let T be an arbitrary L-theory, A a small subset of M and G = G(M)
a group type-definable over A. Let T ′ := T Sk be its Skolemization in a language L′ ⊇
L, |L′| = |L|. Let κ0 := |A| + |L| and κi+1 := i2 (κi)
+, a regular cardinal, for i =
1, . . . , k − 2. Next, choose mutually L′(A)-indiscernible sequences J1 = (b¯1,j : j ∈ κ1 +
1), . . . , Jk−1 = (b¯k,j : j ∈ κk+1) in some monster modelM
′ of T ′. Then for i = 1, . . . , k−1,
let Ii = (b¯i,j : j ∈ κi), b¯i = b¯i,κi+1 (i.e. the last element in the sequence Ji), and Mi :=
Sk(AI1 . . . Ii). Thus A ⊆M0 M1  . . . Mk−1 and |Mi| = |A∪
⋃
1≤s≤i Is|+|L
′| = κi,
hence i2 (|Mi|)
+ ≤ κi+1 holds for all 0 ≤ i ≤ k − 2. Given 1 ≤ i ≤ k − 1, to show that
b¯i |⌣
u,κi
Mi
b¯<iMk−1 let C ⊆ Mk−1 with |C| < κi be arbitrary. By construction, there
exist some Si ⊆ κi with |Si| < κi such that C ⊆ dclL′
(
A(b1,j)j∈S1 . . . (bk−1,j)j∈Sk−1
)
.
As κi > |Si| is regular, there exists some j
∗ > Si in κi. But then by mutual L
′(A)-
indiscernibility of J1, . . . , Jk−1 we have that
b¯i,j∗ ≡A(b1,j )j∈S1 ...(bk−1,j )j∈Sk−1 b¯<i
b¯i,
hence b¯i,j∗ ≡Cb¯<i b¯i and b¯i,j∗ is in Mi. Thus (A,Mk−1, b¯1, . . . , b¯k−1) are in a generic
position (both in the sense of T and T ′).
Problem 3.10. We don’t know if the independence assumptions on b¯1, . . . , b¯k−1 in The-
orem 3.4 are necessary or can be relaxed.
Remark 3.11. Some variant of Corollary 3.8 is alluded to in [30, Discussion 2.14(2)],
but we are not aware of any followup.
The rest of the section is organized as follows. In Section 3.2 we give a proof of Theorem
3.7, and in Section 3.3 we give a generalization of the chain condition for uniformly
definable families of subgroups of k-dependent groups from [18], showing that it can be
applied to finitely many families simultaneously (this will be applied to valued fields in
Section 8).
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3.2. Proof of Theorem 3.7. First a couple of folklore observations.
Lemma 3.12. Let G = G(M) be a type definable group and let H be a subgroup of
G of bounded index which is type-definable over a small set of parameters C. Then
[G : H] ≤ 2|T |+|C|.
Proof. Suppose not. Then there is a sequence (gγ)γ∈(2|T |+|C|)+ of representative of cosets
of H in G, i.e.
{
gγH : γ ∈ (2
|T |+|C|)+
}
is a list of distinct cosets of H in G. Now, for
γ < δ < (2|T |+|C|)+ we have that g−1γ gδ 6∈ H. Thus there is a formula ψγ,δ ∈ L(C) in the
partial type defining H such that |= ¬ψγ,δ(g
−1
γ · gδ). As there are at most (|T |+ |C|)-
many formulas over C, by Erdős-Rado there exists an infinite subset I of (2|T |+|C|)+ and
a single formula ψ from the partial type defining H such that for all γ < δ ∈ I we have
that ψγ,δ = ψ. By compactness, for any small cardinal κ we can then find a sequence
(kγ)γ∈κ of elements of G such that for any γ < δ < κ, we have that |= ¬ψ(k
−1
γ kδ). This
implies that k−1γ kδ 6∈ H for all γ < δ < κ, which contradicts that H has bounded index
in G. 
Finally, we are ready to prove the main theorem.
Proof of Theorem 3.7. Assume that the conclusion fails, and let A ⊆ M0  M1 
. . .  Mk−1 = M witness the generic position as in Definition 3.6. Then, using
Lemma 3.2, we can find inductively a sequence of (Mk−1 ∪ b¯1 ∪ · · · ∪ b¯k−1)-type-definable
subgroups Hα, α < κ := i2(|T | + |A|)
+ of G of bounded index such that Hα =⋂
n<ω ψ
α
n(G; c¯α, b¯1, . . . , b¯k−1) for some countable c¯α from Mk−1, and elements (dα)α<κ
in G such that:
(1) dα ∈
⋂
i=1,...,k−1G
00
Mk−1∪b¯1∪···∪b¯k−1\b¯i
∩
⋂
β<αHβ,
(2) dα 6∈ Hα.
Using compactness, and possibly replacing each ψαn by a finite conjunction of ψ
α
i ’s, we
may assume additionally that the following hold:
(3) |= ¬ψα0 (dα; c¯α, b¯1, . . . , b¯k−1),
(4) {ψαn+1(x; c¯α, b¯1, . . . , b¯k−1), ψ
α
n+1(y; c¯α, b¯1, . . . , b¯k−1)} ⊢ ψ
α
n(xy; c¯α, b¯1, . . . , b¯k−1) ∧
ψαn(x
−1; c¯α, b¯1, . . . , b¯k−1) ∧ ψ
α
n(xy
−1; c¯α, b¯1, . . . , b¯k−1).
As there are only |T |<ℵ0 many formulas and cf(κ) > |T |ℵ0 , by pigeonhole and after
dropping some of the Hα’s, we can find (ψn)n∈ω such that for all α < κ,
ψαn = ψn.
Claim 3.13. We may assume that for all i, j ∈ ω, we have that
di ∈ Hj ⇔ i 6= j.
Proof. By Lemma 3.12, for each β < κ there is a partition {gβ,νHβ : ν < θβ} of G, where
θβ = [G : Hβ] ≤ 2
ℵ0 . Moreover, considering dα for some α < κ, there is να,β < θβ such
that
dα ∈ gβ,να,βHβ.
As κ = i2(|T |+ |A|)
+ by assumption, by Erdős-Rado we can find an infinite subset J of
κ and ν < 2ℵ0 , such that for all α < β in J , we have that
dα ∈ gβ,νHβ.
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We may assume that J = ω. Now let i < j < k ∈ ω. Then by the above we have that
di ∈ gk,νHk and dj ∈ gk,νHk,
or in other words
di = gk,νhi and dj = gk,νhj
for some hi, hj ∈ Hk. Thus
d−1i dj = h
−1
i g
−1
k,νgk,νhj = h
−1
i hj ∈ Hk. (∗)
Now for i ∈ ω, let
ei = d
−1
2i d2i+1, Ki = H2i, ϕn = ψn+1, and f¯i = c¯2i.
Then, after replacing di by ei, Hi by Ki, ψi by ϕi, and ci by fi, the conditions (1)
and (4) are obviously still satisfied. To show that condition (3) remains true, assume
the opposite, i.e. |= ϕ0(ei; f¯i, b¯1, . . . , b¯k−1) ⇐⇒ |= ψ1(ei; c¯2i, b¯1, . . . , b¯k−1). By (1), we
know that |= ψ1(d2i+1; c¯2i, b¯1, . . . , b¯k−1). Now, using that d2i = d2i+1e
−1
i and (4), we can
conclude that |= ψ0(d2i; c¯2i, b¯1, . . . , b¯k−1) contradicting (3). Finally,
• if i 6= j, then
ei = d
−1
2i d2i+1
by(1) if j<i
∈
by(∗) if i<j
H2j = Kj;
• if i = j, then by (1) and (2), we have that d2i 6∈ H2i but d2i+1 ∈ H2i, so
ei 6∈ H2i = Ki. This also shows that condition (2) is still satisfied.
This finishes the proof of the claim. claim
Let c¯ = (c¯i : i ∈ ω).
Claim 3.14. We may assume that there are sequences (b¯1,γ : γ < ω), (b¯2,γ : γ <
ω), . . . , (b¯k−1,γ : γ < ω) in Mk−1 and elements (di,γ1,...,γk−1 : (i, γ1, . . . , γk−1) ∈ ω
n)
in G such that
di,γ1,...,γk−1 ∈ Hj,δ1,...,δk−1 :=
⋂
n<ω
ψn(G; c¯α, b¯1,δ1 , . . . , b¯k−1,δk−1)
⇔ (i, γ1, . . . , γk−1) 6= (j, δ1, . . . , δk−1)
⇔ |= ψk−1(di,γ1,...,γk−1 ; c¯j , b¯1,δ1 , . . . , b¯k−1,δk−1).
Proof. To show the claim, we prove the following statement by reverse induction on
l = 1, . . . , k: there are sequences (b¯l,γ : γ < ω), (b¯l+1,γ : γ < ω), . . . , (b¯k−1,γ : γ < ω)
in Mk−1 and elements (di,γl,...,γk−1 ; (i, γl, . . . , γk−1) ∈ ω
k−l+1) in G such that (†1)–(†4)
below hold:
di,γl,...,γk−1 ∈ Hj,δl,...,δk−1 :=
⋂
n<ω
ψn(G; c¯j , b¯1, . . . , b¯l−1, b¯l,δl , . . . , b¯k−1,δk−1)
⇔ (i, γl, . . . , γk−1) 6= (j, δl, . . . , δk−1) (†1)
⇔ |= ψk−l(di,γl,...,γk−1 ; c¯j , b¯1, . . . , b¯l−1, b¯l,δl , . . . , b¯k−1,δk−1) (†2)
and
di,γl,...,γk−1 ∈
⋂
t=1,...,l−1;
(δl,...,δk−1)∈ωk−l
G00Ml−1c¯ b¯1,...¯bl−1,b¯l,δl ...¯bk−1,δk−1\b¯t
(†3)
for all γl, . . . , γk−1, δl, . . . , δk−1, i, j ∈ ω (where M0  · · ·  Mk−1 are given by the
assumptions), and
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{ψn+1(x; c¯i, b¯1, . . . , b¯l−1, b¯l,γl , . . . , b¯k−1,γk−1), ψn+1(y; c¯i, b¯1, . . . , b¯l−1, b¯l,γl , . . . , b¯k−1,γk−1)}
⊢ ψn(xy; c¯i, b¯1, . . . , b¯l−2, b¯l−1,γl−1 , . . . , b¯k−1,γk−1) ∧
ψn(x
−1; c¯i, b¯1, . . . , b¯l−1, b¯l,γl , . . . , b¯k−1,γk−1) ∧
ψn(xy
−1; c¯i, b¯1, . . . , b¯l−1, b¯l,γl , . . . , b¯k−1,γk−1) for all i ∈ ω.


(†4)
Then letting l = 1, finishes the proof of the claim.
For l = k, this is Claim 3.13 together with (1), (3) and (4).
Now suppose it is true for 1 < l < k. We want to prove the statement for l − 1. First,
as b¯l−1 |⌣
u,κl−1
Ml−1
b¯<l−1Mk−1, we can choose sequences (b¯l−1,γ : γ < κl−1) in Ml−1 and
(di,γl−1,...,γk−1 : (i, γl−1, . . . , γk−1) ∈ ω × κl−1 × ω
k−l) in G such that for any γ < κl−1 we
have:
(b¯l−1,γ , di,γ,γl...,γk−1 : (i, γl, . . . , γk−1) ∈ ω
k−l+1) has the same type as
(b¯l−1, di,γl...,γk−1 : (i, γl, . . . , γk−1) ∈ ω
k−l+1) over
Ml−2, c¯, b¯1, . . . , b¯l−2 ∪ {bl−1,δ : δ < γ} ∪ {b¯j,δ : j = l, . . . , k − 1, δ < ω}.

 (⋆)
Then
(5) By (†3) for t = l− 1 and (⋆), using that b¯l−1,γ ∈ Ml−1 for all γ < κl−1, we obtain
di,γl−1,...,γk−1 ∈
⋂
{Hj,δl−1,...,δk−1 : (j, δl, . . . , δk−1) ∈ ω
k−l+1, δl−1 < γl−1}
for all i ∈ ω.
(6) By (†1) and (⋆)
di,γl−1,γl,...,γk−1 ∈
⋂
{Hj,γl−1,δl...,δk−1) : (i, γl, . . . , γk−1) 6= (j, δl, . . . , δk−1)}.
(7) By (†1) and (⋆)
di,γl−1,...,γk−1 6∈ Hi,γl−1,...,γk−1 ;
In particular by (†2) and (⋆)
|= ¬ψk−l(di,γl−1,...,γk−1 ; c¯i, b¯1, . . . , b¯l−2, b¯l−1,γl−1 , . . . , b¯k−1,γk−1);
(8) By (†4) and (⋆) the formula
ψn+1(x; c¯i, b¯1, . . . , b¯l−2, b¯l−1,γl−1 , . . . , b¯k−1,γk−1)∧
ψn+1(y; c¯i, b¯1, . . . , b¯l−2, b¯l−1,γl−1 , . . . , b¯k−1,γk−1)
implies
⊢ ψn(xy; c¯i, b¯1, . . . , b¯l−2, b¯l−1,γl−1 , . . . , b¯k−1,γk−1)∧
ψn(x
−1; c¯i, b¯1, . . . , b¯l−2, b¯l−1,γl−1 , . . . , b¯k−1,γk−1)∧
ψn(xy
−1; c¯i, b¯1, . . . , b¯l−2, b¯l−1,γl−1 , . . . , b¯k−1,γk−1);
(9) By (†3) and (⋆), and as b¯l−1,δl−1 are all in Ml−1,
di,γl−1,...,γk−1 ∈
⋂
t=1,...,l−2;
δl−1≤γl−1, (δl,...,δk−1)∈ωk−l
G00Ml−2c¯ b¯1,...¯bl−2 b¯l−1,δl−1 ...b¯k−1,δk−1\b¯t
.
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Consider the sequence of countable tuples
(b¯l−1,γ , (di,γ,γl...,γk−1 : (i, γl, . . . , γk−1) ∈ ω
k−l+1))γ∈κl−1 .
Note that for any δ < κl−1, the group
Kδ := G
00
Ml−2 c¯b¯1...b¯l−2 b¯l−1,δ
{
b¯l,δl ...b¯k−1,δk−1 :(δl,...,δk−1)∈ω
k−l
}
is type definable over a set of size |Ml−2| + ℵ0 = |Ml−2| and has bounded index in
G, hence by Lemma 3.12 its index is at most 2|Ml−2|. Let (gδ,ν : ν < 2
|Ml−2|) be a
set of representatives of its cosets in G. For each γ < δ < κl−1, consider a countable
tuple ν¯γ,δ := (ν
γ,δ
i,δl,...,δk−1
: i, δl, . . . , δk−1 ∈ ω) listing cosets of the elements (di,γ,γl...,γk−1 :
(i, γl, . . . , γk−1) ∈ ω
k−l+1) with respect to the group Kδ. There are at most (2
|Ml−2|)ℵ0 =
2|Ml−2| possible choices for this tuple. As κl−1 ≥ i2(|Ml−2|)
+ by assumption, applying
Erdős-Rado there is an infinite subsequence such that ν¯γ,δ is constant for all γ < δ from
this subsequence. As in the proof of Claim 3.13, restricting to this subsequence we have
that (5)–(9) still hold, and additionally for any fixed (i, γl, . . . , γk−1) ∈ ω
k−l+1 we have
d−1i,γ′,γl,...,γk−1di,γ,γl...,γk−1 ∈ G
00
Ml−2c¯b¯1...¯bl−2b¯l−1,δ
{
b¯l,δl ...¯bk−1,δk−1 :(δl,...,δk−1)∈ω
k−l
} (††)
for all γ < γ′ < δ < ω.
Next, for (i, γl, . . . , γk−1) ∈ ω
k−l+1 and γl−1 < κl−1, let
ei,γl−1,...,γk−1 = d
−1
i,2γl−1,γl...,γk−1
di,2γl−1+1,γl...,γk−1 ,
f¯l−1,γl−1 = b¯l−1,2γl−1 ,
Ki,γl−1,γl...,γk−1 = Hi,2γl−1,γl...,γk−1 .
Now, we want to show that replacing di,γl−1,...,γk−1 by ei,γl−1,...,γk−1 , b¯l−1,γl−1 by f¯l−1,γl−1 ,
Hi,γl−1,...,γk−1 by Ki,γl−1,...,γk−1 and restricting to the first countably many elements gives
the desired sequences for l − 1.
Note first that
ei,γl−1,...,γk−1 ∈
⋂
t=1,...,l−2;
δl−1≤γl−1, (δl,...,δk−1)∈ωk−l
G00Ml−2c¯ b¯1,...¯bl−2 b¯l−1,2δl−1 ,b¯l,δl ...¯bk−1,δk−1\b¯t
(∗∗)
by (9).
Now let (j, γl−1, . . . , γk−1) 6= (i, δl−1, . . . , δk−1). We consider two cases:
Case 1: γl−1 = δl−1.
Then (j, γl, . . . , γk−1) 6= (i, δl, . . . , δk−1). Thus
di,2γl−1,γl,...,γk−1 ∈ Hj,2γl−1,δl,...,δk−1 by (6)
and
di,2γl−1+1,γl,...,γk−1 ∈ Hj,2γl−1,δl,...,δk−1 by (5).
So
(10) ei,γl−1,...,γk−1 = d
−1
i,2γl−1,γl,...,γk−1
di,2γl−1+1,γl...,γk−1 ∈ Hj,2γl−1,δl,...,δk−1 = Kj,δl−1,δl,...,δk−1
So in particular
(11) |= ψk−l+1(ei,γl−1,...,γk−1 ; c¯j , f¯l−1,δl−1 , bl,δl . . . , b¯k−1,δk−1).
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Case 2: γl−1 6= δl−1.
If δl−1 < γl−1, then ei,γl−1,...,γk−1 = d
−1
i,2γl−1,γl,...,γk−1
di,2γl−1+1,γl...,γk−1 ∈ Hj,2δl−1,δl,...,δk−1
by (5). So without loss of generality γl−1 < δl−1. Then (††) implies in particular that
ei,γl−1,...,γk−1 = d
−1
i,2γl−1+1,γl,...,γk−1
di,2γl−1,γl...,γk−1 ∈ Hj,2δl−1,δl,...,δk−1
and
ei,γl−1,...,γk−1 ∈
⋂
t=1,...,l−2;
δl−1>γl−1, (δl,...,δk−1)∈ωk−l
G00Ml−2c¯ b¯1,...,b¯l−2,b¯l−1,2δl−1 ,b¯l,δl−1 ...¯bk−1,δk−1\b¯t
.
Together with (∗∗), this gives
(12) ei,γl−1,...,γk−1 ∈
⋂
t=1,...,l−2;
(δl−1,...,δk−1)∈ω×ωk−l
G00
Ml−2c¯ b¯1,...,b¯l−2,f¯l−1,δl−1 ,b¯l,δl−1 ...¯bk−1,δk−1\b¯t
.
On the other hand for given (j, γl−1, . . . , γk−1) ∈ ω
k−l+2, we have that
di,2γl−1,γl...,γk−1 6∈ Hi,2γl−1,γl...,γk−1 by (7)
but
di,2γl+1,γl...,γk−1 ∈ Hi,2γl−1,γl,...,γk−1 using (5).
Hence
(13) ei,γl−1,...,γk−1 = d
−1
i,2γl−1,γl...,γk−1
di,2γl−1+1,γl...,γk−1 6∈ Hi,2γl−1,γl...,γk−1 = Ki,γl−1,...,γk−1
Now suppose towards a contradiction that
|= ψk−l+1(ei,γl−1,...,γk−1 ; c¯i, f¯l−1,γl−1 , bl,γl . . . , b¯k−1,γk−1).
By (5), we also have that
|= ψk−l+1(di,2γl−1+1,γl,...,γk−1+1; c¯i, f¯l−1,γl−1 , b¯l,γl . . . , b¯k−1,γk−1).
Now, using that di,2γl−1,...,γk−1 = di,2γl−1+1,γl...,γk−1e
−1
i,γl−1,...,γk−1
and (8), we conclude that
|= ψk−l(di,2γl−1,γl...,γk−1 ; c¯i, f¯l−1,γl−1 , b¯l,γl . . . , b¯k−1,γk−1)
= ψk−l(di,2γl−1,γl...,γk−1 ; c¯i, b¯l−1,2γl−1 , . . . , b¯k−1,γk−1)
contradicting (7). Thus
(14) 6|= ψk−l+1(ei,γl−1,...,γk−1 ; c¯i, f¯l−1,γl−1 , bl,γl . . . , b¯k−1,γk−1).
Now, for l − 1, we obtain (†1) from (10) and (13), (†2) from (11) and (14), (†3) from
(12), and (†4) from (8) by replacing ei,γl−1,...,γk−1 by di,γl−1,...,γk−1 , f¯l−1,γl−1 by b¯l−1,γl−1 ,
and Ki,γl−1,...,γk−1 by Hi,γl−1,...,γk−1 . This finishes the proof of the claim. claim
Claim 3.15. For any I ⊂ (ω)k there is some d ∈ G such that |= ψk+1(d; c¯i, b1,γ1 , . . . , b¯k−1,γk−1)
if and only if (i, γ1, . . . , γk−1) /∈ I.
Proof. Suppose first that I is finite and let ((il, γ1,l, . . . , γk−1,l) : l ≤ s) be an enumeration
of the elements in I. Define d = di0,γ1,0,...,γk−1,0 · . . . · dis,γ1,s,...,γk−1,s .
If (j, δ1, . . . , δk−1) /∈ I, then dil,γ1,l,...,γk−1,l ∈ Hj,δ1,...,δk−1 for all l ≤ s by Claim 3.14,
and hence d ∈ Hj,δ1,...,δk−1 and in particular |= ψk+1(d; c¯j , b¯1,δ1 , . . . , b¯k−1,δk−1).
On the other hand, consider (il, γ1,l, . . . , γk−1,l) ∈ I. Let
e1 = di0,γ1,0,...,γk−1,0 · . . . · dil−1,γ1,l−1,...,γk−1,l−1
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and
e2 = dil,γ1,l+1,...,γk−1,l+1 · . . . · dis,γ1,s,...,γk−1,s .
Then dil,γ1,l,...,γk−1,l = e
−1
1 de
−1
2 . Observe that |= ¬ψk−1(dil,γ1,l,...,γk−1,l , c¯il , b1,γ1,l , . . . , b¯k−1,γk−1,l),
|= ψk(e
−1
2 , c¯il , b1,γ1,l , . . . , b¯k−1,γk−1,l) and |= ψk+1(e
−1
1 , c¯il , b1,γ1,l , . . . , b¯k−1,γk−1,l) by Claim
3.14. Using (8), we conclude that
|= ¬ψk−1(dil,γ1,l,...,γk−1,l , c¯il , b1,γ1,l , . . . , b¯k−1,γk−1,l)
→ |= ¬ψk(e
−1
1 d, c¯il , b1,γ1,l , . . . , b¯k−1,γk−1,l)
→ |= ¬ψk+1(d, c¯il , b1,γ1,l , . . . , b¯k−1,γk−1,l)
Using compactness we get the claim. claim
Finally, Claim 3.15 contradicts k-dependence of ψk+1, which finishes the proof. 
3.3. Additional conditions on intersections of subgroups. Recall the “chain con-
dition” for definable families of subgroups in n-dependent theories.
Fact 3.16. [18, Proposition 4.1] Let G be a definable group, and let ψ(x; y0, . . . , yn−1) be
an n-dependent formula such that ψ(G; b0, . . . , bn−1) is a subgroup of G for any parameters
b0, . . . , bn−1. Then there exists some mψ ∈ ω such that for any d ≥ mψ and any array of
parameters (bi,j : i < n, j ≤ d) there is some ν ∈ d
n such that⋂
η∈dn
Hη =
⋂
η∈dn,η 6=ν
Hη,
where Hη := ψ(G; b0,i0 , . . . , bn−1,in−1) for η = (i0, . . . , in−1).
We generalize it to simultaneous intersections of several definable families of subgroups.
We will need the following version of Ramsey’s theorem.
Fact 3.17. For every l,m, n ∈ ω there is some R = R(l,m, n) ∈ ω such that: for any
function f : Rn → m there are some sets s0, . . . , sn−1 ⊆ R with |s0|, . . . , |sn−1| ≥ l and
such that f ↾s0×...×sn−1 is constant.
Proposition 3.18. Let G be a definable group, and for t < k let ψt(x; y0, . . . , yn−1) be
an n-dependent formula such that ψt(G; b0, . . . , bn−1) is a subgroup of G for any t < k
and any parameters b0, . . . , bn−1. Then there exists some m = m(ψ0, . . . , ψk−1) ∈ ω such
that: for any d ≥ m and any array of parameters (bi,j : i < n, j ≤ d) there is some ν ∈ d
n
such that ⋂
η∈dn
Htη =
⋂
η∈dn,η 6=ν
Htη for all t < k simultaneously,
where Htη := ψt(G; b0,i0 , . . . , bn−1,in−1) for η = (i0, . . . , in−1).
Proof. We argue by induction on k, the base case k = 1 given by Fact 3.16. Let m1 :=
m(ψ0) and m2 := m(ψ1, . . . , ψk−1) be given by the inductive hypothesis. Let R :=
R(m2,m
n
1 , n) be given by Fact 3.17. Finally, we take m = m(ψ0, . . . , ψk−1) := Rm1.
Let an array B = (bi,j : i < n, j ≤ m) be given. For each γ = (γ0, . . . , γn−1) ∈ R
n,
consider the subarray
Bγ =
(
b0,γ0m1+η0 , . . . , bn−1,γn−1m1+ηn−1 : η = (η0, . . . , ηn−1) ∈ m
n
1
)
.
By the choice of m1, for each γ ∈ R
n there is some νγ ∈ m
n
1 such that⋂
η∈mn
1
H0(γ0m1+η0,...,γn−1m1+ηn−1) =
⋂
η∈mn
1
,η 6=νγ
H0(γ0m1+η0,...,γn−1m1+ηn−1). (∗)
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By the choice of R, there are some sets s0, . . . , sn−1 ⊆ R with |s0| = . . . = |sn−1| = m2
such that νγ is equal to some fixed ν
′ ∈ mn1 , for all γ ∈ s0 × . . . × sn−1. But then we
consider the subarray
B′ = (b0,γ0m1+ν′0 , . . . , bn−1,γn−1m1+ν′n−1 : γ ∈ s1 × . . .× sn−1)
of B. By the choice of m2, there is some γ
′ ∈ s1 × . . . × sn−1 such that⋂
γ∈s0×...×sn−1
Ht(γ0m1+ν′0,...,γn−1m1+ν′n−1)
=
⋂
γ∈s0×...×sn−1,γ 6=γ′
Ht(γ0m1+ν′0,...,γn−1m1+ν′n−1)
for all 1 ≤ t < k. (∗∗)
Finally, let ν := (γ′0m1 + ν
′
0, . . . , γ
′
n−1m1 + ν
′
n−1). By (∗) and (∗∗) we have⋂
η∈mn
Htη =
⋂
η∈mn,η 6=ν
Htη for all 0 ≤ t < k,
as wanted. 
4. Characterization of 2-dependence by a type-counting criterion
We first recall a type-counting criterion for NIP. For the following two facts see e.g.
[13] or [11, Section 6] and references there.
Fact 4.1. (Shelah) Let T be a theory in a countable language, and for an infinite cardinal
κ, let fT (κ) := sup{|S1(M)| : |M | = κ,M |= T}.
(1) If T is NIP, then fT (κ) ≤ (dedκ)
ℵ0 for all infinite cardinals κ.
(2) If T has IP, then fT (κ) = 2
κ for all infinite cardinals κ.
It is possible that in a model of ZFC, dedκ = 2κ for all infinite cardinals κ (e.g. in a
model of the Generalized Continuum Hypothesis). However, there are models of ZFC in
which these two functions are different.
Fact 4.2. (Mitchell) For every cardinal κ of uncountable cofinality, there is a cardinal
preserving Cohen extension such that (dedκ)ℵ0 < 2κ.
We want to provide a formula-free characterization of n-dependence which doesn’t in-
clude any assumption of indiscernibility of the witnessing sequence over the additional
parameters (unlike the characterization in [12, Proposition 6.3] where additional indis-
cernibility of the parameter needs to be assumed). We can do it for 2-dependence under
some set-theoretic assumption.
Lemma 4.3. Let ϕ (x; y1, y2) be 2-dependent. Then there is some n ∈ N such that for
any c ∈ Mx, any I ⊆ My1 , J ⊆ My2 endless mutually indiscernible sequences, and any
A ⊆ I of size > n there is some bA ∈ J such that A cannot be shattered by the family
{ϕ (c, y1, b) : b ∈ J, b > bA}.
Proof. Assume that I, J are endless mutually indiscernible sequences and c is such that
the conclusion is not satisfied for any n ∈ ω. Let D ⊆ I × J be any finite set. Let
a1 < . . . < an and b1 < . . . < bm list the projections of D on I and J , respectively.
By assumption, there is some A ⊆ I of size n such that for any b′ ∈ B, A is shattered
by the family {ϕ (c, y1, b) : b ∈ J, b > b
′}. List A as a′1 < . . . < a
′
n. Then we can choose
some b′1 < . . . < b
′
m ∈ J such that |= ϕ
(
c, a′i, b
′
j
)
⇐⇒ (ai, bj) ∈ D. As I, J are
mutually indiscernible, taking an automorphism of M sending a′i to ai and b
′
j to bj, for all
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1 ≤ i ≤ n, 1 ≤ j ≤ m, c is sent to some cD such that |= ϕ (cD, ai, bj) ⇐⇒ (ai, bj) ∈ D.
This implies that ϕ (x; y1, y2) is not 2-dependent, a contradiction. Hence the conclusion
holds for c, I, J for some n.
By compactness it is not hard to conclude that n can be chosen depending only on ϕ
(and not on I, J, c). 
We will need the following lemma (originally from Shelah, with simplifications by Adler
and Casanovas, see e.g. [9, Lemma 2.7.1])
Fact 4.4. If κ is an infinite cardinal, F ⊆ 2κ and |F| > dedκ, then for each n ∈ ω there
is some S ⊆ κ such that |S| = n and F ↾ S = 2S.
Definition 4.5. Given sets A ⊆ Mx, B ⊆ My and a formula ϕ (x, y) ∈ L, we denote by
Sϕ,B (A) the set of all ϕ-types over A realized in B, where by a ϕ-type over B we mean a
maximal consistent collection of formulas of the form ϕ(x, a),¬ϕ(x, a) with a ∈ A. And
by SB (A) the set of all complete types over A realized in B.
Proposition 4.6. Let T be 2-dependent, let κ ≥ |T | be an infinite cardinal, and let λ > κ
be a regular cardinal. Then for any mutually indiscernible sequences I = (ai : i ∈ κ) , J =
(bj : j ∈ λ) of finite tuples and a finite tuple c, there is some β ∈ λ such that
∣∣SJ>β (Ic)∣∣ ≤
(dedκ)|T |.
Proof. Let I, J and c be given. We will show that for each ϕ (x, y1, y2) ∈ L there is
some βϕ ∈ λ such that
∣∣∣Sϕ,J>βϕ (Ic)∣∣∣ ≤ dedκ. This is enough, as then we can take any
β ∈ λ with β > βϕ for all ϕ ∈ L (possible as λ = cof (λ) > |T |), and
∣∣SJ>β (Ic)∣∣ ≤∣∣∣∏ϕ∈L Sϕ,J>βϕ (Ic)∣∣∣ ≤ (dedκ)|T |.
So let ϕ ∈ L be fixed, and assume that for any β ∈ λ,
∣∣Sϕ,J>β (Ic)∣∣ > dedκ. Then
by Fact 4.4, considering F =
{
fp : p ∈ Sϕ,J>β (Ic)
}
(where fp ∈ 2
κ is given by fp (α) =
1 ⇐⇒ ϕ (c, aα, y2) ∈ p, for all α ∈ κ), for any n ∈ ω there is some S ⊆ I, |S| = n,
such that S is shattered by the family {ϕ (c, y1, bj) : j ∈ λ, j > β}. Using regularity of
λ, by transfinite induction we can choose a strictly increasing sequence (βα : α ∈ λ) with
βα ∈ λ such that for each α ∈ λ there is some Sα ⊆ I, |Sα| = n shattered by the family
{ϕ (c, y1, bj) : j ∈ λ, βα < j < βα+1}. As λ > κ = κ
n is regular, passing to a subsequence
we may assume that there is some S ⊆ I, |S| = n such that Sα = S for all α ∈ λ, i.e.
this set S can be shattered arbitrarily far into the sequence. Now by Lemma 4.3, this
contradicts 2-dependence of ϕ if we take n large enough. 
Lemma 4.7. For any cardinal κ and any regular cardinal λ ≥ 2κ there is a bipartite
graph Gκ,λ = (κ, λ,E) satisfying the following: for any sets A,A
′ ⊆ κ with A ∩ A′ = ∅
and b ∈ λ there is some b∗ ∈ λ, b∗ > b satisfying
∧
a∈A E (a, b
∗) ∧
∧
a′∈A′ E (a
′, b∗).
Proof. Let λ ≥ 2κ be any regular cardinal. Let
D :=
{(
A,A′, b
)
: A,A′ ⊆ κ, A ∩A′ = ∅, b ∈ λ
}
.
Then |D| ≤ λ by assumption, let’s enumerate it as ((Aα, A
′
α, bα) : α < λ). We define
Eα ⊆ κ×λ by transfinite induction on α < λ. On step α, we choose some cα ∈ λ such that
cα > {bβ, cβ : β < α}— possible by regularity of λ, and we take Eα := {(a, cα) : a ∈ Aα}.
Let E :=
⊔
α<λEα — it satisfies the requirement by construction. 
Lemma 4.8. Let ϕ(x, y, z) have IP2. Then for every regular λ > 2
κ there exist mutually
indiscernible sequences I = (ai : i < κ) in My, (bj : j < λ) in Mz and c ∈ Mx such that
for every β < λ we have |Sϕ,J>β(Ic)| = 2
κ.
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Proof. For any κ, λ we can find some mutually indiscernible sequences I, J such that
the family {ϕ (c, y1, y2) : c ∈Mx} shatters I × J . In particular, we can find c such that
M |= ϕ (c, ai, bj) ⇐⇒ Gκ,λ |= E (ai, bj), and we can conclude by Lemma 4.7. 
Definition 4.9. We say that a theory T is globally 2-dependent if there are cardinals
κ ≤ λ as above such that the following holds. Given any mutually indiscernible sequences
I = (ai : i ∈ κ) , J = (bj : j ∈ λ) of finite tuples and a finite tuple c, if Gκ,λ is as above
then there are some i ∈ κ and j, j′ ∈ λ such that caibj ≡ caibj′ but E (i, j) ∧ ¬E (i, j
′)
holds.
So the idea is that T is globally 2-dependent if on mutually indiscernible sequences,
we cannot distinguish the edges from the non-edges of a random graph not only by any
single formula, but also by a complete type.
Remark 4.10. If T is not 2-dependent, then it is not globally 2-dependent.
Proof. Let ϕ (x, y1, y2) be a formula witnessing failure of 2-dependence, then as in Lemma
4.8. 
Proposition 4.11. Let T be a countable 2-dependent theory and assume that there is
some cardinal κ such that (dedκ)ℵ0 < 2κ. Then T is globally 2-dependent.
Proof. Fix such a κ, and let λ be any regular cardinal ≥ 2κ. Let Gκ,λ be as given by
Lemma 4.7. Moreover, let I, J and c be as in Definition 4.9. By Proposition 4.6, there is
some β ∈ λ such that
∣∣SJ>β (I)∣∣ ≤ (dedκ)ℵ0 . On the other hand, by definition of Gκ,λ,
we still have
∣∣SE,{α∈λ:α>β} (κ)∣∣ = 2κ > (dedκ)ℵ0 by assumption. Then we can find some
j, j′ ∈ λ such that tpE (j/κ) 6= tpE (j
′/κ) but tp (bj/Ic) = tp
(
bj′/Ic
)
. But then there is
some i ∈ κ such that E (i, j)↔ ¬E (i, j′) and still bjaic ≡ bj′aic, as wanted. 
Problem 4.12. Is it true that n-dependent implies globally n-dependent (defined anal-
ogously), in ZFC, or at least consistently for n > 2?
Remark 4.13. Let T be n-dependent and ω-categorical. Then T is globally n-dependent
(since every type in finitely many variables is equivalent to a formula, hence n-dependent
and can’t define the random n-hypergraph on mutually indiscernible sequences).
5. 2-dependence for compositions of NIP relations and binary functions
All the variables below are allowed to be tuples of arbitrary finite length.
Theorem 5.1. LetM be a first-order L-structure with an NIP sort K and let ϕ(x0, . . . , xd−1)
be an LK-formula. For each i ∈ {0, . . . , d − 1}, fix some si < ti ∈ {1, 2, 3} and let
fi :Mysi ×Myti → Kxi be an L-definable binary function. Then the L-formula
ψ(y1; y2, y3) = ϕ
(
f1(ys1 , yt1), . . . , fd(ysd−1 , ytd−1)
)
is 2-dependent.
Proof. Assume ψ(y1; y2, y3) has IP2, and let I = (aα : α < κ) with aα ∈ My2 , J = (bβ :
β < λ) with bβ ∈My3 and c ∈My1 be as given by Lemma 4.8 with λ > 2
κ > |T |, that is
for every γ < λ we have |Sψ,J>γ (Ic)| = 2
κ.
Let V1,2 := {i < d : (ti, si) = (1, 2)}, V1,3 := {i < d : (ti, si) = (1, 3)} and V2,3 := {i <
d : (ti, si) = (2, 3)}, then V1,2, V1,3, V2,3 is a partition of {0, . . . , d − 1}. Let f(c, aα) :=
(fi(c, aα) : i ∈ V1,2), f(c, bβ) = (fi(c, bβ) : i ∈ V1,3) and f(aα, bβ) := (fi(aα, bβ) : i ∈ V2,3).
So we have
|= ψ(c; aα, bβ) ⇐⇒ ϕ
′(f(c, aα), f(c, bβ), f(aα, bβ)),
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where ϕ′ ∈ LK is obtained from ϕ by regrouping the variables accordingly.
Let A := {f(c, aα) : α < κ} ⊆ K. Consider the rectangular array (f(aα, bβ) : α <
κ, β < λ). It is an indiscernible array by mutual indiscernibility of the sequences (aα)
and (bβ). In particular, the sequence of columns ((f(aα, bβ) : α < κ) : β < λ) is ∅-
indiscernible. As TK is NIP, |A| ≤ κ and λ > (|T | + κ) is regular, there is some γ < λ
such that the sequence of columns ((f(aα, bβ) : α < κ) : γ < β < λ) is LK-indiscernible
over A.
Fix γ < β < λ. For any tuple e ∈M(xi:i∈V1,3), let
Sβe := {α < κ :|= ϕ
′(f(c, aα), e, f(aα, bβ))} ⊆ κ,
and let Fβ := {S
β
e : e ∈ M(xi:i∈V1,3)}, i.e. the collection of all such subsets of κ that can
be realized by some tuple.
We then have that Fβ = Fβ′ for any γ < β, β
′ < λ. Indeed, by the above there is some
σ ∈ Aut(M/A) sending (f(aα, bβ) : α < κ) to (f(aα, bβ′) : α < κ). But then for any e
we have that Sβe = S
β′
σ(e) (recalling that f(c, aα) ∈ A for all α < κ), hence Fβ ⊆ Fβ′ , and
vice versa exchanging the roles of β and β′. So let F := Fβ for some (equivalently, any)
β > γ. Note that Sβe is determined by the LK-type tpϕ′(e/(f(aα, bβ) : α < κ)A). As
|f(aα, bβ) : α < κ)A| ≤ κ and ϕ
′ is NIP, we get that |F| ≤ ded(κ) by Fact 4.1.
Now we estimate |Sψ,J>γ (Ic)| (see Definition 4.5). Given γ < β < λ, we have that
tpψ(bβ/Ic) is determined by the set
Sβf(c,bβ) = {α < κ :|= ϕ
′(f(c, aα), f(c, bβ), f(aα, bβ))} ∈ F .
But by the previous paragraph, there are only ded(κ) choices for this set, hence
|Sψ,J>γ(Ic)| ≤ ded(κ).
Carrying out this proof in Mitchell’s model (see Fact 4.2) we thus get a contradic-
tion. But since the property of a formula ψ being 2-dependent is arithmetic, hence
set-theoretically absolute, we obtain the result in ZFC. 
Example 3. Let f : C2 → C be an arbitrary function, and let p(x, y, z) be a polynomial
over C. Consider the relation E ⊆ C3 given by E(x, y, z) ⇐⇒ p(f(x, y), f(x, z), f(y, z)) =
0. Then there is some finite tripartite 3-hypergraph H such that E doesn’t contain it as
an induced tripartite hypergraph.
Remark 5.2. As the argument in Section 6.1 shows, we cannot relax the assumption
that K is NIP to just 2-dependent. Generalizations of Theorem 5.1 for n-dependence and
functions of arbitrary arity will be investigated in future work.
6. 2-dependence of Granger’s examples
We recall some definitions and results from [17]. We consider structures in the language
L consisting of two sorts V and K, the field language on K, the vector space language
on V , scalar multiplication function K × V → V and the bilinear form function [x, y] :
V × V → K. The language Lθ is obtained from L by adding for each n ∈ ω a (definable)
n-ary predicate θn(x1, . . . , xn) which holds if and only if x1, . . . , xn ∈ V are linearly
independent over K. Finally, let LKθ be a language expanding Lθ by relations on K
n
definable in the language of rings such that K eliminates quantifiers in LKθ (e.g. we can
always take Morleyzation of K).
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Definition 6.1. For K a field, m ∈ N ∪ {∞} and F ∈ {A,S}, let FT
K
m denote the
L-theory expressing that sort corresponding to K is a field which is moreover a model
of Th(K), V a K-vector space of dimension m, [x, y] : V × V → K is a non-degenerate
bilinear form of type F , where a form of type S is a symmetric form, and a form of type
A is an alternating form.
Fact 6.2. [17, Theorem 9.2.3] Let K be a field with char(K) 6= 2 and let m ∈ N ∪ {∞}.
Let F ∈ {A,S}. Then the theory FT
K
m has elimination of quantifiers in the language L
K
θ .
Theorem 6.3. Let T = FT
K
m.
(1) If K is NIP then T is 2-dependent (and is strictly 2-dependent if m =∞).
(2) If K has IPn and m =∞, then T has IP2n.
Remark 6.4. In fact, if m <∞, then K is n-dependent if and only if T is n-dependent,
for any n ≥ 1. This can be seen as the above structure can be interpreted in K using
Km ∼= V for some m ∈ N as follows. Interpreting the vector space structure is obvious.
Now, let B = (e1, . . . , em) be the standard basis of K
m. Then the bilinear form is
completely determined by fixing ki,j = [ei, ej ] for all 1 ≤ i, j ≤ m. Let πi : K
m → K
be the projection map onto the i-th coordinate. Then for v,w ∈ Km, we have that
[v,w] =
∑m
i,j=1 πi(v)πj(w)ki,j , which is definable over {ki,j : 1 ≤ i, j ≤ m}.
Corollary 6.5. (1) The case of a finite field K corresponding to extra-special p-
groups was treated in [18, Section 3].
(2) In [5], for each n ∈ N and p, Baudisch constructs a structure D(n) in the language
of groups with n additional constant symbols, with D(1) corresponding to extra-
special p-groups. Since all these examples are interpretable in the bilinear form
with additional constant symbols, they are all 2-dependent.
The rest of the section constitutes a proof of the theorem.
6.1. Proof of Theorem 6.3(2). Assume that K has IPn, then by Theorem 2.13 it must
be witnessed by some LK-formula ϕ(x¯; y1, . . . , yn) with each yi a single variable. Then
by compactness for 1 ≤ k ≤ n we can find sequences (ck(ik ,jk) : (ik, jk) ∈ ω × ω) with
ω × ω ordered lexicographically and all ckik,jk pairwise distinct elements in K, such that
for every A ⊆ (ω × ω)n there is some e¯A satisfying
|= ϕ(e¯A; c
1
(i1,j1)
, . . . , cn(in,jn)) ⇐⇒ ((i1, j1), . . . , (in, jn)) ∈ A.
As m = ∞, we can choose (aki : 1 ≤ k ≤ n, i ∈ ω) a tuple consisting of linearly
independent elements in V . For each 1 ≤ k ≤ n and j ∈ ω, let fkj : V → K be a linear
function satisfying fkj (a
k
i ) = c
k
(i,j) for all i ∈ ω. Since the bilinear form is non-degenerate,
there exists some bkj ∈ V such that f
k
j (x) = [x, b
k
j ] for all x ∈ V . But then, identifying
(ω × ω)n with ω2n, for any set A ⊆ ω2n, we have
|= ϕ(e¯A, [a
1
i1 , b
1
j1 ], . . . , [a
n
in , b
n
jn ]) ⇐⇒ (i1, j1, . . . , in, jn) ∈ A,
hence the formula ψ(x¯; y1, y2, . . . , y2n−1, y2n) = ϕ(x¯, [y1, y2], . . . , [y2n−1, y2n]) has IP2n wit-
nessed by the sequences (a1i1 , b
1
j1
, . . . , anin , b
n
jn
: i1, j1, . . . , in, jn ∈ ω).
6.2. Proof of Theorem 6.3(1). Let M |= T be a monster model. If T is not 2-
dependent, by Fact 2.8 we can find tuples a¯α, b¯β witnessing this, with respect to some
formula ϕ(x¯; y¯, z¯) without parameters. That is, we have that (a¯α, b¯β : α, β ∈ Q) is O2,p-
indiscernible over ∅ and it is shattered by ϕ, more precisely for every A ⊆ Q×Q there is
some c¯A such that
|= ϕ(c¯A; a¯α, b¯β) ⇐⇒ (α, β) ∈ A.
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We write x¯ = x¯K⌢x¯V , y¯ = y¯K⌢y¯V , z¯ = z¯K⌢z¯V for the subtuples of the variables of the
corresponding sorts, where x¯K = (xKi : i ∈ X
K) and x¯V = (xVi : i ∈ X
V ) and XK ⊔XV
is a partition of {1, . . . , |x¯|}, and similarly for y¯ and z¯. Let aα = a¯
K⌢
α a¯
V
α , b¯β = b¯
K⌢
β b¯
V
β for
the corresponding subtuples in the K-sort and the V -sort, respectively. Let a¯Vα = (a
V
α,i :
i ∈ Y V ), b¯Vβ = (b
V
β,i : i ∈ Z
V ), etc.
Claim 6.6. We can find a finite tuple e¯ in V , a formula ϕ′(x¯′, w¯, y¯′, z¯′) ∈ L and sequences
of tuples (a¯′α, b¯
′
β : α, β ∈ Q) such that:
(1) (a¯′α, b¯
′
β : α, β ∈ Q) is O2,p-indiscernible over e¯;
(2) for any α∗ ∈ Q and i∗ ∈ (Y ′)V , we have that
(a′)Vα∗,i∗ /∈ Span
(
((a′)Vα∗,i : i ∈ (Y
′)V \ {i∗}), ((a¯′)Vα : α ∈ Q \ {α
∗}), ((b¯′)Vβ : β ∈ Q), e¯
)
;
(3) for any β∗ ∈ Q and j∗ ∈ (Z ′)V , we have that
(b′)Vβ∗,j∗ /∈ Span
(
((b′)Vβ∗,j : j ∈ (Z
′)V \ {j∗}), ((b¯′)Vβ : β ∈ Q \ {β
∗}), ((a¯′)Vα : α ∈ Q), e¯
)
;
(4) ϕ′(x¯, e¯; y¯′, z¯′) shatters (a¯′α, b¯
′
β : α, β ∈ Q), i.e. for every A ⊆ Q
2, there is some c¯A
such that |= ϕ′(cA, e¯, a¯
′
α, b¯
′
β) ⇐⇒ (α, β) ∈ A.
Proof. Assume that (a¯α, b¯β) don’t satisfy (2) with e¯ = ∅. Then there are some α
∗ ∈
Q, i∗ ∈ Y V and finite sets I, J ⊆ Q, α∗ /∈ I such that
aVα∗,i∗ ∈ Span
(
(aVα∗,i : i ∈ Y
V \ {i∗})(a¯Vα )α∈I(b¯
V
β )β∈J e¯
)
.
Then there is an ∅-definable function f and some finite tuple k¯ in K such that
aVα∗,i∗ = f
(
k¯, (aVα∗,i : i ∈ Y
V \ {i∗}), (a¯Vα )α∈I , (b¯
V
β )β∈J , e¯
)
.
Let γ+ := min{α ∈ I : α > α∗} and γ− := max{α ∈ I : α < α∗}. Let δ := max(J).
Let e¯′ := (a¯Vα )
⌢
α∈I(b¯
V
β )
⌢
β∈J e¯. Let (a¯
′)Vα := (a
V
α∗,i : i ∈ Y
V \ {i∗}). Then (a¯K⌢α (a¯
′)Vα , b¯β :
α ∈ (γ−, γ+), β ∈ (δ,+∞)) is O2,p-indiscernible over e¯
′. As α∗ ∈ (γ−, γ+), it follows that
for every α ∈ (γ−, γ+) there is some tuple k¯α in K such that a
V
α,i∗ = f(k¯α, (a¯
′)Vα , e¯
′). Let
ϕ′(x¯, w¯, y¯′, z¯) := ϕ
(
x¯; y¯K , (yVi )i∈Y V ,i<i∗ , f
(
y¯K1 , (y
V
i )i∈Y V \{i∗}, w¯
)
, (yVi )i∈Y V ,i>i∗ , z¯
)
,
where y¯′ = (y¯′)K⌢(y¯′)V , (y¯′)K = y¯K⌢1 y¯
K and (y¯′)V = (yVi : i ∈ Y
V \ {i∗}). Let
a¯′α := a¯
K⌢
α (a¯
′)Vα (so the tuple k
⌢
α a¯
′
α corresponds to the variables y¯
′)
Restricting to the set (γ−, γ+)× (δ,∞) we may thus assume:
(1) (a¯′α, b¯β : α, β ∈ Q) is O2,p-indiscernible over e¯
′ (follows by the choice of γ−, γ+, δ,
definition of a¯′α and O2,p-indiscernibility of (a¯α, b¯β : α, β ∈ Q)),
(2) ϕ′(x¯, e¯′; y¯′, z¯) shatters (k¯⌢α a¯
′
α, b¯β : α, β ∈ Q) (as for any c¯ and α, β ∈ Q by the
above we have |= ϕ(c¯, a¯α, b¯β) ⇐⇒ |= ϕ
′(c¯, e¯′, k¯⌢α a¯
′
α, b¯β)).
By Fact 2.7, let (h¯⌢α a¯
′′
α, b¯
′
β : α, β ∈ Q) be an O2,p-indiscernible over e¯
′, based on
(k¯⌢α a¯
′
α, b¯β : α, β ∈ Q) over e¯
′. We still have that ϕ′(x¯, e¯′, y¯′, z¯) shatters (h¯⌢α a¯
′′
α, b¯
′
β : α, β ∈
Q). Replacing ϕ by ϕ′, e¯ by e¯′ and the sequences (a¯α, b¯β : α, β ∈ Q) by (h¯
⌢
α a¯
′′
α, b¯
′
β : α, β ∈
Q), we have thus reduced the length of the tuples a¯Vα (at the price of increasing the length
of a¯Kα ). Repeating this argument finitely many times if necessary (for both a¯α’s and b¯β’s),
we obtain the conclusion of the claim. 
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By Claim 6.6(4), let c¯ be such that |= ϕ′(c¯, e¯, a¯′α, b¯
′
β) ⇐⇒ G2,p |= R2(α, β). We write
c¯ = c¯K⌢c¯V .
Claim 6.7. We may moreover assume that for any i ∈ XV ,
cVi /∈ Span
(
(cVj : j 6= i)(a¯
′)Vα∈Q(b¯
′)Vβ∈Qe¯
)
.
Proof. Assume that there is some i∗ ∈ XV such that cVi∗ is in the span of (c
V
i : i ∈
XV \ {i∗})(a¯Vα )α∈I(b¯
V
β )β∈J e¯ for some finite sets I, J ⊆ Q. Then
cVi∗ = f
(
c¯K1 , (c
V
i )i∈XV \{i∗}, (a¯
V
α )α∈I , (b¯
V
β )β∈J , e¯
)
for some ∅-definable function f and some tuple c¯K1 in K. Let α
∗ := max(I ∪ J). We
let c¯′ := (c¯′)K⌢(c¯′)V , where (c¯′)K := c¯K⌢1 c¯
K and (c¯′)V := (cVi : i ∈ X
V \ {i∗}). Let
e¯′ := (a¯Vα )
⌢
α∈I(b¯
V
β )
⌢
β∈J e¯. Restricting to a copy of G2,p contained in (α
∗,∞) × (α∗,∞)
(Remark 2.5), we thus have:
G2,p |= R2(α, β) ⇐⇒ |= ϕ
′(c¯, e¯, a¯′α, b¯
′
β) ⇐⇒
|= ϕ′(c¯K , (c¯Vi )i<i∗ , f(c¯
K
1 , (c¯
′)V , e¯′), (c¯Vi )i>i∗ , e¯, a¯
′
α, b¯
′
β)
⇐⇒ |= ϕ′′(c¯′, e¯′, a¯′α, b¯
′
β)
for an appropriate L-formula ϕ′′. Also (1), (2) and (3) in Claim 6.6 still hold, with
respect to e¯′ (follows as e¯ satisfies (1), (2), (3) and all the new elements in e¯′ are from
(a¯′α, b¯
′
β : α, β < α
∗).) Repeating this argument finitely many times if necessary, we obtain
the claim. 
Claim 6.8. We may moreover assume that for any i ∈ |e¯|, ei /∈ Span(ej : j 6= i).
Proof. As in the previous two claims, if ei∗ ∈ Span(e¯i : i 6= i
∗), then ei∗ = f(k¯, (e¯i)i 6=i∗) for
some ∅-definable function f and a tuple k¯ in K. Replacing e¯ by (e¯i)i 6=i∗ (hence (1),(2),(3)
in Claim 6.6 and the condition in Claim 6.7 still hold as we pass to a subtuple), adding
k¯ to c¯K and modifying the formula accordingly, in finitely many steps we obtain the
claim. 
These three claims together imply that all elements in the tuple c¯V (a¯′)Vα∈Q(b¯
′)Vβ∈Qe¯ are
linearly independent. Hence adjoining e¯V to c¯V and replacing ϕ by ϕ′ and a¯α, b¯β by a¯
′
α, b¯
′
β
respectively, we get:
Claim 6.9. There is an L-formula ϕ(x¯, y¯, z¯) and tuples c¯, a¯α, b¯β such that:
(1) (a¯α, b¯β : α, β ∈ Q) is O2,p-indiscernible;
(2) all elements in c¯V (a¯)Vα∈Q(b¯)
V
β∈Q are linearly independent;
(3) |= ϕ(c¯, a¯α, b¯β) ⇐⇒ G2,p |= R2(α, β).
Every L-formula is a boolean combination of formulas of the form treated in the fol-
lowing cases. So it is enough to show that each of those is 2-dependent by Fact 2.2.
Case 1. The formula is of the form ψ(t1(x¯, y¯, z¯), . . . , td(x¯, y¯, z¯)) for some ψ ∈ LK and
some terms tl(x¯, y¯, z¯) taking values in K and 1 ≤ l ≤ d. For each l we have the following
possibilities:
• tl(x¯, y¯, z¯) has height 1, i.e. it is one of the variables in x¯
K⌢y¯K⌢z¯K ;
• tl(x¯, y¯, z¯) = t
1
l (x¯, y¯, z¯)+K t
2
l (x, y¯, z¯) or tl(x¯, y¯, z¯) = t
1
l (x¯, y¯, z¯)·K t
2
l (x¯, y¯, z¯), for some
terms t1l , t
2
l of smaller height taking values in K;
• tl(x¯, y¯, z¯) = [t
1
l (x¯, y¯, z¯), t
2
l (x¯, y¯, z¯)] for some terms t
1
l , t
2
l of smaller height taking
values in V , but then:
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– either t1l is of height 1, i.e. one of the variables in x¯
V⌢y¯V⌢z¯V ;
– or t1l (x¯, y¯, z¯) = s
1
l (x¯, y¯, z¯) ·V s
2
l (x¯, y¯, z¯) for some terms s
1
l , s
2
l of smaller height
taking values inK and V , respectively, in which case tl(x¯, y¯, z¯) = s
1
l (x¯, y¯, z¯)·K
[s2l (x¯, y¯, z¯), t
2
l (x¯, y¯, z¯)];
– or t1l (x¯, y¯, z¯) = s
1
l (x¯, y¯, z¯)+V s
2
l (x¯, y¯, z¯) for some terms s
1
l , s
2
l of smaller height
taking values in V , in which case tl(x¯, y¯, z¯) = [s
1
l (x¯, y¯, z¯), t
2
l (x¯, y¯, z¯)] +K
[s2l (x¯, y¯, z¯), t
2
l (x¯, y¯, z¯)].
And similarly for t2l .
Applying this for each l and iterating recursively, we thus conclude that the formula
ψ(t1(x¯, y¯, z¯), . . . , td(x¯, y¯, z¯)) is equivalent to
(∗) ψ′
(
([xVi , y
V
j ])i∈XV ,j∈Y V , ([x
V
i , z
V
j ])i∈XV ,j∈Y V , ([y
V
i , z
V
j ])i∈Y V ,j∈ZV ,
([xVi , x
V
j ])i,j∈XV , ([y
V
i , y
V
j ])i,j∈Y V , ([z
V
i , z
V
j ])i,j∈ZV , x¯
K , y¯K , z¯K
)
for some LK -formula ψ
′. But then, as K is NIP, Theorem 5.1 implies that this formula
is 2-dependent.
Case 2. The formula ϕ(x¯; y¯, z¯) is given by
θd(t1(x¯, y¯, z¯), . . . , td(x¯, y¯, z¯))
for some d ∈ N and terms tl(x¯, y¯, z¯) taking values in V .
By a simple recursion on the height of the terms, we see that for 1 ≤ l ≤ d the term tl
must be of the form∑
i∈XV
tXl,i(x¯, y¯, z¯)x
V
i +
∑
j∈Y V
tYl,j(x¯, y¯, z¯)y
V
j +
∑
k∈ZV
tZl,k(x¯, y¯, z¯)z
V
k
for some terms tXl,i, t
Y
l,j , t
Z
l,k taking values in K.
By Claim 6.9 we have that for any α, β ∈ Q the set of all elements in the tuple
c¯V⌢a¯V⌢α b¯
V
β is linearly independent. Then for any α, β we have
G2,p |= R2(α, β) ⇐⇒ |= ¬θd(t1(c¯, a¯α, b¯β), . . . , td(c¯, a¯α, b¯β)) ⇐⇒
|= (∃e1, . . . , ed ∈ K)(e1, . . . , ed) 6= (0, . . . , 0) ∧
∧
i∈XV
(
d∑
l=1
el · t
X
l,i(c¯, a¯α, b¯β) = 0
)
∧
∧
j∈Y V
(
d∑
l=1
el · t
Y
l,j(c¯, a¯α, b¯β) = 0
)
∧
∧
k∈ZV
(
d∑
l=1
el · t
Z
l,k(c¯, a¯α, b¯β) = 0
)
⇐⇒
|= ψ
((
tXl,i(c¯, a¯α, b¯β)
)
1≤l≤d,i∈XV
,
(
tYl,j(c¯, a¯α, b¯β)
)
1≤l≤d,j∈Y V
,
(
tZl,k(c¯, a¯α, b¯β)
)
1≤l≤d,k∈ZV
)
for an appropriate formula ψ ∈ LK . But this is impossible by Case 1.
Case 3. The formula is of the form t(x¯, y¯, z¯) = 0. As in the previous case, then t must
be of the form ∑
i∈XV
tXi (x¯, y¯, z¯)x
V
i +
∑
j∈Y V
tYj (x¯, y¯, z¯)y
V
j +
∑
k∈ZV
tZk (x¯, y¯, z¯)z
V
k
for some terms tXi , t
Y
j , t
Z
k taking values in K. By Claim 6.9 we have that for any α, β ∈ Q
the set of all elements in the tuple c¯V⌢a¯V⌢α b¯
V
β is linearly independent. But then for any
α, β we have:
G2,p |= R2(α, β) ⇐⇒ t(c¯, a¯α, b¯β) = 0 ⇐⇒
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∧
i∈XV
tXi (c¯, a¯α, b¯β) = 0 ∧
∧
j∈Y V
tYj (c¯, a¯α, b¯β) = 0 ∧
∧
k∈ZV
tZk (c¯, a¯α, b¯β) = 0
⇐⇒ ψ
(
(tXi (c¯, a¯α, b¯β))i∈XV , (t
Y
j (c¯, a¯α, b¯β))j∈Y V , (t
Z
k (c¯, a¯α, b¯β))k∈ZV
)
for an appropriate LK-formula ψ — which is impossible by Case 1.
7. The effects of adding a random predicate
Recall that a theory T is geometric if it eliminates the ∃∞-quantifier and acl satisfies
exchange. In this section we denote by |⌣ the independence relation given by algebraic
independence (i.e. A |⌣C B ⇐⇒ acl(AC) ∩ acl(BC) ⊆ acl(C)).
Definition 7.1. [6, Definition 2.6] Let T be a geometric theory, M |= T and B ⊆M . We
say that a tuple a¯ = (a0, . . . , an−1) ∈M
n is an algebraic n-gon over B if dim(a¯/B) = n−1,
but any subset of {a0, . . . , an−1} of size n− 1 is independent over B.
Recall that a theory T has disintegrated algebraic closure if acl(A) =
⋃
a∈A acl(a) for
any set A in a model of T .
Fact 7.2. [6, Lemma 2.7] Suppose that T is a geometric theory with non-disintegrated
algebraic closure. Then for every n ≥ 3 there exist some finite set B and an algebraic
n-gon over B.
We recall the setting and some results from [7]. Let aclT denote the algebraic closure
in the sense of T , and let S be a distinguished ∅-definable set in T . We denote by T0,S
the theory in a language LP := L ∪ {P (x)} given by T ∪ {P (x)→ S(x)}, and write aclS
to denote algebraic closure intersected with S.
Fact 7.3. (1) [7, Theorem 2.4] The theory T0,S has a model companion TP,S with the
following axiomatization: (M,P ) |= TP,S ⇐⇒
(a) M |= T ;
(b) for every L-formula θ(x¯, y¯) with x¯ = (x1, . . . , xn), for every subset I ⊆
{1, . . . , n}, (M,P ) satisfies
∀z¯

∃x¯θ(x¯, z¯) ∧ (x¯ ∩ aclT (z¯) = ∅) ∧ n∧
i=1
S(xi) ∧
∧
1≤i<j≤n
xi 6= xj


→
(
∃x¯θ(x¯, z¯) ∧
∧
i∈I
(xi ∈ P ) ∧
∧
i/∈I
(xi ∈ S \ P )
)
.
(2) Let (M,P ) |= TP,S. Assume a¯, b¯ are small tuples from M , and A ⊆M is a small
set of parameters. Then the following are equivalent:
(a) tp(a¯/A) = tp(b¯/A);
(b) there is an A-isomorphism of LP -structures from aclT (A, a¯) to aclT (A, b¯)
which carries a¯ to b¯.
We generalize [7, Proposition 2.10] from n = 1 to arbitrary n ∈ ω.
Proposition 7.4. Assume that T is a geometric theory and aclS is not disintegrated.
Then TP is not n-dependent for any n ≥ 1.
Proof. Fix n ≥ 1. By Fact 7.2, let a1, . . . , an+2 be an algebraic (n + 2)-gon over a finite
set B. Naming B by constants, without loss of generality we may assume that B = ∅.
Then {a1, . . . , an+1} is an independent set. Using extension, symmetry and transitivity
we can choose inductively sequences a¯i = (a
j
i : j ∈ ω) for 1 ≤ i ≤ n such that:
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(1) aji |⌣ a¯<ia
<j
i ai+1 . . . an+1 for all 1 ≤ i ≤ n and all j ∈ ω;
(2) aji ≡a¯1...a¯i−1ai+1...an+1 ai for all 1 ≤ i ≤ n and all j ∈ ω.
In particular, by forking calculus (1) implies that {aji : 1 ≤ i ≤ n, j ∈ ω}∪{an+1} is an |⌣-
independent set, and (2) implies that aj11 . . . a
jn
n an+1 ≡ a1 . . . anan+1 for all j1, . . . , jn ∈ ω.
Recall that in particular an+2 ∈ aclS(a1 . . . an+1), an+1 ∈ aclS(a1 . . . anan+2). In par-
ticular, there exists a formula ϕ(x1, . . . , xn+2) such that ϕ(a1, . . . , an+1, xn+2) isolates
tp(an+2/a1 . . . an+1) and there exists some k ∈ ω such that |ϕ(a
′
1, . . . , a
′
n+1,M)| ≤ k for
any a′1, . . . , a
′
n+1 ∈M , and ϕ(a1, . . . , an, xn+1, an+2) isolates tp(an+1/a1 . . . anan+2).
Claim 7.5. (a) an+1 /∈ acl(a¯1 . . . a¯n) and an+1 /∈ ϕ(a
i1
1 , . . . , a
in
n , an+1,M) for any (i1, . . . , in) ∈
ωn;
(b) For any (i1, . . . , in) ∈ ω
n the set ϕ(ai11 , . . . , a
in
n , an+1,M) is non-empty and
ϕ(ai11 , . . . , a
in
n , an+1,M) ∩ acl(a¯1 . . . a¯n) = ∅;
(c) For any (i1, . . . , in) 6= (j1, . . . , jn) ∈ ω
n we have
ϕ(ai11 , . . . , a
in
n , an+1,M) ∩ ϕ(a
j1
1 , . . . , a
jn
n , an+1,M) = ∅;
Proof. (a) By (1) above and forking calculus we have an+1 |⌣ a¯1 . . . a¯n. And an+1 /∈
ϕ(ai11 , . . . , a
in
n , an+1,M) since a
i1
1 . . . a
in
n an+1 ≡ a1 . . . anan+1.
(b) Taking any b such that aj11 . . . a
jn
n an+1b ≡ a1 . . . anan+1an+2 we see that the set
ϕ(ai1 , . . . , ain+1 ,M) is non-empty.
Assume that b ∈ ϕ(ai11 , . . . , a
in
n , an+1,M) is arbitrary. By (1) above and forking
calculus we have an+1 |⌣ai1
1
...ainn
a6=i11 . . . a
6=in
n . Hence if b ∈ acl(a¯1 . . . a¯n), then already
b ∈ acl(ai11 . . . a
in
n ). But a
i1
1 . . . a
in
n an+1b ≡ a1 . . . anan+1an+2 by the choice of ϕ and
(2) above, and an+2 /∈ acl(a1 . . . an) since (a1, . . . , an+2) is an algebraic n-gon — a
contradiction.
(c) Let I := {1 ≤ t ≤ n : it = jt}, by assumption |I| < n. By (1) above and forking
calculus we have
(aitt : t /∈ I) |⌣an+1(aitt :t∈I)
(ajtt : t /∈ I).
Assume that b ∈ ϕ(ai11 , . . . , a
in
n , an+1,M)∩ϕ(a
j1
1 , . . . , a
jn
n , an+1,M). Then b ∈ acl((a
it
t :
t ∈ I)an+1), and by the choice of ϕ and (2) above we have a
i1
1 . . . a
in
n an+1b ≡
a1 . . . anan+1an+2, hence an+2 ∈ acl((at : t ∈ I)an+1). But this is a contradiction
since (a1, . . . , an+2) is an n-gon and |I| < n. 
Let ψ(x1, . . . , xn+1) := ∃xn+2 ∈ Pϕ(x1, . . . , xn+1, xn+2). Let m ∈ ω and I ⊆ m
n be
arbitrary. Set a¯ := (aji : 1 ≤ i ≤ n, 1 ≤ j ≤ m) (with a
j
i as chosen in the beginning of the
proof), and consider the formula
θ(x¯, a¯) = θ(xn+1, (x¯i¯ : i¯ ∈ m
n), a¯) :=
∧
i¯∈mn
∧
1≤t≤k
ϕ(ai11 , . . . , a
in
n , xn+1, x
t
(i1,...,in)
),
where for all i¯ = (i1, . . . , in) we have x¯i¯ = (x
1
i¯
, . . . , xk
i¯
). For each i¯ ∈ mn, let b¯¯i be
a tuple of length k enumerating the set ϕ(ai11 , . . . , a
in
n , an+1,M), and let b¯ := an+1 ⌢
(b¯¯i : i¯ ∈ m
n). Then, by (a)–(c) of the Claim we have that all elements in b¯ ⊆ S are
pairwise-distinct, b¯ ∩ acl(a¯) = ∅ and |= θ(b¯, a¯). Hence, applying Fact 7.3, there exists
some b¯′ = aIn+1 ⌢ (b¯
′
i¯
) ⊆ S such that |= θ(b¯′, a¯), b¯¯i ⊆ P for all i¯ ∈ I and b¯¯i ∩ P = ∅ for
all i¯ ∈ mn \ I. But then, by the choice of k, for each i¯ ∈ mn we have
|= ψ(ai11 , . . . , a
in
n , a
I
n+1) ⇐⇒ i ∈ I,
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hence ψ is not n-dependent. 
Remark 7.6. The case of n = 1 in [7, Proposition 2.10] is claimed without the assumption
that T is geometric. However, their proof contains a gap and the claim is false as witnessed
by the following example. Let T be the theory of the infinite branching tree, i.e. the theory
of an infinite graph (G,R) such that
(1) for every vertex a ∈ G there are infinitely many b such that aRb,
(2) there are no cycles.
It is not hard to see by back-and-forth that T is complete and admits quantifier elimination
after adding distance predicates. Then TP is stable, e.g. since by [20, Theorem 1.4] every
expansion of a planar graph by unary predicates is stable. However, acl is not disintegrated
(for any a ∈ G and two elements b, c connected to it, we have that a ∈ dcl(bc), but
a /∈ acl(b)∪acl(c). Note that acl doesn’t satisfy exchange in this example since b /∈ acl(ac).
Remark 7.7. Same argument as in the proof of Proposition 7.4 applies to any theory
eliminating ∃∞ and such that S contains an infinite definable subgroup.
Next we show that if the algebraic closure is disintegrated, then n-dependence is pre-
served after adding a random predicate, and more generally for predicates of arity at most
n. The next fact follows from [24, Proposition 6.11] (using the notation there, applied
with T0 := T the theory that we are expanding, T1 the model companion of the empty
theory in the language L′ \ L with the relations that we are expanding by, and T∩ the
theory of equality in the empty language; note that aclT∪ = aclT by [24, Proposition 6.3]).
Fact 7.8. Let T be a theory in the language L eliminating ∃∞ on the predicate S, and
assume that acl is disintegrated on S. Let T ′ be a generic expansion of T in a language
L′ such that L′ \ L only contains relational symbols living on S. Then:
tpL′(a¯/A) = tpL′(b¯/A) if and only if there is an A-isomorphism of L
′-
structures from aclL(A, a¯) to aclL(A, b¯) which carries a¯ to b¯
(†)
In [19, Lemma 2.1] Hrushovski observes that the random n-ary hypergraph is not a
finite Boolean combination of relations of arity n−1. We will need the following infinitary
generalization of this fact.
Proposition 7.9. For each n ∈ ω, n ≥ 1 and an infinite cardinal κ there exists some
cardinal λ ≥ κ satisfying the following. Let G′n,p be a λ-saturated model of Th(Gn,p), let L˜
be an arbitrary relational language with |L˜| ≤ κ containing only relations of arity at most
n − 1, and let O˜′n,p be an expansion of O
′
n,p obtained by adding arbitrary interpretations
for all the relations in L˜. Then the following cannot hold:
for all gi, hi ∈ P
G′n,p
i , 1 ≤ i ≤ n, if qftpL˜(g1, . . . , gn) = qftpL˜(h1, . . . , hn) then
G′n,p |= Rn(g1, . . . , gn) if and only if G
′
n,p |= Rn(h1, . . . , hn).
(∗)
Proof. By induction on n, the base case n = 1 obviously holds with λ := κ. Now fix
n ≥ 2 and κ, and let λ = λn−1 satisfy the proposition for n− 1 and κ. We will show that
λ = λn := in−2
(
2λn−1
)+
satisfies the proposition for n. Assume that some λn-saturated
G′n,p ≡ Gn,p, some language |L˜| ≤ κ and some expansion O˜
′
n,p satisfy (∗).
By the choice of λn and Erdős-Rado we have λn →
((
2λn−1
)+)n−1
2λn−1
, hence we can find
some sets Ai ⊆ P
G′n,p
i , 1 ≤ i ≤ n− 1 such that |Ai| ≥
(
2λn−1
)+
and qftpL˜(g1, . . . , gn−1) =
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qftpL˜(h1, . . . , hn−1) for all gi, hi ∈ Ai, 1 ≤ i ≤ n− 1. Next, we can find a λn−1-saturated
structure G′n−1,p ≡ Gn−1,p with |G
′
n−1,p| ≤ 2
λn−1 and such that P
G′n−1,p
i ⊆ Ai, 1 ≤ i ≤
n − 1. As G′n,p is λn-saturated and λn > 2
λn−1 , by the axioms of Th(Gn,p) there exists
some c ∈ P
G′n,p
n such that for all gi ∈ P
G′n−1,p
i , 1 ≤ i ≤ n− 1 we have
G′n−1,p |= Rn−1(g1, . . . , gn−1) ⇐⇒ G
′
n,p |= Rn(g1, . . . , gn−1, c).
Now, without loss of generality, we may assume that all relations in L˜ are of arity n− 1.
We consider the language L˜n−1 containing an (n − 2)-ary relational symbol F
′
i for each
relation symbol F ∈ L˜ and 1 ≤ i ≤ n − 1, and an expansion O˜′n−1,p of O
′
n−1,p obtained
by interpreting each such F ′i ∈ L˜n−1 as F (x1, . . . , xi−1, c, xi+1, . . . , xn−1) restricted to the
universe of G′n−1,p. Hence |L˜n−1| ≤ κ and all relations in L˜n−1 have arity n − 2. Note
that by the choice of Ai, 1 ≤ i ≤ n− 1 we automatically have that for any F ∈ L˜ and any
gi, hi ∈ P
G′n−1,p
i , 1 ≤ i ≤ n− 1,
O˜′n,p |= F (g1, . . . , gn−1) ⇐⇒ O˜
′
n,p |= F (h1, . . . , hn−1).
We then have that for any gi, hi ∈ P
G′n−1,p
i , 1 ≤ i ≤ n− 1,
qftpL˜n−1(g1, . . . , gn−1) = qftpL˜n−1(h1, . . . , hn−1) =⇒
qftpL˜(g1, . . . , gn−1, c) = qftpL˜(h1, . . . , hn−1, c),
and since (∗) holds for O˜′n,p, by the choice of c this implies
qftpL˜n−1(g1, . . . , gn−1) = qftpL˜n−1(h1, . . . , hn−1) ∧G
′
n−1,p |= Rn−1(g1, . . . , gn−1) =⇒
G′n−1,p |= Rn−1(h1, . . . , hn−1).
That is, O˜′n−1,p and L˜n−1 satisfy (∗) — contradicting the induction hypothesis. 
On the other hand we have:
Proposition 7.10. Let T be a theory in the language L eliminating ∃∞ on the predicate
S, and assume that acl is disintegrated on S. Fix n ≥ 1, and let T ′ be a generic expansion
of T in a language L′ such that L′ \ L only contains relational symbols of arity at most n
living on S. Then T ′ is n-dependent if and only if T is n-dependent.
Proof. Assume that T is n-dependent, but that there is some formula ϕ(x; y1, . . . , yn) ∈ L
′
which is not n-dependent. Let T Sk be a Skolemization of T ′, in the language LSk ⊇
L′, |LSk| = |L′|. Let κ := |L′|, and let λ be as given by Proposition 7.9 for n and κ.
Let G′n,p be a λ-saturated model of Th(Gn,p) of size ≥
(
2|T
Sk|
)+
. By Fact 2.8(3),
there exist (ag)g∈G′n,p and b such that (ag)g∈G′n,p is O
′
n,p-indiscernible over ∅ and G
′
n,p-
indiscernible over b, both in the sense of T Sk, and |= ϕ(b; ag1 , . . . , agn) ⇐⇒ G
′
n,p |=
Rn(g1, . . . , gn), for all gi ∈ Pi. For each g ∈ G
′
n,p, let a
′
g be the tuple enumerating
aclL(ag) beginning with ag, and let b
′ be a tuple enumerating aclL(b). Then, as acl = dcl
in T Sk, we get that also (a′g)g∈G′n,p is O
′
n,p-indiscernible over ∅ and G
′
n,p-indiscernible over
b′ in T Sk (where each tuple a′g is enumerated in the corresponding order), and hence in T
as well. As T is n-dependent, it follows by Fact 2.9(3) that (a′g)g∈G′n,p is O
′
n,p-indiscernible
over b′. In particular, for any gi, hi ∈ Pi, 1 ≤ i ≤ n there is an L-automorphism σ fixing b
′
pointwise and such that σ(a′gi) = a
′
hi
for all 1 ≤ i ≤ n. As T has disintegrated algebraic
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closure on S, we have aclL(bag1 . . . agn) = b
′a′g1 . . . a
′
gn , hence σ sends aclL(bag1 . . . agn) to
aclL(bah1 . . . ahn) carrying bag1 . . . agn to bah1 . . . ahn .
Now we consider the isomorphism type of the L′-induced structure on b′a′g1 . . . a
′
gn as g¯
varies. By O′n,p-indiscernibility in T
′, for any F ∈ L′ \ L we have |= F (ag1 , . . . , agn) ⇐⇒
|= F (ah1 , . . . , ahn) for all gi, hi ∈ P
G′n,p
i , 1 ≤ i ≤ n. For 1 ≤ t ≤ n, let κt := |a
′
gt | for
some/any gt ∈ P
G′n,p
t , and let κ0 := |b
′|. Note that κt ≤ κ for all 0 ≤ t ≤ n. We consider
an expansion G˜′n,p of G
′
n,p where for each F (x1, . . . , xn) ∈ L
′ \L, each 1 ≤ i ≤ n and each
jt ∈ κt, t ∈ {0, . . . , n}\{i} we add a new (n−1)-ary relation RF,i,j¯ ⊆
∏
t∈{1,...,n}\{i} P
G′n,p
t
defined as follows: for any (gt)t∈{1,...,n}\{i} ∈
∏
t∈{1,...,n}\{i} P
G′n,p
t we have
(gt)t∈{1,...,n}\{i} ∈ RF,i,j¯ :⇐⇒ |= F (a
′
g1,j1 , . . . , a
′
gi−1,ji−1 , b
′
j0 , a
′
gi+1,ji+1 , . . . , a
′
gn,jn),
where a′gt = (a
′
gt,j
: j < κt) for 1 ≤ t ≤ n and b
′ = (b′j : j < κ0). Note that taking
L˜ := {RF,i,j¯ : F ∈ L
′ \ L, 1 ≤ i ≤ n, jt ≤ κt for 0 ≤ t ≤ n}∪L we have |L˜| ≤ κ. Then, by
Proposition 7.9, there exist some gi, hi ∈ P
G′n,p
i , 1 ≤ i ≤ n such that:
(1) qftpL˜(g1, . . . , gn) = qftpL˜(h1, . . . , hn),
(2) G′n,p |= Rn(g1, . . . , gn),
(3) G′n,p |= ¬Rn(h1, . . . , hn).
Given an L-automorphism σ as above, it then follows from the definition of L˜ and (1)
that σ is an automorphism of L′-structures sending b′a′g1 . . . a
′
gn to b
′a′h1 . . . a
′
hn
. Hence by
the previous discussion and Fact 7.8(†) we have tpL′(ag1 . . . agn/b) = tpL′(ah1 . . . ahn/b).
But this contradicts the choice of ϕ in view of (2) and (3). 
Combining Propositions 7.4 and 7.10 we thus have the following “baby case” of the
relationship of the collapse of n-dependence to NIP and complicated geometry of algebraic
closure that we expect to happen for fields.
Corollary 7.11. Let T be a geometric NIP theory. The following are equivalent:
(1) TP is NIP.
(2) TP is n-dependent for some n ∈ ω.
(3) T has disintegrated algebraic closure.
Example 4. 1 Fix n ∈ ω. Let K |= ACFp, for p = 0 or prime, be ℵ1-saturated, and let
I = (ai)i∈ω be a countable set of elements in K algebraically independent over the prime
field. By quantifier elimination, I is an ∅-indiscernible sequence, and I is small in K. Let
T be an expansion of ACFp obtained by naming I by a new predicate symbol S. Now,
recall the following result of Baldwin and Benedict.
Fact 7.12. [2, Corollary 8.4] Let T be a stable theory, M |= T and let I ⊆ M be an
indiscernible set which is small in M (that is, every type p ∈ S<ω(I) is realized in M).
Then Th(M, I) is stable, and the structure induced on I (in the pair) is just that of
equality.
In particular T defined above is stable, and aclS is disintegrated. Then the expansion
T ′ obtained from T by naming a random n-ary relation on S is strictly n-dependent, by
Proposition 7.10.
1This example was suggested to us by Erik Walsberg.
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8. K-dependent valued fields
The main result of this section is the following theorem generalizing a recent result of
Johnson [21] from k = 1 to all k ∈ N.
Theorem 8.1. If (K,O) is an infinite valued field of positive characteristic and Th(K)
is k-dependent for some k ∈ N, then K is henselian.
From now on, let K be an infinite field of characteristic p > 0 and Oi a valuation ring
on K for i = 1, 2. We additionally fix the following notation.
• For i = 1, 2, let mi be the maximal ideal of Oi;
• let J := m1 ∩m2.
Fact 8.2. [21, Remark 2.1] Assume O1 and O2 are incomparable (i.e. none of them is
contained in the other). Then
(a+m1) ∩ (b+m2) 6= ∅
for any a ∈ O1 and b ∈ O2.
We say that b ∈ K is an Artin-Schreier root of a ∈ K if a = bp − b. We say that K is
Artin-Schreier closed if every element of K has an Artin-Schreier root in K. Recall the
following.
Fact 8.3. ([23] for k = 1, [18] for arbitrary k ∈ N) Let K be an infinite field of positive
characteristic, such that Th(K) is k-dependent. Then K is Artin-Schreier closed.
Our main contribution is the following result.
Proposition 8.4. Suppose that (K,O1,O2) is k-dependent and char(K) = p > 0. Then
every element in J has an Artin-Schreier root in J .
Being able to find an Artin-Schreier in both maximal ideals simultaneously forces the
corresponding valuations to be comparable:
Corollary 8.5. If the structure (K,O1,O2) is k-dependent and char(K) = p > 0, then
O1 and O2 are comparable.
Proof. Assume not, then by Fact 8.2 with a = 0 and b = 1 there exists some w ∈
m1 ∩ (1 +m2). Let y := w
p − w. Now, as val1(w) > 0, we have that
val1(y) = val1(w) > 0.
Secondly, let z ∈ m2, i.e. val2(z) > 0, be such that w = 1 + z. Then
val2(y) = val2(w
p − w) = val2 ((1 + z)
p − (1 + z)) = val2(z
p − z) = val2(z) > 0.
Thus y ∈ J . However, the Artin-Schreier roots of y are exactly w,w + 1, . . . , w + p − 1
— none of which can lie in m1 ∩m2 = J . This contradicts Proposition 8.4. 
Then Theorem 8.1 follows from Corollary 8.5 exactly as in the proof of [21, Theorem 2.8]
using that k-dependence is preserved under interpretations. Before proving Proposition
8.4, we need to introduce some notions and recall various facts.
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8.1. Moore matrix.
Definition 8.6. (1) Let K be a field of characteristic p > 0. Given x1, . . . , xm ∈ K,
the Moore matrix is the m×m matrix
M(x1, . . . , xm) =


x1 . . . xm
xp1 . . . x
p
m
...
...
xp
m−1
1 . . . x
pm−1
m

 .
(2) The Moore determinant is ∆(x1, . . . , xm) := detM(x1, . . . , xm).
Fact 8.7. [16, Lemma 1.3.3] The set {x1, . . . , xm} is linearly independent over Fp if and
only if ∆(x1, . . . , xm) 6= 0.
8.2. A special vector group. Let K be the algebraic closure of K, K a perfect subfield
of K, and let ℘(x) be the additive homomorphism x 7→ xp − x on K. We consider the
following algebraic subgroups of (K,+)n:
Definition 8.8. For a singleton a in K, we let Ga be equal to (K,+), and for a tuple
a¯ = (a0, . . . , an−1) ∈ K
n with n > 1 we define:
Ga¯ = {(x0, . . . , xn−1) ∈ K
n : a0 · ℘(x0) = ai · ℘(xi) for 0 ≤ i < n} .
Recall that for an algebraic group G, we denote by G0 the connected component of
the unit element of G (in the Zariski topology). Note that if G is definable over some
parameter set A, its connected component G0 coincides with the smallest A-definable
subgroup of G of finite index (in K).
Fact 8.9. [18, Lemma 5.3] Let a¯ = (a0, . . . , an−1) be a tuple in K
× for which the set{
1
a0
, . . . , 1an−1
}
is linearly Fp-independent. Then Ga¯ is connected.
8.3. An explicit isomorphism f for Ga¯.
Fact 8.10. [18, Corollary 5.4] Let K be a perfect subfield of an algebraically closed field
K, and let a¯ ∈ Kn be such that the set
{
1
a0
, . . . , 1an−1
}
is linearly Fp-independent. Then
Ga¯ is isomorphic over K to (K,+). In particular, for any field K ≥ K with K ≤ K, the
group Ga¯(K) is isomorphic to (K,+).
Now, fix a¯ = (a0, . . . , am) ∈ K
m+1 such that
{
1
a0
, . . . , 1am
}
is linearly Fp-independent.
Fact 8.10 yields the existence of an isomorphism f : Ga¯(K) → (K,+). In Appendix A,
Bays provides an explicit description of this isomorphism f . Namely, let
A := M
(
a
− 1
pm
0 , . . . , a
− 1
pm
m
)
.
Note that
{
a
− 1
pm
0 , . . . , a
− 1
pm
m
}
are still in K and Fp-linearly independent, hence A is
invertible by Fact 8.7. Let
α¯ =


α0
...
αm−1
αm

 := A−1


0
...
0
1

 ,
that is αi = (A
−1)i,m ∈ K for 0 ≤ i ≤ m. One still has that (α0, . . . , αm) are linearly
Fp-independent (see Claim A.2), hence M(α0, . . . , αm) is invertible. Let βi,j ∈ K be the
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entries of the inverse matrix of M(α0, . . . , αm). Then the isomorphism f and its inverse
are given by:
f : Ga¯(K)→ (K,+), x¯ = (x0, . . . , xm) 7→
m∑
j=0
αjxj ,
f−1 : (K,+)→ Ga¯(K), t 7→

 m∑
j=0
βi,jt
pj : 0 ≤ i ≤ m

 .
8.4. The effect of f on the valuation. Assume now that O is a valuation ring on K,
m is its maximal ideal, and val is the corresponding valuation.
For the rest of this subsection, we fix some a0, . . . , am ∈ K such that val(ai) 6= val(aj)
for all 0 ≤ i 6= j ≤ m.
This implies in particular that
{
1
a0
, . . . , 1am
}
are Fp-linearly independent (as the valua-
tion of any Fp-linear combination is 6=∞). Let α0, . . . , αm ∈ K be as defined in Subsection
8.3.
Remark 8.11. We will use the following identity multiple times and thus we give it a
name. Assume (x0, . . . , xm) ∈ Ga¯, then
val(ai) + val(x
p
i − xi) = val(aj) + val(x
p
j − xj) (OFE)
for all 0 ≤ i, j ≤ m. Additionally note that
val(xpi − xi) =
{
val(xi) if val(xi) > 0
p val(xi) if val(xi) < 0
and
val(xpi − xi) ≥ 0 if val(xi) = 0.
Lemma 8.12. Suppose that 0 < val(a0) < · · · < val(am). Then for any 0 ≤ i ≤ m we
have
val(αi) =
1
pm−i
val(ai) +
m−1∑
j=i
p− 1
pm−j
val(aj+1) > 0.
In particular, the sequence (val(αi) : i ∈ {0, . . . ,m}) is strictly increasing.
Proof. Recall that, by basic linear algebra, for each 0 ≤ i ≤ m we have:
αi =
(
A−1
)
i,m
=
1
det(A)
Cm,i,
where Cm,i is the corresponding cofactor of A. That is,
αi =
(−1)m+i∆
(
a
− 1
pm
0 , . . . , a
− 1
pm
i−1 , a
− 1
pm
i+1 , . . . , a
− 1
pm
m
)
∆
(
a
− 1
pm
0 , . . . , a
− 1
pm
m
)
Now, we compute the valuation of the numerator and denominator separately. First,
∆
(
a
− 1
pm
0 , . . . , a
− 1
pm
m
)
=
∑
π∈Sym({0,...,m})
sign(π)
(
a
− 1
pm
π(0)
)p0
· . . . ·
(
a
− 1
pm
π(m)
)pm
.
Let i < j, then
val
(
ai
− 1
pm
)
= −
1
pm
val(ai) > −
1
pm
val(aj) = val
(
aj
− 1
pm
)
.
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Thus
(
val
(
ai
− 1
pm
)
: 0 ≤ i ≤ m
)
is strictly decreasing. Using this, we see that
val
((
a
− 1
pm
π(0)
)p0
· . . . ·
(
a
− 1
pm
π(m)
)pm)
is strictly minimal when π is the identity. Thus
val
(
∆
(
a
− 1
pm
0 , . . . , a
− 1
pm
m
))
= val
((
a
− 1
pm
0
)p0
· . . . ·
(
a
− 1
pm
m
)pm)
= −
m∑
j=0
1
pm−j
val(aj).
Now we turn to the numerator:
∆
(
a
− 1
pm
0 , . . . , a
− 1
pm
i−1 , a
− 1
pm
i+1 , . . . , a
− 1
pm
m
)
=
∑
π∈Sym({0,...,i−1,i+1,...,m})
sign(π)
∏
0≤j≤i−1
(
a
− 1
pm
π(j)
)pj
·
∏
i+1≤j≤m
(
a
− 1
pm
π(j)
)pj−1
.
Again,
val

 ∏
0≤j≤i−1
(
a
− 1
pm
π(j)
)pj
·
∏
i+1≤j≤m
(
a
− 1
pm
π(j)
)pj−1
is strictly minimal if π is the identity. Thus
val
(
∆
(
a
− 1
pm
0 , . . . , a
− 1
pm
i−1 , a
− 1
pm
i+1 , . . . , a
− 1
pm
m
))
=
val

 ∏
0≤j≤i−1
(
a
− 1
pm
j
)pj
·
∏
i+1≤j≤m
(
a
− 1
pm
j
)pj−1 =
−
i−1∑
j=0
1
pm−j
val(aj)−
m∑
j=i+1
1
pm−j+1
val(aj).
Combining, we get
val(αi) = val
(
∆
(
a
− 1
pm
0 , . . . , a
− 1
pm
i−1 , a
− 1
pm
i+1 , . . . , a
− 1
pm
m
))
− val
(
∆
(
a
− 1
pm
0 , . . . , a
− 1
pm
m
))
= −
i−1∑
j=0
1
pm−j
val(aj)−
m∑
j=i+1
1
pm−j+1
val(aj)−

− m∑
j=0
1
pm−j
val(aj)


= −
m∑
j=i+1
1
pm−j+1
val(aj) +

 1
pm−i
val(ai) +
m∑
j=i+1
1
pm−j
val(aj)


=
1
pm−i
val(ai) +
m∑
j=i+1
(
1
pm−j
−
1
pm−j+1
)
val(aj)
=
1
pm−i
val(ai) +
m∑
j=i+1
p− 1
pm−j+1
val(aj)
=
1
pm−i
val(ai) +
m−1∑
j=i
p− 1
pm−j
val(aj+1).
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
Remark 8.13. Let σ ∈ Sym ({0, 1, . . . ,m}) be an arbitrary permutation, and let a¯′ :=(
aσ(0), . . . , aσ(m)
)
. Let α¯′ := (α′0, . . . , α
′
m) be as defined in Subsection 8.3 with respect to
the tuple α¯′. Then val (α′i) = val
(
ασ(i)
)
for all 0 ≤ i ≤ m.
Proof. As in the proof of Lemma 8.12, for any 0 ≤ i ≤ m we have
val(α′i) = val


∆
(
a
− 1
pm
σ(0) , . . . , a
− 1
pm
σ(i−1), a
− 1
pm
σ(i+1), . . . , a
− 1
pm
σ(m)
)
∆
(
a
− 1
pm
σ(0) , . . . , a
− 1
pm
σ(m)
)


= val


(−1)sign(σ
′)∆
(
a
− 1
pm
0 , a
− 1
pm
1 , . . . , a
− 1
pm
σ(i)−1, a
− 1
pm
σ(i)+1, . . . , a
− 1
pm
m
)
(−1)sign(σ)∆
(
a
− 1
pm
0 , . . . , a
− 1
pm
m
)


= val
(
ασ(i)
)
,
where σ′ := σ ↾ {0, . . . , σ(i) − 1, σ(i) + 1, . . . ,m}. 
Corollary 8.14. Let 0 ≤ l ≤ m be arbitrary. Suppose that val(as) < val(al) for all
0 ≤ s 6= l ≤ m, then val(αl) = val(al) and val(αs) ≤ val(al) for all 0 ≤ s ≤ m.
Proof. Since all of the ai’s have different valuations by assumption, reordering and using
Remark 8.13 we may assume that 0 < val(a0) < · · · < val(am) and l = m. Then using
Lemma 8.12 we immediately obtain the result. 
Lemma 8.15. Suppose that 0 < val(a0) < · · · < val(am) and let y ∈ K be such that
val(am) < val(y). Let (x0, . . . , xm) ∈ Ga¯(K) be such that f
−1(y) = (x0, . . . , xm). Then
val(xm) = val(y)− val(am). In particular, val(xm) > 0.
Proof. By the formula for f−1 in Subsection 8.3, we have that
xm =
m∑
j=0
βm,jy
pj , (∗)
where βm,j is the (m, j)-entry of the inverse of the matrix
D = (αp
i
j )i,j, 0 ≤ i, j ≤ m.
So βm,j =
1
detDCj,m, where Cj,m is the (j,m)-cofactor of D. We determine the valuation
of each of the summands in (∗) separately. Fix 0 ≤ j ≤ m, then
val(βm,jy
pj) = val(βm,j) + p
j val(y),
and
val(βm,j) = val(Cj,m)− val(detD).
Again let us compute the valuations on the right hand side of the above equation sepa-
rately. First,
val(detD) = val

 ∑
π∈Sym({0,...,m})
sign(π)
m∏
i=0
αp
i
π(i)


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As val(αi) is strictly increasing with i by Lemma 8.12, note that val
(∏m
i=0 α
pi
π(i)
)
is
strictly minimal if π maps i to m− i for all 0 ≤ i ≤ m. So
val(detD) = val
(
m∏
i=0
αp
i
m−i
)
=
m∑
i=0
pi val(αm−i).
Similarly,
val(Cj,m) =
∑
π∈Sym({0,...,m−1})
sign(π)
j−1∏
i=0
αp
i
π(i) ·
m∏
i=j+1
αp
i
π(i−1).
Again, as val(αi) is strictly increasing with i, we conclude that
val

j−1∏
i=0
αp
i
π(i) ·
m∏
i=j+1
αp
i
π(i−1)


is strictly minimal if π(i) = (m− 1)− i for all 0 ≤ i ≤ m− 1. Hence
val(Cj,m) = val

j−1∏
i=0
αp
i
m−1−i ·
m∏
i=j+1
αp
i
m−i


=
j−1∑
i=0
pi val (αm−1−i) +
m∑
i=j+1
pi val(αm−i).
Thus
val(βm,j) = val(Cj,m)− val(detD)
=
j−1∑
i=0
pi val (αm−1−i) +
m∑
i=j+1
pi val(αm−i)−
m∑
i=0
pi val(αm−i)
=
j−1∑
i=0
pi val (αm−1−i)−
(
val(αm) +
j∑
i=1
pi val(αm−1)
)
=
j−1∑
i=0
pi val (αm−1−i)− val(αm)−
j−1∑
i=0
pi+1 val(αm−1−i)
= − val(αm)−
j−1∑
i=0
(
pi+1 − pi
)
val(αm−1−i)
= − val(αm)−
j∑
i=1
pi−1 (p− 1) val(αm−i).
Note that for any 1 ≤ j ≤ m we have
val(βm,j−1y
pj−1) = val(βm,j−1) + p
j−1 val(y)
= val(βm,j) + p
j−1(p− 1) val(αm−j) + p
j−1 val(y)
< val(βm,j) + p
j val(y)
= val(βm,jy
pj).
Thus val(βm,0y) is strictly minimal amongst them, so
val(xm) = val(βm,0y) = − val(αm) + val(y) = − val(am) + val(y)
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using Lemma 8.12. 
Lemma 8.16. Let (x0, . . . , xm) ∈ Ga¯(K) be arbitrary.
(1) Assume that for a fixed 0 ≤ l ≤ m we have that val(al) > val(as) for all 0 ≤ s 6=
l ≤ m and val(xl) ≥ 0. Then for any 0 ≤ s 6= l ≤ m, if val(xs) > 0 we obtain
val(αsxs) > val(αlxl).
(2) Suppose that 0 ≤ s 6= t ≤ m are such that val(as) < val(at), val(xs) = 0 and
val(xt) ≥ 0. Then val(αsxs) < val(αtxt).
Proof. Reordering the ai’s if necessary (relying on Remark 8.13), we may assume that
0 < val(a0) < · · · < val(am), so in particular l = m, s < t and val(xm) ≥ 0 by assumption.
(1) By (OFE) and assumption val(xs) > 0, we have
val(xs) = val(am)− val(as) + val(x
p
m − xm). (†)
Moreover, we have
1
pm−s
+
∑
s+1≤j≤m
p− 1
pm+1−j
= 1. (∗)
Then
val(αsxs) = val(αs) + val(xs)
8.12
=
(†)
1
pm−s
val(as) +
m∑
j=s+1
p− 1
pm+1−j
val(aj) + val(am)− val(as) + val(x
p
m − xm)
8.14
=
(∗)
val(αm) + val(x
p
m − xm)︸ ︷︷ ︸
≥val(xm)
+
m∑
j=s+1
p− 1
pm+1−j
(val(aj)− val(as))
︸ ︷︷ ︸
>0
> val(αm) + val(xm)
= val(αmxm).
(2) By Lemma 8.12 the sequence val(αi)’s is strictly increasing. Thus, if val(xs) = 0,
then
val(αsxs) = val(αs)
8.12
< val(αt) + val(xt)
= val(αtxt).

Lemma 8.17. Let y ∈ K be such that val(aj) < val(y) for all 0 ≤ j ≤ m. Now let
(x0, . . . , xm) ∈ Ga¯(K) be equal to f
−1(y). Then val(xj) > 0 for all 0 ≤ j ≤ m.
Proof. Up to reordering the aj’s (using Remark 8.13), we may assume that 0 < val(a0) <
· · · < val(am). Then, val(xm) > 0 by Lemma 8.15 and (val(αj) : 0 ≤ j ≤ m) is strictly
increasing by Lemma 8.12. For any 0 ≤ j ≤ m, by (OFE):
val(xpj − xj) = val(am)− val(aj) + val(x
p
m − xm) > 0
Thus val(xj) ≥ 0.
If val(xj) > 0 for all j, we are done. Otherwise, let I = {1 ≤ j ≤ m : val(xj) = 0} 6= ∅
and let j∗ := min{I}.
Claim. val(αj∗xj∗) is strictly minimal in {val(αjxj) : 1 ≤ j ≤ m}.
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Proof. Assume first j ∈ I \ {j∗}, then val(xj) = 0 and j > j∗. Hence
val(αj∗xj∗) = val(αj∗) < val(αj) = val(αjxj).
Otherwise j /∈ I, i.e. val(xj) > 0. Then
val(αjxj)
8.16(1)
> val(αmxm)
8.16(2)
> val(αj∗xj∗).

Thus val(y) = val
(∑m
j=0 αjxj
)
= val(αj∗xj∗) = val(αj∗)
8.14
< val(am) < val(y), which
yields a contradiction. Hence val(xj) > 0 for all 0 ≤ j ≤ m. 
8.5. Proof of Proposition 8.4. We may assume that (K,O1,O2) is ℵ0-saturated. Let
K be the algebraic closure of K and let K :=
⋂
n∈NK
1
pn be the largest perfect subfield
of K. Let ℓ be the natural number given by Proposition 3.18 for the uniformly defined
subgroups x0 · . . . · xk−1 · ℘(K) and x0 · . . . · xk−1 · ℘(J) of (K,+).
Let y ∈ J be arbitrary, we will show that it has an Artin-Schreier root in J .
Claim. There exists an infinite sequence (ai)i∈N of elements of K such that 0 < n ·
valt(ai+1) < valt(ai) < valt(y) holds for all i, n ∈ N and both t ∈ {1, 2} simultaneously.
Proof. The field K is Artin-Schreier closed by Fact 8.3. Let b ∈ K be an Artin-Schreier
root of 1y , i.e.
1
y = b
p − b. For any t ∈ {1, 2} we have: valt(y) > 0 by assumption, hence
valt
(
1
y
)
< 0. Consequently valt (b
p − b) < 0 as well as valt(b) < 0 and so valt (b
p − b) =
p valt(b). Hence, letting b1 =
1
b , we obtain that
valt(y) = − valt
(
1
y
)
= −p valt(b) = p valt
(
1
b
)
= p valt (b1) .
Repeating this procedure with b1 instead of y, etc., for each n ∈ N we can find some
element bn ∈ K such that 0 < valt(bn) =
1
pn valt(y) < valt(y) for both t ∈ {1, 2}
simultaneously. Let now m,n ∈ N be arbitrary, and we define ai := b
pm
in+m for i ∈ N. Note
that
valt(ai) = valt(b
pm
in+m) = p
m valt(bin+m) = p
m 1
pin+m
valt(y)
=
pn
pn
pm
1
pin+m
valt(y) = p
npm
1
p(i+1)n+m
valt(y)
= pnpm valt(b(i+1)n+m) = p
n valt(b
pm
(i+1)n+m)
= pn valt(ai+1)
and pn−1 valt(ai) =
pn−1
pin
valt(y) < valt(y) for all i ∈ N . Then:
• ai ∈ K
1
pm for all i ∈ N;
• for each t ∈ {1, 2} and all i ∈ N we have: 0 < pn−1 ·valt(ai+1) < valt(ai) < valt(y).
As m,n were arbitrary and K is type-definable over ∅, the claim follows by saturation of
K. 
Now let (ai)i∈N be a sequence in K given by the claim. Then we can choose from it
elements {bj,l : j < k, l < ℓ} in K such that: for all j < k, l < ℓ we have
• valt(bk−1,l) < valt(b0,l+1),
ON n-DEPENDENT GROUPS AND FIELDS II 37
• 0 < (j + 1) · valt(bj,l) < valt(bj,l+1),
• k · valt(bk−1,ℓ−1) < valt(y)
for both t ∈ {1, 2} simultaneously. For each (l0, . . . , lk−1) ∈ ℓ
k we define
bl0,...,lk−1 :=
k−1∏
j=0
bj,lj ∈ K.
Claim. For each t ∈ {1, 2} we have:
• 0 < valt(bl0,...,lk−1) < valt(y) for all (l0, . . . , lk−1) ∈ ℓ
k;
• valt(bl0,...,lk−1) < valt(bp0,...,pk−1) if and only if (lk−1, . . . , l0) <lex (pk−1, . . . , p0).
Proof. The first item is clear by the choice of bj,l, and we check the second one. Assume
(lk−1, . . . , l0) <lex (pk−1, . . . , p0), and let 0 ≤ j
∗ < k be maximal such that lj∗ < pj∗ .
Then by the choice of bj,l we have
valt(bl0,...,lk−1) =
k−1∑
j=0
valt(bj,lj) ≤
j∗∑
j=0
valt(bj,lj) +
k−1∑
j=j∗+1
valt(bj,lj)
≤ (j∗ + 1) · valt(bj∗,lj∗ ) +
k−1∑
j=j∗+1
valt(bj,lj) < valt(bj∗,pj∗ ) +
k−1∑
j=j∗+1
valt(bj,lj)
≤
k−1∑
j=0
valt(bj,pj) = valt(bp0,...,pk−1).

By the choice of ℓ and Proposition 3.17, there must exist some (l∗0, . . . , l
∗
k−1) ∈ ℓ
k such
that ⋂
(l0,...,lk−1)∈ℓk
bl0,...,lk−1 · ℘(J) =
⋂
(l0,...,lk−1)∈ℓk\{(l
∗
0
,...,l∗k−1)}
bl0,...,lk−1 · ℘(J),
⋂
(l0,...,lk−1)∈ℓk
bl0,...,lk−1 · ℘(K) =
⋂
(l0,...,lk−1)∈ℓk\{(l
∗
0
,...,l∗
k−1)}
bl0,...,lk−1 · ℘(K).
Let now m := ℓk − 1. We can choose an enumeration (aj : 0 ≤ j ≤ m) of the set
{bl0,...,lk−1 : (l0, . . . , lk−1) ∈ ℓ
k} so that:
(1)
⋂m
j=0 aj℘(J) =
⋂m−1
j=0 aj℘(J);
(2)
⋂m
j=0 aj℘(K) =
⋂m−1
j=0 aj℘(K);
(3) 0 < valt(a0) < · · · < valt(am−1) and (valt(aj))0≤j≤m are pairwise distinct, for
both t ∈ {1, 2}.
Note that we still have aj ∈ K and 0 < valt(aj) < valt(y) for any 0 ≤ j ≤ m
and t ∈ {1, 2}. Let a¯ := (a0, . . . , am) and a¯
′ := (a0, . . . , am−1), both tuples satisfy the
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assumption of Subsection 8.4. Now, we consider the following commutative diagram:
Ga¯(K)
π
//
≃f

Ga¯′(K)
≃f ′

(K,+)
ρ
// (K,+)
(K,+)
≃
OO
ρ′
99
t
t
t
t
t
t
t
t
t
where π is the natural projection (x0, . . . , xm) 7→ (x0, . . . , xm−1), f and f
′ are isomor-
phisms defined over K as in Subsection 8.3 for a¯ and a¯′ respectively, i.e.
f : Ga¯(K)→ (K,+), x¯ = (x0, . . . , xm) 7→
m∑
j=0
αjxj, and
f ′ : Ga¯′(K)→ (K,+), x¯ = (x0, . . . , xm−1) 7→
m−1∑
j=0
α′jxj
for the appropriate choice of α¯, α¯′, and ρ is the morphism that makes the diagram com-
mute. Finally, let
ρ′(t) := ρ(αmt).
Note that 0 6= αm ∈ ker(ρ) as f
−1(αm) = (0, . . . , 0, 1) ∈ K
m+1, and π ((0, . . . , 0, 1)) =
(0, . . . , 0) ∈ Km. As in the end of the proof of [23, Theorem 4.3], we get that
ρ′(t) = c(tp − t)
for some c ∈ K.
Claim. Let u ∈ K be arbitrary with valt(u) > max{valt(am−1), valt(am)} for both t ∈
{1, 2}. Then there is some w ∈ J with valt(w) < valt(u) for both t ∈ {1, 2} and such that
ρ′(w) = u.
Proof. Fix (x0, . . . , xm−1) ∈ Ga¯′ such that (f
′)−1(u) = (x0, . . . , xm−1). Note that 0 <
valt(a0) < . . . < valt(am−1) < valt(u) for both t ∈ {1, 2} by (3) and assumption, hence
by Lemma 8.17 we have that valt(xj) > 0 for all t ∈ {1, 2} and 0 ≤ j ≤ m− 1. Whence
xj ∈ J for all 0 ≤ j ≤ m−1. By (1) above there is some xm ∈ J such that am(x
p
m−xm) =
aj(x
p
j − xj) for all 0 ≤ j < m. So there is a preimage of (x0, . . . , xm−1) under π, namely
(x0, . . . , xm−1, xm), which lies in J
m+1. Now let
w := α−1m f(x0, . . . , xm−1, xm) = α
−1
m
m∑
j=0
αjxj,
thus w is a preimage of u under ρ′. Then for each t ∈ {1, 2} we have
valt(w) = valt

α−1m m∑
j=0
αjxj


= − valt (αm) + valt

 m∑
j=0
αjxj


8.16(1)
=
{
− valt(αm) + valt(αm) + valt(xm) if valt(am−1) < valt(am)
− valt(αm) + valt(αm−1) + valt(xm−1) if valt(am) < valt(am−1)
> 0,
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where the last inequality is by Remark 8.13 and Lemma 8.12. Also by Lemma 8.15 with
respect to a¯′, we have valt(xm−1) = valt(u)− valt(am−1), hence
valt(u) = valt(am−1) + valt(xm−1)
(OFE)
= valt(am) + valt(xm).
If valt(am−1) < valt(am), then we have
valt(u) = valt(am) + valt(xm)
8.14
= valt(αm) + valt(xm)
> − valt(αm) + valt(αm) + valt(xm) = valt(w).
If valt(am) < valt(am−1), then we have
valt(u) = valt(am−1) + valt(xm−1)
8.14
= valt(αm−1) + valt(xm−1)
> − valt(αm) + valt(αm−1) + valt(xm−1) = valt(w).
In either case, we obtain valt(u) > valt(w). 
Let w be as given by the claim for u := y. Then for both t ∈ {1, 2} we have
valt(c) = valt(y)− valt(w
p − w) = valt(y)− valt(w) > 0.
Then valt(cy) > max{valt(am−1), valt(am)}. Thus by the claim applied to u := cy,
there is some w′ ∈ J such that
cy = ρ′(w′) = c((w′)p − w′),
i.e. y = (w′)p − w′. Thus w′ is an Artin-Schreier root of y in J . As y ∈ J was arbitrary,
this finishes the proof.
8.6. Generic multi-ordered/multi-valued fields. We consider the model-companion
of the theory of fields with several valuations and orderings, introduced in the thesis of
van den Dries [33, Chapter III]. We use Johnson’s thesis [22, Chapter 11] as our reference.
Fix k ∈ N. For each 1 ≤ i ≤ k, let Ti be one of the theories ACVF, RCF or pCF,
and let Li denote the language of Ti and Li ∩ Lj = Lrings (i.e. Li additionally contains
a binary predicate x <i y if Ti is RCF, or vali(x) < vali(y) if Ti is ACVF or pCF). Let
L :=
⋃k
i=1Li, and let T0 :=
⋃k
i=1 (Ti)∀.
Fact 8.18. [22, Theorem 11.2.3] The theory T 0 has a model companion T , and K |= T0
is a model of T if:
(1) K is existentially closed with respect to finite extensions, i.e. if L/K is a finite
algebraic extension and L |= T0, then L = K;
(2) For any m, let V be an m-dimensional absolutely irreducible variety over K. For
1 ≤ i ≤ k, let ϕi(x) be a V -dense quantifier-free Li-formula with parameters from
K. Then
⋂n
i=1 ϕi(K) 6= ∅.
(Where V -dense means that ϕi(K) is Zariski-dense in V (K
alg), see [22, Section
11.1.1].)
We use the following result established in the proof of [22, Claim 11.5.2].
Fact 8.19. Let K |= T . For each i, let χi(y) be the formula:
(1) y >i 0 if Ti is RCF;
(2) vali(y −
1
4) > 0 if Ti is ACVF or pCF.
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Let χ(y) :=
∧n
i=1 χi(y). Then χ(K) is infinite, and there exists some L-formula ψ(x, y)
such that: for any m ∈ N, any a1, . . . , am ∈ χ(K) pairwise distinct and any A ⊆
{1, . . . , n} there exists some b such that |= ψ(b, aj) ⇐⇒ j ∈ A.
This immediately implies that T has IP, and the argument generalizes to get IPn as
follows.
Proposition 8.20. T has IPn, for all n ≥ 1.
Proof. Let K |= T be a saturated model. Fix n ∈ N. Note that it is enough to find
some sequences (c1α1 , . . . , c
n
αn : α1, . . . , αn ∈ ω) of elements in K and e ∈ K such that all
elements in the set {c1α1 · . . . · c
n
αn + e : α1, . . . , αn ∈ ω} are pairwise distinct and satisfy
χ(y), as then the formula ψ′(x; y1, . . . , yn) = ψ(x; y1 · . . . · yn + e) with ψ given by Fact
8.19 has IPn.
First, let e ∈ K be such that 0 < vali(
1
4−e) <∞ for all 1 ≤ i ≤ k such that Ti is ACVF
or pCF, and e >i 0 for all i such that Ti is RCF. This is possible by Fact 8.18(2) since
the formulas vali(
1
4 − x) > 0 and x >i 0 are V -dense for V = A
1. Let γi := vali(
1
4 − e).
By induction on 1 ≤ t ≤ n we choose sequences (ctα : α ∈ ω) in K such that the
following holds for each 1 ≤ i ≤ k.
(1) If Ti is ACVF or pCF:
(a) vali(c
t
α+1) > n · vali(c
t
α) > γi for all 1 ≤ t ≤ n and α ∈ ω;
(b) vali(c
t+1
α ) > vali(c
t
β) for all 1 ≤ t ≤ n− 1 and α, β ∈ ω.
(2) If Ti is RCF:
(a) ctα+1 >i (c
t
α)
n > 0 and for all 1 ≤ t ≤ n and α, β ∈ ω;
(b) ct+1α >i c
t
β for all 1 ≤ t ≤ n− 1 and α, β ∈ ω.
This is possible by saturation of K, as in order to chose an element ctα ∈ K we only
need to satisfy finitely many quantifier-free formulas with parameters from {csβ : s <
t ∨ (s = t ∧ β < α)} ⊆ K, all of which are implied by a single condition of the form
vali(x) > vali(c) or x >i c for each i and some c ∈ K — which can be satisfied in K by
Fact 8.18(2) as these formulas are V -dense for V = A1.
Assume first that Ti is ACVF or pCF for some 1 ≤ i ≤ k. Note that then for
any (α1, . . . , αn) ∈ ω
n we have vali
(∏n
t=1 c
t
αt
)
=
∑n
t=1 vali(c
t
αt) > γ = vali(
1
4 − e) by
1(a). Then vali
((∏n
t=1 c
t
αt + e
)
− 14
)
= vali
(∏n
t=1 c
t
αt − (
1
4 − e)
)
= vali
(
1
4 − e
)
= γi > 0,
hence |= χi
(∏n
t=1 c
t
αt + e
)
.
As in the proof of the second claim in Subsection 8.5, we get that (α1, . . . , αn) <
(β1, . . . , βn) in the lexicographic ordering on ω
n if and only if
vali
(
n∏
t=1
ctαt
)
< vali
(
n∏
t=1
ctαt
)
,
so in particular
∏n
t=1 c
t
αt+e 6=
∏n
t=1 c
t
βt
+e, hence all these elements are pairwise distinct.
Otherwise Ti must be RCF for all 1 ≤ i ≤ k. Then a similar calculation using 2(a) and
2(b) shows that
∏n
t=1 c
t
αt + e |= χi, and that all these elements are pairwise distinct. 
Appendix A. An explicit isomorphism in Kaplan-Scanlon-Wagner,
by Martin Bays
Let k be a perfect field of characteristic p > 0. Let φ be the Frobenius automorphism,
φ(x) := xp, and let ℘ be the Artin-Schreier map, ℘(x) := φ(x)−x. Let a = (a0, . . . , am) ∈
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km+1. Let Ga := {x | a0℘(x0) = . . . = am℘(xm)}, considered as an algebraic subgroup
over k of the Cartesian power of the additive group Gn+1a . A crucial step in the proof
in [23] of Artin-Schreier closedness of NIP fields is to show that if a is an algebraically
independent tuple, i.e. trd(Fp(a)/Fp) = m + 1, then Ga is isomorphic over k to the
additive group, as algebraic groups. Hempel [18] improves this by showing that the same
holds when the assumption is weakened to Fp-linear independence of (a
−1
0 , . . . , a
−1
m ). In
both cases, the proof is rather indirect, going via showing that Ga is connected and then
referring to some standard theorems characterising vector groups in positive characteristic.
The purpose of this appendix is to exhibit such an isomorphism. Thanks to Mohammed
Bardestani and Pierre Touchard for helpful discussion.
First we need the following fact about the Moore matrix, being the analogue of the
Wronskian matrix with Frobenius in place of differentation. For completeness, I include
a proof.
Fact A.1. Let k be a perfect field of characteristic p > 0. Let c = (c0, . . . , cn) ∈ k
n+1.
Then the Moore matrix M := (φi(cj))0≤i,j≤n is singular iff c is Fp-linearly dependent.
Proof. Suppose c is Fp-linearly dependent, say
∑n
j=0 λjcj = 0 with λ ∈ F
n+1
p \ {0}. Then∑n
j=0 λjφ
i(cj) = 0 for all i, so M is singular.
The converse is clear for n = 0. So suppose n ≥ 1, and c is Fp-linearly indepen-
dent but M is singular, say
∧
0≤i≤n
∑
j≥0 φ
i(cj)λj = 0 with λ ∈ F
n+1
p \ {0}. Since
(c1, . . . , cn) is Fp-linearly independent, we may inductively assume that the n× n matrix
M ′ := (φi(cj))0<i,j≤n is non-singular. It follows that λ0 6= 0. Now for 1 ≤ i ≤ n we
have
∑
j≥0 φ
i(cj)φ(λj) = φ(
∑
j≥0 φ
i−1(cj)λj) = 0. Setting α :=
φ(λ0)
λ0
6= 0, we obtain∑
j≥1 φ
i(cj)φ(λj) = α
∑
j≥1 φ
i(cj)λj for 1 ≤ i ≤ n. By non-singularity of M
′, we deduce∧
0≤j≤n φ(λj) = αλj . Let α
′ (in an extension of k) be such that (α′)p−1 = α. Then
setting λ′j :=
λj
α′ , we have (λ
′
j)
p−1 = 1 if λj 6= 0 and λ
′
j = 0 if λj = 0, so λ
′
j ∈ F
n+1
p \ {0}.
But
∑
j≥0 cjλ
′
j =
1
α
∑
j≥0 cjλj = 0, contradicting Fp-linear independence of c. 
Now let a = (a0, . . . , am) ∈ k
m+1, and suppose b := (a−10 , . . . , a
−1
m ) is Fp-linearly
independent.
Write δi,j for the Kronecker delta. By Fact A.1 applied to φ
−m(b), (φ−i(bj))0≤i,j≤m is
non-singular. Since k is perfect, φ−i(bj) ∈ k. So there exists α = (α0, . . . , αm) ∈ k
m+1
such that
∧
0≤i≤m
∑
j≥0 φ
−i(bj)αj = δ0,i.
Claim A.2. α is Fp-linearly independent.
Proof. Suppose not, so (permuting if necessary) we have α0 =
∑
j≥1 λjαj with λj ∈ Fp.
Then for 1 ≤ i ≤ m, we have φ−i(b0)
∑
j≥1 λjαj +
∑
j≥1 φ
−i(bj)αj = δ0,i = 0, and so∑
j≥1 φ
−i(bj + λjb0)αj = 0.
But αj 6= 0 for some j ≥ 1, since α 6= 0 since δ0,i 6= 0, so by Fact A.1, (bj + λjb0)j≥1 is
Fp-linearly dependent. But then so is b, contrary to assumption. 
We proceed define an algebraic isomorphism over k ofGa with the additive group. So let
K ≥ k be an arbitrary field extension, and let x ∈ Ga(K), i.e. a0℘(x0) = . . . = am℘(xm).
Set
t :=
∑
j≥0
αjxj .
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Claim A.3. For i ≥ 0, we have φi(t) =
∑
j≥0 φ
i(αj)xj .
Proof. This holds by definition for i = 0. For i > 0 we have∑
j≥0
φi(αj)
aj
= φi(
∑
j≥0
φ−i(bj)αj) = φ
i(δ0,i) = 0.
Using this, induction, and the equations of Ga, we find
φit = φ(
∑
j≥0
φi−1(αj)xj)
=
∑
j≥0
φi(αj)φ(xj)
=
∑
j≥0
φi(αj)
aj
aj℘(xj) +
∑
j≥0
φi(αj)xj
=
∑
j≥0
φi(αj)xj .

Now by Claim A.2 and Fact A.1, the matrix (φi(αj))0≤i,j≤m is non-singular, so say
(βij)0≤i,j≤m is the inverse, where βij ∈ k.
Then by Claim A.3, xi =
∑
j≥0 βijφ
j(t).
So we have defined an isomorphism over k of affine varieties
Ga → Ga
x 7→
∑
j≥0 αjxj
(
∑
j≥0 βijφ
j(t))i 7 → t
between Ga and the additive group Ga; since the polynomials involved are additive poly-
nomials, this is an isomorphism of algebraic groups.
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