Abstract. Let a be an integer and q a prime number. In this paper we find an asymptotic formula for the number of positive integers n a x with the property that no divisor d > 1 of n lies in the arithmetic progression a modulo q.
Introduction
We consider the frequency of natural numbers which do not have any divisor from a given arithmetic progression. More precisely, for integers 0 a a < m and a real number x b 1, we put: Our goal is to determine an explicit asymptotic formula for N ðx; m; aÞ. We exclude the divisor d ¼ 1 in the above definition since including it would make the result trivial for one residue class while not a¤ecting the result for any of the others. To avoid increasing the technical complications we give detailed consideration to the special case that m ¼ q is a prime number. In the final section we give some remarks about the case of general modulus and about the still more complicated problem of counting those integers whose divisors avoid a subset of the residue classes.
When a ¼ 0, it is clear that n A N ðq; 0Þ if and only if q does not divide n, and in this case it follows that N ðx; q; 0Þ ¼ ð1 À q À1 Þx þ OðqÞ:
Thus, we can assume that a b 1 in what follows. If a ¼ 1 and q ¼ 2, it is also clear that n is in N ð2; 1Þ if and only if n is a power of two, and therefore, N ðx; 2; 1Þ ¼ log x log 2 þ Oð1Þ:
Hence, we can further assume that q b 3 throughout the sequel. The case a ¼ 1 is essentially di¤erent from (and quite a bit easier than) the others. The result obtained is the following. where j is the Euler function.
In view of Theorem 1, which is proved in Section 3.1 below, it remains only to consider the case that 1 < a < q. In order to state this result we introduce three constants P a; q , V a; q , and W a; q , as follows. First, let
and ord q ðaÞ ¼ Q s j¼1 p b j j be the prime factorizations of q À 1 and ord q ðaÞ (the multiplicative order of a modulo q), respectively. Here, p 1 ; . . . ; p k are distinct primes, s a k, and the integers a j and b j are positive. Using these data, we define P a; q ¼ min 1ajas fp a j Àb j þ1 j
g: ð1Þ
Next, recalling that every subgroup of a cyclic group is determined uniquely by its cardinality, let HðaÞ be the unique subgroup in ðZ=qZÞ Ã of cardinality jHðaÞj ¼ ðq À 1Þ=P a; q , and put 
Thanks to the work of Williams [15] , one knows that the limit exists and 0 < V a; q < y. Finally, suppose that P a; q is the prime power p r , and put 
where g is the Euler-Mascheroni constant, and GðsÞ is the usual gamma function.
Theorem 2. For every fixed odd prime q and integer a with 1 < a < q, we have N ðx; q; aÞ ¼ ð1 þ oð1ÞÞV a; q W a; q xðlog log xÞ P a; q À2 ðlog xÞ 1À1=P a; q
:
We deal throughout with a fixed arithmetic progression and do not consider the question of uniformity of the estimations in the modulus q, although it is clear from the methods employed that some (probably not very large) range of uniformity could be obtained.
The question of counting the number of integers up to x with no prime divisor in a given residue class is more familiar and has a simpler answer; see for example the theorem of Wirsing given below in Lemma 10. Our proofs use this result and similar analytic methods but are complicated by other considerations which are mostly of a combinatorial nature and with a bit of group theory.
As we shall see in Lemma 6 , the group HðaÞ is the subgroup of ðZ=qZÞ Ã having the largest order amongst those which do not contain (the class of ) a, and this suggests its relevance to our problem. The fact that this subgroup is not unique in general, when the group is not cyclic, is the main thing which complicates the case of arbitrary modulus. These facts also lead, in our case of prime modulus, to the following easy corollaries. Proof. In this case, either a ¼ 1 and the result follows on comparing the estimates of the two theorems or, if a > 1, then HðaÞ is a subgroup of index greater than two and the result follows from the second theorem. r
Although there seem to be no earlier results that consider the above asymptotic formulae in this rather basic question, there is a long history of work on closely related
Integers without divisors from a progression problems. Erdős [3] showed that, if m a ðlog xÞ log 2Àd where d > 0 is fixed, then almost all positive integers n a x have a divisor d in each one of the residue classes a ðmod mÞ, with gcdða; mÞ ¼ 1. The value log 2 is optimal. Indeed, if n satisfies the above condition then tðnÞ b fðmÞ and, since tðnÞ ¼ ðlog xÞ log 2þoð1Þ holds for almost all n a x, we find that m a ðlog xÞ log 2þoð1Þ . Since the appearance of [3] , the distribution of integers having a divisor in a specific residue class has been studied by several authors. For example, in answer to a question of Erdős from [4] , Hall [7] showed that, for any e > 0 and natural number N, there exists h N with h N ! 0 when N ! y such that, if m b ðlog NÞ log 2 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ð2þeÞ log log N log log log log N p then the number of positive integers n a x having a divisor d in the interval m a d a N with d 1 1 ðmod mÞ is <h N x provided N a x. Extending prior results of Hall [7] and Erdős and Tenenbaum [6] , de la Bretéche [1] proved that, if N is any positive integer and z N is defined implicitly by the relation m ¼ ðlog NÞ log 2 2
Àz N ffiffiffiffiffiffiffiffiffiffiffiffiffi log log N p , then there exists h N ! 0 when N ! y such that, for any a coprime to m, we have jfn a x : d 1 a ðmod mÞ for some d j n; m a d a Ngj ¼ Fðz N Þx þ Oðh N xÞ for all 3 a N a x, where
which in turn answered a conjecture of Hall from [8] .
Throughout the paper, x denotes a large positive real number. We use the Landau symbols O and o, as well as the Vinogradov symbol f, with their usual meanings. As we do not consider the question of obtaining bounds which are uniform in the modulus of the arithmetic progression we allow the implied constants in many places to depend on various parameters, such as the modulus, without explicit mention. For a positive integer l, we write log l x for the function defined inductively by log 1 x ¼ maxflog x; 1g and log l x ¼ log 1 ðlog lÀ1 xÞ for l b 2, where log denotes the natural logarithm function. In the case l ¼ 1, we omit the subscript to simplify the notation; however, it should be understood that all the logarithms that appear are at least 1.
We use various other standard notations, including those for basic arithmetic functions such as Euler's j-function. We use jAj to denote the number of elements in A when A is a finite group, or set, or multiset. Given a set S of positive integers, whether finite or infinite, we frequently denote by SðxÞ the number of integers n a x in S.
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Preliminary results

Combinatorial results
Recall that a multiset is a list ha 1 ; . . . ; a k i of elements from a set in which the same element can occur more than once, but the order is unimportant. For example, h1; 1; 2; 3i and h3; 1; 2; 1i are the same multisets in Z, whereas h1; 1; 2; 3i and h1; 2; 3i are di¤erent.
Let G be an arbitrary finite abelian group, written additively. If G ¼ f0g, put kðGÞ ¼ 0; otherwise, let kðGÞ be the largest integer k for which there exists a multiset ha 1 ; . . . ; a k i of elements of G with the property: P j A S a j 0 0 for every nonempty subset S J f1; 2; . . . ; kg: ð4Þ
Since jGj < y, it is easy to see that kðGÞ < y. In the special case that G ¼ Z=mZ, we have the following result:
then the multiset ha 1 ; . . . ; a mÀ1 i has the property (4) if and only if a 1 ¼ Á Á Á ¼ a mÀ1 ¼ a for some a A G that is coprime to m.
Proof. We can assume that m b 2 since the result is trivial for m ¼ 1.
Suppose that kðGÞ b m. Then, for some k b m, there exists a multiset ha 1 ; . . . ; a k i in G with the property (4). Since the elements b j ¼ P j i¼1 a i , j ¼ 1; . . . ; k, are all nonzero, and G has only m À 1 nonzero elements, two of the elements b j must be equal by the pigeonhole principle; that is, b j 1 ¼ b j 2 for some j 1 < j 2 . But this implies that P j 1 <iaj 2 a i ¼ 0, which contradicts (4). Therefore, kðGÞ a m À 1. Next, suppose that a 1 ¼ Á Á Á ¼ a mÀ1 ¼ a for some a A G that is coprime to m. Then, for every nonempty subset S J f1; 2; . . . ; m À 1g, one has P j A S a j ¼ ajSj. Since gcdða; mÞ ¼ 1 and m F jSj, it cannot be true that ajSj 1 0 ðmod mÞ; therefore, the multiset ha 1 ; . . . ; a mÀ1 i has the property (4) which shows that kðGÞ b m À 1.
Finally, suppose that the multiset ha 1 ; . . . ; a mÀ1 i has the property (4). As before, let b j ¼ P j i¼1 a i , j ¼ 1; . . . ; m À 1. Then the elements b 1 ; . . . ; b mÀ1 are distinct and nonzero, and since G has precisely m À 1 nonzero elements, it follows that fb 1 ; . . . ; b mÀ1 g ¼ Gnf0g. Using (4), we see that a 2 0 0, and Proof. First, we argue by induction on r that for every a A G r nf0g with p rÀ1 ja and every multiset ha 1 ; . . . ; a k i in G r nf0g with the property (5), the following inequality holds:
Since the left side of (6) cannot exceed jG r nfagj ¼ p r À 1, it follows that kðG r ; aÞ a p r À 2. Suppose first that r ¼ 1, and put G ¼ G 1 ¼ Z=pZ. Let a A Gnf0g be fixed, and suppose that ha 1 ; . . . ; a k i is a multiset in Gnf0g with the property (5). Let b 1 ; . . . ; b s be the distinct values taken by a i for i ¼ 1; . . . k, and let m 1 ; . . . ; m s be the respective multiplicities; then
Since each m j < p À 1 (otherwise, a A A j and (5) fails), A j is a subset of G of cardinality m j þ 1. Let P s j¼1 A j be the set of elements g A G of the form g ¼ P s j¼1 c j , where c j A A j for j ¼ 1; . . . ; s. A corollary/generalization of the Cauchy-Davenport theorem (see for example [12, Theorem 2.3] 
and in our situation,
Since P s j¼1 A j is the set of elements g A G that can be written as P j A S a j for some subset S J f1; 2; . . . ; kg, we also have by (5):
Therefore, k þ 1 a p À 1, and we obtain the inequality (6) when r ¼ 1.
To complete the induction, we show that (6) holds for the integer r b 2 assuming that the corresponding inequality is true for r À 1.
Let a A G r nf0g with p rÀ1 ja, and suppose that ha 1 ; . . . ; a k i is a multiset in G r nf0g satisfying (5 Letã a j ¼ a lþj =p for j ¼ 1; . . . ; k À l, and putã a ¼ a=p. Thenã a A G rÀ1 nf0g with p rÀ2 jã a, and hã a 1 ; . . . ;ã a kÀl i is a multiset in G rÀ1 nf0g that satisfies the analogous statement of (5) obtained after replacing a byã a, each a j byã a j , and k by k À l, since the condition P j A Sã a j 0ã a in G rÀ1 is equivalent to P j A S a lþj 0 a in G r for every subset S J f1; 2; . . . ; k À lg. Applying the inductive hypothesis with the elementã a and the multiset hã a 1 ; . . . ;ã a kÀl i in G rÀ1 , and considering its implication for the element a and the multiset ha lþ1 ; . . . ; a k i in G r , one sees that if B denotes the set of elements g A G r equal to
r be the distinct values taken by a i for i ¼ 1; . . . ; l, and let m 1 ; . . . ; m s be the respective multiplicities; then P s j¼1 m j ¼ l. Let A j ¼ f0; b j g, and put
Since each b j is coprime to p, a theorem of I. Chowla (see [12, Theorem 2.1]) yields the inequality
As B þ P s j¼1 m j A j is the set of elements g A G r that are equal to P j A S a j for some subset S J f1; 2; . . . ; kg, we also have by (5):
Therefore, k þ 1 a p r À 1, and we obtain the inequality (6), which completes the induction.
As mentioned earlier, the inequality (6) implies that kðG r ; aÞ a p r À 2 for all a A G r nf0g with p rÀ1 ja. On the other hand, the lower bound kðG r ; aÞ b p r À 2 is an immediate consequence of the next lemma. r Lemma 3. Suppose that p, r, and a satisfy the conditions of Lemma 2, and put k ¼ p r À 2. For every b A G r such that p F b, let n be the least nonnegative integer for which the congruence n 1 ab À1 À 1 ðmod p r Þ holds, and let M p; r; a ðbÞ ¼ ha 1 ; . . . ; a k i be the multiset in G r nf0g defined by
Then M p; r; a ðbÞ has the property (5).
Proof. For every subset S J f1; . . . ; kg, we have P j A S a j ¼ mb for some integer m in the range Àðk À nÞ a m a n. Hence, m D ðn þ 1Þ ðmod p r Þ, and therefore mb D ðn þ 1Þb 1 a ðmod p r Þ. r
The next lemma shows that the multisets M p; r; a ðbÞ defined in Lemma 3 are the only critical multisets that arise under the conditions of Lemma 2.
Lemma 4. Suppose that p, r, and a satisfy the conditions of Lemma 2, and put k ¼ p r À 2. If ha 1 ; . . . ; a k i is a multiset in G r nf0g with the property (5), then ha 1 ; . . . ; a k i ¼ M p; r; a ðbÞ for some choice of b A G r .
Proof. We proceed by induction on r, following the proof of Lemma 2. First, let r ¼ 1. Suppose there exist integers b, c with b DGc ðmod pÞ and indices i, j such that a i 1 b ðmod pÞ and a j 1 c ðmod pÞ. Reordering the elements a 1 ; . . . ; a k if necessary, we can assume that i ¼ 1 and
By the Cauchy-Davenport theorem, we have
which is impossible. Thus, there exists an integer b such that a j A fb; Àbg for j ¼ 1; . . . ; k. After reordering the elements a 1 ; . . . ; a k , we can assume that
Now, let n be the least positive integer for which n 1 ab À1 ðmod pÞ holds. If n a m, then a 1 þ Á Á Á þ a n ¼ nb 1 a ðmod pÞ, which contradicts (5). On the other
pÞ, which again contradicts (5). Therefore, n ¼ m þ 1, and the result follows for r ¼ 1.
Now suppose that the result has been proved for all cyclic p-groups of order less than p r ; we need to prove it for G r ¼ Z=p r Z. To do this, let us first show that p F a j for each j ¼ 1; . . . ; k. Indeed, suppose this is not the case. If pja j for all j ¼ 1; . . . ; k, then writingã a j ¼ a j =p, we see that the multiset hã a 1 ; . . . ;ã a k i has the property (5) with a replaced byã a ¼ a=p. Since the elements a a 1 ; . . . ;ã a k can be viewed as elements of the cyclic group with p rÀ1 elements, the induction hypothesis implies that p r À 2 ¼ k a p rÀ1 À 2, which is impossible. This argument shows that there exists at least one element a j such that p F a j . Now, using the notation of the proof of Lemma 2, we can assume that pja j for j ¼ 1; . . . ; l and p F a j for j ¼ l þ 1; . . . ; k, where 1 a l < k. Let B denote the set of elements g A G r that are equal to P j A S a j for some subset S J fl þ 1; . . . ; kg. As in the proof of Lemma 2, we have jBj b k À l þ 1. Since pja 1 , it follows that
Since the last inequality is strict, the argument based on the Chowla Theorem (see the proof of Lemma 2) implies that
Taking into account that B þ P s j¼1 m j A j has at most p r À 1 elements (since this set does not contain a), we see that k a p r À 3, which is impossible. Thus, we have established our assertion that p F a j for j ¼ 1; . . . ; k.
To complete the proof of the lemma for the group G r , we can use an argument identical to the one given above for the case r ¼ 1, except that the Cauchy-Davenport Theorem is now replaced by the Chowla Theorem, which is applicable since gcdða j ; pÞ
The next lemma provides a complete list of the distinct multisets M p; r; a ðbÞ which arise for various choices of p and r in the special case that a ¼ p rÀ1 .
Lemma 5. Let p r be a prime power, and let a ¼ p rÀ1 . For integers h and c let N p; r ðh; cÞ be the multiset in Z defined by For an integer l not divisible by p let l be the least positive integer such that ll 1 1 ðmod pÞ. Then, there is a one to one correspondence, given by the congruence
Integers without divisors from a progression modulo p r , between pairs of multisets M p; r; a ðGbÞ in G r nf0g and the family N p; r ðh; cÞ where, in case p is odd, h runs through the integers
and c runs through the integers
while, in case p ¼ 2, we have h ¼ 1 and, in the range for c, we must replace p rÀ1 À 1 by 2 rÀ2 À 1.
Proof. Let M p; r; a ðbÞ be a multiset in G r nf0g of the type constructed in Lemma 3. We claim that M p; r; a ðbÞ ¼ M p; r; a ðÀbÞ. Indeed, let n be the least nonnegative integer for which the congruence n 1 p rÀ1 b À1 À 1 ðmod p r Þ holds. Clearly, n 0 p r À 1, hence it follows that m ¼ p r À 2 À n is the least nonnegative integer for which the congruence m 1 p rÀ1 ðÀbÞ À1 À 1 ðmod p r Þ holds, and this implies the claim. For a given multiset M p; r; a ðbÞ, let d be the least positive integer congruent to b modulo p r , and let M be the multiset in Z defined by 
where the second congruence follows from the fact that b is odd; in view of the minimality condition on n, it follows that n ¼ 2 rÀ1 À 1. Therefore, M ¼ N p; r ðh; cÞ with h ¼ n and c ¼ d. Now suppose that p > 2. Since M p; r; a ðbÞ ¼ M p; r; a ðÀbÞ, then replacing b by Àb if necessary, we can assume that n a p r À 2 À n. Let l be the least positive integer such that l 1 b À1 ðmod pÞ; then,
In view of the minimality condition on n and the fact that n a ðp r À 2Þ=2, it follows that n A f p rÀ1 l À 1 : 1 a l a ð p À 1Þ=2g. Also, defining l as in the statement of the lemma, we have
To prove the uniqueness assertion, we must show that the multisets N p; r ðh; cÞ defined in the statement of the lemma are all distinct modulo p r . If p r ¼ 2, then h ¼ 0, c ¼ 1, and N p; r ðh; cÞ ¼ j, so there is nothing to prove; hence, we can assume that p r > 2. Now suppose that
Also, since c j < 2 r À c j for j ¼ 1; 2 (note that the inequalities are strict since 2 r b 4), the congruence (7) implies that
, and the congruence (7) together imply that h 1 ¼ h 2 and c 1 1 c 2 ðmod p r Þ. Since 1 a c j a p r À 1 for j ¼ 1; 2, it follows that c 1 ¼ c 2 . This completes the proof. r
Algebraic results
Let G be a fixed nontrivial cyclic group, and let a be an element of G other than the identity. Among the subgroups H < G that do not contain a, let HðaÞ denote that subgroup H which has the greatest cardinality; note that HðaÞ is well-defined since every subgroup of a finite cyclic group is determined uniquely by its cardinality. Let
be the prime factorizations of jGj and ord G ðaÞ (the order of a in G). Here, p 1 ; . . . ; p k are distinct primes, s a k, and the integers a j and b j are positive. Using these data, we define:
Note that the constant P a; q defined by (1) is equal to PðG; aÞ in the case that G is the cyclic group ðZ=qZÞ Ã .
Lemma 6. Let G be a nontrivial cyclic group, and let a be an element of G other than the identity. Then PðG; aÞjHðaÞj ¼ jGj.
Thus, the definition of HðaÞ given here is consistent with the definition given in the introduction.
Proof. We begin by factoring jGj and ord G ðaÞ as in (8) above. By the Chinese Remainder Theorem, we have
Under this isomorphism, the element a A G can be identified with an ordered k-tuple:
where each a j is an integer in the range 1 a a j a p
The condition that a B K is equivalent to the existence of an index j such that a j À g j > a j À b j ; that is, g j < b j . In particular, b j > 0, and therefore 1 a j a s. If K is maximal among the subgroups of G which do not contain a, it must be the case that g j ¼ b j À 1 and g i ¼ a i for all i 0 j; consequently, jKj ¼ jGj=p
. Finally, since HðaÞ has the largest cardinality of all such subgroups K, it is clear that jHðaÞj ¼ jGj=p Then there exists a generator g of the cyclic group G such that the map n 7 ! g n defines a group isomorphism f g : G r ! G=HðaÞ which maps the congruence class p rÀ1 ðmod p r Þ to the coset aHðaÞ.
Proof. First, let g be an arbitrary generator of G. Since every subgroup of G is determined uniquely by its cardinality, it follows from Lemma 6 that HðaÞ is the subgroup of G generated by g P a; q ¼ g p r . Then, it is easy to see that the map n 7 ! g n defines a group isomorphism f g : G r ! G=HðaÞ. Let c g : G ! G r be the homomorphism defined via the composition:
Since a B HðaÞ, the element a ¼ c g ðaÞ is not the identity in G r . On the other hand, a is contained in every subgroup K of G r , for otherwise the preimage c À1 g ðKÞ would be a subgroup of G which properly contains HðaÞ and such that a B c À1 g ðKÞ, contradicting the maximality of HðaÞ. In particular, a lies in the subgroup K generated in
The following technical lemma, used in the proof of Theorem 2 below, combines the preceding two lemmas with the combinatorial results of the previous section.
Lemma 8. Let a be a fixed element of G ¼ ðZ=qZÞ Ã other than the identity. Write P a; q ¼ p r , and put G r ¼ Z=p r Z. Let g be a generator of G with the property described in Lemma 7, and let c g : G ! G r be the homomorphism defined in the proof of that lemma.
Suppose that M ¼ ha 1 ; . . . ; a k i is a multiset in G with the property:
Let H be the multiset consisting of the elements a j A M that occur with multiplicity at least q À 2, and let H be the subgroup of G generated by the elements of H. Finally, let K be the multiset consisting of those elements of M which do not lie in H. Then: i , where 0 a n i a q À 2 a m i for i ¼ 1; . . . ; s, it follows that every element of H is a product of the form Q j A S a j for some subset S J f1; . . . ; kg. Using (9), we see that a B H, hence (ii) follows immediately from the definition of HðaÞ and the fact that every subgroup of G is determined uniquely by its cardinality.
From now on, we assume H ¼ HðaÞ. Write K ¼ hk 1 ; . . . ; k t i, and observe that Q i A T k i B aHðaÞ for every subset T J f1; 2; . . . ; tg: ð10Þ Indeed, assuming that Q i A T k i ¼ ah À1 for some h A HðaÞ, the argument above shows that h ¼ Q j A S a j for some subset S J f1; . . . ; kg, and as K J M, it follows that
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Q j A RWS a j ¼ a, which contradicts (9). Let K ¼ hk 1 ; . . . ; k t i be the image of K under the map c g , that is K ¼ c g ðKÞ, and put a ¼ c g ðaÞ. Using (10), we deduce that Q i A T k i 0 a for every subset T J f1; 2; . . . ; tg:
Therefore, Lemma 2 immediately implies that
which proves (iii). In the case that jKj ¼ P a; q À 2, we can apply Lemmas 4 and 5 to conclude that K ¼ N p; r ðh; cÞ for a unique choice of h and c, which proves (iv). r
Analytic results
For the proofs of Theorems 1 and 2, we need a variant of the classical result of Landau [11] :
where k b 1 is a fixed integer, and WðnÞ and oðnÞ denote the total number of prime factors of n counted with and without multiplicity, respectively. Specifically, we need an estimate for number of positive integers n a x with WðnÞ ¼ k and such that every prime factor of n lies in a prescribed subset of the residue classes modulo m.
In this section the implied constants, frequently without explicit mention, may depend not only on m but on k and on various other parameters; virtually everything but x is fair game.
For given m let A be a nonempty subset of ðZ=mZÞ Ã . Define
Qðm; AÞ ¼ fn b 1 : p j n ) p 1 a ðmod mÞ for some a A Ag:
For each k define Q k ðm; AÞ to be the set of positive integers n in Qðm; AÞ for which WðnÞ ¼ k. Proof. For the proof we may follow an argument given in Section 9.4 in the book by Nathanson [13] . Let P be the set of primes p such that p 1 a ðmod mÞ for some a A A, let P k be the set of ordered k-tuples of primes in P, and for every positive integer n, let
For any real number x b 1, put
Note that, for every k b 1, the relations where we have used (11) in the last step. Hence, from (14) and (15) we deduce that
To prove the lemma, it therefore su‰ces to establish the estimate:
where, for brevity, we have put C ¼ jAj=jðmÞ. As it is clear that f k ðxÞ ¼ OðxÞ, by partial summation we have
and thus (16) follows immediately from the estimate:
Using the prime number theorem for arithmetic progressions we have
In particular, this yields (17) in the special case k ¼ 1. By the analogue for arithmetic progressions of the theorem of Mertens, or by partial summation from the previous formula, we also have
The latter estimate implies that
Thus, from the trivial inequalities
we see that
Now, for k b 1, define
where we have put g 0 ðxÞ ¼ 1 for all x b 1. We claim that the bound (12) and (13) Then,
where g is the Euler-Mascheroni constant and GðsÞ is the gamma function.
The classical result of Mertens that
has been generalized in the paper of Williams [15] (see also [14] ), which gives a similar estimate when the product above is restricted to primes lying in a fixed arithmetic progression. To state this result we first recall some notation from [15] . Let m be a positive integer and let w be a non-principal Dirichlet character modulo m. Let Lðs; wÞ be the corresponding L-function and define the Dirichlet series
where k w ðnÞ is the completely multiplicative function whose value at the prime p is given by
The main result of [15] is the following:
Lemma 11. Let a and m b 1 be coprime integers. Then, 
: ð23Þ
We are now ready to count the integers in Qðm; AÞ. Recall that these are just the integers all of whose prime factors lie in the set A. For real x b 1 let Qðx; m; AÞ denote the number of such integers n a x. 
with the constants $ða; mÞ defined as in Lemma 11.
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Proof. This follows immediately by applying Lemma 10 to the multiplicative function f which is defined on prime powers by f ð p n Þ ¼ 1 if p 1 a ðmod mÞ for some a A A; 0 otherwise; making use of the estimates of Lemma 9 (with k ¼ 1) and of Lemma 11. r
The next lemma evaluates Qðm; AÞ in the special case m ¼ q, A ¼ HðaÞ.
Lemma 13. We have
where P a; q and V a; q are given by (1) and (2), respectively.
Proof. By the definitions (23) and (24) we have holds uniformly for all t b log 2 x, by partial summation we deduce that
where Making the change of variables t ¼ x s in the integral J 2 , it follows that Proof. Observe that
Uniformly for h 1 a x 1=2 , we have
thus Lemma 14 implies that ; the result follows. r
Proofs of the theorems
In this section we frequently use the notation SðxÞ for the number of positive integers n a x in the set S.
Proof of Theorem 1
Fix the prime q b 3, and write N and N ðxÞ respectively for N ðq; 1Þ, and N ðx; q; 1Þ. Let N Ã be the set of integers n A N that are not divisible by q. Then N Ã can be expressed as a disjoint union N 1 W N 2 , where N 1 is the set of integers n A N Ã with
WðnÞ a q À 3, and N 2 ¼ N nN 1 .
Since N 1 is contained in the set of all integers with WðnÞ a q À 3, it follows from (11) that the number of such integers n a x satisfies
Next, let n A N 2 , and factor n ¼ p 1 p 2 . . . p k , where p 1 a p 2 a Á Á Á a p k are primes, none of which is equal to q; note that k b q À 2. Let a j denote the residue class of p j modulo q for j ¼ 1; . . . ; k. For any nonempty subset S J f1; . . . ; kg, Q j A S a j is the residue class of the divisor d S ¼ Q j A S p j of n. Since d S D 1 ðmod qÞ, it follows that k a kðGÞ, where G is the abelian group ðZ=qZÞ Ã G Z=ðq À 1ÞZ. Hence, by Lemma 1, we have k a q À 2. Since k b q À 2 for each n A N 2 , it follows that k ¼ q À 2, and Lemma 1 further shows that a 1 1 Á Á Á 1 a k 1 a ðmod qÞ for some primitive root a modulo q. Therefore, denoting by UðqÞ the set of primitive roots modulo q, we have N 2 ðxÞ ¼ P a A UðqÞ Q qÀ2 ðx; q; fagÞ:
Since jUðqÞj ¼ jðq À 1Þ, from Lemma 9 we deduce that In view of the obvious relation
which, together with (27) yields the stated estimate of Theorem 1.
Proof of Theorem 2
Fix the prime q b 3 and the integer 2 a a < q, write N for N ðq; aÞ, and let N Ã be the set of integers n A N that are not divisible by q. Throughout the proof, we fix a generator g of the group G r ¼ Z=p r Z with the property stated in Lemma 7. Here, p r ¼ P a; q as usual. We also denote by f g : G r ! G=HðaÞ and c g : G ! G r the maps defined in the statement and proof of Lemma 7. Here, G ¼ ðZ=qZÞ Ã as before. For each n A N Ã , let n ¼ p 1 Á Á Á p k be a factorization of n as a product of primes, where k ¼ WðnÞ, and let M n ¼ ha 1 ; . . . ; a k i be the multiset in G whose elements are the congruence classes p j ðmod qÞ for j ¼ 1; . . . ; k. As in the statement of Lemma 8, we associate to M n a subgroup H n of G and a multiset K n J M n . For every subgroup H of G with a B H and every multiset K in G, let N H; K denote the set of integers n A N Ã , n a x such that H n ¼ H and K n ¼ K. Our goal is to estimate the number N H; K ðxÞ of these, for every pair ðH; KÞ. First, suppose that H 0 HðaÞ, and let H and K be fixed. Put y ¼ expððlog x log 3 xÞ=log 2 xÞ, and let
where PðnÞ denotes the largest prime factor of n. Using a well-known result on smooth numbers, i.e., positive integers n whose largest prime factor is small with respect to n (see for example [2] 
therefore, the number of possibilities for p k is at most pðx=mÞ f x m logðx=mÞ a x log 2 x m log x log 3 x :
Note that m ¼ h 0 k 0 , with
where each element a j A G corresponds to the congruence class p j ðmod qÞ as before. Then h 0 A Qðq; HÞ in the notation of Lemma 12, and we have Wðk 0 Þ a jKj a L ¼ ðq À 1Þðq À 3Þ by Lemma 8(i). Thus, summing over the possible choices of h 0 and k 0 , we see that
Using Lemma 12 and partial summation, we derive the bound
On the other hand, we have Finally, by Lemma 8(ii), we have jHj < jHðaÞj since H 0 HðaÞ (and the group G ¼ ðZ=qZÞ Ã is cyclic). As jHðaÞj=ðq À 1Þ ¼ 1=P a; q by Lemma 6, the estimates (28) and (32) together imply that
Recall that the number of such pairs ðH; KÞ is bounded in terms of q so the above estimate is su‰cient to easily absorb this case into the error term.
It remains to consider the pairs with H ¼ HðaÞ and we turn our attention to the problem of estimating N HðaÞ; K ðxÞ for a fixed multiset K. In the case that K ¼ j, it is easy to see that 
From now on, we assume that K 0 j. We recall that the inequality jKj a P a; q À 2 holds by Lemma 8(iii); in particular, P a; q b 3 if K 0 j.
First, suppose that jKj < P a; q À 2; note that this is possible only if P a; q b 4. For each n A N HðaÞ; K , write n ¼ h 0 k 0 , where
Then h 0 A S 1 and k 0 A S 2 , where and define the following subsets of G:
For each n A N h; c , we can factor n ¼ h 0 k 0 l 0 , where
Then h 0 A S 1 , k 0 A S 2 , and l 0 A S 3 , where S 1 ¼ Qðq; HðaÞÞ; Then, since the sets HðaÞ, G þ and G À are pairwise disjoint, it is easy to see that the natural map S 1 Â S 3 ! V given by ðh 0 ; l 0 Þ 7 ! h 0 l 0 is a bijection. Similarly, the natural map V Â S 2 ! W given by ðh 0 l 0 ; k 0 Þ 7 ! h 0 k 0 l 0 is also a bijection. To estimate N h; c ðxÞ, we apply Lemma 15 twice: first to the pair of sets S 1 and S 3 , then to the pair of sets V and S 2 .
By Lemma 12, we have where we have used the fact that jG À j ¼ jHðaÞj. Applying Lemma 15 to the pair of sets S 1 and S 3 , and taking into account the bijection S 1 Â S 3 ! V mentioned above, we get VðxÞ ¼ jfðh 0 ; l 0 Þ A S 1 Â S 3 : h 0 l 0 a xgj
¼ ð1 þ oð1ÞÞ
Qðq; HðaÞÞ P 
:
To complete the estimate of N h; c ðxÞ, we must now consider separately the cases h ¼ 0 and h 0 0. Suppose first that h ¼ 0 and x ¼ P a; q À 2 (which can occur only if P a; q is an odd prime; see Lemma 5) . In this case, G þ ¼ j, S 2 ¼ f1g, and W ¼ V; consequently, N h; c ðxÞ ¼ WðxÞ ¼ ð1 þ oð1ÞÞ
Qðq; HðaÞÞ P P a; q À2 a; q ðP a; q À 2Þ! we obtain the estimate stated in the theorem.
Concluding remarks
We touch very briefly on a number of directions in which this work might well be extended.
(1) Further development of the main term in the asymptotic formula: It is apparent that there are terms of only slightly lower order in the asymptotic formula, some stepping down by powers of log 2 x and others by powers of log x. There seems no
Integers without divisors from a progression reason why these could not be further elucidated although a convenient description of the involved constants might be a lot to expect.
(2) Uniformity in the modulus: Certainly one can trace through the above arguments to obtain results of this type. If one wants however to obtain more than a very limited range of applicability one would need to get at least some useful bounds for the ''constants'' in the lower order main terms.
(3) Subset avoidance: Rather than ask for the number of integers whose divisors avoid a single residue class a it seems natural to ask for the number of those whose divisors avoid a subset A of the reduced residue classes. Here, two cases stand out as probably being quite similar to our existing results, in the case that A is a subgroup, to our first theorem, and in the case that A is a coset, to our second one.
(4) General modulus: Although it could be combined with any of the above, the removal of the restriction that the modulus be prime is probably the most natural next step. In this case it seems that little is needed beyond giving a count on the number of di¤erent groups avoiding a and having the same maximal order, and then multiplying the previous result by this number. It is clear that the contribution coming from integers which correspond to more than one of these groups will give a lower order of magnitude. From the fundamental theorem for finite abelian groups it is not hard to find a group-theoretic expression for the number of such subgroups but to give this answer as an explicit reasonable-looking function of the modulus may be a di¤erent story.
