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EIN OPTIMIERTES GLA¨TTUNGSVERFAHREN MOTIVIERT
DURCH EINE TECHNISCHE FRAGESTELLUNG
FRANK KLINKER AND GU¨NTER SKORUPPA
Zusammenfassung. Ausgehend von einer konkreten technischen Fragestellung
diskutieren wir in dieser Notiz die Anwendung verschiedener Gla¨ttungsverfah-
ren auf Datensa¨tze mit vorgegebener Struktur. Wir stellen die Verfahren im
Detail vor und besprechen die Vor- und Nachteile. Insbesondere stellen wir hier
die symmetrisierte exponentielle Gla¨ttung vor, die ein sehr gutes Gla¨ttungs-
verhalten mit einem hohen Maß an Symmetrieerhaltung kombiniert.
1. Ausgangssituation und Fragestellung
Wir pra¨sentieren in dieser Notiz eine Lo¨sung zur folgenden technischen Problem-
stellung. Gegeben ist das Ho¨henprofil einer Seite einer Keilsicherungsscheibe (DIN
25201). Diese Scheibe ist beidseitig gezahnt mit jeweils einer grob und einer fein ge-
zahnten Seite, siehe Abbildung 1. Die Ermittlung des Profils erfolgt mit Hilfe eines
Abbildung 1. Keilsicherungsscheibe DIN 25201
2D/3D-Lasersensors. Dieser liefert u¨ber N ≤ 750 a¨quidistanten Stu¨tzstellen einer
Sekante der Scheibe eine Reihe von Messpunkten, wobei jeder einzelne Messpunkt
der Ho¨he des Objekts u¨ber der jeweiligen Stu¨tzstelle entspricht. Zum schematischen
Aufbau der Messapparatur vergleiche Abbildung 2. Das Ziel ist, die Zahl der Za¨hne
der ausgemessenen Scheibenseite zu ermitteln. Dies geschieht durch Ausza¨hlen der
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Abbildung 2. Schematischer Aufbau der Messapparatur
Maxima des Datensatzes. Dieses Ausza¨hlen und die daraus resultierende Entschei-
dung, ob sich die Scheibe in der richtigen Lage befindet oder gedreht werden muss,
soll in einem automatisierten Prozess geschehen.
Dabei tritt das Problem auf, dass die Messwerte durch Verunreinigungen der Schei-
be vom Soll abweichen ko¨nnen, zum Beispiel durch Verschmutzung wa¨hrend des
Arbeitsprozesses oder auch durch Farbauftra¨ge oder eine nicht ganz fehlerfreie Pro-
duktion des Werkstu¨cks. Geringe Abweichungen, insbesondere solche durch Verun-
reinigungen, sollen toleriert werden und die Zahnza¨hlung nicht behindern.
Die Grafiken in Abbildung 3 zeigen eine typische und eine hieraus erzeugte patho-
logische Messreihe. Gut erkennbar sind in Abbildung 3 die Imperfektionen an den
nach rechts absteigenden Flanken. Diese werden als zusa¨tzliche Za¨hne die Za¨hlung
verfa¨lschen. Der rechte Teil der Abbildung 3 wurde aus dem linken durch manuell
eingefu¨gte, lokale Sto¨rungen in den Messwerten erzeugt. Solche Sto¨rungen treten
auch in realen Beispielen auf, wie die Messreihe I zeigt.
Abbildung 3. Typische und pathologische Messreihe
Fragestellung. Lassen sich unwesentliche Sto¨rungen derart beseitigen, dass das
bereinigte Zahnprofil durch Ausza¨hlung der Spitzen unmittelbar die Entscheidung
der technischen Fragestellung ermo¨glicht? Dabei darf die urspru¨ngliche Messreihe
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vera¨ndert werden mit der Einschra¨nkung, dass die Zahnzahl erhalten bleiben soll.
Die Modifikation der Daten wird dabei umso besser sein, je mehr der
”
Charakter“
der urspru¨nglichen Daten erhalten bleibt.
2. Lo¨sungsansa¨tze.
Gla¨ttungsoperationen, wie sie etwa in der Statistik eingesetzt werden, sind ein ge-
eignetes Mittel zur Sto¨rungsbeseitigung in den Daten. Wir werden uns hier zuna¨chst
auf die Vorstellung zweier ga¨ngiger Verfahren beschra¨nken und ihre Vor- und Nach-
teile diskutieren. Im Einzelnen sind das der gleitende arithmetische Durchschnitt
(moving arithmetic mean, MA), und die exponentielle Gla¨ttung (exponential avera-
ge, EA). Zur Diskussion allgemeiner Durchschnitte und ihrer gleitenden Varianten
verweisen wir gerne auf [5]. Anschliessend bieten wir ein Gla¨ttungsverfahren an,
das jeweils die Vorteile beider vereint. Dieses Verfahren nennen wir symmetrisierte
exponentielle Gla¨ttung, (symmetrized exponential average, SEA).
2.1. Der gleitende arithmetische Durchschnitt (MA). Gegeben sei ein Da-
tensatz1 (y1, y2, . . . , yN , . . .). Die Idee des gleitenden arithmetischen Mittels ist es
nun, statt des Wertes yi ein arithmetisches Mittel y¯i eines Teils des Datensatzes
zu ersetzen. Die Berechnung des gleitenden arithmetischen Durchschnitts beno¨tigt
zwei Parameter. Zum einen die Gleitla¨nge n + 1 ≤ N zum anderen das Gewicht
` ∈ {0, . . . , n}. Die Spezialfa¨lle ` = 0 bzw. ` = n nennt man rechts- bzw. linksei-
tigen gleitenden arithmetischen Durchschnitt der La¨nge n + 1 und den Spezialfall
n gerade und ` = n2 nennt man zentrierten gleitenden arithmetischen Durchschnitt
der La¨nge n+ 1. Das oben angesprochene arithmetische Mittel wird dann aus den
n+ 1 Werten der Menge {yi−`, . . . , yi+n−`} berechnet, also
y¯i :=
1
n+ 1
(yi−` + yi−`+1 + . . .+ yi + . . .+ yi+n−`−1 + yi+n−`)
=
1
n+ 1
n−∑`
k=−`
yi+k ,
(2.1)
fu¨r i = `+1, . . . , N−n+`. Der neue Datensatz ist insbesondere um n Werte ku¨rzer
als der alte, und zwar entfallen am Anfang ` und am Ende n − ` Werte. Ist der
Datensatz nicht endlich, so entfallen selbstversta¨ndlich nur die Werte am Anfang.
Wie man die Parameter wa¨hlt, ha¨ngt von der Anwendung ab. Da in unserer Anwen-
dung alle Werte der Messreihe gleichberechtigt sind, haben wir uns fu¨r die zentrierte
Variante entschieden und MA bezeichnet im Folgenden genau diese.2 Hier ist der
Verlust an Daten am Anfang und am Ende des Datensatzes gleich. In diesem Fall
1Ist der Datensatz endlich, so sei im Folgenden immer N die Anzahl der Elemente.
2Die Beschra¨nkung auf die zentrierte Variante ist insofern nicht zwingend notwendig, da einer-
seits die Wahl von ` ∈ {0, . . . , n} unerheblich fu¨r das Ergebnis der Gla¨ttung ist, und andererseits
in dem hier vorliegenden Fall n N auch die Symmetrie der Originalmessreihe im Wesentlichen
erhalten bleibt.
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ist dann n = 2` und (2.1) wird zu
y¯i =
1
2`+ 1
∑`
k=−`
yi+k . (2.2)
Zur Berechnung des MA muss man nicht in jedem Schritt die gesamte Summe (2.1)
bzw. (2.2) berechnen. Die Folge der Durchschnitte y¯i erfu¨llt vielmehr die folgende
rekursive Gleichung:
y¯i = y¯i−1 +
1
2`+ 1
(yi+` − yi−1−`) . (2.3)
Daher sieht ein den Aufwand minimierender Berechnungsalgorithmus fu¨r den zen-
trierten MA wie folgt aus.
(1) Wa¨hle einen positiven ganzzahligen Parameter `, so dass 2`+ 1 ≤ N .
(2) Berechne den Startwert
y¯`+1 :=
1
2`+ 1
(y1 + y2 + . . .+ y2`+1) .
(3) Berechne fu¨r i = `+ 2, . . . , N − ` rekursiv
y¯i := y¯i−1 +
1
2`+ 1
(yi+` − yi−1−`) .
Bemerkungen zum MA.
• Je gro¨ßer die Gleitla¨nge n + 1 ∈ N gewa¨hlt wird, desto sta¨rker wird die
Gla¨ttung ausfallen. Zu große Gleitla¨ngen n+ 1 mitteln die Werte so stark,
dass gegebenenfalls wichtige charakteristische Eigenschaften der Original-
messreihe verloren gehen. Mit anderen Worten, der Einfluss des einzelnen
Messwertes yi geht verloren, weil alle Werte mit dem gleichen Gewicht
1
n+1
in den Durchschnitt eingehen.
• Neben dem eventuellen Verlust an charakteristischen Eigenschaften hat der
MA insbesondere bei großen Gleitla¨ngen den Nachteil, dass sie den Daten-
satz stark verku¨rzen.
• Fu¨r den Grenzfall 2`+ 1 = N erha¨lt man genau einen Wert y¯`+1, der dem
gewo¨hnlichen arithmetischen Mittel aller Messpunkte entspricht, und fu¨r
` = 0 bekommt man als Ergebnis die urspru¨ngliche Messreihe zuru¨ck.
• Sieht man einmal von der einmaligen Startwertberechnung ab, beno¨tigt die
Berechnung eines neuen Datenwertes 3 Rechenoperationen, vgl. (2.3).
• Der MA beru¨cksichtigt die Symmetrie eines Systems: Hat der beschra¨nkte
Ausgangsdatensatz die Symmetrie yi = yN−i, so hat der gegla¨ttete Daten-
satz diese ebenfalls.
2.2. Die exponentielle Gla¨ttung (EA). Bei dem in Abschnitt 2.1 vorgestellten
Verfahren der Gla¨ttung wird nur ein Ausschnitt des gesamten Datensatzes um einen
ausgezeichneten Wert yi betrachtet und alle Werte dieses Abschnitts tragen mit
dem gleichen Gewicht 1n+1 zur Gla¨ttung, also zum Wert y¯i, bei, siehe (2.1). Bei der
exponentiellen Gla¨ttung werden im Gegensatz dazu bei der Berechnung alle Werte
der Testreihe bis zur betrachteten Stelle yi mit einbezogen. Dabei tragen allerdings
die ”a¨lteren Werte- das sind die Werte im Datensatz, die sich vor der betrachteten
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Stelle yi befinden – mit fallendem Gewicht zur Berechnung der Gla¨ttung bei. Die
Definition des EA erfolgt rekursiv, analog zur Berechnung des MA gema¨ß (2.3).
Gegeben sei ein endlicher oder unendlicher Datensatz (y1, y2, . . . , yN , . . .). Der EA
dieses Datensatzes ist gegeben durch
yˆ1 := y1 ,
yˆi := (1− α)yˆi−1 + αyi, fu¨r i = 2, . . . , N . (2.4)
Die Berechnung des EA ha¨ngt hier von einem Parameter 0 ≤ α ≤ 1 ab. Fu¨r α 6= 0
heißt das Inverse dieses Parameters, 1α , die Gleitla¨nge der exponentiellen Gla¨ttung.
Wie auch im Fall des MA gibt es hier eine geschlossene Berechnungsformel. In
dieser sieht man auch das Fallen der Gewichte, mit dem die a¨lteren Datenwerte
zum Durchschnittswert beitragen. Es gilt
yˆi = (1− α)i−1y1 + α(1− α)i−2y2 + . . .+ α(1− α)yi−1 + αyi
= (1− α)i−1y1 + α
i∑
r=2
(1− α)i−ryr .
(2.5)
Die algorithmische Beschreibung der Berechnung des EA erfolgt wieder u¨ber die
rekursive Formel (2.4).
(1) Wa¨hle Parameter α ∈ [0, 1] und setze yˆ1 := y1.
(2) Berechne rekursiv fu¨r3 i = 2, 3, . . . , N :
yˆi = (1− α)yˆi−1 + αyi .
Bemerkungen zum EA.
• Anders als der zentrierte MA ist das Verfahren einseitig, d.h. es betrachtet
von yi aus gesehen nur fru¨here Daten. Dies macht EA besonders interessant
fu¨r Prognosen, etwa bei Bo¨rsenkursen. Fu¨r eine Diskussion dieser Anwen-
dung siehe zum Beispiel [5].
• Dass die exponentielle Gla¨ttung einseitig arbeitet und die komplette Hi-
storie reflektiert, kann bei nahezu periodischen oder anderen Symmetri-
en aufweisenden Datensa¨tzen von Nachteil sein, da die Einseitigkeit diese
Symmetrie zersto¨rt. Dieses Pha¨nomen wird insbesondere am Beispiel in
Abschnitt 3.4 deutlich werden.
• Die Einseitigkeit des EA hat auch einen negativen Einfluss auf die Gla¨ttung,
insbesondere wenn ein Bereich, der eine starke Gla¨ttung erfordert, recht
fru¨h im Datensatz zu finden ist. Vergleiche dazu Abbildung 9 und beachte,
dass dort der rEA gema¨ß (2.6) angewendet wurde und somit der fru¨he
Bereich rechts in den Kurven zu finden ist.
2.3. Die symmetrisierte exponentielle Gla¨ttung (SEA). In diesem Abschnitt
liefern wir eine Variante der exponentiellen Gla¨ttung, die den Nachteil der Ein-
seitigkeit des EA kompensiert. Dieses Gla¨ttungsverfahren kombiniert die guten
Gla¨ttungseigenschaften des EA und dessen Betonung des Wertes yi bei der Berech-
nung der Gla¨ttung y¯i, einerseits, mit der Symmetrieerhaltung des MA, andererseits.
3Ist der Datensatz unendlich, so entfa¨llt selbstversta¨ndlich die obere Beschra¨nkung hier, ge-
nauso wie schon in (2.4).
6 FRANK KLINKER AND GU¨NTER SKORUPPA
Zur Konstruktion beno¨tigen wir einen endlichen Datensatz und wir schauen uns zur
Berechnung der Gla¨ttung den gesamten Datensatz an und nicht – wie beim EA –
nur den
”
linken Teil“ oder – wie beim MA – nur einen Ausschnitt.
Sei also der endliche Datensatz (y1, y2, . . . , yN ) gegeben. Zu diesem konstruieren
wir durch Auslesen des Datensatzes von rechts nach links einen neuen Datensatz
(z1, . . . , zN ) mit zj := yN+1−j . Wir definieren dann die exponentielle Gla¨ttung von
rechts (rEA) des Datensatzes (y1, . . . , yN ) als die exponentielle Gla¨ttung des Da-
tensatzes (z1, . . . , zN ). Diesen bezeichnen wir mit yˇi := zˆN−i+1. Der rEA berechnet
sich dann analog zu (2.5) gema¨ß
yˇi = (1− α)N−iyN + α(1− α)N−i−1yN−1 + . . .+ α(1− α)yi+1 + αyi
= (1− α)N−iyN + α
N−1∑
r=i
(1− α)r−iyr .
(2.6)
Die rekursive Variante berechnet sich dann analog zu (2.4) zu
yˇN := yN ,
yˇi := (1− α)yˇi+1 + αyi fu¨r i = N − 1, . . . , 1 . (2.7)
Definition: SEA. Die symmetrisierte exponentielle Gla¨ttung (SEA) des Daten-
satzes ist dann definiert als das arithmetische Mittel aus EA und rEA:
y¯i :=
1
2
(yˆi + yˇi) . (2.8)
Die entsprechende algorithmische Beschreibung des SEA lautet
(1) Wa¨hle Parameter α ∈ [0, 1] und setze yˆ1 := y1 und yˇN = yN .
(2) Berechne rekursiv fu¨r i = 2, . . . , N den EA
yˆi = (1− α)yˆi−1 + αyi ,
und fu¨r j = N − 1, . . . , 1 den rEA
yˇj = (1− α)yˇj+1 + αyj .
(3) Berechne fu¨r i = 1, . . . , N den SEA
y¯i =
1
2
(yˆi + yˇi) .
Bemerkungen zum EA, rEA und SEA.
• Bei der Berechnung des EA, rEA und des SEA wird der Datensatz im
Gegensatz zum MA nicht verku¨rzt. Das ist insbesondere von Vorteil, wenn
zur Gla¨ttung hohe Gleitla¨ngen beno¨tigt werden.
• Die Berechnung eines neuen Datenwertes beno¨tigt fu¨r EA und rEA wie
beim MA ebenfalls 3 Operationen, vergleiche(2.4). Zur Berechnung des SEA
beno¨tigt man insgesamt 8 Operationen.
• Zur Berechnung eines Wertes des SEA werden alle Werte der Ursprungs-
reihe mit herangezogen und nicht, wie beim MA und EA, nur ein Teil der
Werte.
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• Je kleiner α, desto sta¨rker wird die Gla¨ttung ausfallen. Das bedeutet aber
gleichzeitig, dass mehr Charakteristiken des Datensatzes verloren gehen.
Die Grenzfa¨lle liefern fu¨r α = 1 keine Vera¨nderung der Messreihe und fu¨r
α = 0 eine konstante Folge, na¨mlich das arithmetische Mittel aus y1 und
yN .
• Bei den Berechnungen des EA und des SEA geht der Wert yi mit dem
Gewicht α ein. Bei der Berechnung des MA in (2.2) geht yi mit dem Ge-
wicht 1n+1 ein. Das und auch die Diskussion der Grenzfa¨lle motiviert die
Interpretation und die Definition des Parameters 1α als Gleitla¨nge.• Im Gegensatz zu MA geht der Wert yi bei der Berechnung des SEA mit dem
gro¨ßten Gewicht ein. Dies gilt schon fu¨r den EA und den rEA, vgl. (2.5)
und (2.6).
3. Beispiele
In den Abschnitten 3.1 und 3.2 widmen wir uns den vorgestellten Beispielen realer
Datensa¨tze gema¨ss Abbildung 3. Daneben betrachten wir noch weitere Beispiele
um die vorgeschlagenen Gla¨ttungsverfahren zu testen und ihre Eigenschaften zu
verdeutlichen. Dies sind im Einzelnen in Abschnitt 3.3 eine U¨berlagerung zweier
Schwingung und in Abschnitt 3.4 ein fourierentwickeltes Rechtecksignal.
Die in den Abschnitten 3.1 und 5 verwendeten Datensa¨tze wurden uns freundli-
cherweise von der Firma Kranz Software Engineering zur Verfu¨gung gestellt.
3.1. Laserausmessung eines Zahnscheibenprofils. Zuna¨chst untersuchen wir
eine typische Messreihe. Bei dieser ist an einer absteigenden Flanke ein zusa¨tzliches
Maximum zu erkennen, das bei der Za¨hlung der Maxima allerdings vernachla¨ssigt
werden soll.
Abbildung 4. Originaldaten einer Laserausmessung und
Gla¨ttung mittels MA (n+ 1 = 20)
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Abbildung 5. Gla¨ttung mittels EA bzw. rEA (α−1 = 20)
Abbildung 6. Gla¨ttung mittels SEA (α−1 = 20)
Alle Ansa¨tze fu¨hren schon bei niedriger Gleitla¨nge (hier 20) zu guten bis sehr guten
Ergebnissen und beseitigen die Sto¨rungen auf den rechten Flanken. Diese Gla¨ttung
ist bei SEA am besten ausgepra¨gt.
Mit Beseitigung der Sto¨rung ist an dieser Stelle eine Gla¨ttung zu verstehen, die
im Sinne der Fragestellung keine weiteren als die gewu¨nschten Extrema aufweist.
Insofern, liefert auch die Gla¨ttung mittels MA in Abbildung 4 trotz der auffa¨lligen
Sto¨rung an der Flanke ein zufriedenstellendes Ergebnis.
In Abschnitt 6 werden wir kurz auf die Wahl der Gleitla¨nge hinsichtlich der Aus-
gangsfragestellung eingehen.
3.2. Daten mit stark destrukturierten Extrema. Durch eine starke Destruk-
turierung des Datensatzes insbesondere in den Extrema kommt es zu einer Vielzahl
unerwu¨nschter Maxima. Das Ziel ist auch hier die Ausgla¨ttung dieser.
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Abbildung 7. Originaldaten einer Laserausmessung mit Artefakten
Abbildung 8. Gla¨ttung mittels MA (n+ 1 = 20 und n+ 1 = 90)
Abbildung 9. Gla¨ttung mittels rEA (α−1 = 20 und α−1 = 90)
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Abbildung 10. Gla¨ttung mittels EA bzw. SEA (α−1 = 20)
In den Abbildungen 7 und 9 sieht man, dass MA und rEA es nicht schaffen, die
starken Artefakte rechts in der Grafik zu gla¨tten. Das Ergebnis kann auch mit stei-
gender Gleitla¨nge nicht verbessert werden. Beim rEA liegt das an der Tatsache,
dass die Sto¨rungen sehr fru¨h auftreten und daher nur wenig Werte zur Berechnung
der Gla¨ttung herangezogen werden. Dieser Effekt wird dadurch, dass die Sto¨rungen
recht stark ausfallen, noch versta¨rkt. Beim MA liegt es an der Tatsache, dass alle
Werte mit dem gleichen Gewicht auftreten und deshalb im Allgemeinen sehr star-
ke Schwankungen in der Messreihe erst bei hoher Gleitla¨nge aufgefangen werden
ko¨nnen.
EA und insbesondere SEA liefern hier auch bei kleiner Gleitla¨nge gute bis sehr gute
Ergebnisse. Bei EA liegt es daran, dass die großen Artefakte sehr spa¨t auftreten
und deshalb sehr viele Werte in die Berechnung mit einfliessen (hier ca 80%). Bei
der Berechnung des SEA spielt die Stelle des Auftretens der Artefakte keine Rolle,
da der Mangel des rEA durch die gleichzeite Verwendung des EA aufgehoben wird.
3.3. U¨berlagerung zweier periodischer Schwingungen. Als erstes ku¨nstli-
ches Beispiel zum Testen der Gla¨ttungsverfahren betrachten wir eine U¨berlagerung
zweier periodischer Schwingungen mit unterschiedlichen Frequenzen. Dabei ist die
Frequenzdifferenz hoch gewa¨hlt und die Amplitude der hochfrequenten Sto¨rung
klein im Vergleich zur Amplitude der niederfrequenten Grundschwingung.
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Abbildung 11. Originaldaten der U¨berlagerung
Abbildung 12. Gla¨ttung mittels MA (n+ 1 = 40 und n+ 1 = 100)
Abbildung 13. Gla¨ttung mittels EA bzw. rEA (α−1 = 40)
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Abbildung 14. Gla¨ttung mittels SEA (α−1 = 40)
Die Gla¨ttungsverfahren MA, EA und rEA haben in dem Beispiel der u¨berlagerten
Schwingung Probleme. MA schafft es mit steigender Gleitla¨nge jedoch eher – wenn
auch nicht viel eher – als rEA und EA die Oberschwingungen auszugla¨ttet. In
diesem Beispiel ist die gleiche Gewichtung aller Beitra¨ge zur Gla¨ttung ein Vorteil
des MA gegenu¨ber dem EA. Wieder liefert auch in diesem Beispiel der SEA das
beste Ergebnis, denn schon bei vergleichbarer mittlerer Gleitla¨nge von 40 werden
die Oberschwingungen beseitigt.
Wir mo¨chten an dieser Stelle betonen, dass der Charakter der Kurve als U¨ber-
lagerung von Schwingungen (Abb. 11) beim U¨bergang zur Gla¨ttung (Abb. 14)
selbstversta¨ndlich vera¨ndert wird. Im Hinblick auf unsere Fragestellung wird der
Charakter der Kurve jedoch allein durch die Grundschwingung bestimmt, und die
Oberschwingung wird als Sto¨rung angesehen. Insofern erha¨lt auch hier die Gla¨ttung
den Charakter der Ausgangskurve.
Diese Vera¨nderung des Schwingungscharakters, also das Ausblenden der Ober-
schwingungen, bedeutet, dass die Gla¨ttungsverfahren im Fall hoher Gleitla¨ngen
als Tiefpassfilter wirken. Zur Diskussion des MA und des EA als Tiefpassfilter und
zu Eigenschaften der zugeho¨rigen Filterfunktionen siehe zum Beispiel [6]. Ein Tief-
passfilter ruft in der Regel eine Phasenverschiebung der Grundschwingug hervor.
Dies kann man hier gut durch das Verschieben der Extrema nach rechts bzw. links
bei der Gla¨ttung mittels EA bzw. rEA (Abb. 13) erkennen. Vergleicht man die
Abbildungen 11 und 14 mit 13 so sieht man dass die Symmetrisierung bei der
Anwendung des SEA die zwei Phasenverschiebungen kompensiert und somit keine
nennenswerte Verschiebung der Extrema auftritt.
3.4. Rechtecksignal mit endlicher Fourierentwicklung. Wir betrachten als
weiteres Beispiel die Fourierentwicklung eines Rechtecksignals bzw. genauer die
Teilsumme zehnter Ordnung der Fourierentwicklung. Deutlich erkennt man in Ab-
bildung 15 das so genannte Gibbssche Pha¨nomen, das durch die hochfrequente
U¨berschwingungen an den Spru¨ngen des Signals charakterisiert ist. Dieses Pha¨no-
men der U¨berschwingung tritt unabha¨ngig davon auf, wie spa¨t die Fourierreihe ab-
gebrochen wird, und ihre Amplitude ha¨ngt von der Amplitude des Rechtecksignals
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ab. Das Pha¨nomen tritt nicht nur bei Rechecksignalen auf, sondern ist grundsa¨tz-
lich zu finden, wenn die Ausgangsfunktion einen Sprung aufweist. Dabei nimmt
die Amplitude der U¨berschwingung zwar mit steigender Ordnung der Fourierent-
wicklung ab, unterschreitet jedoch niemals ca. ∼ 9% der Sprungho¨he. Vergleiche
dazu den scho¨nen U¨bersichtsartikel [3] bzw. den klassischen Artikel [1] oder die
Ausfu¨hrungen in [4].
Abbildung 15. Originaldaten der Fourierentwicklung
Abbildung 16. Gla¨ttung mittels MA (n+ 1 = 40 und n+ 1 = 100)
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Abbildung 17. Gla¨ttung mittels EA bzw. rEA (α−1 = 40)
Abbildung 18. Gla¨ttung mittels SEA (α−1 = 40)
Die Gla¨ttungsverfahren MA, EA und rEA liefern auch hier kein ausreichendes Er-
gebnis. Das wird auch mit steigender Gleitla¨nge nicht besser. Zwar werden die
Amplituden der Schwingungen auf den Plateaus des Rechtecksignals verringert,
verschwinden jedoch auch bei Erho¨hung der Gleitla¨nge nicht in einem befriedigen-
dem Maße. Auffa¨llig ist jedoch insbesondere, dass die Gibbsschen U¨berschwinger
von keinem der drei Verfahren aufgefangen werden. An diesem Beispiel sieht man
auch sehr gut, dass der EA die Symmetrie der Ausgangsdaten nicht wiederspiegelt.
Ein optimales Ergebnis liefert auch in diesem Beispiel der SEA sowohl hinsicht-
lich der Gla¨ttung schon bei mittlerer Gleitla¨nge (hier 40) als auch hinsichtlich der
Symmetrieerhaltung.
4. Die Behandlung von Ausreißern
4.1. Der Median und der gleitende Median. Gegeben sei die Menge von 2`+1
Werten, {z1, . . . , z2`+1}. Zur Bildung des Medians dieser Menge geht man wie folgt
vor. Man sortiere die Werte der Gro¨ße nach und erha¨lt {zi1 , zi2 , . . . , zi` , . . . , zi2`+1}
mit zi1 ≤ zi2 ≤ . . . ≤ zi2`+1 . Der Median ist dann der Wert in der Mitte: m := zi`+1 .
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Es sei nun wie in Abschnitt 2 der Datensatz (y1, y2, . . . , yN , . . .) als eine Reihe von
Messpunkten gegeben. Der gleitende Median mit Gleitla¨nge 2`+ 1 dieser Messreihe
ist eine Reihe von Daten, mi, die durch die folgende Vorschrift definiert sind:
mi := Median der Werte {yi−`, . . . , yi, . . . yi+`} (4.1)
fu¨r i = `+1, . . . , N−`. Auch hier entfa¨llt natu¨rlich die obere Grenze, wenn der Aus-
gangsdatensatz endlich ist. Der Algorithmus zur Berechnung des Medians beno¨tigt
ein Sortierverfahren, fu¨r welches man etwa in [2] Beispiele mit zugeho¨rigen Algo-
rithmen finden kann.
4.2. Die Gla¨ttung von Messreihen mit Ausreißern. Ein Problem, das in der
Praxis auftreten kann, sind Ausreißer im Datensatz. Im Gegensatz zu den Artefak-
ten aus Abschnitt 3.2 sind Ausreißer dadurch charakterisiert, dass sie eine wesentli-
che gro¨ßere Ho¨he relativ zu den Extrema des Datensatzes haben, siehe4 Abbildung
19. Solche extremen Werte wu¨rden bei den hier vorgestellten Verfahren immer Ein-
fluss auf die Gla¨ttung haben und weiterhin als zusa¨tzliche Extrema zu sehen sein,
siehe Abbildungen 20 und 21. Um diese Ausreißer auszusortieren kann man zuna¨chst
– bevor der eigentliche Gla¨ttungsprozess mit den hier vorgestellten Methoden er-
folgt – den Datensatz mit Hilfe eines gleitenden Medians bearbeiten. Das Ergebnis
dieser Medianbildung findet man in Abbildung 22 mit minimaler Gleitla¨nge (hier
9) sowie mit Gleitla¨nge vergleichbar mit denen der verwendeten Gla¨ttungsverfah-
ren. Man sieht neben der Eigenschaft die Ausreißer abzufangen, dass der Median
gla¨ttende Eigenschaften hat. Hierzu verweisen wir auf den na¨chsten Abschnitt.
Abbildung 19. Originaldaten einer Messung mit Ausreißern
4Hier haben wir in die Originalmessreihe aus Abbildung 3 bzw. Abschnitt 3.1 ku¨nstlich Aus-
reißer eingefu¨gt.
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Abbildung 20. Gla¨ttung mittels EA bzw. rEA (α−1 = 40)
Abbildung 21. Gla¨ttung mittels MA (n + 1 = 40) bzw. mittels
SEA (α−1 = 40)
2em
Abbildung 22. Medianbildung mit Gleitla¨nge 9 und 40
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Damit die Ausreißer aus dem Datensatz wirklich eliminiert werden, muss die Gleit-
la¨nge des gleitenden Medians geeignet gewa¨hlt werden. Die Wahl der minimalen
Gleitla¨nge zur Eliminierung aller Ausreißer geschieht wie folgt:
Wa¨hle die Gleitla¨nge 2` + 1 ≤ N des Medians derart, dass sich fu¨r jede (2` + 1)-
elementige Teilmenge {yk, . . . , yk+2`} des Ausgangsdatensatzes ho¨chstens ` Ausrei-
ßer in dieser Teilmenge befinden. Insbesondere reicht bei einzelnen Ausreißern, die
nicht geha¨uft auftreten – das heißt, der Abstand zwischen einzelnen Ausreißer ist
mindestens zwei – eine Gleitla¨nge von 3. In unserem Beispiel gema¨ß Abbildung 19
gibt es vier aufeinanderfolgende Ausreißer, so dass eine Gleitla¨nge von 9 notwendig
ist.
4.3. Der gleitende Median als Gla¨ttungsverfahren. Mit Blick auf Abbildung
22 kann man geneigt sein, den gleitenden Median selbst als Gla¨ttungsverfahren
in Betracht zu ziehen. Aufgrund der bisherigen Diskussion und der folgenden Be-
trachtung ist davon allerdings abzuraten. A¨hnlich wie beim MA muss man auch
beim gleitenden Median eine Verku¨rzung des Datensatzes in Kauf nehmen, wenn
man ihn zur Gla¨ttung benutzt. In den folgenden Abbildungen sind zum Vergleich
der MA (links) und der gleitende Median (rechts) mit Gleitla¨nge 20 bzw. 40 zu
sehen (Abbildung 23 bzw. 24). Als Grundlage haben wir hier die Originaldaten
der Laserausmessung aus Abschnitt 3.1 gewa¨hlt. Wie man schon an diesem Bei-
spiel erkennt, besitzt der MA im Gegensatz zum gleitenden Median die besseren
Gla¨ttungseigenschaften. Daru¨berhinaus neigt der Datensatz nach Anwendung des
gleitenden Medians bei steigender Gleitla¨nge zur Plateaubildung in den Extrema.
Abbildung 23. MA und Medianbildung mit Gleitla¨nge 20
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Abbildung 24. MA und Medianbildung mit Gleitla¨nge 40
5. Praxisdaten im Vergleich
5.1. Vorbereitung der Praxisdaten. In diesem Abschnitt stellen wir anhand
von vier Messreihen zu der in Abschnitt 1 beschriebenen technischen Fragestellung
unsere diskutierten Verfahren vor und begru¨nden anhand der Ergebnisse unser Fa-
zit. Desweiteren werden wir eine notwendige Vorbereitung der Datensa¨tze aus der
Praxis begru¨nden. Wir betrachten hier jeweils zwei Messungen fu¨r die grobe Seite
und fu¨r die feine Seite der Zahnscheibe.
Die Messreihen sind derart, dass vor und nach den eigentlichen Messwerten ein
Nulllauf auftritt. Die La¨nge dieser Nullla¨ufe ist fu¨r die vorliegenden Messreihen wie
folgt:
Messung I II III IV
Nullvorlauf 40 150 80 30
Nullnachlauf 110 110 40 80
Da der Nulllauf verha¨ltnisma¨ßig lang ist, kann man ihn nicht mehr als Menge von
Ausreißern behandeln, vergleiche Abschnitt 4.1. Eine Medianbildung ist also zur
Beseitigung nicht angezeigt. Wie unsere Diskussion zeigen wird, ist eine Abtrennung
des Nulllaufs als Vorbereitung des Datensatzes sinnvoll und sollte der Behandlung
des Nulllaufs als Teil des Datensatzes vorgezogen werden.
In den Abbildungen 25-29 und 31-45 ist fu¨r die Messreihe jeweils links die Messrei-
he inklusive Nulllauf sowie ihre Gla¨ttungen zu sehen. Dabei haben wir bei den
gegla¨tteten Reihen zur besseren Vergleichbarkeit auf den relevanten Teil der Grafik
gezoomt. Rechts findet man dann jeweils die um den Nulllauf bereinigte Messreihe
sowie ihre Gla¨ttungen.
Die erga¨nzende Abbildung 30 zur Messreihe I wird in der folgenden Bemerkung
na¨her erla¨utert.
Wir wa¨hlen eine kleine Gleita¨nge von 10 zum Vergleich der Gla¨ttungsverfahren,
und sehen, dass das in den meisten Fa¨llen genu¨gt.
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Bemerkungen zu den Abbildungen in Abschnitt 5.2
• Zuna¨chst erkennt man, dass das Abtrennen der Nullla¨ufe von der Messreihe
nur bedingt Auswirkung auf die Gla¨ttung des relevanten Messbereiches hat.
• Die im vorigen Punkt gemachte Einschra¨nkung ist aus folgenden Gru¨nden
notwendig.
– Bei einem hohen Nulllauf mit im Vergleich dazu schmalen Extrema
werden die Randextrema gegebenenfalls weggegla¨ttet, siehe Messreihe
IV, Abbildungen 36-40. Da aber die Differenz zwischen der Anzahl
der Za¨hne auf der groben Seite der Scheibe einerseits und der feinen
Seite andererseits relativ gross ist, wa¨re der Verlust der Randextrema
fu¨r die hier betrachtete praktische Fragestellung nicht relevant.
– Auschlaggebend fu¨r die Entscheidung zur Abtrennung des Nulllaufs ist
jedoch der folgende Punkt: In den Praxisdaten ist der Nulllauf nicht
konstant, sondern er weist eine hochfrequente Grundschwingung auf,
die auf eine Vibration des gesamten Versuchsaufbaus zuru¨ckzufu¨hren
sein ko¨nnte, vergleiche Abbildungen 25, 31, 36 und 41. Diese Grund-
schwingung kann erst durch eine Erho¨hung der Gleitla¨nge der Gla¨ttung
aufgefangen werden, und kann somit die Za¨hlung beeinflussen. Verglei-
che dazu auch die Diskussion in Abschnitt 3.3.
• Die symmetrisierte exponentielle Gla¨ttung (SEA) gema¨ß (2.8) ist mit Ab-
stand die effektivste Gla¨ttungsmethode. Sie liefert schon bei kleiner Gleit-
la¨nge sehr gute Ergebnisse und auch bei einer hochfrequenten Sto¨rschwin-
gung reicht eine moderate Gleitla¨nge zur Gla¨ttung aus.
• An Messreihe I lassen sich die im Text beschriebenen Probleme der Gla¨t-
tungsverfahren im Zusammenhang mit stark zerklu¨fteten Extrema erken-
nen, siehe Abbildungen 25-29 und dort speziell das vierte Maximum.
• Der Lo¨sungsvorschlag der Vorgla¨ttung mittels eines gleitenden Medians lie-
fert hier die Lo¨sung. Vergleiche dazu in Abbildung 30 die gezoomte Origi-
nalmessreihe (links) mit der Medianbildung (rechts), die dann als Ausgangs-
reihe herangezogen wird.
5.2. Abbildungen zu den Praxisdaten.
Abbildung 25. Messreihe I, Originaldaten bzw. bereinigte Originaldaten
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Abbildung 26. Messreihe I, Gla¨ttung mit MA, Gleitla¨nge 10.
Abbildung 27. Messreihe I, Gla¨ttung mit EA, Gleitla¨nge 10.
Abbildung 28. Messreihe I, Gla¨ttung mit rEA, Gleitla¨nge 10.
EIN OPTIMIERTES GLA¨TTUNGSVERFAHREN 21
Abbildung 29. Messreihe I, Gla¨ttung mit SEA, Gleitla¨nge 10.
Abbildung 30. Messreihe I, Originaldaten und Medianbildung
mit Gleitla¨nge 9.
Abbildung 31. Messreihe II, Originaldaten bzw. bereinigte Originaldaten
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Abbildung 32. Messreihe II, Gla¨ttung mit MA, Gleitla¨nge 10.
Abbildung 33. Messreihe II, Gla¨ttung mit EA, Gleitla¨nge 10.
Abbildung 34. Messreihe II, Gla¨ttung mit rEA, Gleitla¨nge 10.
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Abbildung 35. Messreihe II, Gla¨ttung mit SEA, Gleitla¨nge 10.
Abbildung 36. Messreihe III, Originaldaten bzw. bereinigte Originaldaten
Abbildung 37. Messreihe III, Gla¨ttung mit MA, Gleitla¨nge 10.
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Abbildung 38. Messreihe III, Gla¨ttung mit EA, Gleitla¨nge 10.
Abbildung 39. Messreihe III, Gla¨ttung mit rEA, Gleitla¨nge 10.
Abbildung 40. Messreihe III, Gla¨ttung mit SEA, Gleitla¨nge 10.
EIN OPTIMIERTES GLA¨TTUNGSVERFAHREN 25
Abbildung 41. Messreihe IV, Originaldaten bzw. bereinigte Originaldaten
Abbildung 42. Messreihe IV, Gla¨ttung mit MA, Gleitla¨nge 10.
Abbildung 43. Messreihe IV, Gla¨ttung mit EA, Gleitla¨nge 10.
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Abbildung 44. Messreihe IV, Gla¨ttung mit rEA, Gleitla¨nge 10.
Abbildung 45. Messreihe IV, Gla¨ttung mit SEA, Gleitla¨nge 10.
6. Fazit
Zur Lo¨sung der in der Einleitung beschriebenen technischen Fragestellung schla-
gen wir als Gla¨ttungsverfahren die in Abschnitt 2.3 definierte symmetrisierte ex-
ponentielle Gla¨ttung (SEA) vor. Um Ausreißer abzufangen, sollte die Gla¨ttung in
Verbindung mit einer vorher durchgefu¨hrten Anwendung des gleitenden Medians
durchgefu¨hrt werden. Fu¨r beide sollte eine moderate Gleitla¨nge gewa¨hlt werden.
Eine a priori Bestimmung der Gleitla¨nge ist aufgrund der technischen Umset-
zung und der damit willku¨rlichen Schwankungen unterliegenden Messreihen nicht
mo¨glich. Vielmehr beruht seine Wahl auf Erfahrungswerten aus der Auswertung ei-
ner hinreichend großen Anzahl von Messreihen. Eine praktische Anwendung dieser
empirischen a priori Festlegung der Gleitla¨nge kann etwa die Aussortierung defekter
Bauteile sein. Die Gu¨te der verwendeten Bauteile kann dann wiederum mit Hilfe
einer Anpassung der Gleitla¨nge beeinflußt werden.
Einerseits weist der SEA schon bei geringen Gleitla¨ngen ein sehr gutes Gla¨ttungs-
verhalten auf und andererseits respektiert er die Symmetrie des Datensatzes. Der
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reine EA ist aus Gru¨nden der Unsymmetrie nicht geeignet, da zu fru¨he Artefakte
nicht hinreichend gegla¨ttet werden ko¨nnen, siehe Abschnitt 3.2, Abbildung 9. Die
sehr guten Gla¨ttungseigenschaften des EA kommen erst nach einer hinreichend
langen Anfangsphase zum Tragen. Trotz der guten Symmetrieeigenschaften ist der
MA nicht in dem gleichen Maße geeignet wie der SEA, da man fu¨r vergleichbare
Gla¨ttung eine ho¨here Gleitla¨nge beno¨tigt und somit eine starke Verku¨rzung des
Datensatzes in Kauf nehmen muss.
Das Vorschalten des gleitenden Medians fa¨ngt zum einen Ausreißer ein, zum ande-
ren schafft er eine Vorabgla¨ttung eventuell vorhandener zerklu¨fteter Extrema. Mit
dieser Form der Entartung haben alle Gla¨ttungsverfahren – wenn auch in unter-
schiedlichem Maße – Probleme bei niedrigen Gleitla¨ngen, vergleiche Abschnitt 3.2
und ebenfalls die Messreihe II, Abbildungen 25-30.
Zur Vorbereitung der Praxisdaten ist eine Abtrennung eines gegebenenfalls vor-
handenen Nulllaufs angezeigt, da dieser die zur Gla¨ttung notwendige Gleitla¨nge
unno¨tig erho¨hen kann, vergleiche Abschnitt 5.1.
Literatur
[1] Gronwall, Thomas Hakon: U¨ber die Gibbssche Erscheinung und die trigonometrischen Sum-
men
∑n
k=1
1
k
sin kx. Math. Ann. 72 (1912), no. 2, 228243.
[2] Gumm, H.-P. und Sommer, M.: Einfu¨hrung in die Informatik. Oldenbourg Verlag, 4. Aufl.,
2000.
[3] Hewitt Edwin und Hewitt, Robert E: The Gibbs-Wilbraham Phenomenon: An Episode in
Fourier Analysis. Arch. Hist. Exact Sci. 21 (1979-1980), no. 2, 129-160.
[4] Howell, Kenneth B.: Principles of Fourier Analysis. Chapman & Hall/CRC, 2001.
[5] Klinker, Frank: Exponential Moving Average versus Moving Exponential Average. Math. Se-
mesterber. 58 (2011), no. 1, 97-107.
[6] Kreiß, Jens-Peter und Neuhaus, Georg: Einfu¨hrung in die Zeitreihenanalyse. Springer, 2006.
Preprints ab 2010/03
2012-05 Frank Klinker and Gu¨nter Skoruppa
Ein optimiertes Gla¨ttungsverfahren motiviert durch eine technische Fragestellung
2012-04 Patrick Henning, Mario Ohlberger, and Ben Schweizer
Homogenization of the degenerate two-phase flow equations
2012-03 Andreas Ra¨tz
A new diffuse-interface model for step flow in epitaxial growth
2012-02 Andreas Ra¨tz and Ben Schweizer
Hysteresis models and gravity fingering in porous media
2012-01 Wilfried Hazod
Intrinsic topologies on H-contraction groups with applications to semistability
2011-14 Guy Bouchitte´ and Ben Schweizer
Plasmonic waves allow perfect transmission through sub-wavelength metallic gratings
2011-13 Waldemar Grundmann
Moment functions and Central Limit Theorem for Jacobi hypergroups on [0,∞[
2011-12 J. Koch, A. Ra¨tz, and B. Schweizer
Two-phase flow equations with a dynamic capillary pressure
2011-11 Michael Voit
Central limit theorems for hyperbolic spaces and Jacobi processes on [0,∞[
2011-10 Ben Schweizer
The Richards equation with hysteresis and degenerate capillary pressure
2011-09 Andreas Ra¨tz and Matthias Ro¨ger
Turing instabilities in a mathematical model for signaling networks
2011-08 Matthias Ro¨ger and Reiner Scha¨tzle
Control of the isoperimetric deficit by the Willmore deficit
2011-07 Frank Klinker
Generalized duality for k-forms
2011-06 Sebastian Aland, Andreas Ra¨tz, Matthias Ro¨ger, and Axel Voigt
Buckling instability of viral capsides - a continuum approach
2011-05 Wilfried Hazod
The concentration function problem for locally compact groups revisited: Non-dissipating
space-time random walks, τ -decomposable laws and their continuous time analogues
2011-04 Wilfried Hazod, Katrin Kosfeld
Multiple decomposability of probabilities on contractible locally compact groups
2011-03 Alexandra Monzner* and Frol Zapolsky†
A comparison of symplectic homogenization and Calabi quasi-states
2011-02 Stefan Ja¨schke, Karl Friedrich Siburg and Pavel A. Stoimenov
Modelling dependence of extreme events in energy markets using tail copulas
2011-01 Ben Schweizer and Marco Veneroni
The needle problem approach to non-periodic homogenization
2010-16 Sebastian Engelke and Jeannette H.C. Woerner
A unifying approach to fractional Le´vy processes
2010-15 Alexander Schnurr and Jeannette H.C. Woerner
Well-balanced Le´vy Driven Ornstein-Uhlenbeck Processes
2010-14 Lorenz J. Schwachho¨fer
On the Solvability of the Transvection group of Extrinsic
Symplectic Symmetric Spaces
2010-13 Marco Veneroni
Stochastic homogenization of subdifferential inclusions via scale integration
2010-12 Agnes Lamacz, Andreas Ra¨tz, and Ben Schweizer
A well-posed hysteresis model for flows in porous media and
applications to fingering effects
2010-11 Luca Lussardi and Annibale Magni
Γ-limits of convolution functionals
2010-10 Patrick W. Dondl, Luca Mugnai, and Matthias Ro¨ger
Confined elastic curves
2010-09 Matthias Ro¨ger and Hendrik Weber
Tightness for a stochastic Allen–Cahn equation
2010-08 Michael Voit
Multidimensional Heisenberg convolutions and product formulas
for multivariate Laguerre polynomials
2010-07 Ben Schweizer
Instability of gravity wetting fronts for Richards equations with hysteresis
2010-06 Lorenz J. Schwachho¨fer
Holonomy Groups and Algebras
2010-05 Agnes Lamacz
Dispersive effective models for waves in heterogeneous media
2010-04 Ben Schweizer and Marco Veneroni
Periodic homogenization of Prandtl-Reuss plasticity equations in arbitrary dimension
2010-03 Holger Dette and Karl Friedrich Siburg and Pavel A. Stoimenov
A copula-based nonparametric measure of regression dependence
