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ABSTRACT
Swartz, Drew E. PhD, Purdue University, December 2015. Analysis of Models for
Curvature Driven Motion of Interfaces. Major Professor: Nung Kwan Yip.
Interfacial energies frequently appear in models arising in materials science and
engineering. To dissipate energy in these systems, the interfaces will often move by a
curvature dependent velocity. The present work details the mathematical analysis of
some models for curvature dependent motion of interfaces. In particular we focus on
two types, thresholding schemes and phase field models. With regard to threshold-
ing schemes, we give a new proof of the convergence of the Merriman-Bence-Osher
thresholding algorithm to motion by mean curvature. This new proof does not rely
on the scheme satisfying a comparison principle. The technique shows promise in
proving the convergence of thresholding schemes for more general motions, such as
fourth-order motions and motions of higher codimension interfaces. The application
of the proof technique to these more general schemes is discussed, along with rigorous
consistency estimates.
With regard to phase-field models, we examine the L2-gradient flow of a second
order gradient model for phase transitions, introduced by Fonseca and Mantegazza.
In the case of radial symmetry we demonstrate that the diffuse interfacial dynamics
converge to motion by mean curvature as the width of the interface decreases to zero.
This is in accordance with the first-order Allen-Cahn model for phase transitions. But
unlike the Allen-Cahn model, the gradient flow for the Fonseca-Mantegazza model is
a fourth-order parabolic PDE. This creates new and novel difficulties in its analysis.
1
1. INTRODUCTION
Interfacial energies play an important role in the modeling of many physical systems.
For motivation let us discuss a few important examples. In polycrystalline materials,
the microstructural layout of the material consists of distinct regions of differing crys-
tallographic orientation, known as grains. The interfaces between these regions are
called grain boundaries. The material will diffuse in a way so as to reduce surface ten-
sion effects introduced by these interfaces [1]. Another example stems from biological
systems. Cell membranes will evolve toward shapes with lower bending energies [2].
Geometrically this is known as the Willmore Energy. Interfaces of higher codimension
may also arise, such as in the modeling of vortex-filaments in superconductors. The
length of the filament contributes to the overall energy of the system, and as such,
the system will evolve towards states in which this length is minimal [3, 4]. In this
thesis we conduct a mathematical examination of some models for interfacial motion
governed by energy dissipation. Our focus will be centered on a class of computa-
tional models, known as thresholding schemes (chapters 2 and 3) and a higher order
phase-field model for modeling diffuse interfaces (chapter 4). We establish qualitative
properties of these models, such as convergence to an underlying motion law. And
in the case of the thresholding schemes, we establish quantitive properties such as
convergence rates and explicit stability estimates.
1.1 Curvature Driven Flows of Interfaces
The evolutions we consider arise as steepest descent flows, or gradient flows of an
interfacial energy. Let us give a brief review of the concept of a gradient flow. For
2
simplicity we do this in the Hilbert space setting. Take X to be a Hilbert space, and






= dE(x) · g
is a bounded linear functional on X. By the Riesz representation theorem, there is an
element x′ ∈ X such that dE(x) · g = 〈g, x′〉 for all g ∈ X. This element x′ is called
the gradient of E at x and is denoted ∇XE(x). We say u : R+ −→ X is a gradient
flow starting from u0 if u solves the following evolution equation
∂tu = −∇XE(u)
u(0) = u0.
The gradient depends on the choice of inner product for X (which determines the
topology on X), and there may be different inner products one could choose from.
Each choice yields a distinct gradient flow and unique behavior. We will provide
examples below which illustrate this. However a commonality between all gradient
flows is that they are energy decreasing, which can be seen through the following
relation




In fact, a gradient flow is an evolution in the direction of steepest descent for the
energy under the given topology. As such they are fundamental in the modeling of
physical systems which evolve according to energy dissipation.
A number of curvature driven flows of interfaces can be thought of as gradient flows
of an interfacial energy. Perhaps the most standard example of a curvature driven
flow is motion by mean curvature (MMC). Under this flow, the normal velocity vn is
given by
vn = H.
Here H is the scalar mean curvature vector for the manifold. This can be described as
the L2 gradient flow for the surface area functional of a manifold [5, 6]. To illustrate
3
















By definition we have d
dt
E(Γ+tg~n) = 〈∇L2E(Γ), g〉L2(Γ). Comparing the two equations
we conclude ∇L2E(Γ) = −H. In which case the L2 gradient flow equation becomes
∂tΓ = H~n.
The energy dissipation in this case is given by the relation






Figure 1.1.: Ellipse evolving by mean curvature
As mentioned above, a different choice of inner product changes the gradient flow.
For instance, one may look instead at the gradient flow of the surface energy function









Here ∆Γ denotes the Laplace-Beltrami Operator to the interface. The first variation









(−∆−1Γ g)∆ΓHdA = 〈g,∆ΓH〉H−1(Γ).
4
Thus the H−1 gradient flow equation is
∂tΓ = −∆ΓH~n.
This evolution is known as motion by surface diffusion. Manifolds evolving by surface
diffusion preserve the volume of the enclosed region, whereas manifolds evolving by
mean curvature do not. This fact demonstrates that gradient flows for the same energy
functional, but under different topologies, can exhibit very different behaviors.
Another interfacial motion arising as a gradient flow is the so-called Willmore












Here K is the Gaussian curvature of the manifold. The Willmore functional is a
penalization on the bending of the manifold, and plays a role in the shape of vesicle
membranes [2, 10].
1.2 Phase Field Models and Singularly Perturbed Problems
Phase field models are a common modeling technique used in engineering and
materials science. It is a versatile technique in that many different phenomenon
can be modeled under a common theme. Certain phase field models are intricately
connected to the curvature driven flows of interfaces. For instance, in [1] a diffuse
interface model for studying phase separation is introduced. A re-scaled version has










Here W is a double well potential, which is zero if an only if u = ±1 and is strictly
positive otherwise. A standard example is W (u) = (1 − u2)2. In this model u is an
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order-parameter. Regions of the domain where u ≈ 1 represent locations of one phase
of the material, and regions where u ≈ −1 represent the other phase. ε represents
the width of the transition layer between different phases.
Mathematically, the Allen-Cahn Energy is an approximation of the interfacial
surface area between different phases. This has been made rigorous using the language
of Γ-convergence [11,14]. Γ-convergence gives a notion to describe the convergence of
variational problems. For a more detailed discussion of the theory of Γ convergence
please refer to Appendix A. For the Allen-Cahn energy it can be shown that
• (Compactness) If {FACε (uε)}ε is a uniformly bounded sequence, then (after
passing to a subsequence) uε −→
L1(Ω)
u ∈ BV (Ω; {−1, 1}) as ε→ 0+.
• (Convergence of Minimizers) If uε are minimizers of FACε , then this (sub-
sequential) L1 limit, u, will minimize the perimeter functional
F(u) = m0Per({u = 1}).
Here m0 is a constant representing an optimal transition energy. In particular, define
the optimal phase transition profile connecting −1 to 1, Φ, as





|f ′|2 +W (f)dx,
where the minimum is taken over functions f ∈ χ + H1(R) (χ is a smooth function






|Φ′|2 +W (Φ)dx. For the standard double well potential, W (u) = (1−u2)2,
the optimal phase transition profile will be Φ(x) = tanh(x).
A natural step in the study of this model is to consider time evolution. In par-
ticular, given that Γ − limε→0+ FACε = F (i.e. FACε approximates perimeter in a
certain sense) one may wonder if the ε → 0+ limit of the L2 gradient flow of FACε
is equal to the L2 gradient flow of perimeter, namely motion by mean curvature. It
is not always true that Γ-convergence implies convergence of gradient flow dynamics.
The relationship between Γ-convergence of energies and the convergence of gradient
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flow dynamics for general energies was studied by Sandier and Serfaty in [16]. Their
framework requires one to establish specific bounds on gradients and velocities, which
do not always hold in general, and need to be checked on a case by case basis.
Nevertheless it is indeed the case that the L2 gradient flow of FACε converges to
motion by mean curvature. This was shown in a number of works [12,13,15,17]. Let
us now elaborate on this with more detail. The L2 gradient flow for FACε (re-scaled
in time) is
∂tu
ε = ∆uε − 1
ε2
W ′(uε). (1.1)
One can perform a formal asymptotic analysis to derive the leading order structure
of the solution. For instance it is natural to make the ansatz that near a phase
interface, uε is approximately a one-dimensional profile centered along the interface.






Here sdist denotes the signed distance function to some n-dimensional manifold Γ(t).
Plugging this ‘guess’ into (1.1) and equating terms with the same powers of ε yields
the leading order estimate of the profile shape and motion
ε−2 : f ′′ −W ′(f) = 0
ε−1 : ∂tΓ(t) = ∆sdist(·,Γ(t)) ≈ nH~n
Here H denotes the mean curvature of Γ(t). To ensure that the profile shape is as
stable as possible, one takes f to be Φ, the optimal phase transition profile described












for any g such that 〈g,Φ′〉L2(R) = 0. One may continue improving this ansatz by





+ εv1 + ε
2v2 + ..., and









This idea was made rigorous by De Mottoni and Schatzman in [17]. Part of our work
in this thesis is motivated by this approach.
Specifically, in Chapter 4 we will establish a similar evolution result for another









This model was introduced by Fonseca and Mantegazza in [18]. As is the case with
Allen-Cahn, Fε approximates a perimeter functional. Mathematically, this model
presents some interesting difficulties, as its Euler-Lagrange and gradient flow equa-
tions are fourth-order PDE. We establish the convergence of the L2 gradient flow to
motion by mean curvature, in the case of radial symmetry and with certain assump-
tions on the potential.
Related to the Allen-Cahn model for phase-transitions is the Ginzburg-Landau
model for super-conductivity. In this model one uses a complex-valued order param-









If u exhibits non-trivial winding about ∂Ω, then vortex structures will develop. These
are regions where u = 0. In the case that Ω ⊂ R2 these will be point vortices, and
extensive work has focussed on this setting (see [19,20] for a detailed overview). In the
case that Ω ⊂ R3, vortex filaments develop. It is known in this setting that FGLε (u)
approximates the length of the vortex filament. Furthermore the L2 gradient flow
dynamics of this energy converges to motion by mean curvature as ε → 0+ [21, 22].
In Chapter 3 we examine a computational model related to this phenomena.
A Phase field approximation to the Willmore functional has also been considered
[10, 23]. The idea in this model is that the L2 gradient of FACε should serve as an
approximation of the mean curvature of the phase boundary. Thus one defines the









Numerical simulations are performed in [10] and a Γ-convergence result is established
in [23] verifying that this is indeed the case (see also [2]).
1.3 Threshold Dynamics
Numerical simulations based on phase field models present two difficulties. First
the equations are non-linear. Second the ‘smallness’ of the ε parameter makes the
numerical algorithms stiff. To be close to the limiting geometric information, one
wants ε to be small. But to accurately resolve the interface location one needs the
spatial grid size to be much smaller than ε.
To combat these difficulties, Bence-Merriman-Osher introduced very simple nu-
merical schemes, called thresholding algorithms [24]. Their original algorithm per-
tained to motion by mean curvature of a phase interface separating two phases.
Throughout the thesis we will refer to this algorithm as diffusion generated motion
or MBO. In the algorithm one starts with a set Ω representing the location of one of
the phases. One then repeats the following two steps:
• Diffuse Set u := Gδt ∗ (21Ω − 1).









) is the Green’s Function for the heat equation. This
scheme can be seen as a formal splitting of the Allen-Cahn dynamics. Indeed, when
considering the gradient flow equation, ∂tu = ∆u − 1ε2W
′(u), the laplacian term
introduces a diffusive effect, and the reaction term forces u toward the stable states
for W . In MBO, the diffusion is done by convolution with the Green’s function, and
the reaction is replaced by instantaneous projection onto the stable states. Most
importantly both steps of the scheme are numerically very easy to carry-out.
As the time step parameter δt tends to 0, it is the case that the MBO dynamics
converge to a continuous motion by mean curvature. Let us give a brief heuristic
computation supporting this fact. If ~n and H are the inward pointing normal and
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(a) Initial Set Ω (b) Diffusion: Gδt ∗ 1Ω (c) Update via
Thresholding
Figure 1.2.: MBO Dynamics. Images due to [25]
mean curvature of Ω at a particular point s0, then one can derive the asymptotic
expansion














(we discuss this expansion in more detail in Chapter 3). The pre-factor n arises
as the dimension of the interface. Setting this expansion equal to zero yields y =
nHδt+O(δt2). Thus the 0-level set has been perturbed approximately according to
mean curvature flow.
Rigorous convergence proofs were established independently by Evans and Barles-
Georgelin in [26] and [27] respectively. These proofs take advantage of the theory of
viscosity solutions for second order parabolic differential equations, and as such rely
on the fact that the MBO scheme satisfies a comparison principle. This detail will be
important in the discussion to follow. For a detailed definition of viscosity solutions
to second order partial differential equations, please refer to Appendix A. Specifically
the convergence proofs of [26,27] utilize viscosity sub and super-solutions of the level






Viscosity solutions to this PDE satisfy a comparison principle, and the level sets of
u moves by mean curvature. Let {Ωn} denote the set generated by the nth iteration
of MBO and Uδt(·, nδt) = 21Ωn − 1. These proofs show that lim supδt→0+ Uδt and
lim infδt→0+ Uδt are viscosity sub and super-solutions, respectively, of the level set
formulation. This fact can then be used to show that the singular interface coincides
with mean curvature flow.
The thresholding ideas of MBO have been extended to approximate fourth-order
flows such as Willmore and surface diffusion [28, 29], anisotropic motion by mean
curvature [30], and motion by mean curvature for filaments [31]. In the former two
cases the kernels involved are non-positive, and the latter involves systems. Thus
they differ crucially from the original MBO scheme in that these new schemes do
not satisfy a comparison principle. The original convergence proofs for MBO do not
generalize to these schemes, and rigorous convergence proofs have still yet evaded the
community. This motivates a large portion of the work in this thesis. In Chapter
2 we give a new convergence proof of the MBO scheme which does not rely on the
comparison principle. In Chapter 3 we discuss applications of this proof technique to
thresholding schemes involving non-positive kernels and for motion by mean curvature
of filaments.
1.4 Outline of the Thesis
In this section we outline the thesis and give a brief statement of the main results.
More detailed statements are given in the subsequent chapters.
In Chapter 2 we present a new proof of the MBO scheme. This proof differs
fundamentally from those in [26] and [27] in that it does not rely on the scheme
satisfying a comparison principle. It also offers other advantages, in that it establishes
a convergence rates for the scheme and explicit stability estimates for the curvature
of the approximating manifold. We prove three main results in this chapter, which
we now outline. Let Ωnδt ⊂ Rn+1 denote the set generated by the nth iteration of
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MBO with time step δt, and define Γnδt to be ∂Ωn. Γnδt is the approximation to mean
curvature flow (at time t = nδt), and thus will often be referred to as the numerical
manifold. The first result is a consistency estimate
Theorem 1.1 (Consistency) Let X(t) denote smooth mean curvature flow starting




∣∣dist (x,X(δt)) ≤ C(Γ0)}
The constant C(Γ0) depends only on the initial manifold Γ0.
The second result is a stability estimate. Our goal is to control the curvature of the
numerical manifold.
Theorem 1.2 (Stability) Let Aδt (resp. A0) denote the second fundamental form
of Γδt, (resp. Γ0). The following estimate holds
‖Aδt‖ ≤ ‖A0‖+ C‖A0‖3δt.
The constant on the right hand side is independent of Γ0.
The consistency estimate together with the stability estimate allow us to prove con-
vergence to mean curvature flow.
Theorem 1.3 (Convergence) Γnδt −→
nδt→t
X(t).
Specifically the convergence is formulated weakly in the space of functions of bounded
variation. The main idea of our approach is the establishment of an asymptotic
expansion for U := Gδt ∗ (21Ω − 1). Namely we show,









Here G1−d is the Green’s function in one spatial dimension. This allows us to rather
accurately locate the 0-level set of U , and hence the approximating manifold, which
leads to a rigorous consistency analysis. A stability analysis is then performed using
the implicit function theorem.
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In Chapter 3 we discuss the generalization of this idea to other threshold schemes,
which do not satisfy a comparison principle. For hypersurface motion we restrict
to schemes involving radially symmetric kernels with a large positive mass near the
origin, but not everywhere positive. This is true of the kernels for Willmore and
Surface diffusion flow introduced in [28]. We also adapt the aproach to study a
thresholding scheme for producing a filament moving by mean curvature, abbreviated
CDGM for complex diffusion generated motion. In all these cases we are able to prove
consistency of the scheme, their stability analysis is ongoing work.
Finally in Chapter 4 we analyze a second order gradient model for phase transi-
tions, introduced in [18]. In particular we are interested in characterizing the asymp-
totics of the L2 gradient flow dynamics as the width of the transition layer tends to
zero. In the case of radial symmetry we estabilish that the limiting dynamics are
a ‘sharp interface’ moving by mean curvature. There are three main steps in doing
this. First we explicitly find the optimal phase transition profile for the model. This
function is defined as





|f ′′|2 +W (f)dx.
The minimization is taken over functions tending to ±1 as x→ ±∞, i.e. heteroclinic
orbits between the stable states for the potential W . Then we perform a stability
analysis for Φ.
Theorem 1.4 (Stability of Φ modulo Translation) There exists λ > 0 such that
for any g ∈ H2(R) in which
∫
R gΦ














This theorem is proved by performing a spectral analysis for the associated linear
operator L := d
4
dx4
+ W ′′(Φ). Namely it is shown that the null space of L is one
dimensional (and spanned by Φ′, corresponding to the translation invariance of the
energy). These facts then allows us to establish the asymptotics of radially symmetric
solutions to the gradient flow equation.
13
Theorem 1.5 (Solution of the Gradient flow Equation) Let U be the radially






W ′(U) = 0,



















The diffuse interfacial radius is of the form ρ(t) = ρ0(t) + O(ε), where ρ0(t) is the






, ρ0(0) = r0.
In the last section of Chapter 4 we discuss some analysis for a model related to
that of Fonseca-Mantegazza. This new energy includes a negative penalization of the
gradient. We perform some preliminary analysis and pose some questions for future
research.
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2. CONVERGENCE OF DIFFUSION GENERATED
MOTION TO MOTION BY MEAN CURVATURE
2.1 Introduction
Motion by mean curvature is a fundamental geometric motion arising in the sci-
ences. Mathematically it can be thought of as the L2 gradient flow for the area
functional of a manifold, i.e. it is a steepest descent movement for decreasing the
area of a manifold. In applications, this arises naturally in modeling the evolution
of interfaces subjected to surface tension. Mathematically, the evolution is typically
described by stating that the normal velocity at each point is equal to the mean
curvature, i.e.




Here κi are the principal curvatures for the manifold. This evolution can also be
thought of as the manifold analogue of the heat equation. More specifically, given
an embedding F0 of a manifold M into Rd, we say that Mt = F (M, t) is a mean
curvature evolution starting from M if F solves the following equation,
∂tF = ∆MtF,
F (·, 0) = F0.
Here ∆Mt denotes the Laplace-Beltrami operator on the manifold Mt.
The interfaces modeled by this geometric flow can often undergo topological
changes, for example the elimination of grains in materials science. Therefore it
is desirable to use mathematical models which allow for such topological changes. A







where W (u) = (1 − u2)2 is the standard double-well potential. As u evolves under
this equation, it will separate into two regions/phases where it is approximately equal
to 1 and a region where it is approximately equal to −1. Between these two stable
nodes, u will have a diffuse transition layer of thickness O(ε). This diffuse transition
layer will in turn evolve approximately by mean curvature. Convergence has been
shown rigorously by a variety of authors, [12,13,17,32,33].










The zero level set of the solution, u, of this equation will evolve by mean curvature.
The theory surrounding this equation has been developed independently by Evans-
Spruck [34] and Chen-Giga-Goto [35].
A challenging aspect of the preceding formulations is that the equations involved
are non-linear, and the Allen-Cahn equation exhibits numerical stiffness for small ε.
Merriman-Bence-Osher developed a thresholding algorithm to circumvent these issues
while still allowing for topological changes. This algorithm will be frequently be
referred to as diffusion generated motion. The scheme was first introduced in [24]. It
can be formally thought of as a splitting algorithm for the Allen-Cahn equation. The
diffusion generated motion algorithm is as follows. Begin with connected set Ω0 ∈ Rn
with boundary Γ0. The increment Γδt is constructed from Γ0 by the following two
steps.
Step 1 Solve the linear heat equation:
Ut −∆U = 0, in Rn × [0, δt] (2.1)
U(0, ·) = 2 · 1Ω0 − 1. (2.2)





The algorithm is then iterated by repeating steps 1 and 2 (but with the re-initialized
initial data in step 1). The following sets are then generated:
{Γnδt}n=0,1,2...
The authors in [26] and [27] prove that the algorithm converges, by showing that
lim supU and lim inf U convege to viscosity sub and super solutions (respectively) of
Evans and Spruck’s level set formulation of mean curvature flow. These proofs rely
on properties of viscosity theory of PDE, and in particular the comparison principle
for parabolic PDE.
In this chapter we provide a new proof of the convergence of the algorithm, inde-
pendent and different from the two prior proofs. Our proof does not rely on viscosity
theory or the maximum principle. It furthermore provides a convergence rate for
the algorithm. The motivation for doing this arises in the study of thresholding
schemes for other geometric motions. In particular, this style of proof is applicable
to thresholding schemes for Willmore and Surface Diffusion flows, which are fourth
order flows; and also, a thresholding scheme for higher co-dimension mean curvature
flows, which involve systems of parabolic equations.
2.2 Main Results and Outline of Proof
We first define some commonly used notations. The scheme will start with an
initial smooth manifold, denoted by Γ0.
(i) X(Γ0, t) will denote at time t the manifold flowing by mean curvature, starting
from Γ0.
(ii) The diffusion generated manifold after n iterations will be denoted by Γnδt. We
will often refer to this as the numerical manifold, due to the fact that it is the
intended numerical approximation to mean curvature flow.
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Our main result is that Γnδt converges to motion by mean curvature up to a time
T depending on the initial manifold Γ0. The dependence will be made precise later.
In particular we prove the following convergence theorem.
Theorem 2.1 There exists a time T depending on the initial manifold Γ0 such that
for 0 ≤ n ≤ b T
δt
c, Γnδt remains an embedded manifold. Furthermore, Γnδt converges
to motion by mean curvature in the following BV sense:
Set Ωnδt to be the interior to Γnδt, and χnδt = 1Ωnδt. Then χnδt → χ∗t in L1([0, T ] ×



































for all ζ ∈ C∞( ¯Λ× [0, T ],Rn), ζ = 0 on ∂Λ × [0, T ]; and all ξ ∈ C∞( ¯Λ× [0, T ],R),
ξ = 0 on ∂Λ× [0, T ] ∪ Λ× {0}
The BV formulation for motion by mean curvature that we use is due to Luckhaus
and Sturzenhecker in [36]. The proof relies on two main statements: consistency and
stability. The former states that for 0 < t < δt 1, the distance between X(Γnδt, t)
and Γ(n+1)δt are o(δt). The order will be made precise during the proof. The latter
states that there is uniform bound for the curvatures of the Γnδt’s. Next we give an
outline of the whole proof and procedure.
2.2.1 Step I. Construction of ansatz.
At each step of the scheme, we will be solving the linear heat equation
Ut −∆U = 0, for (x, t) ∈ Rn × [0, δt] (2.4a)
U(·, 0) =
 1 if x ∈ Ω−1 if x /∈ Ω , (2.4b)
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where Ω is an open set in Rn with smooth boundary. The main idea is to formulate
an appropriate ansatz for the solutions to (2.4a) - (2.4b). More specifically we need
to formulate an ansatz which is easily comparable to the target flow, namely motion
by mean curvature. Start with an initial smooth hypersurface in Rn+1, Γ0. Take Ω
to be the interior to Γ0. Let r(·, t) denote the signed distance function to X(Γ0, t),
with the convention that r > 0 in the interior of X(Γ0, t). We formulate our ansatz
as
U = U0 + U1,










The analysis we carryout in the paper will show that U is very close to being a one-
dimensional profile in the variable r, with the profile given by (2.5). U1 is considered
to be the error term, and an explicit representation for this term may be derived. Let
us first comment that U0 is a modified error function, and is chosen because it solves
the one dimensional linear heat equation in (r, t):
U0t = ∂rrU
0 (2.6a)
U(r, 0) = 2 · 1(0,∞) − 1. (2.6b)
Next we analyze the error term, U1. Since U solves the linear heat equation, we
know that
U1t −∆U1 = −(U0t −∆U0).
Furthermore the initial data for U is the same as the initial data for U0, i.e. U1 has
zero initial data. Through this equation we can write an explicit representation for
U1 via convolution with the Green’s function:





G(x− y, t− τ)
(
U0t (y, τ)−∆U0(y, τ)
)
dydτ, (2.7)
where G is the green’s function on Rn+1 The explicit representations (2.5) and (2.7)
allow us to carry out a detailed analysis of solutions to (2.4a) - (2.4b).
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2.2.2 Step II. Consistency estimate.
The consistency estimates of the paper will be phrased in terms of Hausdorff










Here ‖A0‖2 is a norm placed on the Weingarten Map for Γ0. This notation will be
made precise later. Heuristically this means Γδt lies within a tubular neighborhood




2 . The main idea underlying this




and |U1| ≤ ‖A0‖2δt. Thus U0(·, δt) + U1(·, δt) can only be zero





2.2.3 Step III. Stability Estimates
Next comes the study of the stability of the algorithm. In doing this, we study
the curvature of the manifold after a time step, Γδt, in relation to curvature of the
initial manifold, Γ0. The first step in doing this is to locally describe Γδt as a graph
over a tangent plane to X(Γ0, δt).
The implicit function theorem gives us a function g defined over a tangent plane
to X(Γ0, δt), such that locally Γδt is the graph of g. Furthermore, if (x̄, z̄) denote the
variables along the tangent plane, and normal direction respectively, then,
∇x̄g(x̄) = −(∂z̄U(x̄, g(x̄))−1∇x̄U(x̄, g(x̄)).
The idea now is to study the curvature of Γδt through the second derivatives of g,
which can be obtained by differentiating the formula above. In particular, Weingarten
map of Γδt can be expressed as,
Aδt = ∇2x̄g + error,
(this will be made precise later). Analyzing the hessian of g it is found that,








This leads to the following stability estimate.
‖Aδt‖ ≤ ‖A0‖+ C‖A0‖3δt,
in which the constant C is independent of ‖A0‖. This inequality can then be iter-
ated, leading to the conclusion that the curvature of our numerical approximation is
bounded over multiple iterations of the scheme.
2.2.4 Step IV. Convergence.
Utilizing the consistency and stability estimates, the final step is to prove con-
vergence to mean curvature motion. We use a weak definition of mean curvature
motion for sets of finite perimeter (c.f. [36]), which was detailed in the statement of
Theorem 2.1. Using the notation of Theorem 2.1, we show that χnδt converge to a
limiting function χ∗t ∈ BV (Rn+1; {0, 1}) as nδt → t. Furthermore, ∂{χ∗ = 1} is a
mean curvature flow in the sense of (2.3a) - (2.3b). Essential in doing this is to prove




The main ingredient in doing this is the ball lemma. This lemma implies that we may
place an annulus or uniform radius about each Γnδt, which does not intersect itself
(see Lemma B.3).
Another prominent weak definition of mean curvature flow is the varifold formula-
tion of Brakke [6,37]. It is also possible to prove the convergence of this algorithm to
a Brakke flow. We chose the BV definition above however, as rectifiable varifolds may
not have multiplicity one (multiplicity one is ’analogous’ to a embedded manifold).
We do not have this issue however in dealing with sets of finite perimeter.
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2.2.5 Some Notation and Conventions about the Initial Data
We list a number of notational conventions used in the paper.
• dH(·, ·) will denote the Hausdorff distance between sets. The consistency of the
algorithm will be stated using this measurement.
• At will denote the Weingarten map of the numerical manifold. The stability
estimates for the algorithm will be phrased in terms of this entity. This map
depends on the embedding map and choice of the normal, but these will be
clear in the contexts in which they are used. (c.f. Appendix)
• We will also need to discuss the Weingarten map of other manifolds (typically
the manifold moving by mean curvature, starting from Γ0). When discussing
the Weingarten map of a manifold, M , we will use the notation AM .
• |At|2 will denote the squared norm of the Weingarten map. The stability esti-
mates will be specifically phrased in terms of this quantity. While the Wein-
garten map is defined in terms of an embedding map, the squared norm is in-
trinsic to the manifold. In general, the squared norm of a matrix is Tr(MMT ).
For a symmetric matrix, this is the sum of the squares of the its eigenvalues.
The eigenvalues of the Weingarten map are the principle curvatures of the man-
ifold. Hence, |A|2 is equal to the sum of the squared principle curvatures, and
therefore controls the curvature information relevant in the algorithm.
• ‖At‖2 will be short-hand notation for sups∈Γt |At(s)|2.
• H(M) will denote (n times the) mean curvature of a manifold M , and ‖H(M)‖
will be taken to be the point-wise L∞ norm of the mean curvature over a
manifold M .
• PM(y) will denote the projection of a point y ∈ Rn+1 onto a manifold M . This
operator will play a role in our stability analysis.
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• rca(Λ) will denote the banach space of regular Borel measures on a set Λ.
• Throughout the estimates in the paper, constants and bounded functions will
be grouped as C and O(1) respectively. Such terms have no dependence on
‖A0‖ or δt (in the case of δt, this means they will not be increasing as δt→ 0).
From one line to the next, C and O(1) terms may change, but we will still
simply refer to such terms as C and O(1).
• There are however two specific constants which we single out in the paper,
denoted C0 and C1. These will pertain to the stability estimates, and we make
special note of them for the purposes of the iteration argument we perform in
that section.
• err will sometimes be used to denote a function whose C2 norm is exponentially
small in δt, i.e. ‖err‖C2 ≤ C(δt)α exp(− C̃δt) for some constants C and C̃.
Next we discuss some conventions for the initial manifold Γ0. First we assume that
Γ0 is a compact embedded n-dimensional manifold in Rn+1. The time step, δt will





Second, δt will need to be small relative a maximal radius R(Γ0) for which Γ0 satisfies











for multiple iterations. Note that Lemma 2.1 plus this assumption yield that for all
τ ∈ [0, δt],






| log δt| 12
)
≤ C‖A0‖.
We will frequently use this estimate in the analysis below.
Now we proceed to the detail proof.
2.3 Ansatz and Consistency
In this section we first we give a rigorous construction of the ansatz (U0) and
error term (U1). Then we proceed to prove the consistency of the scheme. Start with
some constant ρ  (δt| log δt|) 14 , for which the signed distance function to X(Γ0, t),
r(·, t), is smooth in the set {r(·, t) < 2ρ} (for 0 ≤ t ≤ δt). To be precise, we could
take ρ = R(Γ0)
2
, where R(Γ0) is the maximal radius for which Γ0 satisfies the ball
property (c.f. Definition 2.1). Note that |U | → 1 exponentially fast outside the
tubular neighborhood or radius ρ about Γ0. Denote such a region by Tρ(Γ0). Thus
we may restrict our analysis to the interior of Tρ(Γ0). As noted above, we define the
leading order term of the ansatz as given in (2.5). This function, U0, will be smooth
inside Tρ(Γ0). Next we simply define U
1 to be the difference,
U1 := U − U0.
Inside Tρ(Γ0) we have the following representation formula for U
1 in terms of the

















G(x− y, t− τ)∂U
1
∂ν
(y, τ)− U1(y, τ)∂G
∂ν
(x− y, t− τ)dSdτ.
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On the boundary of Tρ(Γ0), all terms in the boundary integral will be exponentially
small in δt (i.e. on the order of exp(− ρ
δt




dA up to a constant depending on ρ and the curvature of Γ0. Thus
the second integral (along with its derivatives in x) is exponentially small in δt. As
such this term will not offer any significant error contribution, and we simply omit it
throughout the remainder of the paper. It will be a consequence of the Ball Lemma
(c.f. Lemma B.3) that the same ρ will work for multiple iterations. I.e. a tubular
neighborhood of radius ρ may be placed about Γnδt with the ansatz construction being
carried out in the same manner (c.f. Theorem 2.4).
Having decomposed U into U0 + U1, we now proceed to prove the following con-
sistency theorem for the scheme:
Theorem 2.2 If ‖A0‖(δt|log(δt)|)
1




We first note that
U0t (y, τ)−∆U0(y, τ) = U0r
(
H({r(·, τ) = r(y, τ)})−H({r(·, τ) = 0})
)
.
In this equation, H({r(·, τ) = r(y, τ)}) would be evaluated at y and H({r(·, τ) = 0})
would be evaluated at PX(Γ0,τ)(y). Additionally we have that,






where the κi are the principle curvatures of X(Γ0, τ) at the point of evaluation (and
ψ is just an abbreviated notation for the sum). Precise calculations for these formulas













In particular we have the estimate,
U0t (y, τ)−∆U0(y, τ) . ‖AX(Γ0,τ)‖2.
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Plugging this estimate into the integral in (2.8), we obtain that,












. ‖A0‖ (by Lemma 2.1 and the assumptions of the theorem),
we get
∣∣U1(x, δt)∣∣ . ‖A0‖2δt+ err. Finally, the above estimates for U1 imply that it
is only possible for U = U0 + U1 to equal zero if U0 = O(1)‖A0‖2δt. Since
∣∣U0(·, τ)∣∣
is increasing in |r(·, τ)|, and asymptotically behaves like |r(·, τ)|√
τ
near |r(·, τ)| = 0, we
see that U(·, δt) can only equal zero in the region where |r(·, δt)|√
δt
. ‖A0‖2δt. Solving




The stability estimates of this section will allow us to apply the consistency esti-
mate to successive steps in the algorithm. The first estimate shows that the curvature
of Γδt can be controlled by the curvature of Γ0. Then, we prove a result showing Γδt
satisfies a sphere property with a radius decreasing linealy in δt. Tying this together
with a discrete non-linear Gronwall inequality obtained via [39], we are able to recre-
ate the ansatz and consistency analysis over multiple iterations.
To study the regularity of Γδt, we describe it locally as a graph of a function g
over the tangent plane to X(Γ0, δt). To do this, fix a point s0 on X(Γ0, δt) and let








Therefore, the implicit function theorem implies that {U = 0}, i.e. Γδt, can be written


















Figure 2.1.: Numerical Manifold as a Graph
We can represent the Weingarten map for Γδt in terms of the first and second
derivatives of g, as described above. Namely,
Aδt =
(






Below we will show that |∇x̄g| = O(1)‖A0‖2δt. Using (2.10), This will in turn imply
that ‖Aδt‖ ≤ ‖∇2x̄g‖(1+C‖A0‖2δt). Thus the key to bounding ‖Aδt‖ is bounding the
hessian of g. We will focus on point-wise estimates for Aδt at the point x0 = (~0, g(~0))
(in (x̄, z̄) coordinates).
We prove two main results in this section, which we now state.
Theorem 2.3 (Stability over one time step) If ‖A0‖(δt|log(δt)|)
1
4 ≤ 1 then there
exists a constant C, independent of Γ0 and δt such that,
‖Aδt‖ ≤ ‖A0‖(1 + C‖A0‖2δt).
Theorem 2.4 (Iteration over multiple time steps) Given any constant
C0  ‖A0‖, there exists a time T = T (Γ0, C0) such that,





And there is a uniform radius, r0 = r0(Γ0, C0) such that ΓNδt satisfies the ball property
with radius r0 for 0 ≤ N ≤ b Tδtc.
The specific manner in which r0 and T depend on Γ0, and C0 will be apparent in
the proof of Thm. 2.4 (c.f. Remark 2.3). In proving the stability results we need
two analytical statements regarding the regularity of surfaces undergoing motion by
mean curvature. Specifically we need the following two lemmas for surfaces moving
by mean curvature, which give
(i) a bound on the growth of curvature in one time step, and
(ii) regularizing property of parabolic equation.
These Lemmas are proved in the appendix.
Lemma 2.1 (Bound on the Curvature Growth of MMC) Suppose Mt is a man-
ifold moving by mean curvature, starting from M0. Furthermore assume
‖AM0‖ (δt| log δt|)
1
4 ≤ 1. Then for 0 ≤ t ≤ δt,
‖AMt‖ ≤ ‖AM0‖(1 + Ct‖AM0‖2).
The constant C is independent of Mt.
Lemma 2.2 (Regularity of Higher Derivatives of MMC) Suppose Mt is a hy-






4 ≤ 1, and
‖AMt‖ ≤ c0 for t ∈ [0, δt].
Then we may bound derivatives of the curvatures and normal vector over [0, δt] in the
following way,
‖∇MAMt‖ ≤ C · c0t−
1
2 , and




where ‖∇MAMt‖ = supMt
√
|∇MAMt |2, and |∇MAMt |2 is interpreted as the squared
norm of the tensor (∇kAMt) (c.f [40]).
To simplify notation, let Mt denote X(Γ0, t) throughout this section. We now
break the proof into several steps.
(i) Estimates for ∇x̄g
(ii) Computation of ∇2x̄g
(iii) Estimates for ∇2x̄U1
The central technical aspect in obtaining our stability results is in the analysis and
estimates for ∇2x̄U1. For this we use the expression (2.8), and put one gradient on
the Green’s function, and one gradient on ∂tU





derivatives on ψ requires differentiating the principal curvatures, and requires a more
careful analysis.
2.4.1 Estimates for ∂z̄U
In what follows we will be evaluating terms involving g at x̄ = ~0, and terms
involving U and r at the point (x̄, z̄) = (~0, g(~0)) := x0. At the point (x̄, z̄) = (~0, g(~0))
we have ∇x̄ = ∇Mδt , and ∂z̄ = ∂r.







use the estimate of the following Lemma for ∇z̄U1.
Lemma 2.3 ‖∇U1‖L∞(Tρ(Γ0)) = O(1)‖A0‖2
√
δt.
Proof This is a consequence of L∞ → L∞ estimates of the Green’s function. More
precisely, ‖∇G(·, t)‖L1(Rn) = O(1) 1√t . Recall that U
1 is given explicitly in (2.8) in
terms of convolution with the Green’s function. Taking the gradient in (2.8) we get,





∇yG(x− y, δt− τ)
(


















Using the Lemma and the explicit computation of ∂z̄U













































since ∇x̄r = 0 when evaluating at x̄ = ~0. From (2.9), (2.11), and Lemma 2.3 we then
can immediately conclude that
∇x̄g = O(1)‖A0‖2δt. (2.12)
2.4.3 Computation of ∇2x̄g
∇2x̄g =− (∂z̄U)−1
(




−2(∂z̄∇x̄U ⊗∇x̄U + ∂z̄z̄U∇x̄g ⊗∇x̄U).
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Next we make some observations regarding the U1 terms involved. As previously
noted, ∇U1 = O(1)‖A0‖2
√
δt. Furthermore, by Lp regularity theory for parabolic
equations (c.f. Corollary 7.16 of [41]), we may conclude that ∇2U1 = O(1)‖A0‖2.
Plugging these estimates into (2.13), along with the estimates/computations for U1


















where the last term is a matrix whose entries are bounded in the manner written.
From (2.14) we see that the key to bounding the curvature of Γδt in the manner stated




is done in the next section. Indeed this is the case, for suppose ∇2x̄g = AMδt + B,
where ‖B‖L∞ ≤ C‖A0‖3δt. First analyzing the Weingarten map we find,
A2δt =
((
















































































Then, using the assumption (which we will prove) that ∇2x̄g = AMδt + B, where









= tr(A2Mδt) + tr(A
2
Mδt
B) + tr(BA2Mδt) + tr(B
2)
≤ ‖AMδt‖2 + C‖AMδt‖L∞‖B‖L∞ + C‖B‖2L∞
≤ ‖A0‖2
(
1 + C‖A0‖2δt)2 + C‖AMδt‖‖A0‖3δt+ C‖A0‖6(δt)2
(since AMδt is symmetric, the ‖ · ‖L∞ and ‖ · ‖ norms are equivalent)
≤ ‖A0‖2(1 + C‖A0‖2δt)2
(by applying Lemma 2.1 and using the bound on the initial curvature
relative to δt).











2.4.4 Estimate for ∇2x̄U1
We first set some notation to use in this section. Set x0 = (0, g(0)) (in (x̄, z̄)
coordinates). Let Mt denote X(Γ0, t). Let ~n0 denote the normal vector to Mδt =
X(Γ0, δt) at s0 = (~0,~0), and let ei denote the corresponding tangential vectors. Also
let PMty denote the projection of a point y onto the manifold Mt. Recall that r(y, t)
denotes the signed distance function to Mt. Evaluating U
1 at (x, δt) we get,
















1−r(y,t)κi , where the κi are the principle curvatures to Mt
at PMty). Take the second partial derivatives in tangential directions xi and xj to get
∂2xixjU






















We next note that the gradient of the Green’s function is O(δt) if we restrict to the





δt| log δt|. Thus we may assume all of our further analysis
































































1 + r + 〈~ny,t, ~ei〉‖A0‖
)
,
where ~ny,t denotes the unit normal to Mt at PMty. In the last line we have used
Lemma 2.2 on the regularity of hypersurfaces undergoing mean curvature flow.
We then plug this expression into (2.15), and split the expression for ∂2xixjU
1(0, g(0))

















































1 + r + 〈~ny,t, ~ei〉‖A0‖
)
dydt
:= −(I + J).
Note that I does not involve derivatives of the curvature term, while J does. We now
analyze I and J separately.
Analysis of I, term without derivatives of curvature
The main idea here is that ~ny,t ≈ ~n0, and ~n0 is orthogonal to ~ei. We make this
idea precise through Taylor’s theorem. We may extend the normal vector to Mt as
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a vector field over Tρ(Γ0) by taking it to be constant in directions normal to Mt.
We take ∇ in the following calculation to be the gradient over Rn+1. Note that at
each point PMτy we can take an orthonormal basis for Rn+1 comprised of n orthnor-
mal vectors for the tangent plane to Mτ , denoted ~ej(PMτy, τ) and the corresponding
normal vector ~n(PMτy, τ). Then using Taylor’s formula and Lemma 2.2 we see that
〈~ny, ~ei〉 is appropriately small:
~ny,t := ~n(PMty, t)
= ~n(PMδty, δt) +
∫ δt
t
∇~n(PMτy, τ)∂τPMτy + ∂τ~n(PMτy, τ)dτ (2.16)
Continuing the computation,
~ny,t = ~n(PMδty, δt) +
∫ δt
t





(nj denotes the jth component of ~n and H denotes the mean curvature)




(~n constant in normal directions =⇒ 〈∇nj(PMτ , τ), ~n(PMτ , τ)〉 = 0)














= ~n0 +O(1)‖AMδt‖(|δt− t|
1
2 + |x0 − y|).
Hence 〈~ny,t, ~ei〉 = O(1)‖AMδt‖(|δt− t|
1

























2 + |x0 − y|)dydt.







Analysis of J, term involving derivatives of curvature
First we write a more useful expression for ∂xiψ(y, t),










































where we have used (2.16) to approximate 〈~ny,t, ej〉, and Lemma 2.2. Substituting





































































)(|x0 − y|+ |δt− t|
1
2 )
= O(1)‖A0‖3 +O(1)‖A0‖4(|x0 − y|+ |δt− t|
1
2 ).
Convolving this with ∂xjG(x0 − y, δ − t) yields O(1)‖A0‖3(δt − t)−
1
2 + O(1)‖A0‖4.














To study J1, we use co-area techniques to split the integral into an integration
in the normal direction to Mt and in the tangential directions to Mt. Applying the





















Note that r′ here is simply a variable of integration, whereas r(·, t) to the signed
distance function to Mt.
Next apply the change of variables s̃ = s + r′~n(s, t) for s̃ ∈ {sdist(·,Mt) = r′},






















)det(I + r′AMt)dA(s, t)dr
′dt.
First notice that det(I + r′AMt) ≤ (1 + |r′|‖AMt‖)n ≤ C(1 + |r′|n‖A0‖n). Using













































:= J11 + J12.
The remainder of this subsection is dedicated to showing that both |J11| and |J12| are
bounded above by C
√
δt‖A0‖3.
We first analyze J11, which is the more difficult of the two. The heuristic idea is
to ’split’ ∇G into two exponential kernels, one in the normal direction and one in the
tangential direction to Mt. The derivative along the normal turns out to have a small
point-wise bound, which counteracts the large L1 norm of∇G. For technical purposes
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we must introduce the operator Ps,tx, which is the projection of the point x onto the
normal line to Mt at the point s ∈ Mt. Using this notation, we can decompose the
Green’s function as:{ 〈x0 − Ps,tx0, ~ej〉
(δt− t)n/2+1+1/2
+




× exp(−|x0 − Ps,tx0|
2
δt− t



















































〈Ps,tx0 − (s+ r′~n(s, t)), ~ej〉
(δt− t)












:= J111 + J112.
Now we look at J111. First we evaluate the inner integral (with respect to r
′),




























Recall that r(·, t) is the signed distance function to Mt (whereas r′ is a variable of


























Heuristically the spatial integral looks like a convolution with the n-dimensional
Green’s function, integrated on a tangent plane to Mt. The goal now is to make
this idea rigorous. For this we use a new set of coordinates for Rn+1, (x̃, z̃), where
x̃ are coordinates for the tangent plane to Mt at PMtx0 and z̃ is the coordinate
for the corresponding normal direction (and the origin (~0, 0) is set to be PMtx0).In
light of the new coordinate system, we change notation by writing Px̃,tx0 in place
of Ps,tx0 Notice that x0 = (~0, r(x0, t)) in these coordinates. Quickly note that we





δt| log δt|. This is due to the fact that we may assume





δt| log δt| in (2.15).
We will prove the following estimates,
exp
(









|x0 − Px̃,tx0| ≤ C|x̃|, (2.20)
dA(s, t) ≤ Cdx̃. (2.21)
These in turn allow us to think of (2.18) as a convolution with a Gaussian kernel over
the tangent plane to Mt at PMtx0.
To prove (2.19) and (2.20) we use Taylor’s theorem to get a suitable approximation
for the terms involving Px̃,tx0. Using calculus we can explicitly compute Px̃,tx0 in these
coordinates. Suppose that in these coordinates, Mt is the graph of a function h(x̃).




. The corresponding ’normal space’ at that point would
then be given by {
(x̃, h(x̃)) + s
(−∇x̃h(x̃), 1)√
1 + |∇x̃h(x̃)|2
: s ∈ R
}
.
Then using elementary calculus, one can minimize in s the squared distance from
points in the ’normal space’ to x0, thereby identifying Px̃,tx0. The minimization in s
occurs for the value,
s0 =









We now note a couple properties of the function h. For ease of notation we write ∇
in place of ∇x̃. Using Taylor’s theorem one can show that |h(x̃)| = 12‖∇
2
x̃h‖|x̃|2 and
|∇h(x̃)| = ‖∇2h‖|x̃|. We assume that |∇2x̃h(x̃)| ≤ C‖AMt‖ for all x̃ (i.e. |∇2x̃h(x̃)| ≤
C‖A0‖ for all x̃ by Lemma 2.1). Furthermore,




2 + ‖A0‖(δt− t)
)
Observe that,
|x0 − Px̃,tx0| =














And furthermore note that,
|s0|‖A0‖ ≤ ‖A0‖
[


























The conclusion is that,
|x0 − Px̃,tx0| ≤ C|x̃|,
which is (2.20).
To obtain (2.19), the estimate on the exponential term, we need a lower bound
on |x0 − Px̃,tx0|2.



















































Tying this back to |x0 − Px̃,tx0|2, we have

























1 + |∇h(x̃)|2dx̃ ≤ Cdx̃,
which is (2.21).
The final step in bounding J111 is two-fold. First we obtain a bound for r(Ps,tx, t),
which follows below,
|r(Px̃,tx0, t)| = |s0|

















































4(δt−t)) is bounded by
C(δt− t)K2 −1, and that ‖A0‖
√













































Next we analyze J112. The ideas in the analysis are very similar to J111, but the
terms are slightly different. First we may explicitly compute the inner integral in r′






〈Ps,tx0 − (s+ r′~n(s, t)), ~ej〉
(δt− t)






















































) is a bounded function of a and b). Using


















where ~n(x̃, t) denotes the normal vector to Mt at the point (x̃, z̃) = (x̃, h(x̃)) ∈ Mt.
I.e. it is ~n(s, t) in the new spatial coordinate of integration.
The goal now is to show that 〈~n(x̃, t), ~ej〉 is appropriately small. Heuristically,
this is the case, as ~n(x̃, t) ≈ ~n0, and the latter vector is orthogonal to ~ej (recall that
~n0 is the normal to Mδt at PMδtx0). To make this idea rigorous we again use Taylor’s
theorem, in a calculation similar to (2.16). First, write Mτ as a graph of h(x̃, τ) in
the (x̃, z̃) plane. Correspondingly, let ~n(x̃, τ) be the normal to Mτ at (x̃, h(x̃, τ)).
Note that the projection of PMδtx0 onto the x̃ plane is some point (x̃0, 0) such that in
(x̃, z̃) coordinates,




(i.e. x̃0 is in a C‖A0‖2(δt)
3
2 neighborhood of the origin of the (x̃, z̃) plane). Using
Taylor’s theorem, we can then say that,

























But (x̃0, h(x̃0, δt)) = PMδtx0. And hence ~n(x̃0, δt) is the unit normal to Mδt at PMδtx0,
which is orthogonal to ~ej. Therefore,























































G(s+ r~n(s)− x0, δt− t)
)
dA(s, t)drdt.











This concludes the proof of Theorem 2.3.
Remark 2.1 We note that in the proof of Theorem 2.3, we established point-wise
estimates for ∇2U1 of the form C‖A0‖3
√
δt. Applying the same point-wise anal-
ysis to U1 and ∇U1, we could establish that U1 = O(1)‖A0‖3(δt)
3
2 and |∇U1| =
O(1)‖A0‖3δt. This is an improvement over the standard L∞ estimates given by con-





2.4.5 Stability over Succesive Iterations
In this section, we prove that the algorithm may be iterated for b T
δt
c steps, over
which the numerical manifold stays embedded and has a uniform curvature bound.
There are two important tools we use toward this. The first is a theorem on dis-
crete Gronwall-type inequalities, given in [39]. The second is a ’Ball Lemma,’ which
essentially preserves the embeddedness of the numerically manifold.
We first state the ’Ball Lemma.’ The proof appears in the appendix. We quickly
introduce a definition and some necessary notation.
Definition 2.1 Ball Property
Given an embedded n-dimensional manifold M , we say M satisfies the ball prop-
erty with radius r if for every x ∈ M an interior and exterior ball to M may be
placed tangential to M at x, with the property that the intersection of either ball with
M \ {x} = ∅.
Also we let d0 denote the intrinsic distance between points on Γ0. More specifically,





where F is an embedding map for Γ0, and ~c : [0, 1] 7→ {Domain of F} such that
~c(0) = F−1(s1) and ~c(1) = F
−1(s2). In words, the intrinsic distance between s1 and
s2 is the length of the shortest curve on Γ0 connecting s1 and s2.
Lemma 2.4 (Ball Lemma) Suppose we have a constant C0 such that ‖A0‖ ≤ C0







where m0 = min{d0≥πC0} d0(s1, s2), and the constant C(C0) has the form,
C(C0) = C1C0(1 + C
2
0),
for some fixed constant C1. The proof appears in the appendix.
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Remark 2.2 It is evident in the proof of Lemma 2.4 that X(Γ0, t), for 0 ≤ t ≤ δt,







Next we state the discrete non-linear Gronwall theorem of [42] (Thm. 2.1 in [42])
for the specific case in which it is used in this paper.


















Theorem 2.3 provides a stability bound based on the curvature of the initial man-
ifold. We now show how Lemma 2.4 and Theorem 2.5 allow for the algorithm to be
iterated to obtain uniform curvature estimates.
Proof of Theorem 2.4










Then replace T by the minimum of the T already chosen and m0
2C1C0(1+C20 )
, where C1
is the constant coming from Lemma 2.4. We now explain how to proceed with the
iteration. By Theorem 2.3 we know that ‖Aδt‖ ≤ ‖A0‖(1 + C‖A0‖2δt). This means




. And by the Ball






0)δt). Thus we may repeat the consistency and stability analysis of the
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above, to obtain ‖A2δt‖ ≤ ‖Aδt‖(1 + ‖Aδt‖2δt). Repeating this procedure for b Tδtc
iterations yields the result. Note that in repeating the consistency and stability
estimates for the n− th iteration, Tρ(Γ0) would be replaced with Tρ(Γ(n−1)δt).
Remark 2.3 From the proof we find that T depends on Γ0 and C0 in the following



























Remark 2.4 Note that the consistency and stability estimates imply that ΓNδt along
with the region it encloses is ’tight.’ To make this precise, notice dH(ΓNδt,Γ(N−1)δt) ≤
C(C0)δt. Iterating this b Tδtc times yields,
dH(Γ0,ΓNδt) ≤ C(C0, T ).
So we could choose a ball of radius R = R(C0, T ) such that ΓNδt ⊂ B(0, R) and the
region enclosed by ΓNδt is relatively compact in B(0, R), for 0 ≤ N ≤ b Tδtc. This is a
rather simple observation, but will be useful in the next section.
2.5 Convergence to Motion by Mean Curvature
In this section we prove that the algorithm converges to mean curvature mo-
tion. The definition of motion by mean curvature we will use is the weak for-
mulation given in [36]. Let us first discuss this definition. Take Λ to be some
bounded, ambient set and Ω0 ⊂ Λ and suppose there is a function χ : Λ × [0, T ] →
{0, 1} ∈ L∞
(
0, T ;BV (Λ)
)
, with the condition that χ0 = Ω0. We say that ∂{χ = 1}
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moves by mean curvature (over [0, T ]) starting from ∂Ω0 if there exists a function





























for all ζ ∈ C∞( ¯Λ× [0, T ],Rn), ζ = 0 on ∂Λ × [0, T ]; and all ξ ∈ C∞( ¯Λ× [0, T ],R),
ξ = 0 on ∂Λ× [0, T ]∪Λ×{0}. The first equation can be thought of as a BV definition
for the mean curvature (i.e. v is the scalar mean curvature of ∂{χ = 1} in a weak
sense), while the second equation says in a weak sense that the normal velocity of
∂{χ = 1} is equal to v. If ∂{χ = 1} is a classical solution to mean curvature flow,
then (2.24a) - (2.24b) are satisfied.
We now show that diffusion generated motion converges to this weak formulation.
We introduce some notation for this endeavor. Our ambient set Λ will be taken as
B(0, R(C0, T )), as discussed in Remark 2.4. Let Xδt(t) denote the manifold moving
by mean curvature, starting from Γδt(b tδtcδt). Take Ωδt(t) to be the set bounded by
Xδt(t). Define characteristic functions corresponding to Ωδt(t) by,
χδt(t) = 1Ωδt(t)
Finally, take Hδt(t) to be the scalar mean curvature for Xδt(t). We will show that χδt
converges, as δt → 0, to a function χ∗ ∈ L1([0, T ];BV (Λ)), taking values in {0, 1}
and satisfying (2.24a)-(2.24b).
Take ζ and χ to be the test functions (with the conditions ζ ∈ C∞( ¯Λ× [0, T ],Rn),
ζ = 0, ξ ∈ C∞( ¯Λ× [0, T ],R), ξ = 0 on ∂Λ× [0, T ]∪Λ×{0}. For t ∈ [nδt, (n+ 1)δt),
∂Ω
(δt)



































Summing over n = 0, 1, ..., b T
δt












































i.e. it is the sum of the ’jump’ errors made between iterations. Notice that by the








2 → 0 as δt→ 0.
Thus, (2.26a) - (2.26b) is ’almost’ a solution to (2.24a) - (2.24b). The remaining step
is to show that χδt and Hδt exhibit appropriate compactness in δt, so that we may
pass to the limit δt→ 0 in (2.26a) - (2.26b).
The procedure will be as follows. We first show that {χδt} is compact in L1(Λ×
[0, T ]). This constructs the limiting function χ∗ ∈ L1([0, T ];BV (Λ)). Then, as an
important consequence of the Ball Lemma, we prove that |∇χδt|⇀ |∇χ∗| in rca(Λ×




curvature Hδt are appropriately compact.
2.5.1 L1 Compactness






Proof Using the implicit function theorem, Γδt(Nδt) can be parameterized over
Xδt(Nδt
−) via the map,
s+ g(s)~n(s),
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where s ∈ Xδt(Nδt−) and ~n(s) is the unit normal at s. As in the estimates in the
consistency and stability analysis prior, g = O(1)(δt) 32 and ∇Xg = O(1)δt ( ∇X
denotes the gradient operator over Xδt(Nδt
−)). Note that previously, the O(1) factor
depends on the curvature. Since now we now the curvature is uniformly bounded, we
simply write O(1). In geodesic normal coordinates over Xδt(Nδt−), the area element
for Γδt(Nδt) is given by,
det(I + 2gA+∇Xg ⊗∇Xg + g2A2) = 1 + o(δt),















By iterating we obtain,∫
|∇χδt(Nδt+)| ≤ (1 + Cδt)
∫
|∇χδt(0)|






|χδt(t, y + sν)− χδt(t, y)|dy = 0.
Proof ∫
Λ
|χδt(t, y + sν)− χδt(t, y)|dy ≤ C
∫
|∇χδt(t)|s.
The result now follows from Proposition 2.1
Corollary 2.1 For all fixed t ∈ [0, T ], {χδt(t)} is compact in L1(Λ).
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Proof This is an immediate consequence of Prop. 2.2 and the Frechet-Kolmogorov
theorem.
Proposition 2.3 The collection {χδt} satisfies the following Lipschitz in time esti-
mate, ∫
Λ
|χδt(t+ h)− χδt(t)| ≤ Ch,
whenever δt ≤ h ≤ T − t.
Proof We have the following estimates,∫
Λ









Indeed the first follows by the consistency estimate, and the second is true since
∂Ωδt(t) is moving by mean curvature over t ∈ [(N − 1)δt,Nδt). The result follows by
iterating these estimates.
Proposition 2.4 There is a subsequence (δt)k tending to zero, such that for every
t ∈ [0, T ], χ(δt)k(t)→ χ∗(t) in L1(Λ).
Proof Let B be a countable dense subset of [0, T ]. By Proposition 2.1 we can find
a subsequence (δt)k such that,∫
Λ
|χ(δt)k(t)− χ
∗(t)| → 0, as k →∞.
Then using Proposition 2.3, we can extend the convergence to all t ∈ [0, T ].
The results of this section provide us with a limiting function χ∗ ∈ L1([0, T ], BV (Λ)).
2.5.2 Convergence of Area
A necessity in showing that (2.26a) - (2.26b) converges to (2.24a) - (2.24b) is that
there is no loss of area in the limit χδt → χ∗, i.e. |∇χδt|⇀ |∇χ∗| in rca([0, T ]×Λ). We
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will prove this rigorously in this section. The first step toward this goal is to show that
the normal vectors to ∂{χδt(t) = 1} converge, up to a subsequence, for each t. For the
remainder of the section, we work with the same subsequence (δt)k from Proposition
2.4, but drop the subscript k for convenience. Let νδt(t) denote the normal vector
to ∂{χδt(t) = 1}. Then using the Ball Lemma, we may extend νδt(t) to a smooth
map defined on Rn+1. To see this, note that the Ball Lemma implies that curvilinear
coordinates with respect to Xδt(t) may be defined in a tubular neighborhood of radius
r0 about Xδt(t) (with r0 coming from the Ball Lemma). Thus we extend νδt(t) by
defining it to be constant in the normal directions to Xδt(t). To make this smooth over
Rn+1, multiply by η(2 d
r0
). Here η is a smooth bump function, compactly supported
on [−1, 1], such that η(0) = 1, and d is the signed distance function to Xδt(t). Note
that |η(2 d
r0
)νδt(t)| ≤ 1, and furthermore, |∇(η(2 dr0 )νδt(t))| ≤ C(C0). These estimates
are uniform in δt, and hence by the Arzela-Ascoli theorem we can pick a subsequence
converging to a limit ν̃(t) ∈ C0,1(Rn+1;Rn+1).
We are now ready to prove the main theorem of this section.
Theorem 2.6 For every t ∈ [0, T ], |∇χδt(t)|⇀ |∇χ∗(t)| in rca(Λ) as δt→ 0.
Proof We claim that it is enough to prove the convergence on open subsets of Λ.









for all open sets B. Then the same holds true for all closed sets as well. Next suppose
B is any Borel set. Take a collection of open sets {Uε}ε containing B and a collection


























































Next we prove our claim, i.e. that the convergence holds on open sets. Take B to
be an open subset of Λ. By lower semi-continuity of area under L1 convergence, we
have, ∫
B





Next, after possibly passing to a subsequence {(δt)j}, we may assume that there is a
measure µ such that lim supj→∞
∫
B
|∇χ(δt)j(t)| = µ(B). We now show that,
µ(B) ≤ |∇χ∗(t)|(B).
Denote the limiting ’normal vector’ as ν∗(t). Note that
ν(δt)j(t)|∇χ(δt)j(t)| = ∇χ(δt)j(t) ⇀ ∇χ∗(t) = ν∗(t)|∇χ∗(t)|.
This is a consequence of the L1 convergence of χ(δt)j(t) to χ
∗(t). By possibly passing
to a further subsequence (which we do not relabel), we may assume that the extension


















Now we proceed to finish the proof of the claim. We may assume that the limiting









|∇δt(t)| = µ(B) ≤
∫
B












2.5.3 Convergence of Xδt to (2.24a) - (2.24b)
The procedure now largely follows the ideas of the proof of Theorem 2.3 in [36].
We present the main ideas for convenience. The first step is to obtain a limiting
mean curvature function. To do so, notice that the measures Hδt|∇χδt| are uniformly
bounded in rca(Λ×[0, T ]). Therefore, we may pass to a further subsequence such that
Hδt|∇χδt|⇀ µ, for some limiting measure µ. Since the sequence of mean curvatures,
Hδt, are uniformly bounded, µ is necessarily absolutely continuous with respect to
|∇χ∗|⊗dt. We take H∗ to be its Radon-Nikodym derivative with respect to |∇χ|⊗dt.


























and the conclusion follows as a consequence of the Riesz-representation theorem.
Next we show that we may appropriately control the normal vectors, so that we




|ν∗ − νε|2|∇χ∗|dt = o(1) as ε→ 0.
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= o(1) (as ε→ 0).
Below we use o(1) to denote a term tending to 0 as ε tends to 0. We may now



















































Then let ε tend to zero to obtain the desired convergence.



















































We conclude that (2.26a) converges to (2.24a) as δt → 0. The fact that (2.26b)
converges to (2.24b) follows from Proposition 2.4 and the convergence of Hδt|∇χδt|
to H∗|∇χ| in rca(Λ× [0, T ]).
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3. ANALYSIS OF THRESHOLDING SCHEMES FOR
NON-POSITIVE KERNELS AND SYSTEMS
There are a number of examples of thresholding schemes involving non-positive ker-
nels. Such kernels are necessary for producing more elaborate motions, such as fourth
order and anisotropic motions. Esedoglu et al. detail schemes to produce motion by
Willmore flow and surface diffusion in [28]. Bonnetier et al. detail schemes for pro-
ducing anisotropic motion by mean curvature in [30]. Thresholding schemes involving
systems can be used to produce geometric flows for higher codimension obejects. For
instance, a generalization of MBO to produce a filament (curve in R3) moving by
mean curvature is given in [31].
The important distinction between such schemes and the original MBO scheme is
that MBO satisfies a comparison principle, whereas the former schemes do not. The
original convergence proofs of MBO depend on this property and do not generalize
to the schemes discussed in this chapter [26,27].
In this chapter we generalize the proof technique we used for MBO to certain
thresholding schemes with non-positive kernels, and to a scheme for isotropic MMC
for a filament. Our approach yields consistency for the schemes. And it is our hope
that stability estimates are attainable with further work. The broad idea is similar
to our proof of MBO in that the key step is providing a good ansatz to the function
obtained in the diffusion step of the scheme.
3.1 Non-Positive Kernels
In this section we give heuristic derivations of threshold algorithms for producing
a curve in R2 moving by curvature dependent veolocities. The derivation follows those
in [28] and [29]. In particular we will produce kernels associated to thresholding algo-
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rithms for Willmore flow and motion by surface diffusion. The important observation
is that the kernels involved are non-positive.
To begin the derivation for both flows, we begin with an open set Ω ⊂ R2. The
boundary of this set forms the initial curve which intend to evolve according to a
specific geometric motion. We may assume that there is a function γ : R → R such
that in a neighborhood of the origin, Ω = {(x1, x2)|x2 > γ(x1)}, and furthermore





Figure 3.1.: ∂Ω described as a graph of a function γ
Take Gt to be the heat kernel. Let us now derive an asympotic expansion for
Gt ∗ 1Ω(0, x2), which is valid in the region x2 = O(t2). For convenience we use the
notation F (x1, x2, t) := Gt ∗ 1Ω(x1, x2).





























































































































This is the desired asymptotic expansion we will work from. Namely, for x2 = O(t2),
we have






























By taking linear combinations with differing time scales, we can isolate desired geo-
metric quantities.
To demonstrate this we derive the kernel giving us Willmore Flow. The desired
normal velocity of the interface is,




where κ denotes the curvature of the evolving curve and s is the arclength parameter.
At t = 0 and at the origin, this velocity can be expressed in terms of derivatives of γ,




This is precisely the coefficient on the t
3
















. Here θ is a parameter value,
which theoretically only needs to be larger than one. (Though numerically certain





















This means that the 1
2
level-set is perturbed from the initial interface by W0δt +
O(δt 32 ). This calculation is the motivation behind the following algorithm, given
in [28,29]
Thresholding algorithm for Willmore flow














Repeat the following two steps.
• Convolve: Set u := Kδt ∗ 1Ω
• Threshold: Reset Ω := {u ≥ 1
2
}
The boundary of the sets formed after each thresholding step form the approximation
to Willmore flow. Notice that Kδt has a large positive mass at the origin, but is not
everywhere positive. Therefore a comparison principle does not hold for this scheme.
Taking combinations of terms in (3.1) one can also derive a thresholding algorithm
for surface diffusion. Here the desired normal velocity of the interface is
vn = −κss.
Or, at t = 0 and at the origin of the system of coordinates we are using we can express




:= −γ(4)(0) + 3(γ′′(0))3
We now follow the derivation in [28]. Form the function




























B has the following asymptotic expansion
















This implies B3 has the following expansion















Therefore, if we add c0B
3 to Kδt ∗ 1Ω, for an appropriately chosen constant c0, we
will perturb the 1
2
by approximately the velocity given by surface diffusion. This is
seen in the following expansion.




















π(θ − 1)δt 14
(





This calculation motivates the following thresholding algorithm for surface diffu-
sion, given in [28].
Thresholding Algorithm for Surface Diffusion









• Threshold Reset Ω := {u ≥ 1
2
}.
Starting from (3.1), the authors in [28] also derive a thresholding algorithm for
Willmore flow with lower order geometric terms added. The procedure is essentially
the same as the two prior. The key in all these algorithms is to take appropriate
arithmetic manipulations of (3.1) to isolate the desired geometric terms.
3.2 Generalization of Proof Technique
We generalize our approach to prove consistency of thresholding algorithms for
MMC over a more general class of kernels, which are not necessarily positive. The
approach also works for the kernel used for the Willmore scheme, which was discussed
at length above (though a little more book keeping is required). But for simplicity of









to be its rescaling in time. We only assume the following about the kernel K1:
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• radial symmetry
• exponential decay at infinity
• non-zero 2nd moment
• large positive mass at the origin (i.e. it is not highly oscillatory near the origin)
• mean one
Also, for convenience, let us restrict ourselves to curves evolving in R2. We define the
thresholding algorithm corresponding to Kt through the following procedure. Start
as usual with an open set Ω0 ⊂ Rn with smooth boundary. We evolve the boundary
of this set through the following algorithm:
Step 1 Form the convolution Kδt ∗ 1Ω0 .
Step 2 Threshold: Ωδt := {Kδt ∗ 1Ω0 ≥ 12}.
Step 3 Repeat.
Heuristic calculations suggest that this procedure should produce mean curvature











Note that this procedure is completely analogous to the MBO algorithm analyzed in
the previous chapter. In the case of the MBO, Kδt was simply the heat kernel. (And
in our definition of the MBO algorithm we convolved with initial data 21Ω0 − 1, and
took the threshold value to be zero. It is completely equivalent to convolve with 1Ω0
and threshold at 1
2
).
The main issue in generalizing our approach is to choose a good ansatz, U0. We
expect that convolution with Kt should generate an evolving profile, with a normal
velocity approximately equal to c0κ (κ denotes the curvature). The main idea in
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defining U0 is to make this idea precise. To do this, take ν to be any unit vector, and
Hν to be the half-space,
{ξ : ξ · ν ≥ 0}.
Define r(x, t) to be the signed distance function to the scaled mean curvature flow
evolution starting from ∂Ω0. We then define U
0(x, t) to be,
U0(x, t) = Kt ∗ 1Hν (r(x, t)ν).
The error term, U1, would then be the difference Kt ∗ 1Ω0 − U0 (just as before).
We next show a consistency calculation. The computation is similar to one used
to produce a consistency estimate in [26]. Fix x0 ∈ ∂Ω0. Suppose Ω0 is locally written
as a graph of the function γ over the tangent plane at x0. For convenience let U(·, t)
denote Kt ∗ 1Ω0 . We compute an asymptotic expansion for U(·, t) at points x0 + tv~n,






Figure 3.2.: ∂Ω0 described as a graph of a function γ
































γ′′(0)y21 − v) +O(t). Thus,



















Similarly we derive an asymptotic expansion for U0 near ∂Ω0.
















Notice that r(x0 + tv~n, t) = tv − c0γ′′(0)t+O(t2). Plugging this into the integral we
obtain,

































Comparing the two asymptotic expansions we obtain,
U1(x0 + tv, t) = O(t).
The same consistency argument above then applies to show that the Hausdorff dis-
tance between the numerical manifold and the weighted mean curvature manifold is
O(t 32 ). The stability analysis would rely on an analysis of the derivatives of U1. For
the MBO alrogithm, in which Kt is the Heat Kernel, Duhamel’s principle gives us a




∂tU(·, t)− ∂tU0(·, t)dt.
A thorough analysis of this term, for various kernels, is ongoing work by the authors.
We should also note that the consistency argument given here was presented in
the case of mean curvature flow. Even so, the same ideas can be applied when Kt is
the kernel used for Willmore flow in [28] (which is a fourth order flow).
3.3 Diffusion Generated Motion for Filaments
We conclude this chapter by discussing a thresholding scheme for producing a
filament moving by mean curvature. We will describe this scheme using the acronym
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CDGM, standing for Complex Diffusion Generated Motion. It was first introduced
in [31]. The algorithm proceeds as follows. Begin with an embedded curve Γ0 ⊂ R3.
This is the initial manifold from which we begin the flow. Then choose a function
U0 : R3 \ Γ0 −→ C ' R2, such that |U0| = 1 over its domain. A standard choice
would be U0 = e
iθ, where θ is winding variable in planes normal to Γ0 (this will be
explored further below). The algorithm then proceeds as follows:
I. Diffuse
Solve the heat equation for a time step δt.
∂tU −∆U = 0







Define Γn to be the singular set generated after each iteration. Then {Γn}n=0,1,...
forms a discrete (in time) approximation to mean curvature flow emanating from Γ0.
The scheme arises as a formal splitting of the dynamics generated by the L2








In the gradient flow, the gradient term generates the diffusion (Step 1 of the scheme),
and the potential term (approximately) projects the image values onto the unit circle
(Step 2 of the scheme). It has been established by a number of authors that the
Ginzburg-Landau gradient flow dynamics converge, as ε → 0+, to motion by mean
curvature [21,22,43,44]. The natural assumption is that CDGM converges to motion
by mean curvature as δt→ 0+, though a rigorous proof has not been established.
Since the scheme involves a system, it lacks a comparison principle. Nevertheless
the proof technique we use for MBO has a natural extension to CDGM. The main
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idea again is to make a good ansatz for solutions to the heat equation generated in
Step 1 of the scheme. As in MBO, this choice of ansatz will allow us to compare
the ‘numerical filament’ (i.e. the filament generated by the CDGM scheme) to the
filament moving by mean curvature starting from the same initial data. In the next
section we elaborate on the Ansatz and prove a consistency estimate for the scheme.
Stability, the key remaining step in proving convergence, is ongoing work.
3.3.1 Ansatz and Consistency Analysis
The choice of ansatz utilizes a moving coordinate frame (r, θ, s, t), which we now
describe. This construction of this moving frame is derived in detail in a classical
paper by Callagari and Ting [45]. Let (s, t) 7→ Xt(s) ∈ R3 be a smooth parameter-
ization for mean curvature flow emanating from Γ0. The positional coordinate s is
chosen such that s 7→ X0 is an arclength parameterization. Xt is a smooth embedded
curve, at least for some finite time interval [0, T ]. We will assume δt T .
Our goal is to derive polar coordinates on the plane normal to Xt(s), in such a way
that the spatial coordinates are orthogonal of one another. Let ~n and~b denote the unit
normal and binormal vectors (respectively) to Xt(s). Any radial vector ~r on this plane
can be expressed in terms of ~n and ~b via the formula ~r = r cos(φ)~n+ sin(φ)~b. Here r






. It may not be the case that (r, φ, s) are orthogonal coordinates. To
remedy this, we replace the angle φ by θ := φ − θ0. θ0 is a specific reference angle,
which is defined by solving the ODE ∂sθ0 := −|∂sXt|T , where T is the torsion of Xt.
This coordinate system is valid in a neighborhood, Ω(Γ0) independent of δt.
The heat operator in (r, θ, s, t) coordinates then becomes[
∂t − Ẋt · ∇ −
r
h3


























, κ is the curvature of Xt, and φ := θ + θ0.
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Figure 3.3.: Curvilinear Coordinate System for the Filament
The Ansatz we make is the following. Take U0 : C→ C to be the solution to the
heat equation with initial data eiθ. Then extend U0 to have domain Ω(Γ0) by using
the θ variable in the coordinate system above and extending U0 to be constant in the
s variable. In effect, U0 solves the 2-d heat equation in planes normal to Xt, and is
extended to be constant along the filament. This is directly analogous to the idea
behind our proof of the MBO scheme. There our ansatz solved the 1-d heat equation
in directions normal to the hypersurface and was extended to be constant along the
hypersurface.
Following analysis in [31], we can gain some rather explicit information about U0.
If we write U0 = AeiS, we find that the amplitude A and the phase parameter S solve
a coupled system of equations.




〈∇r,θS,∇r,θA〉 = 0. (3.3b)
We can search for a solution for the form A = A(r, t) and S = S(θ), whereby the
system is decoupled. We choose S to be identically θ, and A to be a profile function
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of the self-similar variable z = r
2
t














Asymptotic expressions of A can be given rather explicitly. In the region r 
√
t




And in the region r 
√
t (z  1) we have
A(z) ≈ 1− 1
z
It is also shown in [31] that A is strictly increasing in the z variable. it is strictly
positive). With this ansatz we may prove the following consistency estimate.
Theorem 3.1 (Consistency of CDGM) Let Γ1 denote the updated filament after
one step of the scheme. There exists a constant C(κ) depending on the curvature of
Xδt such that
Γ1 ⊂ {x ∈ R3 : dist(x,Xδt) ≤ C(κ)(δt)
3
2}.
Proof Recall that the updated filament Γ1 is defined as {x ∈ R3 : U(x, δt) = 0+i0}.
We find explicit bounds on the region in which U = 0 + i0 by analyzing the error
term U1 := U −U0. We may assume U 6= 0 + i0 outside a domain Ω′ ⊂⊂ Ω(Γ0) such
that dist (Ω′,Ω(Γ0))  δt. Hence Γ1 ⊂ Ω′, and we may restrict our analysis to that


















G(x− y, δt− τ)∂U
1
∂ν
(y, τ)− U1(y, τ)∂G
∂ν




















κ~n · ∇U0 − ir̂t · θ̂U0.
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( r̂ := ~n cos(φ) +~b sin(φ) is the radial vector). This yields the estimate




We may further assume that r  1
κ
in Ω(Γ0). The estimate then becomes∣∣∂tU0 −∆U0∣∣ ≤ C(κ) (|r∇U0|+ 1)










. Hence r∇U0 =
r ∂
∂r
Aeiθ + iAeiθ. Furthermore, r ∂
∂r
A = 2z ∂
∂z
A, which is uniformly bounded. We con-
clude that |r∇U0| . 1, thereby yielding the following estimate for the heat operator
applied to U0 ∣∣∂tU0 −∆U0∣∣ ≤ C(κ).
This holds in the domain Ω(Γ0).






G(x− y, δt− τ)






G(x− y, δt− τ)dydτ + o(δt)
≤ C(κ)δt
And from this error estimate we can immediately gain a consistency estimate for
the algorithm. To explain this, note that
U0 + U1 = 0 + i0 ⇐⇒ |U0| = C(κ)δt.
Recall that for r 
√
δt we have |U0| ≈ r√
δt
and is strictly increasing in r. Therefore
|U0| = C(κ)δt ⇐⇒ r = C(κ)(δt)
3
2 .
I.e. U0 + U1 = 0 ⇐⇒ r = C(κ)(δt) 32 , which yields




3.3.2 Comments on Stability
In our consistency estimate we find a dependence on the curvature. Thus one
aspect of proving stability will be to ensure that the curvature of Γn stays bounded
over multiple iterations. The second aspect of stability is more subtle. Our ansatz,
U0 was defined assuming the initial data winds uniformly about Γ0. This may not
be the case in subsequent iterations. Upon thresholding we can write U(·,δt)|U(·,δt)| = e
iθ+S,
where S is some perturbation and θ is the winding variable about Γ1. Ideally we
would like S to be o(δt). Seemingly an improved ansatz and more detailed analysis
is required to obtain such an estimate.
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4. A SECOND-ORDER GRADIENT MODEL FOR PHASE
TRANSITIONS
In this chapter we examine the L2 gradient flow dynamics for a second order gradient
model for phase transitions. The model was proposed by Fonseca-Mantegazza in [18].
In this model, stable phase configurations arise as minimizers of an energy functional









W (u)d~x if u ∈ H2(Ω)
+∞ else
(4.1)
W (u) is a double-well potential which determines the stable states for the order pa-
rameter u. For our purposes, W (u) will be zero if and only if u = ±1, and will
be strictly positive elsewhere. This model describes a two-phase system, where the
phases are determined by regions where u ≈ 1 and u ≈ −1 respectively. Between
phase domains are phase interfaces of width ε. The most common double-well po-
tential considered in mathematical literature is W (u) = (1− u2)2. In our analysis,
we consider a slightly different potential, which we call the tri-linear potential. This
is to facilitate a more explicit analysis of the problem. However, this potential still
exhibits the standard double-well shape.
Fonseca-Mantegazza showed that Fε is essentially a measure of the interfacial
perimeter between two phases. This is made mathematically precise using the lan-
guage of Γ-convergence. Γ-convergence is a notion of variational convergence. It gives
a meaning to the notion that one variational problem approximates another varia-
tional problem. A more detailed discussion of Γ-convergence appears in Appendix
A.
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Let us elaborate more on this idea. Consider the following perimeter functional
F(u) =
m0Per({u = 1}) if u ∈ BV (Ω; {−1, 1})+∞ else .





They also showed a compactness result. Namely, if {uε}ε is a sequence of functions
such that Fε(uε) is uniformly bounded, then {uε}ε is pre-compact in L1(Ω). Further-
more the sub-sequential limits are members of BV (Ω; {−1, 1}). The Γ-convergence
result plus compactness result imply the following important property.
Theorem 4.1 (Fonseca-Mantegazza, [18]) Suppose {uε}ε is a minimizing sequence
for Fε. Then after passing to a subsequence
uε −→
L1(Ω)
u ∈ BV (Ω; {−1, 1}),
and u is a minimizer of F .
Since Fε approximates perimeter it is a natural mathematical question to ask if
the L2 gradient flow dynamics of Fε approximate the L2 gradient flow dynamics of
perimeter, i.e. motion by mean curvature. This is the question we set out to answer
in this chapter. We show that the answer is affirmative in the case of radial symmetry.





W ′(U) = 0. (4.2)
Our restriction to to the case of radial symmetry is influenced by the work of
Bronsard-Kohn on the dynamics of the Allen-Cahn equation [12]. This is the L2
gradient descent flow for a first-order model for phase transitions. Bronsard-Kohn
were one of the early groups to give a rigorous convergence proof for these dynamics.
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Their task was simplified by restricting to radial symmetry. Indeed, it is a good
starting point for analyzing the dynamics of these models. Bronsard-Kohn used
energetic techniques which do not adapt easily to our setting. Our proof instead
takes a more traditional approach. We compute an asymptotic expansion for the
gradient flow equation and analyze its stability. This approach was also used by
De Mottoni-Schatzman to prove the convergence of Allen-Cahn to MMC [17]. The
essential difference is that the equation we work with is fourth order, whereas Allen-
Cahn is second order. Many tools which are available in working with the second
order equations are lost, and new techniques are required.
Our main contribution is twofold.
1. Explicit identification of the optimal phase transition profile





|f ′′|2 +W (f)dx.
The minimization is taken over functions f which tend to ±1 as x → ±∞. In
other words, it is the energy minimzing heteroclinic orbit between the stable
states of the potential W .











whenever 〈g,Φ′〉L2(R) = 0. Physically this means that, modulo translation, any
perturbation of Φ will strictly increase the energy.
The construction of the asymptotic approximation, which we denote V is described
in the next section. In section 4.2 we establish the properties of the optimal-phase
transition profile described above. Then in Section 4.3 we establish explicit error
estimates for the difference U − V .
4.1 Asymptotic Approximation of the Gradient-Flow Dynamics
In this section we construct the asymptotic approximation of the gradient flow
dynamics (4.2). The resulting function will be our ansatz to the solution of (4.2).
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We expect the motion of the interfacial profile to be a circle of radius ρ(t). And we








Heuristically, this says that shape of the solution depends most heavily on the effects
near the interface, and that the shape evolves very quickly toward a steady-state.
Whereas the interfacial dynamics evolve in the normal time scale.
Start with initial data centered on a interface of radius r0, i.e. ρ(0) = r0. Take
T0 to be the maximal existence time for motion by mean curvature starting from this
interface. We take T ∗ < T0 to be the maximal time over which we study the gradient
flow dynamics (4.2). Furthermore we assume ε T0 − T ∗.
We seek a solution of the form,
V (R, τ) := Φ(R) + εv1(R, τ) + ε
2v2(R, τ) + ... (4.3a)
ρ(t) := ρ0(t) + ερ1(t) + ε
2ρ2(t) + ... (4.3b)




′(V ) = − 2ε
εR + ρ




















The procedure now is to substitute (4.3a) - (4.3b) into this expression, Taylor
expand any non-linear quantities in ε, and equate corresponding powers of ε. To
demonstrate this, we compute the first two terms.
ε0 terms :
Equating ε0 terms we get
d4
dR4
Φ +W ′′(Φ) = 0.
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This is the equation for the optimal phase transition profile. We will take it to be the






|f ′′|2 +W (f)dx.
In particular Φ is obtained via,
Φ = arg min
H2(R)+χ
F1−d.
Here χ is a smooth function with the property limx→±∞ χ(x) = ±1. In the next
section we will find a global minimizer of this energy with the Tri-Linear Potential,
c.f. (4.4).
ε1 terms:











plays a very important role in the stability analysis appearing below. L is in fact the







The following property of L will be very important, and as such we assume it to be
the case for our current construction.
• The null-space of L is one-dimensional, and is spanned by Φ′.
This in fact means that Φ is stable modulo translations. Below we establish this
property when the energy involves the Tri-Linear Potential.

















For terms involving εk, k > 1, we would get an equation of the form
∂τvk + Lvk = Fk
Here Fk involves Φ, v1, ..., vk−1 and their derivatives up to third order, as well as
ρ0, ..., ρk−1, and their first derivatives in time. In each such equation, we choose ρk−1
so that a Fredholm condition is enforced,
Fk ⊥L2(R) Φ′







Here F̃k depends on Φ, v1, ..., vk−1 and their derivatives up to third order, as well as
ρ0, ..., ρk−2, and their first derivatives in time.
4.2 Analysis of the Problem with Tri-Linear Potential
In this section we analyze the stability of the optimal phase transition profile for
























1 + u if u < −1
2
−u if − 1
2
≤ u ≤ 1
2





1 if u < −1
2
−1 if − 1
2
≤ u ≤ 1
2
1 if u > 1
2
.
Our goals will be two-fold. The first goal is to identify/classify the optimal phase
transition profile. Recall that this is the function Φ : R → R which minimizes the
one-dimensional analogue of the Fonseca-Mantegazza Energy. For this purpose, we






|f ′′|2 +W (f)dx. (4.5)
And we seek to find the function Φ which minimizes this energy over the class of
functions H2(R) +χ. Here χ is a smooth function such that limx→±∞ χ(x) = ±1 (for
example we could take χ(x) = tanh(x)). Specifically we seek to find






|f ′′|2 +W (f)dx.
Φ will determine the shape of the phase transition profile for minimizer of the Fonseca-
Mantegazza Energy, to leading order. We will construct Φ by finding a specific
solution to the Euler-Lagrange equation coming from (4.5), and then show that Φ is
the unique global minimizer of (4.5) over this class of functions.
The second goal is to establish the stability of Φ. (4.5) is translation invariant,
implying translations of Φ will preserve the energy. We establish that any other
perturbation of Φ strictly increases (4.5). Specifically we prove that there exists
λ > 0 such that for all g ∈
{
u ∈ H2(R)

















Recall that L arises in taking the second variation of F1−d, i.e.,
d2
dδ2
F1−d(Φ + δg)|δ=0 = 〈Lg, g〉L2 .
We show that L has a one dimensional null-space, spanned by Φ′. Which in turn
implies that all other eigenvalues are strictly negative.
4.2.1 Classification of the Optimal Phase Transition Profile, Φ
The first step is to find a candidate for the global minimizer of (4.5), which we




U +W ′(U) = 0 (4.6a)
lim
x→±∞
U(x) = ±1. (4.6b)
We will then prove that the candidate we construct is the unique global minimizer of
(4.5).
We now begin the task of constructing a candidate profile, Φ. It is natural to look
for an odd solution to (4.6a) - (4.6b), which makes a single transition through the




Φ if 0 ≤ x < q1− Φ if x ≥ q






[Φ′(q)] = [Φ′′(q)] = [Φ′′′(q)] = 0.
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Here q is a number to be determined, where Φ leaves the spinodal region. Solutions
(which may be extended as odd functions) of the given ordinary differential equation
have the form,
Φ =














will arise frequently in our analysis, so from here on out we denote
it as α. Enforcing the continuity conditions then leads to a non-linear system of five
equations and five unknowns, i.e. (q, A,B,C,D),










A cosh(q) +B cos(q) = α exp(−αq)
[
(D − C) cos(αq)− (C +D) sin(αq)
]
A sinh(q)−B sin(q) = exp(−αq)
[
−D cos(αq) + C sin(αq)
]
A cosh(q)−B cos(q) = α exp(−αq)
[
(C +D) cos(αq) + (D − C) sin(αq)
]
This system is easily solved numerically. For example, we use the root method of
SciPy ’s optimize package. The parameter values we obtain are
q = 0.81875076, (4.8)
A = 0.13361889, B = 0.51754614, C = −0.99653006, D = −0.10589708.
In conclusion, Φ defined by taking (4.7) with parameters (4.8) is a solution to the
Euler-Lagrange equation. The graph of this function is displayed in Figure 4.1. The
function, Φ, that we have obtained is a candidate to be the global minimizer of (4.5).
The next task is to show that it is indeed the global minimizer.
Before proceeding we make a couple observations about this candidate function,
Φ. It is odd and strictly monotone through the spinodal region of W . However it
does has some mild oscillations about the stable points for W , ±1. This is in slight
contrast to the minimizing profile for the Allen-Cahn energy, tanh(x), which is strictly
monotone over the entire real line.
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Figure 4.1.: The Optimal Profile and (rescaled) Derivative. Notice the mild oscilla-
tions in the optimal profile about ±1.
Theorem 4.2 The function, Φ, given by (4.7), with parameters (4.8) is the unique
globally minimizer of (4.5).
The idea in proving this theorem is to restrict the candidate list of global mini-
mizers to a finite dimensional problem. Then we can apply analytical techniques to
establish that the candidate we have already found is the unique global minimizer.
We use numerics to assist us in analyzing the energy as a function of finitely many
variables. The proof of Theorem 4.2 will depend on Propositions 4.1 and 4.2, and the
proof is delayed until after these two results have been established.
To restrict the candidate list for global minimizers we establish the following
proposition. From this proposition we conclude that any global minimizer must be
of the form given in (4.7).
Proposition 4.1
I. Global minimizers of (4.5) are odd and positive for x > 0 (after translation).
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II. Solutions to (4.6a) - (4.6b) have no critical points in the spinodal region, i.e.






Proof (I) follows from Lemma 4.1 and (II) follows from Corollary 4.2 below.
Lemma 4.1 (Global Minimizers of (4.5) are odd) Modulo translation, any global
minimizer, Φ, of (4.5) is odd and Φ(x) > 0 for x > 0.
Proof Suppose not. Since limx→∞Φ(x) = 1, there exists a point, say x0 such that
Φ(x) = 0 and Φ(x) > 0 for x > x0. Let Φ1 = Φ
∣∣
x≥x0
and Φ2 = Φ
∣∣
x<x0
. Let Φ̄1 be the
odd extension of Φ1 to the reals.
If E(Φ̄1) < E(Φ) then we have an obvious contradiction.
If E(Φ̄1) > E(Φ), then we could find x1 ≤ x0 such that Φ(x1) = 0 and Φ(x) < 0
for x < x1. Letting Φ̄3 denote the odd extension of Φ
∣∣
x<x1
to the reals, we would
then have, E(Φ̄3) < E(Φ), a contradiction.
Finally if E(Φ̄1) = E(Φ), notice that Φ̄1 is also a minimizer, so it must satisfy the
Euler-Lagrange equation. Thus Φ and Φ̄1 are both solutions to (4.9), with Φ̄
(j)(x0) =
Φ(j)(x0), j = 0, 1, 2, 3. Thus Φ and Φ̄1 must be the same function.
The proof of the the second statement in Proposition 4.1 stems from a number
of properties regarding solutions to (4.6a) - (4.6b). These culminate in Corollary
4.2. The arguments are influenced by past work of Peletier and Troy on higher-order
ODE [46]. In particular Lemmas 4.3 - 4.5 and Corrolary 4.1 are analagous to results
in Section 3.2 of [46]. We have adapted these arguments to the tri-linear potential,
and included them for completeness.






−U − 1 if U < −1
2
U if − 1
2
≤ U ≤ 1
2
1− U if U > 1
2
, U ∈ C4(R), lim
x→±∞
U = ±1. (4.9)
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Lemma 4.2 U satisfies the Hamiltonian identity,
U ′U ′′′ − 1
2
(U ′′)2 +W (U) = 0.
Proof Multiply the equation, U ′′′′ + W ′(U) = 0, by U ′ and integrate from −∞ to
x.
Lemma 4.3 Suppose there exists a point, a, such that one of the following two con-
ditions is satisfied,
U(a) ≥ 1 + α, U ′(a) = 0, U ′′(a) ≤ 0, U ′′′(a) ≤ 0,
or
U(a) ≤ −1− α, U ′(a) = 0, U ′′(a) ≥ 0, U ′′′(a) ≥ 0.
Then for all critical points ζ on (a,∞) we have,
|U(ζ)| ≥ |U(a)| ≥ 1 + α, sgn U ′′(ζ) = −sgn U(ζ), sgn U ′′′(ζ) = −sgn U(ζ).
Proof We mainly follow the ideas of Lemma 3.2.1 in [46]. Suppose that the first set
of assumptions are satisfied. Let b be the next critical point after a. I.e. U ′(b) = 0
and U ′ < 0 on (a, b). Let y = sup{x|U ′′′ < 0 on (a, x)}. Note that y ∈ (a, b). This is
the case for two reasons. First, U (4) = −W ′(U) < 0 in a right interval of a, so U ′′′
must be less than 0 as well in a right interval of a. And secondly, we necessarily have
U ′′(b) ≥ 0, so U ′′′ must change signs at some point of (a, b).







(U ′′(a))2 = W (U(a))
(the inequality stems from the fact that U ′′ is non-positive and decreasing over (a, y)).
Since U is decreasing over (a, b), the only way in which the monotonicity in the
inequality above may hold is that U has changed sign and U(y) < −U(a). Since U
continues to decrease from y to b, this implies, U(b) < −U(a) < −(1 + α).
It is also true that U ′′(b) ≥ 0. By the Hamiltonian identity, 0 6= F (U(b)) =
1
2
(U ′′(b))2, so we must have that U ′′(b) > 0. Finally we need to show that U ′′′(b) > 0.
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Clearly U ′′′(y) = 0. Also, we have shown that U(y) < −(1 + α) and decreasing on
(y, b). Thus, W ′(U) < 0 on (y, b), implying U (4) > 0 on (y, b). Thus, U ′′′(b) > 0.
Lemma 4.4 Suppose there exists a point a such that one of the following two condi-
tions is satisfied,
U(a) ≥ 1 + α, U ′(a) = 0, U ′′(a) ≤ 0, U ′′′(a) ≤ 0,
or
U(a) ≤ −1− α, U ′(a) = 0, U ′′(a) ≥ 0, U ′′′(a) ≥ 0.
Let ζk be an increasing sequence of critical points occurring after a. Then,
|U(ζk)| → ∞ as k →∞.
Proof Suppose to the contrary that limk→∞ |U(ζk)| = M < ∞. (Note that the
previous Lemma implies that |U(ζk)| is increasing, so the limit exists if the sequence
is bounded. Let ak be the sequence of consecutive maxima, and bk be the sequence of
consecutive minima. Then U(ak)→M , U(bk)→ −M , implying W (U(ak))→ W (M)
and W (U(bk)) → W (M). Also, 0 ≡ −12(U
′′(ak))
2 + W (U(ak)) ≡ −12(U
′′(bk))
2 +
W (U(bk)), implying that U
′′(ak)→ −
√
2W (M) and U ′′(bk)→
√
2W (M).
We next show that lim infk→∞(W (U(bk))−W (U(ak))) > 0, which is a contradic-
tion. Let yk = sup{x|U ′′′ < 0 on (ak, bk)}. Let ck = sup{x > ak|U > 1+α on [ak, x)}
By the previous lemma, U(yk) < −(1 +α), so ck ∈ (ak, yk). The previous lemma also




2. Since U ′′ < 0 and decreasing on
(ak, yk) (since U











We now want to obtain a lower bound for (U ′′(ck))
2 in terms of W (U(ak)). To do
this, note that on (ak, ck), U
(4) = 1 − U < −α. Integrating this inequality twice we
get,








=⇒ (U ′′(ck))2 > (U ′′(ak))2 + α|U ′′(ak)|(ck − ak)2,
=⇒ W (U(bk)) > W (U(ak)) +
α
2
|U ′′(ak)|(ck − ak)2.
Next we obtain a lower bound for ck − ak. Since U ′′′ < 0 on (ak, yk), we have for
all x ∈ (ak, yk),
U ′′(x) > U ′′(yk).
Integrating this inequality twice, and doing some arithmetic leads to,
(ck − ak)2 >
2(U(ak)− (1 + α))
|U ′′(yk)|
.
Plugging this back into the inequality above gives us,




2(U(ak)− (1 + α))
|U ′′(yk)|
. (4.10)
Recall that by the previous lemma, W (U(bk)) > W (U(yk)) > W (U(ak)). Thus by









2. Letting k → ∞
implies |U ′′(yk)| →
√
2W (M). Thus |U
′′(ak)|
|U ′′(yk)|




[W (U(bk))−W (U(ak))] > α(U(M)− (1 + α)) > 0.
This is the contradiction we set out to show. (Note U(M) is necessary larger than
1 + α by the previous Lemma).
Corollary 4.1 (L∞ Bound for Euler-Lagrange Equation) Any solution of (4.6a)-
(4.6b) satisfies the estimate,
‖U‖∞ < 1 + α.
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Proof Suppose the contrary. Then we may assume, without loss of generality, that
U has a local maximum at a ∈ {U > 1 + α}. Then either U(x) or U(a− x) satisfies
the conditions of the previous Lemma (at either x = a or x = 0 respectively). Hence
U is either unbounded on [a,∞) or on (−∞, a], a contradiction.
Lemma 4.5 Suppose 0 ≤ U(a) ≤ 1
2
(i.e. U is in the spinodal region), U ′(a) = 0,
U ′′(a) > 0, and U ′′′(a) ≥ 0. Then |U | > 1 + α whenever U ′ = 0 on (a,∞). In
particular U cannot be a solution to (4.9) in this case.
Proof The Hamiltonian identity at a implies, 1
2
(U ′′(a))2 = 1
4
(1− 2(U(a))2). There-




− (U(a))2 > 0. Also, there is a right neighborhood of a on which
U < 1, implying W ′(U) < 0 on this neighborhood. By the equation, this implies
U (4) > 0 on this neighborhood, which further implies U ′′′ > 0, U ′′ > U ′′(a), and
U ′(a) > 0 on this interval as well.
Set x0 := sup{x > a|U < 1 on [a, x)}. At x0 we have U ′′′ > 0, U ′′ > U ′′(a),
U ′ > k := (1
2
− (U(a))2) 14 (1−U(a)) 12 . To see that this last statement is true, suppose
on the contrary that U ′(x0) ≤ k. Since U ′′ > 0 on [a, x0) we must have that U ′ < k
on [a, x0). Integrating this inequality over [a, x0) gives,
1− U(a) < k(x0 − a)




k ≥ U ′(x0) =
∫ x0
a








Next set x1 = sup{x > x0|U ′′ > 0 on [x0, x)}. We want to show that U rises above
1 + α on (x0, x1). Suppose not. I.e. U < 1 + α on (x0, x1). Note that on (x0, x1),
U (4) = −W ′(u) = 1− U > −α
=⇒ U ′′′(x) > −α(x− x0)





Since U ′′ is increasing on [a, x0), we get that for all x ∈ (x0, x1)






− (U(a))2 − α
2
(x− x0)2.
Integrating this inequality from x0 to x we get that for all x ∈ (x0, x1),












































At x1 we have,




− (U(a))2 − α
2
(x1 − x0)2
















− (U(a))2) 14 Plug x∗ into
(4.11) to obtain,

















Since U(a) ≤ 1
2
this implies,





)α > 1 + α.
Furthermore, U is increasing on (x0, x1), so U(x1) > U(x∗) > 1 + α, a contradiction.
Therefore we conclude that U > 1 +α in a neighborhood of x1. It is also the case
that U ′ > 0 on (a, x1). Hence critical point past a must be in the region {U > 1+α}.
The previous lemmas imply that at all subsequent critical points, |U | > 1 + α.
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Corollary 4.2 Suppose U is a global minimizer of (4.5). Then U cannot have critical





Proof First notice that the Hamiltonian identity implies that U cannot have degen-
erate critical points in the spinodal region. Hence, any critical point a in the spinodal
region would have to be a local extrema. Due to Lemma 4.1 it then suffices to show
that U cannot have a local minimum value in the region U ∈ [0, 1
2
].
To obtain a contradiction, suppose U has a local minimum at x = a in the region
0 ≤ U ≤ 1
2
. If U ′′′(a) ≥ 0, then the previous Lemma applies, and we arrive at
a contradiction. If U ′′′(a) ≤ 0, then taking Ū(x) := U(−x), the assumptions of the
theorem would apply to Ū at x = −a. Hence we would again arrive at a contradiction.
By the Proposition 4.1, the only candidates for minimizers are odd functions
U ∈ H2(R+) + 1 of the form
U(x) =








[U ′(q)] = 0.
Here, q, A,B,C, and D are unknowns. Let us denote this class of functions by C.
F1−d restricted to the function class C can be expressed as a function of two variables,
q, and the value of the first derivative at q. This is shown in the following proposition.








m2 tanh(q) tan(q)− m
2













Proof We can express A,B,C, and D as functions of q and U ′(q). For convenience
we denote U ′(q) as m. To see this, notice that the continuity conditions on U and U ′
















Solving for A,B,C, and D we get A
B
 = 1
sinh(q) cos(q)− cosh(q) sin(q)

















Next we express the energy (4.5) as a function of q and m.





















m2 tanh(q) tan(q)− m
2
















(C +D) cos(αq) + (D − C) sin(αq)
]





• Total Energy as a function of (q,m):







m2 tanh(q) tan(q)− m
2










Proof of Theorem 4.2
First we can easily restrict the values of q to [0, 2.4]. To do this we plug Φ into





Since U ∈ [0, 1
2
] over [0, q], we conclude that 0 ≤ q ≤ 2.4.
Our task has been reduced to showing that Φ is the unique global minimizer of
(4.13) restricted to q ∈ [0, 2.4]. We may re-write (4.13) in the form,
E(q,m) = a(q)m2 + b(q)m+ c(q).
The coefficients A(q), B(q), C(q) are defined as




















The m2 coefficient is always positive over q ∈ (0, 2.4] (c.f. Figure 4.2). Thus for
each fixed q, E is minimized at,
m(q) = − b(q)
2a(q)
.
Plugging this back into E we get,




The graph of d
dq
E(q,m(q)) demonstrates that there is a unique minimizer over q ∈
(0, 2.4] (c.f. Figure 4.4 ). This means that there is a unique global minimizing profile
for (4.5). Furthermore, E(q,m(q)) is minimized at q ≈ 0.81875 and the corresponding
value m(q) ≈ 0.53452. The corresponding values of the parameters A,B,C,D given
by the equations (4.12a) - (4.12b) yield the same coefficients as that for Φ.1 We
conclude that Φ is the unique global minimizer of (4.5).
1Numerically there is a discrepency of ≈ 10−5. Precise numerical values of the parameters appear
in Appendix C.
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Figure 4.2.: Graph of A(q) for 0 < q ≤ 2.4.
(a) 0 < q ≤ 2.4. (b) Near the unique minimum.
Figure 4.3.: Graph of E(q,m(q)).
4.2.2 Spectral Analysis of the Second-Variation Operator
Having found the global minimizer of F1−d, Φ, we next analyze its stability. If we











(a) 0 < q ≤ 2.4. (b) Near the unique root.
Figure 4.4.: Graph of d
dq
E(q,m(q)).


























It is necessarily the case that λp ≤ 0. This is due to the fact that Φ is the global
minimzer of F1−d and the Rayleigh quotient corresponds to the second variation of
the energy at Φ. And since λp ≤ 0 all other eigenvalues of L are strictly negative.
Denote the null-space of L by N(L). It furthermore holds that λp = 0. Indeed,










Physically this corresponds to the translation invariance of (4.5). We establish in the
next theorem that N(L) is one dimensional, thereby spanned by Φ′.
91





has a one dimensional null-space, spanned by Φ′. I.e. g is a solution to,
d4
dx4




if and only if g = aΦ′ for some a ∈ R.





−g if x < −q
g if − q ≤ x ≤ q
−g if x > q
lim
x→±∞
g(x) = 0, [g(±q)] = [g′(±q)] = [g′′(±q)] = [g′′′(±q)] = 0.
Solutions take on the form,
g(x) =

exp(αx)(σ7 cos(αx) + σ8 sin(αx)) if x < −q
σ1 exp(x) + σ2 exp(−x) + σ3 sin(x) + σ4 cos(x) if − q ≤ x ≤ q
exp(−αx)(σ5 cos(αx) + σ6 sin(αx)) if x > q
.




Here ~σ is the vector representing the unknown coefficients [σ1, σ2, ..., σ8], and M is
the matrix X ⊗ Y . Here X is the 8× 4 matrix
X :=

eq e−q sin(q) cos(q)
eq −e−q cos(q) − sin(q)
eq e−q − sin(q) − cos(q)
eq −e−q − cos(q) sin(q)
e−q eq − sin(q) cos(q)
e−q −eq cos(q) sin(q)
e−q eq sin(q) − cos(q)
e−q −eq − cos(q) − sin(q)

.









−e−αq cos(αq) −e−αq sin(αq)
αe−αq(cos(αq) + sin(αq)) −αe−αq(cos(αq)− sin(αq))
−e−αq sin(αq) e−αq cos(αq)




−e−αq cos(αq) e−αq sin(αq)
−αe−αq(cos(αq) + sin(αq)) −αe−αq(cos(αq)− sin(αq))
−e−αq sin(αq) −e−αq cos(αq)
−αe−αq(− cos(αq) + sin(αq)) −αe−αq(cos(αq) + sin(αq))
 .
The problem is then reduced to analyzing the null-space of the matrix M , which is
easily accomplished using numerical methods. For example, numerically computing
the QR-decomposition of M yields an upper triangular matrix R with exactly one
non-zero diagonal entry appearing in the (8, 8)-entry. It immediately follows that
the null-space of M is one dimensional. For more details on QR-decompositions of
matrices and the particular calculation for M , see Appendix C.
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A basis function for the null-space of L may also be computed. From the proof of
Theorem 4.3, this amounts to finding a spanning vector the null-space of the matrix
M . Numerically (using the linalg package of NumPy), we find a spanning vector
σ = (σ1, ..., σ8)
~σ ≈ [−0.044,−0.044, 0,−0.342,−0.417,−0.516,−0.417, 0.516].
See Figure 4.1 for a graph of this function.
In the next corollary, and hereafter, we use N(L)⊥ to denote the space of functions











Proof The principle eigenvalue for L, λp, is 0. The next eigenvalue, λ1, is strictly











Thus we define the constant λ to be equal to −λ1, the minimizer of this Rayleigh
quotient.
4.3 Stability Analysis of the Asymptotic Approximation
In Section 4.1 we constructed the asymptotic approximation of the gradient-flow
dynamics for the Fonseca-Mantegazza energy.




The goal of this section is to show that the approximation, V is stable under (4.2). By
this we mean the following. Say U is the true solution of (4.2). Then the discrepancy
between U − V remains ‘small’ in ε up to the singular time for motion by mean
curvature. This will be made more precise below.
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For the remainder of the section, let ρv denote the interface location given by the
asymptotic approximation. As in the construction of the asymptotic approximation










Additionally, ′ will denote differentiation with respect to R and 〈·, ·〉 will denote the
L2 inner product.
We begin by establishing Lp estimates for the terms v1, v2, .... and their derivatives.
The main tool in doing this is the Fredholm Condition, Fk ⊥L2(R) Φ′.
Theorem 4.4 Suppose we have constructed the asymptotic expansion up through vk.
The functions v1, ..., vk and their derivatives, up to any order desired, are bounded









, p ∈ [2,∞)
Proof For simplicity we demonstrate this for v1. The procedure is analogous for




∣∣〈g,Φ′〉 = 0}. And set e∗ := ‖Φ′‖−12 Φ′. Recall the equation for v1,
∂τv1 + Lv1 = F1. (4.14)
We decompose v1 as follows,
v1(τ) = Qv1(τ) + 〈v1(τ), e∗〉e∗.







Furthermore, the fact that F1 ⊥ e∗ implies that,
〈v1(τ), e∗〉 ≡ 〈v1(0), e∗〉.
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These two estimates immediately imply,
‖v1(τ)‖22 . ‖v1(0)‖22 + sup
[0,τ ]
‖F1‖22.





1(τ) + 〈v′1(τ), e∗〉e∗.
Integration by parts yields 〈v′1(τ), e∗〉 . ‖v1‖2. Hence,
‖v′1(τ)‖22 . ‖v1(τ)‖22 + ‖Qv′1(τ)‖22






















And by standard energy estimates,










. 1 + ‖Qv′1(0)‖22 + sup
[0,τ ]
‖v1‖22
L2 control of derivatives of higher derivatives of v1 can be derived via an analogous
argument.
Once we have L2 control over vk and its derivatives, we obtain L
∞ control through
the Sobolev inequality [47]. Specifically the following estimate holds
‖v(j)1 ‖∞ . ‖v
(j−1)
1 ‖2 + ‖v
(j)
1 ‖2.
Then, we obtain control in any Lp norm, for p ∈ [2,∞] via an interpolation inequality.
Namely, choose θ ∈ [0, 1] and set p = 2
θ
. Then the following inequality holds [47]
‖v(j)1 ‖p ≤ ‖v(j)‖θ2‖v(j)‖1−θ∞ .
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Corollary 4.4 Suppose V = Φ +
∑k
i=1 ε
ivi is the asymptotic expansion computed
through k + 1 terms. Then we obtain
‖∂τV + Aε(V )‖Lp . εk+1
for p ∈ [2,∞].
4.3.1 Construction of the Ansatz and Error
The ansatz and error terms will be constructed through the implicit function
theorem on Banach spaces. The motivation for using this technique stems largely
from a classical work of D.H. Sattinger [48].
First let us set up the Ansatz. Recall that the construction of the asymptotic
approximation V gives an interfacial location, ρv. And ρv evolves by mean curvature
up to O(ε) terms. We introduce a small perturbation to the interface location, ρe,
to be determined below. This perturbation evolves in the fast time variable τ := t
ε2
.
Specifically the interface is located at ρv − ε2ρe(τ). We express the solution U as,
U(R, t) := V (R + ερe(τ), t) + εη(R, t).
And we express the initial data as,
U(R, 0) := V (R, 0) + εu0.
The unknown quantities, ρe and η will be constructed through the implicit func-
tion theorem on Banach spaces. In the next section we will prove L2 and L∞ error
estimates for η, and in doing so, it will be important to enforce the condition that
η ⊥ d
dR
Φ. This condition is enforced by enforcing an ODE for ρe.
Next, let us write the equation solved by η in (R, τ) coordinates.


















∂τV + Aε(V ))− ε2Ψ2(ρe)ρe
The terms Ψ0,Ψ1,Ψ2 are defined by
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• Ψ0 := 1ε (W
′′(V (R, τ))−W ′′(Φ(R)))
• Ψ1 := 1ε2η2
(
W ′(V + εη)−
(
W ′(V ) +W ′′(V )εη
))
























Additionally, all V terms are evaluated in space at R + ερe, whereas η and Φ terms
are evaluated at R. More succinctly we simply write,




′ − εΛ0(η, ρe). (4.15)










+ Ψ0(ρe)η + Ψ1(ρe, η)η




∂τV + Aε(V ))
Next let us outline the approach for constructing η and ρe. Our goal is to construct
η and ρe such that η ⊥L2 Φ′. In the next section we will use this property to prove
error estimates for our Ansatz. The strategy for doing this is to formulate the relevant
functions as a zero of a Banach-space valued system of functions, and to apply the
Implicit Function Theorem. Toward this end, set e∗ :=
Φ′(R)
‖Φ′‖2 . We decompose η as,
η := ξ(τ) + σ(τ)e∗,
where 〈ξ, e∗〉 = 0. Let Q denote the projection operator onto N(L)⊥. For ease of
presentation, we denote ρe(0) in the form,
ρe(0) = q.
In doing so the initial data for η may be expressed as follows,
η0 = u0 − q
(
V ′ + εΨ3(q)
)
.
Here we use Ψ3 to denote the term,
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• Ψ3(q) :=
V (R + εq, 0)− (V (R, 0) + εqV ′(R, 0))
ε2q









′ + εΛ0(η, ρe)
]







′ + εΛ0(η, ρe), e∗〉dτ ′ + 〈η0, e∗〉
Our goal is to have η ≡ ξ. This can be accomplished by solving an ODE for ρe









〈V ′ + εΨ3(q), e∗〉
.
The ODE for ρe can equivalently be written in the form






In other words, these last two equations imply σ ≡ 0.
For technical reasons we extend the equations to τ ∈ [0,∞). For this define a
smooth cutoff function in time,
fε(τ) =

















+ δ ≤ τ
Here δ is a fixed number independent of ε, and g is a smooth function with g(0) = 1,
g(δ) = 0.
Next we express the equations as a zero of a Banach-space valued system of
functions of the variables ((ξ, ρe, q), ε).
Ḡ = (G1,G2,G3) .
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Here we define the operators G1,G2,G3 as follows,













V ′ − Λ0(η, ρe)
]
ds







G3 := q −
〈u0, e∗〉
〈V ′ + εΨ3(q), e∗〉
We are now ready to state the main theorem of this section,





× C0 ([0,∞))× R




















∈ N × [−ε0, ε0],
for values of ε in a right interval of 0. For such ε we define,
η ≡ ξ(ε), ρe ≡ ρe(ε).
The functions η and ρe solve (4.15), and 〈η,Φ′〉 = 0.
Proof The theorem is simply a consequence of the implicit function theorem on





Here A1 and A2 are bounded linear mappings from R into L1 ([0,∞);C3(R)) and
C0 ([0,∞)), respectively.
This is an invertible transformation. Furthermore, the root at ε = 0 is given by,
100












We conclude that a zero of G̃ exists for small ε by the implicit function theorem on
Banach spaces. For all such ε, the solution to (4.15), with ρe(ε), is ξ(ε).
4.3.2 Refined Error Estimates
In this section we show that the control the L2 and L∞ norm of η via a bootstrap-
ping argument. The key to this argument is the fact that η ∈
(
N(L))⊥ along with
the spectral gap for L.










Proof In the proof we use err to denote terms which depend on ∂τV + AεV and
ρe(0). Both terms may be assumed to be as small in ε as desired. First we estimate







Multiply through by |ρe|, and perform some rudimentary estimates to obtain,
d
dτ
|ρe|2 . ε2 |ρe|2 + ‖η‖22 (1 + ‖η‖∞)
2 + err.
Applying Gronwall’s inequality we get,
|ρe|2 . τ sup
[0,τ ]
‖η‖22 (1 + ‖η‖∞)
2 + err.
Taking square roots and multiplying through by ε yields the desired estimate,
ε |ρe| . sup
[0,τ ]
‖η‖2 (1 + ‖η‖∞) + err. (4.16)
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V ′ − Λ0
)
Multiply through by η and integrate to get,
d
dτ
‖η‖22 + 〈Lη, η〉 . ε |〈Λ0,Φ′〉| ‖η‖2 + ε |〈Λ0, η〉| (4.17)
Rudimentary estimates plus (4.16) yield,
|〈Λ0,Φ′〉| . sup
[0,τ ]
‖η‖2 (1 + ‖η‖∞) + err
|〈Λ0, η〉| . ‖η′‖22 + sup
[0,τ ]
‖η‖22 (1 + ‖η‖∞) + err
We estimate ‖η′(τ)‖22 as follows,
‖η′(τ)‖22 . ‖η′′(τ)‖22 . 〈Lη, η〉.
The first inequality is the Sobolev embedding theorem, while the second inequality is
due to the spectral gap and the fact that η ⊥ N(L).
Plug these estimates back into (4.17) and get the refined L2 estimate,
d
dτ
‖η(τ)‖22 . − (λ− ε) ‖η(τ)‖22 + ε sup
[0,τ ]
‖η‖22 (1 + ‖η‖∞) + err.
Applying Gronwall’s inequality leads us to our desired L2 energy estimate,
sup
[0,τ ]
‖η‖22 . e−(λ−ε)τ‖η(0)‖22 + ε sup
[0,τ ]
‖η‖22 (1 + ‖η‖∞) + err (4.18)
Next we estimate ‖η‖∞. This is done by convolving (4.15) with the Biharmonic
heat kernel. Doing so yields (for large τ),




‖η‖2 (1 + ‖η‖∞) + err (4.19)
(4.18) and (4.19) are coupled L2 and L∞ estimates for η. A bootstrapping argu-
ment leads us to the conclusion that both entities are bounded so long as their initial
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Over this time interval, (4.18) yields,
sup
[0,τ0]
‖η‖22 . e−(λ−ε)τ‖η(0)‖22 + err.
Plugging this into (4.19) yields,
sup
[0,τ0]
‖η‖∞ . ‖η(0)‖∞ + τ
7




, else we have a contradiction.
4.4 Comments on a Related Model Involving the Gradient











Here the interesting case is k ≥ 0, and we will focus our attention on this parameter
regime. Up until now, our analysis has focussed on the k = 0 case. In this section we
comment on the problem for k > 0. We again take W to be the trilinear potential
(4.4). The stationary model is studied at length in [49,50].
It is shown that there exists a k0 > 0 such that for k ∈ [0, k0], Fε,k Γ-converges to a
perimeter functional, analagous to Fε. The model is complicated by the introduction
of the negative gradient term in the energy. Apriori it is not apparent that the energy
should be bounded below. Thus it is not apparent that global minimizers exist. The















which holds up to k0. For such values of k this gives a lower bound to the energy.
A natural approach to studying the gradient flow dynamics in the k > 0 case is to
replicate the analysis done above for the k = 0 problem. The main goal is two-fold:
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• Finding the optimal phase transition profile






|f ′′|2 − k
2
|f ′|2 +W (f)dx.








In particular, show that its null-space is one dimensional.











Solutions are impossible to construct for k ≥ 2. To see this, notice that in this








Φ + Φ− 1 = 0.
The zeros of the corresponding characteristic polynomial, r4 + kr2 + 1, are purely
imaginary (no real part). Therefore solutions to this ODE oscillate and experience
no decay as x→∞.
For k ∈ [0, 1.73] we can construct odd solutions to the EL equation using the same
methodology employed in the sections above. As was the case above, the solutions
constructed make exactly one transition through the spinodal region for the potential
W , and are monotone in this transition. We refer to these solutions as phase transition
profiles. These profiles exhibit larger oscillations in the stable region as k grows. The
profiles also decrease in energy (i.e. Fε,k(Φ)) as k increases. See Figure 4.5 for an
image reflecting this phenomenon. It is not known however whether these constructed
profiles are energy minimizing, either globally or locally. The problem in making this
conclusion is that the analysis carried out in Proposition 4.1 does not carry through
to the case k > 0.
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(a) Transition Profiles for Varying k Values (b) Energy as k Increases
Figure 4.5.: The first image displays transition profiles for varying values of k. Notice
the increase in oscillation as k grows. Past k = 1.73, the constructed profiles dip back
into the spinodal region, and hence do not solve the Euler-Lagrange equation. The
second image shows the energy values of the profiles.
For the sake of discussion, assuming these transition profiles are globally energy
minimizing, one could study their stability through a spectral analysis of the operator
L. As in the case k = 0, the null space of L is in one to one correspondence to the null
space of an 8×8 matrix M (compare to the proof of Theorem 4.3). The null-space of
this matrix is then analyzed computationally via the QR-decomposition. LetR denote
the upper-triangular matrix coming from this decomposition. It is found that R has
sole zero entry along the diagonal, appearing in the (8, 8)-entry. This corresponds
to the translation invariance of Fε,k. See Figure 4.6 for a detailed graphic. If these
profiles are indeed energy minimizing, then the gradient flow dynamics centered about
these profiles could be rigorously studied via the same approach we employ in the
k = 0 case.
To summarize we pose three interesting questions arising from these observations
• Are the constructed profiles energy minimizing (either locally or globally)?
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Figure 4.6.: Relevant values of R, the upper triangular matrix arising in the QR
decomposition. The (8, 8)- entry is always zero, corresponding to energy invariance.
The graph shows the (6, 6), and (6, 7) entries as k varies, as well as the minimum of the
absolute value of all other diagonal entries. It is of interest to know the asymptotics
of this diagram as k → 2.
• Can energy minimizing profiles be constructed for 1.73 < k < 2? We note that
profiles (non-energy minimizing) can be constructed for which the energy tends
to −∞ as k → 0. So necessarily the minimal energy values tend to −∞ as
k → 2.
• If energy minimizing profiles can be constructed in the regime 1.73 < k < 2,
what are the asymptotics of the dimension of the null space of L as k → 2? For
instance, will the dimension tend to two or more, thereby making the profile
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In this chapter we give precise definitions of some of the abstract mathematical termi-
nology that forms the background to this thesis. The new work of this thesis does not
rely on these concepts, but they play an important role in the background materials
from which our work is inspired. Thus for completeness we include some discussion
on these definitions.
A.1 Γ-Convergence
Γ-convergence is a mathematical language for describing the convergence of vari-
ational problems. It is a useful tool in the mathematical study of phase-field models,
where one wants to make rigorous the idea that the ‘diffuse’ phase-field energy ap-
proximates an energy related to some underlying geometric quantity. In this section
we give the abstract definition of Γ-convergence, and state (without proof) the fun-
damental theorem of Γ-convergence. A good reference for this theory is [51].
Let ε ∈ (0, ε0] be a parameter, Fε : Xε −→ [−∞,∞] a collection of functionals
defined on the topological spaces Xε (ε > 0) and F : X −→ [−∞,∞] be a functional
on the topological space X.
Definition A.1 (Definition of Γ-Convergence, [51]) We say Fε Γ-converges to
F as ε→ 0+ if the following two conditions are satisfied.
• (Lower Bound) If xε ∈ Xε is a sequence converging to x ∈ X, then
F (x) ≤ lim inf
ε→0+
Fε(xε).
• (Existence of a Recovery Sequence) Given x ∈ X there exists a sequence
xε ∈ Xε such that




This property is notated as Γ−limε→0+ Fε = F . In practice, Γ-convergence is typically
coupled with a compactness result such as
• (Compactness) If {Fε(xε)}ε is a uniformly bounded sequence, then (after pass-
ing to a subsequence) there exists x ∈ X such that xε → x.
Γ-convergence in conjunction with this compactness property yield the following very
important property
Theorem A.1 (Fundamental Theorem of Gamma Convergence, [51]) Suppose Γ −
limε→0+ Fε = F and the compactness property listed above holds. If {xε}ε is a min-
imizing sequence of Fε, i.e. limε→0+ Fε(xε) = limε→0+ infXε Fε, then xε will converge
(up to a subsequence) to some element x ∈ X. And furthermore x will minimize F .
A.2 Viscosity Solutions of Second Order Parabolic Partial Differential
Equations
When considering parabolic second order PDE, viscosity solutions are one of the
primary notions of a weak solution. A detailed reference is [52]. We consider a
Hamiltonian F : Rn × R × Rn × Sn −→ R (Sn denotes symmetric n × n matrices),
and the evolution equation
∂tu+ F (x, u,∇u,∇2u) = 0 for (x, t) ∈ Rn × R+ (A.1)
(A.2)
Definition A.2 (Viscosity Solution of (A.1)) Take φ ∈ C∞(Rn,R+) to be a test
function. We say u is a visocity subsolution if the following condition is satisfied.
• Whenever u− φ has a local maximum at a point (x0, t0) ∈ Rn × (0,+∞) then
∂tφ(x0, t0) + F
(
x0, φ(x0, t0),∇φ(x0, t0),∇2φ(x0, t0)
)
≤ 0
Analagously, u is a viscosity supersolution if
• Whenever u− φ has a local minimum at a point (x0, t0) ∈ Rn × (0,+∞) then
∂tφ(x0, t0) + F
(




We call u viscosity solution of (A.1) if it is both a viscosity subsolution and superso-
lution.
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B. APPENDIX TO CHAPTER 2
B.1 Geometry of Hypersurfaces
The reference for this section is [40]. Recall that for an n-dimensional manifold
M embedded in Rn via an embedding map F , the second fundamental form is the
symmetric bilinear form on the tangent bundle, TM to M given by
Aij = 〈∂i~n, ∂jF 〉 = −〈~n, ∂i∂jF 〉
where ~n is a unit normal for M . Inherintly related is the Weingarten map, which is
a mapping L from TM to TM determined by,
L(ν) = −∇ν~n.
In the coordinate system determined by F , the matrix corresponding to the Wein-
garten map is given by,
Aij = g
ikAkj,
where (gij) = (gij)
−1 = (〈∂iF, ∂jF 〉)−1.











place a norm on the Weingarten map, |A|2 = tr(A2), i.e. the sum of its squared eigen-
values (principle curvatures) over all of M . Furthermore, we let ‖A‖ = supx∈M |A|.
Throughout the paper AM will denote the Weingarten map of a manifold M .
When referring to the Weingarten map of Γt, we will use the abbreviation At
Of particular relevance is the case when F is the graph of a function over Rn, i.e.
F (x) = (x, f(x)). In this case the second fundamental form is given by,
Aij =
∇2f√
1 + |∇f |2
,
the metric gij is given by,
(gij) = I +∇f ⊗∇f,
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and the weingarten map is given by
(Aij) =
(





where we used the Sherman-Morrison formula to invert (gij).
B.2 Properties of the signed distance function
Start with an open set Ω ∈ Rn+1 with a smooth boundary. P , the projection oper-
ator to Ω is well defined in a tubular neighborhood of Ω. In this tubular neighborhood,
we then define the signed distance function to be,
r(x) = (x− P (x)) · ~n(P (x)), (B.1)
where ~n is the inward pointing normal to ∂Ω.
Geometrical aspects of ∂Ω can be conveyed through the signed distance function,
and we utilize this in our analysis throughout the paper. First, ∇r(x) = ~n(P (x)), and
consequently |∇r(x)| = 1 for all x. Second, −∇2∂Ωr(x), for x ∈ ∂Ω is the Weingarten
map for TP (x)(∂Ω). Consequently, taking the trace we find that the mean curvature
of ∂Ω at x is −∆r(x).
The ansatz we use in the paper is defined in terms of the signed distance function
to a manifold moving by mean curvature. In particular we need a formula for the
heat operator applied to a function of this signed distance function, which we now
compute. Suppose Mt is an n-dimensional manifold moving by (n times) its mean
curvature, r is the signed distance function to M (with inward pointing normal), and
f is a smooth function of r and time t. We evaluate at x+ r0~n, for x ∈M that,








+ ∂tf(r0, t)− ∂rrf(r0, t),
where H(x) is the mean curvature of M at x, and H({r = r0}
∣∣
x+r0~n
) is the mean





. We may express the manifold {r = r0} as a map over M via F (x) = x+r0~n.
Let {e1, ..., en} be an orthnormal basis for the tangent plane to M at x corresponding
the principle curvatures κ1, ..., κn of M at x. Let A
i
j, Aij denote the Weingarten
map and second fundamental form for M , and let Ãij, Ãij denote the corresponding
quantities for {r = r0}. Since M and {r = r0} share the same inward pointing
normal, ~n, e1, ..., en is also an orthonormal basis for the corresponding tangent plane
to {r = r0}. We thus compute the metric g̃ij corresponding to F to be,
g̃ij = 〈∂iF, ∂jF 〉 = 〈ei(1− r0κi), ej(1− r0κj)〉 = δij(1− r0κi)2.
The inverse matrix to the metric, g̃ij is thus,
(1− r0κi)−2δij.
The second fundamental form is,
Ãij = 〈∂i~n, ∂jF 〉 = 〈κiei, ej(1− r0κj)〉 = δijκi(1− r0κi).



























+ ∂tf(r0, t)− ∂rrf(r0, t)
:= −∂rf(r0, t)r0ψ(r, κ1, ..., κn) + ∂tf(r0, t)− ∂rrf(r0, t).
B.3 Useful Integrals
First we explicitly compute (2.17), which is the inner integral of J11 above. Recall





















Since Ps,tx0 = s+r(Ps,tx0, t)~n(s, t), we have that |Ps,tx0−(s+r′~n(s, t))|2 = |r(Ps,tx0, t)−

















. For convenience we abbreviate r(Ps,tx0, t) as d0.
First we do some algebra manipulation with the exponential terms.
exp
(



































































































































































































































〈Ps,tx0 − (s+ r′~n(s, t)), ~ej〉
(δt− t)












We first note that Ps,tx0 = s+ r(Ps,tx0, t)~n(s, t), and therefore,




|Ps,tx0 − (s+ r′~n(s, t))|2 = |r(Ps,tx0, t)− r′|2.
We again abbreviate r(Ps,tx0, t) by d0. Substituting this back into the integral we
get,

















Next we do the same algebraic manipulation with the exponents on the exponential
terms as in the last calculation. As before this yields,
exp
(


























Substituting this back into the integral we get,







































































The integral in the first term may be evaluated as our computation for (2.17) above
to obtain,







































We compute the integral in the second term as follows,































































































Finally, subtracting the second integral from the first we obtain,
√






















B.4 Proof of Lemma 2.1: Bound on the Curvature growth of MMC
By Corollary 3.5 in [53], |A|2 = tr(AAT ) satisfies the equation,
∂t|At|2 = ∆|At|2 − 2|∇MAt|2 + 2|At|4.
Let xt be the point at which |A|2 is largest at time t. Then at the point xt,
∂t|A|2 ≤ 2|A|4.








≤ f(0)(1 + Cf(0)t).
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Note that C may be chosen independent of ‖A0‖ and t so long as we assume some




4 ≤ 1 will suffice.
B.5 Proof of Lemma 2.2: Regularity of Higher Derivatives of MMC
We first note that the two estimates are equivalent, since ∂t~n = ∇Mk. We follow
the arguments given in [54], where a similar bound was proven for the curvature. We
drop the subsript M throughout, and note that ∇ and ∆ denote the gradient and
Laplace-Beltrami operators over Mt. As always, C will be a generic term denoting a
constant depending only on the spatial dimension n of the manifold.
First, we quote the following equations given in [54]
(∂t −∆)|A|2 = −2|∇A|2 + 2|A|4,
(∂t −∆)|∇A|2 ≤ −2|∇2A|2 + C|A2||∇A|2.
Set ψ(t) = R
2t
R2+t
for some R > 0. We compute:




≤ −2ψ|∇2A|2 + |∇A|2
(
1 + Cψ|A|2).
Next define f = ψ|∇A|2
(










− 2|∇A|2 + 2|A|4
}
− 2ψ∇|∇A|2 · ∇|A|2.
We estimate the last term as follows:
−2ψ∇|∇A|2 · ∇|A|2 ≤ 8ψ|∇A||A||∇|∇A|||∇|A||,






































































Next compute estimates for fη, where η = (R2−(|x−x0|2+2nt)
)2 ≡ (R2−r(x, t))2
is our ’localization’ function:
(∂t −∆)fη ≤ −ηψ−1
(
δf 2 − K̄f
)
+ f(∂t −∆)η − 2∇f · ∇η
≤ −ηψ−1
(
δf 2 − K̄f
)





δf 2 − K̄f
)
+ 4R4f − 2∇(fη) · ∇η
η
,
the last inequality holds over the set Mt ∩ {r < R2}.
Now consider m(δt) = sup0≤t≤δt supx∈{Mt|r(x,t)≤R2} fη. Notice that ψ ≡ 0 when
t = 0, thus fη ≡ 0 when t = 0. Suppose m(δt) is attained at some point (x̃, t̃) with
t̃ ≥ 0. At this point, (∂t −∆)fη ≥ 0. Thus we may conclude:
0 ≤ −ηψ−1
(
δf 2 − K̄f
)
+ 4R4f, implying
ψ−1δf 2η ≤ ψ−1K̄fη + 4R4f, implying












Apply Young’s inequality to conclude that at (x̃, t̃),






















This means that for all (x, t) ∈ {Mt|r(x, t) ≤ θR2} (for some 0 < θ < 1) we have,






























≤ C + 2
9
ψ|A|2
≤ C , by our assumption on the size












Utilizing these estimates we obtain that for all (x, t) ∈ {Mt|r(x, t) ≤ θR2},








Finally let R→∞ to obtain the estimate for all of Mt. Taking square roots we get,




B.6 Proof of the Ball Lemma
The goal of this section is to prove the ’Ball Lemma.’ This lemma states that a ball
of uniform radius may be placed tangent inside and outside the numerical manifold,
for T
δt
iterations. This Lemma will be crucial in showing that the numerical manifold
converges to an embedded manifold. First we prove a couple Lemmas.
The first result we need appears as Lemma 3.2.3 in [55]. We restate it here for
convenience. This result will allow us to show that locally, there is a radius that
works depending solely on the curvature bound.
Lemma B.1 Let g : [0, L] → R2 be a curve parameterized by arc length from A to
B such that g together with the chord connecting A to B forms a convex curve. Let
f be a second curve (not necessarily convex) of the same length L, with endpoints C
and D. Assume g is parameterized in a way so that it’s curvature is positive. If the
curvature at each point of g is greater than the absolute value of the curvature at the
corresponding point of f , then |A−B| ≤ |C −D|.
The next lemma we need is one which measures the change in the intrinsic distance
between points on a manifold moving by mean curvature.
Lemma B.2 Suppose F : Rn ⊃ Ω × [0, δt] → Rn+1 is a hypersurface moving by
mean curvature, starting from an embedded n − dimensional manifold F0. Further
suppose that F has the same curvature bounds as Γ0. And let A, A0 denote the second
fundamental form of F (·, t) respectively. Then for any curve c(s) ⊂ F0, we have,
`(c)(1− C‖A0‖2t) ≤ `(F (c, t)) ≤ `(c)(1 + C‖A0‖2t)
Proof Without loss of generality assume c is parameterized by arc length. Also we
use geodesic normal coordinates, so that 〈∂iF, ∂jF 〉 = δij. We first show that,
∂t|∂sF (c, t)|2 = −2H〈c′, Aijc′〉,
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where ′ denotes differentiation with respect to the arc length variable and H is the
mean curvature for F (·, t). We compute:






= −2H〈∇Fc′,∇~nc′〉 (since ~n is perpendicular to all tangent vectors)
= −2H〈Aijc′, c′〉.
This proves our claim.
Notice that this computation implies |∂sF (c, t)|2 = 1 + O(1)‖A0‖2t, and hence,
1
|∂sF (c,t)| = 1 +O(1)‖A0‖
2t.











Therefore `(F (c, t)) = `(c)
(
1 +O(1)‖A0‖2t), which proves the lemma.
We now finish the proof of the ’Ball Lemma.’ We actually prove a slightly more
general result, which is more in tune with the iteration procedure used Thm 2.4
Lemma B.3 Suppose we have iterated the algorithm N times and that ‖Anδt‖ ≤ C0
for 0 ≤ n ≤ N for some N . Then there is a constant C1 such that ΓNδt will satisfy




,m0 −NC1C0(1 + C0)δt).
Proof We first show that locally (within a region of fixed intrinsic distance), we
may obtain a radius that works. This will be a consequence of Lemma B.1 and the
uniform curvature bound C0. Toward this end let k =
1
C0+1
. The choice of 1 in the
denominator is immaterial here, it just needs to be a number larger than zero. Fix
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s0 ∈ ΓNδt. Let BI(s0, k) and BO(s0, k) be the interior and exterior balls (respectively)
tangent to ΓNδt at s0. Suppose that {dN ≤ πk} ∩
(
BI(s0, k) ∪ BO(s0, k)
)
6= ∅. Then
there must be a curve f on ΓNδt, starting at s0, and ending, without loss of generality,
on ∂BI(s0, k). Suppose `(f) = d. Let g be a sub-arc of a geodesic along ∂B
I(s0, k)
connecting s0 and its opposite pole, and furthermore let g have the same length d.
Let the endpoints of f be denoted C and D, and the endpoints of g be denoted A
and B. It must be the case that |C −D| ≤ |A− B|. However the curvature at each
point of g is larger than the absolute value of the curvature of any point of f . This is
a contradiction of Lemma B.1, therefore the intersections of the sets above must be
trivial.
Next we need to find a radius that excludes the possibility of points ’far away
intrinsically’ from being close together. Let dn and fn denote the intrinsic distance





mn ≥ mn−1 − CC0(1 + C0)δt.
Before we prove the claim, we explain how this leads to the desired conclusion of
the Lemma. First we let the constant C1 simply be the C appearing in the claim.
Iterating this inequality, we obtain,
mN ≥ m0 −NC1C0(1 + C0)δt,
which proves the result.
We now prove the claim. To effectively compare points on Γnδt and Γ(n−1)δt we
first describe Γnδt as a map over Γ(n−1)δt. To do this, simply take X(Γ(n−1)δt, t) :
Γnδt 7→ Rn+1 to be the the mean curvature flow starting from Γ(n−1)δt. Then define
Γnδt(s) to be the normal mapping to its projection onto X(Γ(n−1)δt, δt). Next we show
that,




This is essentially a consequence of the consistency estimate. We know that
Γnδt(s1) ∈ B(X(Γ(n−1)δt, δt)(s1), C(C0)2(δt)
3
2 ),
Γnδt(s2) ∈ B(X(Γ(n−1)δt, δt)(s2), C(C0)2(δt)
3
2 ).
The estimate immediately follows.
Next we observe,
|X(Γ(n−1)δt, δt)(s1)−X(Γ(n−1)δt, δt)(s2)| − C(C0)2(δt)
3
2
≥ |Γ(n−1)δt(s1)− Γ(n−1)δt(s2)| − CC0δt,
implying,





∈ {dn ≥ πk}. If (s1, s2) ∈ {dn−1 ≥ πk} as well,
then we are done. Else, we know by Lemma B.2 that the intrinsic distance can only
change by at most C(C0)
2δt over a time step. Therefore it must be the case that
(s1, s2) ∈ {dn−1 ≥ πk − C(C0)2δt}.
We argue that min{dn−1≥πk−C(C0)2δt} |Γ(n−1)δt(s1)−Γ(n−1)δt(s2)| ≥ mn−1−C(C0)2δt.




2δt from both A and B we can obtain points C and D respectively,
such that dn−1(C,D) ≥ πk. Therefore |C−D| ≥ mn−1. If |A−B| < mn−1−C(C0)2δt,
then we could construct a curve in Rn+1 connecting C and D which has length strictly
less than mn−1 (by using the line that connects A to B, along with the curves on
Γ(n−1)δt connecting A to C and B to D). But then |C − D| < mn−1, which is a
contradiction.
Thus we conclude that for all (Γnδt(s1),Γnδt(s2)) ∈ {dn ≥ πk},
|Γnδt(s1)− Γnδt(s2)| ≥ mn−1 − CC0(1 + C0)δt.
This concludes the proof of the claim.
Remark B.1 From the proof it is evident that X(Γ(n−1)δt, t), for 0 ≤ t ≤ δt, will




C. APPENDIX TO CHAPTER 4
C.1 Parameter Values for the Optimal Profile
The optimal phase transition profile was computed in Section 4.2.1. Recall that
any global minimizer of (4.5) is necessarily a function of the form
Φ(x) =















A candidate profile, denoted Φ, was computed in Section 4.2.1. This was done by
finding a solution Euler-Lagrange equation for (4.5), agreeing with the functional
form above. To accomplish this we recall that solutions of the EL equation necessarily




[Φ′(q)] = [Φ′′(q)] = [Φ′′(q)] = 0.
Enforcing the five continuity conditions for Φ yielded a system of five non-linear equa-
tions in the parameters. A root of this system was then found using the optimize.root
method of the scipy package for Python.
Later in Theorem 4.2 we established that Φ is the unique global minimizer for (4.5).
This was done by first reducing the possible minimal energy values to a function of
q, the point at which the profile leaves the spinodal region for the potential, and
demonstrating that this function has a unique minimum. The minimizing q value is
then computed numerically, along with the corresponding parameters A, B, C, D
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via (4.12a)-(4.12b). These parameters were in agreement with those already found in
solving the EL equation. In the table below we give precise numerical values of the
computed parameters.
Table C.1.: Precise Optimal Profile Coefficients. The table includes long form deci-
mals of the Optimal Profile Coefficients. The first column lists the coefficients com-
puted via minimizing the energy functional. The second column lists the coefficients
computed via the constructing a solution of the Euler-Lagrange equation.
Minimization of Energy Root of Nonlinear System Difference(Abs.Val.)
q 0.81873864 0.81875076 1.21256098e-05
A 0.1336155 0.13361889 3.38414416e-06
B 0.51755925 0.51754614 1.31074643e-05
C -0.99653274 -0.99653006 2.68184196e-06
D -0.10587184 -0.10589708 2.52378571e-05
C.2 QR Decomposition
Any real m×m matrix, M can be factored into a product of an orthogonal matrix
Q, and an upper triangular matrix R. Such a decomposition is commonly referred to
as a QR decomposition (see for instance [56]). Efficient numerical algorithms exist for
performing this decomposition. In the QR decompositions of Chapter 4, we specifi-
cally used the built-in method of Python’s numpy.linalg package. The factorization
is of great practical value, as essential properties of the range and null-space of M
are revealed through R.
One method for computing a QR decomposition of a matrix M is to perform
the Gram-Schmidt othogonalization process on the columns of M . Let us elaborate
on this idea. Suppose the column vectors of M are v1, ..., vm. We construct the
column vectors for Q, denoted q1, ..., qm, and R, denoted r1, ..., rm as follows. Denote
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the standard basis vectors by ej (i.e ej has exactly one non-zero entry, in the j
th
component). Suppose vn is the first non-zero column vector. Take q1, ..., qn−1 to be
any orthonormal set in N(MT ) 1 and r1 = ... = rn−1 = ~0. Having constructed qj
construct qj+1 as follows:









• Else, if vj+1 ∈ span{q1, ..., qj} then choose qj+1 ∈ N(MT ) such that ‖qj+1‖ = 1
and qj+1 ⊥ span{q1, ..., qj}. And set rj+1 :=
∑j
i qi · vj+1ei.
Recall that we applied this method to the matrix M arising in Theorem 4.3 of
Chapter 4. Our goal here was to show that M had a one dimensional null-space.
We now give some more precise details on the entries of the corresponding upper-
triangular matrix R. The (8, 8)-entry is computed to be −2.02227124 × 10−13. The
minimum of the absolute value of the other 7 diagonal entries is 0.57007758393373198.
It is from this observation that we can immediately conclude that the null-space of
M is one dimensional.
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