In this article, four different numerical models for the investigation of phase change processes within 21 latent heat storage are described and compared concerning accuracy, convergence behavior and 22 computational efficiency. The models are based on different types of discretization, make use of 23 different ways to model phase change and are implemented with C, MATLAB or ANSYS CFX. After a 24 brief introduction into each investigated numerical model, the experimental reference setup is 25 described. It consists of a flat plate latent heat storage with the eutectic mixture 46 % 26 54 % with a measured melting temperature of 219.5 ° as storage material. Based on the 27 corresponding simulation model developed in this paper, the comparison of the numerical models is 28 achieved. This methodology allows the investigation of the numerical performance of different 29 software tools in the context of high temperature latent heat storage that was not achieved thus far. 30
Introduction

39
Increasing the share of fluctuating renewable energies in the worldwide energy mix is associated 40 with the need for energy storage to smooth electricity consumption and production [1] . Latent heat 41 storage in combination with direct steam generating solar thermal power plants promises high 42 efficiencies for providing dispatchable and green electricity [2] . 43
In latent heat storage, the isothermal phase change of the storage material is utilized to store 44 thermal energy at a nearly constant temperature. The principles of latent heat storage are described 45 in literature by Alexiades [3] , Ziskind [4] and Mehling [5] among others. Since phase change 46 processes base on highly non-linear equations, there are only analytical solutions available for some 47 basic and specific problems [3] , [6] . In order to understand and investigate such storage systems 48 without analytical limitations, numerical calculation tools are of great importance. There is a huge 49
variety of numerical models with varying approaches implemented in different software packages 50 described in literature to overcome this problem. 51 range of Δ 4 is implemented. Within this melting range, the heat capacity curve has a triangle 118 shape centered on the melting temperature in order to model the phase change. This 119 methodology was studied by Farid [32] and was found to be successful in describing the heat transfer 120 in phase change materials [19] . 121
For the numerical models that use the enthalpy method and source term method to model the phase 122 change, see Fig. 1 , this melting range is not necessary. Both methodologies can handle specific and 123 single melting temperatures. However, to obtain comparable results from all numerical models, the 124 same melting range Δ 4 is implemented into them. This is done for the FDM-enth-Mat model 125 by enlarging the enthalpy interval that correlates to the area of phase change. The sensible heat 126 caused by the temperature interval Δ sums to the heat of fusion. The resulting temperature of 127 each node within this enthalpy interval is interpolated within Δ . For the CVFDM-sour-Mat model, 128 the implementation of the melting range is realized by expanding the temperature interval 129 corresponding to the phase change to Δ 4 , rather than to the single temperature . 130
For further details about the different implemented approaches within each numerical model, e.g. 131
for discretization and method of modeling phase change, the corresponding literature is given in 132 each section of the corresponding numerical model. An overview over the different numerical 133 models regarded within this article is shown in Fig. 1 . 
FDM-enth-Mat
137
The two-dimensional discretization of the enthalpy form of equation (1) The iterations within each time step are carried out by the Gauss-Seidel iteration scheme without 148 relaxation techniques as described in [3] . 149
Sensible materials can easily be integrated into the simulation model, since the enthalpy method 150 offers the possibility to introduce both sensible materials and PCM conveniently, without changes in 151 discretization or model setup [3] . This makes the enthalpy method very flexible. Even moving parts 152 inside the model can be handled efficiently by moving boundary conditions. For details see [33] . 153
This model is implemented in the MATLAB R2012b software package. The code written is fully matrix 154 and vector based. Additionally, the code is vectorized in order to avoid the extensive usage of loops 155 in the code to enable computationally efficient calculations also for large simulation models with 156 many discretization elements [34] . 157
CVFDM-sour-Mat
158
The two-dimensional discretization of the numerical model described here is achieved via the control 159 volume based finite difference method (CVFDM) approach. This method combines the advantages of 160 the FVM with no restrictions of node spacing and element shape with the straightforward 161 implementation of the FDM discretization method. Details about this method can be found in [29] . 162
To model phase change, the source term method is applied in this numerical model. It can be 163 implemented in any existing heat conduction algorithm by introducing or adjusting a latent heat 164 source term. The source term can be linearized in order to transfer the non-linear equation system 165 into a linear one. This reduces the iteration counts per time step and leads to a fast and robust 166 convergence of the iterative calculations. Details about this implemented method are described by 167
Voller [26] , [27] . 
FVM-eC-C
177
The numerical model described here solves the energy equation using a fully implicit scheme in the 178 two-dimensional Cartesian coordinates system. The discretization of the domain is done using the 179 finite volume method (FVM) [29] , [30] . 180
The phase change is taken into account through an effective heat capacity method. Details can be 181 found in [25] . Since this methodology tracks the effective heat capacity, which significantly increases 182 for temperatures around the melting temperature in order to regard phase change, the time step 183 within the simulation has to be small. Otherwise, the phase change could be partially or completely 184 skipped. 185
The iterations within each time step are carried out by the Gauss-Seidel iteration scheme without 186 relaxation [3] until convergence is achieved based on the resulting temperatures. 187
The outlined numerical model is implemented in the C programming language using the free-licensed 188 software DevC++ 4.9.9.2. 189
FVM-eC-CFX
190
The discretization of the numerical model described here is realized by FVM methodology. 191
The phase change of the storage material is modeled by the effective heat capacity method as 192 Due to the narrow and high geometry of the storage, natural convection effects inside the liquid PCM 255 have significant influence on the results. All numerical models described in this paper are heat 256 conduction models only. Convection processes can be regarded using an effective thermal heat 257 conductivity approach, however. In order to compare the models examined in this paper, the same 258 convection approach is programmed into them. To regard convection effects within conduction 259 models, the approach of M. Farid 
269 Equation (3) contains 9.81 / as the gravitational acceleration, as the thermal expansion 270 coefficient, as the density of the liquid PCM, , and as the specific heat capacity and dynamic 271 viscosity of the liquid PCM. After giving the theory of the simulation model, the practical issues such as the material properties 280 and process parameters are described in the following. The material properties used for simulation in 281 all numerical models are given in Table 1 Assuming the positioning uncertainty, the measuring variance of the heat of fusion together with the 338 temperature measurement error of the thermocouples 1.5 to be the most influencing 339 parameters, the overall uncertainty adds up to 2.65 . This value is shown via error bars in 340 Fig. 6 -Fig. 9 and gives an error approximation for the experimental data. 341
In order to compare the number of simulation points that are within ϴ of the experimental data, the 342 number is introduced. has the unit % and describes the ratio between the number of simulation 343 points that are inside ϴ, divided by the total number of simulation points 1. can be interpreted 344 as a classification number to describe the quality of agreement between the curve shape of the 345 experimental and simulation results. Fig. 6 -Fig. 9 show both the experimental and the simulation 346 results of the four measuring points TC12, TC40, TC17 and TC18 during a discharging process of 8 . 347
The specific location of the TC measurements can be seen in Fig. 4 . 364 Table 2 gives the single values of and of the investigated numerical models at the four 365 measurement points and the values averaged over these four points. It can be concluded that all 366 numerical models show a good agreement to experimental results. 97.11 % of the results from the 367 commercial code FVM-eC-CFX can be found within the uncertainty interval , whereas its averaged 368 overall deviation from experimental data is the highest of the compared models with 1.16 ° . 369
The CVFDM-sour-Mat model has the smallest deviation ( 1.07 ° ) from all analyzed models. But 370 generally, differences in between all the numerical models are small. 371
Higher deviations reducing the averaged value for 94.28 % of the model FVM-eC-C are mainly 372 due to deviations after starting the discharging process in the area of sensible heat transfer before 373 reaching the melting temperature, especially at position TC12, see Fig. 6 . Within the FDM-enth-Mat 374 model, the comparably low value of 94.77 % is mainly due to a slower temperature drop at the 375 end of the phase change process compared to experimental results, e.g. see the end of the latent 376 phase in Fig. 9 . The accuracy of the FDM-enth-Mat model in this context is the lowest of the here 377 regarded numerical models. However, all numerical models have a satisfactory accuracy, taking the 378 general uncertainties regarding measurements in latent heat storage and the assumptions in the 379 simulation model into account. For the measuring point TC40, all simulation results of all models are 380 within the uncertainty interval , which can be seen in Fig. 7 and Table 2 . 
Convergence behavior
386
Within this section, the convergence behavior of the investigated numerical models is examined. Due 387 to the non-linear physical equations of the phase change process and phase dependent material 388
properties, all numerical models use an iteration process to obtain their results. The kind of iteration 389 system that is used by each model is described in the corresponding part for each model in Section 2. Table 3 . 397 The models FVM-eC-C and FDM-enth-Mat do not make use of any optimized iteration schemes. The 408 pure Gauss-Seidel-Iteration algorithm without relaxation is implemented and used for calculations 409 presented in this article. Using pure Gauss-Seidel leads to a much higher necessary number of 410 iterations until the convergence criterion is fulfilled. This leads to higher computational effort. 411
The impressive efficiency of using the direct solver in the above mentioned internal MATLAB function 412 together with linearization of the system of equations can be seen by comparing the necessary 413 amount of iterations of both time steps. The first three models depicted in Table 3 do not use this 414 method. By increasing the time step from Δ 1 to Δ 5 , the number of necessary iterations 415 increases by 304.03 % 355.08 %, see Table 3 . On the other hand, for the CVFDM-sour-Mat model 416 with a direct solver and linearized source term method, the rise is only 20.56 %. This promises high 417 computational efficiency, even for large time steps and simulation models with a high number of 418
elements. 419
Nevertheless, the overall computation time does not only depend on the number of iterations, but 420 also on the program the models are implemented in and which programming language is used for 421 that. These aspects are evaluated within the following section. 422
Computational efficiency
423
In order to evaluate the computational efficiency of the numerical models, four different mesh sizes 424 with a significantly increasing number of total elements and a time step of Δ 5 are calculated 425 with each numerical model, see Table 4 . 426
The CPU specific absolute time to complete each calculation is timed for each numerical model. 427
Evaluating these calculation times for each model and mesh size allows for the investigation of 428 computational efficiency for small and large simulation models with few and many discretization 429 elements. Based on these results, the correlation between the number of elements and resulting 430 calculation time for the numerical models is studied. 431 Different computers are used for calculations and time measurements. Therefore, the absolute time 432
measurements cannot be compared to each other directly. As a first step, the results are normalized 433 and their analysis is carried out dimensionlessly. This is achieved by dividing the specific time results 434 from each model for all mesh sizes by the specific calculation time of the smallest mesh size. Results 435 of this procedure can be seen in Table 4 in the lines "Normalized time". These are visualized in Fig.  436 10. Due to the normalization process, the curves of all numerical models start with a value of "1". 437
The FVM-eC-C model shows a significantly higher increase than the other models. 
495
The resulting overall calculation time of the mesh size 20x21 depending on two time steps Δ 1 496 and Δ 5 can be seen in Table 5 . Here, the model-specific and, according to the data given in 497 Table 4 , scaled calculation time for the whole discharging cycle of 28800 is shown for the cases 498 with time steps of Δ 1 and Δ 5 . With an increase in the time step from Δ 1 to Δ 5 , 499 the necessary number of time steps within the simulations decreases by a factor of five from 28800 500 to 5760. The overall calculation time of all numerical models, however, decreases less. Table 5 gives 501 the specific decrease of the overall calculation time for all numerical models regarded within thisstudy. Both the FVM-eC-C and the FDM-enth-Mat show a moderate reduction of the overall 503 calculation time by 27.93% and 30.00%, respectively. These models base on the Gauss-Seidel 504 iteration scheme without an optimization algorithm and therefore show a similar behavior. The 505 overall calculation time for the FVM-eC-CFX is reduced by 54.50% while increasing the time step 506 from Δ 1 to Δ 5 , s. Table 5 . The CVFDM-sour-Mat model`s overall calculation time is 507 reduced by 77.00%. As a consequence, the overall calculation time is reduced for all numerical 508 models regarded in this article by increasing the time step. However, the difference of this reduction 509 between the numerical models is less than it can be expected from Table 3 . Here, the number of 510 necessary iterations per time step for the CVFDM-sour-Mat model increases from Δ 1 to 511 Δ 5 by 20.56%. On the other hand, this increase is much higher for the other regarded models 512 with 304.03% 355.05%, s. Table 3 . This leads to the finding, that the mldivide function of 513 MATLAB implemented into the CVFDM-sour-Mat model is a very efficient solver, but realizing one 514 iteration takes more computational effort than e.g. compared with the computational effort 515 necessary for one Gauss-Seidel iteration. That is why this model shows its strength by minimizing the 516 amount of necessary time steps through step enlargement. 517 518 implemented into the CVFDM-sour-Mat model requires a higher computational effort than e.g. one 554
Gauss-Seidel iteration. That is why this model tendentially demonstrates its strength for simulation 555 models with a high number of elements with big time steps. The C-based model FVM-eC-C is 556 recommended out of the numerical models regarded here for small simulation models with small 557 time steps. 558
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