Abstract-This paper presents a probabilistic framework for unmarked roads estimation using radar sensors. The algorithm models the sensor likelihood function as a Gaussian mixture model. This sensor likelihood is used in a Bayesian approach to estimate the road edges probability distribution. A particle filter is used as the fusion mechanism to obtain posterior estimates of the road's parameters. The main applications of the approach presented are autonomous navigation and driver assistance. The use of radar permits the system to work even under difficult environmental conditions. Experimental results with data acquired in a mine environment are presented. By using a GPS mounted on the test vehicle, the algorithm outcome is registered with a satellite image of the experimental place. The registration allows to perform a qualitative analysis of the algorithm results. The results show the effectiveness of the algorithm presented.
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I. INTRODUCTION
O NE of the most important tasks in autonomous navigation is the segmentation of the road course [1] , [2] . The design of a robust road estimation system needs to consider variations among roads such as paved or unpaved, marked or unmarked. Roads in urban environments have in general well defined lane marks, constant width and well defined corners. On the other hand, roads in rural areas tend to have much less structure and are in general unmarked. Mining roads are a good example of the later. Roads in mines are unpaved, no lane markers are presented, and a constant variation of the road width can be found. The lack of structure in rural areas makes the vehicle relative positioning process harder.
Road estimation is not only important for autonomous navigation but it can also be utilised for driver assistance systems [3] . An example of a warning system aiming driver assistance in unmarked roads is presented in [4] . The system estimates the relative vehicle position using range information gathered from a laser scanner. The range data is used to measure the relative distance between the vehicle and poles located at the side of the road. The additional infrastructure added on side of the road ensures the system can reliably detect when a vehicle gets too close to the center or side of the road. The main disadvantage of the system is the need for installation and maintenance of infrastructure (poles at the side of the roads).
The design of a road estimation system will also depend on the sensors selected. Radar sensors have proven to be very robust to different weather conditions such as dust, Juan I. Nieto, Andres Hernandez-Gutierrez and Eduardo Nebot are with the Australian Center for Field Robotics at the University of Sydney. E-mail: {j.nieto,a.hernandez,nebot}@acfr.usyd.edu.au fog and snow. These positive aspects have encouraged car manufactures to equip vehicles with radar sensors to perform intelligent tasks, such as collision avoidance, traffic scene interpretation and moving objects detection. However, radar based navigation systems are seldom used to provide information related to vehicle position relative to road edges. This is due to the cost of the technology and also partly to the difficulty in processing the information returned. For example, due to the wider beam pattern, radar information from a given bearing will in general consist of various returns at different ranges. At the same time objects with large radar target that are not within the nominal current bearing cone could potentially generate an erroneous return at the present bearing. These issues with radar add an extra complexity and therefore this sensor modality is usually avoided when not specifically needed. In most applications vehicles are equipped with other sensors modalities for road shape estimation, such as cameras and laser scanners. For instance, vision systems are well suited to detect lane markings. Laser scanners have high resolution in azimuth and wide field of view which makes them suitable for the extraction of berms and curves along the edges of the road. The main disadvantage of visual and laser sensors is the lack of robustness against bad weather conditions such as fog and dust for example.
The work presented in this paper aims to develop a system to work in unpaved and unmarked roads and under harsh environmental conditions. This is the case for example of autonomous operation in a mine where the system needs to operate reliable 24/7 under all environmental conditions. The harsh conditions requirement restricts the choices of possible sensors, being radar the most suitable one. For this type of applications, the radar becomes an essential component to enable automation and operator aiding. The algorithm presented in this work performs Bayesian estimation of the road's edges which allows to obtain the probability distributions of the road parameters and vehicle relative position. The system is robust to sensor noise since incorporates the uncertainty in a Gaussian mixture likelihood function. This paper is organized as follows. Section II presents related work. An overview of the algorithm is described in section III. Section IV shows the model to represent the road. The algorithm proposed using particle filters is explained in section V. Information related to the radar sensors as well as GPS positioning is detailed in Section VI followed by experimental results in Section VII. Conclusions and future work are presented in Section VIII.
II. RELATED WORK
Several approaches for road tracking have been proposed during the last two decades. These works have emerged as a need of intelligent transportation systems for an everyday crowded world. Vision-based road tracking systems are presented in [5] , [6] and [7] . The system described in [5] estimates the curvature and orientation of a road based on monocular frames and a model of the road. First, the algorithm segments the acquired images to extract road edges and orientation. In order to remove outliers, the least median squares filter is applied. Using inverse perspective projection, feature points in the image are projected back onto the ground plane and the coordinates of the marking lanes, relative to the camera are computed. This technique works efficiently for marked roads. In contrast, [7] presents an approach that deals with both marked and unmarked roads using a monochromatic camera. Applying a statistical model, this method copes with problems such as occlusion and not well defined marks. Besides the lane detection and tracking estimation, this algorithm also estimates the vehicle position within the road. The approach presented in [8] is based on the extended Kalman filter and a linear model to estimate and track successively the road curbs. This method works well when curbs are well defined.
In addition to mono-sensor approaches, algorithms that improve robustness by fusing information from different sensors modalities have been proposed in [9] and [10] . In [9] , the detection of curbs and walls are based on a laser scanner, a GPS device, an inertial measurement unit (IMU) and a monochromatic camera. This system is capable of detecting curbs alongside the vehicle and at the front. Our work is more related to the framework shown in [10] , where the authors present a technique that integrates information gathered by optical and radar imaging sensors. By using deformable template models of lane and pavement boundaries together with likelihood models of the sensors, the detection and tracking of lane and pavement boundaries are implemented in a Bayesian framework. The work presented here is based on radar only.
III. ALGORITHM OVERVIEW
In this paper we present a probabilistic road estimation system to evaluate both the width of the road, and the vehicle position with respect to the road's edges. The proposed method is based on information gathered by a millimetre-wave radar that detects salient points located around the vehicle. The sensor's returns are segmented into different intensity levels. Sensor data is then modeled as a Gaussian Mixture Model (GMM) as the uncertainty associated to each intensity level of each particular radar bearing return is modeled as a Gaussian. Monte-Carlo sampling is used to get a-priori estimates of the road. The system uses Clothoid functions defined over a set of parameters to model the road shape. Once road samples are obtained, they are fused with the likelihood GMM built with the observations. The fusion is done using a particle filter, which weights the road samples according to its probabilities. As a result, the system provides a stochastic road's shape model. Figure 1 presents a block diagram of the framework. IV. ROAD MODEL Clothoids functions are widely used for road design in order to connect geometry between a straight line and a circular curve. The main characteristic of a Clothoid curve is that the curvature is proportional to the inverse of the radius. The Clothoid's geometry models well the centripetal acceleration experienced by a vehicle approaching a curve.
To model the road ahead of the vehicle, we use a polynomial cubic approximation of a Clothoid [11] 
where y is the distance between the vehicle and the proposed left road, being y 0 the initial offset. The orientation angle of the road relative to the vehicle coordinate frame is given by φ. C 0 and C 1 represent the curvature and curvature rate respectively. Figure 2 illustrates the model described in Equation 1 . Although the width of the road W is not included in Equation 1, this parameter will be also estimated as it will be shown in Section V-A. 
V. ROAD ESTIMATION USING PARTICLE FILTERS
Particle filters are a recursive Bayesian estimation tool based on Monte Carlo sampling methods. Unlike the Kalman filter, particle filters have the advantage of not being subjects to any linearity or Gaussianity constraint on both the transition and observation model [12] , [13] . The basic idea behind particle filters is to represent probability distributions by a set of random samples or particles. In order to make inference about a dynamic process, particle filters usually use two models; a state evolution model and an observation model, being both models perturbed by noise. The filter is articulated through two main steps, prediction and update. During the prediction stage, particles representing random samples of the estimated states are passed through the system model. During the update stage, the new measurements received are used to update the likelihood of the prior samples and obtain normalised weights for the samples. The weights represent the likelihood of the model encapsulated by the individual particles [14] .
The particle filter implemented here is the Condensation algorithm, presented in [15] 
A. Process Model
The vehicle model is approximated by the Ackerman bicycle model
Fusing Equation 1, which represents the shape of the road, with the vehicle model described in Equation 3 , the state evolution model can be obtained. 
where Y represents the distance between the vehicle and the proposed road. φ is the orientation angle of the road with respect to the vehicle location. C 0 , C 1 and W are the curvature, rate of curvature and width of the proposed road. ∆s represents the longitudinal displacement along the curve from time t to t+1 and w(t) the process noise, which is a zeromean white noise sequence. The vehicle speed involved in (3) as well as its longitudinal displacement, which is represented by ∆s in (5), are provided by the GPS receiver. Figure 3 shows an example of road samples superimposed on a satellite image.
B. Sensor Likelihood Function
We assume the sensor possesses normally distributed noise. Thus, a radar scan can be represented as a Gaussian Mixture Model (GMM). Radar returns are originally in polar coordinates, being described by range r and bearing θ information. For the road estimation process, data is converted from polar to Cartesian coordinates that is the space we are interested. 
The sensor information is considered to be uncorrelated in the original polar space, therefore the covariance matrix associated to a radar return can be represented as
The covariance matrix in Cartesian coordinates is obtained through a linearisation of Equation 6 .
where J is the Jacobian of f x,y (r, θ) and Σ r,θ is the covariance matrix associated to the radar data as in (7) . Figure 4 depicts an example of a GMM representing a radar scan. As seen in this figure, the edges of the road can be well defined by the Gaussians. 
C. Model Update
The prediction stage gives a set of particles, each representing a different set of road parameters. In order to decide which proposed road better describes the shape of the road, we use an objective function to weight each particle according to the likelihood obtained using the GMM sensor model. Firstly, the left and right proposed roads are discretised and evaluated in the sum of Gaussian map as follows
where L k and R k are the Gaussian values along the left and right proposed roads. The total cost for a proposed road, x s i ∈ X s , is given by the sum of these individual distances as follows
This cost value will be used by the particle filter to weight each particle. Using the total cost associated to each of the proposed roads, the particles are weighted by applying the following expression
where w it is the ith weight of the proposed road at time t, and N the number of particles.
D. Resampling
An important drawback of particle filters is the so called degeneracy problem. The degeneracy problem is when most particles have weights very close to zero therefore only few samples are being used to represent the distribution. Resampling is used to avoid this problem by selecting and multiplying the most "important" particles (biggest weights) and eliminating the particles with the lowest weights. In other words, the resampling process selects the set of particles that best represents the distribution. The filter implemented here is a sampling importance resampling (SIR) as presented in [14] and [15] and uses Stratified resampling [16] .
VI. SENSORS
The main objective of road estimation is vehicle relative positioning and so global position estimation is not needed. However, due to the difficulties arising in attempting to get ground truth of the relative position to the road, a quantitative analysis of the results is not possible and instead we provide a qualitative analysis by superimposing the vehicle trajectory and estimated road with a satellite image. A GPS sensor mounted on the experimental vehicle is used to get position estimation. The data was gathered in a mine, with the sensors mounted on a truck. Sensors' details are presented next.
A. GPS Data
The GPS used for this work is a standard A12 from Thales Navigation, working in autonomous mode which gives and accuracy between 2 and 10m. Information such as latitude, longitude, heading and speed of the vehicle is available every second.
B. Radar Data
External information is acquired by a radar scanner working at 94 GHz [17] . The radar has an uncertainty of 20cm in range and 1 deg in angle. The radar returns different intensity values. In order to convert from intensity to range, we use a linear model
where r is the range from the radar return, A represents the radar resolution, that in this case is 23.52 cm bin −1 , b is the bin number for the return and C is the offset between the transmitter and the receiver in the radar, which is 60 cm for this sensor. Figure 5 shows an example of intensity return versus bin values for a particular angle. This radar scan was acquired at 33 deg. In this case, the maximum intensity value, 94.99dB, corresponds to an object located at bin 63; therefore, the range to this object is 21.744 m. For the work presented, we limited the radar data to 200 bins, that represents a maximum range of approximately 46 m. This range was enough to detect the road boundaries. Because we are interested in detecting the edges which in general reflect large intensity values, we use thresholds to select the largest intensity values and segment each return into a discrete number of ranges. The different intensity values correspond to reflections from objects that are at different distances to the sensor. In the results presented here we use thresholds at 51dB, 71dB, 76dB, 80dB and 82dB. These values were obtained through experimentation. It is important to note that the segmentation is mainly used to reduce the amount of data. We did not find the threshold values to be an important factor in our implementation as long as the values with the highest intensities were included. Figure 6 depicts an example of the segmentation process, superimposed on a satellite image. Objects represented by blue and green points reflect back an intensity value greater than the first and second thresholds; whereas objects represented by yellow, red and violet points have an intensity value greater than the third, fourth and fifth thresholds respectively. In order to filter out radar information corresponding to the roof of the vehicle, data located within a range of 2.5 m is removed. This is represented in the figure with a small circle around the sensor position. 
VII. EXPERIMENTAL RESULTS
The experimental data was collected in a mine, in southeast Queensland, Australia. A millimetre radar (94 GHz) was mounted on top of the experimental vehicle. The whole vehicle trajectory was around 1.5 km. Figure 7 displays an image of the experimental area, together with the vehicle trajectory, radar returns and road estimates. Yellow points represent the targets detected by the radar sensor along the trajectory. As can be seen in the figure, high intensity values are returned not only from the edges of the road, but also from the trees, obstacles located around the path and also there are high intensity returns from within the road. The large amount of data and the noise included in the sensor returns make the road estimation a very difficult problem. The vehicle position reported by the GPS device is illustrated in blue dots within the path.
The red lines showed in Figure 7 show the final left and right road edges estimated. The filter was run using 500 particles. As shown in Figure 7 , the estimated edges define appropriately the edges of the road along the trajectory. Note that part of the offset observed with the satellite image is due to the error in GPS position which is used to register the radar points with the image. Figures 8 and 9 show a zoom-in of the estimated road edges together with their uncertainty obtained from the particle filters. The dashed lines represent the ±2σ uncertainty obtained from the samples variance. As seen in Figure 8 , the actual road's edges are found within the uncertainty area. Note that the uncertainty in the first curve (Figure 8 bottom part) , is bigger than the one near the bridge (Figure 8 top-left) . This is because the area near the bridge presents a higher density of points, which gives a better road estimate. See also the area around the roundabout, where the edges are very poorly defined. Although in this area the sensor returns very little information about the edges, the algorithm is still able to get good estimates. Figure 9 shows a zoom-in of the trajectory center area. In this figure, the actual road's edges are also found within the uncertainty area. The area near the bottom part of the trajectory presents a larger error. This is due to the large amount of returns coming from trees that introduce extra uncertainty in the road estimation process. Figure 10 shows the width of the road along the complete trajectory. This parameter varies from 11.5m to 28m corresponding the first of these values to the trajectory around the roundabout as shown in Figure 8 . The width starts increasing when the vehicle is being driven through the wide curve shown in Figure 9 .
Finally, Figure 11 displays the distance between the vehicle position and the left edge of the road. The small values are presented when the vehicle is turning to the left at the first curve and after passing the roundabout in Figure 8 .
VIII. CONCLUSIONS AND FUTURE WORK
This paper presented a probabilistic approach for road extraction using radar data. Radar information is modelled as Gaussian Mixture Models (GMM) where the uncertainty associated to each radar return was considered. A polynomial cubic approximation of a Clothoid function was applied to model the shape of the road. These clothoid functions were evaluated in the GMM, so that it was possible to compute the total cost for each proposed road.
Experimental results with data acquire in a mine environment validated the approach. A qualitative analysis of the results was done by superimposing the filter output on a satellite image. The good results obtained are very encouraging considering that no special work (such as adding infrastructure) was performed on the berms limiting the road. This implies that results could be improved by proper maintenance of the road. A system like the one presented will be essential for operator aiding under difficult environmental conditions or autonomous operations.
Future work will include the fusion of radar data with vision. The rich information provided by a visual sensor, such as texture and colour will facilitate road discrimination, principally in clutter areas where the radar data is difficult to interpret. Furthermore, by using visual sensors such as stereo cameras, it is possible to recover the 3D structure of the environment, thus, an interpretation of the terrain could be obtained.
