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Abstract: Writing style is considered the manner how an author expresses his thoughts, influenced by language charac-
teristics of an individual, period, school, or nation. Most of the times, this writing style can identify the author.
Yet, one of the most famous examples comes from 1914 in Portuguese literature, with Fernando Pessoa and
his heteronyms Alberto Caeiro, Álvaro de Campos and Ricardo Reis, who had completely different writing
styles and led people to believe that they were different individuals. So, the discussion about authorship iden-
tification already exists along a century. Currently, there are several alternatives to identify authors of text,
however, these solutions do not consider the emotion contained in the text as source of information in the
writing style. This paper is about a process to analyse the emotion contained in social media messages as
Facebooka in order to identify the author’s emotional profile and use it to improve the ability to predict the
authors of the messages. Using preprocessing techniques, lexicon-based approaches and machine learning,
we achieved an authorship identification improvement around 5% in the whole dataset and more than 50% in
specific authors, when considering the emotional profile on the writing style.
ahttp://www.facebook.com
1 Introduction
Since Barack Obama’s election, the politicians are
using social media to have a direct contact with their vot-
ers and increase its credibility with their posts and com-
ments. On the other hand, this direct channel enables a
correct perception by the voters about the politics, creat-
ing opinions about the subjects they consider important.
This phenomenon is increasingly turning politicians into
digital influencers. So, the way as they communicate in
social media can be considered their “personal signa-
ture”; so their worries about the way how they can be
interpreted are equally important.
With massive information from social media, the
digital influencers and their legion of followers validate,
reinforce and amplify news, many times faked. As the
main objective of these individuals is be “liked, loved
and shared”, it is very important to choose correctly the
words contained into their texts, in order to maximize
the sentiment raised up in the readers.
So, the emotional characteristics contained in the
messages make up an “emotional profile” about the au-
thor and which, along with the words used in the text,
helps to determine the message’s author profile while
writing.
For example, the following posts are from differ-
ent authors and deal the same theme - the Paris Cli-
mate Agreement - however, the writing styles are dif-
ferent and arouse different emotions. While the first bal-
ances positive and negative words in the text, the second
mostly uses words with negative emotions:
“Today marks a crucial step forward in the fight
against climate change, as the historic Paris Climate
Agreement officially enters into force. Let’s keep
pushing for progress” (Barack Obama);
“I’m optimistic we can stop climate change and help
those who are being hurt the most by it—all while
meeting the world’s energy needs” (Bill Gates).
In this paper, we present an approach using the au-
thor emotional profile in order to improve the authorship
identification.
Section 2, introduces the concept of emotion and
presents some theories for emotion representation and
analysis. Section 3 presents some work in this area to
detect emotion from social media, while Section 4 de-
scribes our proposal explaining the steps used in our
analysis, and discusses the results obtained from a set
of tests performed, and finally, the paper ends in Section
5 with the conclusion and future work.
2 Emotion theories
Historically, several models have been created in
an attempt to systematize the emergence of emotions,
their associated behaviours and discuss how emotions
are elicited in our cognitive system. The main research
theories are: discrete, dimensional and appraisal theo-
ries.
Discrete emotional theories propose the existence
of basic emotions (happiness, anger, sadness, surprise,
disgust, and fear, for instance) that are universally dis-
played and recognized. Discrete models group emo-
tions into categories and assumes that they are indepen-
dent. In the literature, among the discrete models, a well
known model is the so-called basic emotions, proposed
by Ekman [3]. This model proposes the existence of six
basic emotions: happiness, sadness, fear, anger, surprise
and disgust. One of the main advantages of discrete
models is that, through psychophysical experiments, the
perception of emotions by human beings is discrete.
In opposition to this view, dimensional theories try
to explain emotions in terms of two or three dimensions.
The most frequent dimensional characterization of emo-
tions uses two dimensions: arousal and valence. Valence
is related to a positive or negative evaluation and is as-
sociated to the feeling state of pleasure (vs displeasure).
Arousal reflects the general degree of intensity felt. Low
arousal is associated to less energy and high arousal with
more energy. However, using this two-dimensional is
difficult to differentiate emotions that share the same
values of valence and arousal, as anger and fear. For
this reason, it is common to add a third dimension to
support this differentiation. According to Leventhal [5]
“the third view emphasises the distinct component of
emotions, and is often termed the componential view”.
Emotional cognitive psychologists focus their stud-
ies mainly on the appraisal process. According to
Scherer [9], the central idea is that emotions are trig-
gered and differentiated by a subjective analysis of an
event, situation or object. This cognitive assessment per-
formed personally is called appraisal. For instance, Paul
and John are watching a basketball game where their
favourite teams are playing. John’s team wins (event).
Paul’s appraisal is that an undesirable event happened:
his team lost. He is sad. For John the situation’s ap-
praisal is that the event is desirable and he is happy. So,
emotion and reason are not disconnected. In fact, emo-
tions require cognitive processes to generate or retrieve
preferences and meanings. Emotions are triggered by
personal interpretation of the annoying or cheerful as-
pects of an event, the appraisal. And is the appraisal, a
cognitive process, that triggers the emotions.
Despite of different theories, they have in common
the sense of positive and negative emotions. According
to Cambria [2], “polarity detection is a popular Natural
Language Processing (NLP) task focusing on the binary
classification of snippets of text into either positive or
negative”. In other words, polarities are the scores as-
sociated to positive, negative and neutral parts of a sen-
tence.
3 Related work
Despite the vast amount of works using sentiment
analysis, none of them considers the author’s emotional
profile as a component of the writing style for authorship
identification. So, each work cited below has inspired
partially our work as will be mentioned.
The usage of emotions in social media was inspired
by the work of Schwartz et al [10], which predicts the
individual well-being, as measured by a life satisfaction
scale, through the language people used on social me-
dia. This is made using randomly selected posts from
Facebook and a lexicon-based approach to identify the
text words polarities.
Moreover, Baldoni et al [1] have presented an an-
other interesting work involving lexicons and ontologies
to extract emotions including sadness, happiness, sur-
prise, fear and anger, which contributed in the emotional
profile creation.
Yet, the framework developed for authorship identi-
fying based in online messages presented by Zheng et al
[11] that considers features as syntactic, lexical, struc-
tural and content-specific contributed in the use of ma-
chine learning techniques in order to predict authorship.
4 Data analysis
In order to predict the authors of a post based on the
emotion contained in text, 2100 Facebook posts were
collected from 8 different authors of different areas, as
presented in Table 1. All data was collected at the same
time span, reducing temporal situations interference in
the text emotions. In order to compare all informa-
tion, the posts were manually labelled into 2 categories:
politicians and non-politicians.
The task of predict the author of a text is composed
of several intermediates steps. First, it was needed some
preprocessing tasks in order to reduce data size by re-
moving unnecessary text from the original message.
Preprocessing is a very important step in text min-
ing processes and applications. It is the first step not
only for text mining approaches but also in data mining.
Table 1: Posts authors
Author Area Category
Barack Obama Politics Politician
Bill Gates Business Non-Politician
Donald Trump Business Non-Politician
Hillary Clinton Politics Politician
Jeremy Corbyn Politics Politician
Leonardo Di Caprio Entertainment Non-Politician
Magic Johnson Sports Non-Politician
Theresa May Politics Politician
There are several preprocessing techniques useful in or-
der to extract information from text, and their usage is
according to the characteristics of the information de-
sired. Despite of some techniques were created in data
mining, they are useful in text mining approaches, since
the same technique can be used for both information ex-
traction, information retrieval, or combined
The preprocessing, after the tokenization, was di-
vided in 3 parallel jobs, as showed in Fig. 1: Part
of Speech Tagging (POS-T), Named Entity Recognition
(NER) and Stopwords Removal. This strategy was used
because both POS-T and NER need the text in the orig-
inal format, in order to return the correct data from the
analysis.
Figure 1: Preprocessing tasks
The POS-T process identifies the text grammatical
structure. Concerning text cleaning, only nouns, verbs,
adverbs and adjectives were preserved. This is im-
portant because only these grammatical categories can
bring emotional information. So, in a more formal way,
the Tokenization process converts the original text D
in a set of tokens T = {t1, t2, ..., tn} where each el-
ement contained in T is part of the original document
D. Later, the POS-T labels each token with a seman-
tic information. Later, a process collects all nouns,
verbs, adverbs and adjectives in a set P, where PT =
{p(T,1), p(T,2), ..., p(T,k)} and 0 ≤ k ≤ n and PT ⊂ T .
Similarly, NER process identifies names in 3 dif-
ferent categories: “Location”, “Person” and “Organi-
zation”. Once identified tokens in one of these cate-
gories, they are removed. As a result, a set NT =
{n(T,1), n(T,2), ..., n(T,j)} is constructed based on iden-
tified word category and where 0 ≤ j ≤ n and NT ⊂ T .
This step is important to be done in parallel with POS
because some locations can be confused with nouns (as
Long Beach, for instance).
The Stopwords list is a personal predefined set
SW = {sw1, sw2, ...swy} of words, manually created
according to several similar lists available on the inter-
net.
After the 3 preprocessing tasks finish, the result doc-
ument ST must contain a set of words where ST =
T ′ ∩ PT ∩NT .
Later, in this set ST is applied a stemming process
to reduce the words to their word stem in order to con-
sider all inflected words as only one, producing the pre-
processed text PR = {ST1, ST2, ..., STz} ready to be
analysed.
For all three tasks - POS-T, NER and Tokenization -
the Stanford Core NLP [6] toolkit was used.
An example using a real post from Barack Obama of
text preprocessing is presented in Fig. 2.
4.1 Polarity analysis
The first analysis made was aimed at determining the
posts polarities. To achieve this objective, after the pre-
processing, all sentences contained in PR were com-
pared against EmoLex lexicon [7] in order to identify
the positive and negative words contained in the text.
This analysis did not take into account the intensity of
the polarities neither the emotions.
When comparing the posts’ polarities according to
their author’s category (politicians and non-politicians),
Figure 2: Preprocessing text example
the data did not reveal relevant differences between
politician and non-politicians, as showed in the Fig. 3.
The same analysis was confirmed using the chi-squared
test, where was obtained a value χ2 = 1, indicating that
both polarities data (politicians and non-politicians) are
not independent.
However, this interpretation may lead to a wrong un-
derstanding about the scenario. When comparing the
polarities by author, according to Fig. 4, it is possible
to conclude that while politicians tend to have their posts
in the same area in a normal distribution, non-politicians
tends to be in the extremes, i.e., they are blunter than
politicians when expressing through Facebook and in-
dicating that each author has its own “emotional signa-
ture” in his posts.
This information is confirmed in Table 2, which
presents the positive and negative polarities by author.
Table 2: Polarities by author
Author Positive Negative
Barack Obama 0.28 0.13
Bill Gates 0.30 0.11
Donald Trump 0.25 0.16
Hillary Clinton 0.35 0.17
Jeremy Corbyn 0.30 0,13
Leonardo Di Caprio 0.34 0.09
Magic Johnson 0.37 0.06
Theresa May 0.36 0.10
4.2 Lexicon-based emotion analysis
In order to analyse the emotions contained into the text,
it was used a lexicon-based approach, which consists
in comparing the labelled emotion contained into the
EmoLex lexicon with the preprocessed texts described
earlier. Using the emotions model proposed by Plutchik
[8], where all sentiment is composed of a set of 8 basic
emotions (anger, anticipation, disgust, fear, joy, sad-
ness, surprise and trust), all posts where analysed ac-
cording to this model and a list of emotions in each post
was generated, according to Table 3.
Hence, when applying the Person’s correlation co-
efficient (r2) between polarities and basic emotions, as
presented in Table 4, it is possible to point which emo-
tions are related with polarities.
In a scale ranging from -1 to 1, emotions related with
a high r2 value indicates a strong relation with the po-
larity (as Anger and negative polarity), while high nega-
tive r2 values indicates a strong inverse relationship (as
Fear and positive polarity). In our approach, ambiguous
emotions are classified when the standard deviation for
r2 polarity’s value is less than 10% range (i.e. 0.2).
In summary, positive and negative emotions are im-
portant to describe the author’s emotional pattern, while
the neutral emotions do not have significant contribution
to achieve this objective. the emotions classified in text
according to polarities are:
• Positive polarity - Joy;
• Negative polarity - Anger, Fear, Sadness;
Figure 3: Polarities distribution by category
Figure 4: Polarities distribution by author
Table 3: Basic emotions average per author
Author Anger Anticipation Disgust Fear Joy Sadness Surprise Trust
Barack Obama 0.08 0.15 0.03 0.10 0.13 0.05 0.05 0.21
Bill Gates 0.06 0.14 0.04 0.08 0.15 0.06 0.06 0.14
Donald Trump 0.06 0.12 0.02 0.09 0.12 0.10 0.04 0.16
Hillary Clinton 0.14 0.26 0.02 0.07 0.22 0.15 0.12 0.30
Jeremy Corbyn 0.08 0.16 0.03 0.08 0.09 0.08 0.06 0.23
Leonardo Di Caprio 0.04 0.11 0.01 0.07 0.09 0.03 0.03 0.16
Magic Johnson 0.03 0.19 0.03 0.05 0.21 0.04 0.07 0.21
Theresa May 0.06 0.17 0.02 0.06 0.14 0.07 0.07 0.22
• Ambiguous polarity - Anticipation, Disgust, Sur-
prise, Trust.
4.3 Machine learning-based emotion
analysis
Once identified the average of each emotion from au-
thor, the next analysis was to identify the emotional pat-
Table 4: Correlation between polarities and emotions
Polarity Anger Anticipation Disgust Fear Joy Sadness Surprise Trust
Positive -0.10 0.49 -0,26 -0.90 0.48 -0.22 0.44 0.40
Negative 0.83 0.27 -0,08 0.60 0.01 0.89 0.34 0.37
tern of the author. To achieve this, it was used an ap-
proach based on machine learning (ML) techniques. The
first attempt was aimed at identifying the lowest predic-
tion rate author. For this, it was used the same messages
in their original state, i.e. with no preprocessing and
only the authors identification in a ML approach. Once
this information was obtained only by original texts with
no preprocessing, this value can be considered the low-
est acceptable value, and, in case of decreasing this rate,
it may be interpreted as a negative influence of pre-
processed texts in the authors prediction. In our initial
tests, the best rate was presented by a SVM implemen-
tation through Weka [4] and a 10-fold cross validation
in the whole dataset, with a correct prediction precision
of 82% of when predicting authors.
When the lowest prediction rate was identified, the
next step was to classify using the preprocessed infor-
mation. Using the previous preprocessed texts, polarity
values and each basic emotion rate, a new dataset was
generated in order to be used in ML process. In our
tests, it was used the most relevant algorithms for text
classification, as SVM, Naive Bayes, Random Forests,
however, using a Naive Bayes Multinomial implementa-
tion through Weka and a 10-fold cross validation in the
whole dataset, returned a precision of 87.41% of correct
predictions when predicting authors. Both results (non-
preprocessed and preprocessed) are presented in Table
5.
5 Conclusion
This paper presents a combination of lexicon-based
and machine learning approaches to explore the emo-
tions contained in a text through the best practices in
sentiment analysis in order to increase the results’ accu-
racy in authorship identification.
Everyone have particular characteristics of express-
ing themselves, and these personal characteristics can be
expressed in their texts.
Once the author’s writing style profile is known,
by using the emotional information contained into text
helps to increase the accuracy on authorship identifica-
tion. This claiming is based on the successful predic-
tions rate grown from 82% to 87.41% in our tests, be-
sides the values of precision, recall and f-measure which
have increased in the majority of the cases, when using
emotional labelled data. This improvement can be inter-
preted as a very satisfactory result as our proposal.
As future work, it is planned to determine the au-
thor’s emotional intensity profile , by combining with
other text analysis metrics, in order to increase the au-
thorship identification.
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