The day-of-the-week effect for the securitized real estate indices is investigated by employing daily data at the global, European and country level for the period 1990 to 2010. We test for daily seasonality in 12 countries using both full sample and rollingregression techniques. While the evidence for the former is in line with the literature, the results for the latter cast severe doubts concerning the existence of any persistent day-of-the-week effects. Once we allow our sample to vary over time, the average proportion of significant coefficients per day ranges between 15% and 24%. We show that higher average Friday returns evident in previous literature, remain significant in 21% of the rolling samples. We conclude that daily seasonality in the European Real Estate sector is subject to the data mining and sample selection bias criticism.
Introduction
The existence of seasonality in financial asset returns would defy market efficiency if investors could exploit them by consistently implementing profitable trading strategies. Since the seminal works of Fields (1931) and Osborne (1962) many studies have documented the day-of-the-week effect (or the weekend effect) in financial assets (Cross, 1973; French, 1980; Keim and Stambaugh, 1983 ; Jaffe and Westerfield, 1985 among others). The day-of-the-week effect refers to the finding whereby the mean rates of returns are significantly higher on some days of the week. 1 Indeed, only partial justification of these intraweek patterns has been presented so far. Potential explanations include settlement procedures and measurement errors (Gibbons and Hess, 1981) , systematic movements between the bid-ask spread (Keim, 1989) , the distinction between trading and non-trading periods (Fortune, 1991; Penman, 1987) , differences in trading behavior of individual and institutional investors (Lakonishok and Maberly, 1990 ; Sias and Starks, 1995) and investors' speculative short sales (Chen and Singal, 2003) . The European market for publicly traded real estate companies has come into prominence over the course of the last two decades. According to the European Public Real Estate Association (EPRA), the market capitalization of European real estate companies has increased from around C6.6bn in 1990 to C321bn in the middle of 2011. 2 Investigating the day-of-the-week effect in the European real estate market is interesting for more than one reasons. First, investing in real estate has become an attractive strategy in Europe, especially after the influx of REITs in the beginning of the last decade which resulted in a marked expansion in the listed real estate sector. 3 This phenomenon is reflected in the increased growth of European securitized real estate market which in November 2013 totaled an aggregate market capitalization of C325bn, accounting for 25% of the global listed property market. The outperformance of listed real estate in both their REITs and corporate forms, led to increasing investor's awareness for this segment of the market. 4 With this increased attention, a further insight into the market anomalies of securitized real estate returns is of crucial importance. Second, whilst a large array of literature examines the calendar effects for stock market indices, there has been less interest on more disaggregated segments of the market. Considering that real estate securities are traded on major stock exchanges it would be insightful to examine whether the anomalous patterns observed in stock markets are also presented in real estate market. 5 Likewise, recent evidence provided by Kaplanski and Levy (2012) in favour of seasonality in real estate prices raises the question on whether the seasonality that is present in prices is also reflected on real estate indices. Third, despite the large growth of the European real estate companies, most studies thus far have concentrated on the US real estate market (Redman et Lenkkeri et al. (2006) which is closer to our approach. 6 The first goal of this paper is to examine the existence of the day-of-the-week effect at both aggregate (global and European level) and country specific level, by using an extended dataset. The existence of calendar anomalies implies that investors could develop trading strategies based on seasonal patterns in order to gain abnormal returns. 7 Some recent studies assert that the day-of-the-week effect for stock returns has disappeared in some countries since early 1990s due to improvements in market efficiency (Kohers et al., 2004; Steeley, 2001 ). As Lakonishok and Smidt (1988) pointed out in their 90-year period study, one must be very skeptical of what is considered an anomaly. To confirm an anomaly, supporting evidence is required in various data sets over different periods of time.
The second goal of this paper is to establish the robustness of the day-of-the-week effect using the returns of the European securitized real estate indices, as this anomaly could be the result of data snooping or data mining bias. Sullivan et al. (2001) argue that the practice of using the same data set to formulate and test hypotheses introduces data-mining biases that, if not accounted for, invalidate the assumptions of underlying classical statistical inference. They used 100 years of daily data and a bootstrap procedure to show that although nominal p-values for individual calendar rules are extremely significant, once evaluated in the context of the full universe from which rules were drawn, calendar effects significance faded. Additional critical evidence is provided by Hansen et al. (2005) who claim that this phenomenon has diminished in the late 1980s (with the exception of small-cap stock indices). They inspect the time path of p-values that account for data-mining biases and find significant calendar effects only in specific sub-samples of DJIA returns and standardized returns during the 20th century. Following Hansen et al. (2005) , the robustness of our findings is also assessed via sub-sample analysis based on rolling regressions. Recently, Zhang and Jacobsen (2013) provide evidence that monthly seasonality for the UK stock prices stock market. 6 To the best of our knowledge only Lenkkeri et al. (2006) have employed the same dataset for calendar anomalies. 7 Gregoriou et al. (2004) support that the small average excess returns documented by researchers is not likely to generate net gains when employed in a trading strategy once the transaction costs have been taken into account. strongly depends on the sample period considered. They show that many calendar months significantly alter their performance relative to the market, but few have done it persistently over their 300 years sample period. In that respect, the day-of-the-week effect could also be an apparent but not real phenomenon. 8 Our contribution is twofold: (i) we employ a dataset that has not been widely used in testing for calendar effects, given the recent evidence of Kaplanski and Levy (2012) in favour of seasonality in real estate prices and (ii) we attribute the apparent evidence for the day-of-the-week effect to sample dependence by employing rolling regression techniques. We find that six out of twelve European real estate indexes exhibit positive Friday returns. Particularly, the Friday anomaly is present in Finland, France, Netherlands, Spain, Sweden, Switzerland and in the European and global indices. We also find a significant positive Monday effect for Denmark, Finland and Sweden and a Wednesday effect for Sweden and Switzerland. When a rolling regression approach is adopted, very weak evidence (if any) in favour of the day-of-the-week effect is found. The rolling p-values analysis suggests that significant daily seasonality is not an economically important phenomenon in European securitized real estate returns. This result is valid for both the individual European markets and the European and global indexes. It is also robust to alternative distributions of the error term. The weak dayof-the-week effect evidence abides the claim that data mining, noise and selection bias could drive this market anomaly.
The rest of the paper is organized as follows: Section 2 summarizes the relevant literature, Section 3 presents data, Section 4 describes the econometric methodology and Section 5 discusses the results. Finally, section 6 concludes.
Literature
The empirical literature on calendar anomalies is extensive. A substantial part it focuses on the various calendar effects covering a large array of countries, several time periods, different empirical methodologies, and various data sets. The majority of these studies support the existence of seasonal behavior in stock returns (see also the review in Zhang and Jacobsen, 2013). Albeit, most of the literature examines the day-of-the-week effect in terms of aggregate stock indices with little attention given in specialized market segments, such us the real estate. Real estate indices should be the most favorable for the presence of seasonality (Kaplanski and Levy 2012) . The returns of REITs were first examined for evidence of the day-of-the-week effect by Redman et al. Lee and Ou (2010) . The day-of-the-week anomaly for Europe securitized real estate indices has also been studied, although less extensively (e.g., Lenkkeri et al., 2006) . A summary review for studies with a real estate focus is presented in Panel A of Table 1 . Chang et al. (1993) and Dubois and Louvet (1996) advocated that although a dayof-the-week effect still exists in many countries, the effect has recently disappeared in the US. Together these studies suggest that this effect may not always exist simultaneously in different markets. Moreover, Brusa et al. (2000) support that the weekend effect has reversed in US with Monday returns significantly positive and higher than the returns on other days of the week. Other studies in stock returns where the day-ofthe-week effect diminishes or reverses over time are summarized in Panel B of Table  1 . Overall, these studies indicate that seasonality in returns is more of an evolving phenomenon rather than a static one.
Data
We employ a data set of log returns on European securitized real estate indices provided by the European Public Real Estate Association (EPRA). The data consist of daily closing prices from the following 12 European countries: Belgium, Denmark, Finland, France, Germany, Greece, Italy, the Netherlands, Spain, Sweden, Switzerland and the United Kingdom. Our dataset for most countries spans from January 15, 1990 to May 11, 2010. For Finland, Denmark, Greece, and Spain, a shorter time span is available. 9 In addition to individual countries, we also consider a European real estate index and a global real estate index. The EPRA Europe index consists of all countries that join the European Union, weighted according to the market capitalization of individual securitized real estate markets. We also consider the EPRA/NAREIT Global index, consisting of all world-participating countries. All indices used are value-weighted and the entire amount of issued shares of a constituent company is included in the calculation of the company's market capitalization, and adjusted by the free float weighting of the company. Given that the data are derived from more than one countries, there are different holidays for each market. Following Savva et al. (2006), we replace the missing value by the closing price on the day before the holiday. Hence, the sample for each country contains all days of the week except weekends. Log returns in each market (R t ) are expressed in euros and are calculated as percentage changes of the level of price index at time t. Table 2 provides descriptive statistics of logarithmic returns. Over the entire sample period most countries exhibit negative average mean returns with the exception of Finland, France and Switzerland. Positive mean returns are reported for the European and the global index. Denmark is the country with the lowest mean returns and the highest unconditional volatility. All countries are negatively skewed, but Belgium. The Jarque-Bera statistic rejects the null hypothesis of normally distributed returns. All series are leptokurtic. 10 Unit root tests indicate stationarity of returns ( Table 2 ).
Methodology
We use both unconditional and conditional tests to examine the day-of-the-week effect. The unconditional tests of the day-of-the-week effects include the Kruskal-Wallis test for ranks that examines weekly patterns in the median, and the Brown-Forsythe (modified Levene) test for weekly patterns in the volatility. Conditional tests rely on regression analysis. We use daily dummies and the models employed can be written as:
(1)
where R t is the continuously compounded daily index return; ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 and ϕ 5 are parameters, e t is the random error term assumed conditionally normal and D 1t , D 2t . . ., D 5t are dummy variables for Monday, Tuesday. . ., Friday (i.e., D 1t = 1, if t is Monday, and zero otherwise). Depending on their significance, AR terms are also added in Eq.(1). 11 We omit the constant term to avoid the dummy variable trap. Equation (3) is the conditional variance equation of a GARCH(1,1) model. The α + β sum, should be less than unity to ensure the stationarity of the conditional variance. To capture the possibility of asymmetric effects of returns on volatility, we also consider the GJR-GARCH model, introduced by Glosten et al. (1993) and the EGARCH model, proposed by Nelson (1991) , presented in equations (4) and (5), respectively. All estimations are carried out using the quasi maximum likelihood estimation method (QMLE). 12 Choudhry (2000) provides evidence of the day-of-the-week effect in emerging Asian countries using a GARCH model that assumes the error distribution follows a conditional Student's t density function. Nelson (1991) indicates that a generalized error distribution (GED)
is preferred for GARCH models. We consider both, but report only the former since the results are similar. 
Empirical results

Unconditional models and tests
We start by analyzing the unconditional day-of-the-week patterns in the fourteen return series. For testing daily differences in the median, we use the Kruskal-Wallis one-way ANOVA for ranks. This test generalizes the Mann-Whitney test with more than two sub-groups. Additionally, we perform the Brown-Forsythe test (Brown and Forsythe, 1974) to test for the constancy of the variances across the days of the week. This test is used to determine whether k samples have equal variance where the absolute mean difference is replaced by the absolute median difference and is, hence, expected to be more robust.
14 Panel A in Table 3 presents the statistics and their corresponding p-values from the tests for a significant day-of-the-week pattern in median and variance of the unconditional distributions. Applying the Kruskal-Wallis test, we find evidence for a significant weekly pattern in the median for France, Sweden, the European index, and the global index (at the 1%), for Italy (at the 5%), and for Spain (at the 10% level). The Brown-Forsythe test null hypothesis that the variance is constant across the days 11 The autoregressive term accounts for statistically significant but economically minor autocorrelation and correct for possible effects of non-synchronous trading. 12 Bollerslev and Wooldridge (1992), pointed out that the assumption of the normality of the standardized conditional errors may be too strong and can cause misspecification of the likelihood function. To deal with this, Bollerslev and Wooldridge (1992) suggest the use of Quasi Maximum Likelihood Estimation (QMLE). 13 The results for the GED distribution are availble from the authors upon request. 14 Most tests for equal variances appear to be sensitive to departures from normality or to the presence of outliers and heteroskedasticity. Conover et al. (1981) list and compare 60 methods for testing the homogeneity of variance assumptions and show that Brown-Forsythe procedure outperforms all the other procedures.
of the week, is rejected for Germany and the global index at the 1%, and for Italy and Sweden at the 5% and 10% level, respectively.
Conditional models and tests
Given the evidence for ARCH effects, 15 we proceed with the estimation of Equation (1) with GARCH errors. Panel B in Table 3 presents the best GARCH model for each country on the basis of the Schwarz information criterion. 16 The asymmetric models (EGARCH, GJR-GARCH) for Denmark, Finland, Netherlands and Switzerland in which the asymmetry term (γ) was found insignificant, were re-estimated as symmetric GARCH(1,1) models. In the top part ( In the bottom part of Table 3 , we also report the estimates of the conditional variance. The asymmetry term γ is positive and significant for France, Spain and the UK, 15 Not reported but available from the authors upon request. 16 Doornik and Ooms (2008) argue that standard estimates in models involving dummy variables in conditional means of GARCH regression models have to be treated with great care because of the danger of multimodality, which is more likely to occur when dummies effects take place before or within volatile periods. In our study, in order to minimize the danger of multimodality, different initial values were considered and the outcome was not qualitatively different. The results are available from the authors upon request. 17 The level of significance is 5%, unless otherwise noted. 18 The authors support that the disappearance of Monday seasonality coincides with the increase in institutional investors in the US REIT market during 1990s.
Europe and global index where the GJR-GARCH was the preffered model model. The asymmetry coefficient is negative and significant for Belgium, Germany, Greece, Italy, and Sweden where the EGARCH model was chosen by SIC. We can thus document significant evidence of leverage effect in the GJR-GARCH and EGARCH models, indicating negative news in the eight individual European markets and the two aggregate indices cause volatility to rise by more than positive news of the same magnitude. Both α and β are statistically significant and positive in all cases. For the countries that the α + β sum is above unity, 19 three unit root tests for the stationarity of the conditional variances were considered: (i) augmented Dickey and Fuller (1979) , (ii) Phillips and Perron (1988) and (iii) the Zivot and Andrews (1992) unit root test with one break. The results (not reported but available upon request) suggest that we can reject the null of unit root for all conditional variance series at 1% level of significance except UK where the null is rejected at the 5% level in all three unit root tests.
A rolling window regression approach
Recent studies have documented that the evidence on return seasonality obtained in the vast literature could be driven by data mining or could be sample dependent. Hansen et al. (2005) provide evidence that calendar effects may be the outcome of pure chance and thus disappear once a test conditions on the nuisance of all conceivable effects. Zhang and Jacobsen (2013) also employ a rolling window (OLS) approach to demonstrate that monthly seasonality is sample dependent.
Sullivan et al. (2001) and
In the spirit of the above three papers, we attempt to evaluate the evidence reported in the previous sections in favor of the day-of-the-week effect. In this regard, we employ rolling regressions using the best GARCH model (in the sense of the SIC) to test for robustness. The window for the rolling-regression estimation is fixed at 70 (a rolling sample of about 3 months of data is taken with a step size of 5 weekdays). The first estimate is based on a regression using observations 1-70, the second, observations 6 to 75, the third, observations 11 to 80, and so on.
The results reported in Tables 4 and 5 correspond to the t-student and the generalized error distributions (GED), respectively. In Table 4 , we observe that the significant p-values represent a very low proportion of the total number of the rolling-regressions.
For Finland (Table 4) , the cases that Monday's p-values are lower than 0.05 are 50. The latter represents only 8.65% of the totally estimated p-values. The same conclusion holds for the rest of the countries (for both distributions), where the significant p-values stand for around 14 to 24% for most cases. For the t-distribution, significant p-values range from a max 23.42% significant Monday coefficients for Belgium to a min 8.65% for Finland. These numbers are relative higher for the GED, with a max of 32.21% for Germany and a min of 16.6% for Finland.
The last line of Tables 4 and 5 reports the average proportion of significant coefficients per day across all markets. Significant coefficients for the Friday dummies are observed on average 21% of the rolling GARCH (GED) windows. The average for the other days is between 22% and 24%. When assuming a t-distribution these numbers are relative lower: 15.37% for Fridays and between 16.5% and 17.5% for the rest. Monday appears to provide, marginally, the higher ratio of significant p-values (17.2% with t and 24.02% with GED). The important implication of these findings is that, although pvalues for individual coefficients are significant, once evaluated in a rolling framework, calendar effects no longer remain significant. In other words seasonality in European real estate indices is subject to the sample selection bias criticism.
Conclusions
This study investigates the weekday pattern in returns behavior of securitized real estate indices using daily data at the global, European and national (for 12 countries) level for the period 1990-2010. We examine whether daily seasonality is sample dependent.
We first estimate symmetric and asymmetric GARCH models that provide evidence in favour of the day-of-the-week effect. Significant higher Friday returns were found for half of the European country level real estate indices and the two regional indices (European and global). A significant Monday effect for three European countries (Denmark, Finland, Sweden) also arises in contrast to the previous literature. Once a rolling-regression framework is adopted, statistically significant coefficients evaporate. We find that in the overwhelming majority of the countries included in our sample, the significant p-values are between 15 and 24 percent for all estimation periods. A significant Friday effect is observed on average in 15.37% (21%) of the rolling windows when the Student's-t (GED) distribution is employed. The highest proportion of significant p-values emerges for Monday, 17% with t and 24% for GED. Therefore, the evidence provided from the rolling regression approach casts severe doubts concerning the existence of any persistent day-of-the-week effect. This result reinforces the argument that daily seasonality in the European real estate markets is prone to the sample selection criticism. OLS estimation shows negative Tuesday effect. The Tuesday anomaly disappears after accounting for non normality in distribution and spillover effects from other countries. Steeley (2001) Daily returns of FTSE100 index and announcement data on macroeconomic information variables. 1991-1998. OLS, Kruskal-Wallis test.
The day-of-the-week effects in the UK equity market have disappeared during the 1990s. The day-of-the-week effect may no longer exist in the Singapore market in the post crisis period.
Marquering, Nisser and Valla (2006)
Examination of several well known market anomalies before and after they were published. OLS and a tailor made approach were employed.
The weekend effect has started to diminish right after Cross's study in 1973. Two years after the publication the effect anomaly decreases substantially. The anomaly disappeared recently. Friday's return was found to be the most significant but this seasonality disappears when a rolling window asymmetric GARCH is employed. 
