Abstract. The Radon transform and its dual are central objects in geometric analysis on Riemannian symmetric spaces of the noncompact type. In this article we study algebraic versions of those transforms on inductive limits of symmetric spaces. In particular, we show that normalized versions exists on some spaces of regular functions on the limit. We give a formula for the normalized transform using integral kernels and relate them to limits of double fibration transforms on spheres.
Introduction
Let G o be a classical noncompact connected semisimple Lie group and G its complexification. We fix a Cartan involution θ : G o → G o on G o and denote the holomorphic extension to G by the same letter. Let K = G θ and let K o = K ∩ G o be the maximal compact subgroup corresponding to θ. Then X = G o /K o is a Riemannian symmetric space of the noncompact type. The space X is contained in its complexification Z = G/K. The subscript o will be used to denote subgroups in G o . Dropping the index will then stand for the corresponding complexification in G.
Let 1 on X and is given by
where dk denotes the invariant probability measure on K o . If f and ϕ are compactly supported, then
for suitable normalizations of the invariant measures on X, respectively Ξ o . This explains why R * is called the dual Radon transform. For more detailed discussion we refer to Section 5.2.
For a complex subgroup L ⊂ G we call a holomorphic function f : G/L → C regular if the orbit G · f with respect to the natural representation spans a finite dimensional subspace. We denote the G- The dual Radon transform can be extended to the space of regular functions on Ξ but the integral defining the Radon transform is in general not defined for regular functions. In fact, a regular function on Z can be N o -invariant so the integral is infinite. This problem was first discussed in [HPV02] and then further developed in [HPV03] . Let us describe the main idea from [HPV02] here. We refer to main body of the article for more details.
Denote the spherical representation of G o and G with highest weight µ ∈ a * o by (µ µ , V µ ), and its dual by (π * µ , V * µ ). The duality is written w, ν . Note that (π µ , V µ ) is unitary on a compact real form U which we choose so that U ∩ G o = K o . We fix a highest weight vector u µ ∈ V µ of length one and a K-fixed vector e * µ ∈ V * µ such that u µ , e * µ = 1. 
Finite dimensional geometry
In this section we recall the necessary background from structure theory of finite dimensional symmetric spaces and related representation theory. Most of the material is in this section is standard, but we use this section also to set up the notation for later sections.
2.1. Lie groups and symmetric spaces. Lie group will always be denoted by uppercase Latin letters and their Lie algebra will be denoted by the corresponding lower case German letters. If G and H are Lie groups and θ : G → H is a homomorphism, then the derived homomorphism is denoted byθ : g → h. If G = H, then G θ = {a ∈ G | θ(a) = a} and g θ = {X ∈ g | θ(X) = X} .
From now on G will stand for a connected simply connected complex semisimple Lie group with Lie algebra g. Let U be a compact real form of G with Lie algebra u and letσ : g → g denote the conjugation on g with respect to u. We denote by σ : G → G the corresponding involution on G. Then, as G is simply connected, U = G σ and U is simply connected.
Let θ : U → U be a nontrivial involution and K o := U θ . Then K o is connected and U/K o is a simply connected symmetric space of the compact type. Extendθ : u → u to a complex linear involution, also denoted byθ, on g. Denote by θ : G → G the holomorphic involution with derivativeθ. Write u = k o ⊕ q o where k o := uθ and q o := {X ∈ u |θ(X) = −X}. 
As σ and η := σθ map K into itself it follows that both involutions define antiholomorphic involutions on Z and we have
In particular X and Y are transversal totally real submanifolds of Z. If V is a vector space over a field K, then V * denotes the algebraic dual of V . If V is a topological vector space, then the same notation will be used for the continuous linear forms. If V is finite dimensional, then each α ∈ V * is continuous. Let a o be a maximal abelian subspace of s o and a = a
. Denote by Σ := Σ(g, a) ⊂ a * the set of roots. Let Σ 0 := Σ 0 (g, a) := {α ∈ Σ | 2α ∈ Σ}, the set of nonmultipliable roots. Then Σ 0 is a root system in the usual sense and the Weyl group W corresponding to Σ is the same as the Weyl group generated by the reflections s α , α ∈ Σ 0 . The Riemannian symmetric spaces X and Y are irreducible if and only if the root system Σ 0 is irreducible.
All of those algebras are defined over R and the subscript o will indicate the intersection of those algebras with g o . This intersection can also be described as theη fixed points in the complex Lie algebra.
Define the parabolic subgroups
A o := exp a o , and N o := exp n o . Similarly we have P = MAN. Let F := K ∩ exp ia o . Then each element of F has order two and
• where • denotes the connected component containing the identity element. We let
Note than K ∩MN = M, so we obtain the following double fibration, which is of crucial importance for the Radon transforms:
G/M p y y t t t t t t t t t q % % ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
Denote by s the symmetry of X with respect to x o . Then θ(g) = sgs −1 for g ∈ G o . Denote by X(A) the (additively written) group Hom(A o , R × + ) (where R × + stands for the multiplicative group of positive numbers). Then X(A) ≃ a * where the isomorphism is given by µ → χ µ , χ µ (a) = a µ . We will simply write µ(a) for χ µ (a). A group sphere in X is an orbit of a maximal compact subgroup of 
is called the center of S and a is called the radius of S. The group sphere of radius a with center at x is denoted by S a (x).
The group G o acts transitively on the set Sph a X of group spheres of radius a. The stabilizer of a group sphere S := S a (g · x o ) is a compact subgroup of G containing the stabilizer K g o of the point g · x o and hence coinciding with it. Since g·x o is the only fixed point of K g o , it is uniquely determined by S. Moreover, S a 1 (x) = S a 2 (x) if and only if a 1 and a 2 are W -equivalent.
We shall say that a ∈ A o tends to infinity, written a → ∞, if α(a) → ∞ for any α ∈ Σ + . The sphere
of radius a passes through x o . It is known that it converges to the horosphere ξ o = N o · o as a → ∞ (see, e.g., [E73] , Proposition 2.6, and [E96] , p. 46). Taking the sphere S a as the base point for the homogeneous space Sph a X, we obtain the representation Sph a X = G o /K a o . This gives rise to the double fibration
In this subsection we describe the set of spherical representations and the set of fundamental weights. Each irreducible finite dimensional representation π of U or G o extends uniquely to a holomorphic irreducible representation π of G and every irreducible holomorphic representation τ of G is a holomorphic extension of an irreducible representation of U and G o . We will therefore concentrate on irreducible holomorphic respresentations of G. We will denote by π U respectively π o the restriction of a holomorphic representation π to U respectively G o .
For a representation π of a topological group H or a Lie algebra h we write V π for the vector space on which π acts. Let
. If H is a connected Lie group with Lie algebra h and V π a smooth representation of H, then h acts on V π and V
Back to our setup, as K o and K are connected, it follows that if π is a irreducible finite dimensional holomorphic representation of G (and hence analytic), then
In fact, the inclusion ⊆ is trivial and for the converse it suffices to note that 
(2) π is spherical if and only if π * is spherical.
. If µ ∈ Λ + , then π µ denotes the irreducible spherical representation with highest weight µ.
We mostly write Λ
Denote by Ψ := {α 1 , . . . , α r }, r := dim C a, the set of simple roots in Σ
Then ω 1 , . . . , ω r ∈ Λ + and
The weights ω j are called the spherical fundamental weights for (g, k).
Set Ω := {ω 1 , . . . , ω r }.
2.4. Regular functions. Let L be one of the groups U, G o and G. Let M be a manifold and assume that L acts transitively on M. Then L acts on functions on M by a·f (m) = f (a −1 ·m). We say that f ∈ C(M) is an L-regular function if {a·f | a ∈ L} spans a finite dimensional space which we will denote by L · f . We denote by C L [M] the space of Lregular functions on M. Coming back to our usual notation we remark that the restriction map defines a
As soon as the acting group is clear from the context we will omit it from the notation.
We will mostly consider regular functions on the two complex spaces Z and Ξ. If needed, we will use results only stated or proved for the complex case also for the real cases using the above restriction maps.
For µ ∈ Λ + we denote by C[Z] µ , respectively C[Ξ] µ , the space of regular functions on Z, respectively Ξ, of type π µ . We recall the following well known fact (cf. [HPV02] ):
Each representation π µ occurs with multiplicity one in each of those modules.
where a µ = e µ,log a . Hence f (x o ) = 0. We denote by f µ the unique highest weight vector in C[X] µ with f µ (e) = 1. 
For reasons which will become clear in section 5, we call Γ the normalized Radon transform and note that its inverse
µ have a simple description in terms of the representation (π µ , V µ ). Fix for all ν ∈ Λ + a K-fixed vector e ν ∈ V ν and a highest weight vector u ν in V ν . Further, choose the highest weight vector u * ν ∈ V * ν and the spherical vector e * µ ∈ V * ν according to the normalization
are G-isomorphisms. Note that f µ := f uµ,µ respectively ψ µ := ψ uµ,µ are normalized highest weight vectors.
Limits of symmetric spaces and spherical representations
In this section we introduce the notion of propagation of symmetric spaces and describe the construction of inductive limits of spherical representations from [ÓW11a,ÓW11b] . We then recall the main result from [DÓW12] about the classification of spherical representations in the case where U ∞ /K o∞ has finite rank. We start with some facts and notations for limits of topological vector spaces, which will always be assumed to be complex, locally convex and Hausdorff. Similar notations for limits will be used for Lie groups and even sets without further comments. Our standard reference is Appendix B in [HY00] and the reference therein.
If W 1 ⊂ W 2 ⊂ · · · is an injective sequence of vector spaces, then we denote the inclusion maps W j ֒→ W k , k ≥ j, by ι k,j . Let 
where the first inclusion is the one related to the sequence {V j } and the second one is the one associated to {W j }. Then there exists a unique continuous linear map
If W is a locally convex Hausdorff complex topological vector space, then W * will denote the space of continuous linear maps W → C. We provide it with the weak * -topology, i.e., the weakest topology that makes all the maps
* is also a locally convex Hausdorff topological vector space. If {W j } is a inductive sequence of locally convex Hausdorff topological vector spaces then {W * j }, with the projections 
We finish the subsection with a simple lemma that connects the inductive limit and the projective in case we have a injective sequence of Lie groups G j and G j -modules V j . This will be used several times later on. We leave the simple proof as an exercise for the reader.
Lemma 3.2. Let {G j } be an injective sequence of Lie groups and let {V j } be a projective sequence of G j -modules with
. is a sequence of connected, simply connected classical complex Lie groups as in the last section. In the following an index k (respectively j) will always indicate objects related to G k (respectively G j ). We assume that
This gives rise to an increasing sequence {Z j = G j /K j } j≧1 of simply connected complex symmetric spaces such that for k ≥ j the embedding Z j ֒→ Z k is a G j -map. We denote this inclusion by ι k,j and note that {Z j } is an injective system.
Similarly we have a sequence of transversal real forms
and similarly for other groups and symmetric spaces. Recall that, as a set we have G ∞ = G j but the inductive limit comes also with the inductive limit topology and a Lie group structure. The space Z ∞ = Z j is a smooth manifold and the action of G ∞ is smooth. Similar comments are valid for the other groups and the corresponding symmetric spaces.
In the following we will always assume that k ≥ j and m ≥ n. As θ k | G j = θ j it follows that k k ∩ g j = k j and s k ∩ g j = s j . We choose the sequence {a j } of maximal abelian subspaces of s j such that
In case each X j is irreducible we say that X k propagates X j if (i) a k = a j , or (ii) we obtain the Dynkin diagram for Ψ k is obtained from the Dynkin diagram for Ψ j by only adding simple roots at the left end (so the root α 1 stays the same). Note, that usually the Dynkin diagram is labeled so that the first simple root is at the left and. We have here reversed that labeling. Then, in particular, Ψ k = {α k,1 , . . . , α k,r k } and Ψ j = {α j,1 , . . . , α j,r j } are of the same type. Furthermore α k,s | a j = α j,s for s = 1, . . . , r j , see [ÓW11a] . Furthermore, if s ≥ r j + 2, then α k,s | a j = 0.
In case of reducible symmetric spaces X t = X 1 t × · · · X st t we say that X k propagates X n , k ≥ n, s k ≥ s n and we can arrange the irreducible components so that X j k propagates X j n for j = 1, . . . , s n . We say that Z k propagates Z j if Z k propagates Z j . From now on we will always assume, if nothing else is clearly stated, that the sequence {Z j } is so that Z k propagates Z j for k ≥ j.
3.2. Inductive limits of spherical representations. In this section we recall the construction of inductive limits of spherical representations from [W09] and [ÓW11b] .
As before we assume that k ≧ j and that Z k propagates Z j . Moreover, from now on we will always assume that the groups G j are simple. Denote by r j,k : a * k → a * j the projection r j,k (µ) = µ| a j . As shown in [ÓW11a,ÓW11b] we have
This implies that the sets of highest weights Λ
form a projective system with restrictions as projections. But those sets also form an injective system as we will now describe. This will allow us to construct an injective system of representations in an unique way, starting at a given level j o .
Let µ j ∈ Λ + j and write
The map ι k,j : Λ
Finally, µ k is the minimal element in r −1 j,k (µ j ) with respect to the partial ordering ν−µ = j k j ω k,j , k j ∈ Z + . In particular we have the following lemma:
Lemma 3.5. The sequence {Λ + j } j with the maps
is an injective sequences of sets. Furthermore, there is a canonical inclusion Λ
Proof. Most of the proof has been given already. For the last statement the idea is the same as in Lemma 3.2. Given j and µ j ∈ Λ + . Then, by (3.4) the sequence (µ j , µ j+1 , . . .) is in lim
be the spherical representation of G j with highest weight µ j . We can and will assume that each V µ j carries a U j -invariant inner product such that the embeddings V µ j ֒→ V µ k are isometric.
and define µ k ∈ Λ + k as above. Then the following holds:
. Then π k,j is equivalent to π µ j and we can choose the highest weight vector u µ j in V µ j so that the linear map generated by
Remark 3.7. Note that in [ÓW11a] the statement was proved for the compact sequence {U j }. But it holds true for the complex groups G j by holomorphic extension. It is also true for the non-compact groups G jo by holomorphic extension and then restriction to G jo .
The second half of the above theorem implies that, up to a scalar, the only unitary G j -isomorphism is the one given in part (1). As a consequence we can and will always think of V µ j as a subspace of V µ k such that the highest weight vector u is independent of j, i.e., u µ j = u µ k for all k and j. We form the inductive limit
Starting at a point j o the highest weight vector u µ j , j ≥ j o is constant and contained in all V µ j . I particular, µ µ j ∈ V µ∞ . We also note that {π µ j (g)}, g ∈ G j , forms a injective sequence of continuous linear operators, unitary for g ∈ U j . Hence (π µ k ) ∞ (g) : V ∞ → V ∞ is a well defined continuous map. Similarly for the Lie algebra. We denote those maps by π µ∞ and dπ µ∞ respectively. Hence group G ∞ and acts continuously, in fact smootly, on V µ∞ . We denote the corresponding representation of G ∞ by π µ∞ . We have
The representation (µ µ∞ , V µ∞ ) is (algebraically) irreducible. We can make π µ∞ | U∞ unitary by completing V µ∞ to an Hilbert spaceV ∞ as is usually done, see [DÓW12] . The dual of V µ∞ is given by the corresponding projective limit
Note that in this notation V * µ∞ = V µ * ∞ . We note that the highest weight vector, which we now denote by 
is unique up to scalar showing that the dimension is one.
From now on we fix e * µ∞ so that u µ∞ , e * µ∞ = 1.
and since all spaces involved are reflexive, this implies that W = V * ∞ or W = {0}. The vector u µ∞ ∈ V µ∞ is clearly M ∞ N ∞ -invariant. Therefore V µ∞ is conical (see [DÓ13] ). But it is easy to see that with exception of some trivial cases (as G j = G k for all j and k, which we do not consider) the representation (π µ∞ , V µ∞ ) is not K ∞ -spherical. In fact, suppose that e ∈ V µ∞ is a non-trivial, K ∞ -invariant vector. Let j be so that e ∈ V µ j . Then e has to be fixed for all K s , s ≥ j and hence a multiple of e s . This is impossible in general as will follow from Lemma 5.5. On the other hand it was shown in [DÓW12] that the Hilbert space completionV µ∞ is K ∞ -spherical if and only if the dimension of a ∞ is finite. In this case we can assume that a j = a ∞ for all j. Then Σ j = Σ k = Σ ∞ , Σ Let as usually ι k,j : V µ j → V µ k be the inclusion defined in Theorem 3.6 and proj j,k :
where s o,j ∈ N K j (a j ) is so that Ad(s * ,j ) maps the set of positive roots into the set of negative roots and (
is the orthogonal complement in V µ j . We use the inner product to fix embeddings
As e * µ∞ is K ∞ -invariant, it follows that V * µ∞ is both spherical and conical. We now give another description of the representations (π µ∞ , V µ∞ ). This material is based on [DÓ13] . We say that a representation (π, V ) of G ∞ is holomorphic if π| G j is holomorphic for all j. 
Regular functions on limit spaces
In this section we study the spaces lim − → C[Z j ] and lim ← − C[Z j ] as well as their analogs for Ξ ∞ . Our main discussion centers around the injective limits. We only discuss the limits of the complex cases. The corresponding results for the algebras
can be derived simply by restricting functions from Z ∞ to the real subspaces X ∞ respectively Y ∞ . 4.1. Regular functions on Z ∞ . In this section {Z j } = {G j /K j } is a propagated system of symmetric spaces as before. There are two natural ways to extend the notion of a regular function on finite dimensional symmetric spaces to the inductive limit of those spaces. One is to consider the projective limit
The other possible generalization would be to consider the space of functions on Z ∞ which are algebraic finite sums of algebraically irreducible G ∞ -modules and such that each f is locally finite in the sense that for each j the space G j · f is finite dimensional. But as very little is known about those spaces and not all of our previous discussion about the Radon transform and its dual generalize to those spaces we consider first the space
That this limit in fact exists will be shown in a moment. Let x ∞ = {K ∞ } ∈ Z ∞ be the base point in Z ∞ . Then all the spaces Z j embeds into Z ∞ via aK j → a · x ∞ and in that way Z ∞ = Z j . Recall from our previous discussion and Lemma 3.5 that the sets Λ + j of highest spherical weights form an injective system and Λ 
Note that the restriction of (4.1) to V µ j and Z j is the G j -map
That this is possible follows from the proof of Lemma 3.10. Hence we have a canonical 
This finally implies that W = V µ∞ .
Remark 4.4. In the case where the real infinite dimensional space X ∞ has finite rank the space C i [Z ∞ ] has a nice representation theoretic description. In this case, as mentioned earlier, we may assume Λ
We have also noted that each of the spaces V µ j is a unitary representation of U j such that the embedding V µ j ֒→ V µ k is a G j -equivariant isometry and the highest weight vector u µ j gets mapped to the highest weight vector u µ k . In that way we have u µ∞ = u µ j for all j. Furthermore this leads to a pre-Hilbert structure on V µ∞ so that V µ∞ can be completed to a unitary irreducible K ∞ -spherical representationV µ∞ of G ∞ (see [DÓW12, Thm. 4.5] ). Furthermore, it is shown in [DÓ13] that each unitary K ∞ -spherical representation (π, W π ) of G ∞ such that π| U j extends to a holomorphic representation of G j for each j is locally finite and of the formV µ∞ for some µ ∞ ∈ Λ + . Moreover, each of those representations is conical in the sense thatV M∞N∞ µ∞ = {0}. Finally, each irreducible unitary conical representation (π, W π ) of G ∞ , whose restriction to U ∞ whose restriction to U j extends to a holomorphic representation of G j is unitarily equivalent to someV µ∞ .
The inclusions ι k,j : Z j ֒→ Z k lead to projections on the spaces of functions given by restriction. In particular, we have the projections
(4.5) satisfying proj j,n • proj n,k = proj j,k . Hence {C[Z j ]} is a projective sequence and lim ← − C[Z j ] is a G ∞ -module, and in fact an algebra, of functions on Z ∞ . In fact, let f = {f j } j≥jo ∈ lim ← − C[Z j ] and x ∈ Z ∞ . Let
as this is satisfied on level of representations V µ j → V µ k → V µ j as mentioned before. Hence. by Lemma 3.2, we can view lim
We record the following lemma which is obvious from the above discussion: Lemma 4.6. We have a G ∞ -equivariant embedding
4.2. Regular functions on Ξ ∞ . In order to construct regular functions on Ξ ∞ we apply the same construction to the horospherical spaces Ξ j we used for the symmetric spaces Z j . As the arguments are basically the same, we often just state the results.
The following can easily be proved for at least some examples of infinite rank symmetric spaces like SL(j, C)/SO(j, C), but we only have a general prove in the obvious case of finite rank.
Lemma 4.7. Assume that the rank of Z j is constant. Then for k ≥ j we have
Definition 4.8. We say that the injective system of propagated symmetric spaces
From now on we will always assume that the sequence {Z j } of symmetric spaces is admissible. Let ξ o = eM ∞ N ∞ be the base point of Ξ ∞ and note that we can view this as the base point in
With the same argument as above this leads to an injective sequence
Theorem 4.9. Assume that the sequence {Z j } is admissible. Then
Denote by Γ j the normalized Radon transform Γ j : (4.10)
As each Γ j is invertible it follows that Γ ∞ is also invertible. In fact, the inverse is Γ −1
j which maps ψ v,µ∞ to f v,µ∞ . As a consequence we obtain the following theorem:
Theorem 4.11. Suppose that the sequence {Z j } is admissible. Let
In particular, we have the following commutative diagram:
4.3. The projective limit. We discuss the projective limit in more detail. First we need the following notation.
(4.12)
If ν ≤ µ and ν = µ then we also write ν < µ. The main problem in studying the projective limit is the decomposition of
It is not clear if these representations decompose into representations with highest weight ν j ≤ µ j . In case the rank of X ∞ is finite that is correct. We therefore in the reminding of this subsection make the assumption that the rank of X ∞ is finite. In this case we can-and will-assume that a j = a for all j and recall from earlier discussion that Σ j = Σ is constant and so are the sets of positive roots Σ + j = Σ + and the sets of highest weights Λ
with (π 0 , W 0 ) ≃ (π µ j , V µ j ) which occurs with multiplicity one.
Lemma 4.14. Assume that the rank of X ∞ is finite. Let µ ∈ Λ + . Then we have the following
(1) e * µ k
Proof. The first claim is obvious. Let σ be a weight of V µ k .
with t α nonnegative integers. This in particular holds if σ is a highest weight of a spherical representation of G j proving the claim.
Lemma 4.15. Assume that the rank of X ∞ is finite. Let k > j and let v ∈ V µ k . Then
We finish this section by recalling the graded version of C[Z j ] and Γ. Recall that we are assuming that the rank of X j is finite. Note that even if {C[Z j ]} is a projective sequence, the sequence {C[Z j ] µ j } is not projective in general. Consider the ordering on a * o as above. This defines a filtration on C[Z j ] and we denote by gr C[Z j ] the corresponding graded module. Thus
Note that this construction is also valid for j = ∞.
In the following we will not distinguish between Γ j and gr Γ j except where necessary. Thus we will prove statements for Γ and then use it for gr Γ without any further comments.
Identifying functions on G k /K k with right K k -invariant functions on G k the following is clear
Thus, the kernel of proj j,k is the G j -module
As v µ , e * µ k = 0 it follows that ker proj j,k is a sum of G j -modules with highest weight < µ j . Hence
is well defined and
It follows that the sequence {gr
We can also form the graded algebra gr C i [Z ∞ ] as in (4.16) and (4.17). Again we can view elements in gr
satisfies the relation gr proj j,k • gr ι k,j = id. The graded version gr Γ ∞ is also well defined by the requirement that [f v,µ∞ ] is mapped into ψ v,µ∞ and both gr Γ ∞ and gr Γ −1 ∞ are G jmorphisms of rings.
Theorem 4.19. Assume that the rank of
In particular proj j,k • ι k,j = id. Similar statements hold for the inverse maps. Let gr Γ ∞ = lim ← − gr Γ j and gr
We therefore have a commutative diagram:
The Radon transform and its dual
For the moment we fix the symmetric spaces X, Y, and Z and leave out the index j. The Radon transform or its dual is initially defined on the space of compactly supported function. As the dual Radon transform is an integral over the compact group K o it is well defined on C[Ξ] and C[Ξ o ], the space of regular functions on Ξ. But N o is noncompact, so the Radon transform cannot be defined on C[X] as an integral over N o . This problem was addressed in [HPV02, HPV03] , and we recall the main results here. Then, based on ideas from [G06, GKÓ06] , we introduce two integral kernels which allow us to express both the Radon transform and the dual Radon transform as an integral against an integral kernel. We start the section by recalling the double fibration transform introduced in [H66, H70] .
5.1. The double fibration transform. Assume that G is a Lie group and H and L two closed subgroups. We assume that all of those groups as well as M = H ∩ L are unimodular. We have the double fibration
where π and p are the natural projections. We say that x = aH and ξ = bL are incident if aH ∩ bL = ∅. For x ∈ G/H and ξ ∈ G/L we set x := {η ∈ G/L | x and η are incident } and similarly ξ ∨ := {y ∈ G/H | ξ and y are incident } .
Assume that if a ∈ L and aH ⊂ HL, then a ∈ H and similarly, if b ∈ H and bL ⊂ LH then b ∈ L. Then we can view the points in G/L as subsets of G/H, and similarly points in G/H can be viewed as subsets of G/L. Thenx is the set of all η such that x ∈ η and ξ ∨ is the set of points y ∈ G/H such that y ∈ ξ. We also havê
Fix invariant measures on all of the above groups and the homogeneous spaces
The definition of the Radon transform and the dual Radon transform is now as follows. Let
Then the following duality holds:
5.2. The horospherical Radon transform and its dual. The example studied most is the case
we use the notation from the earlier sections. In this case we find the the horospherical Radon transform which from now on we will simply call the Radon transform and its dual. The corresponding integral transforms are
Here dk is the invariant probability measure on K o . As mentioned earlier the dual Radon transform
. It is clearly a G-intertwining operator. Thus, there exists c µ ∈ C such that
To describe the evaluation of c µ we recall the functions f µ and ψ µ from Section 2. We find
Thus c µ is determined by
* and a = exp X ∈ A o write a λ = e λ(X) . Let
where m α := dim C g α . We normalize the Haar measure on
Then c is holomorphic on a * (0). By the Gindikin-Karpelevich formula [GK62] which expresses c as a rational function in Gamma-functions depending on the multiplicities m α , the function c has a meromorphic extension to all of a * . The function c, which is called the HarishChandra c-function can be used to calculate the constant c µ from (5.4).
Proof. See [DÓW12, Thm. 3.4] or [HPV02, Thm 9] .
We note that the statement in [DÓW12] is that c µ = c(µ * + ρ). On the other hand the result in [HPV02] is that c µ = c(µ + ρ). But the Gindikin-Karpelevich formula implies that c(λ) = c(−w o λ) .
As −w o ρ = ρ it follows that c(µ * + ρ) = c(µ + ρ).
5.3. The Radon transform as limit of integration over spheres. We have seen that the dual Radon transform and the normalized transform Γ −1 µ are the same up to a normalizing factor that depends on the K-representation µ. No such relation exists for Γ µ and R| C[X]µ because the definition of the Radon transform R does not make sense for regular functions. However, in [HPV03] a solution was proposed by considering the Radon transform as a limit of Radon transform of a double fibrations transforms with both stabilizers being compact. Hence the corresponding integral transforms are well defined for regular functions. We recall the setup from [HPV03] .
Since both K o and K a o are compact, both the Radon transform associated to this double fibration and its dual transform are well-defined on regular functions and give G-equivariant linear maps
One can identify Sph a X with X associating to each sphere its center. Then R a and R * a become linear endomorphisms of C [X] . By definition, R a is then obtained by integrating over spheres of radius a, while R * a is obtained by integrating over spheres of radius a −1 . The spaces X, Ξ o , and Sph a X can all be embedded into the algebraic dual space
which we equip with the product topology. Let v ± µ ∈ C[X] * µ be the highest (resp. lowest) weight vector uniquely determined by the normalizing condition f 
In particular,
* . Since the stabilizer of ξ 0 , as well the stabilizer of (v . We obtain the diagram
which turns out to be commutative. This is part of the following proposition which is proven in [HPV03, Section 6]:
We note that those results can be applied to C[Z] and C[Ξ] by restriction and holomorphic extension.
Suppose now as before that we have a propagated sequence of symmetric spaces Z j → Z k , k ≥ j. We also assume that the rank is finite.
Then, on each level, we have ι * j = Γ j . Therefore, we can define for
5.4. The kernels defining the normalized Radon transform and its dual. We start by stating the following version of the orthogonality relations which are usually formulated in terms of invariant inner products. The proof for this version as is the same as the usual one. The invariant measure on U is always the normalized Haar measure. The following is the usual orthogonality relation stated in form of duality.
It follows by [DÓW12, Thm. 3.4 ] that e µ , e * µ = c(µ + ρ). Define Proof. Write µ = k 1 ω 1 + . . . + k r ω r . Let x ∈ O and write b j = a −ω j . Then |b j | < 1 for j = 1, . . . , r and
Similarly, we have
The claim follows now because d(µ) is polynomial in k 1 , . . . , k r and c(µ + ρ) < 1.
The function k Z is left MN-invariant and right K-invariant. Hence k Z can also be viewed as a function on Ξ × X given by
The function k Ξ is left K-invariant and right MN-invariant and can be viewed as a function k Ξ on X × Ξ defined by
Even if the sums (5.9) and (5.10) do not in general converge for all a ∈ G, they are well defined as linear G-maps
where du is the normalized Haar measure on U. On the right hand side only finitely many terms are nonzero so the sums converge. Note that the first integral can be written as an integral over the compact symmetric space U/K o and the second integral is an integral over U/M o .
Theorem 5.12. We have K Z = Γ and
The statement for k Ξ is proved in the same way.
Remark 5.13. The above we realized Γ and Γ −1 as integral operators. Similar to [G06] one could also consider the integral operator given by the kernel
(5.14)
Then we have the following theorem, see also [G06] :
Theorem 5.15. Let O be as in Lemma 5.11 and let x = kan ∈ O. be so that |a ω j | < 1 for j = 1, . . . , r = rank X. Then
It follows that
which finish the proof.
5.5. The Radon transform and its dual on the injective limits.
In this section we discuss the extension of the Radon transform and its dual on the infinite dimensional spaces. The kernels defined in (5.9) and (5.10) do not define functions on Z ∞ , respectively Ξ ∞ , because the changes in the dimensions as we move from one space to another. But we still have the following:
are well defined and
Hence Theorem 5.12 implies that if s > k > j are so that ξ ∈ Ξ k we have
Hence the sequence becomes constant and the claim follows. The argument for K Ξ∞ ψ is the same.
Note that the equations (4.20) and (4.21) together with Theorem 5.12 imply that the maps gr K Z∞ = lim ← − gr K Z j and gr K Ξ∞ = lim ← − K Ξ∞ are well defined. Here gr stands for gr
Theorem 5.17. Assume that the sequence Z j is admissible. Then gr Γ ∞ f = gr K Z∞ f and gr Γ ∞,−1 f = gr K Ξ∞ f .
In order to make the results of Section 5.3 useful for limits of symmetric spaces, we first have to extend the notion of a sphere of radius a. So let a = lim − → a j ∈ A ∞ := lim − → A j . We call A ∞ regular, if Z K j (a j ) = M j for all j. This is a useful notion only in the finite rank case, so we will assume for the remainder of this section that we are in the situation of Remark 4.4.
A simple calculation shows that the diagram
of G j -module morphisms is commutative. The normalizations from Section 5.3 are compatible and yield the following commutative diagram
of G j -module morphisms. In fact, for the commutativity of the upper square one uses the equality a (5.19) shows that k j,λ = 1. This implies (5.18). Equation (5.18) yields immediately the convergence of the induced maps of function spaces. Remark 5.26. We note that the following diagrams do not commute
This follows from the corresponding commutative diagrams for the normalized dual Radon transforms γ −1 j and the normalizing factor that relates those two transforms. This makes the corresponding theory for infinite rank spaces problematic as in that case lim j→∞ c(µ j + ρ j ) = 0.
