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Non-linear Model-based Predictive Control of
a Low-Temperature Gasoline Combustion Engine
Zusammenfassung
Gegenstand dieser Arbeit ist die Entwicklung einer nicht-linearen MPC für
die Niedertemperatur-Verbrennung von Benzin (CAI) in einem Viertakt-
Einzylindermotor. Dieser Prozess muss ohne den Aktuator Zündkerze
auskommen, zudem verschieben bereits geringe Abweichungen der Betriebs-
bedingungen die Selbstzündung zu ungünstigen Zeitpunkten und einer
rauen Verbrennung. Als Stellgrößen des Einzylinder-Demonstrators ste-
hen die Steuerzeiten des elektro-mechanischen Ventiltriebs und die Direkt-
einspritzung zur Verfügung. Regelgrößen sind IMEP und CA50, während
der maximale Druckgradient dpmax begrenzt werden soll. Entlang des
V-Modells werden verschiedene lineare und nicht-lineare Regler entwickelt.
Die nicht-lineare Modellierung des Zustandsraumes als Neuronales Netz
erlaubt dessen schnelle Linearisierung und die Einbindung in eine nicht-
lineare Beobachterstruktur sowie die Erstellung eines linearen Beobachter-
modells. Lineare und nicht-lineare Kalmanfilter werden in Kombination
mit identifizierten Störgrößenmodellen diskutiert und die für den Anwen-
dungsfall passendste sowohl lineare als auch nicht-lineare Struktur aus-
gewählt. Verschiedene Methoden für MPC werden vorgestellt und mit den
erstellten Beobachtern zu (N)MPCs kombiniert. Wie auch die Beobachter
werden diese automatisiert ausgelegt. Geeignete Strukturen werden um
die Berücksichtigung der Begrenzung von dpmax erweitert. In einem HIL
Test werden sie unter der Annahme starker Störungen der motorischen
Betriebsbedingungen bewertet. Das Potential bezüglich Robustheit und
Berechnungsgeschwindigkeit auf der Ziel-Hardware wird ermittelt und mit
einem PID-Gainscheduling-Ansatz verglichen, wodurch die Notwendigkeit
einer nicht-linearen MPC für das Regelungsproblem verdeutlicht wird.
Empfehlungen für methodische Ansätze für die Regelung der nicht-linearen
CAI-Verbrennung unter Prozessbeschränkungen werden herausgearbeitet.
Die Methoden werden exemplarisch in der Reglerapplikation am realen Mo-
tor demonstriert. Das Simulationsmodell wird anhand eines Regelungsver-
suches kreuzvalidiert und der PID-Regler unter den in den Versuchen
gemessenen Betriebsbedingungen im HIL simuliert. Somit wird das ent-
wickelte Vorgehen gerechtfertigt, das basierend auf Messungen eine schnelle
hochautomatisierte Reglererstellung ermöglicht.
IX
Non-linear Model-based Predictive Control of
a Low-Temperature Gasoline Combustion Engine
Abstract
Topic of this thesis is the development of a non-linear MPC for the low-
temperature gasoline combustion (CAI) in a four-stroke single-cylinder en-
gine. This process must be steered without the actuator of the spark plug.
Moreover, smallest changes in the ambient conditions move the self-ignition
towards disadvantageous timings and a rough combustion. For actuating
the combustion in the single-cylinder demonstrator, the valve timings of
the electro-mechanical valve train and the direct injection are available.
Controlled variables are IMEP and CA50, while the maximum pressure
rise dpmax shall be constrained. Alongside the V-model, different linear
and non-linear controllers are developed. The non-linear modeling of the
state space as neural network allows for its fast linearization and imple-
mentation in a non-linear observer structure as well as for the determina-
tion of a linear state space model. Linear and non-linear Kalman filters
are discussed in combination with identified disturbance models, and the
most suitable linear and non-linear structure is selected. Various methods
for MPC are presented and combined with the established observers to
(N)MPCs. Just like the observers, these are tuned automatically. Suitable
structures are extended for the implementation of the constraint on dpmax.
In an HIL test they are benchmarked under the assumption of heavy dis-
turbances of the engine’s ambient conditions. The potential for robustness
and calculation speed is evaluated and compared to a gain-scheduled PID-
controller which unveils the necessity of non-linear MPC for the control
problem. Recommendations for methods for the control of the non-linear
CAI-combustion subject to constraints on the process are given. These
methods are demonstrated exemplarily by controller application to the real
engine. The simulation model is cross-validated using measurements of a
controlled experiment. For comparison, the PID-controller is simulated in
an HIL test under the same ambient conditions as measured in the exper-
iments. Thereby, the developed procedure is justified which allows for the
rapid control prototyping based on identification measurements.
X“You can’t start a fire without a spark.”
Dancing In The Dark, Bruce Springsteen
11 Introduction
Individual mobility has become an important part of all modern societies.
The increasing awareness of global pollution and global warming has caused
several efforts to reduce fuel consumption and engine-out emissions. Tight-
ening legislation that restricts the emission of pollutants by vehicles has
been introduced by governments around the world. As most passenger cars
are equipped with gasoline engines and the infrastructure for gasoline fuel
supply is fully developed, the combustion of this fuel is mostly relevant for
reducing exhaust emissions and their ecological consequences. Recent de-
velopments show increasing endeavors in the development of electric vehi-
cles. Though, cost and energy storage problems will hinder their introduc-
tion within the next few years [Trechow, 2009]. In the early 2000s fuel cells
were under vehement discussion, however, cost and energy storage prob-
lems let slow down interest soon. Hybrid vehicles have become popular
recently which still contain a combustion engine, though.
The development of new combustion processes is characterized by the
trade-off between different emissions and additional customer related re-
quirements which often form contrary tasks. Especially highly homoge-
nized combustion in combination with exhaust gas recirculation (EGR) has
shown promising benefits. The low-temperature combustion has the poten-
tial of simultaneously reducing pollutant emissions and fuel consumptions
of internal combustion engines. Despite lean operation, exhaust aftertreat-
ment can be obtained with a conventional three way catalyst in contrast to
stratified lean burn combustion systems. Known acronyms for the engine
low-temperature combustion are HCCI (Homogeneous Charge Compression
Ignition) or, for a gasoline fuel, CAI (Controlled Auto-Ignition), but many
different terms describing the same type of process exist in literature.
1.1 Motivation for low-temperature combustion control
The low-temperature combustion of a gasoline fuel will be termed Con-
trolled Auto-Ignition in the following. This combustion process can only
be realized with a modified valve train which can offer a higher variability
than the common valve train of todays series-engines. This necessity is
due to the internal recirculation of exhaust gas which is needed to initiate
the self-ignition. The main characteristic of CAI engines is their low pollu-
tant formation like spark-ignited gasoline engines combined with the high
efficiency of a diesel engine. In comparison to stratified combustion, CAI
produces near zero NOx-emissions. Therefore, expensive exhaust gas af-
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tertreatment can be avoided which is typically necessary for other lean com-
bustion concepts. An additional inherent advantage in principle compared
to conventional gasoline engines with fix valve train is the dethrottling of
the engine [Zhao, 2007].
Common gasoline SI combustion stabilizes over gradients in temperature
which propagate through the combustion volume in form of a flame front.
With CAI combustion, the high degree of homogenization and the low com-
bustion temperature remove this stabilizing effect which makes the intro-
duction of combustion control a requirement. For CAI an indirect control
of the combustion by influencing the mixture formation and the temper-
ature at the end of the compression stroke is necessary. The desired load
allows for the determination of an optimum combustion timing which both
together form the controlled variables. For acceptable roughness of the
combustion, a limit on the maximum pressure is desired.
Some automotive manufacturers have demonstrated first implementations
of CAI in passenger cars. However, these are pure demonstrators which
do not have the potential for market launch so far. Daimler created the
futuristic research vehicle “F700” which is a hybrid car with a CAI en-
gine [Daimler, 2007]. Volkswagen [Willand et al., 2008] and General Mo-
tors [McCann, 2008] have published their work on demonstrator cars. Fur-
thermore, suppliers like Mahle [Blaxill and Cairns, 2007] or Bosch [Knopf,
2005] have reported research in this field, too. However, all approaches still
have experimental character and operate in a narrow operational window.
Due to instabilities of the process, this envelope is chosen conservatively
and quite small in the engine’s load map. With almost all publications, the
need of closed-loop control is pointed out.
1.2 State-of-the-art of CAI control
Several groups have presented control approaches for CAI or related HCCI
using injection timing and EGR modulation as actuators which is mostly
realized by valve train variabilities. [Shaver, 2005] shows decoupled con-
trol of the peak pressure and the combustion timing. [Shaver et al., 2006a]
demonstrate a coordinated peak pressure and combustion timing controller
based on the linearization of a non-linear physical model about an operat-
ing point which is implemented in an H2 control strategy. The lineariza-
tion of a simple physical two state model is presented as basis for LQG
control of apmax and the peak pressure in [Ravi et al., 2007]. [Matthews,
2004] shows control of load and air-fuel-ratio of a CAI engine by means
of linear state control. [Souder, 2004] demonstrates linear LQG, H∞ op-
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timal, and µ-synthesis controllers for regulating CA50. [Bengtsson et al.,
2006] and [Bengtsson et al., 2007] illustrate gain scheduled linear MPC
control of IMEP and CA50 in steps between stationary operating points
with constraints on dpmax using Wiener-type models for compensating
for the non-linear characteristics. Concluding, the authors remark that
non-linear models may improve the control results. [Chiang et al., 2007]
present a non-linear observer-based feedback controller for regulating the
combustion timing during load transitions between static operating points.
[Kulzer et al., 2009] and [Karrelmeyer et al., 2009] show load transient con-
trol of IMEP and CA50 by means of PI-control extended by a dynamic
model-based pilot-control. In summary, the need for taking noise attributes
into account is emphasized.
1.3 Aims of the thesis
Most of the mentioned approaches realize the control of certain aspects of
CAI combustion, but they restrict to linear control and/or MIMO-systems
with not more than two outputs. Mostly the control problem is character-
ized by nearly stationary conditions or steps between these.
The thesis aims at contributing to the state-of-technology in terms of com-
plexity of the control problem. The parallel regulation of the engine’s load
and combustion timing and the coeval constraining of the pressure rise shall
be developed. Both, the auto-ignition timing and the maximum rate of the
pressure rise were found to be sensitive to many engine parameters, among
which the intake charge temperature and the load have the largest effect
[Zhao et al., 2001]. Additionally, the controller ought to be set up as truly
non-linear in order to allow for the constraining and control of dependencies
which are highly non-linear. Moreover, the development and application of
the controller ought to account for highly dynamical set point profiles for
the load because this is mostly relevant for the practical use in vehicles.
For achieving a trade off to common control methods and for revealing the
need of non-linear Model-based Predictive Control (NMPC), additionally
gain-scheduled PID-control will be examined which in fact also is non-linear
but cannot enforce constraints on process outputs. The thesis proposes and
validates new NMPC-approaches for simultaneously controlling load and
combustion timing while respecting constraints on the pressure rise with
a highly dynamic load-profile. The implementation and application is set
up by means of a Rapid Control Prototyping (RCP) framework, see e.g.
[Abel and Bollig, 2006], which allows for the realization from identification
measurements to control within short time.
4 1 Introduction
The structure of the thesis is oriented at the V-model of the RCP-procedure.
First some basic information about CAI combustion is embraced and the
actuators for the control problem are illuminated. The engine, its test bed
setup, the actuation strategies and the real-time platform for calculating
the controller are presented in chapter 2. Afterwards, chapter 3 reviews
the used modeling approach in detail, and the different models involved in
the RCP procedure are described.
In the consequent chapter 4, methods for linear and non-linear MPC are
studied in detail. As a basis of the following argumentation, the cost func-
tion of MPC is introduced. Beginning with the observer structure and the
used disturbance model, the state estimation and subsequently the predic-
tion of the CAI combustion process are assayed. A recommendation for
linear and non-linear observation and prediction is worked out. Following,
an interpretation and prediction of the set point specification is proposed
and discussed. Finally, the cost function can be formulated and minimized.
Different approaches for the optimization with and without constraints are
developed. Two convex as well as a non-linear solver are presented.
Chapter 5 describes several combinations of the methods to linear and non-
linear MPCs. The automated tuning procedure is put forward which is set
up for the tuning of the observers as well as the controllers. Based on the
linear MPCs, the actuated process prediction is introduced. First linear
and non-linear controllers without constraints on the process output are
realized with different observers and compared with linear gain-scheduled
PID-control. The result permits the rejection of some approaches. There-
after, the controllers are extended so that they allow for constraints on the
process output. Linear and non-linear controllers are compared and the
need for non-linear MPC is shown.
Accordingly, in chapter 6 the robustness of the machine-tuned NMPCs is
ascertained in hardware-in-the-loop-tests (HIL) for which three different
test cases were set up. Chapter 7 discusses the application to the real pro-
cess. The RCP procedure ends with the cross-validation of the simulation
model used in the loop-shaping as well as in the HIL test. For compari-
son, the gain-scheduled PID-controller is simulated in an HIL test for each
measured NMPC-test result under the same measured ambient conditions.
Finally, the major findings of the thesis are summarized and an outlook for
future work is given in chapter 8.
The appendix includes a table of the used definitions, acronyms, and ab-
breviations. Details on the two developed convex and the non-linear op-
timization routines are depicted by Nassi-Shneiderman-diagrams. Exam-
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ples of all developed ideas of the actuated process prediction are summa-
rized, followed by the controller parameters of all presented results and the
references.
6 2 CAI process
2 CAI process
The control problem at hand arises from the combustion of a gasoline fuel
in a four stroke single-cylinder research engine. The common gasoline com-
bustion in an Otto-cycle consists of four strokes which refer to intake, com-
pression, combustion, and exhaust strokes that occur during two crankshaft
rotations per working cycle.
The cycle begins at top dead center (TDC), when the piston is farthest away
from the axis of the crankshaft. On the intake stroke, the piston descends
from the top of the cylinder, reducing the pressure inside the cylinder. Gas
is forced into the cylinder through the intake port. The inlet valves then
close, and the compression stroke compresses the fuel-air mixture. The air-
fuel mixture is ignited near the end of the compression stroke by a spark
plug. The latter is the main control actuator for a gasoline engine besides
the amount of injected fuel.
The topic of this thesis is the low-temperature combustion of a gasoline
fuel. For this combustion type several acronyms exist in literature, most
common are Controlled Auto-Ignition (CAI) and gasoline Homogeneous
Charge Compression Ignition (HCCI). In the following the abbreviation
CAI will be used.
2.1 Fundamentals of CAI
With Controlled Auto-Ignition, the cylinder load auto-ignites after having
reached a characteristic state which is distinguished by the auto-ignition
temperature and pressure. The load is compressed in the cylinder until the
auto-ignition conditions are reached at hot gas spots.
The phenomenon of auto-igniting gasoline fuel was first described in 1979
by [Onishi et al., 1979] with a two-stroke engine. The use of a relatively
high amount of residual gas enabled the auto-ignition of the charge without
the need for a spark. However, research on this combustion was intensified
in the 1990s.
Controlled Auto-Ignition is a misleading name. This combustion is actually
uncontrolled as the main actuator for the standard gasoline combustion,
the spark, does no longer have an impact on the combustion. Nevertheless,
many influences affect controlled auto-ignition. The most important are
presented in figure 2.1 [Bücker, 2008].
All parameters for enlarging the operational envelope for CAI depend on
the thermal enthalpy of the exhaust. The main parameter for the initiation
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Figure 2.1: Influences on the Controlled Auto-Ignition combustion as presented
in [Bücker, 2008].
of the auto-ignition is the resulting mass of residual gas. For the initiation
of the auto-ignition of the mixture of air, fuel, and residual gas, the igni-
tion temperature for the present mixture and pressure has to be reached.
For the explosion of hydrocarbons a schematic p-T-explosion diagram is
given in figure 2.2 [Warnatz et al., 2006]. This diagram is an individual
characteristic for the ignition of the fuel in general and of gasoline and
the gas-mixture of exhaust and fresh air in particular. Obviously, limits
dependent on temperature and pressure exist which need to be crossed for
auto-ignition.
Whether the auto-ignition temperature can be reached or not is defined by
the thermal state at the begin of the compression stroke and the ambient
temperature conditions. The former is characterized mainly by the amount
of residual gas, its temperature, and its stratification with fresh air. In
8 2 CAI process
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Figure 2.2: Schematic pressure-temperature-explosion diagram for hydrocar-
bons as in [Warnatz et al., 2006].
order to loose as few as possible of the thermal energy of the residual gas,
the recirculation is realized “internally” by highly flexible valve timings.
The cylinder load is not necessarily completely homogeneous. Dependent
on the valve timing strategy, the load is composed out of more or less strat-
ified fractions which result in exothermic centers. These do not proceed
from one center of ignition which is the spark with regular gasoline com-
bustion. The ignition occurs in many distributed spots at the same time.
The released heat is transfered to the ambient gas which has a relatively
high heat capacity due to the high amount of residual mass. Figure 2.3
gives a schematic representation of the process [Stan and Guibert, 2004].
The local peak-temperature of the CAI-combustion is lower than of spark
ignited combustion with a flame front. This also causes a slower local
rate of combustion and results locally in an isobaric process. Since the
combustion starts in many distributed spots, its global property is isochoric.
The process characteristic is close to the constant-volume cycle which is the
theoretically ideal combustion for a cylinder engine. Furthermore, the lean-
operation capability is improved by this property. Especially dethrottling
effects lead to an increased efficiency [Zhao, 2007].
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Figure 2.3: Schema of the CAI-process in contrast to SI combustion with flame
front as presented in [Stan and Guibert, 2004].
The low local peak-temperature avoids the formation of thermal NOx and
hence enables a combustion with lowest NOx-emissions. Though, in regions
with too low energy for reaching auto-ignition, the reaction is initiated by
heat transfer from surrounding exothermic zones which already react. If
the local temperature is too low, the auto-ignition will fail. This in turn will
cause a poor efficiency and high emissions of hydrocarbons and CO which
are the products of an incomplete combustion. Therefore, the optimum
temperature is high enough to ensure at least the forwarding of the reaction
by heat transfer but low enough to prevent the forming of thermal NOx
but also a too advanced combustion.
However, from an automatic-control point of view, there are further notice-
able drawbacks. The direct actuator of the spark plug cannot be used with
auto-ignition by definition. Furthermore, the described process is very sen-
sitive to small changes in any of the influencing parameters, see figure 2.1.
Especially in transient operation these characteristics lead to an instable
operation of the engine. Moreover, the temperature cannot be measured
inside the cylinder. Besides the forming of pollutants with higher load, the
steep pressure rise close to engine-knocking results in acoustical properties
and mechanical stress on the components which are not acceptable.
The necessary thermal energy is provided in form of hot residual gas. With
increased EGR also the mean distance of the exothermic zones is increased
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Figure 2.4: Operational envelopes for the CAI combustion with different strate-
gies as in [Bücker et al., 2005].
and the amount of fresh air is reduced causing a richer combustion. With
too high compression end temperature the combustion is advanced and
causes steep pressure gradients. With too low temperature at the end of
the compression the combustion is retarded or even results in misfires.
The operational envelope of CAI is restricted to medium loads and revolu-
tion speeds dependent on the valve timing strategy. For lowest loads, the
operation with the combustion chamber recirculation strategy (CCR) and
direct injection (DI) is possible. For low loads the operation can be assisted
by the use of a spark as high amounts of residual gas are needed but are
restricted to stoichiometric conditions [Felsch et al., 2007]. For reaching
higher loads, the strategy of exhaust port recirculation (EPR) is promis-
ing. If this strategy is combined with boosting, the operation limits can
be extended up to over eight bar IMEP [Pischinger, 2008, Bücker, 2008,
Bücker et al., 2005, Hoffmann, 2005], see figure 2.4.
2.2 Single-cylinder research engine
The research presented deals with a single-cylinder engine, see figure 2.5.
The engine is run by the Institute for Combustion Engines VKA, RWTH
Aachen University, and is equipped with an electro-mechanical valve train
(EMVT). The latter offers the possibility to open and close the valves at
any desired point of time in combination with the piston’s shape. The piezo
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Figure 2.5: Single-cylinder research engine at VKA, RWTH Aachen University.
direct injector is used for conventional European gasoline fuel of a research
octane number RON 95. Further engine details are given in table 2.1.
Table 2.1: Data of the research engine
data value unit
bore 84 mm
stroke 90 mm
con-rod length 159 mm
displacement 0.499 dm3
compression ratio 12 [-]
valves (intake/exhaust) 2 / 2 [-]
valve lift 8 mm
injector position central [-]
The fuel is delivered to a rail at 100 bar by two sequenced pumps. The
piezo direct injector is supplied with the high pressure fuel which can be
injected into the cylinder to any desired point of time. These degrees of
freedom can be granted by the realization of a custom-made ECU on the
basis of a dSPACE MicroAutoBox combined with a RapidPro unit.
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The engine is equipped with a conditioning system for the aspired air and
the engine’s oil circuit and offers the possibility to control the temperature
of the coolant water. The revolution speed is enforced by a 4-quadrant
chopper which is operated as a brake.
The main influences on the CAI combustion, besides the revolution speed
and the load, are the temperatures of the coolant water before the engine
TCW,in and of the aspired air Tair,in [Zhao et al., 2001]. The standard con-
ditions are TCW,in = 100 °C, Tair,in = 50 °C, oil temperature Toil = 80 °C,
and oil pressure poil = 6 bar. However, the test bench conditioning sys-
tems and brake involve closed-loop controls which have their own dynam-
ics and are subject to disturbances. This will be important in the engine
application of the developed controllers in chapter 7.
2.2.1 4-stroke CAI with an electro-mechanical valve train
Different valve timing strategies are possible for the recirculation of the
hot residual gas with 4-stroke CAI. The load temperature at the event
intake valves close (IVC) after the intake stroke is decisive for the ignition
process as it is characteristic for the enthalpy of the mixture of residual
gas and fresh air. In order to overstep securely the temperature limit of
auto-ignition, a high temperature at IVC is required.
The temperature level needed for auto-ignition of gasoline has to be
achieved by internal exhaust gas recirculation. The valve timing strategy
plays a decisive role for its realization, alongside controlled stratification of
the in-cylinder mixture such that additional external heating of the intake
air is not necessary. Inhomogeneities of fresh air and residual gas are ad-
vantageous because the temperatures in EGR-rich zones are higher than
those attained in a completely homogeneous cylinder charge.
Figure 2.6 depicts the influence of the possible valve timing strategies on
the CAI combustion process [Lang et al., 2004]. The different strategies
offer different degrees of homogenization and temperature level. The two
strategies with the highest charge temperature level are CCR and EPR.
The air-fuel mixture will ignite at the boundaries of EGR rich zones, see
figure 2.3. For this reason, besides the temperature, the homogeneity of
the recirculated exhaust gas is a key influence on the CAI process, see
[Stapf et al., 2009]. Therefore, the thermodynamic state and the amount of
recirculated exhaust have to be balanced. The influence of EGR and tem-
perature on the self-ignition and its use in influencing CAI are investigated
by CFD-simulations [Stapf et al., 2007] within the superordinate frame-
2.2.2. Sensors and target values for combustion control 13
BDC TDC BDC
BDC TDC BDC BDC TDC BDC
BDC TDC BDC
BDC TDC BDC
BDC TDC BDCBDC TDC BDC
BDC TDC BDC
BDC TDC BDC
BDC TDC BDC
temperaturecharge mixture
low
high
homogeneous
stratified
Combustion Chamber
Recirculation
Exhaust Port Rec.
Exhaust Port Rec. with
dual exhaust opening
Exhaust Port Rec.
partly parallel w. intake
Intake Port Rec.
Combustion Chamber
Reciculation
Exhaust Port Rec.
Exhaust Port Rec.
partly parallel w. intake
Exhaust Port Rec. with
dual exhaust opening
Intake Port Rec.
Figure 2.6: Influence of valve timing strategies on the CAI combustion process
as in [Lang et al., 2004]
work of this thesis, the collaborative research center “SFB 686 - Modell-
basierte Regelung der homogenisierten Niedertemperatur-Verbrennung” at
RWTH Aachen University, Germany, and Bielefeld University, Germany.
With the CCR-strategy discussed in this present work, the exhaust from a
previous cycle is held partly inside the combustion chamber. This can be
achieved by placing the event exhaust valves close (EVC) before top dead
center of the gas exchange (TDCGE). An amount of exhaust is trapped
inside the cylinder and compressed until TDC is reached and released af-
terwards. Subsequently the intake valves open (IVO) event is set and the
necessary amount of air is aspired during a short valve lift event. This pro-
cedure offers a hot charge and therefore can also initiate the auto-ignition
towards lower loads [Lang et al., 2005].
2.2.2 Sensors and target values for combustion control
The control objective is characterized by the demands of the application
to a passenger car. Therefore, the power output of the engine is its main
purpose. The test bench is restricted to a constant revolution speed limit-
ing the possible operation to load transient conditions. In the following an
approximately constant revolution speed of 2000 rpm is implied. Thus, the
first controlled variable is the indicated mean effective pressure (IMEP) be-
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Figure 2.7: Schematic cumulative heat release with CA50.
cause at constant rpm the power output of the engine is strictly dependent
thereof. For best operation characteristics an optimal crank angle position
of the center of combustion can be defined for every load level. This is
characterized by means of the crank angle of 50% released heat (CA50)
which gives the second controlled variable. A desirable noise, vibration and
harshness (NVH) characteristic can be defined by a limit on the maximum
pressure rise per degree crank angle (dpmax) which is a bounded but not
controlled variable. Hereby three target values for the control objective are
defined in total.
The mentioned values are characteristics that have to be calculated from
the pressure trace. This is measured by an incremental pressure sensor.
Therefore, the only directly measured value is dpmax. IMEP can be av-
eraged from the pressure trace following (2.1), where Vs denotes the dis-
placement volume. The real-time calculation of this integral is discussed
e.g. in [Tsuchiya and Nagashima, 2003].
IMEP =
1
Vs
∮
p dV (2.1)
For the calculation of CA50 several approaches exist, which are discussed
in detail in [Bengtsson et al., 2004]. Figure 2.7 shows a schema of the
cumulated released heat of the combustion and the location of CA50.
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Figure 2.8: Actuators for CAI: electro-mechanical valve train [FEV, 1999] and
piezo direct injector [Schelter, 2007]
2.2.3 Actuators and manipulated variables for controlling CAI
The main actuator for IMEP is the piezo direct injector, or the injected
amount of fuel, respectively. The latter depends directly on the time the
injector is held opened or the energizing duration (ED), respectively. This
dependency is valid for constant rail pressure only. The injection also influ-
ences CA50 by the end of energizing (EE) as the point of time at which the
injected fuel is completely present in the cylinder volume. The later the
fuel is injected, the less time remains for the evaporation and distribution
of the fuel in the working volume. Therefore, EE affects the degree of ho-
mogenization of the fuel within the cylinder which is filled with a mixture
of residual gas and fresh air.
As mentioned above, the main attributes of the load which influence the
combustion process, are mixture stratification and the local temperature
level. Obviously, the amount of residual gas is decisive and the valve train
is the main actuator for this property. Figure 2.8 shows the two main
actuators for the single-cylinder research engine. The electro-mechanical
valve train offers a too big degree of freedom for the development of a
controller. It has to be reduced to a manageable size. The two actuation
parameters EVC and IVO are operated symmetrically to TDCGE in order
to prevent backflow into the intake manifold. The events exhaust valve open
(EVO) and intake valve close (IVC) are kept constant close to the bottom
dead center positions after the high pressure cycle (BDCHP) and the gas
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Figure 2.9: Valve timing strategies for internal exhaust recirculation for CCR
with the direction of change for reducing residual gas
exchange (BDCGE). Only if the opening duration is reduced below the limit
of 90 °CA, the valve events EVO and IVC are shifted so that the minimum
distances between EVO/EVC and IVO/IVC are granted. Therefore, the
degree of freedom in the actuation of the valves can be reduced to the event
EVC, see figure 2.9. If the valve events are shifted in the direction indicated
by the arrows, the rate of recirculated exhaust gas is reduced.
The degree of freedom in the actuation of the fuel path can be further
decreased, too. The injection timing will be limited to a single injection in
the following which is describable by the two parameters EE and ED. This
way, the degree of freedom in the actuation is reduced to three, namely
EE, ED, and EVC.
2.3 Real-time hardware for controller calculation
The actuators are steered by a custom-made ECU. However, the calcula-
tions for CA50 as well as IMEP and additional relevant processing require a
bigger part of the available computational power. Because non-linear MPC
is complex and the controlled process has fast dynamics, the controller
calculation is separated on an ES1000 system by ETAS which exclusively
calculates the controller. This system was used for the development of a
controller for CAI before [Petridis, 2006]. Figure 2.10 shows a schema of
the test bench setup.
The data connection between ECU and ES1000 is realized with a CAN-
protocol which consists of just two messages, one for the measured vari-
ables, one for the manipulated variables. Such the time required for the
transmission of the two messages can be kept low. The needed time was
measured in ten speed tests. The longest time delay by the complete trans-
mission chain from the MicroAutobox to the ES1000 system and back was
measured to 0.36489 milliseconds, or 4.4 °CA at 2000 rpm in total.
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The critical timing event for the actuation is the event exhaust valve open
(EVO), since this is the first consequent action for influencing the next
cycle. The maximum value for the manipulated variable EVC is 220 °CA
aTDC which results in a minimum EVO of 130 °CA aTDC. Assuming
the calculation of CA50 and IMEP to have finished at 60 °CA aTDC,
70 °CA are left for the calculation and transmission of the manipulated
variables. This leaves 65.6 °CA or 5.5 msec for the controller calculation.
If the controller complies with this temporal boarder, the actuation affects
the directly following cycle. However, the hard temporal limitation for
the controller calculation is given by the approximate temporal distance
between the arrival of two consequent CAN-messages containing measured
values. A revolution speed of 2000 rpm results in 60 msec sample time.
Therefore, if the calculation of the manipulated variables lasts more than
5.5 msec but less than 60 msec, the control action will overstep the following
cycle and affect the next but one cycle.
The controller has to be implemented such that also differing revolution
speeds are acceptable. Although the test bench brake should keep the rota-
tion speed constant, small deviations will occur. Therefore, the controller
is not implemented as time- but sample-based by defining an asynchronous
process which is triggered by the event “CAN-message received”.
The generated C-code is imported as a module in INTECRIO by ETAS,
which is the corresponding software for programming the real-time hard-
ware. This in turn has to be linked to the ES1222 CAN communication
block. Figure 2.11 shows the implementation of the controller and the set
point generation in a software system of INTECRIO . Finally, the system’s
OSEK real-time operating system has to be configured. The execution of
ETAS ES1000,
controller calculation
CAN:
injection+
valve timing
pressure
trace
EE, ED, EVC
dSPACE MicroAutoBox+
RapidPro Unit:
ECU + calculation of
IMEP, CA50, dpmax
IMEP, CA50,
dpmax
Figure 2.10: Schema of the test bed setup.
18 2 CAI process
CAI_ .CAI_CA50measurement
CAI_ .CAI_dpmaxmeasurement
CAI_ .CAI_apmaxmeasurement
CAI_measurement.CAI_IMEP
CAI_ .CAI_rpmmeasurement
CAI_ .CAI_T_air,inmeasurement
CAI_ .CAI_T_CW,inmeasurement
IMEP
CA50
dpmax
apmax
rpm
T_air,in
T_CW,in
EE
ED
EVC
Mode
CAI_actuators.CAI_EE
CAI_ .CAI_EDactuators
CAI_ .CAI_EVCactuators
CAI_ .CAI_Modeactuators
ES1222.CAN_IO SoftwareSystem_1 ES1222.CAN_IO
Figure 2.11: Controller embedding in Intecrio
OS Configuration
UserAppMode
Init
Exit
Software Tasks
ES1222_ES1222_1_Analyze
auto_Triggered_Controller_task
Actions
set_point_profile.triggered_set_point_task
controller.triggered_controller_task
CAN_IO.CAI_actuators
Event
CAN_IO.CAI_measurement
Figure 2.12: OSEK setup in INTECRIO
the controller code is triggered by the incoming CAN message and conse-
quently no sample time is specified. As soon as a package is received, the
execution begins. First the new set point has to be calculated, afterwards
the controller task is started, see figure 2.12. The result of the execution,
the manipulated variables, consequently is passed over to the engine’s ECU.
The execution of the controller task is not truncated, until its termination
all incoming packages are discarded. During the processing of the data
no CAN message is sent. Details on the single programming steps for set-
ting up a system in INTECRIO can be found in the associated user manual
[ETAS GmbH, 2008].
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Different types of models need to be developed for the controller implemen-
tation. First of all, a general model is required for the virtual substitution
of the process “CAI engine”. The model is built in order to replace the real-
world controlled plant. The controller is tuned using this model in a vir-
tual environment, a procedure called model-in-the-loop (MIL). Ideally the
model is also a candidate for the hardware-in-the-loop (HIL) test, in which
the target control unit hardware calculates the fully developed controller
and exchanges signals with another real-time computer which simulates the
engine combustion.
For controlling the low temperature combustion in a model-based sense,
different models have to be developed which have to satisfy two different
purposes. On the one hand a detailed model of the process itself has to
be found which is able to reflect the instabilities as well as the non-linear
characteristics of the process. On the other hand a model is needed which
is simple enough to be executed in a model-based controller in real-time.
3.1 Physical versus identified models
Highly detailed physical models of CAI combustion have been published
which are mainly based on CFD simulations. They include models for
the vaporization and mixing effects as well as detailed chemical reac-
tions which are spread over the CFD grid. Examples for those ap-
proaches are [Stapf et al., 2007, Pischinger et al., 2008, Etheridge et al.,
2008, 2009, Knop and Jay, 2006, Guenthner et al., 2004, Hessel and Foster,
2009]. They are mainly useful in gaining a deeper understanding of the
simulated process. For usage within controller development, they are com-
putationally too demanding. Often they also are limited to the simulation
of one single cycle or even its high pressure part only. Therefore, they have
to be reduced to less complex implementations [Adomeit et al., 2009] but
extended in terms of cycle-to-cycle dynamics [Shaver et al., 2004, Felsch,
2009, Hoffmann et al., 2009] or even of the cyclic variability [Daw et al.,
2008]. Though they are still physically based, these reduced models at least
can be used for testing controllers on a virtual test bench [Shaver et al.,
2006b, Roelle et al., 2007]. For controller development often a mean value
model is sufficient [Rausen et al., 2005]. The described models have to be
reduced to a more compact phenomenological form for the implementation
in a controller. For example [Shaver et al., 2006a] and [Bengtsson et al.,
2007] have published models of this type. Their main advantage com-
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pared to mathematically identified models are their better generaliza-
tion properties if the correct dominating dependencies are included. In
[Chiang and Stefanopoulou, 2009] a sensitivity study of the dominant ef-
fects is presented in order to develop a control-oriented model.
However, the objective of this thesis is to develop a non-linear Model-based
Predictive Controller for the CAI combustion which is capable of regulat-
ing IMEP and CA50 to their set points while constraints on dpmax are
enforced. Ongoing research will provide physical models, but for develop-
ment purposes the faster way of identified models is chosen. The model
structure is chosen in a way that any physically motivated non-linear state-
space representation is a possible substitution for the mathematical model.
The realization of observer and controller will be implemented in an RCP
procedure which allows for an automated tuning of both. The advantage
of the identification process is its possible inclusion at the beginning of the
automated procedure.
3.2 Multilayer Perceptron Networks
In case no analytical or physical description of the process is available,
Artificial Neural Networks (ANN) offer the desirable attributes of a good
model performance besides relatively low computational requirements. A
model serving as plant for tuning the controller in closed-loop simulations
and additionally an internal model for the controller have to be established.
In the following a model will be needed for multiple tasks. As physical
modeling is desirable but also a time consuming challenge, here a fast and
reliable way to obtain a model is selected. The details presented here were
also discussed in [Hoffmann et al., 2007].
A very promising neural network class with many good attributes for the
described purpose is the well-known multilayer perceptron network (MLP).
This type of neural network consists of different layers. It has been proved
that the standard feed-forward multilayer perceptron with a single hidden
layer can approximate any continuous function to any desired degree of
accuracy, see [Cybenko, 1989, Hornik et al., 1989]. Consequently the MLP
has been termed an universal approximator. The very common two layer
structure with nr inputs, one hidden layer with nh nodes and one output
layer with m outputs takes the general form 3.1 with i = 1 . . .m.
ŷi = gi (r) = Fi
 nh∑
j=1
Vi,jfj
(
nr∑
l=1
wj,lrl + wj,0
)
+ Vi,0
 (3.1)
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Here the regression vector r with nr entries represents the inputs to the
net in general. These inputs can consist of any combination of system
inputs as well as past outputs of the process. The system is determined
by the hidden and output weights and biases of the network wi,j and Vi,j
[Nørgaard et al., 2003].
The corresponding network structure can be visualized as in figure 3.1. In
this formulation biases are realized by the input value one which is weighted,
e.g. with w1,0 in figure 3.1.
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Figure 3.1: General structure of a multilayer perceptron network with a hidden
layer with two hyperbolic tangent nodes and an output layer with
one linear output unit
Typically the activation functions fj of the hidden layer are hyperbolic
tangent, while the ones of the output layer Fi are linear, see figure 3.1, but
any combination is possible. The general form of an MLP does not contain
any dynamical information. Therefore, the temporal information has to be
fed into the net by implementing the dynamics into the regressor vector r by
retarding the corresponding values with a discrete sample time in multiple
steps which in turn have to represent the systems dynamics. A system of
e.g. third order at least has to be fed with the three last sample steps of
the system’s output, see figure 3.2. Note that these steps not necessarily
all need to have the same temporal duration, e.g. with varying revolution
speeds.
Obviously the order of the system to be modeled has to be estimated for
defining the neural net. Several structures for the input vector r are known.
In order to receive a model which is suitable for simulation, the regressor
vector r must not contain any feedback from the modeled process, neither
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Figure 3.2: Regressor of dynamic multilayer perceptron network nets contain
the temporal information be the appropriate number of time shifts
within the regressor vector. These retarded values represent the
system’s dynamics.
directly the output of the process nor indirectly by inserting the modeling
error ǫ into r. So the order to be estimated reduces from the system’s in-
and output only to the output. As mentioned above, the model is to be
described in a discrete state space. Therefore, a network structure is chosen
that easily can be linearized to obtain a discrete-time state space model
which in turn is applicable to linear controllers.
3.2.1 Neural Network State Space Innovations Form
As presented in [Ljung, 1987], the MIMO identification of state space mod-
els out of input/output measurements from an arbitrary plant is over pa-
rameterized. The suggested overlapping form is extended in [Nørgaard et al.,
2003] to a neural network of the MLP form with some additions. The
authors hence call the created MLP network Neural Network State Space
Innovations Form (NNSSIF). The structure of this NNSSIF net differs from
the standard MLP approach in terms of the system’s dynamics. The MLP
net serves as the non-linear description of a state space model. The output
of the network is the non-linear state vector xk at time instant k. The out-
put of the plant is modeled by the multiplication of the state vector with a
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fix matrix C which selects the system’s outputs from the states. Here the
construction of the time base varies from the standard form as in figure 3.2.
The temporal attributes are considered by inserting the necessary amount
of states corresponding to the process’ order. The state vector itself be-
comes part of the regressor. The original form proposed in [Nørgaard et al.,
2003] also sets the process input signal uk and the modeling error ǫk as
parts of the regressor rk. All of these signals can also be multidimensional
which leads to the desired MIMO identification. An example of the result-
ing structure is shown in figure 3.3. The state vector itself is composed out
of two different forms of states. Obviously, states which are not an output
signal are also present. These actually serve as retarding units comparable
to figure 3.2. The predicted non-linear state space behavior is achieved
by adding the retarding state of current time step x̂(i+1),k to the retarded
state x̂i,(k+1), see the example case in figure 3.3.
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Figure 3.3: Example for the structure of the Neural network State Space Inno-
vations Form NNSSIF. The detailed MLP net is given in figure 3.4.
The retarding states are only influenced by the system’s input uk and the
modeling error ǫk. If, for instance, two system outputs are modeled and one
of these is of first order and the second of third order, the corresponding
MLP would look like figure 3.4. Straight lines represent weights, circles
nodes, while the vertical lines crossing the circles denote biases. The first
state in a retardation chain is the input to the queue and is influenced by the
whole regression vector rk, see state x4,k+1 in figure 3.4. The corresponding
output state is the last sum in the queue, state x2,k+1 in the example
case.
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xk
εk
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ˆ
Figure 3.4: Example for the MLP net as part of a NNSSIF with one output of
first and one of third order dynamics resulting in four states.
3.2.2 Linearization of NNSSIF
The resulting system has properties similar to the identification scheme
proposed in [Ljung, 1987]. This fact becomes evident if the NNSSIF struc-
ture in figure 3.3 is linearized. The general linearization of a two layer MLP
net with linear and hyperbolic tangent activation functions has to regard
four combinations of activation functions as shown in table 3.1.
Table 3.1: Possible combinations for the linearization of a two layer MLP net
with a linear / hyperbolic tangent activation functions.
combination # hidden layer output layer
1 linear linear
2 linear hyperbolic tangent
3 hyperbolic tangent linear
4 hyperbolic tangent hyperbolic tangent
These four resulting cases lead to linearizations of equation (3.1) as follows.
With an NNSSIF structure the number of outputs m equals the number of
modeled states, e.g. m=4 in figure 3.4, therefore i = 1 . . . 4.
Case 1:
∂gi (rk)
∂rk
=
nh∑
j=1
nr∑
l=1
Vi,j · wj,l (3.2)
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Case 2:
∂gi (rk)
∂rk
=
nh∑
j=1
nr∑
l=1
Vi,j · wj,l
·
1− tanh( nh∑
a=1
Vi,a ·
(
nr∑
b=1
wa,brb,0 + wa,0
)
+ Vi,0
)2 (3.3)
Case 3:
∂gi (rk)
∂rk
=
nh∑
j=1
nr∑
l=1
Vi,j · wj,l ·
1− tanh( nr∑
b=1
wj,brb,0 + wj,0
)2 (3.4)
Case 4:
∂gi (rk)
∂rk
=
nh∑
j=1
nr∑
l=1
Vi,j · wj,l ·
1− tanh( nr∑
b=1
wj,brb,0 + wj,0
)2
·
1− tanh( nh∑
a=1
Vi,a ·
(
nr∑
b=1
tanh (wa,brb,0 + wa,0)
)
+ Vi,0
)2 (3.5)
Here nr and nh represent the number of scalars in rk and the number
of hidden neurons, respectively. The linearization leads to a matrix of
dimension (m × nr), where m is indicating the total number of modeled
states xi,k. As all combinations of linear and hyperbolic tangent units
are possible in each layer, the linearization consists of the sum of all four
matrices resulting from each case or equations (3.2) to (3.5), respectively.
The resulting matrix contains three parts which match the parts in the re-
gressor rk, namely xk, uk, and ǫk. These result in the state space matrices
A and B following the common nomenclature of a state space representa-
tion and a third matrix K. This Matrix K can be interpreted as Kalman-
gain, see chapter 4.3. The retarded states x̂2,(k+1) and x̂3,(k+1) in figure
3.4 lead to rows in A with entries equal to zero, when linearizing the MLP
of figure 3.4 as they only depend on uk and ǫk. The NNSSIF form as in
figure 3.3 leads to an entry equal to one in matrix A at the position right
to the trace. The linearized state space obtained from the shown example
case in figure 3.3 and figure 3.4 takes the form (3.6).
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A =

∗ ∗ ∗ ∗
0 0 1 0
0 0 0 1
∗ ∗ ∗ ∗
 , B =

∗ ∗
∗ ∗
∗ ∗
∗ ∗
 ,
C =
[
1 0 0 0
0 1 0 0
]
, D =
[
0 0
0 0
]
, K =

∗ ∗
∗ ∗
∗ ∗
∗ ∗
 (3.6)
Within the training of the neural net, it is possible to reduce the NNSSIF
structure by the error feedback ǫk and therefore to set the resulting Kalman-
gain matrix K to 0 before the training. This leads to a pure simulation
model which is desired for the implementation in an observer structure
like that presented in chapter 4.3. The neglecting of the error feedback
yields an identified Neural Network StateSpace model and hence the name
reduces to NNSS. However, an observer is characterized by the feedback of
measurements. Therefore, the NNSSIF net already is an observer structure
discussed later in chapter 4.3.3.
It is possible to select the best linear representation out of a set with amount
q if a measurement of q discrete-time steps is available. By neglecting the
matrix K, the best fitting linear state space for the representation of the
test case can be found when evaluating the sum squared error of the linear
model output over the whole measurement data set.
3.3 Gray-box-models: ANN with physical knowledge
The over-all aim of the superordinate research project, in which this work
is embedded, is to develop a Model-based Predictive Controller for the
CAI combustion process which is based on a reduced physical modeling.
The neural network model is used for implementing controllers as long
as no other models are available. As future research steps will lead to
physical part-models of the whole process, the two types of modeling have
to be combinable. This can be achieved by subtracting the physical part-
model’s output from measurements, training an ANN on the deviation and
superposing the discrete-time models [Oussar and Dreyfus, 2001].
The part model’s output vk can be either the total input to an identified
model like an artificial neural net (ANN), case 2 in figure 3.5, or a part
of the inputs to the latter, case 4 in figure 3.5. The third possibility is to
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Figure 3.5: Gray-box-model variants with ANN by superposition of discrete-
time (non-)linear state space models. The numbers indicate in
which cases the linearized state space matrices have an entry. Oth-
erwise the lot is filled with the zero matrix of the correct size.
set up two completely separate but parallel models, one physical and one
identified, each independently calculating one part of the output, case 3 in
figure 3.5 [Hoffmann et al., 2008b].
3.4 Experiments for process identification
For the identification of the neural net models a special test program is set
up. The aim is to achieve measurements of the modeled process outputs
as a result of an excitation of the combustion process by means of the
constituted manipulated variables. A common choice for this purpose is
the step response experiment, which is often used for the identification of
relevant models for controller application.
Because often test signals are used to superpose the inputs of the open-loop
process to influence the process around a working point, the mean value
of that test signal should be zero [Zhu, 2001]. A Pseudo-Random Binary
Sequence is a periodic, deterministic signal with white-noise-like properties.
It excites all frequencies equally well. The signal used here is generated
using an n = 9 bit shift register with feedback through an exclusive-OR
logic. The shift register of the PRBS source is based on the engine cycles.
The amplitude is kept constant with zero mean. While appearing random
in time, actually the sequence repeats every 2× n− 1 = 17 values or engine
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cycles, respectively. A property of PRBS is that variations in response
signals between two periods of the stimulus can be attributable to noise
due to the periodic nature of the signal. It is therefore very well suited for
identification purposes and a common signal for linear identification and has
been reported for identification experiments with an HCCI engine before
[Tunestål and Johansson, 2007]. For non-linear identification the PRBS
with two modulated values is not sufficient as for this also a modulation of
the signal’s amplitude is a requirement [Nelles, 2001].
Because Controlled Auto-Ignition combustion is very sensitive to the ac-
tuators especially at the boundaries of the operational window, a random
variation of the exciting signal’s amplitude was not applied for safety rea-
sons. Within the possible actuation frame of two actuators, not every com-
bination leads to auto-ignition. For example a valve timing with a very
high amount of residual gas cannot be combined with a large injected fuel
mass. Therefore, a combination of two excitation signals is chosen for the
identification of the system. The revolution speed nrev is approximately
kept constant at 2000 rpm as the test bench is not suitable for transient
revolution conditions. Thus the resulting sample time is around 0.06 sec-
onds. Because the test bench’s brake is not capable of enforcing an exactly
constant revolution speed, but shows a distinct dynamic during load steps
for instance, this is monitored during the experiment. Further influenc-
ing effects are the coolant temperature TCW,in and the temperature of the
aspired air Tair,in which are thus logged, too.
The identification measurements are carried out for different load operation
points, namely 1 bar, 2 bar, 3 bar, and 4 bar IMEP. The actuators end of
energizing EE, energizing duration ED, and exhaust valve close EVC are
operated such that best combustion properties are achieved in the basis
setting in terms of static combustion stability. Steps in the manipulated
variables are carried out from this optimum condition while the actuator
signals are superposed with the PRBS. The steps are defined to reach half
and afterwards full way to the extreme actuator values, with which oper-
ation is barely possible. The PRBS is of low amplitude, i.e. under 5% of
the size of the identification step. As the experiments are carried out over
the whole load operation range, the non-linear influence of the actuators
on the process output variables IMEP, CA50, apmax and dpmax can be
measured and hence be identified in the relevant operation range. Since
nrev and Tair,in are conditioned values which can hardly be actuated, they
only are recorded but not excited. Tair,in is conditioned to approximately
50° C. The remaining influencing variable TCW,in is accounted for by mea-
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surements at coolant temperatures of approximately 80 °C and 100 °C.
Figure 3.6 shows the steps in EVC from the optimum calibration full way
to the operation bounderies. Note that the overlaying PRBS are shifted
against each other such that the sequences do not coincide. The present
discrete steps in the influencing signals are caused by the accuracy defined
by the CAN protocoll described in chapter 2.3. The measured outputs of
the experiment are depicted in figure 3.8. These as well underlie the dis-
crete accuracy established by the CAN protocol which is high enough here
these to prevent a visual notice in the figure.
Another important prerequisite is the usage of exactly that test bench setup
which will be used with the controller after its development. Any change
in the setup will result in a change of the measured dependencies of IMEP,
CA50, and dpmax on EE, ED, and EVC. As the identified model is the
basis for all consequent work on the Model-based Predictive Controller to
be developed, an accurate experiment setup is a requirement.
For identification purposes a significant data set is needed. As two different
models will be identified in the following and an additional data set is
necessitated for the validation of the models, the complete surveying is
carried out triply. Thereby for each model identification a different data
set can be used, while the validation can be carried out using one of the
two spare data sets.
Subsequently the data is revised concerning runaway values. The last re-
maining step is a preprocessing of the data for the identification. Each
training data set is freed from means and averaged over the standard devi-
ation. Note that consequently the identified model as well as all elements
of the controller which are based on this model operate in this scaled en-
vironment. Before the further processing, all manipulated and measured
values have to be unscaled or scaled, respectively.
In the following the controller will be set up for CA50 as a measure of
the combustions excellence. However, the observers will be discussed using
apmax in chapter 4.3. Therefore, the models will only be presented for
CA50 in the following, although an analogue model for apmax is set up for
the discussion on the observers. This will be justified in chapter 4.3.
All outputs modeled in the following are assumed as second order non-
linear discrete-time differential equations. This order gave best fitting re-
sults for CAI combustion, which was reported for the related diesel HCCI
combustion in [Bengtsson et al., 2004], too.
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First the models are presented and compared by visual evaluation of the
same load step. However, another relevant measure for the model’s quality
is the sum squared error (SSE) which in this case is built from the deviation
between model output and measurement. Neither for the training nor for
the evaluation the measured data is filtered. As the model is scaled as
mentioned above, the SSE is calculated from the standardized signals. This
is valid for all SSE values in the following. By this the representation of
all three system outputs is valued equally. For a set of measured data of in
total 64000 cycles the SSE is summarized at the end of this chapter. Half
of the dataset was measured at Tair,in = 100 °C, the other half at Tair,in =
80 °C. A data-subset containing 26000 cycles is used for training purposes.
In order to favor the best possible generalization, the simulation model is
not trained on the same sub-dataset as the observers.
3.4 Experiments for process identification 31
136 138 140 142 144 146 148 150 152 154 156
458
460
462
EE
 / 
°C
A 
aT
DC
136 138 140 142 144 146 148 150 152 154 156
358
360
362
ED
 / 
m
icr
os
ec
136 138 140 142 144 146 148 150 152 154 156
240
260
280
EV
C 
/ °
CA
 a
TD
C
time / sec
Figure 3.6: Detail from the signal sequence used for the identification. Shown
is a step in the valve timing EVC while EE and ED are kept at a
constant mean value.
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Figure 3.7: Detail from the experiment used for the identification. Shown are
the influencing parameters logged with the measurement.
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Figure 3.8: Detail from the experiment used for the identification. Shown are
the measured responses of the process’ output variables caused by
the actuation and the influences.
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3.5 Simulation model
In the following the controller tuning will be carried out by evaluation
of the response of this model instead of tuning the controller at the real
engine. Thus, the accuracy of this model is inherently important for the
controller performance. Because the coeval identification of all outputs
of a MIMO system is quite complex, this is reduced to multiple MISO
identifications here in order to achieve highest accuracy of the model. Each
of the system’s outputs IMEP, CA50, and dpmax is modeled separately
by one NNSS net. To allow for the perturbation of the model, while it is
used for the controller layout and review in chapter 5, this model receives
six inputs in total. These are the manipulated and influencing variables
mentioned before. All three part models were trained as an NNSS model
with 12 hidden hyperbolic tangent and 2 linear output units which results
in 68 weights per part-model. Figure 3.9 shows the three part models as
well as the re-/scaling of the signals.
y
1
scale_actuators
u_unscaled u_scaled
rescale _dpmax
y _scaled y _unscaled
rescale _IMEP
y _scaled y _unscaled
rescale _CA50
y _scaled y _unscaled
ANN_dpmax
u1s y 1s
ANN_IMEP
u1s y 1s
ANN_CA50
u1s y 1s
u
1
Figure 3.9: Composed CAI engine mean value simulation model including the
re-/scaling of the signals.
The complete composed model is given by the parallel simulation of the
three MISO models which all receive the same six inputs. All outputs are
modeled as second order NNSS. This model also is used as an HIL model
in chapter 6. The modeling results are demonstrated by the evaluation of
an actuated load step sequence in IMEP, namely 3 bar - 4 bar - 3 bar -
2 bar - 3 bar in figure 3.10.
Since the model of second order is not able to reproduce the noise present
in the measurements solely on basis of the six inputs, this attribute of the
engine is addressed by separate modeling. The outputs of the model are
superposed with white noise which is approximately of the same magnitude
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Figure 3.10: Composed CAI simulation modeling results during a sequence of
actuated load steps. Obviously the noise present in the measure-
ment cannot be reproduced by the model using the six inputs.
as seen in the measurements. As the noisy behavior of dpmax increases
linearly with the load, this is addressed by a load-dependent amplifica-
tion of the noise. Results from the previous load steps with the complete
simulation model are shown in figure 3.11.
3.6 Observer models
The main difference between simulation model and the created observer
models is that at least the controlled variables IMEP and CA50 are modeled
as a MIMO system and the model only receives the manipulated variables.
All further influences will be accounted for by the Kalman filters described
in chapter 4.3.
For implementing linear observers and controllers as well as for the ini-
tialization of non-linear controllers in chapters 4.3 and 5, linear models
are needed. These are extracted from the linearization of the complete
measurements as described before in chapter 3.2.2.
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Figure 3.11: Composed CAI simulation model with superposed noise. Shown
is the same experimental data as in figure 3.10
3.6.1 3x2-observer model
The controlled variables of the MPC to be developed will be IMEP and
CA50 in all cases. If no further conditions are considered, a model calculat-
ing these two values as a function of the manipulated variables is needed.
This yields a 3x2-MIMO structure which is modeled using an NNSS with
4 linear and 4 hyperbolic tangent neurons in the hidden layer and 4 linear
nodes in the output layer which results in 33 weights. The linear model has
consequently 4 states and two outputs of second order. The evaluation of
the NNSS model trained for this purpose is exposed in figure 3.12 with the
same load step sequence as before. The linear model shows a stronger de-
viation from the measurements than the NNSS. Since the model is selected
by evaluation of a larger data set than the shown load step sequence, the
linear model underestimates IMEP with low and medium load but overesti-
mates it at higher loads. This also underlines the non-linear characteristic
of the process.
36 3 CAI control modeling
0 5 10 15 20 25 30
1.5
2
2.5
3
3.5
4
4.5
IM
EP
 / 
ba
r
 
 
measurement
3x2 NNSS model
0 5 10 15 20 25 30
−10
0
10
20
CA
50
 / 
°C
A 
aT
DC
time / sec
Figure 3.12: Identified non-linear observer model in 3x2 MIMO structure.
Shown is the same experimental data as in figure 3.10.
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Figure 3.13: Identified linear observer model in 3x2 MIMO structure. Shown is
the same experimental data as in figure 3.10.
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3.6.2 3x3-observer model
The regular MPC structure for a 3x3 MIMO control problem requires a
3x3 MIMO model, whether the outputs are controlled or bounded. The
resulting model is built of 5 linear and 5 hyperbolic tangent units in the
hidden layer and 6 linear nodes in the output layer, a structure resulting
in 45 weights.
The same evaluation data as in the previous cases is presented in figures 3.14
and 3.15. As before, the linear model underestimates IMEP and dpmax.
3.6.3 3x1-observer model
In chapter 5 the optimization problem is split into a controlled and a con-
strained part. The controlled part is addressed by the 3x2 models described
previously, the bounded part has to be covered by a separate 3x1 model.
This is composed out of 3 linear and 3 tangent hyperbolic activation func-
tions in the hidden layer and two linear units in the output layer. This in
total gives 17 weights. Figure 3.16 demonstrates the non-linear and linear
model for dpmax.
3.7 Comparison of the identified models
Table 3.2 summarizes the fitting properties of the used models. All mod-
els were simulated in order to reproduce the same 64000 cycles dataset.
Observer and simulation models were trained on different sub-sets of this
measurement series. As the scaling of the model depends on the dataset
used for the training, the SSE is built from data scaled with the standard
deviation and mean of the observer models’ training data set.
The simulation model is the most exact of the developed models, though,
in total it holds 204 weights and 42 units. Therefore, it is also the most
complex one. Note that in these part-models the hidden layer is completely
filled with hyperbolic tangent units. The observer models are set up with
linear and hyperbolic tangent nodes in the hidden layer as this combination
showed better results for the MIMO identification.
The 3x2 and 3x1 observer models were implemented such that the summed
number of their weights approximately equals the number of weights in
the 3x3 NNSS model. The composed observer model in 3x(2+1) structure
hence contains 50 weights, while the 3x3 structure has 45. This decision
was taken in favor of an approximately equal computational load for the
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Figure 3.14: Identified non-linear observer model in 3x3 MIMO structure.
Shown is the same experimental data as in figure 3.10.
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Figure 3.15: Identified linear observer model in 3x3 MIMO structure. Shown is
the same experimental data as in figure 3.10.
3.7 Comparison of the identified models 39
0 5 10 15 20 25 30
0
5
10
15
dp
m
ax
 /
 
ba
r/°
CA
 
 
measurement
3x1 NNSS model
0 5 10 15 20 25
0
5
10
15
dp
m
ax
 /
 
ba
r/°
CA
time / sec
 
 
measurement
3x1 linear model
Figure 3.16: Identified non-linear and linear observer model in 3x1 MISO struc-
ture for the bounded variable dpmax. Shown is the same experi-
mental data as in figure 3.10.
calculation of each model. Also the performance of the observer models is
approximately equal which gives a good basis for the evaluation of different
controller-approaches in chapter 5. Obviously the reduced number of nodes
in the hidden layer leads to an SSE which is slightly higher for the parts
of the combined model compared to the 3x3 observer model structure.
However, the linear models derived from the composed representation are
more exact than the linearized 3x3 model.
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Table 3.2: Comparison of used models. Shown is the standardized SSE from a
series of 64000 measured cycles from the identification experiments.
model SSE (IMEP+CA50) SSE dpmax
6x3 simulation model 37564 8209.7
3x2 IMEP+CA50 NL-model 39375 -
3x2 IMEP+CA50 L-model 50972 -
3x1 dpmax NL-model - 9109.7
3x1 dpmax L-model - 11774
3x3 NL-model 38957 8963.0
3x3 L-model 56366 16589
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4 Methods for Model-based Predictive Control
Model-based Predictive Control (MPC) is a class of closed-loop control de-
veloped in the 1970s. This type of control is based on a model implemented
in the controller which is used for the extrapolation of the system’s be-
havior into the future. The predicted course is compared with a supposed
set point trajectory and the deviation is evaluated in a cost function. The
minimization of this function leads to the optimal actuation moves causing
the system to follow the required set point trajectory optimally, regarding
the formulated quality function. With a discrete-time MPC, the prediction
usually includes several steps. Correspondingly, predicted control moves
are calculated for each predicted step. Of these, only the first set is deliv-
ered, the rest is dismissed. Because of the constant temporal distance from
the current moment always held by the upper boundary of the prediction
horizon, the latter recedes in time and the principle is named “receding
horizon”.
The use of the internal model lends advantageous characteristics to MPC.
The consideration of multi-variable systems and delays becomes easily pos-
sible, an explicit consideration of constraints in the controller design can be
realized. Disturbances can be estimated by the comparison of model and
measurement and can additionally be included for further improvement of
the closed-loop result.
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Figure 4.1: Structure of Model-based Predictive Control as in [Abel, 2008].
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In general, a Model-based Predictive Controller is composed out of four
parts, see figure 4.1. These are the observation of the process’ states x̂k,
the prediction of the process’ output ŷk, the interpretation and planning
of future set points ŵk, and finally the optimization of the cost function
and the determination of the manipulated variables ∆u. In this chapter,
methods for each of the four parts of MPC will be discussed.
All results refer to the valve timing strategy Combustion Chamber Recircu-
lation CCR but, of course, they are applicable to all other operation modes
of the engine in particular and other processes in general.
4.1 Cost function
The cost function used with Model-based Predictive Control contains an
evaluation of the deviation between predicted process and predicted target
behavior of the controlled system and of the necessary change of the ma-
nipulated variables. The function must be formulated in an appropriate
dependence so that its minimization leads to the determination of the opti-
mal manipulated variables. The prediction is not only based on a model of
the process, but additionally on the knowledge of the current condition in
which not only the system but also the model of it are situated. Based on
this current state, the future behavior is predicted dependent on the ma-
nipulated variables to be determined. Since the application to a research
combustion engine requires an implementation on a rapid control prototyp-
ing platform, only a discrete-time controller and thus also a discrete-time
model is meaningful here.
Model-based Predictive Control is based upon the evaluation of all known
states at time k and of the plant’s behavior predicted from it. The effects
of the momentarily affecting manipulated and influencing variables on the
controlled process are appraised within a predicted future time window.
This window is limited by the lower and upper prediction horizon N1 and
N2, respectively, see figure 4.2.
The divergence of the predicted controlled variables ŷ from an assumed
future set point trajectory ŵ is minimized within this time interval. The
superscript “̂” indicates that these future values are calculated predic-
tions. For the mathematical formulation of the problem, the cost function
is introduced. It describes the divergence of set point and predicted actual
value. The minimization of this “cost” is performed by an optimization
routine which determines the optimum sequence of the manipulated vari-
ables to be enforced on the process to every time instant k. The set-actual
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divergence (ŵ − ŷ) within the time window N1 to N2 is squarely weighted
using the factor γ in the discrete-time cost function equation (4.1). If a
system with multiple outputs is considered, the corresponding deviations
can be weighted separately by choosing different γ factors which are sum-
marized in the weighting matrix Γ. The γ factors furthermore allow for
the consideration of different orders of magnitude with non-standardized
systems.
In addition, the update of the manipulated variable ∆u is taken into ac-
count which is reasonable especially if actuation energy or costs should be
considered or updates of the manipulated variable are to be avoided. The
manipulated variable is optimized for the period from the momentary time
k until the control horizon Nu. Beyond Nu the manipulated variable is as-
sumed as steady, its update is zero, see figure 4.2. The factor λ in equation
(4.1) admits a distinctive evaluation of multiple manipulated variables’ up-
dates, possibly if the update of a manipulated variable needs considerably
more energy than that of another. With several inputs the factors λ are
summarized in the matrix Λ.
Jk =
N2∑
j=N1
((ŵk+j − ŷk+j)TΓ(ŵk+j − ŷk+j)) +
Nu∑
j=1
(∆uTk+jΛ∆uk+j) (4.1)
Multiple steps are necessary to calculate the cost function. The re-
presentation as a discrete-time model has already been introduced in chap-
ter 3. In the following the observation and prediction of the system and
the minimization of performance index (4.1) are outlined.
4.2 Offset-free tracking
The principle of the Model-based Predictive Control is founded on the fore-
cast of the process behavior using the internally implemented model. Log-
ically follows that a divergence between model and real process necessarily
must lead to a deterioration of the control result because the cost function
(4.1) minimizes the divergence between model and set point value. A re-
maining controller divergence can be prevented only if vanishing offset is
reached between model and process. By means of automatic control this
implies for the closed loop of the observer system that integrating behavior
must be given.
Above all, the formulation of the cost function is of considerable impor-
tance for the control result. It should be formulated in a way that the min-
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Figure 4.2: Temporal horizons of Model-based Predictive Control
imization must lead to the desired result. If the cost function is formulated
as a linear convex problem, a global minimum does exist. Formulating a
dependency on the manipulated variable u instead of its change ∆u, for
instance, will prevent the controller from reaching a set point without offset
if this set point requires a high value of the manipulated variable u. The
higher the value of u, the more the costs would increase if the weighting
matrix Λ shows entries unequal zero, which would be the case if, for exam-
ple, a less agile controller is desired. Consequently here the cost function
is formulated in dependency on the relative changes in the manipulated
variables ∆u.
4.3 State observer
The state estimation is an essential component of Model-based Predictive
Control. The control loop is not closed until a feedback of measurements
is realized. With MPC an observer calculates estimates of the states if not
all of them are directly measurable. In this section the observation of the
states by means of linear and non-linear Kalman filters is investigated. A
good estimate of the actual state is a requirement for a good prediction
of the process’ behavior. Because the measured test bench signals show
strong noise with the application case considered here, the control concept
must be laid out considering such a stochastic disturbance. An approved
approach for an observer which can handle such signals is the Kalman filter.
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Typically this noise is of statistical nature or can be described by statistical
processes. The Kalman filter is named after Rudolph E. Kalman, who pro-
posed a recursive solution for the filtering of discrete-time measurements
by minimizing the mean of the squared error [Kalman, 1960]. The Kalman
filter is based on the assumption that the process underlies uncorrelated
disturbing influences which are furthermore free of average. The decisive
advantage of the Kalman filter compared to other stochastic estimation
methods is his iterative structure which predestines it for the application
in real-time applications. For the application in the control of an internal
combustion engine, real-time ability is crucial. The filter owns a so-called
predictor-corrector structure, i.e. first the most likely output value is pre-
dicted on the basis of the system’s characteristics and then it is compared
to the actually measured output value. The deviation between both values
is weighted linearly and it is used to correct the modeled system state. A
detailed introduction to the basics of the linear Kalman filter and the non-
linear extended Kalman filter (EKF) can be found in [Welch and Bishop,
2006].
For benchmarking the different forms of linear and non-linear observers, a
series of measurements containing 20000 cycles in total or 1200 seconds,
respectively, is evaluated. With all types of modeling considered in chapter
3 the outputs are part of the system states. Therefore, these states are
taken as a measure for the eligibility of the approaches discussed as they are
actually measurable. To obtain best validity of the findings, in this chapter
not CA50, but the peak pressure location apmax is observed. This is mo-
tivated by the origins of the signals because apmax is detectable straight
forward from the pressure trace, while the determination of CA50 is de-
pendent on the basis of the post-processing implemented for its calculation
as discussed e.g. in [Bengtsson et al., 2004]. To evade the dependency on
the calculation method for CA50, the benchmarking of the developed ob-
servers is based on the directly measured signal, although in chapter 5 the
controlled variable will be CA50. For this, of course, the latter value will
be the focus of the observation.
In the following a data set of test bench measurements is filtered for the
optimization of the Kalman filter. The filtering is explicitly referred to
in the text and it is performed using a symmetrical moving-average filter.
This kind of filtering is optimal for the reduction of noise with concur-
rent preservation of a striking step response for signals in the time domain
[Smith, 2002]. Unfortunately, the moving-average method is not causal
and therefore cannot be used in the controller. Here this ideal filter is ap-
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Figure 4.3: Measured and signals filtered using a symmetric moving-average
filter with 14 values.
proximated by the Kalman filter. In fact, the flanks of steps are flattened
with increasing filtering as can be seen in figure 4.3. The measurements
are filtered using a moving-average built from the fourteen past and future
as well as the actual value. This is a quite strong filtering, nevertheless
a good foundation arises for laying out and evaluating an observer whose
priority job is to inhibit measurement noise in the state estimation with
the engine application case. The observers will be tuned to the filtered tar-
get progression but they receive the unfiltered measurements. The focus is
on evaluating the suitability of different observers especially for prediction
based on its state estimate. For this purpose a more strictly filtered signal
is more useful as the prediction shall not cover the statistical aspects of
the measurement and therefore the evaluation of the prediction would be
falsified.
4.3.1 Disturbance model
Not only the quality of the used model, but also the construction and the
properties of the observer are of central importance for MPC. Especially
desirable in this concern is an observer which quickly equalizes any model
inaccuracies using measured data without admitting a remaining divergence
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between model and measurement. In chapter 4.2 this fact is discussed
more in detail. Ideally the process is known so well that the divergence
of each of the model’s outputs from the measured value can be associated
proportionately to the states. I.e. a model exists for feeding back the
effect of a disturbance on a process output to the states of the modeled
system in a way that the model’s output approaches the measurement and
no divergence remains in the end. For this, integrating behavior must be
given in the closed loop of observer and model. For the implementation of
the Kalman filter, not only the disturbance model but also the covariance
matrices of the noise on the process’ measurements and states must be
given.
A sufficient condition for infinitesimal model deviation is the extension
of the states by integrating disturbances dk in the number of the mea-
sured system outputs yk [Muske and Badgwell, 2002, Pannocchia, 2003,
Pannocchia and Rawlings, 2003]. These disturbances can either be as-
signed to the inputs, to the system states, or to the outputs of the system.
Different opinions exit in literature on the pros and cons of the different
methods. In [Badgwell and Muske, 2002] a disturbance model for the in-
put variables of the system is favored, while in [Tenny et al., 2002] it is
shown that for a non-linear process the choice of this disturbance model
can be unfavorable and accordingly the implementation of an output dis-
turbance is described as rewarding. In [Rajamani, 2007] it is stated for
linear time-invariant systems that the choice of the variable disturbance
model is insignificant as long as correct covariances are used for the process
and measurement noise. In the end not the approach for the disturbance
observer, but the combination of disturbance model and correct covariance
matrices influence the characteristics of the observer and the closed-loop
control. This finding is extended to and confirmed for non-linear systems
in [Kolåsa et al., 2009]. The authors demonstrate that the incorporation
of physical knowledge in the disturbance model as well can improve the
state estimation results. The used model is an additive state disturbance
combined with process knowledge in terms of noise added to a physically
modeled auxiliary variable.
In the following a combined approach is chosen with which the estimated
disturbances affect the outputs and the system states. This manner is a
compromise between the output disturbance observer widely spread in the
industrial application [Muske and Rawlings, 1993] and the input distur-
bance observer often favored in literature as described in [Pannocchia et al.,
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2003a, Pannocchia and Kerrigan, 2003, Pannocchia and Bemporad, 2007].
For a linear discrete-time state space the supplemented system arises to:[
xk+1
dk+1
]
=
[
A Bd
0 I
]
︸ ︷︷ ︸
Aaug
[
xk
dk
]
︸ ︷︷ ︸
xaug
+
[
B
0
]
︸ ︷︷ ︸
Baug
uk
yk =
[
C Dd
]︸ ︷︷ ︸
Caug
[
xk
dk
]
(4.2)
The partial model matrix Bd describes the influence of the current distur-
bance dk on the system states, the partial model matrix Dk their influence
on the system output yk. The disturbance model depends on the assumed
process model because all other effects on the states which are not covered
by the process model’s inputs have to be covered by the disturbance model.
The implementation of this dependency based on physics requires a detailed
understanding of the process. Because the introduced modeling method
using neural nets is exclusively based on a mathematical fitting, this allo-
cation cannot be met here. The pragmatic and often chosen attempt is to
accept Bd to 0 and Dd to the unity matrix I. Alternatively the matrices
Bd and Dk can be determined by means of numerical optimization. For
this purpose the common choice is a good starting point. A model has
to be constructed that simulates the observer receiving measured output
variables in response to measured manipulated variables. These inputs are
processed to predict the system’s output in the next sample. The optimiza-
tion minimizes the sum squared error between observed system outputs
and real measurements. Consequently the determination of the matrices of
the disturbance model as well as the entries of the covariance matrices can
be determined by an automated numerical fitting which can be part of the
automated rapid control prototyping tool chain.
To remain observable, the following condition of equation (4.3) must be
fulfilled for the resulting supplemented system, which was presented in
[Muske and Badgwell, 2002], [Badgwell and Muske, 2002], and
[Pannocchia and Rawlings, 2003]:
rank
[
I−A −Bd
C Dd
]
= dim(x) + dim(d) (4.3)
In the following the correct choice of the disturbance model is examined
separately for the linear and the non-linear case. Different attempts are
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fitted by means of the described search algorithm to the filtered measure-
ments, see figure 4.3. The entries of the main diagonals of both covariance
matrices Q and R as well as the entries of the matrices Bd and Dd of the
disturbance models are optimization variables.
The consideration of the disturbance model within the observer design can
be accomplished in two ways. For the calculation of the observer matrix
the disturbance model is needed. But the model actually used for the sim-
ulation of the process and its states can ignore the disturbance model by
setting Bd to 0 or Dd to 1 in equation (4.2). The advantage with this
choice is that the identified dynamic of the modeled system as from chapter
3.2 is only changed by the feedback of the model error over the observer
matrix for the current time instant but not by the disturbance model it-
self. The integrating disturbances add the poles on the unit circuit at 1.
Consequently the disturbance is assumed as steady during the prediction
of the system, and the dynamics of the identified model and the prediction
model are identical. If the disturbance model is also used in the prediction,
the dynamic of the simulated system will differ from the identified system.
However, the internal model of the observer and of that model agree, on
which the calculation of the Kalman filter gain is based. Here the disad-
vantage arises that the observer’s states are afflicted with a dynamic which
differs in the influence of the disturbance model during the prediction.
In the following these combinations will be explored for the linear and non-
linear forms of the Kalman filter. It has to be kept in mind that the con-
troller will calculate its actions dependent on the observer’s state estima-
tion. I.e. an observer with stronger filtering allows for a more keenly tuned
controller, a weaker filtering demands a more conservative controller.
4.3.2 Linear Kalman filter
For linear state observers several approaches exist in literature. Neverthe-
less, the linear Kalman filter is discussed here exclusively as noise rejec-
tion is essential with the process of Controlled Auto-Ignition and engine
combustion in general.
The linear Kalman filter uses a linear process model in discrete-time state
space representation. This linear model is derived from the non-linear
modeling by linearization as in chapter 3.2.2. The state space is extended
by a linear disturbance model. The Kalman filter calculates sequentially
the estimate of the state vector with minimum variance. This estimate is
a function of the covariance matrices Q and R of the measurement noise
50 4 Methods for Model-based Predictive Control
and the modeled disturbances of the system. That means these must be
known or assumed for the design of the filter. The consequent linear state
space description is given by equations (4.4) and can be retraced in figure
4.4, see also [Lunze, 2008, Gelb, 2002].[
x̂−k+1
d̂−k+1
]
=
[
A Bd
0 I
]
︸ ︷︷ ︸
Aaug
[
x̂k
d̂k
]
︸ ︷︷ ︸
x̂aug,k
+
[
B
0
]
︸ ︷︷ ︸
Baug
uk (4.4)
ŷk =
[
C Dd
]︸ ︷︷ ︸
Caug
x̂−aug,k (4.5)
ǫk = ymeas,k − ŷk (4.6)[
x̂k
d̂k
]
=
[
x̂−k
d̂−k
]
+
[
Kx
Kd
]
︸ ︷︷ ︸
KKF
ǫk (4.7)
Thus, the Kalman filter gain can be computed “offline” with the linear state
space matrices, the disturbance model and the covariance matrices. The
covariance calculations are assumed to be independent of state which allows
for the formulation of a Riccati equation and its solution by subsequent
iteration of equations (4.8), (4.9) and (4.10).
Wd =
[
Bd
I
]
P
−
i = AaugPi−1A
T
aug +WdQW
T
d (4.8)
Ki =
P
−
i C
T
aug
CaugP
−
i C
T
aug +DdRD
T
d
(4.9)
Pi = (I−KiCaug)P
−
i (4.10)
In practice, the process noise covariance and measurement noise covariance
matrices might change with each time step or measurement. However, with
the linear Kalman filter they are assumed as constant. In general it is pos-
sible to determine the covariance of a measurement, but the differentiation
of how far measurement or process noise is the origin of the determined
dependency is difficult [Gelb, 2002]. Attempts to estimate the covariance
matrices on the basis of the highest probability were early examined for the
linear Kalman filter [Smith, 1971], however, they are often used as a tun-
ing parameter of the observer and therefore also of the controller. During
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Figure 4.4: Schema of the linear Kalman filter in a-posteriori structure. The
system is augmented by a disturbance model which can be im-
plemented in the calculation of the states and outputs. The
green structure is assumed for the calculation of KKF using
equations (4.8)-(4.10).
recent years an increasing number of efforts in estimating the covariance
matrices for the application in a Kalman filter from measured data have
been reported [Åkesson et al., 2007a,b, 2008, Odelson et al., 2003, 2006a,b,
Rajamani and Rawlings, 2009]. Figure 4.4 shows the resultant state space
description for a Kalman filter realization in an a posteriori structure. With
a linear observer a good result is achievable already, yet a decision must be
taken either in favor of a strong filtering coming along with a more slug-
gish observer or a weaker filtering of the measurement noise combined with
a more spontaneous observer that can better follow step-by-step changes.
Figure 4.5 illustrates this trade-off.
Obviously the linear Kalman filter overestimates step responses. There-
fore, a too strictly tuned filter is clearly disadvantageous. Shown is an op-
timally tuned observer and a relatively sluggish realization in comparison
with measurements. The numerical optimization was performed using the
sum squared error of filtered measurement and estimated outputs of the
observer. The matrices of the disturbance variable model as well as the co-
variance matrices of the observer were adjusted by the algorithm presented
in appendix A.3. Indeed, the latter were assigned only on the entries of
the main diagonals, so that the covariance of the disturbances on the mea-
surements and the states is assumed exclusively as auto-covariance. The
interdependency of the noise on the states and model outputs is assumed
as covered by the fitted disturbance model.
For the realization of the extended state space as in figure 4.4, the aug-
mented system matrix Aaug from equation (4.4) can either be chosen to
respect the identified dynamics of the disturbance within the prediction or
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Figure 4.5: Comparison of linear Kalman filters: Detail for optimized and too
strong filtering Kalman filter in comparison to evaluation measure-
ments. The optimized implementation shows the best result from
table 4.1.
to neglect them as mentioned above. This in turn reduces the disturbance
model to a tuning parameter in equations (4.8), (4.9) and (4.10). The sum
squared error for IMEP and apmax is evaluated as a measure for the quality
of the observation.
Table 4.1 summarizes the found results of different combinations of the
matrices Bd and Dd and their implementation in the Kalman filter for
the representative measurements of 20000 cycles. Based on this data, the
table shows the sum squared error (SSE) between the observation and the
moving-average filtered signal for each implementation. For the estimation
of the states of a linear second order system with the outputs IMEP and
apmax by means of a linear Kalman filter, it could be shown for the test
data measured at the CAI engine test bed that the implementation of
the disturbance model in the prediction model is not advantageous. The
parameters of the matrices Bd and Dd as well as the entries of the diagonal
matrices Q and R were determined numerically.
Obviously the conclusion of [Rajamani, 2007] can be confirmed with this
test, as the SSE does not vary significantly if the covariance matrices are
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Table 4.1: Resulting SSE of 20000 observed cycles obtained with linear Kalman
filters. The Kalman gain K in all cases was derived following equa-
tions (4.8) through (4.10) using the fitted matrices Bd and Dd, except
for the last case.
calculation of state and output
observer setup w/ disturbance model w/o disturbance model
Bd, Dd fitted 1984.4 1979.3
Bd fitted, Dd = I 1998.2 1991.4
Bd = 0, Dd fitted 1997.7 1998.1
Bd = 0, Dd = I 1998.3 =
optimized. To sum up, the best performance is given with a complete
identified disturbance model Bd and Dd for the calculation of the Kalman
gain, but not using this model with the augmented state space matrixAaug
during the calculation of the model output. This result also demonstrates
the eligibility of the approach to numerically fit the disturbance model, not
only the covariance matrices Q and R.
4.3.3 Non-linear extended Kalman filter
Especially with non-linear plants and non-linear Model-based Predictive
Control the estimation of the current state becomes an essential part of
the whole control algorithm. With non-linear control the state estima-
tion strongly interacts with the controller which in effect even hinders the
separation of the controller from the observer layout [Hovd and Bitmead,
2004]. As a result, a non-linear controller can only be evaluated in interac-
tion with the observer it was designed with. In the following the examined
non-linear observers are discussed, from which only one can be the basis
for the evaluation of different controllers set up on this basis in chapter 5.
The original form of the NNSSIF net presented in chapter 3.2.1 is already
a type of observer that is able to reduce measurement noise. Moreover it
is non-linear and simply derived by identification but is mathematically
much less demanding than the implementation of an extended Kalman fil-
ter. Especially with engine low-temperature combustion like CAI, the need
for non-linear models within the controller and thus the observer was em-
phasized [Chiang et al., 2007, Karrelmeyer et al., 2009, Bengtsson et al.,
2007]. Calculation time is of high importance with fast processes such as
engine combustion but increases with complexity. Hence, this option will
be examined as a first step.
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The NNSSIF net described in 3.2.1 is an MLP net of which the outputs
are part of the system’s states. The model outputs are selected from the
states by multiplying the states with the fix matrix C. As mentioned in
chapter 3.2.1 this net already provides a structure of which the linearized
form is a discrete-time state space model including an observer matrix K
which originates from the feedback of the model’s deviation ǫ from the
measured process output. This, of course, is a form of observer but a
difference in principle between the approaches is their origin. With an
NNSSIF net, the feedback of the modeling error builds a part of the MLP
net regressor and therefore is identified during the training of the net. The
implementation of an observer decouples the development of a processing
of the model error from the system identification process.
The extended Kalman filter (EKF) addresses a Kalman filter that linearizes
about the current mean and covariance. The system is linearized around
the current estimate using the partial derivatives of the process and mea-
surement functions to compute estimates even in the face of non-linear
relationships. The non-linear state space is realized using an NNSS net
without error feedback. This is replaced by the extended Kalman filter, see
figure 4.6. Note that this implementation of the non-linear filter is close to
the implementation of the linear Kalman filter presented in figure 4.4.
The non-linear NNSS gives by linearization the matrices A and B, while
C is a fix matrix. Details on the linearization of the used model are given
in chapter 3.2.2.
Ak =
∂f(x̂k, uk)
∂x̂k
, Bk =
∂f(x̂k, uk)
∂uk
, C fix (4.11)
The consequent observer equations are given by (4.12), where KEKF,k is
the resulting extended Kalman filter gain and ǫk is the deviation between
the measured output ymeas,k and the unadjusted output of the non-linear
NNSS model, see [Gelb, 2002, Haykin, 2001, Julier and Uhlmann, 1997].
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Figure 4.6: Schema of the non-linear extended Kalman filter. The system is
augmented by a disturbance model which can be implemented in
the calculation of the states and outputs. The green structure is
assumed for the calculation of KEKF,k using equations (4.17)-(4.19).
x̂−k+1 = f(x̂k, uk) +Bdd̂k (4.12)
d̂−k+1 = d̂k (4.13)
ŷk =
[
C Dd
]︸ ︷︷ ︸
Caug
x̂−aug,k (4.14)
ǫk = ymeas,k − ŷk (4.15)[
x̂k
d̂k
]
︸ ︷︷ ︸
x̂aug,k
=
[
x̂−k
d̂−k
]
+
[
Kx,k
Kd,k
]
︸ ︷︷ ︸
KEKF,k
ǫk (4.16)
The extended Kalman filter gain cannot be computed “offline” any longer.
The non-linear extended Kalman filter is an even more detailed approx-
imation of Baye’s Rule because the estimate of state covariances Pk is
calculated iteratively.
Wd =
[
Bd
I
]
P
−
k = Aaug,kPk−1A
T
aug,k +WdQW
T
d (4.17)
KEKF,k =
P
−
k C
T
aug
CaugP
−
k C
T
aug +DdRD
T
d
(4.18)
Pk = (I−KEKF,kCaug)P
−
k (4.19)
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For first analysis the EKF is implemented including a simple disturbance
model by setting the matrices Bd = 0 and Dd = I. A comparison of both
observers is accomplished with data different from the training data set of
the NNSSIF net observer. The measured values IMEP and apmax again are
chosen for reviewing the quality of the observation. Figure 4.7 shows the
comparison of the NNSSIF net with the extended Kalman filter observer.
Although a very simple disturbance model is chosen, the latter permits
the drastic improvement of the observation as the former does not show
integrating behavior and therefore still leaves a deviation between measured
and calculated values if other data than the training set is provided.
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Figure 4.7: Comparison of identified NNSSIF observer and NNSS net with ex-
tended Kalman Filter. The shown sum squared error is standard-
ized over the integration time interval.
The simulation results in figure 4.7 demonstrate that the extended Kalman
filter is able to observe the noisy model output significantly better than
the original NNSSIF net allows although the operating point of the engine
and therefore the operating conditions for the observers are close to the
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training data set of the neural net. This can easily be seen from the sum
squared error which is standardized over the corresponding measurement
value and time. In consequence the additional complexity of the extended
Kalman filter is justified, which was argued in [Hoffmann et al., 2008b] and
[Hoffmann et al., 2008c].
With the linear Kalman filter the numerical fitting of a disturbance model
showed significant improvements in the calculation of the states. Therefore,
the same study is accomplished for the non-linear case. In contrast to
the liner case, the covariances are no longer constant. The EKF is an
approximation of Bayes’ rule realized by linearization of the non-linear
process and its characteristics. With every update of the probability of
the disturbances, not only the process has to be re-linearized due to the
non-linear dynamics, but also the process noise might change dynamically
in time provoking time variant covariance and disturbance model matrices.
In order to adjust to different dynamics, the calculation of equations (4.8)
through (4.10) has to be repeated with every sample. So the solution
of a Riccati-matrix equation is calculated no longer, instead the set of
equations is stepped through once per sample step. This is indicated by
the replacement of the index i by the index indicating the time step k
and results in the time variant covariance matrix Pk of the estimate error.
From the linearization the system matrix Ak is derived and replaced in the
corresponding equations with every sample.
Although the noise may change with time and the true disturbance model
might be non-linear and time dependent, here static matrices Q and R
as well as Bd and Dd are assumed neglecting the time variance for the
covariances of measurement and process noise or the linear disturbance
model, respectively. Here as well, the matrices Bd and Dd can be part
of the simulated system as in equations (4.12) or be neglected by setting
them to Bd = 0 and Dd = I. Table 4.2 summarizes the findings for the
same conditions as with table 4.1 for the non-linear EKF. The results show
a considerable reduction of the SSE for the test case by 33% compared to
the linear Kalman filer.
With the non-linear case additionally the covariance matricesQ andR were
not strictly assumed to show entries on the main diagonal, but were fitted as
symmetric matrices. In consequence all entries of the symmetric matrices
Q and R were fitted for the two most promising results of table 4.2 with
a fully fitted disturbance model. However, only negligible improvements
could be found.
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Table 4.2: Resulting SSE of 20000 observed cycles obtained with extended
Kalman filters. The Kalman gain KEKF,k in all cases is derived fol-
lowing equations (4.17) through (4.19) using an updated linearized
matrix Ak and the fitted static matrices Bd, Dd, Q, and R.
calculation of state and output
observer setup w/ disturbance model w/o disturbance model
Bd, Dd fitted 1327.4 1327.7
Bd fitted, Dd = I 1327.8 1328.7
Bd = 0, Dd fitted 1332.8 1333.1
Bd = 0, Dd = I 1333.1 =
The numerical fitting of a linear time invariant disturbance model and the
covariance matrices of the disturbances on the process and the measure-
ment for the calculation of the estimate error’s variance was successfully
implemented in an automated environment which seamlessly fits into the
rapid control prototyping tool chain. All found results again do not differ
significantly, however, the best result is derived fitting both matrices Bd
and Dd whether using the disturbance model in the predictions or not.
Nevertheless from the evaluation of the observation test case no clear rec-
ommendation can be drawn.
4.3.4 Non-linear modified extended Kalman filter
A different setup for the extended Kalman filter can be found in litera-
ture, for example in [Welch and Bishop, 2006] the following system (4.20)
for the extended Kalman filter is used. Details on this derivative form,
which has also been labeled Schmidt-Kalman filter, can be found e.g. in
[Novoselov et al., 2005]. This version of the extended Kalman filter is a
time-shifted variant of the previously introduced version. Its structure is
given in figure 4.8.
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Figure 4.8: Schema of the non-linear modified extended Kalman filter. The
system is augmented by a disturbance model which can be im-
plemented in the calculation of the states and outputs. The
green structure is assumed for the calculation of KEKF,k using
equations (4.17)-(4.19).
x̂−k = f(x̂(k−1), u(k−1)) +Bdd̂(k−1) (4.20)
d̂−k = d̂(k−1) (4.21)
ŷk =
[
C Dd
]︸ ︷︷ ︸
Caug
x̂−aug,k (4.22)
ǫk = ymeas,k − ŷk (4.23)[
x̂k
d̂k
]
︸ ︷︷ ︸
x̂aug,k
=
[
x̂−k
d̂−k
]
+
[
Kx,k
Kd,k
]
︸ ︷︷ ︸
KEKF,k
ǫk (4.24)
Note that the system (4.20) differs from the previously introduced formu-
lation (4.12) only by one shifted time step. With this formulation not the
actual but the previous input to the plant u(k−1) is the input to the system.
Therefore, the two representations are nearly equal; their main difference is
the time instant of the linearization (4.11) which in this case is (k−1). Fol-
lowing this approach, the results presented in table 4.3 could be achieved
for the SSE of the observation and the investigated filtered measurement
data set.
To sum up, the modified extended Kalman filter showed best qualities for
estimating the regarded states for a mean value model of CAI combustion.
The parallel fitting of the covariance matrices and the disturbance model in
an automated environment proved to work well. The result obtained with
a linear observer could be improved by 41%. The proposed disturbance
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Table 4.3: Resulting SSE of 20000 observed cycles obtained with modified ex-
tended Kalman filters. The Kalman gain KEKF,k in all cases was de-
rived following equations (4.17) through (4.19) using an updated lin-
earized matrix Ak and the fitted static matrices Bd, Dd, Q, and R.
calculation of state and output
observer setup w/ disturbance model w/o disturbance model
Bd, Dd fitted 1162.9 1167.6
Bd fitted, Dd = I 1197.3 1168.5
Bd = 0, Dd fitted 1172.6 1173.6
Bd = 0, Dd = I 1174.0 =
model affecting the states as well as the outputs could be shown to give
the best observation. In contrast to the linear case the result is nearly the
same with or without implementing the disturbance model in the observer
model.
4.4 Predictions
Model-based Predictive Control, as the name implies, incorporates a pre-
diction of future process behavior based on a model and the knowledge of
its states. The model for this type of control is provided in state space
representation. The prediction can either be based on a linear or a non-
linear model. In the following the nomenclature x(y|z) is valid for a vector
x which was computed at time step z and was predicted for time instant
y. The superscript “ ̂ ” indicates that these future values are calculated
predictions. The change of the actuating variable ∆u is considered from
the current time step to the control horizon Nu and is held constant for
all predictions exceeding Nu, see figure 4.2. Capital letters for the vectors
Ŵk, Ŷk and ∆Uk imply that they contain all vectors ŵk+i,ŷfree,k+i with
i ∈ {N1...N2} or ∆uk+i with i ∈ {1...Nu}, respectively.
The matrices (4.11) form a discrete-time state space which expects the
actuating vector u as input. In order to formulate a cost function (4.1)
with zero minimum, the state of matrices (4.11) has to be augmented by
the control input u as in equation (4.25). Note that this augmentation is
different from the disturbance model (4.2).
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Ac =
[
A B
0 I
]
, Bc =
[
B
I
]
, Cc =
[
C 0
]
,
xc =
[
x
u
]
(4.25)
Nevertheless, these two augmentations can be combined as in (4.26).
Acd =
 A B Bd0 I 0
0 0 I
 , Bcd =
 BI
0
 , Ccd = [ C 0 Dd ] ,
xcd =
 xu
d
 (4.26)
The minimization of the cost function (4.1) bases on the manipulated vari-
ables assumed for the (non-)linear prediction in terms of Ŷfree,k. Because
superposition is assumed to be valid also in the non-linear case, the applied
control command Ucontrol,k is set by (4.27).
Ucontrol,k = Û(k|k−1) + U∆,k (4.27)
The first term regards the vector of control moves û(k+i|k−1) assumed for
the prediction based on information of the previous time step (k− 1) with
i ∈ {1...N2}. The determination of these control actions will be discussed
later in chapter 5. However, the easiest assumption is to simply set them
constant to the last applied control move u(k−1). The second term addresses
the future control moves to be determined by the minimization of the cost
function (4.1).
As the system is realigned, the absolute signal u∆,k+i has to be summed
up from the relative control actions as stated in (4.28).
u∆,k+i = 0 +∆uk+1 + . . .+∆uk+i (4.28)
For the evaluation of the predictions’ quality, the test data used for the
review of the observers is further investigated. The observed state is set
as the initial point for a prediction ten steps ahead in time. For this pre-
diction the current manipulated variables are assumed to be constant. Of
course, this is not true as soon as the actuators were altered during the
measurements. Nevertheless, this is a common assumption with process
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prediction for MPC as mentioned above. Here as well, this is no longer true
as soon as the optimization leads to a change in the applied manipulated
control moves. Figure 4.2 demonstrates the divergence between predicted
and optimized process output.
Because the assumption is made for all investigated predictions and the
same dataset is evaluated, the resulting error is the same for all cases.
For evaluation, the prediction calculated ten steps ahead of the current
time step is stored for the length of the prediction horizon N2 = 10 and
compared with the actually measured value of the current time instant for
which it was calculated. The latter is filtered with the moving-average filter
described before, just like with the evaluation of the current observation,
and used to calculate an SSE valid for the test data. The Kalman filters are
not tuned again for the calculation of the predictions. This is important
for the benchmark as the cost function (4.1) includes only the predicted
output within the prediction horizon but not the estimate of the states.
4.4.1 Linear prediction with Kalman filter
If the used model is given as a linear state space description, the prediction
can compactly be summarized by matrix multiplication. Outgoing from a
linear discrete-time state space representation the following dependencies
are valid if the system is formulated expecting an update of the manipulated
variable ∆u as input. The state space matrix D describing a biproper
system is renounced at this point because the physical system engine does
not show a direct feed-through. For the state vector x̂cd at time k can be
formulated:
x̂cd,(k+1) = Acd · x̂cd,k +Bcd ·∆uk
x̂cd,(k+2) = Acd · x̂cd,(k+1) +Bcd ·∆u(k+1)
= A2cd · x̂cd,k +AcdBcd ·∆uk +Bcd ·∆u(k+1)
...
x̂cd,(k+N2) = Acd · x̂cd,(k+N2−1) +Bcd ·∆u(k+1)
= AN2cd · x̂cd,k +A
N2−1
cd Bcd ·∆uk
+ · · ·+Bcd ·∆u(k+N2−1) (4.29)
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For ŷ holds:
ŷcd,(k+1) = Ccd · x̂cd,(k+1)
...
ŷcd,(k+N2) = Ccd · x̂cd,(k+N2) (4.30)
Introducing matrices F and H facilitates the further concentration. Re-
garding the prediction time frame from lower to upper prediction horizon
N1 until N2, equations (4.29) and (4.30) can be reformulated:
Ŷk = F · x̂cd,(k+1)︸ ︷︷ ︸
Ŷfree,k
+H ·∆Uk︸ ︷︷ ︸
Ŷforced,k
(4.31)
with
F =
 CcdA
N1
cd
...
CcdA
N2
cd
 (4.32)
and
H =

CcA
N1−1
c Bc · · · · · · 0
...
. . .
. . .
...
CcA
N2−2
c Bc
. . .
. . . CcA
N2−Nu−1
c Bc
CcA
N2−1
c Bc CcA
N2−2
c Bc . . . CcA
N2−Nu
c Bc
 (4.33)
The first part of the sum in equation (4.31) is also called the “free system
response” Ŷfree,k because it describes the (linear) system behavior if the
manipulated variable remains unchanged during the prediction, see figure
4.2. The second product is labeled “forced system response” Ŷforced,k be-
cause it grasps the excited effect by changes in the manipulated variable
on the process. Note that matrix H in equation (4.33) is calculated using
the augmentation (4.25) because (4.34) holds.
CcA
k
cBc ≡ CcdA
k
cdBcd (4.34)
Table 4.4 summarizes the resulting SSE for an exemplary linear ten-
step-ahead prediction as introduced above. With the engine’s operating-
conditions considered, the resulting predicted time is 0.6 seconds ahead.
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Table 4.4: Resulting SSE of 20000 cycles predicted ten steps ahead based on
the linear Kalman filter state estimation.
prediction
observer setup w/ disturbance model w/o disturbance model
Bd, Dd fitted 13720000 3388.9
Bd fitted, Dd = I 243640 3349.5
Bd = 0, Dd fitted 3621 3352.4
Bd = 0, Dd = I 3351.9 =
Obviously the use of an identified disturbance model within a linear pre-
diction brings up some difficulties. The more the dynamics of states of the
non-augmented system are affected by the disturbance model within the
prediction, the more the uncertainties and therefore the resulting errors can
grow within the prediction. The results demonstrate that even though the
observation of the actual state with all linear Kalman filters did not differ
significantly, the prediction is sensitive to any change of the system dy-
namics. The predictions without using the disturbances’ dynamics within
the prediction show comparable results, but the best was found with a fix
matrix Dd = I and a fitted state disturbance model Bd which is not used
in the prediction. Figure 4.9 shows a detail from the evaluation dataset
which is observed using this implementation. The currently observed value
can better follow the filtered measurements because the value predicted 10
steps before was calculated assuming the constant manipulated variables
of that previous time step. Therefore, a change in the actuator signals
influences the predictions with a lag of the prediction time of ten steps.
4.4.2 Non-linear prediction with extended Kalman filter
If the linear discrete-time state space from equation (4.4) is replaced by a
non-linear discrete-time model of the process, attention has to be paid to
the suitability of the non-linear model for prediction, in particular that the
model, of course, has to be numerically stable to allow for the prediction.
Because the non-linear model is given as an NNSS as described in chapter
3.2.1, the process output can be simulated in exclusive dependence of the
manipulated variables and the prediction can be determined with the non-
linear augmented model (4.12). The observed disturbance is used to correct
the states and outputs of the current time instant on which the predictions
are based. Here as well the decision whether to use the disturbance model
for the determination of the simulated output or to assume a constant
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Figure 4.9: Evaluation of the Prediction with the best linear Kalman filter.
Shown is the measurement which was moving-average-filtered, the
currently observed value, and the value which was predicted 10 steps
before.
disturbance on the outputs by setting Bd = 0 and Dd = I has to be
taken.
By means of a linearization of the non-linear function f(xk, uk) with every
predicted time step from (k + 1) to N2 at time instance k the process’ non-
linearities are accounted for and new matrices Ak and Bk are calculated
following (4.11) [Hoffmann and Abel, 2009]. Note that equation (4.35) in-
troduces an augmentation similar to the linear case (4.26) and is adopted
in the following (4.36).
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x̂(k+i+1) = f(x̂(k+i), û(k+i|k−1)) +Bddk = fcd(x̂cd,(k+i)) (4.35)
x̂cd,(k+i+1) ≈ Acd,(k+i)x̂cd,(k+i) +Bcd,(k+i)∆u(k+i) (4.36)
ŷ(k+i) = C · x̂(k+i) +Dddk = Ccd · x̂cd,(k+i) (4.37)
≈ CcdAcd,(k+i−1)x̂cd,(k+i−1)
+CcdBcd,(k+i−1)∆u(k+i−1)
= CcdAcd,(k+i−1)Acd,(k+i−2)x̂cd,(k+i−2)
+CcdAcd,(k+i−1)Bcd,(k+i−2)∆u(k+i−2)
+CcdBcd,(k+i−1)∆u(k+i−1)
...
ŷ(k+i) = Ccd
(
i∏
n=1
Acd,(k+i−n)
)
x̂cd,k +CcΘi(∆u) (4.38)
Θi(∆u) =

∑i−1
n=1
((∏n
m=1Ac,(k+i−m)
)
·
·Bc,(k+i−n−1)∆u(k+i−n−1)
)
+
+Bc,(k+i−1)∆u(k+i−1), if i > 1
Bc,k∆uk, if i = 1
From (4.12) the dependency of the predicted process output on the con-
trol moves is derived to (4.35) through (4.38). The moves ∆u(k+i) are
expected to be small and superposition of the non-linear prediction and
the time-variant linear influence of ∆u(k+i) is assumed to be valid. Note
that for all i > Nu the controller output ∆u is held constant again. Over
the whole control horizon, from the minimization of equation (4.1) a new
set of manipulated variables is calculated of which only the first set is ap-
plied in a receding horizon manner. Assumptions on the prediction of the
manipulated variable u are discussed later in chapter 5.2.5.
The first term on the right hand side of (4.38) gives the “free system re-
sponse” as it reflects an assumed system behavior which remains without
further changes of the control actions. This first part of the prediction is
re-substituted by the non-linear augmented function fcd(x̂cd,(k)) as revealed
by (4.39).
ŷ(k+i) = Ccdf
(i)
cd (x̂cd,(k))︸ ︷︷ ︸
ŷnl
free,(k+i)
+CcΘi(∆u) (4.39)
The exponent (i) declares the embedding of the function in a for-loop with
i runs granting a non-linear prediction of the states depended on the pre-
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Table 4.5: Resulting SSE of 20000 cycles predicted ten steps ahead based on
the extended Kalman filter state estimation.
prediction
observer setup w/ disturbance model w/o disturbance model
Bd, Dd fitted 2838.3 2842.2
Bd fitted, Dd = I 2839 2843.3
Bd = 0, Dd fitted 2844.7 2845.2
Bd = 0, Dd = I 2845.3 =
vious ones. Here as well, the last term of equation (4.34) depends only
on the reduced controller augmentation (4.25). The linear time varying
matrices Ak and Bk may differ with each step k but can be used to formu-
late a matrix describing the dependency of the non-linear process on the
optimization variable analogue to the linear case (4.33). The matrix Hk
given by (4.40) summarizes the linearized time variant dependencies of the
predicted system response from (4.39) on ∆Uk to every predicted time step
and allows for a more compact formulation (4.41).
Hk =

Φ1,1 · · · · · · 0
...
. . .
. . .
...
ΦN2−1,1
. . .
. . . ΦN2−1,Nu−1
ΦN2,1 ΦN2,2 · · · ΦN2,Nu
 (4.40)
Φi,j =

Cc ·
(∏i−j
m=1Ac,(k+i−m)
)
·
·Bc,(k+j−1), if i > j
CcBc,(k+j−1), if i=j
0, if i < j
Ŷk = Ŷ nlfree,k +Hk ·∆Uk︸ ︷︷ ︸
Ŷ nl
forced,k
(4.41)
In order to evaluate the non-linear prediction, the SSE of the ten-step-
ahead prediction and the corresponding measured value again is calculated
from the test data set as before and is summarized in table 4.5.
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Table 4.6: Resulting SSE of 20000 cycles predicted ten steps ahead based on
the modified extended Kalman filter state estimation.
prediction
observer setup w/ disturbance model w/o disturbance model
Bd, Dd fitted 2871.0 2794
Bd fitted, Dd = I 2903.8 2798
Bd = 0, Dd fitted 2864.7 2800.8
Bd = 0, Dd = I 2799.8 =
4.4.3 Non-linear prediction with modified extended Kalman filter
The governing equations for the prediction with the modified extended
Kalman filter do not differ from the previously described case (4.35)
through (4.40). Only the calculation and feedback of the current estima-
tion error ǫk are different. Chapter 4.3.4 revealed a more precise estimation
of the current state which is now further reviewed by predicting the future
process behavior on this basis. Table 4.6 summarizes the results.
Obviously the prediction results from the modified extended Kalman filter
again outperform those obtained with the former implementation of the
extended Kalman filter in terms not only of state estimation but also of
prediction. Summed up, the best results of state estimation as well as pre-
diction of the future process behavior are found with a modified extended
Kalman filter using the identified disturbance model only for the calcula-
tion of the states’ covariance matrix and the Kalman gain, but not within
the prediction. This implementation will be used for all non-linear con-
trollers in chapter 5. Figure 4.10 shows the same detail as before from the
evaluation dataset which is observed using this best implementation. Here
as well, the lag in the predictions caused by the assumption of constant
manipulated variables is noticeable.
4.4.4 Set point prediction
For the completion of equation (4.1), a prediction of the set point trajectory
is necessary. The set point trajectory for apmax or CA50 is constituted
by a quadratic function determining the optimal value dependent on the
desired IMEP. These two functions are depicted for CCR in figure 4.11.
The most simple approach is to keep the value constant throughout the
prediction horizon. This clearly is disadvantageous if dynamic tracking has
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Figure 4.10: Evaluation of the Prediction with the best extended Kalman filter.
Shown is the measurement which was moving-average-filtered, the
currently observed value, and the value which was predicted 10
steps before.
to be achieved as any dynamic in the set point trajectory will be neglected in
the prediction which leads to a discrepancy between prediction and actually
applied set point. To remedy this problem some interpretation of the set
point is necessary which clearly is only possible with not too large prediction
horizons. Especially with an infinite prediction horizon any other prediction
than a gradient free one will lead to an infinite set point which obviously
cannot be achieved.
Assuming a limited prediction horizon N2, the dynamics in the set points
can be predicted by the implementation of an interpretation of the set point.
For this the set points of the previous two and the current time instances
are compared. If the previous and actual gradient are both positive or
negative the set point is predicted using an IT1-dynamics with small time
constants. These become tuning factors of the MPC in chapter 5. If the
previous gradient is zero or has a direction other than the actual one, the
change is predicted using a PT1-dynamic. The time constants for both
dynamics, IT1 and PT1, are the same and are separately adjustable per set
70 4 Methods for Model-based Predictive Control
1 2 3 4 5
4
6
8
10
12
14
16
18
IMEP / bar
se
t p
oi
nt
 / 
°C
A 
aT
DC
Optimal crank angle position of dependent set point
 
 
Set point apmax
Set point CA50
Figure 4.11: Set points for CA50 and apmax as function of IMEP for CCR
point in a valid range from 0 to 5 sample steps. This makes them a tuning
factor for the automated controller tuning described in chapter 5.1.
Figure 4.12 shows a detail from the set point profile presented later in figure
5.1 with a ten steps ahead prediction. A revolution speed of 2000 rpm
results in a sample interval of 0.06 seconds. With N 2=10 the predictions
therefore last 0.6 seconds which can be recognized by the bars of different
color for each sample step in figure 4.12. Their length symbolizes the
prediction horizon. Obviously the prediction nicely fits future set points
as long as this is a nearly continuous function, since the bars overlay each
other during the sine wave until 115 sec. in figure 4.12. But even in the
case of discontinuities, like at that time instant, this manner leads to a
reasonable deviation between predicted and applied set point as long as the
prediction horizon is not chosen too long. In the following the maximum
allowed prediction horizon will equal the shown 10-steps-ahead case.
4.5 Convex optimization
The minimization of the controller error is inherently part of the opti-
mization of the cost function. This can be achieved following different ap-
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Figure 4.12: Detail from exemplary predictions of the set points during a sine
wave and ramp from the set point profile in IMEP and CA50 shown
in figure 5.1. A bar depicts the set point predicted at the time
instant before its begin.
proaches which will be proposed in the following. From equation (4.1) the
cost function can be reformulated to equation (4.42), if a convex problem
is stated.
min
∆Uk
Jk =
1
2
∆UTk Hqp,k∆Uk +Gqp,k∆Uk (4.42)
Hqp,k = HTkΓqpHk +Λqp
Gqp,k = −2HTkΓqp(Ŵk − Ŷfree,k)
Γqp and Λqp contain the weights Γ or Λ from (4.1) as diagonal entries
(N 2-N 1+1)-times or Nu-times, respectively.
In spite of the non-linear prediction, a convex cost function can be set
up. The accuracy can be increased by the non-linear prediction not only
in the prediction, but also in the optimization. This is reached by the
linearization of the non-linear NNSS model along the non-linear free system
response yfree from equation (4.39) with every non-linear prediction step.
For the prediction, the assumption of unchanged manipulated variables
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as in chapter 4.4.3 is the common choice. Alternative assumptions are
discussed in chapter 5.2.5.
Accordingly, the formulation of the cost function as a convex problem is
still possible although the first part now has been determined non-linearly
using equation (4.39). On the contrary, the linear prediction of the system
behavior is valid only if the divergences in the system properties are not
differing too much as the evaluation in chapter 4.4 showed advantages for
the non-linear prediction. This restriction demands a predicted set point
close to the momentary operating point and a good estimate of the distur-
bances.
4.5.1 Analytic solution
The optimum manipulated variable update ∆Uopt can be found by an an-
alytic solution of the minimization if no constraints are required. Besides,
the minimum of function (4.42) is derived using the partial derivative to-
wards the optimization variable ∆Uk which leads to (4.43) and finally to
the analytical optimal control variable. Such the optimization reduces to a
simple matrix multiplication (4.44). According to equation (4.28) the en-
tries of vector U∆,opt have to be summed up from this solution and added
to the manipulated variables.
∂Jk
∂∆Uk
= Hqp,k∆Uk +Gqp,k
!
= 0 (4.43)
∆Uk,opt = −H−1qp,kGqp,k = Kopt · (Ŵk − Ŷfree,k) (4.44)
With this analytic minimization, solution constraints can only be enforced
by the saturation of the resulting vector Ucontrol,k (4.27) of the manipulated
variable. Here it is a disadvantage that the problem is solved without taking
into account the knowledge of existing bounds on the actuators, whereas
limiting the outputs is not possible at all. This knowledge is advantageous
for the control problem as shown in [Tenny et al., 2002, Hoffmann et al.,
2008b].
4.5.2 Constraints - quadratic programming
With a convex cost function its minimization with respect to constraints
becomes a common and well-known problem (4.45).
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min
∆Uk
Jk =
1
2
∆UTk Hqp,k∆Uk +Gqp,k∆Uk (4.45)
s. t.
Aqp,k ·∆Uk ≤ Bqp,k
Well-established are two methods for the solution of this quadratic program
(QP): the interior point and the active set method. Different algorithms
exist of which many are commercial code. Also a variety of literature has
been published. As the objective is the real time application on the tar-
get hardware, the ES1135 simulation board, the code has to be compat-
ible with the corresponding MATLAB/SIMULINK real-time workshop tar-
get and especially with the compiler associated with the hardware target.
In case of the used software INTECRIO by ETAS, a C-code is necessary
which is compatible to a derivate of the GCC-compiler. As no free con-
vex optimization routine written in plain C was available, two different
solvers were developed. They are mainly based on the ideas published in
[Boyd and Vandenberghe, 2004]. The first was implemented following the
barrier method, the second pursues the primal-dual approach. To ensure the
termination with a valid solution these algorithms were extended by aspects
of softening the constraints as proposed in e.g. [Maciejowski, 2001]. A more
detailed description of the algorithms can be found in appendix A.2.
The constraints in (4.45) fulfill two tasks. Over the whole prediction horizon
they have to ensure the compliance of the solution with constraints on the
actuators and constraints on the system’s outputs as for instance dpmax
in the case presented. Thus the matrix Aqp,k and the vector Bqp,k can be
segmented into two parts as in (4.46).
Aqp,k =
[
Aqp,∆u,k
Aqp,y,k
]
, Bqp,k =
[
Bqp,∆u,k
Bqp,y,k
]
(4.46)
As the cost function (4.42) depends on ∆Uk, all constraints in the absolute
value of Uk have to be reformulated dependent on ∆Uk. The minimization
of the cost function depends on the controlled variables assumed for the
prediction in terms of Ŷfree,k. Because superposition is assumed to be
valid, the control command Ucontrol,k is set by (4.27).
The limits on the actuators are claimed to be constant over the prediction
horizon. The matrices I and 0 are the identity matrix or the zero matrix
of dimension dim(u) equal to the number of manipulated variables. This
yields the formulation of Aqp,∆u,k and Bqp,∆u,k as in (4.47) and (4.48).
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Aqp,∆u,k =
dim(u)·Nu︷ ︸︸ ︷
I 0 · · · 0
I I
. . .
...
...
. . .
. . . 0
I I · · · I
-I 0 · · · 0
-I -I
. . .
...
...
. . .
. . . 0
-I -I · · · -I

(4.47)
Bqp,∆u,k =

umax − û(k+1|k−1)
umax − û(k+2|k−1)
...
umax − û(k+Nu|k−1)
−umin − û(k+1|k−1)
−umin − û(k+2|k−1)
...
−umin − û(k+Nu|k−1)

(4.48)
The second part of the constraints concerns the system’s outputs. With
(4.31) in the linear and (4.39) in the non-linear case the correlation of future
system output and optimization variable ∆Uk is given. AccordinglyAqp,y,k
and Bqp,y,k are stated by (4.49) and (4.50) referring to (4.33) and (4.31) or
(4.40) and (4.39) for the linear or non-linear case, respectively.
Aqp,y,k =
[
Hk
−Hk
]
(4.49)
Bqp,y,k =
[
Ymax − Ŷfree,k
−Ymin − Ŷfree,k
]
(4.50)
Note that in the linear case Aqp,y,k is constant in time.
4.5.3 Infinite prediction horizon
For guaranteeing stability, the prediction horizon must be set to infinity in
the linear case, as stated by several researchers [Muske and Rawlings, 1993,
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Mayne et al., 2000, Lawrynczuk and Tatjewski, 2004]. By doing so, the
corresponding cost function becomes a Lyapunov function for the control
problem and therefore stability can be guaranteed even if constraints ap-
ply in steady state [Scokaert and Rawlings, 1998, Rao and Rawlings, 1999,
Pannocchia et al., 2003b]. Some efforts lead to the resizing of the predic-
tion horizon which necessarily has to be infinite for stability. It could be
shown that with assumptions of detectability and boundedness of the value
function, there is a finite horizon length sufficient to guarantee stability
[Grimm et al., 2005]. Nevertheless it has to be kept in mind that the stabil-
ity proofs at hand assume a set point for the infinite horizon equal to that
at the current time instant and that a perfect match of model and process
holds. As soon as a tracking problem of a disturbed system is discussed
and the set point profile underlies a dynamic, the proof of stability becomes
relative as the predicted set point most likely will not ever be reached as
steady state. The question of how far transients move away from the origin
is of interest in many situations; for instance, if certain regions of the state
space are to be avoided in order to prevent saturation effects or for the
realization of output-constraints [Hinrichsen et al., 2004]. As mentioned in
chapter 4.4.4 the set point cannot be predicted for an infinite horizon other
than statically. The system assumed for the stability guarantee is linear,
which obviously is not the case with many control objectives in general and
with CAI combustion in particular. Nevertheless, efforts have been made
to extend the findings with linear to non-linear control [Scokaert et al.,
1999]. The low relevance of stability proofs for industrially applied MPC
is discussed e.g. in [Maciejowski and Rossiter, 2009]. Nevertheless aspects
of infinite horizon control are investigated in chapter 5.
An infinite prediction horizon with a linear convex cost function is achieved
by the implementation of a Linear Quadratic Regulator (LQR) which is
determinable by the solution of the accompanying Riccati equation. The
performance index is no longer dependent on a predicted set point and
predicted system outputs. Instead the cost function depends directly on
the states as given by equation (4.51). Accordingly the weighting matrix
Γ∞ rates the states, not the system’s outputs.
J =
∞∑
k=0
(
xTkΓ∞xk + u
T
kΛ∞uk
)
(4.51)
Its minimization provides a state controller which is only able to drive all
states to the origin as the cost function, from which it was derived, also
depends on the system’s states but not the outputs; see equation (4.52).
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The calculation of the feedback gain K∞ by (4.53) depends on the solution
P to the discrete-time algebraic Riccati equation (4.54). Many publications
on the theory of LQRs are available. For example, [Green and Limebeer,
1995] give a deep insight.
uk = −K∞x̂k (4.52)
K∞ = (Λ∞ +B
T
PB)−1BTPA (4.53)
P = Γ∞ +A
T
(
P−PB
(
Λ∞ +B
T
PB
)−1
B
T
P
)
A (4.54)
If a certain target state xSS has to be reached in steady state, this can
only be achieved by means of a co-ordinate shift as in equation (4.58).
To bring up the aspects of Model-based Predictive Control, the quadratic
program (4.55) with respect to equality and inequality constraints (4.56)
has to be solved first for the determination of the target state which allows
for the necessary co-ordinate shift [Rawlings, 1999]. The quadratic problem
accounts for the steady state and the target output values of the process in
presence of disturbances determined by an observer as in chapter 4.3 with
the appropriate choice of Bd and Dd.
JSS =
[
x̂Tk,SS u
T
k,SS
] [ 0 0
0 ΛSS
] [
x̂k,SS
uk,SS
]
(4.55)
s. t.[
I−Ak −Bk
C 0
] [
x̂k,SS
uk,SS
]
=
[
Bddk
wk −Dddk
]
[
0 I
0 −I
] [
x̂k,SS
uk,SS
]
≤
[
umax
−umin
] (4.56)
By means of the weighting matrix ΛSS the control variables at steady
state can be weighted against each other. If this convex optimization is
realized with softening the constraints, a solution can also be granted if the
system of in- and equality constraints is overdetermined. The performance
index and the resulting control law are shifted by the solution of the steady
state QP leading to (4.57) and (4.58). Note that the cost function for
infinite horizon has a different but meaningful minimum compared to the
one postulated in chapter 4.2. Its zero-minimum is reached, if the target
state and actuation is reached.
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J =
∞∑
k=0
(
(x̂k − x̂k,SS)
T
Γ∞ (x̂k − x̂k,SS)
+ (uk − uk,SS)
T
Λ∞ (uk − uk,SS)
)
(4.57)
uk = −K∞ (x̂k − x̂k,SS) + uk,SS (4.58)
Other approaches were proposed for enforcing stability to linear receding
horizon MPC. By a terminal equality constraint the states can be enforced
to have reached steady state. This postulate often is softened to a terminal
cost evaluating deviations from steady state. This was further weakened
by formulating an inequality constraint requiring the states to lie inside a
region of attraction of the considered controller. On the last approach the
so-called dual mode control sets up. A non-linear controller is used to drive
the states into the region of attraction. As soon as this is fulfilled a linear
LQR is assumed to drive the states towards the target. The finite horizon
approaches all are suboptimal as discussed e.g. in [Grüne and Rantzer,
2008]. For all the approaches rely on either one or both problems (4.55)
or (4.57), respectively, only control law (4.58) will be investigated in the
following.
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4.6 Non-linear optimization
The general formulation of the cost function (4.1) does not necessarily
lead to a convex problem. The performance index can also be used to
serve as coded function which is to be minimized. If the observer is non-
linear, a non-linear prediction can be established, see chapter 4.4. For
the prediction a first assumption has to be undertaken which can be im-
plemented as discussed in chapter 5.2.5. Such it is possible to minimize
J = fj(u(k|k+i), x̂k,Γ,Λ), which contains the model of chapter 3.6, by a
non-linear solver which is based on the prediction of the whole cost function
using the non-linear model within the prediction horizon.
On the basis of an “intuitive” try-and-error procedure, an incremental
search algorithm based on discrete steps has been developed and pro-
grammed in C. It is inspired by the idea that whatever the gradient, a
modification of the manipulated variables is only accepted if the cost is
lowered. Therefore, steps are carried out from the starting value Uk−1 with
a fix step size within a predefined search domain. Beginning from big incre-
ments these are decreased ending with the best possible solution for the run.
With the found solution another search can be carried out for validation
which should end with the same solution. The approach obviously depends
on the chosen increments and the number of global runs, but has shown
good performance for the stated problem. A Nassi-Shneiderman-diagram
is given in appendix A.3.
Concerning non-linear MPC, an open issue is the proof of stability espe-
cially with a dynamic tracking problem [Fontes, 2000]. Some efforts have
been undertaken to build a framework based on the infinite horizon solu-
tion of chapter 4.5.3 derived from local linearization [Amato et al., 2007,
Gutiérrez et al., 2008] and robust aspects of these linear approximations
[Chen et al., 2001]. Most of the stability proofs for NMPC are based on
quasi-infinite-horizon control as with linear control, too. However, sta-
bility and robustness of NMPC are still a field of active research and
were discussed e.g. in [Allgöwer et al., 2004, Findeisen and Allgöwer, 2002,
Findeisen, 2004].
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Several methods for the three steps of MPC, namely state estimation, pre-
diction, and optimization, are proposed in the last chapter 4. These can
be combined in different ways leading to different controller performances
which are investigated here. For comparison a closed-loop control simula-
tion will be established. The more detailed composed model established
in chapter 3 is used to substitute the process. For most realistic condi-
tions the outputs of the used plant model are superimposed with white
noise in the magnitude like it is found with the measurements. The closed-
loop control is evaluated in a model-in-the-loop (MIL) test using one single
SIMULINK model. The used set point profile for all cases lasts 160 seconds
as shown in figure 5.1.
From a medium load of 2.5 bar a step up to 4 bar and back and down
to 1 bar and back is applied. The next element is a sine profile followed
by a zigzag course, both in the same load range. The set point for CA50
is determined by the quadratic function shown in figure 4.11 fitted to the
optimum positions derived from thermodynamic investigations. The shown
profile only applies for CCR, however, an analogue profile can be defined for
EPR in the corresponding operation window. Aspects of robustness against
disturbances in the engine operation are addressed by a rapid change of the
coolant water inlet temperature TCW,in at 44 seconds lasting for 10 seconds
using the corresponding input to the composed model of chapter 3. The
temperature is lowered from 100 °C to 80 °C and increased again, whereby
the disturbance overlays the step towards higher load at 50 seconds, see
figure 5.2, which is a demanding task in terms of thermodynamics. With
lower temperature of the coolant, the combustion will need more residual
gas for stable operation. With higher load the needed amount is reduced,
with once again increasing coolant temperature even more. The revolution
speed nrpm and the temperature of the aspired air Tair,in are kept constant
to 2000 rpm or 50 °C, respectively. The standard test-case was designed
so that it goes beyond the dynamics of formerly published approaches for
CAI control.
The choice on the state estimation method will be taken in favor of the
proposed combined disturbance model affecting both the states and the
outputs. This model is only used within the calculation of the observer
gain KEKF but not within the prediction. Such a linear Kalman filter and
a non-linear modified extended Kalman filter are set up. Both are laid out
for the target values IMEP, CA50, and dpmax, once using a reference signal
as in chapter 4.3 filtered with a moving-average of fourteen past and future
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Figure 5.1: Dynamic set point profiles for IMEP and CA50 based on the
quadratic dependency depicted in figure 4.11 applied as a bench-
mark standard test-case.
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Figure 5.2: Influencing variables for the test-case used for the standard bench-
mark of the controllers.
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values, once using weakly filtered measurements with a moving-average
including only one step. The latter filtering only removes measurement
aberrations. These two observer layouts are not modified during the tuning
of the controllers. As especially with non-linear control the state estimation
strongly interacts with the control result [Hovd and Bitmead, 2004], the
investigations are set up using these two fixed observer settings for the
linear and non-linear observer individually. Additionally, the discrimination
of bounded and controlled variables by means of two separate observers is
introduced.
In this way multiple combinations arise in total for each controller setup.
For evaluating the benefit of constraints within the prediction, first all
layouts are implemented without considering a bounded output. Such all
optimization methods of chapter 4.5 and 4.6 can be compared with stronger
or less filtering observers. In the following a “strong” Kalman filter will
address an observer which was tuned to fit measurements filtered with a
symmetric moving-average filter involving the present and fourteen past
and future data sets as introduced by figure 4.3. Another implementation
involving just one past and future value will be labeled “weak” filter.
For the evaluation of constraints on system outputs the analytic solution of
chapter 4.5.1 cannot be used. But the above-mentioned separation of con-
trolled and bounded value by two observers will be discussed and compared
with the standard approach.
5.1 Automatic controller tuning
Especially with non-linear control the comparability of different controller
approaches with equal tuning parameters is very reduced due to the non-
linearities introduced in the prediction or the optimization which both differ
with the approaches. The first step to solve this problem is the use of fixed
observer setups. Then for each proposed controller the best possibly found
tuning for the standard test-case is compared by evaluation of the sum
squared error between set points and simulated process outputs. Advancing
in the procedure of rapid control prototyping, the tuning of the controllers
was automated as far as possible, a procedure known as loop-shaping.
On basis of the non-linear optimization routine proposed in chapter 4.6,
a MATLAB optimization function was programmed. For the tuning pro-
cess the starting point and increment as well as the search set have to be
defined which are all chosen equally for the controller comparisons. All
entries of the search vector containing representations of the tuning pa-
82 5 Model-based Predictive Controller layout
rameters are modified one after the other. A modification is acknowledged
as improvement, if the quality criterion is decreased which is given by the
sum squared error of the simulated plant output and the standard set point
profile, see figure 5.1. Details on the non-linear optimization are given in
appendix A.3. The incremental modification steps are defined as percent-
age of the whole search array for each entry of the search vector. Such
the impact of an increment on search variables of different orders of mag-
nitude can be equalized. If no further improvements can be found at the
momentary valid minimum using an increment, this increment is reduced
and the search continues until, even with the smallest defined step size, no
improvement can be found. The result is approved by another loop over the
whole search set beginning with the biggest increment. Having found the
optimum value, this ideally should lead to no further reduction of the SSE.
However, since the SSE is the sum of two or three variables to be controlled
or limited, the result still has to be reviewed. The optimization can fail, if
one criterion is satisfied, while the other is not. For example, the set point
for IMEP may not be met well, but the SSE of CA50 is very low. This in
turn will provide a controller which is not acceptable because the main ob-
jective of controlling IMEP is not met, though the total SSE is small. The
incremental search routine was compared with gradient based optimization
routines. The results were of same or of better quality, depending on the
chosen increment.
By introducing percentage steps within the search set, the strict formu-
lation of the prediction horizons as integer variables is not given up. Of
course integer multiples of the sampling time are the exclusive possible
steps within the prediction and optimization. Therefore, all parameters
requiring an integer variable are cast to integers, whether they show dec-
imal places or not. Whenever constraints are applied on the manipulated
variables in the following, the valid range is chosen to the extreme values
of the identification measurements described in chapter 3.4.
5.2 Controllers without output constraints
As a first step, different controllers are investigated without constraining
the output variables of the process. Therefore, also the analytic optimiza-
tion as in chapter 4.5.1 is considered. However, with all proposed controllers
the optimization can be exchanged by a quadratic program as in chapter
4.5.2 for the optimization of the cost function with respect to constraints
on the actuators.
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Although the aim of the work presented is a controller also limiting the
process output variable maximum pressure rise, here investigations are sup-
posed to give insight to the properties of non-/linear controllers. Especially
the choice of the degree of filtering of the incorporated observer is inves-
tigated. Of the proposed approaches, only the most promising ones are
expanded to a controller constraining the pressure rise dpmax.
The allowed ranges for the tuned values, which are relevant for all con-
trollers, are given in table 5.1. For the quadratic solvers and the non-linear
solver additionally the tuning ranges of the corresponding factors given in
appendices A.2 and A.3 apply. As the engine combustion is a very fast
process without any delays, the choice of N1 = 1 is adequate.
Table 5.1: Tuning ranges for the adjusted parameters of Model-based Predictive
Controllers without output constraints. For the non-linear controllers
additionally the tuning factors of the corresponding solver and the
adjustable time constants for the prediction of the set points apply.
variable lower limit upper limit
prediction horizon N2 2 10
control horizon Nu 2 N2
weight entries γ 1 1e6
weights entries λ 0 1e5
5.2.1 Analytic linear finite horizon controller
The linear controller with analytic minimization is the lowest possible im-
plementation of an MPC in terms of computational costs. It is implemented
combining the linear observer presented in chapter 4.3.2 with the analytic
optimization. The set point is predicted as constant value by the predic-
tion matrix Wpred. The manipulated variable is saturated to the same
operation range as in the identification tests prior to the application to the
engine.
The control loop permits a concentration and therefore a reduction of the
computational load. According to figure 5.3 the shown structure with ob-
server and optimization can be summarized along two paths which are
marked red and blue in the figure. Inputs to this centralized regulator
are the set point wk and the measured controlled variable yk,meas. The
system is augmented as in (4.25), the index is left out in the following for
brevity. The regulator outputs the optimum manipulated variables ∆uk
and will be reformulated in such a way that the complete structure is ex-
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pressed as discrete-time state space. The structure is compressed such that
a feed-forward and a feed-back part are formed [Rossiter, 2003].
ŷk
yk,meas
WK
Δuk
Wpred
-
z
-1B
A
F
Kopt
KKF
C
xkˆ
xk+1ˆ xkˆ ˉ
-
Figure 5.3: Reduction paths of the linear controller including observer feedback
and set-point pre-control.
Both paths share the anchor in the state space, namely the actual state
xk. The dynamic system matrix A is complemented by the dynamic of
the parallel path formed by the matrices F, Kopt and B. This dependency
is marked red in equations (5.1), (5.2) and figure 5.3. Also the observer’s
structure gives two concurrent paths which are marked blue in figures 5.3
and equation (5.1). These include the matrices C and the Kalman gain
KKF .
The set point wk is multiplied with the matricesWpred, Kopt and the input
matrix B. Accordingly, the measured system output yk is multiplied with
the Kalman gain KKF , the prediction matrix F and also with B. Both of
these inputs to the concentrated state space accordingly extend the present
input matrix B. The vector of the defined new input variables is given
by
[
wTk , y
T
k
]T
, the reduced system is expressed by (5.1) through (5.5). It
is noted that the system is augmented by integrating disturbances as in
chapter 4.3.1.
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AS = [(A−B ·Kopt · F) · (I−KKF ·C)] (5.1)
BS = [(B ·Kopt ·Wpred) , (A−B ·Kopt · F) ·KKF ] (5.2)
CS = [−Kopt · F] (5.3)
DS = [Kopt ·Wpred, 0] (5.4)
uS =
[
wTk , y
T
k
]T
(5.5)
Matrix DS constitutes the pre-controlling part of the set point which ends
in a feed-through with this formulation. The output matrix CS is built
in such a manner that the manipulated variable’s update is the system’s
output. It is noteworthy that with this reformulation the state vector has
not changed. To further compress the structure, the height of the matrix
Kopt is reduced to the dimension of the manipulated variable so that only
the effectively applied vector ∆uk is computed instead of vector ∆Uk for
the whole control horizon Nu. The new input vector uS consists of wk and
yk entering the system, while ∆uk is put out. Equations (5.1) to (5.5) are
traceable in figure 5.3.
For a theoretical basis of the linear controller, the assumed closed loop can
be investigated by examination of the poles and zeros of the compressed
system. Such a stability proof is at hand which is valid only with the linear
system. The non-linear dynamics differ from the linear ones which in case
of a too big divergence can lead to instability [Rossiter, 2003]. Note that
for this proof the controller has to be designed, i.e. all parameters, horizons
and weights have to be defined. Figure 5.4 shows the pole-zero map of the
tuned linear controller with a strong filtering Kalman filter. From the poles
on the unit circle, the integrating behavior can be recognized. Note that
these are canceled by overlying zeros. Obviously the resulting system is
stable with well-damped dynamics.
The linear approach described can easily be extended to respecting con-
straints on the manipulated variables within the optimization by replacing
the analytical optimization matrix Kopt in figure 5.3 by a quadratic pro-
gram as mentioned above, which prevents the compact formulation, though.
However, constraints on the manipulated variable can be implemented by
saturation of the analytic solution, too.
5.2.2 Linear infinite horizon controller
Another linear approach is possible by implementing the infinite horizon
optimization as in chapter 4.5.3. As argued there, the approach inherently
guarantees “linear” stability subject to the mentioned non-linear restric-
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Figure 5.4: Pole-zero map of the discrete-time linear finite-horizon-MPC closed-
loop control as in figure 5.3. The sample time of 0.06 sec. corre-
sponds to 2000 rpm revolution speed. The map results from the au-
tomatically tuned controller with a stronger filtering Kalman filter.
tions. However, the closed-loop system is sketched in figure 5.5. Note the
target calculation block containing the “QP primal-dual” solver given in
appendix A.2. Even in the linear unconstrained case this enlarges the com-
putational load, but also allows for the consideration of constraints on the
actuators. The underlying QP is solved subject to equation constraints.
Only the “QP primal-dual” solver was implemented so that this type of
constraint is considered, and therefore it is used for this task.
5.2.3 Discussion of linear controllers without output constraints
All proposed linear controller setups are automatically tuned under the
identical preconditions using a stronger and a weaker filtering Kalman fil-
ter. When a quadratic program subject to inequality constraints is given,
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Figure 5.5: Linear infinite horizon controller setup.
the solution gained from both QP-algorithms given in appendix A.2 are
compared. The results obtained for the sum squared controller error de-
rived from the test-case set point profile and the noisy plant model output
are summarized in table 5.2. The corresponding controller parameters are
given in appendix A.5.
Table 5.2: Results of the sum squared controller error for linear MPCs without
output constraints applied to the standard test-case, see figure 5.1.
Only the analytic solver does not respect constraints on the manipu-
lated variables within the optimization, the result is saturated. The
controller parameters are given in table A.7.
# optimization observer filtering SSE
1 analytic strong 1071.7
2 analytic weak 1526.3
3 QP barrier strong 1034.7
4 QP barrier weak 1024.9
5 QP primal-dual strong 1045.9
6 QP primal-dual weak 1028.3
7 infinite Horizon strong 1092.4
8 infinite Horizon weak 1098.1
Obviously without constraining the outputs already the linear approach
works fine. If the optimization is carried out without respecting constraints
on the actuators, a stronger filtering observer is highly recommendable.
This can be traced back to the effect of the feedback of the measurements
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because the manipulated variables are sensitive to the degree of filtering
the measurement’s noise. With strong gradients in the measurements the
manipulated variables easily overshoot the valid actuation limits.
The infinite horizon controller is laid out respecting constraints on the ma-
nipulated variables in steady state, namely by introducing them in equation
(4.56). This controller result shows that, though stability is granted for the
linear control loop, with the dynamic tracking problem and a non-linear
process the conservative assumption of an infinite prediction horizon leads
to a worse result compared to an optimized finite horizon controller.
If the knowledge of constraints is used within the optimization, the result
does no longer depend drastically on the observer tuning. All of the op-
timized linear controllers respecting these bounds nearly show the same
results, regardless whether a stronger or weaker filtering observer is chosen.
However, the infinite horizon approach is more sensitive to noise and there-
fore can be slightly improved by implementing a stronger filtering observer.
The contrary result is found with the less conservative linear finite horizon
controllers based on quadratic programming. Here the weaker filtering ob-
servers lead to the better result. Both QP-algorithms achieve nearly equal
SSEs.
5.2.4 Non-linear finite horizon controllers
A convex optimization of the performance index still can be applied, if
the prediction of the process is derived from a non-linear model. The in-
troduced controller employs the non-linear prediction of the process with
convex cost function presented in chapter 4.5 and the predicted set point
trajectory of chapter 4.4.4. Along the non-linear free system response the
neural net is linearized to every discrete predicted time step. As in equation
(4.40), matrix Hqp is filled up with time variant linear system descriptions
with every time step from lower to upper prediction horizon. The con-
trollers receive a valid value range for the manipulated variables. These are
used to limit the predicted manipulated variables to the allowed operation
range at every time step.
Additionally a non-linear solver can be implemented, see chapter 4.6. In
that case the cost function is no longer convex but the controller can easily
be set up such that the actuation range is respected.
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5.2.5 Actuated non-linear system prediction
The introduced principle of non-linear prediction is primarily used to re-
ceive a good description of the process behavior not only in terms of the
free system response, but decisively also in the linear time variant descrip-
tion used for the optimization in every prediction step. To further improve
the proposal, the uncontrolled system can already be driven towards the
set point trajectory within the prediction. For that purpose the controlled
variables must be adjusted in the prediction. As here the main objective is
to drive the linearization close to the target trajectory, no constraints on
the actuators have to be assumed.
As an improved approach, the prediction can be based on the solution of
the previous optimization Ucontrol,(k−1). This manner is named “inclusion-
of-the-tail” in literature and is argued to improve stability [Rossiter, 2003].
However, the non-linear prediction can also be actuated by the manipu-
lated variables calculated from a suitable function of the set point. This
can be given, for instance, by a linear MPC structure without feedback of
measurements which hence is an open-loop control. The faster response to
changes in the set point is advantageous, as with this approach the pre-
diction is immediately actuated according to the new set point, while the
former approach would predict manipulated variables based on the same
set point profile as in the last sample. Additionally the first output of
Ucontrol,(k−1) is applied to the plant, leaving (Nu − 1) entries for the pre-
diction. Consequently the last (N2 −Nu + 1) predictions assume the same
manipulated variables. Note that equations (4.27) and, in the case of con-
straint handling, (4.48) have to account for these predicted values which
are not necessarily limited to the actuation range. The overlying optimiza-
tion therefore has to account for the correct saturation of the manipulated
variables.
These manipulated variables can be predicted using a linear state space
representation. This manner adds a parallel linear process model to the
non-linear prediction model. Both exist separately from each other, their
only connection is the use of the manipulated variables in the prediction
of the system response which are calculated by the auxiliary control loop.
Above all, the states in the linear auxiliary model and the non-linear pre-
diction model of the superposed controller are not the same. The expres-
sion “free system response” is no longer correct, particularly as the process
is simulated including the interaction with the underlying linear controller.
To allow for the set point trajectory not to be assumed constant, but pre-
dicted as in chapter 4.4.4, the calculation of the linear control action has
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to be repeated in every non-linearly predicted sample step. However, the
linear control does not respect constraints. Therefore, the superordinate
optimization has not only to improve the course of the process, but also to
ensure the compliance with constraints on actuators. Of course the princi-
ple is not restricted to input constraints; in this second optimization loop
output constraints can be enforced, too. Figure 5.6 gives a schema of the
basic idea of actuating the system prediction.
controlled variable:
1st step: linear control
set point trajectory
without control
1. step: linear control
2. step: optimization
constraint
constraint for un-controlled output
1st step: linear control
2nd step: optimization
without control
constraint
without control
tK N =11 N2
tK N =11 N2
tK Nu
actuator:
2nd step: optimization
constraint
1st step: linear open- or closed-loop control
based on the set point prediction or additionally
on the
no constraints are respected
actuated prediction,
uncontrolled process prediction,
2nd step: optimization
based on the set point prediction and
on the
constraints are enforced
Figure 5.6: Schema of the closed-loop-paradigm control. First unconstrained
linear control is employed to achieve an actuated system prediction.
Second an optimization algorithm further improves the prediction
and enforces the constraints.
The auxiliary manipulated variables will always achieve only an approxi-
mate convergence of the predicted plant output to the set points and, there-
fore, of the linearized systems used within the optimization matrix Hqp.
Problematic with this approach is the (wrong) assumption of agreement
of linear model used for pre-control and the non-linear process. Also, the
pre-control is calculated without involving constraint knowledge. Never-
theless, the linearization closer to the target trajectory can improve the
optimization result.
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If the linear model of chapter 3 is used, a linear auxiliary control loop can
be set up which will serve exclusively to generate manipulated variables for
an improved prediction. This control-loop exists only of the linear model
and an MPC which controls the internal linear model to the scheduled set
point without involving a feedback of measurements. The structure of fig-
ure 5.3 is cut by the blue circuit. Therefore, the input vector uS no longer
shows the corresponding entry in equation (5.10). This setup assumes per-
fect consistency of the linear model and the controlled process for a first
approach. As this includes the absence of disturbances, no controller diver-
gence remains in the auxiliary control loop. The linear property admits a
concentration analogous to the action in 5.2.1 resulting in equations (5.6)
through (5.10).
AS = [(A−B ·Kopt · F)] (5.6)
BS = [(B ·Kopt ·Wpred)] (5.7)
CS = [−Kopt · F] (5.8)
DS = [Kopt ·Wpred] (5.9)
uS = wk (5.10)
Figure 5.7 shows the response of the non-linear plant model to the open-
loop linear pre-control using system (5.6) through (5.10). Clearly the lack
of a feedback allows a remarkable deviation within the test-case profile
which can also be recognized from the SSE of 1133.6, a comparably high
value regarding table 5.2.
A similar approach can be applied to extend the internal linear auxil-
iary control loop by a feedback of measurements. For this the internal
control loop can be realized by the compressed formulation of chapter
5.2.1. In this manner the non-linear process model can already be ad-
vanced to the set point trajectory in the prediction by a closed-loop control
[Fukushima and Bitmead, 2003, van Hessem and Bosgra, 2004, Rossiter,
2003] implemented within the prediction. The controller proposed here for
this task is linear finite horizon MPC. The feedback of measurements can
improve the actuated system response. The common nomenclature for the
prediction involving a closed-loop control is closed-loop-paradigm (CLP).
Though this approach is less dependent on the validity of the linear model,
it additionally depends on the linear Kalman filter observer applied. Ac-
cording to table 5.2 this is chosen to the stronger filtering version for the
finite-horizon-MPC controlled prediction.
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Figure 5.7: Controlled variables of the open-loop pre-controlled non-linear pro-
cess. Clearly the absent feedback leads to a deviation at higher
loads.
However, the principle is not restricted to using a receding horizon MPC
approach for the prediction. Another possibility is the implementation of
an infinite horizon controller with guaranteed linear stability as described
in chapter 5.2.2. A drawback is the requirement of a quadratic program
that has to be solved at every predicted sample instant.
Also non-linear Model-based Predictive Control with a closed-loop con-
trolled system prediction is possible [Cannon et al., 2000, 2001]. Here the
benefit obviously does not arise in form of a linearization close to the target
trajectory, but simply by a smaller distance to the target which has to be
overcome by the non-linear optimization.
For each of the proposed bases for the prediction of the future process
response, namely “inclusion-of-the-tail”-based, pre-controlled open-loop,
finite-horizon-MPC-controlled, and infinte-horizon-MPC-controlled predic-
tion, an example of the same temporal frame as in figure 4.12 is given in
appendix A.4.
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5.2.6 Discussion of non-linear controllers without output constraints
All compared non-linear controllers are automatically tuned with equal
preconditions using a stronger and a weaker filtering modified extended
Kalman filter. When a quadratic program subject to inequality constraints
is given, the solutions gained from both QP-algorithms presented in ap-
pendix A.2 are compared. Additionally, results employing the non-linear
solver are presented. In contrast to the linear case, an infinite horizon solu-
tion is not reasonable for non-linear prediction, as the determination of the
steady state target is no longer possible by solving a quadratic program.
Additionally, the system response can be actuated using either the pre-
control or the closed-loop finite or infinite horizon MPC as in chapter 5.2.5.
It is noted that the superordinate non-linear controller always has a fi-
nite horizon. Only the predicted closed loop, which controls the process
prediction, is based on a linear infinite horizon controller.
The resultant sum squared controller error built from the test-case set point
profile and the noisy plant model output is assembled in table 5.3. Only
the analytic solver does not respect constraints on the actuators within the
optimization, the manipulated variables are saturated.
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Table 5.3: Results of the sum squared controller error for non-linear MPCs with-
out output constraints with different predictions applied to the stan-
dard test-case, see figure 5.1. The controller parameters are given in
tables A.11 and A.12.
# optimization observer filtering SSE
“inclusion-of-the-tail”-based prediction
1 analytic strong 1054.8
2 analytic weak 1065.0
3 QP barrier strong 1055.1
4 QP barrier weak 1175.8
5 QP primal-dual strong 1073.1
6 QP primal-dual weak 1139.2
7 non-linear strong 1063.2
8 non-linear weak 1050.9
pre-controlled prediction
9 analytic strong 1060.5
10 analytic weak 1076.8
11 QP barrier strong 1121.8
12 QP barrier weak 1149.0
13 QP primal-dual strong 1061.0
14 QP primal-dual weak 1062.6
finite-horizon-MPC-controlled prediction
15 analytic strong 1025.1
16 analytic weak 1049.8
17 QP barrier strong 1024.4
18 QP barrier weak 1024.0
19 QP primal-dual strong 1041.2
20 QP primal-dual weak 1058.2
21 non-linear strong 1042.5
22 non-linear weak 1068.6
infinite-horizon-MPC-controlled prediction
23 analytic strong 1070.8
24 analytic weak 1077.3
25 QP barrier strong 1038.9
26 QP barrier weak 1045.0
27 QP primal-dual strong 1099.0
28 QP primal-dual weak 1099.0
29 non-linear strong 1037.6
30 non-linear weak 1937.2
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Figure 5.8: SIMULINK model of the gain-scheduled PID controller
5.2.7 Benchmark controller: gain-scheduled PID
The most common type of controller applied in industry is the proportional-
integral-derivate-controller (PID). Most often this controller type is com-
bined with a map-based pilot control. To account for the non-linearities of
the process, the PID controller can be set up as gain-scheduled. With this
approach the amplification factors for the three parts of the controller are
given as a map depending on a scheduling variable, just like the map of the
pilot-control, too. The scheduling variable is chosen to the set point for
IMEP. The derivate parts are approximated by a discrete-time DT1, the
integral parts are realized with an anti-windup functionality.
Because the PID-controller has a SISO-structure, for all controlled variables
the main influencing actuator has to be determined. Decoupled PID-control
as in [Schloßer, 2000] also would account for the MIMO characteristic of
the actuators and the two controlled variables. Nevertheless, the limitation
of process outputs such as dpmax still would not be possible. Since here
a benchmark is desired which is close to the state-of-the-art in common
electronic control units in series applications, no decoupling is realized.
For the given control objective the main actuator for IMEP is the energizing
duration ED or the amount of injected fuel, respectively. CA50 is controlled
coevally by EVC and EE. Since this controller structure does not contain
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an observer that also filters the measured signals, each of them is filtered
using a PT1 dynamic. The pilot control is calibrated with the optimum
values for static operation as used in the identification experiments, see
chapter 3.4. The automated controller tuning adjusts the parameters of
the discrete-time PT1 filters and for each of the three controllers and each
of the three PID branches four amplification factors. With this procedure
an SSE of 1012.7 could be reached for the standard test-case.
5.2.8 Conclusions on controllers without output constraints
Concluding the minimization of the cost function including constraints on
the actuators in the optimization improved the control result with the linear
and the non-linear controllers. When the cost function is solved analytically
in both cases a stronger filtering observer lead to the better results. This
can be traced back to the direct impact of the measurements’ gradients
on the manipulated variables which is only smoothened by the Kalman
filter. Therefore, a strong linear Kalman filter is implemented with the
linear-MPC-controlled system prediction.
As soon as a quadratic program is solved for respecting the constraints
on the actuators, the better results are derived from a weaker filtering ob-
server. The introduction of non-linear observers and/or solvers yet showed
control results comparable to the linear controllers. All results concerning
the open-loop pre-controlled prediction show even worse performance than
the regular controllers which are based on the “inclusion-of-the-tail”-based
prediction. Obviously the advantage of the predicted manipulated variables
not being sensitive to measurement noise cannot overbalance the drawback
of a missing feedback. At higher loads towards four bar IMEP the devia-
tion present in figure 5.7 cannot be overcome. Therefore, the approach of
open-loop pre-controlled prediction is skipped in the following.
With non-linear regulators including a closed-loop control of the non-linear
system prediction the convex optimization can further be improved as the
linearization is carried out close to the target trajectory and the optimiza-
tion only has to account for constraints on the actuators and a small devi-
ation left between set point and controlled prediction. However, if this ac-
tuation is based on an infinite horizon controller, the better control results
are found with a stronger filtering observer for the underlying linear con-
trol. As the prediction horizon is set to infinity, the momentary estimation
of the states becomes more important for the prediction in terms of ampli-
fication effects. Consequently, a calmer estimate with a stronger filtering
observer gives the better result. The compound with the superordinate
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non-linear convex optimization showed better results with stronger filtering
observers which obviously is caused by drastic control actions calculated
for the prediction. If the prediction of the process is not only strongly in-
fluenced by the predicted manipulated variables but also by weakly filtered
measurement noise, the prediction, linearization and the optimization is
affected. Consequently, the quality of the optimization result is lowered.
However, the results are not convincing, so that the approach of linear
infinite-horizon-MPC-controlled prediction is abandoned.
The over-all comparison showed the best performance index with the
closed-loop finite horizon MPC used to actuate a non-linear prediction com-
bined with a weaker filtering observer. Results of nearly the same quality
could be found with a stronger filtering observer, though. The optimiza-
tion is based ideally on a convex cost function. The corresponding result
is given in figure 5.9.
The non-linear solver proved to be very intuitive and robust, especially
without actuating the system response. The main drawback is the compu-
tational load due to the simulation of the non-linear model within every
iteration which is needed to evaluate and minimize the non-linear cost func-
tion. If the prediction is actuated other than “inclusion-of-the-tail”-based,
a stronger filtering observer is recommendable.
As long as no constraints on the system outputs are required, a less complex
control of the problem is promising as gain-scheduled PID control reached
the best SSE for the test-case. It is noted that with this control the non-
linearities are accounted for by the scheduling of the controller parame-
ters. These parameters can differ strongly with a change of the non-linear
behavior which might be caused by a change in the influencing variables.
Therefore, no information concerning the robustness of the automatically
tuned controllers in general and the PID in particular can be gained from
the previous test. This will be addressed by an HIL test presented in
chapter 6.
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Figure 5.9: Best control result without output constraints from table 5.3.
Shown is the standard test-case for finite-horizon-MPC-controlled
system prediction combined with a weaker filtering observer and
the “QP barrier” optimization routine. The result of gain-scheduled
PID-control is given for comparison.
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5.3 Controllers with output constraints
In this section the findings from controllers without constraints on the
system output will be transfered to controller setups which are dedicated
to the task of controlling the engine to the test-case profile while enforcing
a constraint on the maximum pressure rise per degree crank angle. Because
this characteristic is a process output variable, the analytic optimization is
excluded from the optional minimization algorithms.
All investigations consider the same dynamic load profile as before but
additionally enforce a constraint on dpmax. Therefore, the corresponding
composed 3x3 model of chapter 3 is used for the representation of the pro-
cess. Note that the found process noise depends on the load for dpmax.
That makes the bounding of the pressure rise a complex task, especially
with higher loads. For the calculation of the benchmark criterion SSE,
the constraint of the uncontrolled output is only evaluated, if the defined
bound of 5 bar/°CA is overstepped. This maximum pressure rise limit
corresponds to the engine’s NVH characteristics and avoids inefficient rich
mixture and most importantly the crossing of the combustion stability lim-
itation [Adomeit et al., 2009]. The presented SSE is calculated as in the
previous chapter in order to ease the comparison to MPC including only
the controlled variables IMEP and CA50, but additionally the SSE of dp-
max is given. The lower the bounded variable’s SSE, the less the limit is
violated.
For the new 3x3 MIMO system a different observer needs to be trained
for the linear and non-linear prediction. The standard control approach is
to use one of the above evaluated concepts and simply leave the deviation
from some fictive set point in the cost function unweighted. This manner
leads to an (N)MPC using a 3x3 NNSS model of which only two outputs are
controlled, while the third is used as a bounded value. This third output
is not weighted in the cost function but only used for the calculation of
constraints Aqp,k ·∆Uk ≤ Bqp,k [Hoffmann et al., 2008a]. Therefore, the
dimension of the stated quadratic problem is higher than necessary. As
the optimization code contains iterative loops, it is most important for fast
calculation times to keep the dimension of the problem as low as possible.
This involves an extension of the observers described before by the addi-
tional output dpmax. For all implementations the more promising con-
cept of a weaker filtering observer is chosen. As the objective is to enforce
a constraint on the pressure rise as strict as possible, the linear and the
non-linear observer are laid out without filtering the signal of dpmax.
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The time available for the calculation of the observations and the solution of
(4.42) is limited by the revolution speed. The calculation of controlled and
limited output variables of the system can also be separated by means of
two individual observers in order to reduce the optimization problem to the
dimension of the controlled output variables. Hence, equation (4.39) has to
be formulated for each of the observers. This approach will be addressed
as 3x(2+1) observer and compared for the different controller setups with
the standard approach with one single 3x3 model.
For compensating the increased computational load, the allowed ranges
for the prediction and the control horizon are decreased. From the results
obtained without limiting the pressure rise these are set with respect to the
values of the ready tuned controllers of tables 5.2 and 5.3. All controllers
are laid out in a way that the best possible implementation of the constraint
on dpmax is achieved while still achieving an acceptable control result
for IMEP and CA50. Further, a prerequisite for a successful control of
engine combustion in general is a fast calculation time. Therefore, the
tuning ranges for the controller parameters are tightened as summed up in
table 5.4.
Table 5.4: Tuning ranges for the adjusted parameters of Model-based Predictive
Controllers with output constraints. For the non-linear controllers
additionally the tuning factors of the corresponding solver and the
adjustable time constants for the prediction of the set points apply.
variable lower limit upper limit
prediction horizon N2 2 8
control horizon Nu 1 min {5, N2}
weight entries γ 1 1e6
weights entries λ 0 1e5
5.3.1 Discussion of linear controllers with output constraints
At first the linear approach is investigated. The linear controller for the 3x3
observer is the same as without output constraints, but involving equations
(4.49) and (4.50). The entry in matrix Γ for weighting the control deviation
of dpmax is set to zero.
The second realization keeps the optimization’s dimension of the case with-
out output constraints. Because of the linearity, equations (4.49) and (4.50)
can also be formulated using the appropriate state space matrices of a sys-
tem describing the uncontrolled output’s dependency on the manipulated
5.3.2. Non-linear controllers with output constraints 101
variables. Table 5.5 sums up the results of the standard test-case with
linear output-constrained MPC.
Table 5.5: Results of the sum squared controller error for linear MPCs with out-
put constraints applied to the standard test-case, see figure 5.1. The
dpmax-constraint was set to 5 bar/°CA. The controller parameters
are given in table A.15.
# optimization observer SSE controlled SSE constr.
1 QP barrier 3x3 2371.4 28.5
2 QP barrier 3x(2+1) 1237.3 30.6
3 QP primal-dual 3x3 2429.0 115.2
4 QP primal-dual 3x(2+1) 1241.8 29.3
The linear controllers obviously are not capable of controlling IMEP and
CA50 to the dynamic set point profile while respecting the constraint on
dpmax. Figure 5.10 demonstrates the visual result for the best controller
in table 5.5 in terms of the constraint’s and the controlled variables’ SSE.
It was gained using the “primal-dual” optimization routine combined with
a 3x(2+1) observer. Although the linear controller are sufficient for the un-
constrained case, with bounds on the system’s outputs the linear approach
is not adequate any more. Obviously the set points cannot be reached
neither at higher nor at lower loads.
The separation of controlled and bounded variables by means of two par-
ticular observers effected a considerable improvement of the controlled SSE
while keeping the violations of the output-constraint rare. It is noted that,
of course, the result depends heavily on the used observer. However, in
chapter 3.7 the models of both forms of observer are exposed to have the
same accuracy.
5.3.2 Discussion of non-linear controllers with output constraints
The investigated non-linear controllers are either based on one of the two
quadratic solvers or the fully non-linear solver. The prediction is either im-
plemented using the former optimization result (“inclusion-of-the-tail”), or
with a linear finite-horizon-MPC-controlled system response. The observer
is set up in 3x3 or 3x(2+1) configuration as before. Weakly filtering ob-
servers are combined with the QP solvers, while a stronger filtering modified
extended Kalman filter is implemented for the non-linear optimization.
Obviously the 3x(2+1)-observer structure is advantageous for reducing the
violation of the soft constraint if it is combined with a prediction based on
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Figure 5.10: Best linear control result with output constraints from table 5.5.
Shown is the standard test-case for the 3x(2+1)-observer and the
“primal-dual” optimization routine. The set point for IMEP is
met poorly.
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Table 5.6: Results of the sum squared controller error for non-linear MPCs with
output constraints applied to the standard test-case, see figure 5.1.
The dpmax-constraint was set to 5 bar/°CA. The controller param-
eters are given in table A.19.
# optimization observer SSE SSE constr.
“inclusion-of-the-tail”-based prediction
1 QP barrier 3x3 1142.4 76.2
2 QP barrier 3x(2+1) 1104.9 20.5
3 QP primal-dual 3x3 1168.1 69.7
4 QP primal-dual 3x(2+1) 1282.7 25.2
5 non-linear 3x3 1306.8 24.3
6 non-linear 3x(2+1) 1141.0 23.2
finite-horizon-MPC-controlled prediction
7 QP barrier 3x3 1090.9 34.1
8 QP barrier 3x(2+1) 1038.6 55.0
9 QP primal-dual 3x3 1029.2 47.0
10 QP primal-dual 3x(2+1) 1075.9 45.9
11 non-linear 3x3 1129.3 31.8
12 non-linear 3x(2+1) 1051.8 39.2
the “inclusion-of-the-tail” strategy. This observer combined with the “QP
barrier-function” solver achieved the lowest SSE for dpmax. If a conven-
tional 3x3 observer is implemented, the use of the closed-loop-paradigm
with a linear finite-horizon MPC is advantageous. The fully non-linear op-
timization combined with a 3x3-observer without controlling the prediction
leads to a controller which can respect the output-constraint but to the
price of a very non-linear behavior in IMEP which leads to an increased
SSE.
Here the two most promising optimization routines are the “QP barrier”
and the fully non-linear optimization code. The best result in terms of en-
forcing the constraint was achieved with “inclusion-of-the-tail”-based pre-
diction and the “QP barrier” optimization routine combined with a 3x(2+1)
observer. Figure 5.11 shows the corresponding controlled and manipulated
variables.
5.3.3 Conclusions on controllers with output constraints
Model-based Predictive Control is the only control strategy which inher-
ently allows for the introduction of constraints on process outputs. For
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Figure 5.11: Best non-linear control result with output constraints from table
5.6. Shown is the standard test-case for the 3x(2+1)-observer,
“inclusion-of-the-tail”-based prediction, and the “QP barrier” op-
timization routine. The set point for IMEP is met well.
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this, an optimization subject to constraints has to be performed which can
be solved as a convex problem or using a fully non-linear solver. If the
CAI-control task is extended so that a constraint on the output variable of
the maximum pressure rise is enforced, linear control does no longer achieve
acceptable results.
The non-linear control results showed that certain combinations of predic-
tion and observer are advantageous. The separation of controlled and con-
strained variables in terms of two observers is advantageous for a predic-
tion based on the “inclusion-of-the-tail”-prediction, while the combination
of a finite-horizon-MPC-controlled system prediction is beneficial for a 3x3
observer. However, all these methods aim at gaining computational advan-
tages over the common prediction and observer structures. The HIL test
in the next chapter will reveal the advantages regarding robustness and
calculation time on the target hardware.
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6 Controller implementation
The different controller setups were tested in model-in-the-loop tests (MIL)
so far. The real-time capabilities of the controllers were not considered.
For this investigation, the controllers have to be tested on the target hard-
ware system, the ETAS ES1135 simulation board. A common and accepted
requirement in the automotive industry is that a hardware-in-the-loop test
(HIL) has to prove the applicability of the hardware which has the com-
plete software functionality implemented. For that an HIL test simulator
is needed.
6.1 HIL test bed
As the custom-made ECU at the test bench is realized on a dSPACE Mi-
croAutoBox, the same hardware will be used as HIL simulator. Therefore,
the data transfer can be kept exactly the same as with the engine applica-
tion. The data connection is based on the same CAN protocol mentioned in
chapter 2.2. The HIL simulator runs the composed non-linear model with
superposed noise of chapter 3.5 and is to substitute the whole engine test
bed. Figure 6.1 shows the implementation of the HIL simulation which is
compiled onto the dSPACE hardware using the appropriate MATLAB real-
time workshop target. The model receives the manipulated variables and
sends the engine model’s response in IMEP, CA50 and dpmax. All three
outputs are superposed with suitable white noise as in chapter 3. The sam-
ple time was chosen to 0.06 seconds corresponding to a revolution speed of
2000 rpm.
ETAS ES1000,
controller calculation
CAN:
EE, ED, EVC
dSPACE MicroAutoBox HIL-Simulator:
calculation of
controlled/constrained variables
dependent on actuated variables per cycle
IMEP, CA50,
dpmax
Figure 6.1: Schema of the HIL test setup
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6.2 HIL test results
All controllers have to fulfill the specification for a cycle-based control.
The resulting calculation time in this HIL test has to be fast enough to
guarantee the calculation of a control action at least within the time frame
given by the reception of the next CAN-message containing the next set
of measured variables. For the current work a static revolution speed of
2000 rpm is considered which results in a 60 milliseconds time frame for
the calculation of the controller.
For controlling the cycle following directly to that cycle of which the con-
trolled variables were calculated from, the calculation has to be faster than
5.5 milliseconds, as argued in chapter 2.3. Hence, in the following for ev-
ery controller the maximum time tturn,max is given that was required by
the real-time platform to calculate the controller action. This allows the
evaluation of the approaches and their further ranking as tturn,max has to
be less than 60 milliseconds.
The controllers are only re-tuned for the test, if their real-time properties
do not fulfill the requirement of this fast calculation time. Otherwise they
remained as in the previous chapter 5.3. The speedup of the controllers
can be achieved by further tightening of the allowed ranges for the predic-
tion and control horizon and the allowed maximum iterations of the used
optimization routine during the automated controller tuning. Neverthe-
less, the control result remains the highest priority which prevents some
approaches from being accelerated. If the control result is drastically de-
graded by the reduction of the mentioned ranges, the control result of the
fastest acceptable controller is presented.
For comparison, the result achieved with a gain-scheduled PID-controller
as in chapter 5.2 is given which does not respect constraints. For complete-
ness, in appendix A.5 all controller parameters are given for the presented
results.
6.2.1 Test-case results
The same standard test-case as before is implemented which only includes
a static revolution speed and air temperature. The temperature of the
coolant water is used as a disturbance input with a step from the 100 °C to
80 °C and back as in figure 5.2. However, the setup differs from the MIL
implementation of chapter 5 in terms of the accuracy of the transmitted
signals, as analyzed in chapter 2.3. Moreover, the CAN-connection is used
to trigger the calculation of the controller, but it does not guarantee a
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Table 6.1: HIL-results for the SSE for NMPCs with output constraints applied
to the standard test-case, see figure 5.1. The dpmax-constraint is set
to 5 bar/°CA. The controller parameters are given in table A.19.
# optimization observer SSE SSE tturn,max
constr. / msec.
“inclusion-of-the-tail”-based prediction
1 QP barrier 3x3 1190.5 558.8 1.804
2 QP barrier 3x(2+1) 1142.9 270.9 2.771
3 QP primal-dual 3x3 1199.3 674.7 74.278
4 QP primal-dual 3x(2+1) 2136.0 1754.2 5.850
5 non-linear 3x3 2314.3 228.3 123.438
6 non-linear 3x(2+1) 1155.9 264.1 8.684
finite-horizon-MPC-controlled prediction
7 QP barrier 3x3 1115.8 275.8 10.087
8 QP barrier 3x(2+1) 1064.8 416.5 3.140
9 QP primal-dual 3x3 1134.6 325.0 6.067
10 QP primal-dual 3x(2+1) 1108.7 431.9 1.195
11 non-linear 3x3 1106.0 294.6 0.526
12 non-linear 3x(2+1) 1147.1 264.3 5.546
gain-scheduled PID-controller
PID none 1037.1 2652.5 0.034
constant temporal distance between the sent packages. This results in
small deviations in the sample time, regardless whether the revolution speed
actually changes or not. Thus, a measure for the robustness of the proposed
controllers becomes available. Table 6.1 sums up the results for the HIL-
experiments for the standard test-case.
The results of the HIL test with the standard test-case set point profile
unveil similar tendencies like the MIL results of table 5.6. Though, the
reached SSE-values are increased compared to the MIL test. The “QP
primal-dual”-solver is less effective than the solver based on the “barrier-
function”. Because the former solver allows for equality constraints also,
its calculation needs more time than the latter does. The results of the
“QP barrier”-solver outperformed the “QP primal-dual”-approach in all
cases, although the “primal-dual”-approach is described to be superior in
[Boyd and Vandenberghe, 2004].
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Again the combinations of a 3x(2+1)-observer with the “inclusion-of-the-
tail”-based prediction and of the 3x3-observer with the finite-horizon-MPC-
controlled prediction are advantageous. For two controllers the temporal
requirement is not met. Both combine the 3x3-observer and the “inclusion-
of-the-tail”-based prediction, the first with a “QP primal-dual”-solver, the
second with the non-linear solver. The temporal requirements demanded
the re-tuning of the controllers combining the non-linear optimization with
a 3x(2+1)-observer and “inclusion-of-the-tail”-based prediction or the 3x3-
observer and the finite-horizon-MPC-controlled prediction, respectively.
Also the controllers had to be re-tuned for the 3x3-observer and the “QP
primal-dual” solver combined with both types of prediction.
The combination of the 3x(2+1)-observers with the QP solvers achieved
fast implementations. However, the non-linear solver could be sped up by
reducing the control horizon Nu and the prediction horizon N2. The non-
linear solver combined with the “inclusion-of-the-tail”-based prediction is
the only implementation, for which the control horizon Nu had to be re-
duced to 1. The non-linear solver adjusts the linear control actions such
that the next three predicted steps become optimal and respect the con-
straints, too. This optimization is much less demanding than the complete
non-linear calculation of the manipulated variables based on the non-linear
system representation. It is noted that the “tail” becomes obsolete with
Nu = 1 yielding a true “free system response”.
In all other cases the automated controller tuning leads to a control horizon
of at least 2. None of the controllers shows a prediction horizon shorter
than 3. For details see appendix A.5.
Figure 6.2 presents the best control result of table 6.1 which was obtained
using the “QP barrier”-optimization, the 3x(2+1)-observer, and “inclusion-
of-the-tail”-based prediction applied to the standard test-case. For com-
parison the result of a gain-scheduled PID controller as in chapter 5.2.3 is
given.
The result demonstrates that the gain-scheduled PID controller heavily
violates the constraint of 5 bar/°CA for dpmax. This is expected as the
PID controller does not involve knowledge of the constraint. The NMPC
presented in figure 6.2 is able to enforce the desired limit.
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Figure 6.2: HIL test-case results, controlled and manipulated variables of the
NMPC in table 6.1 with “QP barrier”-optimization, 3x(2+1)-
observer, and “inclusion-of-the-tail”-based prediction. The result of
gain-scheduled PID-control is given for comparison.
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6.2.2 Robustness of the non-linear controllers with output constraints
Previously more or less “ideal” conditions were assumed for the tuning
and evaluation of the controller performance characterized by the SSE of
controlled and bounded variables. However, with true test bed conditions
some influences are changing randomly which causes disturbances affecting
the closed-loop control. Therefore, in the following the evaluation condi-
tions of the controllers are changed to a setup more demanding than the
test bench standards should reach. For all following tests the controllers of
the previous chapter 6.2.1 are not tuned again. The revolution speed nrpm
and the aspired air’s temperature Tair,in are no longer kept constant. The
temperatures of air and coolant are overlaid with a sine wave and white
noise. Such Tair,in is modulated by 10% from 45 °C to 55 °C, while TCW,in
ranges from 80 °C to 100 °C. For the first test the engine speed is overlaid
with white noise in a way that it ranges from 1985 rpm to 2020 rpm. This
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Figure 6.3: Influencing variables for the robustness test of the controllers. The
same revolution speed is enforced for all controllers.
mainly has the advantage that for all controllers the same conditions apply.
Disadvantageous is an inaccuracy of the test bench model as the test bed’s
brake is a controlled system which shows a DT1-dynamic for the closed
loop involving the engine and the brake. Figure 6.3 shows the regimes of all
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three influencing variables for the robustness test with enforced revolution
speed.
Table 6.2: HIL-results for the SSE for NMPCs with output constraints applied
to the robustness test with influences as in figure 6.3. The dpmax-
constraint is set to 5 bar/°CA. The controller parameters are given
in table A.19.
# optimization observer SSE SSE tturn,max
constr. / msec.
“inclusion-of-the-tail”-based prediction
1 QP barrier 3x3 1694.3 475.8 1.808
2 QP barrier 3x(2+1) 1500.7 333.1 2.774
3 QP primal-dual 3x3 2336.8 356.2 70.351
4 QP primal-dual 3x(2+1) 2160.7 594.4 5.875
5 non-linear 3x3 3062.6 123.9 68.873
6 non-linear 3x(2+1) 2135.0 378.4 11.063
finite-horizon-MPC-controlled prediction
7 QP barrier 3x3 1476.8 221.6 10.032
8 QP barrier 3x(2+1) 1443.5 451.2 3.141
9 QP primal-dual 3x3 1463.3 301.3 5.996
10 QP primal-dual 3x(2+1) 1461.3 404.2 1.191
11 non-linear 3x3 1436.1 312.9 0.534
12 non-linear 3x(2+1) 1598.6 453.9 5.576
gain-scheduled PID-controller
PID none 1563.5 4846.8 0.036
In table 6.2 the resulting SSEs from the robustness HIL tests are sum-
marized. Compared to the standard test-case the over-all tendency of the
robustness test shows an increase of the controlled variables’ SSEs, while
the SSEs for the constrained value dpmax remain similar. This proves the
eligibility of the developed controllers. Since no further re-tuning of the
controllers in table 6.1 is carried out, the same controllers as above overstep
the required value for tturn,max, though they could not achieve a convincing
result.
The over-all tendency shows an advantage of the finite-horizon-MPC-
controlled prediction over the “inclusion-of-the-tail”-based prediction for
this test. The combination of the former prediction with a 3x3-observer
reached the best results.
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Figure 6.4: HIL robustness test results, controlled and manipulated variables of
the NMPC in table 6.2 with non-linear optimization, 3x3-observer,
and finite-horizon-MPC-controlled prediction. The result of gain-
scheduled PID-control is given for comparison.
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Table 6.3: HIL-results for the SSE for NMPCs with output constraints applied
to the robustness test with a simulated engine dynamics and influ-
ences as given exemplarily in figure 6.5. The revolution speed is mod-
eled as a DT1-dynamic dependent on IMEP. The dpmax-constraint is
set to 5 bar/°CA. The controller parameters are given in table A.19.
# optimization observer SSE SSE tturn,max
constr. / msec.
“inclusion-of-the-tail”-based prediction
1 QP barrier 3x3 2184.9 1245.2 1.806
2 QP barrier 3x(2+1) 1843.0 421.3 2.783
3 QP primal-dual 3x3 2188.8 1764.5 77.278
4 QP primal-dual 3x(2+1) 2835.0 2640.9 5.882
5 non-linear 3x3 3246.8 170.6 83.410
6 non-linear 3x(2+1) 2966.9 942.1 9.618
finite-horizon-MPC-controlled prediction
7 QP barrier 3x3 1927.6 758.1 10.094
8 QP barrier 3x(2+1) 1863.8 2315.1 3.138
9 QP primal-dual 3x3 2068.1 1256.7 6.158
10 QP primal-dual 3x(2+1) 1845.9 1363.1 1.193
11 non-linear 3x3 1877.3 1763.8 0.533
12 non-linear 3x(2+1) 2006.7 2078.8 5.624
gain-scheduled PID-controller
PID none 2545.0 5222.7 0.037
By the identification of the brake’s dynamic the revolution speed can be
modeled as a time-discrete function of the current load. For a second test
this brake-model is implemented in the HIL-simulator, while the distur-
bances of Tair,in and TCW,in remain as before. This test is closer to the
real application, but the revolution speed depends on the controlled vari-
able IMEP and therefore on the controller performance which therefore is
harder to compare. Moreover, the simulated control-loop including a model
of the brake can easily become instable and the controller has to meet the
set point profile even more exactly.
The test involving the simulation of the engine brake’s dynamics demon-
strate that the revolution speed is an important influence on the CAI pro-
cess. In contrast to the former test, the constraint’s SSE is drastically
increased.
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Figure 6.5: Influencing variables for the robustness test of the controllers. The
revolution speed is enforced as a DT1-dynamic dependent on IMEP
for all controllers individually. Shown is the simulated brake’s re-
sponse to the control result in IMEP of figure 6.6.
Figure 6.5 shows the influencing variables of the robustness HIL test with
the identified brake for the best result in table 6.3 that was achieved with
the combination of the “QP barrier”-optimization routine, the 3x(2+1)-
observer, and the “inclusion-of-the-tail”-based prediction.
However, when judging the result shown in figure 6.6, the influencing vari-
ables of figure 6.5 have to be kept in mind. A perturbation of the aspired
air’s and the coolant water’s temperature in the assumed magnitude and
dynamic is unlikely. The test is set up drastically in order to find out the
limitations of the controllers’ capabilities.
6.3 Conclusions on the HIL test results
The presented NMPC approaches achieved a more persuasive control result
than the benchmark PID-controller. Both robustness tests showed that
the automated tuning of the NMPCs with the proposed standard test-
case leads to controllers that are robust against disturbances. The same
automated tuning of gain-scheduled PID-control including a pilot control
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Figure 6.6: HIL robustness test results, controlled and manipulated variables of
the NMPC in table 6.3 with “QP barrier”-optimization, 3x(2+1)-
observer, and “inclusion-of-the-tail”-based prediction. The result of
gain-scheduled PID-control is given for comparison.
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based on the identification experiments leads to a good control result for the
training case, but achieves poor robustness against further disturbances.
Especially the results of the robustness tests indicate the superiority of
NMPC compared to linear conventional control methods, even without
considering the ability to respect constraints.
The HIL tests emphasize that observer, prediction, and optimization
strongly depend on each other. This can be seen from the fact that the
combination of one of those parts is not advantageous in all cases and a
ranking is not possible over all cases studied. Therefore, a recommendation
of an observer structure, prediction strategy, and optimization routine is
valid only for the decided combination of all three parts of the controller.
The general result is the recommendation of the “barrier-function”-solver
instead of a “primal-dual”-approach. Yet the latter reached the best re-
sult for the linear MPC MIL tests in chapter 5.3.1 which nevertheless is of
insufficient goodness.
Even if demanding assumptions on the dynamics and magnitudes of the
influencing temperatures Tair,in and TCW,in are enforced as disturbances,
the results of especially three NMPC approaches show beneficial charac-
teristics. These are the combinations given in table 6.4. The first and
last implementation reach calculation times which are fast enough to con-
trol the following cycle to the one that gave base to the calculation of the
characteristic controlled variables. These two strategies offer the potential
for application with faster revolution speeds while still controlling the con-
sequent cycle. However, this is only the case if the calculation of IMEP,
CA50, and dpmax on the engine’s ECU finishes within 60 °CA aTDC as
discussed in chapter 2.3.
Therefore, the general conclusion on the HIL tests is the confirmation of
temporal advantages of the proposed modifications of non-linear MPC.
These are namely the separation of the controlled and constrained variables
in terms of two separate observer parts, the finite-horizon-MPC-controlled
prediction, and the developed non-linear solver combined with the latter.
Table 6.4: Best controller implementations of the HIL test
prediction observer optimization tturn,max
/ msec.
“inclusion-of-the-tail”-based 3x(2+1) QP barrier 2.783
finite-horizon-MPC-controlled 3x3 QP barrier 10.094
finite-horizon-MPC-controlled 3x3 non-linear 0.534
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In this chapter an extract of the developed controllers is presented in their
application to the real engine. These are not necessarily chosen to the best
implementations of the former chapters, but are supposed to demonstrate
the feasibility of their application. Because obviously the very same condi-
tions cannot be guaranteed for the tests performed, here no absolute bench-
marking of the results is meaningful. Therefore, the SSE of the control
result is less eligible for a comparison than the pure visual exposition. For
the tests not only the controlled and manipulated variables are presented,
but also the revolution speed nrev, the intake air temperature Tair,in, and
the temperature of the coolant water before the inlet TCW,in are depicted.
As the conditions cannot be kept the same for a benchmark, an HIL test is
carried for each application of an NMPC for which the measured conditions
are enforced on the HIL simulation model. The benchmark PID-controller
is evaluated in this HIL test. Consequently, the measured NMPC result
can be compared to the result that gain-scheduled PID-control would have
reached under the same conditions.
7.1 Test setup
CAI is a very sensitive combustion mode which requires certain arrange-
ments for starting a closed-loop control test and can only be started directly
without a previous SI combustion if strong preheating of the intake air is
used. This is not desirable for an engine application. Therefore, the CAI
mode is switched on from conventional SI combustion. For the given test
results the engine was manually switched to CAI at a medium load of 3
bar IMEP. From this initial situation the tests are started. The transition
from SI to CAI operation or back is not part of the measurements.
7.2 Dynamic engine testing
The used set point profile is the same as shown in figure 5.1. Therefore,
the visual comparability to the former results is still given. Though, the
influencing parameters of the tests differ heavily for some cases. For the
evaluation of the newly proposed methods three different controllers are
presented. These results are intended to demonstrate the practical im-
plementation of the 3x(2+1)-observer, the “QP barrier”-optimization, the
finite-horizon-MPC-controlled prediction, and the non-linear solver or com-
binations of those, respectively. The applied controller parameters for all
three tests are given in appendix A.6.
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Figures 7.1 and 7.2 present the result and the influences of an NMPC
with “inclusion-of-the-tail”-based prediction, “QP barrier”-optimization,
and 3x3-observer to the single-cylinder engine.
Figures 7.4 and 7.3 display the result and the influences of an NMPC with
the same setup as before, but with a 3x(2+1)-observer.
Figures 7.5 and 7.6 demonstrate the results of a controller with a 3x(2+1)-
observer and a system prediction based on the finite-horizon-MPC-controlled
system prediction. The optimization was performed by the non-linear
solver.
The visual impression of the control results would lead to the conclusion
that the first result is the best, see figure 7.1. However, if the conditions
during the test are taken into account, the rating has to be reviewed. For
all three test results the coolant water stays close to TCW,in ≈ 100 °C, while
the revolution speed is kept between 1950 rpm and 2040 rpm depending on
the load transients. For the first and third result the test bench conditions
are more or less ideal. Tair,in remains nearly constant with 46 °C or slowly
decreases from 54 °C to 50 °C, respectively, while the second experiment
shows strong disturbances in Tair,in.
The conditioning system for the aspired air holds strong electric heaters
which are actuated by the test bench control in this experiment for pre-
venting the temperature to fall. Consequently, strong disturbances arise
at around 80, 130, and 150 seconds. Hence, the control result has to be
reviewed with respect to the circumstances. The result shows misfires to
the same time instances, at which the disturbances in Tair,in arise. As
pointed out in chapter 2, one key influence of CAI is the temperature level
at IVC which is obviously dependent on Tair,in. At 80 seconds also a load
step occurs, and the set point for CA50 is shifted back. With higher load
temperature the combustion is advanced. The offset between set point and
measurement in CA50 causes the controller to reduce the injected fuel or
ED and to adjust the EGR by decreasing EVC. This retards the combus-
tion but also causes a collapse of IMEP which in turn makes the controller
readjust ED and EVC. Similar actions can be seen at the points of time
at which the disturbance in Tair,in arises again. The first and third result
presented do not show comparable disturbances, but the air temperatures
differ by more than 10 %. Concluding all results show the practicability
of the approaches, while especially the second experiment demonstrates a
good robustness of the controller to disturbances because it could keep the
combustion alive without the use of a spark despite strong disturbances.
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Figure 7.1: Controlled, bounded, and manipulated variables of the engine ap-
plication test of an NMPC with “inclusion-of-the-tail”-based predic-
tion, “QP barrier”-optimization, and 3x3-observer. The result of an
HIL test under the same influences with gain-scheduled PID-control
is given for comparison.
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Figure 7.2: Test bench conditions of the influencing variables of the test bench
application and HIL test in figure 7.1.
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Figure 7.3: Test bench conditions of the influencing variables of the test bench
application and HIL test in figure 7.4.
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Figure 7.4: Controlled, bounded, and manipulated variables of the engine ap-
plication test of an NMPC with “inclusion-of-the-tail”-based pre-
diction, “QP barrier”-optimization, and 3x(2+1)-observer. The re-
sult of an HIL test under the same influences with gain-scheduled
PID-control is given for comparison.
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Figure 7.5: Controlled, bounded, and manipulated variables of the engine ap-
plication test of an NMPC with finite-horizon-MPC-controlled pre-
diction, non-linear optimization, and 3x(2+1)-observer. The result
of an HIL test under the same influences with gain-scheduled PID-
control is given for comparison.
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Figure 7.6: Test bench conditions of the influencing variables of the test bench
application and HIL test in figure 7.5.
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7.3 Cross-validation of the engine simulation model
The final validation of the engine-model used for the automatic tuning
of the controllers becomes possible with measurements from closed-loop
controlled test bench experiments. As not only the manipulated but also
the influencing variables were logged, the results of the simulation of the
composed engine simulation model described in chapter 3 can be compared
to the actually measured values. Figure 7.7 shows an exemplary analogy of
measurement and simulation model with the same result as in figure 7.5.
Obviously the simulation model is a good representation of the test bench;
The maximum pressure gradients are estimated well. Hence, the model is a
valid basis for the development of controllers which enforce constraints on
this variable. Therefore, the simulation model is justified as a fundamental
base for a good control result achieved with the proposed RCP tool-chain.
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Figure 7.7: Cross-validation of the simulation model with superposed noise as
in figure 3.11. Shown are the measurements of figures 7.6 and 7.5
and the calculated simulation model outputs for the measured in-
fluencing conditions and manipulated variables.
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7.4 Conclusions on the engine application and alternative
actuators
The engine applications of the non-linear MPC approaches demonstrated
the practicability of the methods discussed in chapters 4, 5, and 6. The
most promising approaches for the optimization were demonstrated in com-
bination with the two developed forms of observer and prediction. Even
slightly varying test-bench conditions have a strong impact on the con-
trolled process and therefore on the control result, too. Hence, the qualita-
tive ranking of the controllers is performed better using the HIL test than
evaluating the real experiment. For legitimation of the used HIL model a
cross-validation proved the convenience of the simulation model. Never-
theless, only the experiment can demonstrate the applicability of the con-
trollers. The experiments demonstrated the robustness of the developed
controller approaches against varying ambient conditions and affecting dis-
turbances.
The application tests demonstrated that the chosen actuators are suitable
for the control task. However, it has to be remarked that the actuator of
the end of energizing showed little impact on the control result. That can
be concluded from the HIL-simulations as well as the test bench results
which both showed only small usage of EE. This result differs from the
experiences with boosted CAI operated in steady state conditions [Bücker,
2008, Hoffmann, 2005]. This can be caused by the effect of missing boosting
and by the transient operation. Therefore, the usage of a roots-compressor
for the investigation of transient boosting as an additional actuator seems
to be promising as an increased boost also allows for the extension of the
operation limits [Xu, 2007, Bücker, 2008, Hoffmann, 2005].
Alternatively in [Schäflein, 2005] the actuation of CA50 by means of a
split-injection is discussed, one located before IVO, the second after IVC.
Here a parabolic dependency of CA50 on the ratio of the two injections
is described, while the effect of EE on CA50 is linear. Therefore, split-
injection is another possible alternative actuator which has potential to
show a stronger impact on CA50 and therefore might be suitable to force
CA50 to an optimum position at higher loads and such lead to an exten-
sion of the dynamically operable envelope. Also the ratio of dual-fuel injec-
tion has been reported as actuator for CAI combustion [Bengtsson, 2004,
Bengtsson et al., 2006]. However, this principle is technically expensive
and complex.
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Novel NMPC-approaches for simultaneously regulating IMEP and CA50
while limiting dpmax of Controlled Auto-Ignition combustion were devel-
oped. This thesis contributes to the state of technology by extending the
complexity of the controllers, the control objective, and the enforced dy-
namics. The manipulated variables were reduced to the parameters of the
injection EE, ED, and of the valve train which could be reduced to the
event EVC.
At the begin of the RCP procedure, identification experiments were carried
out using the target real-time platform intended for the controller calcula-
tion. A combination of an PRBS and steps in the manipulated variables
from an optimal operation condition to the operational limits were carried
out while the process’ responses were measured.
On this basis the identification of Neural Network StateSpace models was
carried out. Models for two different purposes were set up. The first type
served as substitution for the plant for the simulation of the closed-loop
control, the second as basis for the observers. Two variants, the first in
3x3 MIMO, the second in 3x(2+1) MIMO structure, were realized. The
latter model separates the controlled from the bounded variables. For each
variant a linear model was derived from the non-linear NNSS.
For the development of observers, an automated tuning and identification
environment with a non-linear search algorithm was developed. The dis-
turbance model, which is necessary for offset-free tracking MPC, was si-
multaneously estimated alongside the covariance matrices of the Kalman
filter. A linear Kalman filter was established with the linear, an extended
Kalman filter with the NNSS model as SIMULINK C-s-function. The lat-
ter observer was investigated in two slightly differing variations. The best
structure and implementation of the disturbance model was investigated
in terms of observation and prediction. For the linear and non-linear case
the best prediction was calculated without using the dynamic of the dis-
turbance model. The best state estimation and system prediction using
the linear Kalman gain was achieved with a fitted state disturbance model,
while the tuning of an additional output disturbance matrix was found to
be beneficial for the non-linear EKF.
The prediction of the future set point trajectory was introduced by the in-
terpretation of the gradient assuming a first order dynamic. The separation
of bounded and controlled variables by means of two separate observers
yielded advantages for the linear output-constraint control result already.
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Therefore, a 3x3 and a 3x(2+1) MIMO structure were implemented as ob-
servers. The future control actions for the non-linear prediction of the pro-
cess progression were either based on the optimization of the former time
instant (“inclusion-of-the-tail”-based), or they were derived from an under-
lying unconstrained linear finite-horizon-MPC which could be centralized
to few matrix manipulations. Other variants of actuated process prediction
were investigated but abolished. Despite the non-linear prediction, the for-
mulation of a convex optimization problem is possible. Though, if the cost
function is minimized with a non-linear solver, the underlying formulation
can be realized fully non-linear, too.
The minimization of the cost function subject to constraints requires the
use of an optimization routine. For this, two quadratic programs and a
fully non-linear solver were developed in C and combined with observer
and prediction code to one single SIMULINK C-s-function. For compar-
ison, gain-scheduled PID-control was developed with the same measured
and manipulated variables as the (N)MPCs. This controller cannot enable
constraints on dpmax, though.
As soon as the output constraint on dpmax have to be realized, linear MPC
was found not to be sufficient. For the non-linear MPC implementation,
the two observer models, the two forms of prediction, and the three op-
timization routines were combined and discussed. All tuning parameters
were coded as parameters of the C-s-function, so that an automated tuning
of the controllers became possible. The tuning of all controllers was carried
out in a loop-shaping procedure in MIL-tests. The coolant water’s temper-
ature was implemented subject to a disturbance in the standard test-case
for the tuning process.
The robustness of the machine-tuned controllers was investigated by the
implementation of an HIL test. The simulation model was compiled to
a dSPACE MicroAutoBox which communicated via CAN with the ETAS
ES1000 system calculating the controller. The retuning of some approaches
was necessary for the compliance of the controllers with the real-time re-
quirements. Furthermore, the controllers were tested assuming strong dis-
turbances in the revolution speed, in the temperatures of the intake-air, and
of the coolant. All assumptions were made in a way that should surpass
the real application conditions. The first robustness test enforced the same
revolution speed profile for all controllers. A second test was carried out
involving an identified model of the brake of the test bench which caused an
individual revolution speed that was modeled dependent on the load. Fi-
nally, the evaluation of the created controller concepts yielded remarkable
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benefits in the robustness tests for three solutions. These were the combina-
tion of the “inclusion-of-the-tail”-based prediction with a 3x(2+1)-observer
and the “QP barrier”-solver, and the combination of finite-horizon-MPC-
controlled prediction with the 3x3 observer and the “QP barrier” or the
non-linear solver.
The approaches were justified by an exemplary application to the single-
cylinder research engine. The highly dynamic load transient set point pro-
file was enforced while constraints on dpmax were realized. For compari-
son, the gain-scheduled PID-control was tested in an HIL test in which the
boundary conditions of the measured controller test were impressed. The
limitation of dpamx was successfully demonstrated just with the NMPCs.
This demonstrated the practical usage of the proposed methods which, in
the end, all intend to speed up the controller calculation and to increase
the quality of the optimization result.
Therefore, the MATLAB/SIMULINK RCP environment was justified which
enables the user to set up the controllers from identification measurements
within short time. Figure 8.1 illustrates the RCP V-model and its realiza-
tion in the developed tool chain.
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Figure 8.1: RCP V-model of the realized controller development.
Future work within the scope of the superordinate research project, the
collaborative research center “SFB 686 - Modellbasierte Regelung der ho-
mogenisierten Niedertemperatur-Verbrennung” at RWTH Aachen Univer-
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sity, Germany, and Bielefeld University, Germany, will include speed tran-
sient engine operation and the switching between the CCR and EPR modes
or SI for the extension of the operational envelope. Also two-step com-
bustion achieved with ignition timing control was reported to be effective
for enlarging the operational envelope [Yoshizawa et al., 2006]. The im-
plementation of additional limitations, e.g. on the minimum CA50, might
improve the control result. Further advancement in the test bench setup
and the introduction of physically based (part-)models should gain even
better control results. Moreover, the implementation of more measured
values in the observer model can improve the controllers’ robustness, but
at the same time the computational load will increase. This trade-off was
not analyzed in the current work, yet.
Furthermore, the actuation also influences process characteristics which
were not topic of the presented work. For instance, the manipulated vari-
able EE does not show a big impact on the investigated controlled variables
but it was reported to have strong influence on the formation of carbon
monoxide [Zhao, 2007]. Additional controlled variables are possible but
especially the introduction of further bounded variables is promising. In
this way, the reduction of results of an incomplete combustion as carbon
monoxide and unburned hydrocarbons might be possible which would in-
crease the efficiency of the combustion at the same time. The optimization
of the process in terms of consumption is another possible means. For this
the introduction of the control of air/fuel-ratio might be beneficial.
For all mentioned additional target values, the test bed has to be upgraded
with corresponding dynamical sensors. Where this is not possible, the de-
velopment of observers and corresponding disturbance models is necessary.
Another big field of research is the exchange of the pressure sensor by vir-
tual or cheaper real sensors; e.g. [Attard and Micallef, 2007] have demon-
strated the usage of an ion current sensor with CAI combustion. Finally,
research should take into account additional actuators, especially if the di-
mension of the control problem is further enlarged. These might cover dual
fuel actuation or the manipulation of the mixture formation by an actu-
ated tumble-flap, by valve deactivation, or by valve lift shaping. Boosting
with a compressor is another actuator for the extension of the operational
envelope. External EGR was reported to have a non-linear impact on the
combustion timing at high external EGR rates, but this actuator is slow
compared to the fast process.
The inclusion of physically based modeling should improve the generaliza-
tion of the controllers as they all are based on the implemented models.
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However, the model has to allow for its real-time calculation within the
strict temporal limits. Especially with increased dimension of the control
problem, linearization will play an important role. Possible means for the
off-line linearization of physical or gray-box models could speed up the
controllers despite the increased complexity.
The heart of the controllers are the optimization routines which actually
solve a minimization problem. The code developed for the three solvers in
this work is based on publications of experts in the field of optimization
and, in the case of the non-linear solver, on intuitive human behavior.
Research on the optimization codes could improve or at least speed up the
controllers. Research on parallel computing methods applied to NMPC
could gain a huge computational advantage. Since the non-linear search
routine is the basis for the tuning of the controllers, the improvement of
this code could speed up the RCP procedure. Concluding, all parts of the
NMPCs offer a wide field of further research, namely on the modeling, the
disturbance model, the covariance estimation, the observer tuning, and the
optimization.
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A.1 Appendix - Definitions, acronyms, abbreviations
3x1 model structure with three inputs and one modeled out-
put
3x(2+1) model structure with three inputs and two separate
models, one with one, one with two outputs
3x3 model structure with three inputs and three modeled
outputs
apmax crank angle location of the maximum pressure
ANN Artificial Neural Network
aTDC after Top Dead Center
BDC Bottom Dead Center
BMEP Brake Mean Effective Pressure
Cd disturbance matrix affecting the system outputs
CA Crank Angle
CA50 Crank Angle of 50% burnt mass
CAI Controlled Auto-Ignition
CAN Controller-Area Network bus protocol
CCR Combustion Chamber Recirculation
CFD Computational Fluid Dynamics
CO Carbon Monoxide
d disturbance vector
Dd disturbance matrix affecting the system states
DI Direct Injection
dpmax maximum pressure rise per degree crank angle of a whole
cycle
ECU Electronic Control Unit
ED Energizing Duration
EE End of Energizing
EGR Exhaust Gas Recirculation
EKF Extended Kalman Filter
EMVT Electro-Mechanical Valve Train
EPR Exhaust Port Recirculation
ES1000 real-time platform by ETAS which is used for the cal-
culation of the controller
ES1222 CAN communication board of the ES1000 system
ES1135 simulation board of the ES1000 system
EVC valve event Exhaust Valve Close
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EVO valve event Exhaust Valve Open
Γ/γ predicted / weighting matrix for the offset
HCCI Homogeneous Charge Compression Ignition
HIL Hardware-In-the-Loop
IMEP Indicated Mean Effective Pressure
INTECRIO software by ETAS used for the programming of the
ES1000 system
IRT Institute of Automatic Control at RWTH Aachen Uni-
versity “Institut für Regelungstechnik”
IT1 first-order time-delay element with integral part
IVC valve event Intake Valve Close
IVO valve event Intake Valve Open
K(E)KF (Extended) Kalman Filter gain matrix
Kopt linear controller gain from analytic solution
Λ/λ predicted / weighting matrix for the change in the ma-
nipulated variables
L-model Linear model
LQR Linear Quadratic Regulator
LTC Low-Temperature Combustion
MIL Model-In-the-Loop
MIMO Multiple-Input-Multiple-Output
MISO Multiple-Input-Single-Output
MLP Multi-Layer-Perceptron
MPC Model-based Predictive Controller
msec millisecond
nrev revolution speed
N1 lower prediction horizon
N2 upper prediction horizon
Nu control horizon
NL-model Non-Linear model
NMPC Non-linear Model-based Predictive Controller
NNSS(IF) Neural Network StateSpace (Innovations Form)
NOx Nitrogen Oxides
NVH Noise, Vibration, and Harshness
p pressure
PID Proportional, Integral, Derivate controller
PT1 first-order time-delay element
QP Quadratic Program solver
RON Research Octane Number
rpm Revolutions Per Minute
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RWTH Rheinisch Westfälische Technische Hochschule Aachen
SFB 686 collaborative research center SonderForschungsBereich
686 “Modellbasierte Regelung der homogenisierten Nie-
dertemperatur-Verbrennung” at RWTH Aachen Univer-
sity and Bielefeld University, Germany
SISO Single-Input-Single-Output
SSE Sum Squared Error
T temperature
Tair,in temperature of the air in the intake manifold
TCW,in temperature of the coolant water before the engine
Toil temperature of the oil
TDC Top Dead Center
TDCGE Top Dead Center in the Gas Exchange loop
TDCHP Top Dead Center in the High Pressure loop
∆U/∆u predicted / vector of changes in the manipulated vari-
ables
VKA Institute for combustion engines at RWTH Aachen Uni-
versity “Verbrennungskraftmaschinen Aachen”
Ŵ/ŵ predicted / vector of set points
Wpred matrix used for static prediction of the set points
x/x̂ system state vector
Ŷ /ŷ predicted / vector of process outputs
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A.2 Appendix - Convex Optimization Algorithms
For both developed quadratic solvers a Nassi-Shneiderman diagram is
given. The implementations of the solvers lean on the explanations in
[Boyd and Vandenberghe, 2004]. A table summarizes the tuning factors of
the algorithm with the corresponding range in which the value was modified
by the automated controller tuning.
Both algorithms incorporate functions for the evaluation of the first and
second derivate of the cost function. The terms Hqp,k and Gqp,k refer
to equation (4.42). Both QP optimization routines make use of a slack-
variable s which is introduced for softening the constraints [Maciejowski,
2001, Boyd and Vandenberghe, 2004]. This variable s is to be minimized,
too, and is weighted in an augmented cost function by the parameter ρ. In
both algorithms the variable s is increased at the beginning of the optimiza-
tion so that the inequality constraints of (A.2) are satisfied. For brevity
the augmentation (A.1) and (A.2) is introduced in the following.
u =
[
∆Uk
s
]
, H =
[
Hqp,k 0
0 ρ
]
, G =
[
Gqp,k ρ
]
(A.1)
A =
[
Aqp,k −I
0 −1
]
, b =
[
Bqp,k
0
]
(A.2)
In Wang and Boyd [2008] the “barrier-function” method is explored and
proposed as a fast solution for solving the QP arising in linear MPC. The
“QP barrier” optimization is based on making the inequality constraints
implicit in the objective as in (A.3), where nc denotes the number of con-
straints or the height of A, respectively. It is noted that this “QP barrier”-
code does not allow for equation constraints.
min
u
Jbarrier =
1
2
uTHu+Gu+
nc∑
i=1
− (1/t) log(−A(i, :)u+ b(i)) (A.3)
The “QP barrier”-code contains several tuning factors which need to be
adapted for best performance of the code. The optimization of these tuning
factors and of the weighting factor ρ is part of the automated controller
tuning. The parameters are summed up in table A.2 with the corresponding
valid arrays for each variable. These ranges follow the recommendations
given in [Boyd and Vandenberghe, 2004] where appropriate.
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Table A.2: Tuning factors for the “QP barrier”-optimization
ρ ǫ µ T-Step itermaxinner itermaxouter
min 1 1e-15 1.01 0.1 1 1
max 1e20 1e-5 100 0.9 5 50
u(end) = u(end) * 10
while ( /t > ) && ( iterouter < iteroutermax )μ ε
while ( check > ) && ( iterinner < iterinnermax )ε
grad = grad_cost( u, t, A, b, H, G )
hess = hess_cost( u, t, A, b, H, G )
b = grad – hess * u
u_new = inv( hess )* (-b)
while ( A * u_new > b ) && ( > T-step )τ
τ τ= – T-step
u_new = u * ( 1 – ) + * ( inv(hess) * (-b) )τ τ
while ( A * u_new > b ) && ( > 0 )τ
τ τ= * T-step
u_new = u * ( 1 – ) + * ( inv(hess) * (-b) )τ τ
τ = 1
check = grad_cost( u, t, A, b, H, G )
u = u_new
iterouter++
iterinner++
iterinner = 0
check = 10
t = * tμ
while ( A * u > b )
QP_barrier (u, A, b, H, G, , , T-step, iterinnermax, iteroutermax)μ ε
grad_cost (u, t, A, b, H, G)
∂ ∂ ∑Φ/ u = ( A(i,:) / ( -A(i,:) * u + b(i) ) )
grad_cost = t * ( H * u + G ) + ∂ ∂Φ/ u
∂ Φ ∂ ∑² / u² = ( A(i,:)² / ( A(i,:) * u - b(i) )² )
hess_cost = t * H + ² / u²∂ Φ ∂
hess_cost (u, t, A, b, H, G)
i=1
nc
i=1
nc
iterinner = 0, iterouter = 0, = 1, t = 0.2, check = 10,τ εu(end) =
Figure A.1: Nassi-Shneiderman-diagram of the “QP barrier” optimization rou-
tine.
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Table A.3: Tuning factors for the “QP primal-dual”-optimization
ρ ǫ µ α β itermax
min 1 1e-15 1.01 0.01 0.3 1
max 1e20 1e-5 100 0.1 0.8 200
The implementation of infinite horizon MPC in chapter 4.5.3 requires a
convex solver which allows for the solution of a quadratic program subject
to equality constraints. Because also inequality constraints are desirable
for the implementation, the “QP primal-dual” solver was realized.
In [Boyd and Vandenberghe, 2004] the “primal-dual” method is described
to outperform the “barrier-function” method. However, it is also mentioned
that this type of convex optimization is subject to active research. In a
primal-dual interior-point method, the primal and dual iterates are not
necessarily feasible. Nevertheless, the constraints are softened using the
slack-variable s, while the violation of the constraints is weighted with the
factor ρ as described above. Table A.3 holds the tuning-factors of the “QP
primal-dual”-code, for which the Nassi-Shneiderman-diagram is given in
figure A.2.
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u(end) = u(end) * 10
iter++
while ( A * u > b )
λ = -1 / ( A * u – b )
ν = -inv( A * A’ ) * A * ( H * u + G )
η = nc
η λ= -( A * u - b ) *
t = * nc /μ η
rpri = A_eq * u – b_eq
rcent = -diag( ) * ( A * u – b ) – 1 / tλ
rdual = ( H * u – G ) + A’ * + A_eq’ *λ ν
r = [rdual, rcent, rpri]’
[ u, , ]’ = -inv( M ) * rΔ Δλ Δν
s_max = min{ 1 , min{ - / | < 0} } , i    {1,nc}λ Δλ Δλi i i
while ( || r_new || > ( 1 – * s ) * || r || )2 2α
s = 0.99 * s_max
u_new = u + s * uΔ
u_new(end) = u_new(end) * 10
while ( A * u_new > b )
λ λ Δλ_new = + s *
ν ν Δν_new = + s *
rpri_new = A_eq * u_new – b_eq
rcent_new = -diag( _new) * ( A * u_new – b ) – 1 / tλ
rdual_new = ( H * u_new – G ) + A’ * _new + A_eq’ * _newλ ν
r_new = [rdual_new, rcent_new, rpri_new]’
s = s * β
update u, , , rpri, rdualλ ν
while ( iter < itermax ) && (( || rpri || >2 ε ) || ( || rdual || > ε ) || (η > ε))2
M =
H A‘
A_eq
-diag( ) * Aλ -diag( A * u – b )
0
A_eq‘
0
0
QP_primaldual( u, H, G, A, b, A_eq, b_eq, ρ, μ, ε, α, β, itermax, dim_u, nc)
u(end) = ε, iter = 0
Figure A.2: Nassi-Shneiderman-diagram of the “QP primal-dual” optimization
routine.
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A.3 Appendix - Non-linear optimization algorithm
The non-linear optimization routine has been developed for two different
purposes. At first a MATLAB -implementation is used for the automated
tuning of the controller parameters of all controllers. The second applica-
tion is the C-code implementation realized for the usage within the non-
linear controllers which therefore are no longer based on the solution of a
convex problem. The code contains several iterative while- and for-loops
which are necessary as the code is a search algorithm in fact. The funda-
mental user-defined variable is the increment which is used as a step size for
the search throughout the search domain that is specified by the bounding
vectors u_ub and u_lb. This search domain has to be scaled such that
the increment is a percentage-step of the same size for all entries of the
search-vector u.
The increment has to be defined before calling the code given in figure A.3
which requires the embedding of the given minimization routine in a while-
or for-loop or a sequential call using varying increments. However, this
allows for bigger increments at the beginning of the search and smaller ones
in the proximity of the solution.
For the automated controller tuning the function handle f(x) is given by
the simulation call of the SIMULINK -model containing the set point profile
of figure 5.1, the controller, and the simulation model. The function f(x)
in this case evaluates the SSE of the controlled and bounded variables, as
described in the text. A list of the adjusted variables per controller, which
are held in the optimization vector x, can be found in appendix A.5. For
all controllers the valid search array given in the text is the basis for the
scaling. The increment used for the search was started with 50% steps.
Afterwards they were reduced successively from 0.1 ending with 1e-13 as
smallest step. The maximum number of iterations was set to 100 which is a
good empirical value. The temporal duration of the observer and controller
optimization depended drastically on the tuned coded approach.
For the controller-implementation with output constraints a limiting vari-
able Itermax, abs is introduced which allows for the saturation of the max-
imum number of function calls of the target-function. This limitation has
the advantage that the incremental search always delivers that optimiza-
tion vector that so far reached the minimum value of the run. However,
this variable is no strict limitation of the non-linear search. It only pre-
vents the stepping to the next smaller increment if its value is excessed by
the counter of the function calls. All non-linear controllers begin the in-
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cremental search in the scaled domain, see chapter 3.4, with an increment
of 1 which is decreased in loops by division by 10 until a value of 1e-10 or
the limitation of the maximum calls is reached. Note that the non-linear
optimization can be carried out without using the first or second derivate
of the function f(U) or a linearization of f(U).
The usage of the non-linear optimization for real-time control requires the
control and prediction horizons to be kept quite short. This can cause sta-
bility issues. A common method to evade this problem is the introduction
of a terminal constraint which weights deviations from a target state in its
common realization. This is not possible here as the non-linear calculation
of a target state is too demanding for a real-time application and subject to
the limitations mentioned in chapter 5. Instead the changes of the states
which correspond to the controlled variables are penalized at the end of
the prediction horizon. This enforces a “steady-state-like” condition on the
prediction of the corresponding states. However, for the automatic tuning
the start condition for this variable Term is set to zero. Thereby the usage
of the variable Term can be restricted to just the most necessary cases
because the steady state condition might by problematic, too, as discussed
in chapters 4.5.3 and 4.6.
The function call f(U) holds the observer’s model for calculating the non-
linear cost function (4.1). Output constraints are enforced by weighting the
absolute value of the overstepping variable with the factor ρ like described
in appendix A.2, while constraints on actuators are enforced by saturation.
Though, the vector U is not augmented for feasibility reasons because with
the non-linear function f(U) a resulting cost can be found for every value
of U . This cost is increased if the constraint is violated.
Table A.4 holds the tuning factors of the non-linear optimization algorithm
with a corresponding range in which the value was modified by the auto-
mated controller tuning.
Table A.4: Tuning factors for the non-liner optimization
ρ Itermax Itermax,abs Term(i,i)
min 1 1 1 0
max 1e20 100 500 1e10
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for i < dim_u
incremental_search( function-handle f(U), start vector U0, dimension of U
dim_u, lower bound u_lb, upper bound u_ub, increment, itermax, min_faktor )
saturate U0 with u_lb, u_ub
f0 = fV = fu = fu0 = f(U0), Ul = Uh = U0;
initialization: iter=0, improve(k-1)=0, improve(k)=1e-30
iter++
while( iter < itermax ) && ( improve(k) > improve(k-1) * min_faktor )
low = high = iterinner = 0, fV0 = fV
while ( low == 0 ) && ( iterinner < itermax )
iterinner++
Ul(i) = Ul(i) - increnment
saturate Ul with u_lb
Ul(i) < u_lb(i)
True False
low = 1
f(Ul) < fV
True False
low = 1
fV = f(Ul)
U(i) = Ul(i)
iterinner = 0
while ( high == 0 ) && ( iterinner < itermax )
iterinner++
Uh(i) = Uh(i) + increnment
saturate Uh with u_ub
Uh(i) > u_ub(i)
True False
high = 1
f(Uh) < fV
True False
high = 1
fV = f(Uh)
U(i) = Uh(i)
Ul(i) = Uh(i) = U(i)
improve(k) = fu0-f(U)
fu0 = f(U)
improve(k-1) = improve(k)
Figure A.3: Nassi-Shneiderman-diagram of the non-linear optimization routine.
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A.4 Appendix - Closed-loop-paradigm prediction
The following figures illustrate the different possible predictions mentioned
in chapter 5.2.5. Shown is the same detail of the set point profile as in figure
4.12 which demonstrated the prediction of set points. The bars shown in
the following represent the prediction of the process behavior to the time
instant of its temporal begin, or its left end, respectively.
As expected, the prediction with open-loop pre-control shows the calmest
progression of the predicted values. This is due to the missing feedback of
measurements in the prediction. Although the prediction is the calmest, it
is deviating strongly from the set point trajectory as in figure 4.12. The
results have shown that the missing feedback prevails over the smoother
and therefore more convenient prediction because the superordinate opti-
mization has to solve a problem close to the actuator constraints.
The example in figure A.4 for “inclusion-of-the-tail”-based prediction is
taken from controller #5 of table 5.3. The control horizon is set to 10 steps,
while 10 steps are predicted. Therefore, Nu − 1 = 9 steps are actuated in
the prediction, only the last one is not.
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Figure A.4: Example for “inclusion-of-the-tail”-based prediction. The result is
taken from controller #5 of table 5.3.
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Figure A.5: Example for open-loop pre-controlled prediction. The result is
taken from controller #9 of table 5.3.
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Figure A.6: Example for infinite-horizon-MPC-controlled prediction. The re-
sult is taken from controller #16 of table 5.3.
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Figure A.7: Example for infinite-horizon-MPC-controlled prediction. The re-
sult is taken from controller #25 of table 5.3.
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A.5 Appendix - Controller parameters of the MIL & HIL
tests
In this appendix the tuning parameters for all presented controllers are
summed up. First the parameters of the controllers without output con-
straints are presented.
The parameters of the linear controllers without output constraints are
given in tables A.5 through A.7. The numbering corresponds to that of
table 5.2.
Table A.5: Machine-tuned “QP barrier” parameters of the linear MPCs without
output constraints in table 5.2.
# ǫ µ T-Step itermaxinner itermaxouter
3 2.0E-06 1.0 0.2 1 7
4 1.0E-14 100.0 0.6 1 8
Table A.6: Machine-tuned “QP primal-dual” parameters of the linear MPCs
without output constraints in table 5.2.
# ǫ µ α β itermax
5 1.0E-14 100.0 0.055 0.30 94
6 1.0E-14 45.5 0.540 0.01 200
7 1.0E-05 99.0 0.490 0.01 500
8 1.0E-13 1.05 0.990 0.01 251
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Table A.7: Machine-tuned controller parameters of the linear MPCs without output constraints in table 5.2.
# Nu N2 Λ(EE,ED,EV C) Γ(IMEP,CA50) ρ
1 2 10 100000.0 152.7 0 331.3 68.6
2 2 5 28908.9 0.0 5.4 5.5 1000000.0
3 5 5 98790.9 122.7 0 331.3 58.6 10
4 2 3 99975.6 128.1 0 387.3 73.6 1
5 2 3 100000.0 85.5 0 395.4 94.4 1
6 2 3 100000.0 20.0 0 231.3 58.9 1
# | Λ(EE,ED,EV C) | Γx1...x4 | ρ
7 5.0E+06 9.9E+07 0.0E+00 3.2E+07 0 1.0E+08 1.0E+06 1
8 3.8E+05 5.0E+07 1.0E+04 1.3E+06 4.9E+07 5.0E+05 1.1E+05 1
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Table A.8: Machine-tuned “QP barrier” parameters of the non-linear MPCs
without output constraints in table 5.3.
# ǫ µ T-Step itermaxinner itermaxouter
3 1.0E-05 22.6 0.6 4 20
4 1.0E-05 1.01 0.6 4 45
11 5.0E-06 40.6 0.5 1 6
12 1.0E-14 1.01 0.18 3 10
17 8.0E-06 1.1 0.116 1 11
18 1.0E-14 2.0 0.1 4 10
25 5.0E-06 98.0 0.1 1 10
26 1.0E-05 2.0 0.2 4 10
Tables A.11 and A.12 hold the tuning parameters of all non-linear con-
trollers presented in table 5.3. It is noted that the parameter ρ is mean-
ingless for the analytic minimization of the cost function as well as for the
non-linear solver. The latter enforces constraints in the function call f(U)
by saturation of the manipulated variables.
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Table A.9: Machine-tuned “QP primal-dual” parameters of the non-linear
MPCs without output constraints in table 5.3.
# ǫ µ α β itermax
5 1.0E-05 99.8 0.023 0.50 200
6 9.0E-06 9.8 0.500 0.13 200
13 0.0E+00 48.8 0.100 0.20 10
14 1.0E-05 100.0 0.100 0.80 10
19 8.0E-06 98.0 0.010 0.99 110
20 0.0E+00 1.01 0.967 0.01 108
27 0.0E+00 20.0 0.050 0.55 100
28 0.0E+00 20.0 0.050 0.55 100
Table A.10: Machine-tuned parameters of the non-linear solver of the non-linear
MPCs without output constraints in table 5.3.
# Itermax Term(x1...x4)
7 8 0 1 0 0
8 11 0 0 0 0.9
21 10 0 0 1 1
22 1 1 0 0 1
29 1 0 1.0E+04 0.3 3
30 9 0 1.0E+09 9.0E+02 5.0E+09
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Table A.11: Machine-tuned controller parameters of the non-linear MPCs without output constraints,
cases 1-21 in table 5.3.
# Nu N2 Λ(EE,ED,EV C) Γ(IMEP,CA50) T(IMEP,CA50) ρ
1 2 6 5455.8 3.6 11.6 8.4 3.7 0.000 1.559
2 2 6 924.1 5.6 4.8 1.2 1.0 0.000 1.001
3 2 6 1422.6 0.1 1.4 3.1 1.0 0.000 3.675 2.0E+17
4 6 7 24660.0 0.0 226.1 493000.5 200.8 0.000 0.000 1.0E+20
5 10 10 99881.2 0.0 80.0 389.0 10.0 2.516 0.040 1
6 3 3 99262.4 9.7 3.0 70.5 1.4 0.000 0.003 0.0E+00
7 3 4 69998.3 1.0 0.0 1.0 1.0 0.000 1.500
8 3 5 99999.9 0.9 0.9 8.0 1.1 0.000 0.000
9 2 10 12349.0 11455.5 879.4 1.0 10.8 0.394 0.000
10 2 3 2907.2 100000.0 733.2 13.9 8.9 0.520 0.000
11 3 3 99100.0 8100.0 100000.0 1.0 710000.3 0.000 0.000 5.7E+19
12 8 8 100000.0 30000.0 100000.0 601099.4 100001.0 0.000 0.500 5.9E+19
13 2 3 84918.9 0.0 0.0 1000000.0 3109.0 0.000 2.494 2.5
14 6 10 100000.0 0.0 55.0 3412.9 9.9 0.084 0.394 1.0
15 2 6 52.6 2366.0 92308.9 1694.0 1.0 0.000 1.516
16 2 10 87314.1 88206.4 1685.9 4708.0 1734.4 0.000 0.000
17 4 10 100000.0 0.0 0.8 118.1 1.0 0.330 0.091 1
18 3 3 3179.0 100000.0 98990.0 220190.8 401.0 0.001 0.966 4.0E+19
19 3 3 99982.2 3783.8 0.6 1.2 2.2 0.000 0.351 1
20 2 3 6296.4 100000.0 92779.5 10818.0 197.0 0.000 2.470 1
21 3 4 50000.0 1.0 0.0 2.0 1.0 0.000 2.400
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Table A.12: Machine-tuned controller parameters of the non-linear MPCs without output constraints,
cases 22-30 in table 5.3.
# Nu N2 Λ(EE,ED,EV C) Γ(IMEP,CA50) T(IMEP,CA50) ρ
22 3 5 99999.9 1.0 1.0 1.0 1.0 0.000 2.500
23 2 3 9.0 8.4 0.6 2.4 1.1 0.000 0.000
24 2 3 8.6 3301.0 2.1 1.7 1.0 0.000 0.731
25 5 7 0.0 3.8 100000.0 0.0 0.0 0.000 0.000 1
26 5 5 0.0 3801.0 30000.1 0.0 0.0 0.000 0.000 1.0E+03
27 2 3 3.0 1.0 2.0 100.0 10.0 0.000 3.113 1.0E+03
28 2 3 3.0 1.0 2.0 100.0 10.0 0.000 3.113 1.0E+03
29 2 2 8.0 79890.0 90710.0 490204.7 100205.4 0.000 1.800
30 2 2 0.0 0.0 0.0 999000.0 1000000.0 0.000 2.500
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The parameters of the linear controllers with output constraints are given
in tables A.13 through A.15.
Table A.13: Machine-tuned “QP barrier” parameters of the linear MPCs with
output constraints in table 5.5.
# ǫ µ T-Step itermaxinner itermaxouter
1 1.0E-05 60.4 0.113 1 10
2 1.0E-05 99.8 0.600 1 15
Table A.14: Machine-tuned “QP primal-dual” parameters of the linear MPCs
with output constraints in table 5.5.
# ǫ µ α β itermax
3 1.1E-09 3.0E+01 0.099 0.56 200
4 1.0E-05 90.8 0.990 0.01 100
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Table A.15: Machine-tuned controller parameters of the linear MPCs with output constraints in table 5.5.
# Nu N2 Λ(EE,ED,EV C) Γ(IMEP,CA50) T(IMEP,CA50) ρ
1 2 2 10004.0 50000 0.0 1000000.0 1.0 0.000 0.000 1.0E+00
2 3 5 100000.0 210.0 8.0 181.2973 68.6294 0.000 0.000 4.11E+18
3 2 5 3.0 47121.0 0.0 4.1 1.1 0.000 0.000 1.0E+03
4 2 7 37802.0 894.0 0.0 43.2974 160 0.000 0.000 1.0E+00
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The non-linear controllers with constraints on the plant’s output are
summed in the following tables using the same numbering as in chapters
5.3 and 6. If the retuning of the controllers for reaching the real-time re-
quirements was necessary in chapter 6, the corresponding values are given
in the following line. Otherwise no retuning was necessary or the attempt
failed.
Table A.16: Machine-tuned “QP primal-dual” parameters of the non-linear
MPCs with output constraints in tables 5.6, 6.1, 6.2, and 6.3.
# ǫ µ T-Step itermaxinner itermaxouter
1 3.0E-06 49.5 0.6 2 15
2 4.0E-06 100.0 0.1 4 50
7 1.0E-05 1.01 0.20 4 21
8 5.0E-06 19.8 0.12 4 10
Table A.17: Machine-tuned “QP primal-dual” parameters of the non-linear
MPCs with output constraints in tables 5.6, 6.1, 6.2, and 6.3.
# ǫ µ α β itermax
3MIL 9.8E-07 89.3 0.010 0.80 12
3HIL 2.9E-09 99.0 0.082 0.75 12
4 4.0E-06 50.5 0.076 0.35 43
9MIL 1.1E-09 100 0.011 0.653 35
9HIL 6.0E-06 50.5 0.040 0.46 12
10 9.0E-06 1.01 0.050 0.3 10
Table A.18: Machine-tuned parameters of non-linear solver of the non-linear
MPCs with output constraints in tables 5.6, 6.1, 6.2, and 6.3.
# Itermax Itermax,abs Term(x1...x4)
5MIL 100 500 60000 0 0 1.0E-06
5HIL 100 300 70000 0 0 1.0E-06
6MIL 401 1000 0 0 1 1
6HIL 12 301 1 10 0 0
11MIL 120 1000 1000 0 0 1.0E-02
11HIL 100 10 1000 0 0 1.0E-02
12 51 10 0 0.1 1.1.E-01 0
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Table A.19: Machine-tuned controller parameters of the non-linear MPCs with output constraints in tables 5.6, 6.1,
6.2, and 6.3.
# Nu N2 Λ(EE,ED,EV C) Γ(IMEP,CA50) T(IMEP,CA50) ρ
1 2 6 39992.3 1.9 3.0 1.0 1.0 0.951 0.095 4.2E+19
2 2 5 100000.0 31.0 3.0 1.0 1.0 0.000 0.505 1
3MIL 2 6 99978.0 12.2 0.0 101.0 11.0 0.005 0.000 1
3HIL 2 3 70893.8 22.2 0.0 1102.0 11.0 0.050 0.500 1
4 2 3 50000.0 0.9 0.0 12.1 1.0 0.000 0.000 1
5MIL 3 3 60000.0 1.0 0.1 1.0 1.0 2.500 0.000 4.0E+04
5HIL 2 3 100000.0 1.0 0.1 1.0 1.0 0.000 0.000 4.0E+04
6MIL 3 5 500.0 0.0 0.0 12.0 1.0 0.000 2.500 1000
6HIL 1 3 400.0 0.0 0.0 2.1 1.0 1.500 1.000 1
7 2 5 41109.2 99.0 1.8 1.0 11.0 0.000 5.000 1.0E+03
8 3 5 46759.9 17116.0 99200.0 10181.0 2001.0 0.000 4.995 1E+20
9MIL 5 8 49802.0 10300.0 71601.0 1900.0 1110.0 0.000 4.995 1.0E+04
9HIL 2 3 51911.0 6798.8 99999.9 1.0 3110.0 2.500 4.500 1.0E+07
10 3 4 50002.0 8232.4 38430.0 3101.0 1001.0 0.000 5.000 4.1E+19
11MIL 5 6 2.0 0.0 0.0 1.0 2.0 0.036 1.190 1.1
11HIL 2 3 10002.0 10000.0 0.0 1.0 2.0 1.318 0.847 10
12 5 5 910.0 2.0 0.0 8.9 1.0 0.000 4.992 1
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A.6 Appendix - Controller parameters of the engine tests
The following table A.20 sums up the parameters used with the engine
application tests.
Table A.20: Machine-tuned controller parameters of the engine application tests
# Nu N2 Γ(IMEP,CA50) Λ(EE,ED,EV C) ρ
I/III 2 5 diag(1 1) diag(5e4 0 0) 5e19
II/III 5 7 diag(4.0 1) diag(97001.7 0 1) 9.1e+018
III/III 4 3 diag(8.9 1.0) diag(3.6e4 0.63 0.03) 101
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