Studies on high-performance speech recognition based on stochastic models with state-observation dependencies by 小川 哲司
 
早稲田大学大学院理工学研究科 
 
 
 
 
博 士 論 文 概 要 
 
 
 
 
 
 
 
 
論  文  題  目  
 
状態と出力に相互依存性を有する確率モデルによる 
高精度な音声認識に関する研究 
 
Studies on high-performance speech recognition 
based on stochastic models 
with state-observation dependencies 
 
 
 
 
 
 
 
 
 
申  請  者 
小川 哲司 
 
 
専攻・研
(課程内
 
 
 
 
 
 氏  名 Tetsuji Ogawa 
電気工学専攻・知覚情報システム研究 究指導 
のみ) 
2004 年 12 月  
 
 音声認識，ジェスチャ認識，オンライン文字認識をはじめとする時系列パター
ン認識においては，確率モデルが重要な役割を果たす．この時系列パターン認識
用の確率モデルとしては，隠れマルコフモデル (HMM)が一般的に用いられている
が，このモデルは区分定常の確率過程しか扱えず，過渡状態の多い複雑な現象を
精度良く表現することが出来ない．実際，音声認識に HMM を用いた場合，丁寧
に発声した音声であれば実用的な性能が得られるものの，我々が普段行う会話の
ように，自然で複雑な発話に対する認識性能は，依然として実用のレベルには達
していない．  
認識性能を向上させるためには，時系列パターンの表現能力の高い確率モデル
を用いる必要があるが，この場合一般にモデルは複雑となり，信頼性が低下する
という問題を抱えている．そこで，頑健なパターン認識システムを実現するため，
高い表現力と頑健性を備えた確率モデルが強く望まれている．  
本研究では， HMM に代わる表現能力の高い確率モデルとして部分隠れマルコ
フモデル（ Part ly -Hidden  Markov  Mode l ;  PHMM）を提案する． PHMM は，状
態と出力に相互に依存関係を有するモデルとして定式化される．この PHMM に
おける状態と出力間の依存構造を，尤度比最大化基準などの情報規範を適用する
ことによりモデルカテゴリ毎に最適化することを試みる．また，PHMM の確率を
HMM の 確 率 で 補 間 ・ 平 滑 化 す る 枠 組 み と し て 平 滑 化 部 分 隠 れ マ ル コ フ モデル
（ Smoothed  Part ly -Hidden  Markov  Mode l ;  SPHMM）を提案し，高精度なモデ
ルであるが故に学習データ量が十分でない場合にモデルの性能が低下するという
問題を解決する．さらに，このような高い精度と信頼性を兼ね備えた表現能力の
高い確率モデルを用いて，自然発話を対象とした高精度な連続音声認識システム
を実現する．  
以下に本論文の構成を示す．  
序論では，本研究の目的および意義を提示し，本研究に関連する技術の動向を
示す．  
第 2 章では，まず，提案する PHMM の基礎となる HMM について述べ，続い
て， PHMM の基本システムの概要と定式化について述べる．HMM は単純ではあ
るが柔軟性のあるモデル構造を有しているため適用範囲が広く，頑健なシステム
を構築することが可能となる．しかし， HMM は，各状態内で出力確率分布が一
定であるため，音声の局所的な変動の情報がモデル内部に反映されず，区分定常
な確率過程しか扱うことができない．また， HMM を音声認識へ適用するにあた
り，音声は短い区間は定常的であり，その定常区間に適当な HMM の 1 つの状態
が対応するという仮定がある．しかし，この仮定は，音声スペクトルの動的特徴
が音韻性を与える重要な因子となる場合には必ずしも適切なものではない．それ
に対し PHMM は，2 つの状態系列を有する確率モデルであり，一方を隠れ状態に，
他方を観測可能な状態とすることで，単純な HMM より過渡部の表現能力に優れ
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 るという特徴を持つ． HMM が状態遷移と出力の両方において，状態依存の区分
定常過程しか扱えないのに対し，PHMM では，隠れ状態と観測可能な状態の組に
より，出力のみならず状態遷移においても確率的な現象を記述することが可能と
なる．また，観測可能な状態を導入することにより，出力と状態遷移ともに前出
力依存性を有し，区分定常以上の複雑な過程を扱うことが可能となる．このよう
なモデルの精密化に伴って，PHMM では尤度値の信頼性が向上すること，ならび
に初期値に依存した特徴量の時間変化を単純な１つのモデルで表現できることを
シミュレーション実験を通じて明らかにする．さらに，孤立単語音声認識実験に
より PHMM の基本的な性能を評価し， HMM に対する有効性を示す．  
第 3 章では，PHMM の状態と出力間に与える相互依存構造と認識性能の関係に
ついて述べる．PHMM では，出力確率と状態遷移確率を決定するにあたり，隠れ
状態に関しては共通するものを用い，観測可能な状態に関しては，出力を決定す
るものと，状態遷移を決定するものとで，異なるものを用いる．このような構造
を持たせることにより，PHMM における状態列と出力列の相関を与えるデータ対
を様々に変化させることを可能にする．ここでは，状態列と出力列の相関を与え
るデータ対を全てのモデルカテゴリで共通とした上で，相関を与えるデータ対を
様々に変化させたときの認識性能の変化を，新聞読み上げ音声認識によって評価
する．  
第 4 章では，PHMM に基づく新たな確率モデルの枠組みとして平滑化部分隠れ
マルコフモデル（ SPHMM）を提案する． SPHMM は，出力確率および状態遷移
確率を PHMM に基づく確率と HMM に基づく確率の相乗平均として与える．こ
のような定式化を行うことにより，SPHMM は，誤り傾向が異なる PHMM と HMM
が，ともに高いスコアを与える単語仮設のみを正解とする．多くの場合認識誤り
は，不正解のカテゴリに対して不当に高いスコアが与えられた場合に多く発生す
るので，SPHMM の枠組みは，認識誤りを減少させることに寄与する．また，PHMM
は精密性が高められている反面，その構造の複雑さから学習データが十分でない
場 合な ど に パラ メ ー タの 信 頼 性が 低 下 して し ま う可 能 性 があ る ． した が っ て，
PHMM の高次の統計量を HMM の低次の統計量で補間・平滑化する SPHMM の
枠組みは，構造の複雑さに伴う PHMM の信頼性の低下を防ぐことを可能にする．
本章では，SPHMM を連続音声認識に適用し，HMM および PHMM に対する有効
性を示す．  
第 5 章では，尤度比最大化基準などの情報規範に基づいて，モデルカテゴリ毎
に状態・出力間の相互依存構造の最適化を行う．第 3 章では，状態列と出力列の
相関を与えるデータ対を全てのモデルで共通としたが，モデルカテゴリ毎に最適
な状態と出力の依存構造を導出することにより，確率モデルにさらに大きな自由
度を与えることが可能となり，それにより認識性能が向上する．しかし，モデル
毎に異なる状態・出力間の相互依存関係を採用する場合，モデルカテゴリに対す
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る状態・出力間の依存構造の膨大な組み合わせに対する最適化問題を解く必要が
ある．この問題を，ランダムサーチに対して良好な近似解を与える代表的な手法
である遺伝的アルゴリズムを適用することにより解決する．モデルカテゴリ毎に
依存構造を最適化することの性能を講演音声認識によって評価し，全てのモデル
に共通の依存構造を用いた場合に対する有効性を示す．  
最後に第 6 章において，本論文のまとめを行い，今後の課題について述べる． 
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