This paper describes developments in sketch input, with particular reference to two sketching applications: building triangulated mesh models for use in computer graphics, and producing boundary representation models of solid objects for use within a CAD system. Both are driven by the same stroke capture mechanism.
Introduction
This paper considers the ergonomic importance of a freehand sketching interface, and illustrates this with reference to two applications where freehand sketching can be of benefit to the user: creation of mesh models for rapid prototyping, and creation of boundary representation solid models for input to a CAD package. A single freehand sketching interface [13] (which interprets sketches as line drawings but also makes the original sketch data available to applications) has been used successfully to create both types of models: mesh models using 3D SKETCH [18] and B-rep solid models using RIBALD (Reconstructive Input of B-reps by Analysis of Line Drawings) [20] - [23] .
In both applications, we are interested only in interpretation, where the computer creates the most plausible of a potentially infinite set of constructible objects, and not in recognition, where the computer chooses the most promising candidate object from a finite database.
3D SKETCH is intended to support early stages of the product design process where design sketches are often drawn quickly in order to visualise the rough geometric shape of products using a mesh model-a polyhedron made up of triangular faces. Mesh models are widely used for approximate modelling of free form shapes in computer graphics and animation. Though they are limited in terms of geometrical accuracy for representing smooth surfaces, their simple geometric structure makes it easy to try out various design operations. As the sketch is to be used in the early stages of the design process, it is unimportant that the geometry is only approximately captured by a mesh model.
Although the theoretical impossibility of perfect conversion of a single 2D drawing to a 3D model is both obvious and well-known, there exists an expanding set of objects for which conversion can be achieved in practice. Some assumptions concerning the sketch are required. In 3D SKETCH we limit the domain of sketches and prepare a template for interpreting a sketch. As long as a sketch can be matched to such a template, the system can reconstruct a mesh model from the sketch. Having done this, the designer can view the sketched object from different directions to evaluate the shape of the object, or use the mesh model for further detailing.
3D SKETCH accepts sketches like those shown in Fig. 1 . More precisely, the
Fig. 1. Sketch Examples Matching 3D SKETCH Template
object is required to satisfy the following conditions: the object must have six faces of four sides, the object must have mirror symmetry, and the back face and bottom faces must be planar. The sketch of the object must be drawn from that direction in which three particular faces (top, front and left) can be seen. Such conditions might be considered too restrictive, but all the examples in Fig. 1 satisfy them, since we allow curved surfaces. Particularly, a large number of electronic appliances meet these conditions. While mesh models are useful for many purposes including rapid prototyping, before producing a finished product we may wish to edit the model or otherwise further process it in a solid modelling CAD package. To do this we will need a boundary representation model. RIBALD can convert a sketch to such a solid model. It also requires assumptions, but does not use templates-it can reconstruct a wider range of solids in this sense, but is more limited in other ways, as will be seen in the following list of assumptions.
RIBALD assumes that the sketch is of a single manifold polyhedral object, and shows only visible lines. Topologically, we assume that any non-trihedral vertices in the object are either fully-visible or related by symmetry to fully-visible non-trihedral vertices, that no face contains more than one loop, and that the sketched object contains no through holes. Geometrically, we assume that the object is in general position, with no faces lying perpendicular to the view direction. Lastly, we assume that the object has been sketched from the "most informative viewpoint", i.e. that there is nothing at the rear of the object which could not reasonably be inferred from the visible part of the object. RIBALD currently assumes that the sketch is drawn using a parallel projection, unlike 3D SKETCH, which can handle perspective sketches. Neither system assumes that the projection is mathematically correct or that the sketch is perfectly-drawn.
In principle, RIBALD could also use the same approach as 3D SKETCH for processing perspectively-projected sketches of certain special categories of object (e.g. axis-aligned objects), but it is not obvious how to to do this (if it is even possible) for all classes of object RIBALD allows.
The sketches in Fig. 2 illustrate these assumptions for RIBALD. The first contains a misplaced vertex. In the second, one of the W-junctions has an inner angle greater than 90
• [15] . In the third, two lines adjacent to the same two faces are not parallel [17] . The fourth contains no specific mistakes but is not well-drawn. Nevertheless, we aim to produce correct interpretations of all of these. Several approaches to the polyhedral solid reconstruction problem are possible, and have been summarised elsewhere [20] . Of these, we have chosen Grimstead's system [5] as RIBALD's reference point, as this makes the same assumptions and comes closest to achieving its aims.
Grimstead acknowledges that not all valid sketches are handled correctly-one problem is that in producing the simplest possible topological reconstruction of the hidden part of the object, the system will not always produce the most plausible interpretation (i.e. the one which would be constructed by a human being). RIB-ALD attempts to produce more plausible interpretations by looking for symmetries and regularities implied by the sketch [11] . Rotation axes and mirror planes are symmetry elements. Other artefacts which give clues to the structure of an object, such as parallelism or extrusion, which are not symmetries are termed regularities.
We use region, line and junction to denote atoms of a two-dimensional sketch, and face, edge and vertex to denote atoms of the three-dimensional object which has been sketched. A junction where two lines meet is biconnected; a junction of three lines is triconnected. Section 2 describes a system for capturing the designer's input; this extracts a graph structure representing the sketch from the input strokes. Section 3 describes the 3D SKETCH system for building mesh models; this uses a predefined template to interpret the graph structure of a sketch, in order to reconstruct a threedimensional mesh model. Section 4 describes RIBALD, a system for interpreting line drawings as solid objects and producing a boundary-representation solid model of the chosen object. Section 5 summarises our conclusions and presents plans for future work.
Capturing the Designer's Input
In this section we describe a system, originally developed as a front end for 3D SKETCH, which captures the sketched input and to generate an edge graph from it. This information is used as input by both applications, 3D SKETCH and RIBALD. In this research a sketch is no more than a set of strokes, or polylines. It is hand drawn by a designer, and so it is not precise enough for further processing by 3D SKETCH or RIBALD. We need to extract an edge graph which represents the major lines (curves) of the sketch and their connectivity.
Sketch Input
Various kinds of sketches are used in the design processes. In 3D SKETCH, we are particularly interested in sketches like those shown in Fig. 1 ; in RIBALD the sketches must have straight edges and no "surface" features like the buttons shown here. All these sketches are drawn with (maybe curved) lines, and thus we call them line sketches hereafter. A designer draws a line sketch stroke by stroke; the strokes represent characteristic curves defining geometry, or hatching to represent surface texture.
There are two types of methods of capturing sketch information by computer. One is to use an image scanner to scan the sketch. This method might be desirable in the sense that a designer can use standard sketching tools such as pencil and paper. However, it requires complex image processing and recognition processes to extract stroke information. Another potential disadvantage is that the order of entering the strokes is not available, although we do not currently use this information.
The other type of method is to use a locator device such as a tablet to capture every stroke as a designer draws it. It can be a drawback that designers have to use special devices for drawing sketches, but there are several devices which are usable in practice. An LCD tablet is a liquid crystal display with a transparent tablet over a screen, upon which the designer can see strokes as he draws them: it is as if he is drawing directly on the screen.
We take the second approach, because it is more interactive, and we can get stroke information for free. A stroke is a series of locations generated by a locator device in a certain period of time or gesture ( Fig. 3(a) ). In our approach, a stroke is a fundamental element of a sketch.
Bundle of Strokes
In line sketches, designers represent the shape of a product by means of characteristic curves and hatching lines. A characteristic curve is not usually drawn as a single stroke but as a number of strokes which overlap each other. In this paper, a stroke bundle refers to such a set of strokes which collectively represent a characteristic curve ( Fig. 3(b) ). This is approximated by a core curve which is extracted from the stroke bundle (see the dotted curve in Fig. 3(b) ). 
Core Curve Tracking
As a characteristic curve is defined by a designer incrementally, stroke by stroke, the corresponding stroke bundle extends. Thus we have to update the core curve each time a new stroke is added to the bundle. Fig. 4 shows an example. Fig. 4 (a) illustrates a bundle of two strokes (solid curves) and its core curve (dotted curve). In Fig. 4 (b) a new stroke is added, and the core curve is updated as shown in Fig. 4 (c). Matsuda [12] proposed an updating method for strokes of parametric curves. Here we propose a method for polylines. Every time a new stroke is drawn, its relationship to a core curve is checked as shown in Fig. 5(a) . In this Figure the thick curve is some existing core curve and the thin curve is a newly entered stroke. P denotes an end point of the core curve and Q denotes an end point of the stroke. P and Q are the foot points of P and Q on the stroke and the core curve respectively. When these points are not well defined, the stroke cannot be related to that core curve. If the two ends of the stroke are within the bounds of one core curve (as shown in Fig. 4(d) ), the core curve is not updated. If only one end of the stroke is within the bounds of the core curve, the core curve must be extended, in a way we describe next.
Using P , Q, P and Q we define four values of d 1 , d 2 , α, l as shown in Fig. 5 (b). d 1 and d 2 are the distances |P P | and |QQ | respectively and α is the magnitude of the angle between two vectors P Q and P Q. l is the distance |P Q |. If d 1 , d 2 and α are small, and l is large, the stroke can be considered to be a new member of the bundle of the core curve. Thus, we compute these four values for the stroke with respect to each of the existing core curves, and compare these values with given threshold values. If the stroke satisfies this check against one core curve, the stroke is associated with this core curve and the core curve is updated. When more than one core curve is found to satisfy the check, the nearest one is chosen based on these four values. If there is no core curve that passes this check, the stroke is considered to define a new bundle and forms a new core curve by itself.
The updating of a core curve is made as shown in Fig. 5(c) . First the core curve is trimmed at the segment containing Q , and the stroke is also shortened by deleting the end segment at Q. Then those two polylines are connected to form an updated core curve.
Extracting the Edge Graph
After sketch input is finished, we have a set of core curves and their stroke bundles. The next thing that we have to do is to connect these core curves to extract an edge graph. The edge graph represents a network of characteristic curves of an object-more specifically, it represents the edges in the case of a polyhedral object.
Core curves correspond to arcs of the graph and the end points of core curves correspond to the nodes of the graph. Thus the graph is extracted by identifying a node with end points of core curves which lie within a threshold distance of each other. As mentioned earlier, some strokes represent surface hatching and are not considered when forming an edge graph. To accommodate this, we assume a graph to be connected. Thus if a core curve cannot be connected to any other core curves, it is not included in the graph.
Building Mesh Models
In this section we describe a method of constructing a three-dimensional mesh model of an object from a single line sketch. Though many approaches have been proposed, here we briefly introduce some important ones. The SKETCH system [24] is based on gestures which are a specific sequence of strokes. A gesture corresponds to some solid modelling operation. For instance, a gesture may correspond to generating a primitive shapes, or to a sweeping or Boolean operation. It is difficult to generate free form shapes with SKETCH.
In contrast, the Teddy system [7] is designed for generating "Teddy bear"-type, rounded shapes. The system assumes that a sketched curve is a silhouette of an axis-symmetric object. Thus it computes the axis and generates a three-dimensional object by a kind of sweeping operation. The system provides a highly intuitive user interface, but it is difficult to use to input a prismatic object.
In 3D SKETCH we apply mirror symmetry to enable reconstruction. Our approach is based on Furushima's method [3] . They apply it to reconstruct a surface model from a curve network. However, the user has to always draw pairs of curves, even though one of them is hidden at the back of the object. The user also has to explicitly specify the pairings of the input curves. This interface hinders natural sketching.
Matching Edge Graph to Template
3D SKETCH takes as its input the edge graph from Section 2. To match the template shown in Fig. 6 , this graph should have nine major characteristic curves which are connected at seven nodes, V 1 , . . . , V 7 (other templates might require different numbers of characteristic curves and nodes). Thus, we first check if the graph is isomorphic to this template. Then we classify nodes by the following simple rules:
• V 6 is the closest to the left upper corner of the input window.
• V 3 is the closest to the right lower corner.
• V 1 is the leftmost.
• V 4 is the higher one connected to V 3 .
• V 2 is connected to both V 3 and V 1 .
• V 5 is the higher one connected to both V 4 and V 6
• V 7 is the lower one connected to both V 4 and V 6 .
The diagram in Fig. 6 is used as a template for reasoning about the threedimensional geometry. We could use other similar templates for applying our approach to other categories of sketches. 
Calibration of Camera Parameters
A sketch can be regarded as a projected view of an object, although the projection is not accurate. In order to generate three-dimensional information, we have to estimate "camera parameters" of the projection which correspond to the viewpoint of the designer. These are the location (COP, centre of projection) and position of the camera. We briefly explain the method.
Consider two parallel lines in three-dimensional space. Their projections are also straight lines in the two-dimensional drawing space. If they intersect, their intersection is called a vanishing point. Points L, R, V of Fig. 7 (a) are vanishing points. If we can find three vanishing points for the sketch, we can estimate the COP using a method proposed by Kondo [10] .
Applying these assumptions, our object takes on a shape like that shown in Fig. 7(b) . We define the projection of the world reference frame to be as shown in that Figure. Using the assumption of symmetry, the top and bottom lines shown are parallel, so we can regard their intersection as one of the vanishing points, L, on the x axis. However, we do not always have such pairs of lines for the other two vanishing points (on the y and z axes). We include additional assumptions about the positions of these vanishing points to compute them. First, we define the projection of the world reference frame (the origin and x, y, z axes) and the vanishing point L on the x axis as follows (Fig. 8 ).
• The x axis is defined by v 1 and v 2 .
• Let l 1 be a line through either v 4 and v 5 , or v 6 and v 7 .
• The vanishing point L on the x axis is its intersection with l 1 .
• The origin O is defined to be the mid point of v 1 and v 2 .
• The z axis is defined to be the vertical line through the origin.
• Let l 2 be a line parallel to the z axis and passing through the mid point of v 4 and v 5 . Let l 3 be a line connecting v 3 and the vanishing point L. The intersection of l 2 and l 3 is h. Then the y axis is defined by connecting the origin and h. After doing this, we assume ( Fig. 9 ):
• the vanishing point R on the y axis is given as its intersection with the horizontal line through L,
• the vanishing point V on the z axis is somewhere below the origin on the z axis. (Its exact position need not be determined, as we will explain in the next section.) Up to this point, we have defined the projection of the world reference frame and the three vanishing points. From this geometry, we need one more assumption to calibrate the camera parameters. Since we can assume that the camera is looking at the object, a point somewhere on the object must be located along a line from the COP perpendicular to the sketch plane, and since we also assume that the distance from the camera to the object is significantly larger than the object dimensions, we can choose this point arbitrarily without introducing excessive distortion. Thus, for simplicity:
• the camera (COP) is located along a line perpendicular to the sketch plane, through the origin.
This situation is depicted in Fig. 10 , where L, R and V are the three vanishing points, O is the origin, H denotes the intersection of LR and V O, and E is the COP. In these Figures, L, R, H and O are given and E and V are unknown. Since E is assumed to be on the line through O perpendicular to the sketch surface, it can be determined by computing the length of segment OE. The x, y, z axes of the world reference frame in the three-dimensional space are parallel to EL, ER and EV respectively, so LER, V EL and REV are all right angles. Therefore in ∆ERL the following equation holds:
Furthermore, since EH is perpendicular to LR, we have:
From the above equations, OE is given by
thus determining the COP. Finally, the camera reference frame is defined as follows. It is centred at E and its z axis is directed toward the origin O of the world reference frame. Its y axis is parallel to the z axis of the world reference frame. Therefore its xy plane is parallel to the sketch surface.
Spatial Relationship between Sketch and Three-Dimensional Object
The method of reconstructing the three-dimensional geometry from a sketch is based on spatial relationships derived from the projection transformation. We introduce some basic equations which represent this transformation.
Transformation from World Reference Frame to Camera Reference Frame
Here, we analyse the correspondence between a point in three dimensional space and its projected position on the sketch surface. We first establish the transformation from the world reference frame to the camera reference frame [19] . We denote the homogeneous coordinates of a point P by
T in the world reference frame and
T in the camera reference frame. When P is visible, Z c > 0. The required transformation is given by the following equation:
where M is a 4 × 4 matrix defined as follows:
In this equation, R represents a rotation and T represents a translation. They are given by:
where
T is the position of the centre of the camera and
T are unit vectors along the axes of the camera reference frame.
Transformation from Camera Reference Frame to Sketch Surface
By assuming a pin-hole camera model for the projection, point P c in the camera reference frame is projected onto the sketch surface (image plane). Let the coordinates of the projected point on the sketch surface be p im = (x im , y im ). Then the following equations link P c (X c , Y c , Z c ) and p im (x im , y im ):
where f is the focal distance determined by |OE|, s x , s y are scale factors, and o x , o y are the origin on the sketch surface. In 3D SKETCH, the sketch is made directly on the display screen, so we may take s x = s y = 1. By combining the above two transformations, we obtain the equations to compute the image coordinates p im from P as follows:
3.4. Reconstruction of Three-Dimensional Geometry
Reconstruction from Two Views
Before discussing how to reconstruct the three-dimensional coordinates from a single sketch, we explain how to do that from two different views [3] . As shown in Fig. 11 , we have two cameras C A , C B and two corresponding projected images
. Using Equation (9), we can derive the following four equations:
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Fig. 11. Reconstruction from Two Views
We know the camera parameters such as m ij , f A and f B . The image coordinates of p A and p B are also given. Thus, these four equations have three unknown parameters X w , Y w , and Z w . However these equations cannot be solved directly, since the image coordinates input by sketching are not accurate projections, and so these four equations are not exactly mutually consistent. Instead of trying to exactly solve them, we regard them as constraints and try to find a solution which optimally satisfies those constraints.
We define the residual term d 1 , . . . , d 4 for each of the equations:
and we find a solution which minimizes the squared sum D of those terms:
D is quadratic in terms of unknown parameters of X w , Y w , and Z w . Therefore we can find a solution by setting the gradient to zero:
Reconstruction using Mirror Symmetry
One way to deduce the three-dimensional position from a single view is to use the mirror symmetry of the object. For example, assume Q w and P w are in symmetrical positions about the yz plane (Fig. 12) . This relationship can be represented as: Using camera matrix M , we have the following two equations:
This is equivalent to having two different projections M and M for P w . Thus we can derive the three-dimensional position of P in exactly the same way as described in the previous section. Q w is obtained by changing the sign of the x coordinate of P w . More generally, this idea could be extended to other types of relationships between Q and P .
Reconstruction using Plane Constraints
Another method of computing the three-dimensional position of a point from a single projection is to apply constraints to the point. For example, if a point is constrained to lie in a plane, we can compute its three-dimensional position. Again, image coordinates p im (x im , y im ) are given. We have the following two equations:
+ o y .
Here we have three unknowns P w (X w , Y w , Z w ), so if the point is known to be on the plane, we use it as the third constraining equation:
Now we can solve these three equations to find P w (X w , Y w , Z w ).
3.5.
Generating Three-Dimensional Edge Curves In the previous section we introduced two methods for generating threedimensional information from a single sketch. In this section, we apply these methods to our template to determine the three dimensional edge curves. For our template, the object has a three dimensional structure of the type shown in Fig. 13 .
It has 6 faces and 12 edges. The connectivity of these faces and edges is also defined. We first compute the three-dimensional polylines for those 12 edges, and next generate polygonal meshes for those faces surrounded by those edges.
The edge graph of a sketch is assumed to have core curves corresponding to the nine edges numbered (1) to (9) in the figure. The edges marked (1), (2),..., (12) can be computed as follows. • ( (8) have mirror symmetry, so they can be determined. Firstly, the curves are resampled so that both curves of a pair have the same number of uniformly-spaced points (Fig. 14) . As each point on one core curve has a corresponding counterpart on the other core curve (at positions of mirror symmetry), their three-dimensional positions can be determined.
• (2), (5), (7): self mirror symmetry. Firstly, these curves are uniformly resampled. By dividing these curves at their mid-points, they can be considered as a pair of core curves with mirror symmetry. In addition, core curve (2) lies on the xy plane, so, after computing the three dimensional geometry based on the mirror symmetry, we further correct it to lie in the xy plane.
• (3), (4): planar constraint. Every point of core curve (3) lies on the xy plane and every point of (4) lies on the back face. This back face is perpendicular to the y axis and can be defined using one of the end points of core curve (5).
Thus we can determine their three-dimensional positions.
• (10), (11) , (12): Finally we define the hidden edges. Edges (11) and (12) are at mirror symmetrical positions to (4) and (3) respectively. Thus, they can be computed as the mirror images of (4) and (3) which have already been defined. Edge (10) is an intersection of the xy plane and the back face, so it can be defined by connecting the end points of (3) and (12).
Surface Generation
In order to generate a mesh model, the surfaces for the six faces of the object are generated by interpolating their four boundary edges using Coons patches (Boolean Sum patches) [2] . The polyline of an edge can be regarded as a parametric curve. All the edges except edge (10) have been generated from resampled core curves. Thus, they are also polylines having almost uniform spacing between the vertices, and thus can be considered as a series of points uniformly sampled from a continuous curve. Edge (10) is a straight line segment, so its parameterisation is trivial.
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Using the Coons patch x(u, v), we uniformly sample the surface to generate a regular triangular mesh. A prototype 3D SKETCH has been implemented in Java on a personal computer (PentiumIII 600MHz, Memory 512MB). Figures 16 and 17 show examples of an electronic gadget. Fig. 16(a) is an input sketch of 43 strokes. Fig. 16(b) shows the core curves extracted from Fig. 16(a) . In Fig. 16(c) dots show the seven recognised vertices of the template and the box shows a unit cube corresponding to the extracted world reference frame. Fig. 16(d) is the reconstructed mesh model which has 1304 vertices. The total CPU time needed to process the sketch data to produce the mesh model is about 20 seconds. Figures 17(e) and (f) show images generated from the mesh model. Figures 17(f) is a smoothly shaded image. Although such shaded images are useful for evaluating the surface quality, they are not helpful at the conceptual design stage where designers draw a number of rough idea sketches, because such shaded images no longer look like the input sketches. We prefer to generate sketch-like images as shown in Figures 17(e) and (g) . For this purpose, we transform all the input strokes in to three-dimensional space, which can be done by associating bundles of strokes to edge curves or face surfaces. The details are described elsewhere [13] .
Examples

Interpreting Sketches as Solid Objects
Introduction
As we have already noted, while Section 2 allows the input of models with curved faces, 3D SKETCH uses a template which places restrictions on the topology of the resultant solid. We have used the same front end as an interface to another application, RIBALD, described in some detail in [21, 22, 23] . This system only allows for polyhedral models without holes, but does allow a wider range of topologies than does 3D SKETCH.
RIBALD improves on a predecessor system by Grimstead [5] by interpreting a larger subset of valid sketches and by producing more plausible topological completions and geometric details of the resulting objects. Here, we outline the method and note some recent developments. Briefly, this process can be subdivided into three main steps: preliminary processing (including frontal geometry processing and sketch categorisation), topological reconstruction and geometrical finishing.
The aim of preliminary processing (Section 4.2) is to deduce as much information as possible concerning the sketch, without making changes or additions: lines and junctions are labelled, candidate parallel line pairs are identified, a preliminary frontal geometry (the 3D geometry of the part of the object visible in the sketch) is produced, potential local symmetries are identified, and an attempt is made to categorise the object portrayed in the sketch as belonging to some specific category (e.g. extrusions) which may simplify reconstruction.
The aim of topological reconstruction (Section 4.3) is to produce a complete topology for the object. From the frontal geometry, the list of symmetries and regularities, and the categorisation, various hypotheses are made concerning the topology of the hidden parts. An iterative process chooses at each step the best such hypothesis according to an estimate of merit, and adds the corresponding hidden part to the object until a complete topology is obtained.
Geometric finishing (Section 4.4) attempts to produce the best geometrical interpretation of the recovered topology given the list of symmetries and regularities. Identification of a symmetry element or regularity in an object produces one or more constraints, which limit the possible positions and orientations of the faces. The system attempts to satisfy as many of these constraints as possible, in descending order of merit. Vertices and edges are then derived from the faces.
The frontal geometry requires as its input a list of edges and the coordinates of the vertices they join. The input mechanism created for 3D SKETCH, as described in Section 2, produces sufficient edge information (including coordinates of points on the edges) but no list of vertices. To produce a complete sketching system by combining it with the model-building implementation described here, it is sufficient to deduce the presence of vertices, as described in Section 2.4.
Preliminary Processing
Frontal geometry processing takes a 2D sketch, comprising lists of lines and the two junctions they connect, and attempts to deduce as much as possible about the sketched object without making any additions to the sketch. The substages of this process are:
• Label all the lines (as convex, concave or occluding) and junctions
• Identify all the regions
• Identify pairs of lines which are nearly parallel in 2D and which may translate to edges parallel in 3D
• Produce a frontal geometry by assigning provisional depth coordinates for each vertex.
• Identify local symmetry features.
• Try to categorise the sketch to make it easier to reconstruct the sketched object.
In labelling lines and junctions of trihedral sketches, RIBALD follows the wellestablished Clowes-Huffman [1, 6] catalogue. Junctions are classified primarily according to shape (L, W, Y or T) with a subclassification based on the labels of lines meeting at the junction [20, 21] : the valid junction subclassifications are Lba, Lab, Lac, Lcb, Lbd, Lda, W bca, W cdc, W dcd, Y abd, Y ccc, Y ddd, T baa, T bab, T bac and T bad, where a indicates an occluding line with the occluding region on the anticlockwise side of the line as viewed from the junction, b indicates an occluding line with the occluding region on the clockwise side of the line, c indicates a convex line and d indicates a concave line. This scheme is easily extended to sketches of axis-aligned objects containing non-trihedral vertices, by introducing an extra shape classification (X) and six new subclassifications: T bda, T bdc, T dab, T dac, Xcbda and Xcdcdcd. It does not extend well to non-axis-aligned non-trihedral sketches, as the number of possible subclassifications for these is infinite. Also, labelling such sketches often results in ambiguities (whereas most valid trihedral or axis-aligned non-trihedral sketches have a unique labelling).
Region identification, based on finding loops of edges, is straightforward-regions correspond to (partial) faces in 3D.
To determine parallel lines, RIBALD attempts to group lines into bundles which are expected to contain edges parallel in 3D. Expectations for parallel lines are illustrated in Fig. 18 -all lines with the same letter (e.g. all As) are expected to be parallel in 3D. Bundling of two edges is forbidden if they meet at a vertex (e.g. A and B in Fig. 19 ) or if one edge leaves a face of which the other is a part (e.g. A and C in Fig. 19 ). Bundling is not infallible-for example, in Fig. 20 (a truncated  hexagonal pyramid) ending at a W bca junction (e.g. lines marked 1) appear to be coming out of the sketch. Similarly, lines starting at a W bca junction and ending at a Y ccc junction (e.g. lines marked 2) appear to be coming out of the sketch. If the sketch were an isometric projection of an axis-aligned object, the ratio of depth change to 2D line length would be 1/ √ 2 for such lines. RIBALD uses this (and similar reasoning for other common junction types) to generate a set of linear equations in the vertex depth coordinates (see [21] ). Solving the linear system gives the provisional depth coordinates.
Since the method is derived from reasoning about an axis-aligned object, it is not surprising that it gives good results for these (see Fig. 22 ). It is perhaps more surprising that it also gives good results for many non-axis-aligned sketches (see [21] ).
The derivation also assumes that the sketch is an isometric projection, but again the results for sketches in non-isometric projections are also good. A comparison with the skewed symmetry [9] method of estimating face normals shows that RIB-ALD's method is more suitable for freehand sketches. For correctly-drawn projections, both methods have their merits-both generate the correct frontal geometry for Fig. 23 , and skewed symmetry produces the better results for Fig. 24 but fails altogether for Fig. 25 . The advantage of RIBALD's method becomes more pronounced if there are sketching errors in the projection-trials suggest that it is more tolerant of these by approximately a factor of two. In looking for local symmetry elements, RIBALD tries to identify regions, lines and junctions which could be the seeds for symmetries of the object as a whole. A region might have region rotational symmetry (i.e. contain a C n rotation axis) if the region has a multiple of n sides whose the concavity/convexity matches, and lines are parallel where the 3D edges should be parallel. Fig. 26 contains an example of C 6 rotational symmetry. Line and junction rotational symmetry follow similar rules. A region might have region mirror symmetry if a mirror axis A bisects the region, edge concavity/convexity matches, and paired vertices are joined by lines parallel to a second axis B (see Fig. 27 ). Region mirror planes are chained if two of them bisect the same edge, as in Fig. 28 . Symmetry elements are allocated figures of merit. These measure how well RIB-ALD's hypotheses (symmetry elements, and the categorisations described below) fit the frontal geometry, and will be used later in choosing between competing hypotheses. Numerically, they are treated like probabilities-very plausible ≈ 1, and very implausible ≈ 0. Figures of merit are also combined like probabilities (see [21] , which also describes the methods used for assigning figures of merit).
Given the line-labelling, parallelism information, symmetry elements and provisional depth coordinates, RIBALD next attempts to classify the sketched object into one of several commonly-occurring categories of object. This may permit shortcuts through the general-case topological reconstruction and geometric finishing processes.
A trihedral sketch may be axis-aligned if it has exactly three bundles of lines and all fully-visible face loops have four more convex than concave turns (Fig. 29 is an example). Non-trihedral sketches may also be axis-aligned (see Fig. 54 ). Trihedral and non-trihedral sketches may be semi-axis-aligned if they have four, five or six bundles of lines, and one subset of three bundles meets more often at vertices than any other subset (see Fig. 30 ). Semi-axis-aligned with mirror plane is also identified; the sketch must also contain one mirror chain which can be identified as being better than any other (see Fig. 31 ).
A trihedral object may be an extrusion if it has at most one definitely nonquadrilateral face visible in the line drawing. All visible lines which are not part of this face are either side edges (which start at junctions on the face, are bundled together and are roughly the same length) or rear end cap edges (see Fig. 26) .
A trihedral object may be a frustum if it has at most one definitely nonquadrilateral face visible in the line drawing. All visible lines which are not part of this face are either side edges (these start at junctions on the face and meet at a single point) or rear end cap edges (bundled with a line on the visible end-cap and connected to that line by two side lines). The figures of merit for the side edge criteria (extrusion side edges should be parallel, frustum side edges should meet at a single point) are sufficient to classify as frusta both Fig. 32 (which could be a very badly-drawn extrusion) and Fig. 33 (which must be a frustum) . A trihedral object may be regular (Platonic or Archimedean) if all junctions are Y ccc, W bca or Lba, all Y ccc junctions have faces with the same number of sides meeting at them, and all W bca junctions have a subset of these. Non-trihedral sketches may also be regular; the allowed junction types here are all-convex nontrihedral junctions and Lba (see Fig 34) .
Some combinations of special object categories are permitted; other combinations are mutually exclusive, and choice between them depends on the figures of merit [21] .
Topological Reconstruction
By this stage, RIBALD has the topology of the front part of the object and a reasonable estimate of its geometry, and now attempts to deduce the topology of the rest of the object. This process is straightforward for some commonly-occurring categories such as extrusions [22] . More generally, it is necessary to search for the best topological reconstruction of many possible interpretations of a sketch. This is likened to finding a series of moves [16] in a single-player game-we discuss selection between candidate moves (the search strategy), the syntax of a legal move (e.g. add a new vertex, add a new face) and how to generate candidate moves.
Testing all possible combinations is too slow for realistic objects. An efficient search strategy is required-RIBALD uses a greedy method (aiming to pick the right move each time). Backtracking is regarded as a last resort-if a wrong move is chosen, the result is more often a wrong object (valid, but not the one that was intended) than an invalid one (where there is no geometric realisation).
At each stage of completion, RIBALD aims to generate all possible moves towards completion, assess their merit in some way, and choose the best. Success will depend on how well-chosen the estimates of merit are. Each move should make the partially-completed object more complete by adding something to the object and reducing a defined measure of incompleteness. The two most promising are:
• Either create a new vertex, linked to two or three existing vertices, and enough new edges to do the linking
Or create a new edge to link two existing vertices (the faces can easily be added later).
• Create a new face touching at least two existing vertices, and associated vertices and edges to complete the face.
In most cases, the former approach is preferred [22] , and it is the one described here. A fully robust system would probably have to implement both strategies.
If an object is nearly complete-one more vertex (and associated edges) will complete the object, as in Fig. 35 , or one more edge will complete the object, as in Fig. 36 -the required topology is added to complete the vertex/edge framework. Failing this, moves are generated based on hypotheses about the partially-completed object and finding which additional vertices and/or edges these hypotheses imply. Using mirror hypotheses, RIBALD attempts to pair vertices, edges and faces across the mirror plane, and create additional topology for anything visible which cannot be paired. For example, in Fig. 37 , two moves would be generated, one each to add the mirror-images of vertices A and B. For sketches categorised as semi-axis-aligned with mirror, or containing a single dominant mirror plane, these hypotheses take precedence even over the nearly complete hypotheses, in order to preserve the symmetry in non-trihedral objects.
Using rotation hypotheses, RIBALD attempts to pair vertices, edges and faces before the rotation with their equivalents after the operation, and creates additional topology for anything visible which cannot be paired. For example, in Fig. 38 , two moves would be generated, one to add each of the missing vertices (since these are predicted by various rotations of A, B, C and D, they are strongly reinforced and have high figures of merit).
In using axis-alignment hypotheses, vertices are predicted wherever lines along the remaining axis from incomplete vertices cross. In Fig. 39 , this initially predicts two of the three hidden vertices required to complete this object. The same method can be used for semi-axis-aligned sketches. It is of more limited use for these, but does predict some hidden vertices successfully. (e.g. the rear corner of Fig. 40) . Local configuration hypotheses attempt to create rectangular quadrilateral faces. Where two 2-connected vertices (e.g. AB, CD in Fig. 41 ) are separated by one 3-connected vertex, a move to add a vertex and two edges to complete a skewed rectangle is generated. Where two 2-connected vertices (e.g. EF in Fig. 42 ) are separated by two 3-connected vertices, a move to add an edge to complete a skewed rectangle is generated. T-junction hypotheses produce moves by extending the T-line, joining it to the next incomplete vertex on the same face (Fig. 44) and the next incomplete vertex on the background (Fig. 45) . Both moves are correct for Fig. 43 , but this can sometimes lead to wrong results (see Fig. 48 ).
The overall method, although topologically successful in many cases (e.g. Fig. 49 ), is not perfect-examples where it gives the wrong topology (not the one expected) are given in [22] .
Geometric Finishing
Given a topologically-complete object with a provisional geometry (this is usually reasonable but as seen in Fig. 49 above it is far from perfect in some cases), RIBALD now attempts to find the geometry the user intended. Ideally, it would use a single method which works for all objects, and it would run in interactive Practically, there may be no method which achieves this for all objects. The preferred general-purpose method is sometimes slow, so RIBALD uses special-case methods for particular common categories of objects.
In the general case, constraints are generated and enforced by following the sequence:
• Generate constraints on faces based on our hypotheses about the object, and allocate a figure of merit to each constraint as it is generated;
• Order the constraints in descending order of merit;
• Orient the faces: find best set of face normals (those which satisfy high-merit constraints) and record which constraints are accepted;
• Position the faces: find face distances which place visible vertices as near as possible to their junctions in the sketch while satisfying accepted constraints.
Six types of constraint are identified: face parallelism; 2-way face perpendicularity; 3-way face perpendicularity; an angle-between-faces constraint; a mirror constraint relating two faces to a mirror chain; and a rotation constraint relating two faces to a rotation centred through a third face [23] . Mirror and rotation constraints may also constrain face distances.
The hypotheses which are used to generate constraints are: extensions of local symmetry hypotheses (mirror planes and rotation axes) throughout the object; face parallelism and perpendicularity derived from object categorisation or line bundling; and closeness of numerical relationships in the provisional geometry to commonlyoccurring relationships (parallelism, perpendicularity and common angles) [23] .
Two factors are used in assessing the merit of a constraint: the merit of the hypotheses (the feature or symmetry element) used to generate the constraint, and a figure based on how well the constraint numerically agrees with the provisional geometry [23] .
The problem of finding the best possible set of face normals, given various constraints (with different figures of merit) to be enforced, is solved suboptimally by a greedy approach: the constraints are tested in descending order of merit, and enforced if consistent with all constraints imposed so far. At the core of the method is an iterative numerical optimisation process (similar to [4] ) for determining this, which terminates either when the objective function produces an acceptable value or gives up when a maximum number of iterations has been exceeded [23] .
The numerical optimisation process can be slow, so two stages of logical reasoning are used to attempt to bypass it where possible. Inter-face reasoning (see [23] ) uses relationships between pairs of faces. For each pair of faces, a set of possible relationships (parallel, perpendicular and some other angle) is stored; this database is updated whenever a constraint is accepted. In general, this type of logical reasoning can only be used to determine the validity of parallelism or perpendicularity constraints. For assessing mirror and some rotation constraints, a second type of logical reasoning (not described in [23] ) is more appropriate. This considers the orientation of each face with respect to three perpendicular axes I, J and K: its normal may be aligned in the I direction, in the J direction, in the K direction, in the I − J plane, in the I − K plane, in the J − K plane, or somewhere else. The axes are determined with respect to two reference faces: the normal of the first gives the I axis, and the normal of the second is either along the J axis or in the I − J plane. All seven options are initially possible for the other face normals. Whenever a constraint is accepted, the database is updated.
Numerical optimisation is also superfluous if there are enough angular degrees of freedom left around the affected faces to accommodate another constraint. For example, a constraint between two faces neither of which is already constrained in any way can be accepted automatically [23] .
Finally, in some cases, the size of the optimisation problem can be reduced by adjusting only those face normals affected by the constraint, a refinement which improves the performance of the general method (described in [23] ). RIBALD considers a face normal to be affected by a constraint if it is specifically used in the constraint, or if it was specifically used in two previously-accepted constraints which also used affected face normals.
In obtaining face distances, RIBALD performs an iterative optimisation, where the variables being optimised are the face distances and the objective function is n j=1 (x ji −x js ) 2 +(y ji −y js ) 2 ; here the original sketch places vertex V j at (x js , y js )) and intersecting the faces places vertex V j at (x ji , y ji , z ji )). However, constraints must be enforced-for example, the plane of mirror symmetry in Fig. 46 tells us that Faces 2 and 5 are coplanar, so Face 5 is removed from the optimisation process (its face equation is the same as that for Face 2, not optimised independently). Rotation symmetries are used in a similar way. Similar reasoning can be used to remove Face 7 from the optimisation process [23] .
For non-trihedral axis-aligned sketches such as Fig. 54 , at any non-trihedral vertex there will be faces meeting which are coplanar. One of each such pair is removed from the optimisation process. For non-trihedral sketches which are not axis-aligned, no more than three of the faces meeting at any non-trihedral junction can be moved independently; the distances for the others are derived from the point of intersection of the first three.
We currently assume that face distances cannot be over-constrained. This assumption appears valid for trihedral sketches, but is dubious for non-trihedral sketches and probably incorrect for sketches containing hole loops. It seems likely that a more complex method for obtaining face distances, perhaps resembling the method used for face normals, will be required (this has advantages, as it will allow for the incorporation of edge-length-equality constraints, which could also over-constrain face distance relationships).
In many cases, processing of objects which fall into special-object categories can bypass all or part of the above general-case process. In the case of axis-alignment, three orthogonal axes are produced by averaging the preliminary face normals and making them orthogonal. All face normals are made parallel to the appropriate axis, and the general-case face normal method is bypassed entirely.
For extrusions, mirror and rotational symmetry and axis-alignment or semiaxis-alignment are enforced on the front end cap by adjusting vertex coordinates to minimise the distance between observed and calculated coordinates while enforcing the appropriate constraints. The geometry is completed by extruding the front end cap along its normal.
For frusta, a similar method is used to enforce mirror and rotation constraints and axis-alignment or semi-axis-alignment (where appropriate) on the end caps. The non-end-cap edges meet at a point along a line orthogonal to, and through the centre of, the front end cap.
Some object categories do not give enough information to obtain the face normals directly, but can give the general-case method a head-start. For example, if the object is semi-axis-aligned, the parallelism and perpendicularity information can be preset into the logical database. If there is also a mirror plane, it can be used to determine axis alignment for hidden faces.
Examples
In our prototype system, the the front end described in section 2 (implemented in Java) and RIBALD (implemented in C) run as separate UNIX processes. Fig. 50 and 52 show sketches drawn and processed using the combined system; the corresponding reconstructed solid models are shown in Fig. 51 and 53. Fig. 54 shows a non-trihedral axis-aligned sketch, input using a straight-line-drawing interface (the prototype system is unreliable at identifying T-junctions in freehand sketches), successfully converted to the solid model in Fig. 55-57 . RIBALD running on a Sun Ultra 10 took less than 0.1 second for each model to perform the conversion.
Conclusions and Future Work
This paper describes developments in sketch input, with particular reference to two sketching applications: building triangulated mesh models and producing boundary representation models of solid objects. A sketch is a set of strokes drawn by a designer. For those applications, we first capture the graph structure of the A mesh model may be generated by interpreting such a graph of a sketch by using a template. Interpretable sketches must be of a type compatible with the template. However, these may include curved edges, and hatching or other surface features on the object. Important future work concerns the development of more flexible templates to cover a wider variety of sketches.
A B-rep model may be built using a series of procedures to build up the topology and geometry. Although this approach allows for a wider variety of topologies, it does not allow for curved objects, and there are various other restrictions as outlined earlier. Future work will concentrate on relaxing the assumption that the sketch contains no hole loops. As investigation into this proceeds, there will be a number of side-issues which will also require resolution: methods of rejecting unlikely labellings of ambiguous sketches will be required, the idea of splitting sketches to convert complex objects into a number of simpler ones will be evaluated, and a geometric finishing process which allows for over-constrained face distances will be implemented (thereby allowing edge-length-equality constraints to be incorporated). Further work may also consider curved objects.
The work in this paper shows that a freehand sketching interface, which lets users sketch their ideas quickly in a natural way, can be used to build mesh models for graphics and for rapid prototyping, and to build solid models for use (after editing if necessary) via a CAD package in producing machined final products.
