L 1 -penalized regression methods such as the Lasso (Tibshirani 1996) that achieve both variable selection and shrinkage have been very popular. An extension of this method is the Fused Lasso (Tibshirani and Wang 2007), which allows for the incorporation of external information into the model. In this article, we develop new and fast algorithms for solving the Fused Lasso which are based on coordinate-wise optimization. This class of algorithms has recently been applied very successfully to solve L 1 -penalized problems very quickly (Friedman et al. 2007) . As a straightforward coordinate-wise procedure does not converge to the global optimum in general, we adapt it in two ways, using maximum-flow algorithms and a Huber penalty based approximation to the loss function. In a simulation study, we evaluate the speed of these algorithms and compare them to other standard methods. As the Huber-penalty based method is only approximate, we also evaluate its accuracy. Apart from this, we also extend the Fused Lasso to logistic as well as proportional hazards models and allow for a more flexible penalty structure.
Introduction
L 1 penalization methods have been used very successfully for variable selection as well as prediction. One of the most widely known methods is the Lasso (Tibshirani 1996) which applies an L 1 penalty to the coefficients in the model and minimizes the loss function 1 2 (y − Xβ)
where X ∈ R n×p as well as y, β ∈ R p . Here, w k > 0 is some weight associated with coefficient β k . By using this penalty, it is possible to fit models even if p > n, perform variable selection and improve prediction performance through shrinkage. In recent years, this model has been extended in many ways, for example by allowing for grouping of variables (e.g. Yuan and Lin 2006) , by including an additional ridge regression penalty (see Zou and Hastie 2005) or by choosing appropriate weights for the L 1 penalty to improve its asymptotic properties (Zou 2006) , to name just a few.
Often, there is also some other prior information that could be incorporated into the model. An extension of the Lasso that takes advantage of such information is the Fused Lasso (Tibshirani and Wang 2007) . In its simplest form, it assumes that the coefficients β k are ordered and imposes an additional L 1 penalty on the differences of neighbors. The loss function that is being minimized in this case is then 1 2 (y − Xβ)
where λ 2 is the parameter that controls the smoothness of the resulting solution. Most often, this model has been used in the form of the Fused Lasso Signal Approximator (FLSA) where we have that X = I, the identity matrix. This model can, for example, be used for Comparative Genomic Hybridization (CGH) data (see Tibshirani and Wang 2007) . For CGH data, at various points of a chromosome, a noisy estimate of the number of available copies of the genomic data is being taken. As duplications or deletions usually occur over large areas, the λ 2 penalty smoothes the copy number estimate over neighboring data points, thereby increasing the accuracy of the estimation. Another possible application of the FLSA is the denoising of images (see Friedman et al. 2007 ).
Recently, some theoretical properties of the model have been shown by Rinaldo (2009) and a path algorithm has been developed in Höfling (2010) . In the above model, it is not necessary to restrict the λ 2 -penalty to neighboring coefficients. To allow for greater flexibility, we penalize all differences of coefficients that correspond to an edge in a graph. To be more precise, let V = {1, . . . , p} be a set of nodes, each of which corresponds to one of the coefficients. Then we define a graph G = (V, E) with edge set E and penalize all differences |β k − β l | for which (k, l) ∈ E, i.e. for which the graph G has a corresponding edge. Additionally, we also allow for different weights for each of the edges (and each of the |β k | penalties) so that we get the loss function g(X, y, β, w, G, λ) = 1 2 (y−Xβ) T (y−Xβ)+λ 1 p k=1 w k |β k |+λ 2 (k,l)∈E,k<l w k,l |β k −β l |.
In addition to the squared error loss function above, we can of course also include other convex functions. Specifically, we will also look at logistic regression as well as the Cox proportional hazards models.
To the best of our knowledge, there is currently no optimized algorithm available that minimizes the loss function in Equation (1). However, solving this model efficiently is important so that it can be applied in larger datasets or in situations where a large number of fits of a model is important (e.g. when bootstrapping a method that uses cross-validation). A method that has been very successfully used for the Lasso model is coordinate-wise optimization (Friedman et al. 2007; see) . In this article, we will present two algorithms that extend this technique to the Fused Lasso model, one exact, the other approximate. In Section 2, we will outline the algorithms and prove that it converges to a global optimum for the exact method. Its speed will be evaluated and compared to other methods in Section 3. The results will then be discussed in Section 4. An implementation of this method is available from CRAN as FusedLasso Höfling.
The Algorithm
In this section we want to present our algorithms for solving the Fused Lasso problem specified in Equation (1). We will do this in several steps. First, we will present the naive implementation of the coordinate-wise method that just optimizes each coordinate of the function g iteratively until it converges. However, this solution is not guaranteed to be the global optimum or even be unique and in general performs rather poorly in our setting (see Section 2.1). In order to avoid these problems, we force certain variables to be equal to each other (i.e. fused ) and thus allow the coordinate-wise algorithm to overcome its limitations (see Sections 2.2 and 2.3). To be more precise, for a set of fused variables F ⊂ {1, . . . , p}, we require that β k = β l for all k, l ∈ F . There can also be several, non-overlapping sets F . These restrictions are then included in the loss function g to form a constrained loss functiong, which is then being optimized using the naive coordinate-wise procedure. By choosing the sets correctly, our algorithm will converge to the global optimum, for which we provide the proof in the appendix.
However, for models for which the number of variables is very large, the method used here can be relatively slow. Therefore, we also introduce an approximate method that addresses this problem and will be presented in Section 2.5.
Naive Algorithm
A naive coordinate-wise optimization procedure for loss function (1) works analogous to the method for the Lasso described in Friedman et al. (2007) . For every k ∈ {1, . . . , p}, β k is being optimized while keeping all other coefficients constant. This is very simple as ∂g(X, y, β, w, G, λ)/∂β k is piecewise linear, increasing step function with positive jumps. For these, the unique root can be found very easily. This simple procedure can be sped up considerably for cases where p > n as then most coefficients will always be 0 and in general will not be changed by the coordinate optimization steps. In order to exploit this, an active set A is defined and the coordinate-wise procedure optimizes only over the variables in A, leaving out many variables that are 0 and do not need to be considered in every iteration. In order to guarantee convergence, it is then necessary to regularly adapt the set A so that variables that could become non-zero in the next step are included and variables that have become 0 are excluded. As this technique is not a central point of this article, we will not elaborate on it any further. The conditions for changing the set A can be found in Algorithm 1 and are easily derived in closed form. Furthermore, the underlying concept of active variables is explained in more detail in Friedman et al. (2007) .
Our first concern here is of course that the coordinate-wise algorithm converges at all. The following theorem shows that while a unique point does not necessarily exist, any cluster point of the algorithm is a coordinate-wise minimum of g. Theorem 1. Assume that the coordinate-wise algorithm starts at β 0 . Let β r be the sequence generated by the coordinate steps for r ∈ N. Then β r is bounded and every cluster point is a coordinate-wise minimum of g.
The proof can be found in the appendix. For the rest of the article, we will view a whole run of the coordinate-wise algorithm as a single step in our procedure. Accord-Algorithm 1: Naive coordinate-wise optimization algorithm for the Fused Lasso.
Data: y, X, β 0 Result: β optimizing g(X, y, β, w, G, λ) β := β 0 ; A := {k|β k = 0} ; repeat repeat foreach k ∈ A do minimize g(X, y, β, w, G, λ) over β k ; end until converged ; Set A := A ∪ k|β k = 0 and argmin β k g(X, y, β, w, G, λ) = 0 ; until A did not change; ingly, β (m) will refer to the estimate of β after the m-th application of the coordinatewise minimization.
The problem with this naive implementation of the coordinate-wise algorithm is that it is not guaranteed to converge to a global optimum. Very often, it will be stuck in local coordinate-wise minima although an improvement of the loss function would be possible if several β k could be moved at the same time instead of separately. In order to incorporate this, we will fuse coefficients. When we refer to 2 neighboring coefficients as fused, we mean that we force them to be equal in the coordinate optimization steps and thus move together. More specifically, we define a set of coefficients to be a fused set as follows: Definition 1. Let G|F be the graph G = (V, E) restricted to the set F , i.e. G|F = (F, {(k, l)|(k, l) ∈ E for k, l ∈ F }). Then a set F ⊆ {1, . . . , p} is called a fused set w.r.t. β if G|F , is connected and
Now, we will incorporate these fusions into our loss function.
Incorporating the fused sets
Let F be a collection of fused sets, i.e. F = {F 1 , . . . , F |F| } where each F i is a fused set according to the Definition 1 above. Furthermore, we assume that the F i are nonoverlapping and cover all coefficients, that is
Then, given these sets we want to solve the constrained optimization problem
However, as can be seen very easily, this is actually equivalent to minimize g(X,ỹ,β,w,G, λ)
where we defineX,ỹ,β,w,G as follows: X : Here, column i ofX corresponds to the sum of the columns of X of the indices in
y: Similar to above, we defineỹ
w: For the weights for λ 1 we set for each F i ∈ F
and for the weights associated with λ 2 and G define for each combination
G: Here we define the graph asG = (Ṽ ,Ẽ) whereṼ = {1, . . . , |F|} and
It is easy to derive these adjusted input variables by replacing β k byβ i for all k ∈ F i for every F i ∈ F in Equation (1) and then simplify the result. Therefore, we will omit a detailed derivation here. Using these fused input data, we can now apply the coordinate-wise algorithm tõ g until it converges. However, choosing the correct fusions is crucial for the algorithm to converge to the global optimum. In the definition of fused sets, we stated that is is necessary that they are connected w.r.t. G and all have the same β-value. However, this does not imply that all coefficients with the same value that are connected have to be fused. This gives us some freedom in choosing the connected sets. Next, we will specify how to choose them in order to ensure that the algorithm converges to the global minimum.
2.3 How to define the fused sets using a maximum-flow problem
In the coordinate-wise algorithm, the issue that may prevent the algorithm from converging to the correct solution is that, while it may not be possible to improve the loss function by just moving one coefficient, it may be possible to get an improvement by moving several at the same time. We assume that we have some current estimate β (m) in step m, and we now want to identify sets F i that can be moved in the next iteration of the coordinate-wise algorithm.
As a first step, we define the sets as all coefficients that are connected and have the same value. This is easily done by using the following equivalence relation ∼:
and k is connected to l w.r.t. G only through nodes with value equal to β (m) k .
Here, we suppress for notational convenience the dependence of the relation on G as well as β (m) . This equivalence relation is clearly reflexive, symmetric and transitive and therefore partitions the set {1, . . . , p} into sets P 1 , . . . , P |∼| . We call the collection of these sets P, i.e. P = {P 1 , P 2 , . . . , P |∼| }.
For each of these sets P i , all pairs of coefficients k, l ∈ P i are then by definition of the equivalence relation connected in G and have the same value of the coefficients (i.e. β
). Furthermore, they are maximal in the sense that they could not be enlarged and still have these properties.
This partition is the starting point for our fused sets. We now want to specify in which situation these sets can stay as they are and when they have to be split into several parts. The latter situation occurs when such a split makes an improvement of the loss function possible. For this, we need to look at the effect of the λ 2 -penalty inside the groups P i separately.
In order to do this, we slightly rewrite the loss function. In the following, please note that any conditions that are separated by commas are "and" conditions.
where we collect everything in the function h(X, y, β, w, G, λ, P) except for the effect of the λ 1 -penalty and the λ 2 -penalty inside the groups P i . Then by the definition of the P i , we see that h is differentiable. We now want to find out, if we should split the set P i , where we assume for simplicity first that β k = 0 for k ∈ P i . As a mental image, we imagine the elements in P i as balls. They are connected as defined by the edges in G with strings, which have tensile strength λ 2 w kl . On each ball, we now apply a force of ∂h/∂β k + λ 1 w k sign(β k ) for k ∈ P i , where the sign determines if the force is applied upwards or downwards. The question we want to answer is if some of the strings will break and if they break, which of the balls will still be connected to each other. If the balls break apart into separate groups, then we should also split P i into the corresponding groups.
We can specify this mental image in the form of a maximum flow problem. For this restrict graph G to the set P i and add a source node s (pulling upwards) and a sink node r (pulling downwards). Our new graph is then
For the edges, we define
such that we keep all the edges in G that lie in P i and add an edge to the source if we pull upwards on the coefficient and an edge to the sink if we pull downwards. For the maximum flow problem to be complete, we now only have to specify the capacities on each of the nodes. These correspond to the tensile strength of the cables in our little mental image for edges between nodes in P i or the strength at which we pull on a node for edges to either the source or the sink. More specifically, let c kl be the capacity between nodes k and l. Then
and
For this graph G M i we find the maximum possible flows and then look at the residual graph G R i . In our mental image, the maximum flow corresponds to the maximum force we can exert before some strings start breaking. If some edges from the source still have residual capacity, this means that we could pull harder upwards, therefore breaking off some nodes -exactly the ones that are still connected to the source in the residual graph. The same is true for available residual capacity to the sink. Therefore we define
These sets are not necessarily connected, in which case we separate them into their connected components. These are then the new fused sets, based on which we define the fused matrices and vectors and run the component-wise algorithm.
For the sets P i for which β k = 0 for k ∈ P i , things are just a little more complicated, as we also have to overcome the λ 1 -penalty. This means that we have to define two flow graphs, one for trying to get β k to be positive, one for making β k negative. The first graph is G M i+ , which is defined analogous to G M i above, except that instead of ∂h/∂β k + λ 1 w k sign(β k ) we use ∂h/∂β k + λ 1 w k , i.e. assume that sign(β k ) = 1. Correspondingly, we also define G M i− using ∂h/∂β k − λ 1 w k , i.e. under the assumption that sign(β k ) = −1. With G M i+ and the correspond residual graph G R i+ , we can now determine if we can break of a set that will become positive and using G R i− if a set can become negative. These are then defined as
This now specifies how to generate the fused sets F using β and P. In the next section, we will now present the complete algorithm and a proof that it converges to the global optimum can be found in the appendix.
The complete algorithm
We now have specified everything that we need in order to run the algorithm. We know how to define the sets P and F as well as given the grouping of the coefficients how to calculateX,ỹ,w andG in order to apply the component-wise algorithm tõ g = g(X,ỹ,β,w,G, λ). Then, given the solution of the component-wise run, we specify a new grouping. We repeat these steps until convergence.
As the application of the maximum flow algorithm is relatively expensive, we add one more rule in order to apply it as little as possible.
Fuse sets First, we do not check any sets if they have to broken up and just set
Run the component-wise algorithm.
Split active sets If we previously used the Fuse sets rule and β did not change, then check sets P i with β k = 0 for k ∈ P i if they should be split up. Run the component-wise algorithm.
Split inactive sets If we previously used the Split active sets rule and β did not change, then check all sets with β k = 0 for k ∈ P i . Run the component-wise algorithm.
Using this we can avoid to calculate maximum flows until we have exhausted the much easier and computationally cheaper fusion of sets. The complete procedure is given in more detail in Algorithm 2. Now we can prove that this algorithm is guaranteed to converge to the global optimum.
Theorem 2. Assume we want to minimize expression 1. Then Algorithm 2 is guaranteed to converge to the global optimum.
The proof of this theorem can be found in the appendix.
Alternative algorithm using Huber penalty
The algorithm presented above relies for convergence on solving maximum-flow problems. When these are very large, they can become the bottleneck of the computation and slow it down. Therefore, we propose a second algorithm that works without any maximum-flow computations at the price of only yielding approximate solutions.
Algorithm 2: Coordinate-wise optimization algorithm for the Fused Lasso with grouping step.
Data: y, X, β 0 Result: β optimizing g(X, y, β, w, G, λ) β := β 0 ; F i := {i} i = 1, . . . , p; repeat Based on F i ; i = 1, . . . , |F | calculateβ,X,ỹ,w andG; Apply naive coordinate-wise tog = g(X,ỹ,β,w,G, λ) Determine the new sets F i as described above according to Fuse sets, Split active sets and Split inactive sets rule; until F i ; i = 1, . . . , |F | did not change;
The main part of the algorithm stays the same. We only replace the Split active sets and Split inactive sets rule presented in Section 2.4 by an application of the same problem using a Huber penalty with some M > 0, defined as
otherwise instead of an L 1 penalty on the differences of coefficients. It is easy to verify that p M (x) is continuous and differentiable everywhere and that p M (x) → |X| as M → ∞. The loss function that we aim to optimize then is
As for g M the penalty on differences β k − β k is now differentiable everywhere, it can be shown that a naive coordinate-wise optimization algorithm converges to a global optimum (see Tseng 2001) and that for M → ∞, this global optimum converges to the global optimum of the Fused Lasso problem in Equation (1). However, we will not use the approximation as given above directly to solve our problem. The reason is that the convergence using the approximation in Equation (2) can be very slow when using a coordinate-wise algorithm. However, as it is differentiable everywhere, the coordinatewise algorithm cannot get stuck. Therefore, we will use this approximation if the naive algorithm presented in Section 1 gets stuck in a coordinate-wise optimum that is not the global optimum.
To be more precise, for our algorithm we first use the naive coordinate-wise version presented in Algorithm 1. After each convergence, we fuse all coefficients that are equal to each other and connected (i.e. the fused sets are just P as defined in Section 2.3) and reapply the naive coordinate-wise procedure until nothing changes anymore. At this point, we may be stuck at a coordinate-wise minimum that is not the global optimum. In order to get "unstuck", we apply the naive coordinate-wise procedure to the loss function with Huber penalty g M for some value of M for a number of iterations K. The precise value of M is not very important and we set it to 1000. As we already mentioned above, convergence of g M can take very long so that we stop it after K iterations (we set K=100), as this is usually sufficient to become "unstuck". We iterate this procedure until β has not changed more than ε > 0 according to some metric (e.g. L 1 ) since the last application of the huberized loss function g M .
The algorithm as presented above is not guaranteed to converge, however as we will see in the simulations section, it usually comes very close to the global optimum. The complete description can be seen in Algorithm 3.
Algorithm 3: Coordinate-wise optimization algorithm for the Fused Lasso employing Huber penalty.
Data: y, X, β 0 Result: β optimizing g(X, y, β, w, G, λ) β := β 0 ; β save := β 0 ;
Apply naive coordinate-wise alg. tog = g(X,ỹ,β,w,G, λ); Set F = P; if F did not change then Apply naive coordinate-wise alg. for at most K steps to g M (X, y, β, w, G, λ); Set β save := β ; end until ||β − β save || 1 < ε;
All of these algorithms are not restricted to using squared error loss and therefore we will quickly discuss some extensions to logistic regression aw well as the Cox proportional hazards model.
Extensions to logistic regression and the Cox proportional hazards model
Of course, the Fused Lasso model is not restricted to squared error loss. Just as with the Lasso or the elastic net, we can apply the same mechanism also to generalized linear models. By using iteratively reweighted least squares (IRWLS), we can then leverage our algorithm for solving the Fused Lasso with squared error loss to generalized linear models. Here, we will briefly describe the implementation for logistic regression (see also Friedman et al. 2010 ) and the Cox proportional hazards model.
Logistic regression
In the setting of a binary response variable Y (with values 0 and 1), logistic regression can be used. Here, the conditional probability of success conditioned on predictor vector
x is usually expressed as
together with the Fused Lasso penalties, the function that we want to minimize is
In order to do this, we iteratively apply a quadratic approximation to the log-likelihood − n i=1 log(P (Y = y i |x i )) at the current estimates in step m, β (m) . The exact details of this derivation can be looked up in many textbooks on generalized linear models (see e.g. Nelder and McCullagh 1989 ) and therefore we omit them here. The resulting quadratic approximation has then the form
where the working response z and the weights v are given by
Cox proportional hazards model
Another important regression model that is often used in many applications is the Cox proportional hazards model. For simplicity, we assume that there are no ties between the event times t i . Then the partial likelihood function is given by
where t k are the event times, δ k = 0 if the observation is censored and δ k = 1 otherwise, and R(t k ) = {l : t l ≥ t k } are the sets of individuals at risk at time t k .
As in the case of the Logistic regression model, we also want to approximate the Cox model by a quadratic function around the current estimate of β (m) . If we let
The exact form of d and Q is easy to evaluate and can be found in many standard textbooks (see e.g. Hastie and Tibshirani 1990 ). Specifically they are
The main problem is that W is not a diagonal matrix, which greatly increases the computational complexity of the calculation. Hastie and Tibshirani (1990) suggest to just use the diagonal of matrix W for the computations, which we will do. However,as we are not optimizing the step size of the algorithm, this approach may lead to convergence problems, especially in the case of highly correlated predictors. As an ad-hoc solution to this problem, we use an additional diagonal matrix D such that our approximate HessianQ is thenQ
where D is chosen such that Diag(Q) = Diag(Q). While we do not have a rigorous theoretical justification, we found that in practice this gave good convergence of the algorithm, while only requiring the computation of the diagonal of Q, which is computationally still feasible.
Simulations
In this section, we want to demonstrate the speed of our new algorithm. For this, we will simulate data and compare the speed of the naive, the maximum-flow based and the Huber penalty based Fused Lasso algorithms to other methods discussed below. Additionally, as the naive and Huber penalty based methods are only approximate, we will also evaluate their performance in terms of accuracy with respect to the exact Fused Lasso solution.
Methods used
To the best of our knowledge, there is currently no specialized software available that solves the Fused Lasso for general matrices X and general graphs G. Therefore we will use the CVX, a package for specifying and solving convex programs in Matlab (Grant and Boyd 2010; 2008) . It is very versatile and is in our opinion the type of off-the shelf software that would be used to solve the Fused Lasso in absence of other specialized software. As the current algorithm is an extension of a coordinate-wise algorithm, we will also compare the speed of our method to an implementation of this approach, namely the package glmnet from Friedman et al. (2007) . The glmnet package implements a coordinate-wise descent algorithm to solve the elastic net, a combination of the lasso and ridge regression (see Zou and Hastie 2005) . It minimizes the loss functions
Due to the simpler structure of the loss function that is being optimized and the therefore simpler algorithm, we expect the glmnet package to be faster than our implementation.
Continuous response data example
For the simulation we have to generate a predictor matrix X and a vector of true coefficients β.
Here we distinguish if we want to generate data for simulations for a one-or a two-dimensional graph.
One-dimensional data For the predictor matrix, all observations are being generated independently of each other. Let p be the number of columns in the predictor matrix. In order to give the matrix some structure, we set the matrix to a value different from 0 for some intervals before adding Gaussian noise to it. For observation i let n i ∼ Poisson( √ p/2) be the number of such intervals, which have length
starting position s ij ∼ U(2 − l ij , p) and value v ij ∼ U({−3, −2, −1, 0, 1, 2, 3}), all independent for i = 1, . . . , n; j = 1, . . . , n i . For this we then set
. . , n; j = 1, . . . , n i where γ ik ∼ N(0, 1) i.i.d. and in case of multiple assignment the one with the highest index j takes precedence. For the vector of coefficients, we choose such that β is 0 except for a sequence of length 100 in the middle.
Our response is then as usual
where ε i ∼ N(0, σ) for σ = 10.
Two-dimensional data
We generate the two-dimensional data in a similar way. For ease of notation, we assume that the predictor matrix is a 3-dimensional array (and cast it back into a 2-dimensional matrix when we specify y). Here let X ∈ R n×p 2 and for observation i we have n i ∼ Pois( √ p) again the number of boxes. The boxes have a random length on both axis which is drawn from l
ij ∼ Pois( √ p) and a uniform starting position on the axis using s
ij , p) and s
ij , p). The value of the box we again draw from v ij ∼ U({−3, −2, −1, 0, 1, 2, 3}) where all these random variables are all independent for i = 1, . . . , n; j = 1, . . . , n i . Using all this we set
(1,2) ij − 1; i = 1, . . . , n; j = 1, . . . , n i where again γ ik (1) k (2) ∼ N(0, 1) i.i.d. and highest index j takes precedence. We also interpret the vector of coefficients β as two-dimensional and pick a square in the middle of length 10, i.e.
and the response is as before
Speed
We now want to compare the speed of the algorithm and its approximations with CVX and glmnet. In this comparison, it is important to note that glmnet solves a simpler problem than the Fused Lasso, but we include it as a faster benchmark. Here, we run the algorithm for 20 values of λ 2 that span the relevant range from [λ max 2 /10000, λ , guaranteeing that we cover the entire relevant range of values. In all these algorithms, we stop the computation when more than 2 · n elements of β are non-zero as these results would be considered especially unreliable and computation can become very slow with very many active variables.
The results can be seen in Tables 1 and 2 . Any version of the Fused Lasso algorithm is orders of magnitude faster than the results of the CVX package, thereby making it possible to run the Fused Lasso for larger problems. Also, as expected, the glmnet package is faster than any of the Fused Lasso methods. This is easily explained as the underlying mathematical problem that the glmnet procedure solves is considerably simpler than the Fused Lasso model. As discussed before, we included it as a faster benchmark. For the different Fused Lasso procedures we can see that naive implementation is up to an order of magnitude faster than the exact procedure that is based on the maximum-flow algorithms. However, as we will see later the accuracy of the naive method can be quite poor. The Huber penalty based approach is usually as fast as the maximum-likelihood based method, but has speed advantages in cases where p >> n. This can also be seen in Table 3 .
Accuracy
In Section 2 we already mentioned that the naive algorithm as well as the Huber penalty based version are not guaranteed to converge to the global optimum. Therefore, we want to assess how far away from the global optimum, that we get with the exact maximum-flow based algorithm, the solutions are. As the solutions and therefore also the error are dependent on the choice of the penalty parameter, we report the worst-case scenario over the whole grid of λ 1 and λ 2 values. If we letβ exact (λ 1 , λ 2 ),β Table 3 : Speed of the algorithms for continuous data with one-and two-dimensional graph for large number of variables in seconds.
Param. Table 4 : Accuracy of the algorithms for continuous data with one-dimensional graph. Accuracy is measured as ||·|| 1 /p, root mean-squared error (RMSE) and ||·|| ∞ , where for each of these measures, the worst result over all λ 1 , λ 2 combinations is being reported and averaged over the 10 simulations.
andβ naive (λ 1 , λ 2 ) be the solution for penalty parameters (λ 1 , λ 2 ) for the maximum-flow algorithm (exact solution), Huber penalty approach and naive algorithm respectively, then we define the reported accuracy as
and max
for the error functions
The accuracies for the one-dimensional and two-dimensional simulations can be seen in Tables 4 and 5 . As we can see there, the accuracy of the Huber penalty based approach is in general very good, showing small errors for || · || 1 /p and the RMSE. Looking at || · || ∞ , we can see that even for every single component, errors are usually below 0.1 (the non-zero elements in the true β-vector are set to 1). Overall, the Huber penalty based approximation gives a good performance, while the error for the naive approach is usually an order of magnitude larger and in some cases very high (see || · || ∞ -measure).
Param. Table 5 : Accuracy of the algorithms for continuous data with two-dimensional graph. Accuracy is measured as ||·|| 1 /p, root mean-squared error (RMSE) and ||·|| ∞ , where for each of these measures, the worst result over all λ 1 , λ 2 combinations is being reported and averaged over the 10 simulations.
Discussion
In this article we have presented two novel algorithms based on coordinate-wise optimization that solve the Fused Lasso, both of which are considerably faster than currently available methods. For the maximum-flow based approach we have proven that it is guaranteed to converge to the global optimum, however, for problems with large numbers of variables this can be slow due to the complexity of maximum-flow algorithms. In order to remedy this problem, we also introduced a Huber penalty based procedure that does not rely on maximum-flow problems and shows better performance for situations with p ≫ n.
Apart from this we also extended the Fused Lasso to allow for more general penalty structures by using arbitrary undirected graphs and weights as well as more response types by implementing logistic regression as well as the Cox proportional hazards model. An implementation of this algorithm will be provided in the R package FusedLasso that will be available on CRAN.
A A brief introduction to subgradients
In convex optimization, often some of the functions in a problem are not differentiable everywhere. In this case, instead of a regular gradient, we can use a subgradient. The following introduction is mostly taken from Bertsekas (1999) . As a starting point, we first want to define what a subgradient is and then describe a condition that guarantees that a convex function has a minimum at a point x. Afterwards, we will derive the relevant subgradient expressions that are being used in this article.
Definition 2. Given a convex function f :
If instead f is a concave function, we say that d is a subgradient of f if −d is a subgradient of −f at x. The set of all subgradients of a convex function f at x ∈ R n is called the sub-differential of f at x, and is denoted by ∂f (x).
For subgradients, some basic properties similar to regular gradients hold and the proof to the following Proposition can be found in Bertsekas (1999) on pp. 712-716.
B Proof of Theorem 1
Before we start with the main proof, we show the following lemma, where we guarantee that the step size of each coordinate-move in the naive coordinate-wise algorithm has to converge to 0. Lemma 1. Assume that in the coordinate-wise algorithm we are starting at point β and are optimizing coordinate k 0 . Letβ be the new estimate after the optimization of coordinate k 0 , i.e. β k =β k for all k = k 0 . Then there exists a constant a such that
The value of a is independent of k 0 and the starting point β. Here, we have suppressed the dependence of g on other variables in the model for notational convenience.
Proof. If we just consider function g(β) as a function of β k 0 , then it has the form
The function q is differentiable everywhere except at point c i and has the derivative
which is clearly a piecewise linear function with slope 2a k 0 and jumps for β k 0 = c i with height 2d i > 0. For the minimumβ k 0 we therefore know that
and as all jumps are positive it holds
However, from this it immediately follows that
This claim still holds if instead of a k 0 we use a = min k a k . As g(β k 0 ) = q(β k 0 ) by construction, the claim follows.
We now go on to prove Theorem 1. The proof closely follows parts of the proof of Tseng (2001; Theorem 4.1).
Proof. Assume that our algorithm starts at β (0) and let β r be the r-th step of the component-wise algorithm. Note that B = {β|g(β) ≤ g(β (0) )} is a compact set and as each coordinate-wise step only decreases g, it follows that β r ∈ B for all r. Now let r ∈ R be a converging subsequence with
For each j ∈ {1, . . . , p}, consider the subsequence β r+j for r ∈ R. As g is continuous and g(β r ) is monotonically decreasing, we get
exist. This, together with Lemma 1 then also implies that β r+j − β r+j+1 → 0 and thus lim r→∞ β r+j = δ so that the limit of the sequence that is shifted by j also exists and is equal to the limit of the unshifted sequence. Now we want to show that then, δ is coordinate-wise minimum w.r.t. g. Let e k be the vector that is 1 at position k and 0 otherwise. Furthermore let k(r) = (r − 1 mod p) + 1 be the coordinate index that is being optimized in step r. Then we know that g(β r+j + λe k(r+j) ) ≥ g(β r+j ) ∀λ, ∀j ∈ {1, . . . , p}.
By using the subsequence that always moves coordinate k and going to the limit we then have
which holds for every k ∈ {1, . . . , p}. Therefore, δ is guaranteed to be a coordinate-wise optimum. Our proof as it is shown here works for an algorithm that always moves every coordinate and does not leave any out. However, in Algorithm 1, we included an active set A. It can easily be seen that this is not a problem. Our proof works as it is for all coefficients that are included in A. Furthermore, A always adds coefficients, for which it is not optimal to remain at 0 but never excludes any. Therefore, after a finite number of steps in the outer iteration, all variables that are non-zero at their optimum are included. This concludes our theorem.
C Proof of Theorem 2
Before we go to the main proof, we have to show a few lemmata:
Lemma 2. Let β have associated partition P and transformed problemg, for which β is coordinate-wise optimal. Also, let F be the corresponding fused sets. Assume that β k = 0 for all k ∈ P i for some i and P i = F i , i.e., the set P i cannot be split (according to the "Split inactive set" rule). Then there exist s k ∈ [−1, 1] and t kl ∈ [−1, 1] for k, l ∈ P i for which
where
Proof. In order to show this, assume that such s k and t kl do not exist. Now look at the Fused Lasso problem and by optimality we know that the t kl ∈ [−1, 1] with t kl = sign(s k − s l ) for s k = s l . By our assumption it follows that there exists a k ∈ P i with s where we used that t kl = 1 for all k ∈ S, l ∈ S. In this equation, on the left hand side we have the sum over all capacities coming out of the source into S in G M i+ . On the right hand side, we have the sum over all edges from S into P i \S, which by the max-flow-min-cut theorem in graph theory is the maximal flow possible in the graph coming out of nodes S. This implies, that the source is connected to at least one node in S in G R i+ , implying that F i = P i . However this is a contradiction and therefore the claim holds.
We also need the following lemma that characterizes β where the associated partition P can be split and those where it cannot.
Lemma 3. Assume that β (m) has partition P and associated transformedβ (m) and target functiong. Also assume thatβ (m) is coordinate-wise optimal w.r.tg. Furthermore, let F be the fused sets associated with P and β (m) . Then, the following statements hold (a) If F = P, then β (m+1) = β (m) .
(b) β (m) is the global optimum iff P = F.
for all k. Here, it has to hold that s k = sign(β k ) if β k = 0 and s k ∈ [−1, 1] for β k = 0. Similarly, t kl = sign(β k − β l ) for β k = β l and t kl ∈ [−1, 1] for β k = β l . As specified before in Section 2.3, the sums over the t kl can be divided into the t kl within sets P i and those between. Then Equation (4) is ∂h/∂β k + λ 1 w k s k + λ 2 l∈P i :(k,l)∈E w kl t kl = 0.
First consider the case where β k = 0 for k ∈ P i . Here we have then that s k = sign(β k ). Then let f kl for k, l ∈ P i be the solution of graph G Lemma 5. Let β have partition P with associated transformed coefficientsβ and transformed problemg. Then there are only finitely many points β such thatβ is coordinatewise optimal w.r.t.g.
Proof.
First of all, we note that by the definition of P, it holds thatg is differentiable w.r.t.β i for allβ i = 0 and as they are coordinate-wise optimal, ∂g/∂β i = 0. Let N = {i :β i = 0}.
As the functiong is strictly convex in the variables N c = {1, . . . , |P|}\N at pointβ and thus, fixing all variables in N at 0,β is the global solution for N c and is unique. Therefore, for any fixed partition P and set N, there is at most oneβ that is coordinatewise optimal. As there are only finitely many P and N, the claim holds.
After all these lemmata, we now show Theorem 2.
Proof. First, we note that Lemma 4 guarantees that in a finite number of steps, we will be able to get to a coordinate-wise optimal point that cannot be moved anymore by only fusing sets. Furthermore, Lemma 5 guarantees that there are only finitely many such points. In Lemma 3, part (a) shows that if we are at such a point and we can split a set here, then we will move away (and never return as the coordinate-wise procedure always improves the loss function). On the other hand, part (b) shows that if we cannot split a set, then we are at the global optimum.
Overall, we see at worst, in a finite number of steps we can visit each such coordinatewise optimal and stable point, but will only visit each one at most once and only stop at the global optimum, which is trivially one of these coordinate-wise optimal and stable points.
Therefore, the algorithm converges to the global optimum in a finite number of steps.
