Analyzing sampling in stochastic optimization: Importance sampling and statistical inference by Yu, Yang
ANALYZING SAMPLING IN STOCHASTIC OPTIMIZATION:
IMPORTANCE SAMPLING AND STATISTICAL INFERENCE
Yang Yu
A dissertation submitted to the faculty of the University of North Carolina at Chapel Hill in
partial fulfillment of the requirements for the degree of Doctor of Philosophy in the














YANG YU: ANALYZING SAMPLING IN STOCHASTIC OPTIMIZATION:
IMPORTANCE SAMPLING AND STATISTICAL INFERENCE.
(Under the direction of Amarjit Budhiraja and Shu Lu.)
The objective function of a stochastic optimization problem usually involves an expec-
tation of random variables which cannot be calculated directly. When this is the case, a
common approach is to replace the expectation with a sample average approximation. How-
ever, sometimes there are difficulties in using such a sample average approximation to achieve
certain goals. This dissertation studies two specific problems.
In the first problem, we aim to solve a minimization problem whose objective function
is the probability of an undesired rare event. To accurately estimate this rare event proba-
bility by Monte Carlo simulation, an extremely large sample is required, which is expensive
to implement. An importance sampling scheme based on the theory of large deviations is
developed to efficiently reduce the sample size and thus reduce the computational cost. The
convergence of a sequence of approximation problems is also studied, through which a good
initial point to the minimization problem can be found. We also study the buffered proba-
bility of exceedance as an alternative risk measure instead of the ordinary probability. Under
conditions, the analogous minimization problem can be formulated into a convex problem.
In the second problem, we focus on a two-stage stochastic linear programming problem,
where the objective function has to be approximated by a sample average function with a
random sample of the corresponding random variables. However, such a sample average
function is not smooth enough to estimate the Hessian of the objective function which is
needed to calculate the confidence intervals for the true solution. To overcome this difficulty,
the sample average function is smoothed by its convolution with a kernel function. Methods
to compute confidence intervals for the true solution are then developed based on inference
methods for stochastic variational inequalities.
iii
ACKNOWLEDGMENTS
This is the last part I wrote in my dissertation and this is also the most difficult part.
There are many people who have earned my gratitude for their contribution to my life.
First and foremost I must thank my advisors Professors Amarjit Budhiraja and Shu Lu,
for supporting me during these past five years. This work would not have been possible
without their tremendous guidance and involvement. Under their guidance, I learned how
to accurately define a research problem and find a solution to it. I am also grateful to the
excellent examples they have set as successful researchers. Besides research, I also appreciate
the valuable advices from Professor Shu Lu on my teaching work and also my life.
I would like to thank the rest of my dissertation committee members Professors Quoc
Tran-Dinh, Mariana Olvera-Cravioto and Sayan Banerjee for taking the time out of their
busy schedule to read this dissertation and provide feedbacks. I am grateful to Professor
Quoc Tran-Dinh for his suggestions on my research and LaTeX tricks for making equations
better look. Also, I would like to thank Alison Kieber, Christine Keat and Samantha Radel
for taking care all the administrative work.
Next, I would like to give special thanks to Professors Daniel Ocone and Shadi Tahvildar-
Zadeh of the Mathematics Department at Rutgers University. It was Professor Daniel Ocone’s
class inspired my curiosity about stochastic calculus (although my research is not in this) and
made me think about applying for a Ph.D. program. As a student with Finance major, I was
far from being confident to start my application for a math related Ph.D. program. During
that time, Professor Shadi Tahvildar-Zadeh placed a lot of trust and confidence in my abilities
which encouraged me to click the submit button.
Thanks are also due to many friends that I met at Chapel Hill. To Ruoyu for answering
my trivial/nontrivial questions in all aspects and to his wife Ye for her humor and great
cooking skills. To Hao for sharing my joy and sorrow and adding sparkles to my life. To my
fellow students at the basement, in particular those in my office, thank you for all of your
iv
support.
Last but not the least, I would like to thank my family for all their love and encouragement.
For my parents Zhenan and Jing who supported me in all my pursuits both emotionally and
financially. I would never be able to pay back their love and the sacrifices they made in raising
me. And most of all for my supportive and patient husband Shuo. He is always dependable
and steady in the past nine years. I would not have made it here without him. Thanks also
go to my parents in-law Zhanquan and Yujie for their support and accepting me into the
family as one of their own.
Words would never say how grateful I am to all of you.
v
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Minimization of rare event probabilities . . . . . . . . . . . . . . . . . . . . . 1
1.2 Inference of two-stage stochastic linear programming problems . . . . . . . . 3
2 Minimization of a class of rare event probabilities . . . . . . . . . . . . . . 5
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Large deviation based importance sampling schemes . . . . . . . . . . . . . . 6
2.2.1 Basic importance sampling scheme . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Background on the theory of large deviations . . . . . . . . . . . . . . 7
2.3 Two importance sampling schemes . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.1 The exponential change of measure on variables Ui . . . . . . . . . . . 10
2.3.2 The exponential change of measure on variables Xi . . . . . . . . . . . 14
2.4 Convergence of approximate problems . . . . . . . . . . . . . . . . . . . . . . 25
2.5 Minimization of the buffered failure probability. . . . . . . . . . . . . . . . . . 32
2.6 Computational experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.6.1 Reformulation and solution of the limiting problem . . . . . . . . . . . 35
2.6.2 Implementing importance sampling in the gradient method . . . . . . 36
2.6.3 Computation on minimization of the buffered probability . . . . . . . 39
2.6.4 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
vi
3 Inference of two-stage stochastic linear programming . . . . . . . . . . . . 48
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3 Asymptotic behavior of the normal map solution . . . . . . . . . . . . . . . . 53
3.4 Estimation of LnorK and Σ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Confidence regions and confidence intervals . . . . . . . . . . . . . . . . . . . 71
3.5.1 Nonsingular covariance matrices . . . . . . . . . . . . . . . . . . . . . 71
3.5.2 Singular covariance matrices . . . . . . . . . . . . . . . . . . . . . . . 81
3.6 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.6.1 An R2 example with a nonsingular Σ0 . . . . . . . . . . . . . . . . . . 86
3.6.2 An R10 example with a nonsingular Σ0 . . . . . . . . . . . . . . . . . . 90
3.6.3 An R100 example with a nonsingular Σ0 . . . . . . . . . . . . . . . . . 91
3.6.4 An R2 example with a singular Σ0 . . . . . . . . . . . . . . . . . . . . 93
3.6.5 Coverage rates of confidence intervals/regions with perturbed covari-
ance matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
vii
LIST OF TABLES
2.1 Estimation of p(θ) using ordinary Monte Carlo simulation in Example 1 . . . 40
2.2 Estimation of p(θ) with the change of measure on Ui in Example 1 . . . . . . 40
2.3 Estimation of p(θ) with the change measure on Xi in Example 1 . . . . . . . 41
2.4 Lower and upper bounds of the decay rate with importance sampling scheme
in Section 2.3.2 for Example 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.5 Parameters in Example 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1 Coverage rates (%) of the 95% confidence region for z0 calculated with estima-
tors/true values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.2 Coverage rates (%) of the 95% individual confidence intervals for z0 with α1 =
α2 = 0.025, n = 2 and a nonsingular Σ0 . . . . . . . . . . . . . . . . . . . . . 88
3.3 Coverage rates (%) of the 95% individual confidence intervals for z0 calculated
with estimators/true values, α1 = α2 = 0.025 . . . . . . . . . . . . . . . . . . 89
3.4 Widths of the confidence intervals for (z0)1 with α1 = α2 = 0.025, n = 2 and
a nonsingular Σ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.5 Summary of O2fM,N (x̂N ) for different support radius with N = 500 . . . . . 90
3.6 Summary of O2fM,N (x̂N ) for different N with r = 0.02 . . . . . . . . . . . . . 90
3.7 Coverage rates (%) of the 95% confidence region for z0 with n = 10 and a
nonsingular Σ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.8 Coverage rates (%) of the 95% individual confidence intervals for z0 with α1 =
α2 = 0.025, n = 10 and a nonsingular Σ0 . . . . . . . . . . . . . . . . . . . . . 92
3.9 Coverage rates (%) of the 95% individual confidence intervals for z0 with α1 =
α2 = 0.025, n = 100 and a nonsingular Σ0 . . . . . . . . . . . . . . . . . . . . 93
3.10 Coverage rates (%) of 95% individual confidence intervals for z0 with n = 2
and a singular Σ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.11 Coverage rates (%) of 95% individual confidence intervals for x0 with n = 2
and a singular Σ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
viii
LIST OF FIGURES
2.1 Trajectories of objective values of (2.60) in the gradient method for Example
1 with ordinary Monte-Carlo simulation . . . . . . . . . . . . . . . . . . . . . 42
2.2 Trajectories of objective values of (2.60) in the gradient method for Example
1 with the IS scheme from Section 2.3.2 . . . . . . . . . . . . . . . . . . . . . 42
2.3 Objective values of (2.60) for the gradient method in Example 1 . . . . . . . 43
2.4 Objective values of (2.60) for the gradient method in Example 2 (h = 2) . . . 44
2.5 The contour map of gn close to the optimal solution in Example 2 (h = 2) . . 44
2.6 Objective values of (2.60) for the gradient method in Example 2 (h = 5) . . . 45
2.7 Objective values of (2.60) for the gradient method in Example 3 (n = 50) . . 46
2.8 Objective values of (2.58) for the gradient method in Example 3 (n = 50) . . 47
2.9 Probabilities and buffered probabilities corresponding to Figure 2.8 . . . . . . 47
2.10 Objective values of (2.60) for the gradient method in Example 3 (n = 100) . 47
2.11 Objective values of (2.58) for the gradient method in Example 3 (n = 100) . 47
3.1 A 95% confidence region for z0 with n = 2 and a nonsingular Σ0 . . . . . . . 87
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CHAPTER 1: Introduction
The sample average approximation (SAA) method is a basic approach to estimate the
expectation in the objective function of a stochastic optimization problem. However, some-
times there are difficulties in using such an SAA to achieve certain goals. In this dissertation,
we mainly focus on two specific problems. In the first problem, the sample average from the
Monte Carlo simulation is every inefficient in estimating the expectation. In the second prob-
lem, the SAA function is not as smooth as the expectation function and thus does not provide
enough information to compute confidence intervals of the solution. These two problems are
studied in Chapter 2 and Chapter 3 separately. Notations of Chapter 2 and Chapter 3 are
independent. In the remaining of this chapter, we give overviews of Chapter 2 and Chapter
3.
1.1 Minimization of rare event probabilities









G(Xi, θ) ∈ A
]
where Θ is a subset in Rd, G(x, θ) is a continuous function from Rh × Θ to Rm and Xi,
i = 1, . . . , n, are independent and identically distributed (i.i.d.) Rh-valued random variables.
In the rest of this section, we refer to the above problem as the original problem. For a
fixed θ, when the event 1n
∑n
i=1G(Xi, θ) ∈ A rarely happens, it is hard to approximate
the probability accurately by a sample average of indicator functions unless the sample size is
extremely large. The large deviation based importance sampling scheme is one of the variance
reduction methods that can be applied here to avoid an extremely large sample which is
expensive or even impossible to construct. We follow the idea in Dupuis and Wang [11, 12] to
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identify the appropriate Issacs equations whose subsolutions are used to construct importance
sampling schemes with the change of measure on the distribution of Xi. In Section 2.3, we
detailedly discuss how to construct such a scheme and prove the asymptotic results. In the
same section, the importance sampling scheme in [12] is also briefly summarized. Comparing
to the scheme in [12], the replacement measure of our scheme is more tractable and thus a
sample of realizations from the replacement measure is easy to generate. By implementing
such techniques, we can estimate the objective function accurately with a relatively small
sample. Another difficulty in solving such a minimization problem is to figure out an initial
point. In general, the objective function not need to be convex, if we start the minimization
algorithm from a randomly chosen initial point, the algorithm may terminate at a local
minimum far away from the global minimum. We handle this problem by studying the
convergence of a sequence of approximation problems to the original problem in Section 2.4.
These convergence results guarantee that we can use the solution of the limiting problem as
an initial point when solving a fixed approximation problem whose solution is close to the
solution of the original problem.
When the value of the function G(x, θ) is a scalar, the buffered probability of exceedance
can be used as an alternative measurement of risk instead of the ordinary probability. Some
related results in [5] are included in Section 2.5 which show that the importance sampling
schemes that are asymptotically efficient for the ordinary probability are also asymptotically
efficient for estimating the buffered probability of exceedance. Under certain conditions, the
buffered probability of exceedance is a convex function of the parameter θ thus finding a good
initial point is no longer a problem.
Section 2.6 contains results of numerical experiments. We compare the performance of the
two importance sampling schemes for a one-dimensional example and apply our importance
sampling scheme to two-dimensional and five-dimensional examples. We also give a five-
dimensional example with the buffered probability of exceedance as the objective function
and compare it with the ordinary probability problem.
2
1.2 Inference of two-stage stochastic linear programming problems
In the second part, we focus on a two-stage stochastic linear programming problem which




s.t. Ax = b, x ≥ 0,
(1.1)




s.t. V x+Wy = h, y ≥ 0.
(1.2)
Here ξ := (q, h, V,W ) are the input data of the second-stage problem and some or all of
the elements can be random. Our goal is to construct confidence intervals/regions for the
solution of (1.1). Since a two-stage stochastic programming problem can be written as a
stochastic variational inequality (SVI), a natural idea is to implement methods designed to
compute confidence intervals for an SVI solution, see [20, 21, 23, 24, 25]. In those methods,
an SVI is first written into a normal map formulation and the confidence intervals are based
on the asymptotic results of the normal map solution. We first review some background
knowledge about the normal map formulation, piecewise affine functions and the B-derivative
in Section 3.2. Then in Section 3.3, we define normal map solutions for problem (1.1) and
the corresponding SAA problem, and prove the required asymptotic results.
The difficulty in computing confidence intervals/regions is to estimate the Hessian of the
objective function in (1.1) at the solution. This is because a sample average approximation
of the objective function is piecewise linear when it is finite. Accordingly the Hessian of the
sample average function is zero when it exists. To deal with this difficulty, we smooth the
piecewise linear sample average function by a convolution with a kernel function. Justification
of this approach and implementation are included in Section 3.4.
In Section 3.5, we review the methods for computing confidence intervals/regions in [21,
23, 25] and check the conditions for these methods to work with the estimators from previous
sections. In Section 3.6 we provide results for simulated problems of different dimensions,
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and compare the coverage rates of the confidence intervals/regions for the same problem but
for kernel functions with different support radius.
4
CHAPTER 2: Minimization of a class of rare event probabilities
2.1 Introduction
We consider a stochastic optimization problem with the following setting. Let Θ be a
subset in Rd, G(x, θ) be a continuous function from Rh ×Θ to Rm and Xi, i = 1, . . . , n, are









G(Xi, θ) ∈ A
]
(2.1)
where A is a measurable subset of Rm. When the value of θ is considered as fixed, we define




i=1 Ui for simplicity. In many applications in
engineering, finance, and insurance, decisions need to be made to reduce the probability for
an undesirable event (such as system breakdown) to occur. Such an event is often the result
of the accumulative effects of a large number of individual events over a long period, which
we model as {Yn ∈ A}, with n being a fixed large number. And we refer to (2.1) as a fixed-n
problem.
The objective function in (2.1) is not convex in general and its values in many problems
of interest are extremely small and thus hard to estimate. These characteristics of the prob-
lem require us to address two main issues: estimating the objective function efficiently and
choosing the initial point wisely. The second difficulty can be handled by solving the limiting
problem which is defined in Section 2.4, while the first difficulty is solved by a importance
sampling scheme based on the large deviation theory.
Large deviation based importance sampling techniques were introduced in Siegmund [46]
to estimate the error probabilities of the sequential probability ratio test. Subsequent papers
exhibited the good performance of specific estimators developed by this technique, see [3, 7,
38]. However, such estimators can perform poorly as shown in Glasserman and Wang [16],
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if the necessary and sufficient conditions for effective variance reduction in [6, 39, 40] are
violated. Later papers then develop adaptive schemes to make this technique more generally
applicable. Among these papers, Dupuis and Wang’s works [11, 12] are most related to our
work. The paper [11] connects the problem of constructing asymptotically efficient adaptive
(feedback) importance sampling schemes with certain deterministic dynamic games. The
second paper [12] uses subsolutions to the Isaacs equations associated with such games to
construct flexible and simple dynamic importance sampling schemes that achieves asymptotic
efficiency. In both of these papers, the importance sampling scheme is based on exponential
twists of the laws of the summands Ui which can be non-standard and intractable and thus
computationally demanding. Our method is based on the exponential twists of distributions
of Xi which take a simpler form than those for Ui, so a sample form the replacement measure
of Xi is easy to generate especially when Xi are from the exponential family.
When Ui take values in R, the buffered probability of exceedance as an alternative risk
measure instead of the ordinary probability. The buffered probability of exceedance was
introduced in Rockafellar and Royset [35] and its mathematical and statistical properties
are studied in [26, 27]. When the function G and the Θ satisfy certain conditions, the
optimization problem with the buffered probability of exceedance as its objective function
is convex, thus the initial point can be arbitrary. The importance sampling schemes which
are asymptotically efficient for the ordinary probability are also asymptotically efficient for
estimating the buffered probability of exceedance as shown in [5].
2.2 Large deviation based importance sampling schemes
2.2.1 Basic importance sampling scheme
The probability in (2.1) can be written as E[1{Yn∈A}] where 1{y∈A} is the indicator function
that takes value one when y ∈ A and zero otherwise. For this section and Section 2.2.2,
suppose that Yn has density function p(y). Let Ȳn be a random variable with density function

























, Ȳ in ∼ Ȳn i.i.d.
to E[1{Yn∈A}] is ”more efficient” than a sample average of i.i.d. copies 1{Yn∈A}. The bound





















E[1{Yn∈A}] is the unknown value of interest, so the above inequality does not provide any
practical guidance in finding the best density function q. However, the theory of large devia-
tions describes the asymptotic behavior of E[1{Yn∈A}] based on which asymptotically efficient
importance sampling schemes can be developed.
2.2.2 Background on the theory of large deviations
In this section, we briefly introduce some fundamental results in the theory of large devia-
tions which describes the asymptotic behavior of the remote tails of a sequence of probability
distributions. The material of this section is mainly taken from [4].
Definition 2.1 (Rate function). A function I mapping Rm into [0,∞] is called a rate function
if for each M <∞ the level set {x : I(x) ≤M} is a compact subset of Rm.
Definition 2.2 (Large deviation principle (LDP)). Let {Yn} be a sequence of Rm-valued
random variables and let I be a rate function on Rm. We say that the sequence {Yn} satisfies
a large deviation principle with rate function I, if the following conditions are satisfied:
7





logP[Yn ∈ O] ≥ − inf
y∈O
I(x).





logP[Yn ∈ C] ≤ − inf
y∈C
I(x).
Roughly speaking, a large deviation principle gives the exponential decay rate of the
probabilities as P[Yn ∈ A] ≈ exp {−n infy∈A I(y)}. Suppose that the sequence of probabilities
{P[Yn ∈ A]} have a decay rate governed by a LDP, given as infy∈A I(y) = γ. Then, the















log (P[Yn ∈ A]) = 2γ.
An importance sampling scheme is said to be asymptotically efficient if the above inequality












The Cramér’s theorem and the Sanov’s theorem are two basic results in the large deviations
theory. Both of them concern the most basic setting of averages of i.i.d. random variables,
but from different point of views. The Cramér’s theorem gives the LDP for the empirical
mean of i.i.d. random variables, while the Sanov’s theorem considers the empirical measure.
Theorem 2.1 (Cramér’s theorem). Let {Un} be a sequence of i.i.d. Rm-valued random




i=1 Ui. Assume that
∫
e〈u,v〉ξ(du) <∞









Let P(Rm) be the space of all probability measures on Rm and let R(ν‖ξ) be the relative
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when ν is absolutely continuous with respect to ξ and ∞ otherwise.
Theorem 2.2 (Sanov’s theorem). Let {Un} be a sequence of i.i.d. Rm-valued random vari-







Then {Ln} satisfies the LDP on P(Rm) with rate function I(ν) = R(ν‖ξ).
2.3 Two importance sampling schemes
In this section, we consider the estimation of
E exp{−nF (Yn)} (2.4)
where F is a measurable function from Rm to R ∪ {+∞}. It is useful to note that if F takes
value zero on set A and infinity otherwise, then (2.4) is P[Yn ∈ A]. Let η be the distribution
of X1 and ξ be the distribution of U1. In this section, we first review the estimation methods
developed in [11, 12] that construct a dynamic change of measure on the distribution of Ui
in Section 2.3.1. In general, these methods are hard to implement, because for a general G,
the distribution of Ui may be rather complicated, so sampling from the exponential twists
of the distribution of Ui may become hard. In Section 2.3.2, we develop a dynamic change
of measure with respect to the distributions of Xi and provide an asymptotic bound on
the second moment for the resulting importance sampling estimator. In both schemes, the
new distribution is an exponential tilt of the original distribution, i.e., the Radon-Nikodym
derivative is an exponential function of a specific form. The parameters of the Radon-Nikodym
derivative are chosen based on the subsolutions of certain partial differentiable equations,
which arise in a large deviation analysis. The asymptotic bounds on the second moment are
9
also obtained using the large deviations theory.
First, we define the following functions which are useful when formulating the partial
differential equations in both approaches. For (a, α) ∈ Rh+m, we define





We then define functions H1 : Rh → R and H2 : Rm → R as
H1(a) = H(a, 0), a ∈ Rh (2.6)
and
H2(α) = H(0, α), α ∈ Rm. (2.7)
Note that H1 is the log-moment generating function of X1 and H2 is that of U1 = G(X1).
2.3.1 The exponential change of measure on variables Ui
We briefly review the approach in Dupuis and Wang [12]. Within this subsection, we
assume that H2(α) < ∞ for all α ∈ Rm. Let Ūn1 , . . . , Ūnn be the replacements of U1, . . . , Un
under the new measure whose (conditional) distributions have the following form
e〈α,u〉−H2(α)ξ(du).
Recall that ξ is the distribution of U1. If α is a constant, then (Ū
n
1 , . . . , Ū
n
n ) are i.i.d.. In
general, α can be a function of space and time and we will discuss the general case later in
this subsection. Based on Ūn1 , . . . , Ū
n






i . Then an












H2(α)−〈α,Ūni 〉 is the Radon-Nikodym derivative of the joint distribution of
(Ūn1 , . . . , Ū
n
n ) with respect to the joint distribution of (U1, . . . , Un). By considering the min-
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imization of the second moment of Zn and using the idea of dynamic programming, one is
led to a partial differential equation whose solutions lead to a good choice of α. That partial
differential equation is called the Isaacs equation and is given as following. Let L2 be the
Legendre transform of H2, defined as
L2(β) = sup
α∈Rm
[〈α, β〉 −H2(α)], β ∈ Rm.
Define function H2 : R3m → R ∪∞ as
H2(s;α, β) = 〈s, β〉+ L2(β) + 〈α, β〉 −H2(α).
The Isaacs equation is given as




H2(DW (y, t);α, β) = 0 (2.8)
where W : Rm × [0, 1]→ R is a continuously differentiable function, Wt(y, t) is its derivative
w.r.t. t, and DW (y, t) is its derivative w.r.t. y. It turns out that a good subsolution to the
Isaacs equation is often sufficient for constructing a good importance sampling scheme. In
[12], they introduce a notion of generalized subsolution/control, which is very convenient for
constructing importance sampling schemes.
Definition 2.3 (Generalized subsolution/control). Given K ∈ N, consider function W̄ :
Rm × [0, 1] → R, ρk : Rm × [0, 1] → R, ᾱk : Rm × [0, 1] → Rm, 1 ≤ k ≤ K, such that the
following properties hold. For all (y, t) ∈ Rm × [0, 1], {ρk} satisfies ρk ≥ 0 and
K∑
k=1
ρk(y, t) = 1.










For each k = 1, . . . ,K,
rk(y, t) + inf
β
H(sk(y, t); ᾱk(y, t), β) ≥ 0. (2.9)
The functions (rk, sk, ρk, ᾱk) are uniformly bounded and Lipschitz continuous. The collection
(W̄ , ρk, ᾱk) is called a generalized subsolution/control to the Isaacs equation (2.8).
In the above definition, the constant α in defining the exponential twist is replaced by
a collection of functions {ᾱk}k=1,...,K . With a generalized subsolution/control (W̄ , ρk, ᾱk), a







Since the parameter of the Radon-Nikodym derivative is replaced by a set of functions, there
can exist dependency between Ūnj+1 and all the Ū
n
j with l ≤ j and randomization in choice of
k ∈ {1, . . . ,K}. Now we introduce a randomized implementation of the importance sampling
scheme based on (W̄ , ρk, ᾱk). At time j, we first generate a multinomial random variable I




j ,j/n),u〉−H2(ᾱI(Ȳ nj ,j/n))ξ(du). (2.11)














〈ᾱk(Ȳ nj ,j/n),Ūnj 〉−H2(ᾱk(Ȳ nj ,j/n))
]−1
.
When the terminal condition W̄ (y, 1) ≤ 2F (y) is satisfied for all y ∈ Rm, [12, Theorem 8.1]





logE[(Zn)2] ≥ W̄ (0, 0). (2.12)
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logE exp{−nF (Yn)}. (2.13)
The Jensen’s inequality implies that − 1n logE[(Z
n)2] is bounded by









The corresponding importance sampling scheme is asymptotically efficient if W̄ (0, 0) is equal
to the optimal decay rate 2γ.
In general, the distribution of Ui = G(Xi) may not take a simple form. Then for each
j, constructing a realization of Ūnj is expensive. We use a simple example to illustrate this.
Suppose K = 1 and m = 2. At step j + 1, Ūnj+1 follows the distribution
e〈ᾱ(Ȳ
n
j ,j/n),y〉−H2(ᾱ(Ȳ nj ,j/n))ξ(dy).
































might involve numerical integrations.
When there is no closed form for those cumulative distribution functions, to generate a re-
alization of Ūnj+1, first we generate two independent realizations e1 and e2 from the uniform
distribution on [0, 1]. A realization u1 of Ū
n(1)
j+1 and a realization u2 of Ū
n(2)
j+1 are the solutions












(u1, u2) = e2.
Numerically solving the above equations requires carrying out numerical integrations many
times. Thus, implementation of this importance sampling scheme is not always practical.
13
2.3.2 The exponential change of measure on variables Xi
Motivated by the difficulty discussed above, we consider an importance sampling scheme
by the change of measure on Rh-valued random variables Xi, whose distribution is denoted
as η.
In this subsection, we assume that H(a, α) < ∞ for all (a, α) ∈ Rh+m, and let L be the
Legendre transformation of H:
L(b, β) = sup
(a,α)∈Rh+m
(
〈a, b〉+ 〈α, β〉 −H(a, α)
)
, (b, β) ∈ Rh+m. (2.14)
Then L has the following representation by [10, Lemma 6.2.3]:












where P(Rh) denotes the space of all probability measures on Rh and R(µ‖η) is the relative
entropy of the probability measure µ with respect to η.
In this importance sampling scheme, X1, . . . , Xn are replaced by the random variables
X̄1, . . . , X̄n which follow the distribution ηa defined as
ηa(dx) = e
〈a,x〉−H1(a)η(dx), (2.16)
where a ∈ Rh.
In general, the constant a can also be chosen adaptively as a function of the spatial and
time positions. Define that function as ā : Rm× [0, 1]→ Rh. Let Ȳ n0 = X̄n0 = 0. At step j+1,
the random variable X̄nj+1 follows the distribution ηā(Ȳ nj ,j/n)
. Recursively define Ȳ nj+1 as





Then an unbiased estimator of E exp{−nF (Yn)} is







j ,j/n))−〈ā(Ȳ nj ,j/n),X̄nj+1〉. (2.17)
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The main advantage of this scheme compared to the scheme in Section 2.3.1 is that the
function G does not affect the form of the new measure. Thus, random variables following
ηā(Ȳ nj ,j/n)
can be easily simulated even if the function G is complex. For example, if η is
a multivariate normal distribution with covariance matrix Σ, ηā is also multivariate normal
with the same covariance matrix Σ, but its mean is shifted by Σā.






If we can construct a lower bound for lim infn→∞− 1n logE(Z
n)2 and push this lower bound
close to 2γ by choosing a good function ā, then this importance sampling scheme is nearly
asymptotic efficient. To find such a lower bound, we follow the process as in [12] to an Issacs
equation associated with minimizing the second moment of Zn.
For each i = 0, . . . , n− 1 and each y ∈ Rm, we set Ȳ ni = y and define a quantity V n(y, i)
as
V n(y, i) = inf
ā
E




j ,j/n))−〈ā(Ȳ nj ,j/n),X̄nj+1〉
2 (2.18)




i+1, . . . , Ȳ
n
n ,
and the minimization is taken over all the possible function ā. We also define V n(y, n) =
exp{−2nF (y)}. Note that V n(0, 0) is the minimum second moment of Zn that can be achieved
by this importance sampling scheme. V n(y, i) can be written in the following form with the




i+1, . . . , Y
n
n
V n(y, i) = inf
ā
E



























eH1(a)−〈a,x〉V n(y +G(x)/n, i+ 1)η(dx)
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G(x)/n, i + 1)η(dx), the minimization only optimizes the function ā at point (y, i/n) which
is equivalent to minimizing a constant a over Rh. Next, define Wn(y, i) = − 1n log V
n(y, i) for
each y ∈ Rm and i = 0, · · · , n. For i < n we can write Wn(y, i) as
Wn(y, i) = − 1
n


















From the Donsker-Varadhan relative entropy formula (see e.g. [10, Proposition 1.4.2], [12,






















Let W : Rm × [0, 1]→ R be a continuous function such that Wn(y, i) = W (y, i/n). Applying
the Taylor expansion on W (y +G(x)/n, (i+ 1)/n), we have
∫
Rh
W (y +G(x)/n, i+ 1)ν(dx)







〈DW (y, i/n), G(x)〉ν(dx),
where Wt and DW are the derivatives of W with respect to t and y respectively. We can









〈a, x〉µ(dx) +Wt(y, t) +
∫
Rh









[L(b, β)−H1(a) + 〈a, b〉+Wt(y, t) + 〈DW (y, t), β〉] = 0.
We define H : R2m+2h → R ∪ {∞} as
H(s, a, b, β) = 〈a, b〉+ 〈s, β〉+ L(b, β)−H1(a), s, β ∈ Rm, a, b ∈ Rh, (2.20)
and obtain the following Issacs equation




H(DW (y, t), a, b, β) = 0, (2.21)
with the terminal condition W (y, 1) = 2F (y).
Based on the Issacs equation, a generalized subsolution/control (W̄ , ρk, āk) to (2.21) can
be defined according to Definition 2.3 except that (2.9) is replaced by
rk(y, t) + inf
(b,β)∈Rh+m
H(sk(y, t); āk(y, t), b, β) ≥ 0. (2.22)
For the special case in which K = 1 and ρ1 = 1, we abbreviate the notation (W̄ , ρk, āk) as
(W̄ , ā) and call it a subsolution/control pair.
Through the same procedure of a dynamic change of measure based on (W̄ , ρk, āk) as in
Section 2.3.1, an unbiased estimator of E exp{−nF (Yn)} can be constructed as follows. Let








i ). At time j, we first generate a multinomial random




j ,j/n),x〉−H1(āI(Ȳ nj ,j/n))η(dx). (2.23)
Finally, we define















which is the unbiased estimator under this importance sampling scheme.
Theorem 2.3 below is an analogue of [12, Theorem 8.1] that shows a lower bound of
lim infn→∞− 1n logE[(Z
n)2]. The proof of Theorem 2.3 relies on the following two lemmas
which are adapted from Lemma A.2 and Lemma A.3 in [12], so the proofs are omitted.
Lemma 2.1. Assume that H(a, α) < ∞ for all (a, α) ∈ Rh+m, and that (W̄ , ρk, āk) is a
generalized subsolution/control to (2.21). Let {ν̄n} be a subsequence for which Jn(ν̄n) is























 = 0, (2.26)






















Lemma 2.2. Assume that H(a, α) < ∞ for all (a, α) ∈ Rh+m, and that (W̄ , ρk, āk) is
a generalized subsolution/control to (2.21). Let {ν̄n} be a subsequence for which Jn(ν̄n)
is uniformly bounded from above. Suppose that (Ỹ n, νn) → (Ỹ , ν) in distribution. Then







Theorem 2.3. Assume that H(a, α) <∞ for all (a, α) ∈ Rh+m, that (W̄ , ρk, āk) is a gener-
alized subsolution/control to (2.21) and satisfies the terminal condition W̄ (y, 1) ≤ 2F (y) for
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logE[(Zn)2] ≥ W̄ (0, 0).
Proof. The proof is adapted from [12]. For 1 ∈ k ∈ K, j = 0, · · · , n − 1 and y ∈ Rm, define
ρnk,j(y) = ρk(y, j/n) and ā
n
k,j(y) = āk(y, j/n). The second moment of Z
n in the original
measure is
V n = E(Zn)2 = E






















G(Xi), j = 1, · · · , n.
Define B(y)
.
= W̄ (y, 1) and by assumption we have B(y) ≤ 2F (y). Define
Ṽ n = E











〈ānk,j(Y nj ), Xj+1〉 −H1(ānk,j(Y nj ))
))
and W̃n = − 1n log Ṽ
n. V n is bounded from above by Ṽ n due to the convexity of ex and the
assumption B(Y nn ) ≤ 2F (Y nn ). Hence, it suffices to show lim inf W̃n ≥ W̄ (0, 0).
By the definition of generalized solutions, ρk and āk are uniformly bounded, which implies
the Lipschitz continuity of W̄ . By assumption, H1 is finite everywhere; since it is convex,
it is continuous and bounded on any compact set. With these properties, we can apply [12,

























n is the n-fold product measure of η, (X̃n1 , · · · , X̃nn ) follows the distribution ν̄n, Ẽ
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refers to the expectation with respect to (X̃n1 , · · · , X̃nn ), and







G(X̃ni ), j = 1, · · · , n.


















where νni can depend, in any measurable way, on {X̃j , 0 ≤ j ≤ i} and νni gives the conditional
distribution of X̃i+1 given (X̃
n

















Then W̃n = inf ν̄n∈P(Rnh) J
n(ν̄n). So it suffices to prove
lim inf Jn(ν̄n) ≥ W̄ (0, 0) (2.31)
for any sequence {ν̄n}. To prove (2.31), we define the following notations. For j = 0, . . . , n−1
and t ∈ [j/n, (j+1)/n), define Ỹ n(t) = Ỹ nj and νn(dx|t) = νnj (dx), and let Ỹ n(1) = Ỹ nn . Then
define a probability measure νn on Rh× [0, 1] by νn(A×C) =
∫
C ν
n(A|t)dt for A ∈ B(Rh) and
C ∈ B([0, 1]). Define another probability measure η′ on Rh × [0, 1] as the product measure



































νn(dx× dt) +B(Ỹ n(1))
]
.


























νn(dx× dt) +B(Ỹ n(1))
]
.
By assuming Jn(ν̄n) is uniformly bounded, we have
lim inf
n→∞
Jn(ν̄n) = lim inf
n→∞
J̄n(ν̄n)
based on the uniform boundedness and Lipschitz continuity of ρk and āk, the continuity of
H1 and the uniform integrability of νn in (2.28). Next we show lim infn→∞ J̄
n(ν̄n) ≥ W̄ (0, 0),
then the theorem follows.
A lower bound of lim infn→∞ J̄
n is constructed term by term. Since {(Ỹ n, νn)} is tight
along such a subsequence (Lemma 2.1), by passing to a further subsequence if necessary we
may assume that (Ỹ n, νn) → (Ỹ , ν) in distribution. By Fatou’s Lemma and the lower semi
continuous of relative entropy, the relative entropy term in lim infn→∞ J̄



















By the continuity and boundedness of ρk and āk and weak convergence of {νn}, the limits of
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n(t), t) < āk(Ỹ








ρk(Ỹ (t), t) < āk(Ỹ (t), t), y > ν(dy × dt)
]
.
For the last term, note that the Lipschitz continuity of W̄ implies B(y) = W̄ (y, 1) ≥ −C(‖y‖+
1) for some C > 0. Fatou’s Lemma implies
lim inf Ẽ
[




B(Ỹ (1)) + C‖Ỹ (1)‖
]
.




Ẽ[B(Ỹ n(1))] ≥ Ẽ[B(Ỹ (1))].

















āk(Ỹ (t), t), x
〉
ν(dx× dt) +B(Ỹ (1))
]
. (2.32)
The remaining work is to construct a lower bound for (2.32). Using the chain rule of the











Rh xν(dx|t) and β(t) =
∫









〈āk(Ỹ (t), t), b(t)〉dt.














By the definition of generalized solutions (see (2.22)),






rk(Ỹ (t), t) +
〈







L(b(t), β(t))−H1(āk(Ỹ (t), t)) +
〈
āk(Ỹ (t), t), b(t)
〉]
.
From (2.29) we have β(t) = dỸ (t)/dt for almost every t. Integrating over [0, 1] and taking
expectations, we get













By B(Ỹ (1)) = W̄ (Ỹ (1), 1), we have shown that W̄ (0, 0) is a lower bound of (2.33).
By this theorem, again we have the inequality below









In practice, we would like to construct a generalized subsolution/control (W̄ , ρk, āk) of a
simple form and for which the value of W̄ (0, 0) is as large as possible. We follow the following
steps:
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(1) Find a family of affine subsolution/control pairs. Let (W̄ , ā) be a subsolution/control
pair such that W̄ is an affine function in (y, t) and ā is a constant. Define W̄ as
W̄ (y, t) = c̄+ 〈u, y〉 − (1− t)v, (2.34)
where c̄ ∈ R, u ∈ Rm and v ∈ R are some constants which make W̄ satisfy Definition 2.3,
especially the following inequality
W̄t(y, t) + inf
(b,β)∈Rh+m
H(DW̄ (y, t), ā, b, β) ≥ 0, (2.35)
for all (y, t) ∈ Rm+1, namely
v + inf
(b,β)∈Rh+m
H(u, ā, b, β) ≥ 0. (2.36)
Let A denote this family of subsolution/control pairs.
(2) Construct a piecewise affine subsolution in weak sense. Pick a finite collection
{(W̄k, āk), k = 1, . . . ,K} from A, such that, the pointwise minimum ∧Kk=1W̄k satisfies
∧Kk=1W̄k(y, 1) ≤ 2F (y) for all y ∈ Rm. Among all qualified choices, we choose one which
maximizes ∧Kk=1W̄k(0, 0).
(3) Construct generalized subsolution/controls. Pick a small positive constant δ and define













For 1 ≤ i ≤ K. Then (W̄ δ, ρδk, āk) is a generalized subsolution/control as shown in [12].
Also the terminal condition is satisfied since
∧Kk=1W̄k(y, t) ≥ W̄ δ(y, t) ≥ ∧Kk=1W̄k(y, t)− δ logK for all (y, t).
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Note that the difference between W̄ δ(0, 0) and ∧Kk=1W̄k(0, 0) is no larger than δ logK. In
Section 2.6 we illustrate the implementation of such a construction by using some examples.
2.4 Convergence of approximate problems
A general form of the problem (2.1) is
min
θ∈Θ













And we get back to the problem (2.1) by setting F (y) = ∞1Ac(y). Denote the objective
function of (2.39) as











As discussed in Section 2.1, one difficulty in solving (2.39) is to find a good initial point since





















in general where the gradient is taken with respect to θ, especially for F (y) =∞1Ac(y) which
is the situation we are interested in. Note that the gradient of exp {−nF (y)} is zero whenever
it is differentiable.
In this section, we handle the above two difficulties by studying the relation between the
optimal solution of (2.39) and optimal solutions of certain associated approximation problems.
This provides justifications for using solutions of those approximation problems as estimates
of the true solution of (2.39), as what we will do in numerical examples of Section 2.6.















as an estimate for the solution of (2.39). The function ϕ will be chosen so that the gradient
of the objective function of (2.41) is given by the expectation of the gradient of the function
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inside the expectation. The following proposition guarantees the solution to (2.41) to be
sufficiently close to the solution of (2.39) if the function ϕ is being chosen properly.
Proposition 2.1. Suppose that Θ ⊂ Rd is compact and F : Rm → R ∪ {∞} is upper
semicontinuous. In addition, let {ϕk}k∈N be a sequence of continuous functions from Rm to
R, such that ϕ1 is bounded from below, ϕk(y) ≤ ϕk+1(y) for all k ∈ N and y ∈ Rm, and
limk→∞ ϕ
k(y) = F (y) for all y ∈ Rm. For each k ∈ N, define



















and for any choice of δk ↓ 0 and θk ∈ δk − argminθ∈Θ pk (i.e. pk(θk) ≤ minθ∈Θ pk(θ) + δk),
all cluster points of the sequence {θk}k∈N belong to argminθ∈Θ p. If argminθ∈Θ p consists of a
unique point θ∗, one must actually have θk → θ∗.
Proof. By the definition of ϕk, we can apply the dominated convergence theorem to conclude
that pk(θ) ↓ p(θ) for all θ ∈ Θ. It follows from the continuity of G, the upper continuity
of F , the continuity of ϕk and Fatou’s lemma that p is lower semicontinuous and each pk is
continuous on Θ by [43, Theorem 7.47, Theorem 7.48]. By an application of [36, Proposition
7.4(c)], pk epi-converges to p. With the compactness of Θ, all conclusions of the present
proposition follows from [36, Theorem 7.33].
Now, we can consider a fixed function ϕ which is close enough to F . For this fixed function
ϕ, we study the convergence of (2.41) as n → ∞ which can be used in computation to find
an initial point in solving (2.41). For this purpose, we define functions gn : Θ → R and
g : Θ→ R as




























Note that (2.41) is equivalent to maxθ∈Θ g
n(θ). For a fixed θ, let Hθ2 be the log moment
generating function of G(X1, θ), namely,
Hθ2 (α) = logE e〈α,G(X1,θ)〉, α ∈ Rm. (2.45)






〈α, β〉 −Hθ2 (α)
)
, β ∈ Rm. (2.46)
Theorem 2.4 below shows that gn converges to g uniformly under suitable conditions.
Theorem 2.4. Let Θ be a compact subset of Rd. Assume that supθ∈ΘHθ2 (α) < ∞ for all
α ∈ Rm. If ϕ is continuous and bounded, then gn → g uniformly on Θ.
Proof. Let {Xi}i∈N be iid Rn-valued random variables with distribution η , and let Ln be the
empirical measure defined as Ln(dx) = 1n
∑n
i=1 δXi(dx). From the representation established



























where the infimum is over all probability distributions ν̄n ∈P(Rnh), with (X̄n1 , . . . , X̄nn ) being
a random variable with distribution ν̄n, L̄n being the empirical measure that corresponds to
X̄n1 , . . . , X̄
n
n , and ν̄
n




1 , · · · , X̄ni−1. Since ϕ
is bounded, the infimum in (2.47) is bounded above by ‖ϕ‖∞ = supy∈Rm |ϕ(y)| < ∞. It
follows that for any fixed value of n ∈ N, by taking the infimum in (2.47), we can restrict to









≤ 2‖ϕ‖∞ + 1. (2.48)












































i . Using arguments similar to Propo-
sition 8.2.5 and Lemma 8.2.7 in [10], {(L̄n, ν̂n)}n∈N is tight. Consider a subsequence along


















In view of (2.49), in proving (2.50) we can assume that G is a bounded and continuous
function on Θ× Rh. By appealing to Skorohod representation theorem, we can assume that


















The second term on the right side in the above inequality converges to zero by the continuity
and boundedness of G and the convergence of L̄n to L̄. The first term also converges to zero
as follows based on the fact that the sequence {L̄n} is tight, G is bounded, and for every
compact subset K of Rh, supx∈K |G(x, θn) − G(x, θ)| → 0 as n → ∞. By the boundedness
and continuity of ϕ and the dominated convergence theorem, we now have the convergence
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in (2.50). Consequently, we have
lim inf
n→∞



























































where the second inequality holds by Jensen’s inequality and convexity of relative entropy,
the third inequality follows from the convergence in distribution, Fatou’s Lemma and lower
semicontinuity of relative entropy, and the fourth inequality follows from the fact that L̄ = ν̂
almost surely, see [10, Theorem 8.2.8]. Since ε > 0 is arbitrary, we have lim inf gn(θn) ≥ g(θ).
We now consider the reverse inequality. Once more, let θn → θ. We first argue that g(θn)→






















Fix ε > 0 and let νn, ν0 be ε-optimal for g(θn) and g(θ), respectively, and such that R(νn‖η) ≤
‖ϕ‖∞, R(ν0‖η) ≤ ‖ϕ‖∞. Then the sequence {νn} is tight and in a similar manner as the









‖G(x, θ)‖1{‖G(x,θ)‖≥C}νn(dx) = 0. (2.51)




















From the ε-optimality of νn, we have
lim sup
n→∞















where the second inequality follows from (2.52). Similarly, by (2.53) we have that
lim supn→∞(g(θ
n)− g(θ)) ≤ ε. Since ε > 0 is arbitrary, we have shown that
g(θn)→ g(θ) as n→∞. (2.54)
Next with ε, νn as above, define L̄n as the empirical measure of {X̄ni }ni=1 which are iid νn.
By (2.51), it can be shown that the sequence {L̄n} satisfies (2.49). Also, for every bounded






G̃(x, θn)νn(dx)→ 0, in probability.

















Finally, from the representation in (2.47),
lim sup
n→∞











































g(θn) + ε = g(θ) + ε,
where the second inequality follows from the fact that ν̄ni = ν
n for each i, and the third
inequality follows from (2.55) and the ε-optimality of νn. Since ε is arbitrary, we have proved
lim supn→∞ g
n(θn) ≤ g(θ). This completes the proof.
A direct result of the uniform convergence in Theorem 2.4 is the following corollary.






and for any choice of δn ↓ 0 and θn ∈ δn − argmaxθ∈Θ gn, all cluster points of the sequence
{θn}n∈N belong to argmaxθ∈Θ g. If argmaxθ∈Θ g consists of a unique point θ∗, one must
actually have θn → θ∗.
The function g in (2.44) can be represented using Hθ2 . If H
θ
2 (α) < ∞ for all θ ∈ Θ and






































The problem maxθ∈Θ g(θ) is not easy to solve. This is because the function g is from a
min-max problem and g is not convex in general. However, the min-max problem can be
transformed into optimality conditions and g does not involve a rare event probability. In the
numerical examples, we first choose a fixed function ϕ to obtain the approximation problem
(2.41), then solve the limiting problem maxθ∈Θ g(θ) numerically. The solution θ0 of the latter
problem is then used as the initial point for the algorithm to solve the main problem (2.41).
2.5 Minimization of the buffered failure probability.
In this section, we assume that F (y) = δA(y), m = 1 and A = [0,∞). In such a setting, we
can replace the probability with the buffered probability of exceedance [26, 27, 35] and get a
convex problem under mild conditions. For brevity, we refer to it as the buffered probability.
For an one-dimensional random variable X and a constant c, let α be a constant in [0, 1]
and let qα(X) and q̄α(X) be the quantile and the superquantile respectively, i.e., qα(X) =
inf{c ∈ R : P[X ≤ c] = α} and q̄α(X)
.
= E [X|X ≥ qα(X)]. Let q̄−1(c;X) be an inverse of
the function q̄α(X) which is a function of α. The buffered probability corresponding to the
probability P[X > c] is defined as
p̄c(X) =

0, c ≥ supX
1− q̄−1(c;X),EX < c < supX
1, otherwise.
As stated in [27, Proposition 2.1], the buffered probability p̄xX) can be represented as
p̄c(X) =
 0, supX ≤ cminλ≥0 E [λ(X − c) + 1]+ , otherwise.
By replacing the probability in (2.1) with the corresponding buffered probability for the ran-






















where c = 0. With further assumptions on the function G, (2.57) can be a convex problem.
For example, G(x, θ) can be decomposed as
G(x, θ) = G1(x, θ) +G2(x),


































The case of interest is when P[Yn ∈ A] is a rare event probability. The corresponding buffered
probability might be a small number as well, which results in the low efficiency of ordinary
Monte Carlo simulation. Thus a variance reduction method is necessary and the scheme
developed in Section 2.3.2 can be a choice under some conditions. Let (W̄ , {ρk, āk}Kk=1)
be a generalized subsolution/control to (2.21) and further assume that W̄ (y, 1) < 0 for all
y ≥ c > 0. Define Zn(λ) as









〈āk(Ȳ nj ,j/n),X̄nj+1〉−H1(āk(Ȳ nj ,j/n))
]−1n ,
then Zn(λ) is an unbiased estimator for E[λ(Yn − c) + 1]+. [5, Theorem 4.3] gives the same
lower bound on the exponential decay rate of the second moment of Zn(λ) as was obtained in
Theorem 2.3. Hence, if an importance sampling scheme developed in Section 2.3.2 is efficient
for estimating P[Yn ∈ A], possibly it is also efficient for estimating E[λ(Yn − c) + 1]+. [5,
Theorem 4.3] is cited as follows.
Theorem 2.5. Let c > 0. Assume that H(a, α) < ∞ for all (a, α) ∈ Rn+1, that
(W̄ , {ρk, āk}Kk=1) is a generalized subsolution/control to (2.21) and W̄ (y, 1) < 0 for all y ≥ c.
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Suppose that for λ > 0, Zn(λ) is defined by Zn(λ)
.












〈āk(Ȳ nj ,j/n),X̄nj+1〉−H1(āk(Ȳ nj ,j/n))
]−1
.







logE[Zn(λ)]2 ≤ −W̄ (0, 0).
2.6 Computational experiments
In this section, we define A = Rm+ and ϕ(y) as
ϕ(y) = Λ min(‖min(y, 0)‖22, ε2), y ∈ Rm (2.59)
with ε > 0 and Λ > 0 being fixed parameters. Here min(y, 0) stands for the m dimensional
vector whose ith component equals min(yi, 0). With this definition, ϕ(y) can be written
as the pointwise minimum of two convex functions, i.e., ϕ1 ∧ ϕ2 where ϕ1(y) ≡ Λε2 and
ϕ2(y) = Λ‖min(y, 0)‖22. Note that ϕ(y) bounded and Lipschitz continuous.











where gn is defined as
































To solve (2.60), we first solve (2.61) to find a good initial point for (2.60). And then we apply
the gradient assent method and at each iteration the objective function gn is estimated by
the importance sampling scheme developed in Section 2.3.2. Some related technical details
are discussed in Section 2.6.1 and Section 2.6.2. In Section 2.6.3, we set m = 1 and provide
the settings for the minimization problem corresponds to the buffered probability.
2.6.1 Reformulation and solution of the limiting problem
Suppose that supθ∈Θ infβ≥0 L
θ
2(β) < Λε
2. Then for each θ ∈ Θ and β ∈ Rm, we have
ϕ1(β) + L
θ




(Lθ2(β) + ϕ2(β)), (2.62)
by the definitions of ϕ1 and ϕ2 and the fact L
θ


















For each θ ∈ Θ define a function Φθ : Rm × Rm → R as
Φθ(α, β) = ϕ2(β) + 〈α, β〉 − logEe〈α,G(X1,θ)〉. (2.64)
It is clear that Φθ is a continuous function and is convex with respect to β and concave with
respect to α. [5, Proposition 5.1] proves the existence of saddlepoints of the function Φθ.
Then for each fixed θ, the value g(θ) equals the value of Φθ at a saddle point. When Φθ is
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differentiable, a saddlepoint of Φθ can be found by solving the following equations:
Oϕ2(β) + α = 0
β − Oα logEe〈α,G(X1,θ)〉 = 0.
So (2.61) can be written as
max
θ∈Θ,α∈Rm,β∈Rm
ϕ2(β) + 〈α, β〉 − logEe〈α,G(X1,θ)〉
s.t. E[e〈α,G(X1,θ)〉]β = E[G(X1, θ)e
〈α,G(X1,θ)〉],
2Λ min(β, 0) + α = 0.
(2.65)
The feasible set of the above optimization problem is not convex. However, a good feature
of this problem is that the expectation in the objective function can be estimated by Monte
Carlo simulation directly without importance schemes. In the numerical examples, we replace
the expected values by an SAA and solve the problem with the interior point method to find
a local minimum.
2.6.2 Implementing importance sampling in the gradient method
In the numerical examples, Xi is a normal random variable and the function G(x, θ) is









is Lipschitz continuous in θ
with the same constant for all θ and almost surely differentiable with respect to θ. Applying





































with respect to θ.





where ol is the step size and ΠΘ is the projection operator from Rd onto the set Θ. The
stopping criterion is that −Ôgn(θl) is close enough to a point in NΘ(θl) which is the normal
cone to Θ at θl. When θl is in the interior of Θ, it is equivalent to ‖Ôgn(θl)‖ < ∆ for a
pre-specified threshold ∆.
Note that the denominator of (2.66) is gn(θ) and we will apply the schemes discussed
in Section 2.3 to estimate it. The numerator is also estimated by the same importance
sampling scheme as the denominator. Although it might not be a very efficient scheme for
the numerator, it is still better that ordinary Monte Carlo simulation which always provides a
realization equaling zero. Below we outline the implementation for both approaches discussed
in Section 2.3.
Change of measure on Xi. Since the function ϕ(y) can be written as pointwise mini-
mum as two convex functions ϕ1 and ϕ2, we select a two-piece mollification {(W̄k, āk)}k=1,2
from the family of affine subsolution/control pairs (W̄ , ā), where W̄ is of the form (2.34) and
ā satisfies (2.36) and define W̄ = W̄1 ∧ W̄2. W̄ needs to satisfy:
(1) W̄ (y, 1) ≤ 2ϕ(y) for all y;
(2) W̄t(y, t) + infβ H(DW̄ (y, t); ā, β) ≥ 0 for all y and t;
(3) W̄ (0, 0) is as large as possible.
The conduction (1) above is satisfied when W̄1(y, 1) ≤ 2φ1(y) and W̄2(y, 1) ≤ 2φ2(y) for all y ∈
Rm. It can be verified that W̄1(y, t) ≡ 2Λε2 with ā1 = 0 satisfies and the conditions above and





c̄+ 〈u, u〉/(4Λ) ≤ 2Λ||u/(4Λ)||22.
The condition (2) on W̄2 is equivalent to
W̄2(0, 0) ≤ c̄−H(−ā,−u)−H1(ā).
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With {(W̄k, āk)}k=1,2 obtained, we next construct a generalized subsolution/control by defin-
ing W̄ δ and ρδk as in (2.37) and (2.38), and then follow the procedure given under (2.22)
to obtain an unbiased sample average estimator for the denominator and the numerator of
(2.66) (with F replaced by ϕ and (W̄ , ρk) by (W̄
δ, ρδk)).
Change of measure on Ui. To conduct importance sampling based on a change of
measure on Ui, we follow the procedure described in [12, Section 9.2.1]. Again, we consider a
two-piece mollification {(W̄k, ᾱk)}k=1,2. If W̄k is defined as






and αk ∈ argmaxα∈Rm
[
〈α, βk〉 −Hθ2 (α)
]
,
the asymptotic efficiency is achieved since









[ϕ(β) + Lθ2(β)] = 2γ.
The we construct (W̄ δ, ρδk) to compute importance sampling estimators. Even though the
scheme based on (W̄ δ, ρδk) is nearly asymptotically efficient, it is difficult to implement due to
the infeasibility of simulating from the distribution (2.11) in general. In contrast, the change
of measure on Xi is much easier to implement.
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2.6.3 Computation on minimization of the buffered probability
Recall that for buffered probability we set m = 1 and the function G is defined as
G(x, θ) = fT (x− θ)+ − bT (c− θ), θ ∈ Θ ⊂ Rd, x ∈ Rd
where b, c ∈ Rd are fixed parameters, f is a vector of ones and x+ = (max(xi, 0))di=1. When the
set Θ is convex, minimization of the buffered probability can be formulated as the following









fT (λXi − θ̄)+ − bT (λc− θ̄) + 1
]+
.
In the numerical examples, Xi follows normal distribution, so at each θ the SAA approxima-
tion of the above exception is smooth with probability one and the gradient method can be
applied. We apply the technique developed in Section 2.3.2 with F = ∞1Ac to construct a
generalized subsolution/control when estimating the expectation in the objective function.
2.6.4 Numerical results
2.6.4.1 Example 1
We use this simple example, in which h = m = d = 1, to compare the two importance
sampling schemes discussed in Sections 2.3.1 and 2.3.2 with the ordinary Monte Carlo simu-
lation. We also illustrate how the solution to the limiting problem (2.61) is used as the initial
point when solving problem (2.60).
The parameters of the function ϕ are (Λ, ε) = (105, 0.01). The function G is defined as
G(x, θ) = (x−θ)+−0.4(1.5−θ). The parameters of the optimization problems are Θ = [0, 1.5],
n = 100 and η is the standard normal distribution. Without using any variance reduction


















where {xji} are independent realizations from the distribution η.




i=1G(Xi,θ)) are collected. To compare
the performance, we calculate the sample average and the sample standard deviation of these
N realizations. Since these values are very close to zero, we compute the natural logarithm
and denote them as “log sample mean” and “log sample std” in Table 2.1. hhhFor notation
simplicity, the expectation in (2.41) is denoted as p(θ).
θ 0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
N = 5× 103 log sample mean -7.1308 -35.4495 −∞ −∞ −∞ −∞ -5.2430 -0.8957
log sample std -7.8243 -35.4495 −∞ −∞ −∞ −∞ -6.8907 -4.9723
CPU time (sec) 0.0500 0.0200 0.0200 0.0600 0.0600 0.0400 0.0500 0.0299
N = 5× 105 log sample mean -7.2532 -8.9291 -10.8197 -11.3306 -10.9251 -8.9533 -5.3179 -0.9424
log sample std -10.1896 -11.0293 -11.9710 -12.2264 -12.0237 -11.0423 -9.2264 -7.2831
CPU time (sec) 2.3699 2.8100 2.6100 2.4000 2.5100 2.3999 2.3899 2.2400
Table 2.1: Estimation of p(θ) using ordinary Monte Carlo simulation in Example 1
Table 2.1 summarizes the performance of the ordinary Monte Carlo simulation for different
sample size N and different values of θ. The CPU time in Table 2.1 includes the time for
sampling and calculating the “log sample mean” and the “log sample std”. When N = 5×103,
some of the “log sample mean” and the “log sample std” are −∞. This is because none of
the 5× 103 realizations is a rare event, i.e., the event 1n
∑n
i=1G(Xi, θ) > 0. When the sample
size is enlarged to N = 5× 105, we get better estimations for p(θ).
Next, we implement the importance sampling scheme discussed in Section 2.3.1, namely
the exponential change of measure on Ui = G(Xi, θ). Let Ūi be the random variable corre-
sponding to Ui under the new measure. In Table 2.2, we add a row labeled “prop” to report
θ 0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
N = 5× 103 log sample mean -7.2107 -9.2225 -10.7867 -11.4086 -10.9536 -8.8700 -5.1780 -0.8774
log sample std -10.8261 -12.7341 -14.2155 -14.8412 -14.3785 -12.3555 -8.8396 -5.1316
CPU time (sec) 24.9300 27.4700 22.0700 20.5300 20.4700 19.4100 17.6200 17.0400
prop 0.4904 0.4908 0.4830 0.4798 0.4792 0.4850 0.4768 0.4650
Table 2.2: Estimation of p(θ) with the change of measure on Ui in Example 1
the proportions of rare events among all realizations. Under the new measure, for each θ,
about 50% are rare events while only few even none rare event is obtained from the ordinary
Monte Carlo simulation as shown in Table 2.1. The “log sample std” in Table 2.2 are rela-
tively small to the “log sample mean”, so the estimations of this scheme is more accurate.
However, the computation of this scheme is much more complicated, which is shown by the
long CPU time. This is because the construction of one realization of Ūi under the new mea-
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sure is complicated. Since the distribution of Ūi does not have a tractable closed form, we
need to numerically solve an equation that inverts the cumulative distribution function of Ūi
at each step in order to draw a sample from its distribution. For each fixed θ, the calculation
of Table 2.2 involves solving Nn such equations, which takes up most of the CPU time.
The importance sampling scheme of Section 2.3.2 where one applies an exponential change
of measure on Xi can significantly reduce the computational burden. From Table 2.3, we see
that this scheme performs significantly better than the ordinary Monte Carlo simulation.
As expected, the sample standard deviation decreases when the sample size N increases to
5 × 105, in which case it is approximately similar to that in Table 2.2 (where N = 5 × 103).
Another indicator to show that this scheme is not as efficient as the one in Section 2.3.1
is that the proportion of rare events is significantly smaller. These results show that the
change of measure in Section 2.3.2 may not be asymptotically efficient. Nevertheless, for
the values of θ between 0 and 0.8, the scheme in Section 2.3.2 improves the proportion of
rare events by a few hundred times in comparison to the ordinary Monte Carlo simulation.
Moreover, a key advantage of this scheme over that in Section 2.3.1 is that drawing X̄i is much
simpler than drawing Ūi. We do not need to numerically solve the equations or calculate the
inverse cumulative function to get a realization of G(X̄i, θ) under the new measure. We only
need to draw from the standard normal distribution and then translate the values by ak
1.
Hence, even with a larger sample (N = 5 × 105), the CPU time required by this scheme is
still significantly shorter (by a factor of 10) than that required by the importance sampling
scheme with N = 5 × 103 based on an exponential change of measure on Ui. Recall from
θ 0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
N = 5× 103 log sample mean -7.2653 -9.1440 -10.7649 -11.5153 -10.9374 -8.3427 -5.1589 -0.8984
log sample std -9.9762 -11.2694 -12.0563 -12.7407 -11.8451 -9.5270 -7.3090 -4.9920
CPU time 0.2700 0.0900 0.1299 0.1100 0.1499 0.1000 0.1199 0.0999
N = 5× 105 log sample mean -7.2719 -9.2986 -10.8466 -11.6375 -11.0927 -9.0575 -5.2923 -0.9423
log sample std -12.0156 -13.4715 -14.4857 -14.7782 -14.0001 -12.2827 -9.6416 -7.3022
CPU time 3.7100 5.0000 4.9199 4.3499 3.8299 3.5699 3.3500 3.3699
prop 0.1216 0.0530 0.0195 0.0068 0.0034 0.0040 0.0198 0.3937
Table 2.3: Estimation of p(θ) with the change measure on Xi in Example 1
Theorem 2.3 that the decay rate of the scheme in Section 2.3.2 is between W̄ (0, 0) and 2γ
where γ is as in (2.13). As shown by Table 2.4, this scheme does not achieve the upper bound
1If η is multinormal, translate by Σak where Σ is the covariance matrix of η. See the other examples in this
section.
41
2γ. As a consequence, a larger sample is needed to match the performance in Table 2.2.
θ 0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
W̄ (0, 0) 0.0829 0.1082 0.1246 0.1278 0.1144 0.0834 0.0382 0.0002
2γ 0.1012 0.1378 0.1664 0.1794 0.1694 0.1304 0.0633 0.0004
Table 2.4: Lower and upper bounds of the decay rate with importance sampling scheme in Section
2.3.2 for Example 1
Although the asymptotic efficiency is not achieved, the importance sampling scheme in
Section 2.3.2 is still more efficient than the ordinary Monte-Carlo simulation. This can seen
from Figure 2.1 and Figure 2.2. Figure 2.1 shows nine trajectories of objective values where the
objective values of (2.60) and its gradients are estimated by ordinary Monte-Carlo simulation
with N = 2.5 × 106. Figure 2.2 shows nine trajectories where the objective values and
gradients are estimated using the scheme that changes measure on Xi. The more concentrated
trajectories in Figure 2.2 shows the effect of variance reduction.


























Figure 2.1: Trajectories of objective values of
(2.60) in the gradient method for Ex-
ample 1 with ordinary Monte-Carlo
simulation


























Figure 2.2: Trajectories of objective values of
(2.60) in the gradient method for Ex-
ample 1 with the IS scheme from Sec-
tion 2.3.2
From Table 2.2 and Table 2.3, we find that the optimal value of θ for the objective function
in (2.60) is close to 0.6. With 0.6 as the initial point, an SAA solution to the limiting problem
(2.61) is θ∗ = 0.6229 with an optimal value 0.0898. This solution is obtained by directly using
the Matlab nonlinear programming solver fmincon. We now use the gradient method to solve




is adopted and the constant ∆ in the stopping criterion is set to 10−4. To get
a more accurate estimation, a larger sample size N = 2.5× 106 is required for the change of
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measure on Xi. The algorithm stops after 14 iterations with θ
14 = 0.6265 and an optimal
value 0.1147. The objective value at each iteration is shown in Figure 2.3.



























h = m = 1
n = 100
N = 2.5 × 10
6
Figure 2.3: Objective values of (2.60) for the gradient method in Example 1
In the following examples, implementing the importance sampling scheme from Section
2.3.1 will be prohibitively complicated.
2.6.4.2 Example 2
In this section, a two-dimensional example (h = m = d = 2) and a five-dimensional
example (h = m = d = 5) will be illustrated. For these two examples, the ith component of
the function G is defined as
Gi(xi, θi)
.
= (xi − θi)+ − bi(ci − θi).
The other parameters are summarized in Table 2.5 as following.
Λ ε n N ol ∆
105 0.01 50 2.5× 106 ol = 0.5√l+1 10
−4
Table 2.5: Parameters in Example 2
In the two-dimensional example, the measure η, namely the distribution of Xi, is bivariate
normal with mean 0, standard deviation 1 and covariance 0.6. The feasible set Θ is [0, 1.5]×
[0, 2], and the parameters for the function G are b = [0.4, 0, 3]T and c = [1.5, 2]T . An SAA
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solution to the limiting problem is θ∗ = [0.6415, 1.1595]T and the corresponding optimal
value is 0.2065. As in Example 2.6.4.1, the limiting problem is solved by the Matlab function
fmincon and different initial points are considered. Starting from θ∗, the gradient decent
algorithm for problem (2.60) stops after 29 iterations with θ29 = [0.6284, 1.1301]T and an
optimal value 0.2714 (1.28×10−6 converting to probability). Among the 2.5×106 realizations,
0.05% of them are rare events, while the probability is of order 10−6. Figure 2.4 shows the
objective values for each iteration and Figure 2.5 is the contour map of the objective function
g50(θ) which shows that θ29 = [0.6284, 1.1301]T is close to a local minimum.


































Figure 2.4: Objective values of (2.60) for the
gradient method in Example 2
(h = 2)












Figure 2.5: The contour map of gn close to
the optimal solution in Example
2 (h = 2)
We repeat the above procedure for the five-dimensional example. The parameters of the
function G are b = [0.3, 0.2, 0.3, 0.3, 0.2]T , c = [1, 2, 2, 1, 2]T . The feasible set Θ is [0, c].
The random variables {Xi}ni=1 are i.i.d. multivariate normal with mean 0 and a randomly
generated covariance matrix

1 0.3750 0.1066 0.7878 −0.9006
0.3750 1 0.9390 0.5709 −0.4219
0.1066 0.9390 1 0.2726 −0.0910
0.7878 0.5709 0.2726 1 −0.9228
−0.9006 −0.4219 −0.0910 −0.9228 1

.
The SAA solution to the limiting problem is θ∗ = [0.6270, 1.6872, 0.0000, 0.4105, 1.2983]T
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with an optimal value as 0.1143. For the problem (2.60), the stopping criterion is satisfied
after 292 iterations. The optimal solution is θ292 = [0.6256, 1.5272, 0.5443, 0.42321.2149]T
and the optimal value is 0.3423 (3.7 × 10−8 converting to probability). About 0.02% of the
realizations are rare events while the probability close to the optimal solution is of order 10−8.
Figure 2.6 records the objective values for each iteration.































Figure 2.6: Objective values of (2.60) for the gradient method in Example 2 (h = 5)
2.6.4.3 Example 3
In this example, we let h = m = d = 5 and use the function G defined in Section 2.6.3
with b = [0.3, 0.2, 0.3, 0.3, 0.2]T and c = [1, 2, 2, 1, 2]T , which is from R5 to R. For this function
G, the buffered failure probability is well defined, so we numerically solve the problem (2.61)
and the problem (2.60) as in the previous examples, and also apply the change of measure on
Xi to solve the problem (2.58).
The distribution of Xi is the same as in Example 2. The SAA solution to the limiting
problem is θ∗ = [0.7863, 1.2361, 0.7860, 0.7647, 0.8842]T with an optimal value is 0.0894. We
solve the problem (2.60) and the problem (2.58) at n = 50 and 100 for each case.
For the problem (2.60) with n = 50, we let N = 5 × 105, ol = 0.5√l+1 and ∆ = 10
−4.
After 1886 iterations, the stopping criterion is satisfied. The optimal solution is θ1886 =
[0.7359, 1.1708, 0.7526, 0.7656, 0.8524]T with the optimal value 0.1020 (6.1× 10−3 converting
to probability). About 2.78% of the realizations are rare events while the probability close to
the optimal solution is about 0.0061. Figure 2.7 records the objective values for each iteration.
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N = 5 × 10
5
Figure 2.7: Objective values of (2.60) for the gradient method in Example 3 (n = 50)
For the problem (2.58) with n = 50, the initial point can be arbitrary and we let (θ0, λ0) =
(f/2, 1/2). We use a fixed length stepsize ol = 0.1/‖Ôh(θ̄l, λl)‖2 because the initial point can
be far away from the solution and we prefer a large progress at each step. The numerical
solution is θ292 = [0.7314, 1.1534, 0.7312, 0.7631, 0.8369]T with the optimal value 0.0159. The
estimated probability at θ292 is 0.0059. The objective value of each iteration is showed in
Figure 2.8. Note that the objective value at iteration l is not guaranteed to be the buffered
failure probability corresponding to θl. This is because λl is not optimal for θl before the
algorithm terminating. The corresponding probability and buffered failure probability at
each iteration are recorded in Figure 2.9. The solid line shows the estimated buffered failure
probability and the dashed line shows the estimated probability. This figure shows how the
probability and the buffered failure probability evolve.
We repeat at the larger n = 100 and enlarge the sample size to N = 2.5 × 106. For the
problem (2.60), the solution is θ864 = [0.7524, 1.1670, 0.7242, 0.7504, 0.8546]T with the optimal
value is 0.0843 (2.2 × 10−4 converting to probability). About 0.18% of the realizations are
rare events. Figure 2.10 records the objective values for each iteration. For the problem
(2.58), we use a stricter stopping criterion by setting ∆ = 10−5. The solution is θ397 =
[0.7203, 1.1344, 0.7186, 0.7505, 0.8304]T with the optimal value 6.9527 × 10−4. Figure 2.11
shows the value of the objective function at each iteration.
46


























N = 5 × 10
5
Figure 2.8: Objective values of (2.58) for the
gradient method in Example 3
(n = 50)








































Figure 2.9: Probabilities and buffered prob-
abilities corresponding to Figure
2.8






























N = 2.5 × 10
6
Figure 2.10: Objective values of (2.60) for the
gradient method in Example 3
(n = 100)

























N = 2.5 × 10
6
Figure 2.11: Objective values of (2.58) for the
gradient method in Example 3
(n = 100)
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CHAPTER 3: Inference of two-stage stochastic linear programming
3.1 Introduction




s.t. Ax = b, x ≥ 0,
(3.1)




s.t. V x+Wy = h, y ≥ 0.
(3.2)
Here ξ := (q, h, V,W ) are the input data of the second-stage problem and suppose that ξ
takes values in a set Ξ. Some or all of the elements of vector ξ can be random and the
expectation in problem (3.1) is taken with respect to ξ. For notation simplicity, we define
a function Φ(x, ξ) := cTx + Q(x, ξ), a set S := {x ∈ Rn : Ax = b, x ≥ 0} and a function




Let ξ1, ξ2, . . . , ξN be i.i.d. copies of random variable ξ. By replacing the expectation E[Φ(x, ξ)]









For simplicity, we call a solution to (3.3) as a “true solution” and a solution to (3.4) as an
“SAA solution”, and denote them as x0 and x̂N . Under certain regularity conditions, an
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SAA solution almost surely converges to a true solution as the sample size N goes to infinity,
for example, [43, Section 5.1]. Pflug [29] reviews the properties of statistical estimators and
measurements of the quality of an approximation to a stochastic program. For a statistical
estimator, people focus on its consistency, speed of convergence, asymptotic distribution and
bounds. The quality of an approximation can be measured by the quality of the approximation
of objective function, the estimated objective value and the estimate solution. A substantial
literature deals with one or a few of the above perspectives. Bayraksan and Morton [2]
introduces Monte Carlo sampling-based procedures of constructing a confidence interval for
the optimality gap which require solution of one or two optimization problems. Anitescu
and Petra [1] constructs confidence intervals for the optimal value based on bootstrapping
which achieves higher-order correctness. Dupacová and Wets [9] and Rachev and Römisch
[30] investigate the situation when the probability measure used in the approximation is not
an empirical measure but a suitable estimate or a perturbation. Dupacová and Wets [9]
focuses on the convergence of the SAA solution and its normality. Rachev and Römisch [30]
focuses on the stability of optimal values and solution sets which is defined as the quantitative
continuity properties of the optimal value function and the solution-set mapping regarded as
mappings given on a certain set of probability measures. Among research on the inference of
the two-stage stochastic programming problem, Linderoth, Shapiro and Wright [22] describes
techniques for estimating lower and upper bounds on the optimal value and for estimating the
gap between these bounds, and the approaches in Shapiro and Homem-de-Mello [45] allows
variance reduction techniques to be applied in the inference. In this chapter, we study the
asymptotic behavior of the SAA solution by first rewriting (3.3) and (3.4) into stochastic
variational inequalities (following the idea of [42]) and then the normal map formulation
(defined later).
Since (3.3) and (3.4) can be reformulated into stochastic variational inequalities (SVI),
a direct idea is to apply algorithms for confidence intervals/regions of a solution to an SVI
developed in [20, 21, 23, 24, 25]. Among these papers, Lu and Liu [25] provides closed
form formulas for the individual confidence intervals when the covariance matrix of OΦ(x0, ξ)
is nonsingular. However, the conditions for those algorithms to work are not satisfied in
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a two-stage stochastic linear programming problem. For example, by assuming that the
second order derivative O2g0(x0) exists, the algorithms developed in those papers rely on an
estimation of O2g0(x0). However, for a fixed ξ, Φ(x, ξ) is a piecewise linear function in x and its
second order derivative is always zero when it exists. So using a sample average of O2Φ(x, ξ)
to estimate O2g0(x) will not work. To estimate the second order derivative, Shapiro and
Homem-de-Mello [45] makes a change-of-variables transformation and applies the likelihood
ratio method. When the dominating pdf in the likelihood ratio method is carefully chosen,
it is possible to reduce the variance in objective function of the SAA problem. There are
two drawbacks in this method. First, h and T are the only random variables in ξ and the
pdf of xi needs to be twice differentiable. Second, the SAA problem becomes nonlinear and
nonconvex. We develop another method to estimate O2g0(x0) by using the convolution of
Φ(x) with a kernel function.
The remaining of this chapter is organized as follows. In Section 3.2, we review some
definitions and notations which will be used in later sections. Sections 3.3 introduces the
assumptions needed and discusses the asymptotic behavior of the SAA solutions to (3.3)
and to the normal map formulation. In Section 3.4, we introduce the convolution of Φ(x)
with a kernel function to obtain the necessary smoothness, and construct an estimation of
O2g0(x0) based on the convolution. In Section 3.5, we briefly review the algorithms developed
in [20, 23, 25] and those algorithms are applied to simulated examples in Section 3.6.
3.2 Background
In this section, we review some concepts which are useful in later sections including the
normal map formulation of a variational inequality, piecewise affine functions and the B-
derivative of affine functions.
Given a continuous function g : Rn → Rn and a closed convex set S in Rn, a solution to
a variational inequality is a point x ∈ S satisfying
0 ∈ g(x∗) + NS(x∗), (3.5)
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where NS(x) ⊂ Rn denotes the normal cone to S at x:
NS(x) =
{
v ∈ Rn|vT (y − x) ≤ 0 for each y ∈ S
}
.
The normal map induced by g and S is defined as
gnorS (z) := g ◦ΠS(z) + z −ΠS(z). (3.6)
ΠS(·) denotes the Euclidean projection operator on the convex set S, i.e.,
ΠS(x) = argmin{‖z − x‖ : z ∈ S}.
x ∈ S is a solution to (3.5) only if z = x− g(x) satisfies
gnorS (z) = 0. (3.7)
When the above equality is satisfied, one also has ΠS(z) = x. We refer to (3.7) as the
normal map formulation of (3.5). [20, 21, 23, 24, 25] develop algorithms for confidence
intervals/regions for z0 and x0 by using the normal map formulation. If the objective function
g0 in (3.3) is continuously differentiable, we can define the normal map (Og0)norS according to
(3.6). This motivates us apply the algorithms in [20, 21, 23, 24, 25] to calculate the confidence
intervals/regions.
By the definition of the set S below (3.2), S is a polyhedral convex set, then the Euclidean
projector ΠS is a piecewise affine function. A function f : Rn → Rl is piecewise affine if it
is continuous and there exists a finite collection of affine functions {f1, · · · , fk}, such that
f(x) ∈ {f1(x), · · · , fk(x)} for each x ∈ Rn. The functions {fj}j=1,...,k are referred to as the
selection functions of f . If each selection function fj is linear, the function f is piecewise
linear.
A closely related concept is the polyhedral subdivision [13, 41]. A polyhedral subdivision
of Rn is a finite collection of polyhedral convex sets in Rn, Γ = {P1, . . . , Pk}, that satisfies
the following conditions:
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1. Each Pi is a polyhedral convex set of dimension n.
2. The union of all Pi is Rn.
3. The intersection of Pi and Pj , 1 ≤ i 6= j ≤ k, is either empty or a common proper
face of both Pi and Pj .
It was shown in [41, Proposition 2.2.3] that, for any piecewise affine function f , there
exists a polyhedral subdivision Γ of Rn such that f coincides with an affine function on each
Pi ∈ Γ. In general, for any polyhedral convex set S, the Euclidean projector ΠS is piecewise
affine. The sets in the polyhedral subdivision of ΠS coincide with the n-cells in the normal
manifold of S. Each k-dimensional face of an n-cell is called a k-cell for k = 0, 1, . . . , n.
A piecewise affine function f with the corresponding subdivision Γ is not differentiable at
x ∈ Pi∩Pj if the selection functions are different on Pi and Pj . However, f is B-differentiable
at any point in Rn. A function h : Rn → Rm is B-differentiable at a point x if there exists a
positive homogeneous function H : Rn → Rm such that
h(x+ v) = h(x) +H(v) + o(v).
The function H is then called the B-derivative of h at x, and we denote it by dh(x). If dh(x)
is also linear, then it is the classical F-derivative. For the piecewise affine function f defined
as before, we can give a specific representation of df(x). Let Γ(x) = {P ∈ Γ | x ∈ P} be
the subfamily of Γ that consists of elements in Γ containing x. We use |Γ(x)| to denote the
union of all P ∈ Γ(x). It is obvious that x belongs to the interior of |Γ(x)|. Let Γ′(x) =
{cone(P − x) | P ∈ Γ(x)}. The B-derivative df(x) of f at x is a piecewise linear function
from Rn to Rl, whose corresponding subdivision is exactly Γ(x)′.
For a polyhedral convex set S, the form of the B-derivative dΠS(x)(·) is also closely related
to the normal manifold of S. First, we define the tangent cone to a polyhedral convex set S
at x ∈ S as
TS(x) = {v ∈ Rn| there exists t > 0 such that x+ tv ∈ S},
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and define the critical cone to S at a point z ∈ Rn as
K(z) = TS(ΠS(z)) ∩ {z −ΠS(z)}⊥.
As shown in [32, Corollary 4.5] and [28, Lemma 5], for any point z ∈ Rn and any sufficiently
small h ∈ Rn, the equality
ΠS(z + h) = ΠS(z) + ΠK(z)(h) (3.8)
holds, which implies
dΠS(z) = ΠK(z). (3.9)
The connection to the normal manifold of S follows from the fact that for all points z in the
relative interior of a k-cell, the critical cone K(z) is a constant cone; see [24, Theorem 8].
The B-derivative dΠS(z)(·) is therefore the same function for all z in the relative interior of a
k-cell. For points z and z′ in the relative interior of different k-cells, dΠS(z)(·) and dΠS(z′)(·)
can be quite different. As a result, small changes in the choice of z can result in significant
changes in the form of dΠS(z)(·) and the B-derivative is not continuous with respect to the
point z at which it is taken.
3.3 Asymptotic behavior of the normal map solution
Recall that x0 is the solution to (3.3) and x̂N is the solution to (3.4). The asymptotic
behavior of x̂N is discussed in [42] in a more general setting. Based on that paper, we study
the asymptotic behavior of ẑN − z0 (defined later in this section), in which ẑN and z0 are
defined to be the solution of an adapted version of the normal map formulation of a variational
inequality which is introduced in [33].
First, we introduce the three assumptions used in this chapter. Without loss of generality,
we assume there exists a set X satisfying all the three assumptions.
Assumption 3.1. (a) Problem (3.3) has a unique optimal solution x0.
(b) Φ(x, ξ) is almost surely differentiable at x0.
(c) For x in an open convex neighborhood X of x0 in Rn, Φ(x, ξ) <∞ for all ξ ∈ Ξ and
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E[Φ(x, ξ)] <∞.
(d) There exists a measurable function C : Ξ→ R+ such that E[C2(ξ)] is finite and
‖Φ(x1, ξ)− Φ(x2, ξ)‖ ≤ C(ξ)‖x1 − x2‖
for all x1, x2 in a neighborhood X of x0 and almost surely in ξ.
Note that if for some ξ, Φ(x, ξ) is finite for all x in a convex neighborhood of x0, then
by duality theory, Φ(x, ξ) is a convex function of x in that neighborhood, and is therefore a
continuous function of x in that neighborhood. Under Assumption 3.1 (c), for all ξ, Φ(x, ξ)
is a convex function of x in X, then E[Φ(x, ξ)] is also a convex function of x in X.
Under Assumptions 3.1 (b) (d), the sequence of functions δN (x) defined as
δN (x) := gN (x)− g0(x), N = 1, 2, . . .
are Lipschitz continuous (not necessarily with the same Lipschitz constant) and are differ-
entiable at x0 with probability one. The Central Limit Theorem implies that ‖OδN (x0)‖ =
Op(N
−1/2).
Assumption 3.2. There is a neighborhood X of x0 such that
sup
{
‖OδN (x)− OδN (x0)‖
N−1/2 + ‖x− x0‖
: x ∈ X \ EN
}
= op(1),
with EN being the set of those x where OδN (x) fails to exist.
Assumption 3.2 is crucial in deriving Theorem 3.1 and is discussed in detail in [42, Section





where the vector v is a parameter. When v = 0, the problem (3.10) is the same as the problem
(3.3). Let x̄(v) be an optimal solution to the problem (3.10).
Assumption 3.3. Assume that g0 is twice continuously differentiable on a neighborhood X
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of x0 and O2g0(x0) is positive definite on the linear span of K := TS(x0) ∩ {Og0(x0)}⊥.
Sufficient conditions for the continuous differentiability of g0 are studied in [18, 19, 37,
48, 49], for example, when the matrix W is fixed and ξ is absolutely continuous, Assumption
3.1 (c) implies that g0 is continuously differentiable on X by [19, Theorem 2.2, Remark
2.2]. However, there are not many discussions about “explicit” sufficient conditions for the
twice continuous differentiability of g0, and the assumption that g0 is twice continuously
differentiable is included directly/indirectly as an assumption in [43, Section 5.1.3] and [1, 8,
44, 45]. One sufficient condition is discussed in [47] for deterministic vector q and matrices
V and W . If the Rk-valued random vector h has a continuous density function on the set
{y : y = V x, x ∈ X} and all lower dimensional density functions are also continuous on that
set, then as an application of [47, Theorem 2.6], g0 is twice continuously differentiable on X
when Assumption 3.1 (c) holds. There is also a similar discussion about the differentiability
of E[Q(x, ξ)] in [8, Remark 4.10] for the same setting as above. Under Assumption 3.3, the
normal map induced by L := O2g0(x0) and the set K is
LnorK (h) = O
2g0(x0)dΠS(z0)(h) + h− dΠS(z0)(h),
in which ΠK(z0) = dΠS(z0). Assumption 3.3 also implies that Φ(x, ξ) is twice differentiable
almost surely at x ∈ X by [43, Theorem 7.51].
Lemma 3.1. Under Assumptions 3.1 and 3.3, there exist a neighborhood X of x0 and a
positive constant α such that for every v in a neighborhood of zero, problem (3.10) has an
optimal solution x̄ = x̄(v) ∈ X and
g0(x) + v
T (x− x̄) ≥ g0(x̄) + α‖x− x̄‖2
for all x ∈ S ∩X.
Proof. We first prove the existence of x̄(v) in a neighborhood X of x0. Let F be a nonempty
face of K and Fn be the n-cell corresponding to F . Let Z be an orthogonal matrix partitioned
as Z = (B, B̄) where the columns of B form a basis of the subspace parallel to F and those
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of B̄ a basis for the orthogonal complement of that subspace. Then the restriction of LnorK on
Fn can be represented by  BTLB 0
B̄LB I

by [33, Proposition 2.5]. For x ∈ Rn, Bx is a point in the linear span of K, so xTBTLBx > 0




 = det BTLB > 0
which implies that LnorK is coherent oriented. By [33, Theorem 5.2], L
nor
S is a local Lipschitzian
homeomorphism at z0. It can be verified that the local Lipschitzian homeomorphism of L
nor
S
is a sufficient condition for the strong regularity (refer [31] for definition) of the problem
0 ∈ Og0(x) +NS(x). Apply [31, Theorem 2.1] to f(v, x) = Og0(x) + v and v0 = 0, then there
exist neighborhood N of 0 and X of x0 and a single-valued function x : N → X such that for
any v ∈ N , x(v) is a unique solution in X of
0 ∈ v + Og0(x) +NS(x).
Next, we prove the inequality
g0(x) + v
T (x− x̄) ≥ g0(x̄) + α‖x− x̄‖2.
The first order necessary condition to the problem (3.10) at x̄ is
[Og0(x̄) + v]
T (x− x̄) ≥ 0
for all x ∈ S. For x ∈ X,
g0(x) = g0(x̄) + Og0(x̄)




for some x∗ on the line segment joining x and x̄. Since the eigenvalues of O2g0(x∗) depend
continuously on x∗, there exists a neighborhood X1 of x0 such that the minimal eigenvalue
of O2g0(x∗) is greater than a positive constant α. Without loss of generality, we can assume
that X1 = X. Then for x ∈ S ∩X,
0 ≤[Og0(x̄) + v]T (x− x̄)




≤g0(x)− g0(x̄) + vT (x− x̄)− α‖x− x̄‖2.
Definition 3.1 (Strict continuity). Let g be a single-valued mapping defined on a set D ⊂ Rn,
with values in Rm. Let X ⊂ D.
(a) g is strictly continuous at x̄ relative to X if x̄ ∈ X and the value







is finite. More simply, g is strictly continuous at x̄ (without mention of X) if x̄ ∈ int D
and the value





is finite. Here lipg(x̄) is the Lipschitz modulus of g at x̄, whereas lipXg(x̄) is this modulus
relative to X.
(b) g is strictly continuous relative to X if, for every point x̄ ∈ X, g is strictly continuous at
x̄ relative to X.
As discussed in [43, Section 2.1.1], for a fixed ξ, Φ(·, ξ) is a piecewise affine function on X
under Assumption 3.1. Then gN is a sample average of N piecewise affine functions, thus gN
57
is strictly continuous. For x̄ ∈ X, we define




{OgN (x)} = {v|∃xv → x̄ with xv ∈ X\EN , OgN (xv)→ v}.
Then by [36, Theorem 9.61], ŌgN (x̄) is a finite set and each point in ∂gN (x̄) can be represented
as a convex combination of points in ŌgN (x̄) for each x̄ in X.
Let vN ∈ ∂gN (x̂N ) such that 0 ∈ vN + NS(x̂N ). The existence of such vN follows from
the fact x̂N is a solution of (3.4) and satisfies 0 ∈ ∂gN (x̂N ) +NS(x̂N ). We define
x̄N := x̄(OδN (x0)),
z0 := x0 − Og0(x0),
ẑN := x̂N − vN ,
z̄N := x̄N − Og0(x̄N )− OδN (x0).
These definitions imply that ΠS(z0) = x0, ΠS(ẑN ) = x̂N and ΠS(z̄N ) = x̄N . z0 is the solution
of (g0)
nor
S (z) = 0. Since gN (·) is not continuously differentiable, the normal map formulation
for (3.4) is
0 ∈ ∂gN ◦ΠS(z) + z −ΠS(z), (3.11)
which generalizes (3.7) by allowing ∂gN (·) to be a set valued mapping. ẑN is the solution
to (3.11). z̄N is the solution of the normal map formulation of the problem minx∈S g0(x) +
OδN (x0)Tx.
For a vector v ∈ Rn, z̄(v) corresponding to x̄(v) is defined as z̄(v) := x̄(v)−Og0(x̄(v))−v.
We say that the function z̄(v) is B-differentiable at a point v0 if there is a positive homogeneous
function dz̄(v0) such that
z̄(v0 + v) = v0 + dz̄(v0)(v) + o(v).
Lemma 3.2 below shows that z̄(v) is B-differentiable at 0 and constructs the B-derivative at
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0.
Lemma 3.2. Define a function h : Rn×Rn → Rn as h(x, v) := Og0(x)+v. Under Assumption
3.1 and Assumption 3.3 the normal map LnorK has a positive injectivity modulus δ on Rn.
Moreover, for each λ > δ−1, there exist neighborhoods X0 of x0 in X, Z of z0 and V of 0 in
Rn, and a function z̄ : V → Rn, such that:
(i) z̄(0) = z0.
(ii) For each v ∈ V , z̄(v) is the unique point in Z satisfying h(·, v)norS (z̄(v)) = 0 and x̄(v) =
ΠS(z̄(v)) is the unique point in X0 satisfying 0 ∈ h(x̄(v), v) +NS(x̄(v)).
(iii) z̄ is Lipschitz on V with modulus λ.
Finally, the function z̄ and x̄ are B-differentiable at 0 with
dz̄(0) = (LnorK )
−1 ◦ (−In)
where In is the n× n identity matrix and
dx̄(0) = ΠK ◦ dz̄(0).
Proof. (i), (ii) and (iii) follow from [34, Theorem 3] if assumptions of that theorem are satis-
fied, i.e., h(x, ·) is Lipschitz continuous with the same modulus for each x ∈ X and the partial
derivative dxh(x0, 0) is strong. For each x ∈ X and v, v′ ∈ Rn, we have
‖h(x, v)− h(x, v′)‖ = ‖Og0(x) + v − Og0(x)− v′‖ = ‖v − v′‖.
The function h(x, ·) is Lipschitz on Rn with modulus 1.
The partial derivative of h in x at (x0, 0) is L = O2g0(x0). Next, we show that this partial
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derivative is strong. For each x, x′ ∈ X and v ∈ Rn, we have
‖h(x, v)− h(x′, v)− L(x− x′)‖










‖O2g0(x′ + t(x− x′))− L‖dt.
Since O2g0 is continuous, for each ε > 0, there is a neighborhood U of x0 in X such that
‖h(x, v)− h(x′, v)− L(x− x′)‖ ≤ ε‖x− x′‖,
that is, the partial derivative dxh(x0, 0) is strong. By [34, Theorem 4], we have
dz̄(0) = (LnorK )
−1 ◦ [−dvh(x0, 0)] = (LnorK )−1 ◦ (−In)
and dx̄(0) = ΠK ◦ dz̄(0).
Theorem 3.1. Under the Assumptions 3.1 - 3.3,
x̂N → x0 almost surely
and
‖ẑN − z̄N‖ = op(N−1/2).
Proof. Under Assumption 3.1, x̂N converges to x0 almost surely by [43, Theorem 5.4]. As-
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sumptions 3.1 - 3.3 also imply that ‖x̂N − x̄N‖ = op(N−1/2) by [42, Theorem 2.1] .
‖ẑN − z̄N‖ ≤ ‖x̂N − x̄N‖+ ‖vN − Og0(x̄N )− OδN (x0)‖
≤ op(N−1/2) + ‖Og0(x̄N )− Og0(x̂N )‖+ ‖vN − Og0(x̂N )− OδN (x0)‖
≤ op(N−1/2) + ‖vN − Og0(x̂N )− OδN (x0)‖.
The third inequality follows from ‖x̂N − x̄N‖ = op(N−1/2) and the Lipschitz continuity of Og0
on X. For any ε > 0,
P
[√
N‖ẑN − z̄N‖ > ε
]
=P [x̂N ∈ X]P
[√
N‖ẑN − z̄N‖ > ε|x̂N ∈ X
]
+ P [x̂N /∈ X]P
[√




N‖ẑN − z̄N‖ > ε|x̂N ∈ X
]
+ P [x̂N /∈ X] .
Since P [x̂N /∈ X] converges to zero, we only need to show that the conditional probability con-
verges to zero. It is sufficient to show that P
[√
N‖vN − Og0(x̂N )− OδN (x0)‖ > ε|x̂N ∈ X
]
converges to zero.
Assume that x̂N ∈ X. ŌgN (x̂N ) is a finite set because gN is piecewise affine. We can
write ŌgN (x̂N ) as
ŌgN (x̂N ) = {u1, u2, . . . , uk}


















ai‖ui − Og0(x̂N )− OδN (x0)‖.
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For each i, there is a sequence {yij} ⊂ X \ EN such that yij
j→∞−−−→ x̂N and OgN (yij)
j→∞−−−→ ui.
‖ui − Og0(x̂N )− OδN (x0)‖
N−1/2 + ‖x̂N − x0‖
= lim
j→∞
‖OgN (yij)− Og0(yij)− OδN (x0)‖
N−1/2 + ‖yij − x0‖
= lim
j→∞
‖OδN (yij)− OδN (x0)‖
N−1/2 + ‖yij − x0‖
≤ sup
{
‖OδN (x)− OδN (x0)‖
N−1/2 + ‖x− x0‖
: x ∈ X \ EN
}
=op(1).
‖x̂N − x0‖ = Op(N−1/2) which is shown in the proof of [42, Theorem 2.1]. Hence ‖vN −
Og0(x̂N )− OδN (x0)‖ = op(N−1/2) which completes the proof.
From Lemma 3.2, z̄(v) is B-differentiable at 0, then
z̄(OδN (x0)) = z0 + dz̄(0)(OδN (x0)) + o(OδN (x0))
= z0 + dz̄(0)(OδN (x0)) + op(N
−1/2)
= z0 + (L
nor
K )
−1(−OδN (x0)) + op(N−1/2).
The second equality holds because OδN (x0) = Op(N1/2) under Assumption 3.1. Hence,
Theorem 3.1 implies that
√
N(ẑN − z0) = (LnorK )−1(
√
NOδN (x0)) + op(1). (3.12)
Let Σ0 be the covariance matrix of OΦ(x0, ξ) and Y0 be a multivariate normal random variable
with mean 0 and covariance matrix Σ0. By Central Limit Theorem,
√
NOδN (x0) converges
to Y0 in distribution. Thus,
√
N(ẑN − z0)⇒ (LnorK )−1(Y0). (3.13)
It is difficult to compute confidence intervals/regions directly using (3.13) because of the
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unknown normal map LnorK and matrix Σ0. In the next section, we deal with this difficulty
by constructing approximations of both LnorK and Σ0 that depend only on ẑN and x̂N .
3.4 Estimation of LnorK and Σ0
The normal map LnorK can be written as
LnorK = O
2g0(x0)dΠS(z0)h+ h− dΠS(z0)(h),
so estimating LnorK is to estimate O
2g0(x0) and dΠS(z0). The matrix O2g0(x0) cannot be
estimated by O2gN (x̂N ) directly, because O2gN is always a matrix of zeros when exists, since
gN is piecewise linear. We introduce a convolution of gN with a kernel function θ : Rn → R
to achieve twice continuous differentiability, which can be used to estimate O2g0(x0). Also, in
this section we construct estimators of ΠS(z0) and Σ0, and prove convergence results required
for computing confidence intervals/regions for z0 and x0.
Definition 3.2 (Convolutional kernel). A continuous map θ : Rn → R is called a convolu-
tional kernel if it is nonnegative, has compact support Suppθ, takes value zero on the boundary
of its support and
∫
Rn θ(y) = 1. There is a smallest σ ≥ 0 such that the support of θ is con-
tained in the closed ball Bσ(0) ⊂ Rn of radius σ and center 0. We call σ the support radius
of θ.
Let U be an open set in Rn and g be a function from U to Rm. We define the convolution
of g by θ to be the map




We consider a sequence of convolutional kernels {θM}M∈N satisfying the following conditions
for each M :
1. θM is continuously differentiable on the interior of SuppθM and continuous on Rn.
2. SuppθM+1 ⊂ SuppθM and SuppθM converges to ∅ as M →∞.
3. There is a compact set O ⊂ X such that x−Suppθ1 ⊂ X for all x ∈ O.
For each x ∈ O and M = 1, 2, . . . , we define fM (x)
.
= θM ∗ g0(x) and fM,N (x)
.
= θM ∗ gN (x),
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and denote their Hessians as O2fM (x) and O2fM,N (x) respectively. The function fM,N can
be regarded as a smooth approximation of the function gN . It is shown in Theorem 3.2 that
for large M and N , the vector d(OfM,N )norS (ẑN )(z0− ẑN ) is close to −LnorK (ẑN −z0) with high
probability. The proof of Theorem 3.2 is based on Lemma 3.3 - 3.5.
Lemma 3.3. Suppose that Assumptions 3.1 and 3.3 hold. Then O2fM,N (x) and O2fM (x)
exist for each x ∈ O, and O2fM,N (x) converges to O2fM (x) uniformly on O and almost surely.









OθM (y)gN (x− y)dy.
Under Assumption 3.1 (b), gN is piecewise linear on X. Then, for a fixed x ∈ O, OgN (x− y)
exits with Lebesgue measure one in y. When OΦ(x− y, ξ) exists (both x and ξ are fixed), its













OθM (y)OΦ(x− y, ξi)Tdy.


















OθM (y)OΦ(x− y, ξ)Tdy
]
,
where the third equality holds by the Fubini-Tonelli Theorem since ‖OθM (·)‖ is bounded from
above by a constant and ‖OΦ(·, ξ)‖ is bounded by C(ξ) on X.
Then the uniform convergence of O2fM,N (x) can be proved by verifying the conditions of
[43, Theorem 7.53], that is O2fM,N (x) is continuous almost surely and is dominated by an
integrable function on X. The integrability is guaranteed be Assumption 3.1 (d). [43, Theo-
rem 7.51] implies that OΦ(x, ξ) is continuous almost surely and thus O2fM,N (x) is continuous
almost surely.
Lemma 3.4. Suppose that Assumption 3.3 holds. For each ε > 0, there exists M0 ∈ N, such
that, for M > M0, we have
‖O2g0(x0)− O2fM (x0)‖ < ε.
Proof. Since g0 is twice continuously differentiable on X and SuppθM+1 ∈ SuppθM , there is
an M0 such that, for M > M0,
sup
y∈SuppθM
‖O2g0(x0)− O2g0(x0 − y)‖ < ε.
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For such M ,
∥∥O2g0(x0)− O2fM (x0)∥∥
=
∥∥∥∥O2g0(x0)− O2 ∫ θM (y)g0(x0 − y)dy∥∥∥∥
=
∥∥∥∥O2g0(x0)− ∫ θM (y)O2g0(x0 − y)dy∥∥∥∥
=




∥∥O2g0(x0)− O2g0(x0 − y)∥∥ dy
<ε
where the second equality holds by [17, Theorem 2.2.3].
A direct result of Lemma 3.3 and Lemma 3.4 is that O2fM,N (x̂N ) converges to O2g0(x0)
almost surely as M,N go to infinity.
Lemma 3.5. Suppose that Assumptions 3.1 - 3.3 hold. For any ε > 0,
P [‖dΠS(z0)(ẑN − z0) + dΠS(ẑN )(z0 − ẑN )‖ > ε]
converges to 0 as N →∞.
Proof. Let Γ be the polyhedral subdivision of ΠS . [23, Theorem 2.2] implies that
‖dΠS(z0)(ẑN − z0) + dΠS(ẑN )(z0 − ẑN )‖ = 0 when ẑN ∈ |Γ(z0)|. Then we have
P [‖dΠS(z0)(ẑN − z0) + dΠS(ẑN )(z0 − ẑN )‖ > ε] ≤ P [ẑN /∈ |Γ(z0)|] .
Since z0 is in the interior of |Γ(z0)| and ẑN converges to z0 in probability, P [ẑN /∈ |Γ(z0)|]
converges to 0.
Theorem 3.2. Suppose that Assumptions 3.1 - 3.3 hold. For each ε, δ > 0, there exist
M1 ∈ N and a function N0 : N→ N, such that for M > M1 and N > N0(M), we have
P
[√






NdΠS(z0)(ẑN − z0) converges to a random variable in distribution by (3.13) and
denote this random variable as Y1. By Lemma 3.4, there is M1 such that, for M > M1,








From now on, we consider a fixed M such that M > M1.
√
N‖d(Og0)norS (z0)(ẑN − z0) + d(OfM,N )norS (ẑN )(z0 − ẑN )‖ is bounded from above by the
sum of the following two terms.
Term (a):
√
N‖O2g0(x0)(dΠS(z0)(ẑN − z0)) + O2fM,N (x̂N )(dΠS(ẑN )(z0 − ẑN ))‖.
Term (b):
√
N‖dΠS(z0)(ẑN − z0) + dΠS(ẑN )(z0 − ẑN )‖.
P [Term (b) > ε/4] converges to 0 by Lemma 3.5. So there exists N1 such that
P [Term (b) > ε/4] < δ/4 for N > N1. Term (a) is bounded from above by the sum of
the following two terms.
Term (c):
√
N‖O2g0(x0)(dΠS(z0)(ẑN − z0))− O2fM,N (x̂N )(dΠS(z0)(ẑN − z0))‖.
Term (d):
√
N‖O2fM,N (x̂N )(dΠS(z0)(ẑN − z0)) + O2fM,N (x̂N )(dΠS(ẑN )(z0 − ẑN ))‖.





N‖dΠS(z0)(ẑN − z0) + dΠS(ẑN )(z0 − ẑN )‖ > ε/4
]
≤P [ẑN /∈ |Γ(z0)|]
which converges to 0. There exists N2 such that P [Term (d) > ε/4] < δ/4 for N > N2.











Since O2fM,N (x) converges to O2fM (x) uniformly almost surely on O as N → ∞ and x̂N
converges to x0 in probability, we obtain
‖O2fM (x0)− O2fM,N (x̂N )‖ = op(1).
Since ‖
√
NdΠS(z0)(ẑN − z0)‖ = Op(1), there is N3(M) such that
P
[
‖O2fM (x̂N )− O2fM,N (x̂N )‖‖
√
NdΠS(z0)(ẑN − z0)‖ > ε/4
]
< δ/4
















The weak convergence of ‖
√





























for all N > N4(M). Let N0(M) = max{N1, N2, N3(M), N4(M)}. We obtain, for N > N0(M),
P
[√
N‖d(Og0)S(z0)(ẑN − z0) + d(OfM,N )S(ẑN )(z0 − ẑN )‖ > ε
]
≤P [[Term (b) + Term (d)
+ ‖O2g0(x0)− O2fM (x0)‖‖
√
NdΠS(z0)(ẑN − z0)‖
+ ‖O2fM (x0)− O2fM,N (x̂N )‖‖
√
NdΠS(z0)(ẑN − z0)‖ ] > ε ]









‖O2fM (x0)− O2fM,N (x̂N )‖‖
√
NdΠS(z0)(ẑN − z0)‖ > ε/4
]
< δ.
The covariance matrix Σ0 of Y0 can be estimated by ΣN defined below which depends
only on ξ1, . . . , ξN . Define a function v : Rn × Ξ→ Rn as
v(x, ξ) =
 OΦx(x, ξ),Φ is differentiable w.r.t. x at (x, ξ),v ∈ ∂Φ(x, ξ), otherwise.
The continuous differentiability of g0 guarantees that v(x, ξ) is a continuous function at x ∈ X






















Theorem 3.3. Suppose that Assumptions 3.1 and 3.3 hold. Then
ΣN → Σ0 almost surely.
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− Og0(x̂N )Og0(x̂N )T
∥∥∥∥∥∥
Term (d) =
∥∥Og0(x̂N )Og0(x̂N )T − Og0(x0)Og0(x0)T∥∥ .








∥∥∥∥∥→ 0 almost surely. (3.14)
Since x̂N converges to x0 almost surely under Assumption 3.1, term (c) converges to zero






v(x̂N , ξi)v(x̂N , ξi)
T − E[v(x̂N , ξ)v(x̂N , ξ)T ]
∥∥∥∥∥
+
∥∥E[v(x̂N , ξ)v(x̂N , ξ)T ]− E[OΦ(x0, ξ)OΦ(x0, ξ)T ]∥∥ .
v(x, ξ)v(x, ξ)T is continuous in x on X with probability one, so E[v(x, ξ)v(x, ξ)T ] is continuous
on X. Again, by [43, Theorem 7.53] and the almost sure convergence of x̂N , term (a) converges
to zero almost surely.
Note that the almost sure convergence of x̂N to x0 and (3.14) imply that ẑN converges to
z0 almost surely.
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3.5 Confidence regions and confidence intervals
Based on the results of previous sections, the methods for computing confidence regions
and individual confidence intervals in [23, 25] can be almost directly applied. In this section,
we first prove the theorems and lemmas which is required in those methods and then introduce
how to calculate confidence intervals/regions.
We use N (0, In) to denote a standard multivariate normal random variable of dimension
n, use χ2l to denote a χ
2 random variable with l degrees of freedom, and use χ2l (α) to denote






= α for α ∈ [0, 1].
3.5.1 Nonsingular covariance matrices
In this subsection, we assume that Σ0 is nonsingular. Theorem 3.4 is a direct result of
Theorem 3.2 and Theorem 3.3 which provides a confidence region for z0 when Σ0 is nonsin-
gular.
Theorem 3.4. Suppose that Assumptions 3.1 - 3.3 hold and that Σ0 is nonsingular. For








S (ẑN )(z0 − ẑN )]⇒ N (0, In),
and the probability for z0 to belong to the set
RM,N =
{
z ∈ Rn | N [d(OfM,N )norS (ẑN )(z − ẑN )]
T Σ−1N [d(OfM,N )
nor
S (ẑN )(z − ẑN )] ≤ χ2n(α)
}
converges to 1− α as N,M →∞.
The simultaneous confidence intervals are computed by finding the minimal axis-aligned
bounding box that contains RM,N . And the error margin wM,N,j of the jth simultaneous
confidence interval is the optimal value of the following problem
max wj
s.t. ẑN + w ∈ RM,N .
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Theorem 3.5 states that d(OfM,N )norS (ẑN ) is linear and invertible with high probability,
which makes it possible to give a convenient description of the confidence regions and the
individual confidence intervals.
Theorem 3.5. Suppose that Assumptions 3.1 - 3.3 hold. For any ε > 0, there exist M1 ∈ N
and a function N0 : N→ N such that, for M > M1 and N > N0(M),
P [d(OfM,N )norS (ẑN ) is not an invertible linear map] < ε.
Proof.
P [d(OfM,N )norS (ẑN ) is not an invertible linear map]
=P [d(OfM,N )norS (ẑN ) is not invertible or d(OfM,N )norS (ẑN ) is not linear]
≤P [d(OfM,N )norS (ẑN ) is not invertible ] + P [d(OfM,N )norS (ẑN ) is not linear] .
By the chain rule,
d(OfM,N )
nor
S (ẑN )(h) = O
2fM,N (x̂N )(dΠS(ẑN )(h)) + h− dΠS(ẑN )(h). (3.15)
The linearity of d(OfM,N )norS (ẑN ) depends on the linearity of dΠS(ẑN ). The latter function is
linear whenever ẑN belongs to the interior of an n-cell in the normal manifold of S. Let R be
the union of boundaries of all n-cells; it follows that R is the union of finitely many polyhedral
convex sets of dimensions less than n. The tangent cone TR(z0) is well defined if z0 ∈ R and is
an empty set if z0 /∈ R. Let Z0 be a neighborhood of z0 such that Z0∩R = Z0∩ (z0 +TR(z0)).
For each z ∈ Z0 ∩R and each integer N , we have
√
N(z − z0) ∈ TR(z0).
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The fact that ẑN converges to z0 in probability implies
lim
N→∞
P [ẑN /∈ Z0] = 0.
On the other hand,
P [ẑN ∈ Z0 ∩R] ≤ P
[√
N(ẑN − z0) ∈ TR(z0)
]
.













Because P [ẑN ∈ R] ≤ P [ẑN /∈ Z0] + P [ẑN ∈ Z0 ∩R], we have proved
lim
N→∞
P [ẑN ∈ R] = 0,
which implies that there is an N1 such that, for N > N1, P [d(OfM,N )norS (ẑN ) is not linear] <
ε/2.
[23, Lemma 3.4] states that there are neighborhoods Z ′ of z0 and L of L such that
















ẑN /∈ Z ′
]
.
Since ẑN converges to z0 in probability, there is an N2 such that, for N > N2, P [ẑN /∈ Z ′] <
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ε/4. Assume the radius of L is u.
P
[












‖O2fM (x0)− O2g0(x0)‖ > u/2
]
There is M1 such that for M > M1 we have ‖O2fM (x0)− O2g0(x0)‖ < u/2. By Lemma 3.3,
there exists N0(M) such that, for N > N0(M),
P
[
d(OfnorM,N )S(ẑN ) is not an invertible linear map
]
< ε.
Recall that Γ(z0) = {P1, . . . , Pl} denotes the n-cells in the normal manifold of S that
contains z0. Then the cones Ki = cone(Pi − z0), i = 1, . . . , l, make up the elements of the
conical subdivision associated with d(Og0)norS (z0). Let Γ
′(z0)
.
= {K1, . . . ,Kl} and let Ki(ẑN )
denote the element of Γ′(z0) with
ẑN − z0 ∈ Ki(ẑN ).
Theorem 3.5 implies that the choice of Ki(ẑN ) is unique with high probability. Let Mi(ẑN )
denote the matrix representation of the selection function
d(Og0)
nor
S (z0)|Ki(ẑN ) = Mi(ẑN ).





‖MM,N −Mi(ẑN )‖ ≤ ε
]
= 1 (3.16)
for all ε > 0.
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S (ẑN ) = O
2fM,N (x̂N )dΠS(ẑN ) + In − dΠS(ẑN )
satisfies (3.16).
Proof. By Theorem 3.5,
lim
M→∞,N→∞
P[dΠS(z0)|Ki(ẑN ) = dΠS(ẑN )] = 1.
P
[
‖MM,N −Mi(ẑN )‖ > ε
]
=P[dΠS(z0)|Ki(ẑN ) = dΠS(ẑN )]P
[
‖MM,N −Mi(ẑN )‖ > ε
∣∣ dΠS(z0)|Ki(ẑN ) = dΠS(ẑN )]
+ P[dΠS(z0)|Ki(ẑN ) 6= dΠS(ẑN )]P
[
‖MM,N −Mi(ẑN )‖ > ε
∣∣ dΠS(z0)|Ki(ẑN ) 6= dΠS(ẑN )]
≤P
[
‖MM,N −Mi(ẑN )‖ > ε
∣∣ dΠS(z0)|Ki(ẑN ) = dΠS(ẑN )]+ P[dΠS(z0)|Ki(ẑN ) 6= dΠS(ẑN )]
=P
[
‖O2fM,N (x̂N )dΠS(ẑN )− O2g0(x0)dΠS(ẑN )‖ > ε
]
+ P[dΠS(z0)|Ki(ẑN ) 6= dΠS(ẑN )]
≤P
[
‖O2fM,N (x̂N )− O2g0(x0)‖‖dΠS(ẑN )‖ > ε
]
+ P[dΠS(z0)|Ki(ẑN ) 6= dΠS(ẑN )]
≤P
[
[‖O2fM,N (x̂N )− O2fM (x0)‖+ ‖O2fM (x0)− O2g0(x0)‖]‖dΠS(ẑN )‖ > ε
]
+ P[dΠS(z0)|Ki(ẑN ) 6= dΠS(ẑN )]
‖O2fM (x0) − O2g0(x0)‖ converges to 0 as M → ∞. For a fixed M , fM,N (x) converges to
fM (x) uniformly almost surely as N → ∞ on a neighborhood of x0. Since x̂N converges to
x0 in probability and ẑN converges to z0 in probability, we have
P
[
‖MM,N −Mi(ẑN )‖ > ε
]
converges to 0 as M,N goes to ∞ that is MM,N satisfying (3.16).
Let ΛM,N = (d(OfM,N )norS (ẑN ))
−1ΣN (d(OfM,N )norS (ẑN ))




. Then a direct result of Lemma 3.6 Theorem 3.5 and Theorem 3.3 is
P
[
‖ΛM,N −Qi(ẑN )‖ > ε
]
= 0 which is equivalent to [25, Lemma 7].
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Theorem 3.6 implies that we can figure out Ki(ẑN ) with high probability by using a (1−
α1)× 100% confidence region for z0 and the n-cell containing ẑN .
Theorem 3.6. Suppose that Assumptions 3.1 - 3.3 hold. Let α1 ∈ (0, 1) and RM,N be a
(1−α1)× 100% confidence region for z0 as given in Theorem 3.4. Let PN be an n-cell in the
normal manifold of S with ẑN ∈ PN and let CiM,N be a cell that has the smallest dimension













x0 ∈ ΠS(ri CiM,N )
)
≥ 1− α1.





Ki(ẑN ) = cone(PN − z̃iM,N )
]
≥ 1− α1.
Proof. Let C1, . . . , Cm denote all of the cells in the normal manifold of S, and I = {i | z0 6∈ Ci}
be the collection of indices for the cells that do not contain z0. For each cell Ci define the
function
di(z) = d(z, Ci) = min
x∈Ci
‖x− z‖.
Then mini∈I di(z0) = δ > 0 since di(z0) > 0 for each i ∈ I and I is a finite set. Let Ci0
denote the unique cell that contains z0 in its relative interior. As shown in [24, Proposition
5.1] the cell Ci0 is the cell of lowest dimension to contain z0. Therefore for any cell Ci with
Ci 6= Ci0 and dimension less than or equal to that of Ci0 , z0 6∈ Ci and i ∈ I.
For any i ∈ I and z ∈ Ci,
‖ẑN − z‖ ≥ ‖z0 − z‖ − ‖ẑN − z0‖ ≥ δ − ‖ẑN − z0‖. (3.17)
Let GN denote the event that δ/2 ≤ mini∈I di(ẑN ). By (3.17) and the convergence of ẑN to
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z0 in probability, the probability of GN occurring converges to one.
Let wM,N = (wMN,1, . . . , wMN,j) be the vector of error margins of simultane-
ous confidence intervals defined below Theorem 3.4. Define the event AM,N to be
{‖wM,N‖ < δ/2 and z0 ∈ RM,N}, and let B be a fixed neighborhood of z0 such that



























P (AM,N ; GN ; ẑN ∈ B ∩ intPi) .
The final equality holds for the following reason. Suppose AM,N and GN both occur, with
ẑN ∈ B ∩ intPi. Then, for any z ∈ RM,N ,
‖ẑN − z‖ ≤ ‖wM,N‖ < δ/2 ≤ min
i∈I
di(ẑN ),
and thus no cell with index i ∈ I intersects with RM,N . That is, each cell that intersects
with RM,N necessarily contains z0. By definition PN contains ẑN , so it intersects with RM,N
and therefore contains z0, which implies that Ci0 intersects with PN . On the other hand
AM,N requires z0 ∈ RM,N , so Ci0 also intersects with RM,N . It follows that Ci0 is the
cell of lowest dimension to intersect with RM,N and PN , i.e., Ci0 = CiM,N . Consequently













P (AM,N ; GN ; ẑN ∈ B ∩ intPi)
= lim inf
M,N→∞
P (AM,N ; GN )
≥ lim
M,N→∞












P (AM,N ; GN ; ẑN ∈ B ∩ intPi)
≥ 1− α1




x0 ∈ ΠS(ri CiM,N )
)
≥ 1− α1.
Next, we summarize the methods for individual confidence intervals in [25]. Let Y be a
normal random variable in Rn with mean 0 and a nonsingular covariance matrix Σ, C be a
polyhedral convex cone in Rn and E be the linearity space of C. Let k = dimE, W1 ∈ Rn×k
be a matrix whose columns form a basis of E and W2 ∈ Rn×(n−k) be a matrix such that
W̄ = [W1 W2] ∈ Rn×n is nonsingular. Define the following nonsingular matrix




with Σ̃11 ∈ Rl×l and Σ̃22 ∈ R(n−l)×(n−l). Then, define
W̃1 = W1, W̃2 = W1Σ̃12Σ̃
−1
22 +W2 and W̃ = [W̃2 W̃2].
Then the linear transformation ΠE which is a projection of Rn onto E along a complementary
space Ec of E, such that ΠE(Y ) and ΠEc(Y ) = Y − ΠE(Y ) are independent of each other,
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can be defined by [25, Theorem 1] as ΠE = [W̃1 0]W̃
−1. Below are adapted versions of [25,
Theorem 5 and Theorem 6] which give explicit formulas for individual confidence intervals for
z0 and x0. In these two theorems, ΠẼ and ΠE (E has a specific definition here) are defined
according to the above procedure and ΠH̃ is the standard Euclidean projector onto H̃.
Theorem 3.7. Suppose that Assumptions 3.1 - 3.3 hold. Let CiM,N be the cell selected in
Theorem 3.6 for α1 ∈ (0, 1] with parCiM,N = Ẽ. For any a0 ∈ CiM,N , let z̃N = ΠẼ(ΛM,N )(ẑN−





N |z̃N − z0|j ≤ δα2j (ΛM,N ,ΠẼ)] ≥ 1− α1 − α2 (3.18)


















N(ẑN − z0))|j ≤ δα2j (ΛM,N ,ΠẼ);
√
N(ẑN − z0) ∈ int Ki]− α1
in [25] holds by following exactly the same argument in [25] and applying Theorem 3.6. Let
E = ∩ki=1Ki. Let Mi = d(Og0)norS (z0)|Ki , Z ∼ N(0, In) and Zi = M
−1
i Σ0Z. The conditions





N(ẑN − z0))|j ≤ δα2j (ΛM,N ,ΠẼ);
√



















i ∈ int Ki] ≥ 1− α2
in [25] are satisfied by Lemma 3.6, and the properties of ΠE , E and Ki. These inequalities
and equalities together compete the proof.
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Theorem 3.8. Suppose that Assumptions 3.1 - 3.3 hold. Let CiM,N be the cell selected in
Theorem 3.6 for α1 ∈ (0, 1] with parCiM,N = Ẽ. Let FM,N = CiM,N ∩ S and H̃ = parFM,N .
For any a0 ∈ CiM,N , let z̃N = ΠẼ(ΛM,N )(ẑN − a0) + a0 and x̃N = ΠaffFM,N (z̃N ). Then, for





N |x̃N − x0|j ≤ δα2j (ΛM,N ,ΠH̃ ◦ΠẼ)] ≥ 1− α1 − α2 (3.19)
where δα2j (ΛM,N ,ΠH̃ ◦ΠẼ) = [χ
2




Proof. Let Ci0 be the cell that contains z0 in its relative interior. Let E = parCi0 , F = Ci0∩S
and H = parF . Let Mi = d(Og0)norS (z0)|Ki , Z ∼ N(0, In) and Zi = M
−1
i Σ0Z. Following the












N |ΠH ◦ΠE(ΛM,N )(ẑN − z0)|j ≤ δα2j (ΛM,N ,ΠH ◦ΠE); ẑN − z0 ∈ intKi]−α1
in [25] holds by the almost sure convergence of ẑN to z0, Lemma 3.6 and [25, Lemma 5].




N |ΠH ◦ΠE(ΛM,N )(ẑN − z0)|j ≤ δα2j (ΛM,N ,ΠH ◦ΠE); ẑN − z0 ∈ intKi]
=P[|ΠH ◦ΠE(ΛM,N )(
√
N(ẑN − z0))|j ≤ δα2j (ΛM,N ,ΠH ◦ΠE);
√
N(ẑN − z0) ∈ intKi]
in [25] follows since Ki is a cone and ΠH ◦ ΠE is a linear map. The adapted version of [25,
Lemma 7] is a direct result of Lemma 3.6, Theorem 3.5 and Theorem 3.3. Using [25, Lemma





N(ẑN − z0))|j ≤ δα2j (ΛM,N ,ΠH ◦ΠE);
√



















i ,ΠH ◦ΠE) |Z
i ∈ intKi] ≥ 1− α2
in [25] is also true by the definition of M−1i Σ0M
−T
i and ΠH ◦ ΠE , and by applying [25,
Corollary 1]. These inequalities and equalities together competes the proof.
3.5.2 Singular covariance matrices
In this subsection, we discuss the methods for confidence intervals/regions for a singular
Σ0. Currently, there is no closed form formula for the individual confidence intervals.
Below is an
apted version of [23, Theorem 4.2] which states how to construct a confidence region for
z0 when Σ0 is singular.
Theorem 3.9. Suppose that Assumptions 3.1 - 3.3 hold and that Σ0 is singular. Let ρ > 0 be
the minimum of all positive eigenvalues of Σ0, and let l be the number of positive eigenvalues of





where UN is an orthogonal n × n matrix, and ∆N is a diagonal matrix with monotonically
decreasing elements. Let DN be the upper-left submatrix of ∆N whose diagonal elements are
at least ρ0. Let lN be the number of rows in DN , (UN )1 be the submatrix of UN that consists
of its first lN rows, and (UN )2 be the submatrix that consists of the remaining rows of UN .
Then with high probability lN = l holds for sufficiency large M,N . Moreover,
N [d(OfM,N )
nor
S (ẑN )(z0 − ẑN )]T (UN )T1 D−1N (UN )1[d(OfM,N )
nor




S (ẑN )(z0 − ẑN )]T (UM,N )T2 (UM,N )2[d(OfM,N )norS (ẑN )(z0 − ẑN )]⇒ 0. (3.21)
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For each ε > 0, the set
RM,N,ε =z ∈ R
n
∣∣∣∣∣∣∣∣∣∣
N [d(OfM,N )norS (ẑN )(z0 − ẑN )]T (UM,N )T1 D
−1
M,N (UM,N )1[d(OfM,N )
nor




N(UM,N )2[d(OfM,N )norS (ẑN )(z0 − ẑN )]‖∞ ≤ ε

contains z0 with probability converging to 1− α as N,M →∞.
Proof. The first half of the proof of [23, Theorem 4.2] constructed the pseudo-inverses of
Σ0 and ΣN and proved the almost sure convergence of these two pseudo-inverses. Following
the same argument, we can get the same result since ΣN converges to Σ0 almost surely
by Theorem 3.3. Using the fact −
√
Nd(OfM,N )norS (ẑN )(z0 − ẑN ) ⇒ Y0 which follows from
Theorem 3.2 and following the same argument as in the proof of [23, Theorem 4.2], we can
get the same result.
To make the algorithms in [21] for individual confidence intervals work, the following
assumption is needed additionally.





= 0 where R is the union of boundaries of
all n-cells.
(b) For each cone Ki in Γ
′(z0) and the corresponding matrix Mi = d(Og0)norS (z0)|Ki,
the polyhedron Ki is a continuity set with respect to the random vector (Mi)
−1Y0 and
P[((Mi)−1Y0)j = 0] = 0.
(c) Let f and g be piecewise linear functions from Rn to Rn sharing a common conical
subdivision {K1, ...,Kk} with g invertible. Then random variable Y0 ∼ N(0,Σ0) satisfies
0 < P[(Qi)jR−1i Y0 = 0 and R
−1
i Y0 ∈ Ki] < P[(Qi)jR
−1
i Y0 = 0]
where Qi = f |Ki, Ri = g|Ki and (Qi)j is the jth row of Qi.
Assumption 3.4 (a) guarantees that Theorem 3.5 stills holds, and Assumption 3.4 (b) and
(c) make the convergences in [24, Theorem 6, Theorem 7] well defined. However, Assumption
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3.4 is hard to check. The proofs of the following theorems are omitted since they will be
exactly the same with the previously obtained results −
√
Nd(OfM,N )norS (ẑN )(z0− ẑN )⇒ Y0,
the almost sure convergence of ẑN to z0 and the almost sure convergence of x̂N to x0.
Theorem 3.10. Suppose that Assumptions 3.1 - 3.3 and 3.4 (a) hold. Let α1 ∈ (0, 1) and
RM,N,ε be a (1− α1)× 100% confidence region for z0 as given in Theorem 3.9. Let PN be an
n-cell in the normal manifold of S with ẑN ∈ PN and let CiM,N be a cell that has the smallest





Ki(zN ) = cone(PN − z̃iM,N )
]
≥ 1− α1. (3.22)
The following two theorems are adapted from [21, Theorem 1 and Theorem 2] which
assume Σ0 is nonsingular. As discussed in [20, 21], the nonsingularity condition used in these
theorems can be replaced with Assumption 3.4.
Theorem 3.11. Suppose that Assumptions 3.1 - 3.3 and 3.4 (a) hold and that Σ0 is non-
singular. Let K∗ = cone(PN − z̃iM,N ) which is defined in Theorem 3.10 for α1 ∈ (0, 1]. For




∣∣∣∣∣P [|((d(OfM,N )norS (ẑN ))−1Σ1/2N Z)j | ≤ l∣∣∣(d(OfM,N )norS (ẑN ))−1Σ1/2N Z ∈ K∗]
≥ 1− α1 − α2
]
.
Then lim infM,N→∞ P[
√
N |ẑN − z0|j ≤ ηα2j ] ≥ 1− α1 − α2.
Theorem 3.12. Suppose that Assumptions 3.1 - 3.3 and 3.4 (a) hold and that Σ0 is non-
singular. Let K∗ = cone(PN − z̃iM,N ) which is defined in Theorem 3.10 for α1 ∈ (0, 1]. For




∣∣∣∣∣P[|(dΠS(ẑN ))j(d(OfM,N )norS (ẑN ))−1Σ1/2N Z|≤ l∣∣∣d(OfM,N )norS (ẑN ))−1Σ1/2N Z∈K∗]




Then lim infM,N→∞ P[
√
N |x̂N − z0|j ≤ hα2j ] ≥ 1− α1 − α2.
The approaches to evaluate ηα2j and h
α2
j are described in [20]. Monte Carlo or Quasi-
Monte Carlo methods as discussed and implemented in [14, 15] can be used to evaluate the
probabilities in the numerators of ηα2j and h
α2
j . In Section 3.6, we only provide a toy example
with n = 2 and K∗ = R2 to simplify the calculation. See the example in [21, Section 4] for a
more general situation of this method.
3.6 Numerical experiments
In this section, we first discuss the convergence behavior of O2fM,N (x) to O2g0(x) by con-
structing an upper bound for the norm of their difference and then provide several numerical
examples.∥∥O2fM,N (x)− O2g0(x)∥∥ is bounded from above by
∥∥O2fM,N (x)− O2fM (x)∥∥+ ∥∥O2fM (x)− O2g0(x)∥∥
where the second term is determined by M and the first term is determined by N for a fixed
M . For M1 < M2, we have
∥∥O2fM1(x)− O2g0(x)∥∥ > ∥∥O2fM2(x)− O2g0(x)∥∥. But it is not
guaranteed that
∥∥O2fM1,N (x)− O2fM1(x)∥∥ > ∥∥O2fM2,N (x)− O2fM2(x)∥∥. For a fixed N , it
is possible that O2fM1,N (x) is a better estimation to O
2g0(x) than O2fM2,N (x).
Next, we loosen the upper bound of
∥∥O2fM,N (x)− O2g0(x)∥∥ by finding an upper bound
of
∥∥O2fM,N (x)− O2fM (x)∥∥. Under Assumption 3.3, OgN converges to Og0 uniformly on X
and almost surely as an application of [43, Theorem 7.53]. For x ∈ O,
∥∥O2fM,N (x)−O2fM (x)∥∥=∥∥∥∥∫
SuppθM






















where εM,N is the uniform upper bound of ‖OgN (x − y) − Og0(x − y)‖ on SuppθM . With
a general form of the kernel function, we cannot go any further from the last inequality as
above. So we consider the kernel function of the form θ(x) = Cr(r
2−xTx) with n-ball B(0, r)
as its support and this kernel function is also used in the numerical examples. The constant













which makes the kernel function well defined and Γ is the Leonhard Euler’s gamma function.






























Define two kernel functions θ1 = Cr1(r
2
1 − xTx) and θ2 = Cr2(r22 − xTx) with r1 > r2. We













































So at a fixed N , by decreasing the support radius of the kernel function might result in a
worse estimation of O2g0.
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3.6.1 An R2 example with a nonsingular Σ0
In this R2 example, we consider the following problem
min
(x1,x2)∈R2
0.2x1 + 0.1x2 + E[Q(x1, x2, ξ1, ξ2)]
s.t. x1, x2 ≥ 0
(3.25)
where Q(x1, x2, ξ1, ξ2) is the optimal value of the second-stage problem
min
(y1,y2,y3,y4)∈R2
y1 + y2 + y3 + y4
s.t. − y1 + y2 = x1 + x2 + ξ1
− y3 + y4 = x1 + ξ2
y1, y2, y3, y4 ≥ 0.
(3.26)
ξ1 and ξ2 are independent uniform random variables on [−2,−1]. The function Q can be
represented as the following piecewise linear function
Q(x1, x2, ξ1, ξ2) = max{x1 + x2 + ξ1,−x1 − x2 − ξ1}+ max{x1 + ξ2,−x1 − ξ2}.
The objective function g0 of this optimization problem is
g0(x1, x2) = 0.2x1 + 0.1x2 + E[Q(x1, x2, ξ1, ξ2)]
= 2x21 + 2x1x2 + x
2
2 − 5.8x1 − 2.9x2 + 5.
The gradient of g0 is zero at [1.45, 0]
T which is in the feasible set, so z0 = x0 = [1.45, 0]
T
and the optimal value is g0(x0) = 0.795. The B-derivative of ΠS at z0 is a piecewise function






Set the sample size N = 200. An SAA solution is x̂N = [1.4279, 0.0484]
T with objective
value 0.7808 and the corresponding ẑN is also [1.4279, 0.0484]
T (the estimated gradient at x̂N
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We consider the convolutional kernel θ(x) = c(0.052−xTx) defined on the ball B(0, 0.05).
The constant c is estimated by using an uniform sample in B(0, 0.05). A sample of 100 points
is used to estimate O2fM,N (x̂N ). For each of those points, a linear programming with 800
variables and 400 constraints is solved and the shadow price is recorded. O2fM,N (x̂N ) and
O2g0(x0) are
O2fM,N (x̂N ) =
 4.4449 2.4432
2.2047 2.2127




Figure 3.1 shows a 95% confidence region of z0 which is calculated by Theorem 3.4. By apply-
z0
ẑN












Figure 3.1: A 95% confidence region for z0 with n = 2 and a nonsingular Σ0
ing the method in [25] and selecting α1 = α2 = 0.025, 95% individual confidence intervals for
(z0)1 and (z0)2 are [1.34851.4545] and {0} which are also 95% individual confidence intervals
for (x0)1 and (x0)2 since z0 is in the feasible set.
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Next, we change the support radius of kernel function and the sample size for SAA prob-
lem to analyze the convergence behavior of the confidence regions/intervals. The size of the
uniform sample from the support of the kernel function is 500 for all the following calcu-
lations. Table 3.1, Table 3.2 and Table 3.3 summarize the coverage rates of the confidence
regions and individual confidence intervals respectively for 100 SAA problems. The section
“O2fM,N (x̂N ),ΣN” in Table 3.1 shows the coverage rates for confidence regions calculated
using the method developed in the previous section. In section “O2g0(x0),Σ0” of Table 3.1
and Table 3.3 the confidence region is calculated using the true matrices O2g0(x0) and Σ0
instead the estimations O2fM,N (x̂N ) and ΣN , so the coverage rates can be considered as es-
timations for the theoretical coverage rate at different N . In sections “O2fM,N (x̂N ),Σ0” and
“O2g0(x0),ΣN” of Table 3.1 and Table 3.3, only one of the two true matrices is used. Com-
paring the coverage rates in different sections of these tables, we see that Σ0 is relatively easier
to estimate comparing to O2g0(x0) and the coverage rates mainly depend on the accuracy of
the estimation of O2g0(x0).
O2fM,N (x̂N ),ΣN O2g0(x0),Σ0 O2fM,N (x̂N ),Σ0 O2g0(x0),ΣN
r 0.02 0.1 0.5 N/A 0.02 0.1 0.5 N/A
N = 50 68 87 98 96 68 88 98 97
N = 100 83 93 97 94 82 93 97 96
N = 200 95 95 98 98 93 95 97 98
N = 500 94 96 100 94 94 96 96 95
N = 2000 95 97 98 96 97 97 98 96
Table 3.1: Coverage rates (%) of the 95% confidence region for z0 calculated with estimators/true
values
r = 0.02 r = 0.1 r = 0.5
(z0)1 (z0)2 (z0)1 (z0)2 (z0)1 (z0)2
N = 50 72 95 90 98 99 99
N = 100 89 96 94 98 98 99
N = 200 94 100 98 100 100 100
N = 500 95 99 97 99 100 100
N = 2000 96 100 97 100 99 100
Table 3.2: Coverage rates (%) of the 95% individual confidence intervals for z0 with α1 = α2 = 0.025,
n = 2 and a nonsingular Σ0
The coverage rate for the individual confidence interval for (z0)1 should converge to a
88
O2g0(x0),Σ0 O2fM,N (x̂N ),Σ0 O2g0(x0),ΣN
N/A r = 0.02 r = 0.1 r = 0.5 N/A
(z0)1 (z0)2 (z0)1 (z0)2 (z0)1 (z0)2 (z0)1 (z0)2 (z0)1 (z0)2
N = 50 96 100 70 94 92 99 99 100 99 99
N = 100 97 99 89 97 95 99 97 99 98 99
N = 200 99 100 94 100 98 100 99 100 99 100
N = 500 97 99 95 99 97 99 98 99 97 99
N = 2000 97 100 96 100 98 100 99 100 96 100
Table 3.3: Coverage rates (%) of the 95% individual confidence intervals for z0 calculated with esti-
mators/true values, α1 = α2 = 0.025
number greater than 95% as N increasing and the support radius decreasing since the cell
CM,N is found by using the smallest rectangle containing the confidence region rather than the
confidence region itself. The individual confidence interval of (z0)2 is {0} when the linearity
subspace R+×{0} is correctly selected, so its coverage rate should converge to 1−α1 = 97.5%
at least. We also observe that for each fixed N , the coverage rate for (z0)1 increases as the
support radius increases. This is because the confidence interval is wider for larger support
radius as shown in Table 3.4. Table 3.4 summaries the mean and the standard deviation of
widths of the 100 confidence intervals for (z0)1 at N = 50 and N = 500.
r 0.02 0.1 0.5
N = 50
mean of width 0.1514 0.2034 0.2295
std of width 0.0744 0.0461 0.0246
N = 500
mean of width 0.0678 0.0703 0.0738
std of width 0.0122 0.0076 0.0061
Table 3.4: Widths of the confidence intervals for (z0)1 with α1 = α2 = 0.025, n = 2 and a nonsingular
Σ0
Table 3.5 shows the sample mean and the sample standard deviation of each component
of O2fM,N (x̂N ) for the 100 SAA problems at N = 500. The standard deviations decreases as
the support radius increases. However, the estimation can be far away from O2g0(x0) for large
support radius. For this example, we need to keep balance between the support radius and
the sample size used in estimating the convolution. In Table 3.6, the support radius is fixed at
0.02 and the sample size N for the SAA problem is changing. As N increasing, O2fM,N (x̂N )
gets closer to O2g0(x0) and the standard deviation of this estimation also decreases. Table
3.5 and Table 3.6 confirm the discussion at the beginning of this section.
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r 0.02 0.1 0.5






















Table 3.5: Summary of O2fM,N (x̂N ) for different support radius with N = 500
N 500 1000 2000






















Table 3.6: Summary of O2fM,N (x̂N ) for different N with r = 0.02
We omit the convergence analysis of the individual confidence intervals for x0 because z̃N
always in S in this example and thus the individual confidence interval for z0 is an individual
confidence interval for x0.
3.6.2 An R10 example with a nonsingular Σ0















xi + c2(x4 + x5 + x7 + x9 + x10) + c3(x6 + x8) + E[Q(x, ξ)]
s.t. xi ≥ 0 for i = 1 . . . 10
(3.27)
90


















− y2j−1 + y2j = xj + ξj for j = 4, . . . , 10
yi ≥ 0 for i = 1, . . . , 20.
(3.28)
ξj ’s are independent uniform random variables on [−2,−1]. The true solution is z0 = x0 =
[0, 0, 0, 1.5, . . . , 1.5]. The sample size used to estimate the convolution is also 500. Table 3.7
and Table 3.8 summarize the coverage rates of the confidence regions and individual confidence
intervals for z0 respectively for 100 SAA problems. Comparing to the 2-dim example, a larger
sample size N is needed to get a good coverage rate for confidence regions when the support
radius of the kernel function is small. We have a numerical discussion about this observation
in Section 3.6.5.
N 50 100 200 500 1000 3000
r = 0.1 47 74 89 85 94 96
r = 0.02 6 22 56 83 80 94
Table 3.7: Coverage rates (%) of the 95% confidence region for z0 with n = 10 and a nonsingular Σ0
3.6.3 An R100 example with a nonsingular Σ0










and index sets I1 = {4, . . . , 33, 41, . . . , 63, 71, . . . , 100} and I2 =
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(z0)1 (z0)2 (z0)3 (z0)4 (z0)5 (z0)6 (z0)7 (z0)8 (z0)9 (z0)10
N = 50 r = 0.1 100 100 100 89 95 91 91 91 83 87
r = 0.02 98 96 99 73 61 79 61 63 69 64
N = 100 r = 0.1 100 100 100 91 96 94 92 94 86 98
r = 0.02 100 100 100 81 82 82 82 86 70 83
N = 200 r = 0.1 100 100 100 97 96 96 96 97 94 96
r = 0.02 99 100 100 84 85 90 94 92 85 91
N = 500 r = 0.1 100 100 100 98 99 99 96 94 97 93
r = 0.02 100 100 100 97 96 98 98 99 90 93
N = 1000 r = 0.1 100 100 100 95 99 96 99 100 95 97
r = 0.02 100 100 100 98 97 98 95 91 94 91
N = 3000 r = 0.1 100 100 100 100 96 99 99 99 99 97
r = 0.02 100 100 100 97 97 98 97 100 98 96
Table 3.8: Coverage rates (%) of the 95% individual confidence intervals for z0 with α1 = α2 = 0.025,
n = 10 and a nonsingular Σ0













s.t. xi ≥ 0 for i = 1 . . . 100
(3.29)


















− y2j−1 + y2j = xj + ξj for j = 4, . . . , 100
yi ≥ 0 for i = 1, . . . , 200.
(3.30)
ξj ’s are independent uniform random variables on [−2,−1]. The true solution is z0 = x0 =
[0, 0, 0, 1.5, . . . , 1.5]. Set N = 500 and r = 0.1. Among 100 SAA problems, two of the
confidence regions captures z0 (2%).
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Min Q1 Median Q3 Max
96 99 99 100 100
Table 3.9: Coverage rates (%) of the 95% individual confidence intervals for z0 with α1 = α2 = 0.025,
n = 100 and a nonsingular Σ0
3.6.4 An R2 example with a singular Σ0
In this R2 example, we consider the following problem
min
(x1,x2)∈R2
2x1 − x2 + E[Q(x1, x2, ξ)]
s.t. x1 − 0.5x2 = 1
x1, x2 ≥ 0
(3.31)




s.t. − y1 + y2 = x1 + 0.6x2 + ξ
y1, y2 ≥ 0.
(3.32)
where the random variable ξ is uniformly distributed on [-2,-1]. For this second-stage problem,
the function Q can be represented explicitly as
Q(x1, x2, ξ) =
 x1 + 0.6x2 + ξ, if x1 + 0.6x2 + ξ ≥ 0−x1 − 0.6x2 − ξ, if x1 + 0.6x2 + ξ < 0
and its expectation is
E[Q(x1, x2, ξ)] =

x1 + 0.6x2 − 1.5, if x1 + 0.6x2 > 2
(x1 + 0.6x2)
2 − 3(x1 + 0.6x2) + 2.5, if 1 ≤ x1 + 0.6x2 ≤ 2
−x1 − 0.6x2 + 1.5, if x1 + 0.6x2 < 1
.
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Figure 3.2: z0 and ẑN with n = 2 and a singular
Σ0
















Figure 3.3: A 95% confidence region for z0 with
n = 2, a singular Σ0 and ε = 0.1














Note that the rank of Σ0 is 1. For an SAA problem with sample size N = 200, the SAA
solution x̂N is (1.2360, 0.4720) with optimal value is 2.2485, and ẑN = (−0.7640, 1.4720). The





Figure 3.2 shows the location of the true solution z0, the SAA solution ẑN and the feasible set
S (the solid line). Let H be the hyperplane H = {x ∈ R2 | x1 − 0.5x2 = 1}. The projection
function to H is
ΠH(x) = [x1, x2]








We consider the convolutional kernel θ(x) = c(0.052 − xTx) defined on the ball B(0, 0.05).
The constant c is estimated by using an uniform sample of x when calculating O2fM,N (x̂N ).
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To estimate O2fM,N (x̂N ), 104 points are uniformly sampled on the ball B(0, 0.05). For each
of those points, a linear programming with 400 variables and 200 constraints is solved and
the shadow price is recorded. An estimation of O2g0(x0) is














(z − ẑN )T
 1.7059 2.0707
2.0707 2.5135
 (z − ẑN ) ≤ 0.02512
|[−10.5674 5.5442](z − ẑN )| ≤ ε

which is shown in Figure 3.3 with ε = 0.1. The projection of RM,N,ε on the set S can
be viewed as a 97.5% confidence region of x0. Based on RM,N,ε, we have K
∗ = R2.
We set α2 = 0.025. Then a 95% individual confidence intervals for (z0)1 and (z0)2 are
[−0.8006,−0.7274] and [1.4022, 1.5418]. A 97.5% individual confidence intervals for (x0)1 and
(x0)2 are [1.1876, 1.2844] and [0.3753, 0.5687].
We examine the coverage rates for individual confidence intervals of z0 and x0. When
estimating O2fM,N (x̂N ), 1000 points are used on the ball B(0, 0.05). Table 3.10 and Table
3.11 summarize the coverage rates for z0 and x0 obtained from 1000 SAA problems, at each
sample size N with α1 = α2 = 0.025.
(z0)1(%) (z0)2(%)
N = 50 92.7 92.1
N = 100 95.3 95.8
N = 200 94.9 95.4
N = 1000 97.5 97.9
Table 3.10: Coverage rates (%) of 95% individual
confidence intervals for z0 with n = 2
and a singular Σ0
(x0)1(%) (x0)2(%)
N = 50 98.1 98.1
N = 100 98.8 98.8
N = 200 98.6 98.5
N = 1000 99.7 99.7
Table 3.11: Coverage rates (%) of 95% individual
confidence intervals for x0 with n = 2
and a singular Σ0
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3.6.5 Coverage rates of confidence intervals/regions with perturbed covariance
matrices
The notations in this section is independent of all the other sections. Let X ∼ N(0, In) and
In be the n-by-n identity matrix. This section discusses the coverage rate of the confidence
interval/region of the mean of X when a perturbed covariance matrix is used.
For a 95% individual confidence interval, let’s consider the first component X1 of X and
assume the perturbed standard deviation used in calculation is a. The coverage rate is
P[X1 − z0.025a < 0 < X1 + z0.025a] =1− 2P[X1 < −z0.025a]
where z0.025 is the 97.5% percentile of a standard normal random variable. Figure 3.4 shows
the change of the coverage rate, i.e. 1− 2P[X1 < −z0.025a], as a changes.























Figure 3.4: Coverage rates of the 95% individual confidence interval with perturbed variances
For a 95% confidence region, suppose in the calculation we use Σ = AAT (assuming
nonsingular) as the covariance matrix. Then the coverage rate is P[XTA−TA−1X < χ2n,0.95].
Let U be a n by n matrix of independent random variables and P = εU/‖U‖ for ε > 0. Define
A = In + P , then ‖A− In‖ = ‖P‖ = ε.
In the following numerical example, let the elements of U be independent uniform random
variables on [-1,1]. We consider three different levels of n which are n = 2, n = 10 and n = 100,
and a set of fixed values of ε at each level of n. For each n and ε, a realization of U is generated
and the coverage rate P[XTA−TA−1X < χ2n,0.95] is numerically estimated. Figure 3.5 are the
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scatter plots of ε (i.e. ‖P‖) verses the estimated value of P[XTA−TA−1X < χ2n,0.95]. The
coverage rate is not very sensitive to the error in the covariance matrix when the dimension n
is low and it is possible to observe a higher coverage rate with a perturbed covariance matrix.








































































Figure 3.5: Coverage rates of the 95% confidence region with perturbed covariance matrices
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CHAPTER 4: Conclusion









G(Xi, θ) ∈ A
]
where the probability is extremely small when θ is close to the solution. We de-
velop an importance sampling scheme based on the theory of large deviations to esti-







. The replacement distribution in our scheme is an expo-
nential twist of certain form of the distribution of Xi, which largely simplifies the sampling
process compared to the scheme in [12]. This advantage allows us to apply the importance
sampling scheme to multidimensional cases as shown in numerical examples in Section 2.6.4.
However, the asymptotic efficiency is not guaranteed by our scheme, so the required sam-
ple size is larger, compared that of the scheme in [12], to achieve the same accuracy (see





i=1G(Xi, θ) ∈ A
]















is always zero when exists, so the gradient descent method cannot be applied directly to
solve the minimization problem. We smooth the indicator function by using an approximate
function, then the gradient of the probability can be estimated. Proposition 2.1 shows that
we can design an approximate problem as close to the minimization problem as we want. To
find a good initial point, we design a limiting problem maxθ∈Θ g(θ) (g is defined in (2.44))
whose solution is close to the solution of the minimization problem when n is large.
In this Chapter 3, we propose a method to calculate confidence intervals/regions for the
solution to a two-stage stochastic linear programming problem. The sample average function
of the objective function is piecewise linear when it is finite. We study the asymptotic behavior




N(ẑN − z0)⇒ (LnorK )−1Y0 implied by Theorem 3.1 is fundamental in
constructing confidence intervals/regions. We then use a convolution to smooth the sample
average function of the objective function, such that the Hessian of the objective function
can be estimated and thus LnorK can be estimated. With an estimator of L
nor
K , we can apply
methods for computing confidence intervals/regions for the solution of an SVI. There are
two aspects to further improve this work. In the numerical studies, we estimate the Hessian
by solving N linear programming problems which is time consuming when the number of
variables in the problem is large. If we can find a better way to smooth the sample average
function, our method will work better for high dimensional problems. As discussed in Section
3.5.2, we need to make extra assumptions when the covariance matrix Σ0 is singular and
do not have closed form formulas for the confidence intervals. The extra assumptions are






can be violated even though the set TR(z0) is of lower dimension. It is not trivial to further
develop the method with relaxed assumptions. If a closed form formula can be obtained, it
will extremely simplify the calculation especially for high-dimensional cases.
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