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Permutation Coding Technique for
Image Recognition Systems
Ernst M. Kussul, Member, IEEE, Tatiana N. Baidyk, Donald C. Wunsch II, Fellow, IEEE,
Oleksandr Makeyev, Associate Member, IEEE, and Anabel Martín

Abstract—A feature extractor and neural classifier for image
recognition systems are proposed. The proposed feature extractor
is based on the concept of random local descriptors (RLDs).
It is followed by the encoder that is based on the permutation
coding technique that allows to take into account not only detected
features but also the position of each feature on the image and to
make the recognition process invariant to small displacements.
The combination of RLDs and permutation coding permits us
to obtain a sufficiently general description of the image to be
recognized. The code generated by the encoder is used as an input
data for the neural classifier. Different types of images were used
to test the proposed image recognition system. It was tested in
the handwritten digit recognition problem, the face recognition
problem, and the microobject shape recognition problem. The
results of testing are very promising. The error rate for the Modified National Institute of Standards and Technology (MNIST)
database is 0.44% and for the Olivetti Research Laboratory
(ORL) database it is 0.1%.
Index Terms—Face recognition, handwritten digit recognition,
MNIST database, Olivetti Research Laboratory (ORL) database,
permutation coding neural classifier.

I. INTRODUCTION

A

T PRESENT, the best results in image recognition are
obtained with methods oriented to a specific class of images. For example, the best methods in handwritten digit recognition do not coincide with the best methods in face recognition.
The main goal of this paper is to present an image recognition
method that gives good results for a wide range of different
classes of images.
The method that we propose is based on discovering points
of interest on the image and extraction of local features of the
image from surroundings of these points. The extracted features
are coded in binary form. The binary code of each feature contains the information about position of this feature on the image,
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but this code is insensitive to small displacements of the feature on the image. Thus, proposed method recognizes objects
that have small displacements on the image and small distortions. It could be applied to grayscale or color images. We tested
this method in the handwritten digit recognition problem, the
face recognition problem, and the micro-object shape recognition problem.
The great variety of recognition systems require a huge
amount of human work for software development and they
complicate the development of special hardware which could
ensure high-speed and low-cost image recognition. Therefore,
it is necessary to search for more general methods that give
sufficiently good results in different recognition problems.
There are some general purpose recognition systems, for example, LeNet [1], [2], neocognitron [3]–[6], receptive fields
[7] but the recognition quality of such systems is lower than
the one of specialized systems. It is necessary to develop a
general purpose recognition system that has recognition quality
comparable with the one of specialized systems.
Several years ago, we started to work on a general purpose
image recognition system. In that system, we used the wellknown one-layer perceptron as a classifier. The center point
of our investigations is to create a general purpose feature
extractor. This feature extractor is based on the concept of
random local descriptors (RLDs). We consider terms “feature”
and “descriptor” as synonyms. We intend to develop the method
of RLD creation which could be successfully used for different
types of images (handwriting, faces, vision-based automation,
etc.)
In this paper, we describe the new method of image recognition based on RLD. To code the RLDs’ positions, we use
the permutation coding technique. We have tested our method
on MNIST and Olivetti Research Laboratory (ORL) databases.
Also, we tested it in micro-object shape recognition.
The structure of this paper is as follows. Section II is devoted
to the state of the art in the handwritten digit recognition and
face recognition. Section III is devoted to the explanation of the
RLD. In Section IV, we describe two neural classifiers: limited
receptive area (LIRA) and permutation coding neural classifier
(PCNC). In Section V, we describe the PCNC classifier and all
procedures implemented in its realization. Sections VI, VII, and
VIII are devoted to the results obtained on the MNIST database, the ORL database, and the micro-object shape database,
correspondingly. In Section IX, we present the comparison of
results obtained with LIRA and PCNC classifiers. In Section X,
we present discussion of our results. In Section XI, we present
conclusions.

1045-9227/$20.00 © 2006 IEEE
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II. STATE-OF-THE-ART IN THE HANDWRITTEN DIGIT
RECOGNITION AND FACE RECOGNITION
Handwritten digit recognition can be used for automatic
reading of bank checks, customs declarations, post addresses,
and other documents. To test the performance of handwritten
digit recognition systems some publicly available databases
are used. Among them is the MNIST database that has the
following advantages: It contains a large number of samples
in training and test sets and all the images are centered and
transformed to the grayscale. Many recognition systems have
been tested on this database.
In [8], the authors developed a handwritten digit recognition
system that extracts features along the following principles:
1) biological basis (they attempt to cover as many types of features known to be extracted by the biological system as possible); 2) linear separability; and 3) clear semantics (it is often
desirable to know the meaning of the features either for explanatory purpose or to facilitate further analysis).
Another contribution of this work is a novel triowise system
that combines subdomain classifiers. To improve classification performance, they perform further image preprocessing
deslanting the digit images.
In [9], the authors improved support vector machine (SVM)
method using prior knowledge about invariances of a classification problem incorporated into the training procedure. For example, in image classification tasks there are transformations
that leave class membership invariant (e.g., translations). One
way to make a classifier invariant is to generate artificial training
examples, or virtual examples, by transforming the training examples accordingly.
In [10], authors use the convolutional neural networks. To improve the recognition rate, they created a new, general set of
elastic distortions that vastly expanded the size of the training
set. Elastic deformations can correspond to uncontrolled oscillations of the hand muscles, dampened by inertia.
In [11], the authors presented analysis of errors for various
classifiers and detected the errors that are common for all analyzed classifiers.
Automatic face recognition can be used in different security
systems, document verification, etc. Different approaches are
proposed for this task [12]–[14].
We used the MNIST and the ORL databases as well as the
micro-object shape database to test the proposed RLD-based
neural classifier PCNC.
III. RANDOM LOCAL DESCRIPTORS (RLDS)
RLDs are based on two well-known ideas. The idea of
random descriptors of the image was proposed by Rosenblatt
[15]. In his three-layered perceptron, each neuron of the associative layer plays the role of random descriptor of the image.
Such neuron is connected to some randomly selected points
on the retina (input image) and calculates its function using
the brightness of these points. It is important to note that the
connections of the neuron are not modifiable during the training
process. Another idea of local descriptors is drawn from the
discovery of Hubel and Wiesel [16], [17]. They have proved
that in the visual cortex of animals there are local descriptors

Fig. 1. Scheme of general purpose image recognition system.

that correspond to local contour elements orientation, movements, etc. The discovered local descriptor set is probably
incomplete because in the experiments of Hubel and Wiesel
there were detected only those descriptors or features that had
been prepared beforehand to present to the animals. Probably
not all the descriptors (features) that can be extracted by the
visual cortex of the animals were investigated. The random
descriptors of Rosenblatt can overcome this drawback, but the
application of these descriptors to full-size images decreases
the effectiveness of the application.
We introduce RLDs that are similar to the descriptors of
Rosenblatt but are applied to the local area of the image.
In the first version of our recognition system, each random
descriptor was applied to its own local area, selected randomly
on the image. This recognition system was named LIRA. LIRA
was tested on the MNIST database and showed sufficiently
good results—55 errors [18]. One of the LIRA drawbacks is
its sensitivity to image displacements. We compensated this
drawback by adding distortions of input images during the
training process. But this method cannot be used for large displacements. For this reason, we developed a more sophisticated
image recognition system.
The scheme of the general purpose image recognition system
is shown in Fig. 1.
The base of this system is a multilayer neural network. The
first layer (sensor layer) corresponds to the input image. The
contains RLDs of the lowest level. The layer
second layer
contains RLDs of the highest level. The associative layer
contains associative neurons. The layer
contains output
neurons; each of these neurons corresponds to the image class
under recognition.
The scheme of the RLD of the lowest level is presented in
Fig. 2.
Each RLD contains several neurons (the neurons with numbers 1–5 in Fig. 2). All neurons of the RLD are connected to the
).
local area of the -layer (rectangular window with size
The neurons with numbers 2–5 serve for testing the pixels of the
-layer, randomly selected in the window. We call these neurons
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Fig. 2. Scheme of the RLD of the lowest level.

simple neurons. There are two types of simple neurons: ON-neurons and OFF-neurons (similar to ON- and OFF-neurons of natural
neural networks). The output of simple neuron is 0 or 1.
of the correON-neuron has output 1 if the brightness
sponding pixel is larger than the neuron threshold
(1)
The OFF-neuron has output 1 if the brightness of the corresponding pixel is smaller than the neuron threshold
(2)
In Fig. 2, the neurons with numbers 2 and 4 are ON-neurons,
and the neurons with numbers 3 and 5 are OFF-neurons. The
thresholds are randomly selected in the dynamic range of the
input image brightness.
The neuron number 1 is a complex neuron. It has excitatory
connections with all the pixels that belong to the small rectangle
(E-rectangle in Fig. 2) located in the center of the window
and inhibitory connections with all pixels that lie outside the
E-rectangle but inside the I-rectangle. Filter that is realized by
neuron number 1 is determined by the weights of these connections. Practically, we used only two types of filters. One of them
selects the points where brightness is larger than predefined
threshold. We used such filter in handwritten digit recognition
system. The second type of filter selects the points where brightness gradient is larger than predefined threshold. We used such
filter in face recognition system and micromechanical applications. Points selected by the filter are called points of interest.
The output neuron of descriptor has output 1 if all the neurons with numbers 1–5 have output 1. If at least one of these neurons has output 0 than the output of neuron is 0. The neuron
can be termed AND-neuron.
(Fig. 1) consists of a number of planes
The neural layer
. Each plane contains the number of AND-neurons equal to the number of pixels of the input image. Every
preserves the topology of the input image, i.e., each
plane
corresponds to the pixel located in the center
neuron of plane
of the corresponding window
(Fig. 2). The topology of connections between the sensor layer and neurons 2–5 (Fig. 2) is
(Fig. 1). The topology
the same in the range of every plane
of connections between the sensor layer and neuron number 1
.
is the same for all the neurons in all the planes of layer

The aim of each plane is to detect the presence of one concrete
feature in any place of the image. The number of planes corresponds to the number of extracted features (in our system each
feature corresponds to one descriptor). The large number of features permits us to obtain a good description of the image under
recognition. We used 12 800 features for the MNIST database
and 200 features for the ORL database. It is necessary to solve
the problem of structure risk to estimate the required number
of features. It is difficult to obtain an analytical solution of this
problem for such a complex recognition system as we propose.
That is why we estimated the required number of features experimentally for each recognition problem.
(Fig. 1) also contains
planes of neurons. Each
Layer
plane is connected to all the neurons of the
neuron of the
plane located within the rectangular window. The output of
neurons has
each neuron is 1 if at least one of the connected
output 1. Such neuron is termed OR-neuron. The topology of the
neurons corresponds to the topology of the
neurons and
to the topology of the -layer.
All neurons that have output 1 are termed active neurons. The
term “active neuron” is related to the current state of the neuron.
Terms ON- and OFF-neurons specify the type of the neuron.
The associative layer contains associative elements that
collect the activity of randomly selected
neurons. This layer
also performs the binding function that will be described in details later.
Direct implementation of the proposed image recognition
system as a computer program is time consuming. To reduce
the time of computation, we use the following method. For each
pixel of the input image we calculate the activity of complex
neuron 1 (Fig. 2). If this neuron is active we make sequential
calculations only for those elements of the neural network that
are connected with this active neuron. In our paper, the number
of active complex neurons is much less than the whole number
of complex neurons. We follow this principle also in other
calculations up to the calculation of -neurons excitations,
i.e., we analyze only those connections that correspond to the
, and layers. This method reduces
active neurons of
the calculation time and makes it possible to simulate the
proposed recognition system in real time. The simulated system
is described in Section IV.
IV. NEURAL CLASSIFIERS
A. LIRA Neural Classifier
In [19] and [20], we have described the handwritten digit
recognition system based on the Rosenblatt perceptron. The
one-layer perceptron has very good convergence but it demands
the linear separability of the classes in the parametric space.
To obtain linear separability, it is necessary to transform the
initial parametric space presented by pixel brightness to the
parametric space of larger dimension. In our case, the set of
connections between the -layer and the -layer transforms
the initial
-dimensional space (
and
stand for
the width and the height of the -layer) into the -dimensional
space represented by the binary code vector. In our experivaried from 32 000 to 512 000. This transformation
ments,
improves the linear separability.
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Fig. 4. PCNC.
Fig. 3. Neural classifier LIRA.

The structure of the simplest classifier LIRA which uses this
transformation is presented in Fig. 3.
is
In the LIRA classifier, the associative neuron layer
connected to the sensor layer with the randomly selected,
nontrainable connections. The set of these connections can be
considered as a feature extractor.
The coding procedure used in the LIRA classifier is as follows. We connect an -layer neuron to -layer neurons randomly selected not from the entire -layer, but from the window
that is located in the -layer (Fig. 3).
and
are random numbers selected from
The distances
from
and from
. We
the ranges:
create the associative neuron masks that represent the positions
of positive and negative connections of the -layer neuron with
. The procedure of random selection
neurons of the window
of connections is used to design the mask of -layer neuron.
This procedure begins from the choice of the upper left corner
of the window in which all positive and negative connections of
the associative neuron are located.
The following is used:
random
random

(3)

where is the position of a neuron in associative layer ;
is a random number which is uniformly distributed
random
in the range
. After that each positive and negative connection position within the window is defined by the pair of
numbers
random
random

(4)

where is the number of the connection with the retina.
Absolute coordinates of the connection on the retina are defined by the pair of the numbers
(5)
random
The threshold
lected for each connection.

is se-

B. PCNC Neural Classifier
In this paper, we propose a new recognition system that contains the feature extractor and the encoder (Fig. 4) instead of the
set of connections between the -layer and the -layer that is

Fig. 5. Expanded S -layer.

used in the LIRA neural classifier. The feature extractor corre(Fig. 1) and the encoder corresponds to
sponds to the layer
(Fig. 1).
the layer
The neural layers and are the same as in the LIRA neural
classifier. The training rules for connections between the layers
and are also the same [20].
The coding method in the new classifier is as follows. We conon the plane
, (Fig. 1)
nect neuron that has position
, located in the -layer. The center point of
to the window
this window has position
in the -layer. To connect the
, we expand the -layer
marginal neurons of the plane
pixels to the left and right and
pixels up and down. We set
the brightness of these pixels equal to 0 (Fig. 5).
To obtain the output value (0 or 1) of neuron under discusin -layer is the point
sion, we check at first if the point
of interest. For MNIST database, we considered all the points
of the -layer that had larger brightness than threshold as the
points of interest, and for the ORL database, we selected the
points of interest as points where the gradient of brightness was
larger than a threshold.
is not a point of interest then the output of
If the point
neuron is equal to 0. If the point
is a point of interest
then we continue the analysis of the output of neuron . We
perform this analysis in the same way as the analysis of the
-layer neuron in LIRA classifier (Fig. 3 and corresponding
description). The differences between the new PCNC classifier
and LIRA classifier are as follows. In LIRA classifier, each
neuron of the -layer has its own pattern of connections with
and a determined position of the window
the window
in -layer. In the new classifier, all the neurons of
-layer
have the same pattern of connections with the
plane
but they correspond to different positions of
window
this window. The position of the window is coded by layer
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Fig. 6. Grayscale image of “0.”

and its connections with layers
and . However, practical
realization of such scheme is time consuming. To create an
image recognition system that works in real time, we replace
with another method of position coding of layer
layer
neurons. For this purpose, we select for each plane
a number of representatives in the -layer. This selection is
-layer neuron,
made randomly. To code the position of the
we perform permutations of all representatives according to the
plane
rules described later. As a result, each neuron of the
has its own representatives in the -layer. This new coding procedure makes it possible to create an image recognition system
that works in real time. If after analysis of a neuron of plane
its output is equal to 1 we search for the representatives of
this neuron in -layer and set their outputs equal to 1. When
-layer neurons is completed, we perform the
the analysis of
binding procedure in the -layer and we input the resulting
binary vector to the classifier.
In Section V, we describe this method in detail.
V. PERMUTATION CODING NEURAL CLASSIFIER (PCNC)
The principles of the proposed method were worked out on
the basis of the associative–projective neural networks (APNNs)
[21], [22]. We use the APNN paradigm as a generic structure for
different applications such as random threshold classifier (RTC)
[23], [24], random subspace neural classifier, neural classifier
LIRA [19], [20], and classifier PCNC [25].
In this paper, we propose a new algorithm that outperforms
its predecessors due to new elements (feature extractor and encoder) included in its structure.
A. PCNC Structure
The PCNC structure is presented in Fig. 4. The image is input
to the feature extractor. The extracted features are applied to the
input of the encoder. The encoder produces the output binary
vector of large dimension, which is input to the one-layer neural
classifier. The output of the classifier gives the recognized class.

Fig. 7. Points of interest selected by the feature extractor (white area).

this window. The positive and negative points determine
each feature. The positive point is the point of -layer that
is connected to ON-neuron. The negative point is the point of
-layer that is connected to OFF-neuron.
These positive and negative points are randomly distributed
has the threshold
that is
inside the window. Each point
randomly selected from the range
(6)
The feature exists in current window if all its ON- and OFFneurons (Fig. 2) are active. Otherwise, the feature is absent.
We use a large number of different features
. In the final experiments, we worked with
and
. The feature extractor examines all
features for each
point of interest. For example, in the handwritten digit recogvaried from 1600 to
nition task the number of the features
12 800.
In order to be able to check every pixel of image whether it is
pixels to the
a point of interest, we expand original image
pixels up and down. All extracted features
left and right and
are to be transferred to the encoder.
C. Encoder
The encoder transforms the extracted features to the binary
vector
(7)
where is equal to 0 or 1. For each extracted feature
encoder creates an auxiliary binary vector

(8)

B. Feature Extractor
In Fig. 6(a), a grayscale image of the digit “0” is shown. The
feature extractor starts its work with the selection of the points
of interest on the image. For handwritten digit recognition, we
that have the brightness
selected the points of interest
larger than the predetermined threshold . These points correspond to the white area in Fig. 6(b).
is formed around each specific point
The window
(Fig. 7). Multiple features are extracted from the image in

the

where

is equal to 0 or 1. This vector contains ones, where
. In our experiments
, the number of the
neurons varied from 32 000 to 512 000. The positions of ones
in the vector
are selected randomly for each feature
.
This procedure generates the list of the positions of ones for
each feature and saves all such lists in the memory. We term
“mask” of the feature
. We extract a feature
the vector
from the image, represent it by a binary vector, and permute
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is extracted at the top point
large. For example, if the feature
of the handwritten digit and the same feature is extracted at the
bottom point of the digit, they must be coded by different binary
and
that are weakly correlated. If the same
vectors
features are extracted at the neighbor points they must be coded
and
. This property
with strongly correlated vectors
permits us to make the recognition system insensitive to small
displacements of the digits on the image.
on the image, it is
To code the location of the feature
. Let the same
necessary to select the correlation distance
be detected in two different points
and . If the
feature
distance between them
then the corresponding codes
then the codes will
will be correlated. If the distance
not be correlated. To obtain this property we have to calculate
the following values:
(9)
(10)
(11)
(12)
Fig. 8. Permutation pattern for (a)

X coordinate and (b) Y coordinate.

the binary vector in such a way that these vectors are strongly
correlated if the distance between the feature locations is small
and are weakly correlated if the distance is large.
In the next stage of encoding, it is necessary to transform the
that corresponds to the
auxiliary vector to the new vector
feature location on the image. This transformation is made with
permutations of the vector components (Fig. 8). The number
of permutations depends on the feature location on the image.
[Fig. 8(a)] and vertical
The permutations in horizontal
[Fig. 8(b)] directions have different permutation schemes and
are applied to the vector , sequentially.
The permutation schemes presented in Fig. 8 are created in
the following way.
of column 0, we randomly select
1) For the component
the component of column 1 [ in Fig. 8(a)] and connect
them.
2) For the next component of column 0, we randomly select a
component of column 1 that has no connection and connect
them.
3) Repeat step 2) until all the components have connections.
The structure of connections between the other columns repeats the structure of connections between the first column and
the second one.
The properties of these permutations are evaluated in
Appendix 1.
First, we have to apply -permutations that give us vector
and then apply -permutations to the vector
to obtain
the resulting vector
.
The problem is to ensure these binary codes of the features
to be strongly correlated if the distance between the feature locations is small, and to be weakly correlated if the distance is

is the integer part of
is the fractional part
where
is the vertical coordinate of the detected feature; is the
of
horizontal coordinate of the detected feature, is the number of
neurons;
and
show how many permutations should
and
are the
be performed in the and directions; and
for which an additional
numbers of neurons in the range
permutation is needed.
is considered as a code of this
The mask of the feature
feature located at the upper left corner of the image. To shift
the feature location in the horizontal direction it is necessary to
times and to perform an addiperform its permutations
tional permutation for the
components of the vector. After
that it is necessary to shift the code vertically, performing the
times and an additional permutation for the
permutations
components.
Let the feature
be detected at the point
,
and
. In this case,
and
.
In Fig. 9, all components that have to be permuted are colored grey. We perform permutations only for the nonzero components of the vector . To perform the permutations of the th
component of the vector , it is necessary to select the th cell
in the first column in Fig. 9(a) and then to follow the arrows
until the first white cell appears. This white cell corresponds to
the new position of the selected component. After that we start
with this new position in the first column of Fig. 9(b) and again
follow the arrows until the first white cell appears. This white
cell corresponds to the final position of the selected component.
will be (Fig. 9)
For example, the trajectory of component
(13)
The permutations of all components are shown in Fig. 10. It
can be seen in Fig. 10 that different components of the vector
could be placed in the same cell after performing permutations.
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According to this estimation for a large number of neurons
and a small number of active neurons probability of absorption is very low and it has almost no influence on the coding
process.
of the
The code vector is composed of all code vectors
detected features
(14)
where
is the th component of the vector
is the th
component of the vector
, which corresponds to the detected
and
is the sign of disjunction.
feature
Thereafter, we perform binding procedure [25]–[27] for bibe the bitwise negation of vector , and
nary vector . Let
be the vector shifted to the right on one bit with the last
bit transferred to the first bit (cyclic shift). In the set of equations
(15), we present the binding procedure. To perform this procedure, we assign the value of vector to new vector , and then
we make a cyclic shift of vector and perform bitwise conjunction with negation of vector , assigning the result to vector .
We perform this operation times and assign resulting vector
to vector

Fig. 9. Example of (a)

&

X permutations and (b) Y permutations.

times
&
(15)

Fig. 10. Results of the

X and Y permutations.

For example, after performing
permutations [Fig. 9(a)] the
and
are allocated in the cell
and
and
components
are in the cell . Such overlapping is undesirable.
Let us consider three cases of component values:
1)
2)
3)
All these cases will give the same result after permutations:
. We term this event as “absorption of ones.” Such
absorption causes partial loss of information. Therefore, it is
interesting to estimate the probability of absorption in the permutation process. This estimation is presented in Appendix 2.

The first purpose of the binding procedure is to reduce the
number of active neurons in the associative layer increasing in
this way the computation speed. The second purpose of this
procedure is to introduce dependence of the associative neuron
activity on the activities of other associative neurons. This property is useful for recognition process because the one layer classifier used in our system does not permit us to take into account
such dependencies. There are many different algorithms proposed for the binding procedure. Detailed description of these
algorithms was presented in [26].
Taking into account the small number of active neurons it
is convenient to represent the binary code vector not explicitly
but as a list of numbers of active neurons. Let, for example, the
vector be
(16)
The corresponding list of the numbers of active neurons will
be 4, 9, and 16. Such compact representation of code vector permits faster calculations in training procedure. Thus, after execution of the coding procedure every image has a corresponding
list of numbers of active neurons.
D. Training Procedure
Before starting the training procedure, the weights of all connections between neurons of the -layer and the -layer are set
to 0.
First Stage: The training procedure starts with the presentation of the first image to the PCNC classifier. The image is
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coded and the
is defined as

-layer neuron excitations

are computed.

(17)
is the excitation of the th neuron of the -layer;
where
is the excitation of the th neuron of the -layer; and
is the
weight of the connection between the th neuron of the -layer
and the th neuron of the -layer.
Second Stage: Robustness of the recognition is one of the
important requirements the classifier must satisfy. After calculation of the neuron excitations of the -layer, the correct class
of the image under recognition is read. The excitation
of the
corresponding neuron of the -layer is recalculated according
to
(18)
determines the reserve of excitation that the
where
neuron that corresponds to the correct class must have. In our
varied from 0.1 to 0.5.
experiments, the value
After that we select the neuron with the largest excitation.
This winner neuron represents the recognized class.
Third Stage: Let us denote the winner neuron number as
keeping the number of the neuron that correspond to the correct
, then nothing is to be done. If
,
class denoted as . If
then following modification of weights is to be done:

if

then

(19)

where
and
are the weights of the connection
between the th neuron of the -layer and the th neuron of the
-layer before and after modification, and is the output signal
(0 or 1) of the th neuron of the -layer.
The training process is carried out iteratively. After all the images from the training set have been presented, the total number
of training errors is calculated. If this number is larger than one
percent of the total number of images, then the next training
cycle is performed; otherwise, training process is stopped. The
training process is also stopped if the number of performed
training cycles is more than a predetermined value. In our experiments, we used 30 training cycles on the MNIST database
and 200 training cycles on the ORL database.
The flowchart of the PCNC algorithm is shown in Fig. 11.
It is obvious that in every new training cycle the image coding
procedure is repeated and gives the same results as in previous
cycles. Therefore, in our experiments, we performed the coding
procedure only once and saved the lists of active neuron numbers for each image on the hard drive. Later, during the training
procedure, we used not the images, but the corresponding lists
of active neurons. Due to this approach, the training process was
accelerated approximately by an order of magnitude.
It is known [28] that the performance of the recognition systems can be improved with implementation of distortions of the
input image during the training process. The only distortion that
we used on the MNIST database was skewing.
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In our experiments, we used three implementations of
skewing (11.3 , 18.5 , 26.5 ) to the left and three implementations of skewing of the same angles to the right. Thus, the total
number of the distortions in the training process was six. On
the ORL database, we used image shifts.
The decision on the use of the distortions as well as on the
selection of the particular type of distortions is to be made in
concordance both with specificity of the database and given
computational resources. For example, since the images of the
MNIST database are perfectly centered, the use of image shifts
is not as advantageous as the use of skewing and the use of both
image shifts and skewing results in the redundant increase of the
training set and thus of the computational burden.
VI. RESULTS OBTAINED ON THE MNIST DATABASE
The MNIST database contains 60 000 samples in the training
set and 10 000 samples in the test set. The results of the experiments are presented in Table I. The values presented in Table I
correspond to the number of errors in the recognition of 10 000
test samples. We made four experiments with different sizes of
(7 7, 9 9, 11 11, and 13 13). For each size, we
window
made three runs to obtain reliable results. Each run has different
was
set of random numbers used in (3) and (4). Parameter
equal to 0.1 for all the runs.
Digits that were recognized incorrectly in the best experiment
(Table I, line 3, column 11 11) are presented in Fig. 12.
The experiments were made on a Pentium IV, 3-GHz computer. The training time for 60 000 samples was 55 h. The recognition time for 10 000 samples was 2350 s (0.235 s per one handwritten digit).
VII. RESULTS OBTAINED ON THE ORL DATABASE
The ORL database contains 400 images of 40 different persons (ten images of each person). Each image is of a full face
(Fig. 13).
The differences between the ten images of one person are in
shifts, head inclination, different facial expression, and presence
or absence of glasses. As a rule, the algorithms are tested on
the ORL database in the following manner: Five images of each
person are used for classifier training and other five are used for
testing. There are two modes to make such partition.
In the first mode, first five images are used for training and the
last five images for testing. In the second mode, five images are
randomly selected for training and the rest of images are used for
testing. The first mode was widely used for comparison of the
classifiers until classifiers with an almost 100% recognition rate
appeared. If the error percentage is less than 2–3% it is difficult
to compare the classifiers using this mode.
The second mode permits us to make many different experiments with the same database and obtain statistically reliable
results. In our experiments, we made ten runs for each experiment and for each run we made a different partition for training
and test data sets. This method was also used in other works for
estimation of the mean value of the error rate [12].
It is also interesting to investigate the cases when less than
five images are selected for training and the rest for testing. The
data obtained in such experiments was presented in [13]. Unfortunately, this data is presented graphically and no table is given.
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Fig. 11. Flowchart of the PCNC algorithm.

TABLE I
RECOGNITION RESULTS OBTAINED ON THE MNIST DATABASE

We tried to restore the data from the graphics and compare it
with our results. The comparison is presented in Table II. More

results of our experiments are presented in Table III. The note
tr./t. reflects how many images were used for training (tr.) and
how many for testing (t.). The comparison of results shows that
our classifier in most cases gives a better recognition rate than
the one obtained in [13].
64 000
In this task, we used the PCNC classifier with
200. The parameter
was equal to 0.5. We menand
tioned previously that different methods of detection of points
of interest can be used. For face recognition, we used the points
with large brightness gradient. An example of the image with
the points of interest is presented in Fig. 14.
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Fig. 12. Unrecognized handwritten digits.

TABLE III
RECOGNITION RESULTS OBTAINED ON THE ORL DATABASE

Fig. 13. Image example from the ORL database.

Fig. 14. Image example with points of interest.
TABLE II
ERROR RATES FOR DIFFERENT NUMBERS OF EACH PERSON’S IMAGES
PRESENTED FOR TRAINING OBTAINED ON THE ORL DATABASE

VIII. RESULTS OBTAINED IN MICRO-OBJECT
SHAPE RECOGNITION
We also tested the PCNC classifier in the problem originated from our experience in automation of micromechanical
equipment.
A computer vision system permits one to provide the feedback that increases the precision of the manufacturing process.
It could be used in low-cost micromachine tools and micromanipulators of microfactories that produce microdevices.

Fig. 15. Examples of initial images.

One of the main problems in microfactory creation is the
problem of automation based on vision systems [29].
To test the PCNC in shape recognition of micromechanical
workpieces we have produced 40 screws of 3-mm diameter
with the computer numerical control (CNC) lathe Boxford.
Ten screws were produced with correct position of the thread
cutter [Fig. 15(b)]. Thirty screws were produced with erroneous
positions of the cutter.
Ten of them [Fig. 15(a)] had distance between the cutter and
screw axis 0.1 mm smaller than necessary. Ten screws [Fig. 15(c)]
were produced with the distance 0.1 mm larger than necessary
and the remaining ten [Fig. 15(d)] with the distance 0.2 mm larger
than necessary. We made an image database of these screws using
web camera Samsung mounted on an optical microscope. Examples of these images are presented in Fig. 15. An example of the
points of interest selected on the image is presented in Fig. 16.
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TABLE V
ERROR RATES OF LIRA CLASSIFIER IN RECOGNITION OF SHIFTED TEST IMAGES

Fig. 16. Points of interest selected on the contour image of screw.
TABLE IV
RECOGNITION RESULTS OBTAINED IN MICROOBJECT SHAPE RECOGNITION

TABLE VI
ERROR RATES OF PCNC CLASSIFIER IN RECOGNITION OF SHIFTED
TEST IMAGES

X. DISCUSSION

Five randomly selected images from each group of screws
were used for the neural classifier training and the other five
were used for the neural classifier testing.
Experiments were made for different values of threshold used
in selection of points of interest. In Table IV, first column corresponds to the value of this threshold. Four different runs were
made for each threshold value to obtain statistically reliable results. Each run differs from others in the set of randomly selected
samples for the neural classifier training and in permutation
scheme structure. For this reason, we obtained different error
rates in different runs. The second column contains the number
of errors for each run. The third column gives the mean value
of the number of errors for each threshold value. The fourth
column contains the mean percentage of correct recognition.
We consider these results as preliminary evidence of the possibility of applying the PCNC classifier in mechanical equipment automation problem.
IX. COMPARISON OF PCNC WITH LIRA CLASSIFIER
To compare PCNC with LIRA classifier we trained both classifiers on the MNIST database training set without application
of distortions and afterwards tested them on the shifted by a different number of pixels images of the test set. The error rates
obtained in these experiments are presented in Tables V and VI.
Experimental results show that for an error rate up to 5% LIRA
(in Table V colored white) permits only one pixel shifts while
PCNC permits four pixels shifts (in Table VI colored white). We
can conclude that PCNC is less sensitive to small shifts of the
image to be recognized.

Currently, very good image recognition systems have been
developed to solve specific recognition problems.
However, development of a new recognition system for each
new problem requires a lot of time and makes such recognition
systems expensive. There have been many attempts to create
general purpose image recognition system (for example, [1] and
[3]) but recognition rate of these systems as a rule cannot compete with the one of specialized systems.
We tried to develop a general purpose system that can compete with the best specialized systems. In this section, we discuss the results of this try.
Many recognition systems have been tested on the MNIST
database and results are available in [1], [2], [23], [30], and [31].
Some systems showed good results. In Table VII, we presented
the best results, obtained during last years.
We developed the LIRA neural classifier to be used in a
general purpose image recognition system and tested it on
the MNIST database [41]. The number of errors on the test
set was 55. The experiments with this classifier demonstrated
its high sensitivity to small displacements of the images to
be recognized. To eliminate this drawback, we developed a
recognition system based on PCNC. This system permitted to
decrease the number of errors on the MNIST database to 44.
Automatic face recognition can be used in different security
systems, document verification, etc. Different approaches are
proposed for this task [12]–[14]. Some of those approaches were
tested on the ORL database [14], [32]–[34]. We have tested our
classifier on this database as well. The best results obtained on
the ORL database [35] are presented in Table VIII.
As can be seen almost all recognition systems that perform
the best on the ORL database differ from the recognition systems that perform the best on the MNIST database.
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if

and

if

or

TABLE VII
COMPARATIVE RESULTS ON THE MNIST DATABASE

(A3)

XI. CONCLUSION
A new general purpose image recognition system has been
developed. The system is based on the permutation coding technique. This technique decreases the sensitivity to the object displacements on the image. Testing of our system showed good results: 0.44% of errors on the MNIST database and 0.1% of errors
on the ORL database. The system was also tested in the microobject shape recognition problem and showed promising results.
In the future, we plan to develop faster recognition methods that
are insensitive to object rotation and scale change.
APPENDIX I
Let us consider the properties of the permutations.
Let binary vector
have
components.
compobe
nents of this vector have value 1. Let the feature
and
. Let
detected in two locations
and
. The feature mask corresponds to the vector . After the
permutations, vectors
and
will differ. Let
be the Hamming distance between
and
. The mean value of
can be calculated with the
approximate equation
if
if

(A1)

where
is predetermined correlation distance.
and
will have Hamming
After permutations, vectors
that could be estimated as
distance
(A2)
TABLE VIII
COMPARATIVE RESULTS ON THE ORL DATABASE

where (A3), shown at the top of the page, holds.
and
are correlated only if
Thus, vectors
. This correlation increases with the decrease of
.

and
and

APPENDIX II

Some of these systems use the same type of classifiers, for
example SVM, multilayer neural networks, but the features extracted from the images in these cases are different.
For all the mentioned problems we applied the same PCNC
algorithm and this algorithm showed results comparable with
the best results of specialized systems.
On the basis of these results, we can conclude that PCNC
can be considered as a good candidate for creation of a general
purpose recognition system.

and
. Vector
Let us introduce two binary vectors
contains
components, obtained from initial vector
by performing permutations
times. All the other compoare equal to 0. Vector
contains (1 nents of
components, obtained from initial vector by performing pertimes and all the other components of
mutations
are equal to 0.
to
The probability of an arbitrary component of vector
be equal to 1 is
(B1)
For the vector

, the corresponding probability

is
(B2)
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Absorption occurs if corresponding components of vectors
and
are both equal to 1. The probability of such event
for one component is
(B3)
It is easy to show that the maximum of

occurs when

Thus
(B4)
For all the components of the vector
at least one absorption is

, the probability of

(B5)
If we have, for example,

16 and

128 000, then
(B6)

Thus, for a large number of neurons
and a small number
of active neurons , probability of absorption is very low and
it has almost no influence on the coding process.
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