This paper discusses the design and development of a code to calculate the eigenvalues of a large sparse real unsymmetric matrix that are the rightmost, leftmost, or are of largest modulus. A subspace iteration algorithm is used to compute a sequence of sets of vectors that converge to an orthonormal basis for the mvarlant subspace corresponding to the required eigenvalues. This algorithm is combined with Chebychev acceleration if the rightmost or leftmost eigenvalues are sought, or if the eigenvalues of largest modulus are known to be the rightmost or leftmost eigenvalues. An option exists for computing the corresponding eigenvectors. The code does not need the matrix exphcitly since it only requires the user to multiply sets of vectors by the matrix. Sophisticated and novel iteration controls, stopping criteria, and restart facilities are provided. The code is shown to be efficient and competitive on a range of test problems.
, Saad [18] [19] [20] ), there is a notable lack of general-purpose robust software. The best-known codes are SRRIT [26] and LOPSI [27] . Both use subspace itera-. (1 = l(li )), and each iteration of the subspace iteration algorithm then consists of four main steps: Go to 2.
In the following subsections we discuss how this algorithm is implemented in EB 12. In Section 2.1 we describe the overall design of EB12 and, in particular, the use of reverse communication.
In Section 2.2 the dimension m of the iteration subspace, which is a parameter which must be set by the user, is considered.
The initial matrix X chosen by EB 12 is discussed in Section 2.3.
In Section 2.4 the convergence criterion is given. [29] ), which is then reduced to the real Schur form T = VTHV using a modified version of the routine HQR3 given by Stewart [25] . We have modified the routine HQR3 so that the diagonal blocks of T are ordered with the eigenvalues appearing in descending order of their moduli if the simple subspace iteration algorithm is being used, and in descending (or ascending) order of their real parts if Chebychev acceleration is being employed. This ordering is convenient so that we can "pick-off" the eigenvalues in turn as they converge (see Section 2.4).
The Number of Trial Vectors
The user must supply EB12 with the number r of required eigenvalues and the dimension m of the iteration subspace to be used. 
(2. 19) and If A is large the solution of the system (2.37) may itself be quite time consuming, but note that if a direct method of solution is used, the decomposition of A -p I into triangular factors needs only to be done once for a value of the shift p. Having performed the decomposition, on each return to the user it is only necessary to perform relatively cheap forward and backward substitutions. In practice, p may be an approximation to a required eigenvalue of A, in which case it may be advantageous to update the value of the shift as the computation proceeds, and consequently several factorization may be required.
However, if the shift p is suitably chosen, the matrix B = (A -p 1)-1 will have a spectrum with much better separation properties than the original matrix A, and the subspace iteration algorithm applied to B should require far fewer iterations for convergence than when it is applied to A. Thus, the rationale behind using a so-called shift-and-invert strategy is that the additional cost of the factorization is amply repaid by the reduction in the number of iterations required by using B in place of A. In each example the convergence parameter EPS(l) (see Section 2.4) was set to 10'5.
The numerical experiments were performed on a SUN SPARCstation using double precision (i.e., u = 2.220446~10-16). 
