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A B S T R A C T 
This paper employs the R software in identifying the most suitable ARMA model for forecasting the 
growth rate of the exchange rate between the US dollar and a unit of the British pound. The data is 
systematically split into two distinct periods identified as the in-sample period and the out of sample 
period. The best model selected for the in-sample period is used to make forecasts for the out of sample 
period. Both traditional and rolling window forecasting methods are employed. This research uses the 
MSE, MAE, MAPE and correct sign prediction criterion to compare the forecasting performance of 
the rolling window forecasting method and the traditional forecasting method. The results obtained 
suggest that the traditional forecasting method performs better judging by MSE, MAE and MAPE. In 
other words, the traditional forecasting method is more suitable for predicting the magnitude (i.e., size) 
by which the US /UK exchange rate changes overtime. However, the results also suggest that the rolling 
window forecasting method performs better based on the correct sign prediction criterion. In other 
words, the rolling window forecasting method is more appropriate for predicting the changes in the 
sign of the US /UK exchange rate.   
© 2021 by the authors. Licensee SSBFNET, Istanbul, Turkey. This article is an open access article 
distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license 




This research employs the R software in identifying the most suitable ARMA model for forecasting the growth rate of the exchange 
rate between the US dollar and a unit of the British pound (denoted as $/£). Although the whole dataset available contains observations 
from January 1971 to February 2020, all observations for January 1971 are excluded. This is due to the fact that the growth rate of 
the $/£ exchange rate is measured by taking the first difference of its logarithmic transformation and this leads to losing the growth 
rate for January 1971. Hence, it becomes imperative to exclude all available observations for January 1971 so as to ensure consistency 
in the time periods.  
Additionally, the data is systematically split into two distinct periods identified as the in-sample period and the out of sample period. 
The in-sample period spans from February 1971 to December 2012 while the out-of-sample period runs from January 2013 to 
February 2020. This research employs the best model selected for the in-sample period to make forecasts for the out-of-sample 
period. More comprehensively, this process uses the in-sample period for pre-analysis, unit root/stationarity tests, model selection 
and model diagnostics. Thereafter, the out-of-sample period is used for forecasting. 
Generally, the results obtained from the pre-analysis and unit root/stationarity tests suggest that log ($/£) is non-stationary while Δlog 
($/£) is stationary. Also, the model selected by AIC is ARMA (2,3). Similarly, the model diagnostics do not show evidence of serial 
correlation in the residuals obtained from the regression estimated with the ARMA (2,3) model; and this suggests that the model fits 
the data well. As regards the plot of the true values against the predicted values, the forecasts generally provide a close fit for the true 
values, nonetheless, there exists a number of swings which are not forecasted.  
Upon completing the above analysis, this research proceeds to make rolling window forecasts for the out-of-sample period. The 
predicted values obtained from the rolling window forecasting method are plotted against the true values of the out-of-sample period. 
The rolling window forecasts largely provide a close fit for the true values. Also, the forecasts appear to provide good predictions of 
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the changes in the sign of the true values. Additionally, this research uses the MSE, MAE, MAPE and correct sign prediction criterion 
to compare the forecasting performance of the rolling window forecasting method with the traditional forecasting method. The results 
obtained suggest that the traditional forecasting method seems to perform better judging by MSE, MAE and MAPE. In other words, 
the traditional forecasting method appears to perform better in predicting the magnitude (i.e. size) by which Δlog ($/£) series changes 
overtime. However, the results also suggest that the rolling window forecasting method seems to perform better based on the correct 
sign prediction criterion. In other words, the rolling window forecasting method appears to perform better in predicting the changes 
in the sign of ∆log ($/£) series.   
The rest of this research is organized as follows. Section 2 reviews the literature. Section 3 provides the methodology adopted. Section 
4 discusses the results. Section 5 Concludes.  
Literature Review 
Comparative studies 
Alam (2012) investigated the application of an AR model by comparison with the naïve strategy model for predicting the BDT/USD 
exchange rates over the period July 03, 2006 to July, 04, 2011 by dividing the data into in-sample and out of sample data set. The 
study finds that both the ARMA and AR models jointly outperform other models in predicting the BDT/USD exchange rate based 
on statistical forecasting measures.  
Rout, Majhi, Majhi and Panda (2014) utilized both the adaptive autoregressive moving average (ARMA) technique and differential 
evolution (DE) methods. The Differential Evolution (DE) technique involves the imputation of past time series data into a prediction 
model to obtain coefficients. The prediction accuracy is validated using past exchange rates not previously included in the training 
procedure. Four alternatives methods namely ARMA-CSO, ARMA-BFO and ARMA:-FBLMS. A Comparisons of the different 
measures including the training time of the all three hybrid models provides evidence that the ARMA-DE exchange rate prediction 
model possesses superior short- and long-range prediction potentiality compared to others. 
Using exchange rate data covering the period January 01, 2010, to April 30, 2015, and a total of 1284 observations. Babu and Reddy 
(2015) examined the predictability of exchange rates of Rupee against USD, GBP, Euro and Yen. Babu et al (2015) compared 
classical time series method (ARIMA) and complex nonlinear methods such as Neural Network and Fuzzy neurons. Daily RBI 
reference exchange rates from January 2010-April 2015 were used for the analysis in predicting exchange rate market in India 
ARIMA model does better than those of the complex nonlinear models. 
Optimal ARMA Models (p,d,q) 
Qonita, Pertiwi, and Widiyaningtyas (2017) investigated the best ARIMA method in predicting the value of the rupiah against the 
US dollar, using1595 records on value, trading volume as well as the date, over the 30-day period between January 4, 2010 and June 
24, 2016. Qonita et al(2017) followed four stages, including (1) using the ACF and partial ACF to determine the AR, the lag at which 
the model is integrated and the appropriate Moving Average cut off point (2) estimating the model using Maximum Likelihood to 
estimate the parameters(3) Diagnostic tests to detect white noise 4) Computing the MAE, MAPE and other statistical criteria of 
accuracy. The findings of Qonita et al (2017) shows that the most predictive model was the ARMA model (2,2) which had a predictive 
accuracy of about 98.74%. 
Following a similar procedure, Nyoni (2019) adopted the Box-Jenkins ARIMA technique while utilizing data on the Indian Rupee 
to USD exchange rate from 1960 to 2017 as in-sample data in order to forecast exchange rate from 2018 – 2027. In this process, 
Nyoni (2019) found the ARIMA (0, 1, 6) technique sufficiently stable and appropriate for forecasting the Indian Rupee / USD 
exchange rates.  
Ashour and Al-dahhan (2020) employed the Box-Jenkins methodology to develop a prediction model for the Turkish lira- the US 
dollar within the period 1/2/2018 - 30/6/2018. The RMSE and MAPE were used to measure the predictive accuracy. The results 
showed that the most reliable forecasting model was found to be ARMA (1,0). 
Research and Methodology 
Pre-analysis 
Time series plot 
A time series plot provides a graphical depiction of a variable whose data has been assembled over a given time-frame. While the 
horizontal axis measures time, the vertical axis measures the relevant variable. In time series plots, each data point is collected over 
the same intervals. While some time series plots may provide a graphical representation of a quantitative dataset (e.g. outstanding 
shares and exchange rates) others provide a graphical representation of a qualitative dataset (e.g. credit rating and financial products 
bought) (Brooks, 2014). 
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If the series of a variable is stationary, its time series plot would neither reflect a random walk (with or without a drift) nor show a 
trending behavior, also, it would frequently cross its mean value (Brooks, 2014). 
Autocorrelation Function (ACF) plot 
An ACF plot provides a graphical depiction of the correlation between a time series and various lags of itself. If the series of a 
variable is stationary, its autocorrelation with various lags of itself will hover around zero geometrically (Enders, 2015). 
Given a time-series Xt, its ACF at lag k is expressed as: 𝜌𝑘 = 𝛾𝑘 𝛾0⁄  
Where: 𝛾𝑘 = autocovariance of series Xt at lag k 
 𝛾0  = Variance of series Xt 
Box plot 
A boxplot is a statistical technique which provides a standard depiction of a set of observations using five numbers. These five 
numbers are the minimum non-outlier, the first quartile, the median, the third quartile and the maximum non-outlier. The vertical 
line within a boxplot signifies the position of the median. Also, two whiskers extend from the left and right sides of the box. While 
the former represents the range of values between the first quartile and the smallest non-outlier, the latter represents the range of 
values between the third quartile and the largest non-outlier. Outliers are plotted as separate points on the left and right sides of the 
whiskers. As such, a unique property of the boxplot is that it provides an idea about the skewness and outliers within a dataset (see 
McGill, et al. 1978 and Mullenex, 1990) 
If the series of a variable is stationary and normally distributed, the thick vertical line within the box will cut the box along the center 
and this suggests the boxplot is symmetric and normally distributed. 
Descriptive statistics 
Five major descriptive statistics are considered. They are: mean, median, standard deviation, skewness and kurtosis. Spiegel and 
Stephens (2014) define these statistics as follows: 
Unit root/stationarity tests 
Augmented Dickey Fuller (ADF) test 
As a series with a unit root is non-stationary, a common method of testing the stationarity of a series is the unit root test and the ADF 
is a popular unit root test. The null hypothesis of the ADF test is that the relevant process has a unit root, while the alternative 
hypothesis is that it does not have a unit root. Before providing further technical description of the ADF test, it is necessary to describe 
the Dickey Fuller (DF) test.  Given the AR(1) model: 
  Xt = ϕXt−1 + εt         
If series Xt has a unit root, the estimated value of ϕ would be statistically equal to 1 and Xt would be considered a random walk 
without drift. The t-test cannot be used to confirm whether or not ϕ is equal to one, first, because it is used to check whether a 
parameter estimate is different from zero, and not one. Second, because it would be bias in the case of a unit root test. To solve this 
problem, Dickey and Fuller (1979) introduce an intuitive approach. They modify the original equation by subtracting Xt−1 from both 
sides of the equation, such that we have: 
Xt − Xt−1 = ϕXt−1 − Xt−1 + εt 
ΔXt = (ϕ − 1)Xt−1 + εt 
Replacing ϕ − 1 with β, we have: 
ΔXt = βXt−1 + εt 
Mathematically, if β is statistically equal to zero, ϕ would be statistically equal to one, and the process in such a circumstance would 
have a unit root and thus be non-stationary. Similarly, if β is statistically less than zero, ϕ would be statistically less than one, and 
the process in such a circumstance would not be deemed to have a unit root and thus would be stationary. We can test if β is equal to 
zero with an approach similar to the t-test. 
The DF test statistic is expressed as: 




SE(β̂) represents the standard error of β̂. Although the DF test statistic may appear similar to the t-test statistic, they are not the same. 
While the t-test statistic follows a t-distribution, the DF statistic follows a non-standard normal distribution (with its critical values 
being obtained from Monte Carlo experiments). It is also important to observe that the DF statistic does not follow a t-distribution in 
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testing if β̂ is equal to zero because Xt−1 – which β̂ is the coefficient of – may have a unit root, yet the results provided by a t-
distribution will be highly biased in the presence of a unit root. 
The decision rule with regards to the DF test statistic is that, if the t-statistic is greater than the test critical value, we reject the null 
hypothesis that β̂ is equal to zero and as such the relevant series has no unit root. In this case, the p-value of the test statistic would 
be less than the chosen significance level (e.g., 0.05). However, if the t-statistic is less than the test critical value, we do not reject 
the null hypothesis that β̂ is equal to zero and as such the relevant series has a unit root. In this case, the p-value of the test statistic 
would be greater than the chosen significance level. 
The DF test can be conducted in three ways, which are highlighted below: 
(I) Without allowing for a drift and a trend 
ΔXt = βXt−1 + εt 
(II) Allowing for a drift without allowing for a trend 
ΔXt = α + βXt−1 + εt 
Where α represents the drift term 
(III) Allowing for a drift and a trend 
ΔXt = α + βXt−1 + λt + εt 
Where t represents the trend term and λ is its corresponding coefficient. 
Moving on to the ADF test; the DF test is constructed with the assumption that the error term is white noise, and this implies zero 
autocorrelation between the error term and various lags of itself. Yet if the dependent variable ΔXt is autocorrelated with lags of 
itself, the error term may also be autocorrelated with lags of itself. To address this problem, Dickey and Fuller (1981) augment the 
DF test by introducing – among the explanatory variable – lags of the dependent variable ΔXt in order to address potential 
autocorrelation issues within the error term εt. This improvement in the DF test is known as the Augmented Dickey Fuller test. The 
model used by the ADF is stated as follows: 




The number of lags in the process range from i (which is equal to one) to p.  
Dickey and Fuller (1981) identify three extra F-statistics referred to as ϕ1, ϕ2  and ϕ3. As explained by Enders (2015), ϕ1 is used in 
testing the joint hypothesis that the relevant series has a unit root and a drift. Also, ϕ2 is used in testing the joint hypothesis that the 
relevant series has a unit root, a drift and a deterministic trend. Similarly, ϕ3 is used in testing the joint hypothesis that the relevant 
series has a unit root and a deterministic trend. 
Hence, the null hypothesis for ϕ1 is that the relevant series has a unit root and a drift. Thus, the alternative hypothesis for ϕ1 is that 
the relevant series does not have a unit root and/or a drift. 
Similarly, the null hypothesis for ϕ2 is that the relevant series has a unit root, a drift and a deterministic trend. Thus, the alternative 
hypothesis for ϕ2 is that the relevant series does not have a unit root, and/or drift and/or a deterministic trend. 
Likewise, the null hypothesis for ϕ3 is that the relevant series has a unit root and a deterministic trend. Thus, the alternative hypothesis 
for ϕ3 is that the relevant series does not have a unit root and/or a deterministic trend. 
Phillips-Perron (PP) test  
The Phillips-Perron (PP) test was introduced by Phillips and Perron (1988). Similar to the ADF test, the null hypothesis of the PP 
test is that the relevant process has a unit root, while the alternative hypothesis is that it does not have a unit root. Also, the PP test is 
based on the below model: 
Xt = ϕXt−1 + εt 
Nonetheless, the PP test corrects the ADF test in a manner such that the absence of serial correlation in the residuals is no longer a 
condition for conducting the unit root test. As such, the residuals can simply be stationary with a mean of zero.  
As noted by Phillips (1987), the modified PP test statistics in the absence of deterministic components is expressed as: 
Z − alpha: T(ϕ̂ − 1) −
1
2
































In the above formula,  ?̂?𝜀(0) represents the unconditional variance estimated for the error term. Similarly, 𝐽𝑇 represents long run 
variance estimated for the error term. 
KPSS test  
The KPSS test was introduced by Kwiatkowski et al. (1992). While the DF and PP tests are unit root tests. The KPSS test is a 
stationarity test. More specifically, the KPSS test swaps the null and alternative hypothesis in the ADF and PP tests. Hence, in the 
KPSS test, the null hypothesis is that the relevant series is stationary while the alternative hypothesis is that it is not stationary. 




Where α represents the drift term, t represents the deterministic trend, Zj represents a set of white noise processes ranging from Z1 to 
Zt and Ut represents a stationary process. If d is equal to zero, the process would be considered trend-stationary. However, if d is not 
equal to zero, the process would be integrated of order one and hence non-stationary. Accordingly, the null hypothesis is that d is 
equal to zero while the alternative hypothesis is that 𝑑 is not equal to zero. 
Model selection 
ARMA model 
As discussed in Wang (2020), an ARMA model is one that combines an Autoregressive (AR) model and a Moving Average (MA) 
model. An AR model is a model which has as its explanatory variable(s), one or more lag(s) of the dependent variable. A simple AR 
process is stated below: 
Xt = ϕXt−1 + εt 
The above equation is known as a first order autoregressive process or an AR(1) process, as Xt depends on one period lag of itself. 
Also, ϕ is referred to as an autoregressive parameter. As Xt may depend on more than one lag of itself, it is a convention to denote 
the number of lags which Xt depends on as p. More technically, the value of p is known as the order of the AR process. An AR(p) 
process is stated below: 
Xt = ϕ1Xt−1 + ϕ2Xt−2+.  .  .  .  . +ϕpXt−p + εt 
where ϕ1, ϕ2 .  .  .  . ϕp represent the autoregressive parameters for each of the lags 
On the other hand, an MA model is a model which has as its explanatory variables, the current white noise error term and one or 
more lags of this white noise error term. A simple MA process is stated below: 
Xt = εt + θεt−1 
The above equation is known as a first order moving average process or an MA(1) process as just one lag of the white noise error 
term is included in the model. Also, θ is referred to as the moving average parameter. As Xt may depend on more than one lag of the 
current white noise error term, it is a convention to denote the number of lags which Xt depends on as q. More technically, the value 
of q is known as the order of the MA process. An MA(q) process is stated below: 
Xt = 𝜀𝑡 + 𝜃1εt−1 + θ2εt−2+.  .  .  .  . +θqεt−q 
where θ1, θ2 .  .  .  . , θq represent the moving average parameters for each of the lags. 
Hence, more generally, an MA process is a moving average of the current residuals as well as the previous ones.  
Since an ARMA model combine an AR model as well as an MA model, it thus has as its explanatory variables: one or more lag(s) 
of the dependent variable, the current white noise error term and one or more lags of the current white noise error term. 
A simple ARMA process is stated below: 
Xt = ϕXt−1 + εt+ θεt−1 
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The above process is known as an ARMA(1, 1) process since Xt depends on just one period lag of itself and just one lag of the white 
noise error term is included in the model. As Xt may depend on more than one lag of itself and also more than one lag of the white 
noise error term, it is a convention to denote the ARMA process as ARMA(p, q). An ARMA (p, q) process is stated below: 
Xt = ϕ1Xt−1 + ϕ2Xt−2+.  .  .  .  . + ϕpXt−p + εt + θ1εt−1 + θ2εt−2+.  .  .  .  . +θqεt−q 
Selecting the best ARMA Model Using AIC 
The AIC is popularly used in determining the order of the ARMA process. The AIC generates a single number to summarize the 
quality of various ARMA models of different orders. As it is based on an information criterion, the AIC generated for each ARMA 
model estimates the amount of information that would be lost to estimate the relevant series. Accordingly, the model with the least 
AIC is most preferred. 
Model diagnostics 
Time series plot of the residuals 
The time series plot of the residuals provides a graphical depiction of the series of the error term obtained from the regression analysis 
conducted using the model selected by AIC. While the horizontal axis measures time, the vertical axis measures the error term. If the 
error term is white noise, its time series plot would neither reflect a random walk (with or without a drift) nor show a trending 
behavior, instead it would be similar to the classical pattern of a stationary process (Brooks, 2014). 
Autocorrelation Function (ACF) plot of the residuals 
An ACF plot of the residuals provides a graphical depiction of the correlation between the best ARMA model’s error term and various 
lags of itself. If the series of the error term is not affected by serial correlation, its autocorrelation with various lags of itself will hover 
around zero geometrically (Enders, 2015). 
Ljung-Box test on the residuals 
The Ljung box Q statistics examines if the residuals obtained from an ARMA model follow the classical pattern of a white noise 
process. While the null hypothesis of this statistic is that the residuals are distributed independently (i.e. they are not autocorrelated), 
the alternative hypothesis is that they are not distributed independently. The null hypothesis is rejected if the p-value of the Ljung 
box Q statistic is less than the chosen significance level. Otherwise, it is not rejected. 
The Ljung box Q statistic is stated below 








where T represents the sample size, ρ̂ represents the autocorrelation coefficient, h represents the number of lags. In practice, h is 
arbitrarily selected. Also, N represents the lag length. The Ljung box Q statistic follows the chi square distribution with N degrees of 
freedom (see Shumway and Stoffer, 2011). 
Forecasting 
Forecasting for out-of-sample period using model selected for in-sample period 
In building a model robust enough to predict the future movements of a series, the dataset of the series is split into in-sample and out-
of-sample period, such that the robust model is built using the data available for the in-sample period, and in order to check the 
forecasting power of this model, it is used in making forecasts for the out-of-sample period. 
Plot of true values against predicted values 
The plot of the true values of a series and its predicted values simply depicts the actual values of the series for the out-of-sample 
period and its forecasted values in a single graph. While the horizontal axis represents time, the vertical axis measures the forecasted 
and predicted values for the out-of-sample period of the series. The advantage of this plot is that it makes it possible to visually assess 
the forecasting power of the model built using the in-sample period data. 
Estimation of model performance 
As eye-balling the plot of the true and predicted values of a series only provides a rough idea about the forecasting power of the 
model built, more formal tests are necessary. These tests are discussed below: 
Mean Squared Error (MSE) 
The MSE computes the average of the squared forecasting errors for the entire out-of-sample period. As MSE works with the squared 
forecasting errors, one of its unique properties is that the treatment it gives to predictions that are above the actual value is similar to 
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the treatment it gives to predictions that are below the actual value. (Neusser 2016). The lower the MSE of a model, the greater is its 
forecasting performance. Hence, given two models, the one with the lower MSE is preferred. 









where  N, xt+s and ft,s represent the sample size, the true values and the forecasted values respectively. 
Mean Absolute Error (MAE) 
The MAE computes the average of the absolute forecast errors for the entire out-of-sample period. The lower the MAE of a model, 
the greater is its forecasting performance. Hence, given two models, the one with the lower MAE is preferred. MAE is calculated 








Mean Absolute Percentage Error (MAPE) 
MAPE is computed through three major steps. First, it takes the absolute value of the ratio of the forecast errors to the true values for 
each out-of-sample period. Second, it takes the average of this ratio. Third, this average is expressed as a percentage. As such, MAPE 
is unique in that it assesses the forecasting power of a model in percentage terms. In fact, MAPE arguably possesses the most desired 
properties expected to be found in a measure of model performance (Makridakis, 1993). Accordingly, MAPE is one of the most 
widely used measures of model performance. The lower the MAPE of a model, the greater is its forecasting performance. Hence, 
given two models, the one with the lower MAPE is preferred. 












Correct sign prediction criterion 
The correct sign prediction criterion is used in situations wherein the objective behind making forecasts is solely to predict the 
changes in the sign of a series, whether positive or negative. Accordingly, the correct sign prediction criterion is very useful for 
forecasting whether the returns on a stock would be positive or negative. When investing on a stock, investors are particular about 
positive returns even if they are little. 
As discussed by Brooks (2014), the correct sign prediction criterion is calculated with the below formula: 







Where zt+s = 1 if (Xt+s ∙ ft,s) > 0 
zt+s = 0 otherwise  
In the above formula, zt+s takes the value of 1 if in a given period, the product of the actual value and the forecasted value is positive. 
However, if this does not hold, zt+s takes the value of zero. As the product of the actual and forecasted values will be positive only 
when both have the same signs (i.e. either both are positive or both are negative), it can be said that zt+s takes the value of 1 whenever 
the model correctly forecasts the sign of the actual values, while it takes the value of 0, whenever the model wrongly predicts the 
sign of the actual values.  
It can thus be inferred that the correct sign prediction provides information about the proportion of signs a model predicts correctly. 
Given two models, the one with the higher correct sign prediction is preferred if the objective behind making forecasts is solely to 
predict the changes in the sign of a series.  
Rolling-window Forecasting 
In the rolling window forecast, forecasts are iteratively made for just one-step ahead. Specifically, the rolling window forecast 
proceeds by first using the best model selected for the initial in-sample period to make a forecast for just one step ahead, thereafter, 
another one-step ahead forecast is made with the best model for a new sample created by excluding the first observation from the in-
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sample period and including a new observation at its end. Thereafter, another one-step ahead forecast is made similarly and this 
process is repeated until a final one-step ahead forecast is made for the last observation available. (Brooks, 2014). 
As such, there are two major differences between the traditional forecasting method and the rolling window forecast. First, in the 
traditional forecasting method, the in-sample period is used to make forecasts for multiple periods ahead, however, in the rolling 
window forecast, the in-sample period is used to make one-step ahead forecast. Second, in the traditional forecasting method, 
absolutely no changes are made to the in-sample period data, however in rolling window forecasts, successive one-step ahead 
forecasts are made by excluding the first observation from the in-sample period and including a new observation at its end. 
It is necessary to note that the rolling window forecasting technique is relevant in a situation in which the data generating process of 
a series evolves over-time. In such a situation, the traditional forecasting method may be less accurate. The reason for this is that as 
forecasts are made for each successive period, the old observations in the initial in-sample period would become less representative 
of late periods, similarly, the recent observations in it would become less representative of early periods. Accordingly, in this kind 
of situation, it would be useful to methodically drop the oldest observations and include most recent observations, and this is exactly 
what is done in the rolling window forecasting method.  
Results 
Pre-analysis 
Discussion of results on log ($/£) 
Time series plot of log ($/£) 
Figure 1. shows the time series plot of log ($/£). While the horizontal axis measures the timeframe under consideration, the vertical 
axis measures the corresponding values of log ($/£). Although the time-series plot of log ($/£) does not seem to show any trending 
or explosive behaviour, it however appears to meander in a manner similar to that of a random walk process. As such, the plot does 
not seem to depict a stationary time series.  
 
Figure 1: Time series plot of log ($/£) 
 
Autocorrelation Function (ACF) plot of log ($/£)  
Figure 2. depicts the ACF plot of log ($/£). The ACF plot clearly shows that the autocorrelations decay geometrically and do not 
hover around zero and this runs contrary to the known pattern of stationary processes.  
 
 
Figure 2: ACF plot of log ($/£) 
Box plot of log ($/£) 
Figure 3. shows the box plot of log ($/£) over the timeframe under consideration. Although the precise values of the five-number 
summary are not clear from the box plot, it can be deduced that the minimum non-outlier is less than 0.2. Both the first quartile and 
the median are greater than 0.4 but less than 0.6. However, while the first quartile is closer to 0.4, the median is closer to 0.6. Also, 
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the third quartile is greater than 0.6 but less than 0.8; nonetheless, it is closer to 0.6. Also, the maximum non-outlier is greater than 
0.8. 
 
Figure 3: Box plot of log ($/£) 
Similarly, the whiskers of the box plot suggest that there exist some outliers that are lower than the minimum non-outlier. However, 
no outliers are reported to be greater than the maximum non-outlier. Ordinarily, if a series is normally distributed, the vertical line 
within the box will cut the box along the center, however, in this case, the vertical line does not cut the box along the center, but 
instead cuts the box in a manner such that the right section of the box is wider than the left one and this indicates the series is not 
symmetric but skewed to the right.  
Descriptive statistics of log ($/£) 
Table 1 shows the descriptive statistics for log ($/£). The descriptive statistics reported are the mean, median, standard deviation, 
skewness and kurtosis. While the mean is 0.557, the median is 0.512 and the standard deviation is 0.168. The skewness of 0.541 is 
positive and this confirms the frequency distribution of the series is skewed to the right (i.e. has a longer tail to the right of the central 
maximum). This suggests that the frequency distribution of the series may be different from what obtains in a symmetrical or normal 
distribution Also, the kurtosis of 2.8 which is less than 3 indicates that the frequency distribution may be platykurtic and hence may 
have fewer extreme observations than a normal distribution. 




    Source: Author’s computation 
 
Discussion of results on ∆log ($/£) 
Time series plot of ∆log ($/£) 
Figure 5 shows the time series plot of ∆log ($/£). While the horizontal axis measures the timeframe under consideration, the vertical 
axis measures the corresponding values of ∆log ($/£). The time-series plot of ∆log ($/£) neither shows a trending behaviour nor 
appears to meander in a manner similar to that of a random walk process. As such, the plot seems to depict a stationary time series.  
 
Figure 5:CF plot of ∆log($/£) 
Autocorrelation Function (ACF) plot of ∆log ($/£) 
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Figure 6. depicts the ACF plot of ∆log ($/£). The ACF plot clearly shows that the autocorrelations converge to zero after one lag. 
After this lag, the ACF hovers around zero, and this is very much in line with the known pattern of stationary processes.  
 
Figure 6: Box plot of ∆log($/£) 
Box plot of ∆log ($/£) 
Figure 7 shows the box plot of ∆log ($/£) over the timeframe under consideration. Although the precise values of the five-number 
summary is not clear from the box plot, it can be inferred that the minimum non-outlier is greater than -0.10 but less than -0.05. The 
first quartile is greater than -0.05 but less than 0.00. While the median lies close to 0.00, the third quartile lies between 0.00 and 0.05, 
although it is closer to 0.00. Also, the maximum non-outlier is slightly greater than 0.05. 
 
Figure 7: Time series plot of the residuals of the model selected by AIC 
Similarly, the whiskers of the box plot suggest that there exist some outliers that are lower than the minimum non-outlier as well as 
those that are greater than the maximum non-outlier. The thick vertical line within the box seems to cut the box along the center, and 
this may suggest that series ∆log ($/£) is closer to being normally distributed compared to series log ($/£). Nonetheless, it may be 
inadequate to rely solely on the box plot to draw conclusions about the existence of normality, as the boxplot only provides an idea 
about the distribution. Hence, more rigorous statistical techniques are considered below. 
Descriptive statistics of ∆log ($/£) 
Table 1 (see above table 1 above). shows the descriptive statistics for ∆log ($/£). While the mean is -0.00079, the median is -0.00012 
and the standard deviation is 0.0240.  
The skewness of -0.26237 is close to zero but slightly negative and this may suggest that the frequency distribution of the series is 
slightly skewed to the left (i.e. has a longer tail to the left of the central maximum). This suggests that the frequency distribution of 
the series may be different from what obtains in a symmetrical or normal distribution. Also, the kurtosis of 4.69913 is greater than 3 
and this also indicates that the frequency distribution may be leptokurtic and may also have more extreme observations than a normal 
distribution.  
Unit root/Stationarity tests 
Unit root/ stationarity tests on log ($/£) 
General points concerning how the setting is chosen 
Table 2 shows the results obtained from ADF, PP and KPSS stationarity tests of series log ($/£). It is necessary to state that the 
regression estimated in each of these stationarity tests allows for a drift but not a trend. This has been done for the following reasons: 
First, a drift is included because the time series plot of log ($/£) appears to meander in a manner similar to that of a random walk 
process. This is further underscored by the fact that the ACF plot of log ($/£) shows that the autocorrelations decay geometrically 
and do not hover around zero.  
The absence of a deterministic trend is further confirmed by the fact that the log ($/£) series declines significantly all through the 
early 1980s and increases significantly all through the mid-1980s. For this reason, a deterministic trend is not accounted for in the 
unit root/stationarity tests. 





Table 2: Unit root/stationarity tests on log($/£) 
 
          Source: Author’s Computation  
ADF unit root test on log($/£) 
In conducting the ADF test, the AIC is set at a maximum of 20 lags, however, the AIC selected just three lags of the dependent 
variable. 
As seen in Table 2 the test statistic for ADF test is -2.928 while the test critical value at 5% significance level is -2.867. Since the 
absolute value of the test statistic is greater than the absolute value of the test critical value, we reject the null hypothesis that log($/£) 
has a unit root. Nonetheless, as seen in Appendix A, ϕ1 statistic is 4.410 while the corresponding critical value at the 5% significance 
level is 4.590. Since, the ϕ1 statistic is less than its critical value, we do not reject the joint hypothesis that log($/£) has a unit root 
and a drift. As such, the results obtained from the ADF test are inconclusive thereby necessitating the need for further unit 
root/stationarity tests. 
PP unit root test on log($/£) 
In conducting the PP test, the default number of lags specified by the Newey-West estimator is used. As such the “short” lag length 
is used on R software. 
As seen in Table 2 the test statistic for the PP test is -2.526 while the test critical value at the 5% significance level is -2.867. Since 
the absolute value of the test statistic is less than the absolute value of the test critical value, we do not reject the null hypothesis that 
log($/£) has a unit root. 
KPSS stationarity test on log($/£) 
Also, in conducting the KPSS test, the default number of lags specified by the Newey-West estimator is used. As seen in Table 2 the 
test statistic for the KPSS test is 2.556 while the test critical value at the 5% significance level is 0.463. Since the test statistic is 
greater than the test critical value, we reject the null hypothesis that log($/£) is stationary. 
Unit root/ stationarity tests on ∆log ($/£) 
General points concerning how the setting is chosen 
Table 3 shows the results obtained from ADF, PP and KPSS stationarity tests of series ∆log ($/£). Again the regression estimated in 
each of these stationarity tests allows for a drift but not a trend. This has been done for the following reasons:  
First, a drift is included since the mean of the series is still non-zero, although quite close to zero.  
Second, a trend is not included because no trending behaviour is observed in the time series plot of ∆log ($/£).  
Table 3: Unit root/stationarity tests on ∆log($/£) 
 
      Source: Author’s Computation 
ADF unit root test on ∆log($/£) 
In conducting the ADF test, the AIC is set at a maximum of 20 lags, however, the AIC selected just two lags of the dependent 
variable.  
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As seen in Table 3 the test statistic for ADF test is -10.624 while the test critical value at 5% significance level is -2.867. Since the 
absolute value of the test statistic is greater than the absolute value of the test critical value, we reject the null hypothesis that ∆log($/£) 
has a unit root. Also, as seen in Appendix A, ϕ1statistic is 56.444 while the corresponding critical value at the 5% significance level 
is 4.590. Since, the ϕ1 statistic is greater than its critical value, we conclude that ∆log ($/£) does not have a unit root and/or a drift. 
PP unit root test on ∆log ($/£) 
In conducting the PP test, the default number of lags specified by the Newey-West estimator is used.  
As seen in Table 3. the test statistic for the PP test is -15.317 while the test critical value at the 5% significance level is -2.867. Since 
the absolute value of the test statistic is greater than the absolute value of the test critical value, we reject the null hypothesis that 
∆log ($/£) has a unit root. 
KPSS stationarity test on ∆log ($/£) 
Also, in conducting the KPSS test, the default number of lags specified by the Newey-West estimator is used.  
As seen in Table 3 the test statistic for the KPSS test is 0.0745 while the test critical value at the 5% significance level is 0.463. Since 
the test statistic is less than the test critical value, we do not reject the null hypothesis that ∆log($/£) is stationary. 
Model Selection 
In using the AIC to select the best model, the maximum lag length is set to 5. Table 4 shows that the AIC of ARMA (2,3) model is -
2396.018 and this represents the minimum AIC among the all possible 36 ARMA models. As such, the ARMA (2,3) model is selected 
as the best model by AIC. 
Table 4: AIC of all ARMA (p,q) models 
 
Source: Author’s Computation 
Model Diagnostics 
Time series plot of the residuals 
The time series plot of the series of the error term obtained from the regression analysis conducted using the model selected by AIC 
(i.e. the ARMA (2,3) model) has been demonstrated. While the horizontal axis measures time, the vertical axis measures the error 
term. The time-series plot of the error term neither shows a trending behaviour nor appears to meander in a manner similar to that of 
a random walk process. The plot seems to depict a stationary time series.  
Autocorrelation Function (ACF) plot of the residuals 
The ACF plot of the error term obtained from the regression analysis conducted using the model selected by AIC has been 
demonstrated. The ACF plot clearly shows that the autocorrelations hover around zero, and this confirms that the series of the error 
term is not affected by serial correlation. 
Ljung-Box test on the residuals 
Table 5 shows the results obtained from the Ljung box test on the residuals. At lags 20, 30 and 50, the p-values for the Ljung box 
test are 0.500, 0.363 and 0.157 respectively. Since these p-values are greater than all the conventional significance levels (i.e. 0.01, 
0.05 and 0.1), we can conclude that the lags are not significantly different from zero and hence, we do not reject the null hypothesis 
that the residuals are independently distributed at lags 20, 30 and 50. This also suggests overwhelmingly that the residuals are not 
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Table 5: Ljung-Box autocorrelation test on the residuals of the model selected by AIC 
 
Source: Author’s Computation 
Forecasting 
General point concerning forecasting for out-of-sample period using model selected for in-sample period 
As mentioned in the introduction, the main data set used in this analysis for ∆log($/£) spans over the period February 1971–February 
2020. However, the aim of this analysis is to build a model that is robust enough to predict the future movements of ∆log($/£). To 
achieve this, the dataset for ∆log($/£) is split into in-sample (February 1971–December 2012) and out-of-sample period (January 
2013– February 2020), such that a robust model is built using the in-sample period data, and in order to check the forecasting power 
of this model, it is used in making forecasts for the out-of-sample period. 
Forecasting results 
Table 6 and Table 7 show the forecasting results for ∆log($/£). While the highest forecasting error is 0.031 (3.1%), the lowest 
forecasting error is -0.0778 (-7.778%). Both forecasting errors are recorded in September, 2017 and July, 2016 respectively. Also, 
the average of the forecasting error is -0.0018 (-0.18%).  
Plot of true values of ∆log($/£) against predicted values 
The plot of the true values of ∆log ($/£) against its predicted values simply depicts the actual values of ∆log($/£) for the out-of-
sample period and its forecasted values in a single graph. While the horizontal axis represents time, the vertical axis measures the 
forecasted and predicted values of ∆log($/£) for the out-of-sample period. Figure 9 shows the plot of the true values of ∆log ($/£) 
against its predicted values. Although there exists a number of swings which are not forecasted, the forecasts generally provide a 
close fit for the true values.  
Estimation of model performance 
Table 8. shows the MSE, MAE, MAPE and correct sign prediction obtained upon forecasting with the ARMA(2,3) model. As seen 
in the table, the MSE, MAE, MAPE and the correct sign prediction values are 0.000381, 0.0149, 120.821 and 0.5 respectively. To 
draw robust inferences from these values, we can compare them with the model performance estimates obtained for another ARMA 
model. Hence, in the next section, we make use of the rolling window forecasting method and compare its forecasting performance 
with the one used in this section. Figure 8 shows ACP plot of the residuals of the model selected by AIC while Figure 9 shows the 
plot of the true values against the predicted values 
 
Figure 8: ACF plot of the residuals of the model selected by AIC 
 
Figure 9: Plot of the true values against the predicted values 
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Table 6: Forecasting Results 
 
Source: Author’s Computation 
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Rolling Window Forecasting 
General point concerning the rolling window forecasting method used 
The rolling window forecast proceeds by first using the ARMA (2,3) model selected for the in-sample period in the traditional 
forecasting method (i.e. February 1971 to December 2012) to make a forecast for January 2013 only, thereafter, a forecast is made 
for February 2013 only using the best model for a new sample created by excluding February 1971 from the in-sample period and 
including January 2013 at its end. Thereafter, a forecast is similarly made for March 2013 only, and this process is repeated until a 
final forecast is made for February 2020 only. Accordingly, the number of observations used to make each forecast remains the same 
(i.e. 503 observations). 
Forecasting results 
Table 9 shows the forecasting results for ∆log($/£). While the highest forecasting error is 0.0348 (3.48%), the lowest forecasting 
error is -0.0693 (-6.93%). Both forecasting errors are recorded in September 2017 and July 2016 respectively. Also, the average of 
the forecasting error is -0.00139 (-0.139%).  
Model selection and diagnostics procedures  
The best model selected by AIC in different cases were ARMA (2,3), ARMA(4,5), ARMA (0,1), ARMA (4,1) and ARMA (1,5). 
However, the best model selected in most cases is the ARMA (2,3) model. Also, the p-values for the Ljung box statistic on the 
residuals of all models selected are greater than the conventional significance levels, at lag 20, lag 30 and lag 50, thus confirming the 
residuals are not autocorrelated. The fact that the residuals are not autocorrelated is further confirmed by their time series and ACF 
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Table 7: Forecasting results expressed in percentage terms 
 
Source: Author’s Calculation 
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Table 8: Forecasting performance through MSE, MAE, MAPE and correct sign prediction criterion 
 
Source: Author’s Computation 
Plot of predicted values against true values  
Upon making rolling window forecasts for the periods spanning from January 2013–February 2020 (i.e. 86 periods), all the predicted 
values of ∆log($/£) are collected and Figure shows the plot of these predicted values against their true values.  
The forecasts largely provide a close fit for the true values. Also, the forecasts appear to provide good predictions of the changes in 
the sign of the true values. 
Evaluating model performance 
Table 8 shows the MSE, MAE, MAPE and correct sign prediction obtained upon using the rolling window forecasting method. As 
seen in the table, the MSE, MAE, MAPE and the correct sign prediction values are 0.000405, 0.0159, 223.49 and 0.569 respectively. 
Comparing the forecasting performance of the traditional forecasting method and the rolling window forecasting method 
By comparing Table 8 and Table 10 it is observed that the MSE, MAE and MAPE of the traditional forecasting method is lower than 
that of the rolling window forecasting method and this suggests that, judging by MSE, MAE and MAPE, the traditional forecasting 
method should be preferred over the rolling window forecasting method. More specifically, these results indicate that the traditional 
forecasting method seems to perform better in predicting the magnitude (i.e. size) by which Δlog ($/£) changes overtime.  
However, upon comparing Table 8 and Table 10. it is observed that the correct sign prediction criterion of the rolling window 
forecasting method is higher than that of the traditional forecasting method and this suggests that, judging by the correct sign 
prediction criterion, the rolling window forecasting method should be preferred over the traditional forecasting method. More 
specifically, these results indicate that the rolling window forecasting method seems to perform better in predicting the changes in 
the sign of ∆log ($/£) series. This is unsurprising as the time series plot of the rolling window forecasts appear to provide a better 
prediction of the ups and downs in the movement of ∆log ($/£) series. 
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Table 9: Rolling window forecast results expressed in percentage terms 
 
Source: Author’s Computation 




Table 10:  Forecasting performance of rolling window forecasting method  
through MSE, MAE, MAPE and correct sign prediction criterion 
 
Source: Author’s Computation 
Conclusion 
This paper uses the R software in determining the best ARMA model for predicting the growth rate of the exchange rate between the 
US dollar and a unit of the British pound (denoted as $/£). The MSE, MAE, MAPE and correct sign prediction criterion are used to 
compare the forecasting performance of the rolling window forecasting method with the traditional forecasting method. The results 
obtained suggest that the traditional forecasting method seems to perform better judging by MSE, MAE and MAPE. In other words, 
the traditional forecasting method appears to perform better in predicting the magnitude (i.e., size) by which Δlog ($/£) series changes 
overtime. However, the results also suggest that the rolling window forecasting method seems to perform better based on the correct 
sign prediction criterion. Hence, the rolling window forecasting method appears to perform better in predicting the changes in the 
sign of ∆log ($/£) series.     
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Appendix A: ADF Φ_1 joint hypothesis test on unit root and drift 
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App B Cont’d 
Source: Author’s Comutation 
 
 




Appendix C: Time series plot of residuals of models used in rolling window forecast 
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