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the forcing function is the sum of two monotone functions. @ 2004 Elsevier Ltd. All rights reserved. 
1. INTRODUCTION 
It is well known that the method of upper and lower solutions coupled with the monotone iterative 
technique offers theoretical s well as constructive existence results in a closed set that is generated 
by upper and lower solutions. See [1"-3] for details. Concerning known results for the first-order 
initial value problem (IVP for short) 
u '=F( t ,u ) ,  u(O)=uo,  on J - - [0 ,T ] ,  
see the "Preview" section of [4]. We observe that the above results cannot be directly applied to 
the simple logistic equation 
u' = au - bu 2, u(to) = uo, 
where a, b are positive constants. 
The natural question is whether it is possible to extend the monotone method when the forcing 
function is the difference of two monotone functions, so that we obtain some known results as 
special cases and some new results. The answer is affirmative. This presents a new look into the 
monotone method results developed so far and also unifies all the results in a single set up. For 
this, we consider the initial value problem 
u' = f(t ,  u) + g(t, u), u(O) = Uo, on J = [0, T]. 
This leads to the possibility of having the following four types of upper and lower solutions. 
DEFINITION 1.1. The functions a, 13 E C l[J, R] are said to be 
(a) natural lower and upper solutions ff 
a' < f(t,  ~) + g(t, a), a(0) < u0, on J, 
13' >_ f(t ,  13) + g(t, 13), 13(o) > uo, on J; 
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(b) coupled lower and upper solutions of type I, if 
~' < f(t, ~i + g(t, fi), ~(0) < ~o, ~,n J, 
fl' > f(t, fl) + g(t,a), fl(O) >_ uo, on J; 
(e) coupled lower and upper solutions of type II, if 
~' < f(t, ~) + g(t, ~), ~(0) _< ~,o, on J, 
fl' > f(t, a) + g(t, fl), fl(0) >_ Uo, on J ;  
(d) coupled lower and upper solutions of type III, if 
a' <_ f(t, fl) + g(t, fl), a(O) < uo, on J, 
fl' > f(t, ~) + g(t,a), fl(0) _> u0, on J. 
Now corresponding to each type of lower and upper solutions (a), (b), 
develop four types of sequences. They  are 
(i) 
(c), and (d), we can 
~+i = f(t, a~) + g(t, ~,~), 
fl~+i -- f(t, fin) + g(t, fin), 
an+l(0)  = uo, on J, 
f l~+i (0 )  = u0, on  d; 
(ii) 
I ~+i  = f(t, ~)  + Kt, 9~), 
fl~n+i = f(t, fin) + g(t, an), 
an+i (0 )  = ~o, on J, 
f in+i(0)  = Uo, on  J; 
c 
(iii) 
! 
an+ i = f(t, fl~) + g(t, an), 
~ln+ 1 "-: f(t, an) + g(t, fl~), 
a.+ l (0 )  = uo, on J, 
f t .+ l (0 )  = u0, on J; 
(iv) 
! a~+i=f( t ,  fln)+g(t, fln), an+i(O)=uo, on J, 
f l~+i=f(t ,a~)+g(t ,  an), fl~+i(0) = u0, onJ .  
However, it was discovered in [4] that  only two of those possible sequences are meaningful. The 
two sequences considered are 
O/! n+l = f(t, ~n) + g(t, fin), 
f~t+l = f(t, Zn) + Kt, ~n), 
an+l(O) = uo, on J, (1.1) 
t3n+l(O) = uo, on J, (1.2) 
and 
c~,~+' l=f(t ,  fln)+g(t,c~n), an+i (O)=uo,  onY ,  
fl~+i = f(t,a~) +g( t ,~) ,  fl,~+i(O) = Uo, on ,]. 
(i.3) 
(i.4) 
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In Theorem 4 of [4], they have used iterates (1.1) and (1.2) under natural upper and lower 
solutions with extra assumptions that ao(t) < al(t) and ill(t) _< ri0(t) on J and have obtained 
the same conclusion as in our main result of Theorem 2.1. Similarly, in Theorem 5 of [4], they 
have used equations (1.3),(1.4) and the natural upper and lower solutions resulting in alternating 
sequences with extra assumptions a0 (t) < a2 (t) and/32 (t) </30 (t) on J, whereas we have obtained 
a more general conclusion using coupled upper and lower solutions and iterates (1.3) and (1.4). 
To be precise, we have obtained intertwined sequences. Note that the alternating sequences 
obtained are a special case of the intertwined sequences. Similarly, in Theorems 6 and 7 of [4], 
they needed extra assumptions when coupled upper and lower solutions of type II were utilized. 
In this paper, we consider coupled lower and upper solutions of type I and II and develop two 
sequences which converge to coupled minimal and maximal solutions, respectively. In the first 
case, we get a natural sequence, and in the second case, we get coupled intertwining alternating 
sequences. However, neither of these results requires an extra assumption as in Theorems 4-6 
of [4]. In this framework, all the earlier results can be obtained as special cases and offer many 
new results. 
2. MAIN  RESULTS 
In this section, we consider the initial value problem 
u' - - f ( t ,u )+g( t ,u ) ,  u(O)=uo, onY=[0 ,  T], T>0,  (2.1) 
where f,  g E C[J  x R, R]. 
We will develop two theorems for the pair of upper and lower solutions of type I. In Theorem 2.1 
below, we will end up with natural monotone sequences starting from a0, and rio, which are the 
coupled lower and upper solutions of type I of equation (2.1). Conclusions of Theorem 2.1 were 
discussed in [4]. However, we will include it here for completion. In Theorem 2.2, we will start 
with coupled lower and upper solutions of type I, and we will end up with intertwining alternating 
sequences with no extra assumptions. Although the hypotheses of Theorems 2.1 and 2.2 are the 
same, the conclusions are different. The results differ depending on the iterative schemes used to 
develop the sequences. 
THEOREM 2.1. Assume that 
(i) a0,ri0 C C'[J, tt.] are the coupled lower and upper solutions of type I with ao(t) <_ rio(t) 
on J .  
(ii) f, g E C[J × R, R], f(t, u) is nondecreasing in u and 9(t, u) is nonincreasing in u on J. 
Then there exists monotone sequences an(t) and fin(t) on J such that an(t) --+ p(t) and ri.(t) --* 
r(t) uniformly and monotonically and (p, r) are coupled minimal and maximal solutions, respec- 
tively, to equation (2.1). That is, (p, r) satisfy 
p' = f ( t ,p )  + g(t, r), p(O) = uo, on J, (2.2) 
," = f ( t ,  r) + g(t, p), = uo, on J, (2.3) 
where the iterative scheme is given by 
! O~.n_t_l =--- f ( t ,  an)-~-g(t ,  rin), an-i- l(O) : UO, on J, (2.4) 
r i~. . ] . . l=f(t ,  rin)"}'-g(t, OLn), rinq-l(O) : UO, on . ] .  (2.5) 
PROOF.  It is easy to see that the solutions of the linear initial value prob lems (2.4) and  (2.5) 
exist and  are un ique  for each k = I, 2,.... We will prove that ak, rik E [ao, rio] -- ~2 = [u E 
C[J, R] : ao(t) <_ u <_ ri0(t), t E J], w i th  c~k _< rik for each k > I. Our  a im is to show that 
a0 <_ al  _< a2 _< ..- _< c~k _< rik --< "'" <-- 132 --< ril --< /3o, on  J. (2.6) 
1234 I.H. WEST AND A. S. VATSALA 
We claim that s0 _< Sl and rio _> ril. For this purpose, let p(t) = so -a l ,  then p'(t) = a' o-st1 ~_ 
f ( t ,  so) + g(t, rio) - f ( t ,  so) - g(t, rio) = 0. This implies that p'(t) <_ 0 and p(0) = s0(0) - Sl (0) ___~ 
u0 -u0  -- 0. Hence, p(0) < 0. It follows that p(t) <_ 0 on J. This proves that so(t)  <_ s l ( t )  on J. 
Similarly, we can show rio ~ ril. Furthermore, we claim that Sl _< ril. For that purpose, set 
p(t) ---- s l - r i l ,  thenp'(t)  = ' ' s l - r i l  = f( t ,  So)+g(t, r io) - f ( t ,  rio)-g(t, s0) _~ 0, using the monotone 
nature of f and g and the fact that so _< rio. It follows that p(t) <_ 0 on J since p(0) -- 0 on J. 
This proves that Sl(t)  <_ ril(t) on J. Thus, we have shown that so(t)  <_ s l ( t )  _< ril(t) _< ri0(t) 
holds on J. Hence, (2.6) is true for k = 1. 
Now assume that (2.6) holds for some k > 1 on J. Then all we need to show is that (2.6) holds 
for k + 1. Thus, we need to show that sk _< Sk+l _< rik+l --< rik holds on J. For this purpose, 
let p(t) = sk  - Sk+l and note that p(0) = sk(0) - sk+l(0) -- 0. We get p'(t) = s~ - s~+ 1 ~- 
f ( t ,  Sk-1) + g(t, rik-1) -- f ( t ,  Sk) -- g(t, rik) <-- 0 using the monotone nature of f and g. This 
proves ak(t) ~_ Sk+l(t). Similarly, we can prove that rik+l(t) ~ rik(t). Now we need to prove 
that Sk+l _< rik+l on J. Consider p(t) = Sk+l -- rik+l and note that p(0) = 0. Then we get that 
p' ( t ) =- Ol lk+ l - -  r itk_k l -~  f ( t, Sk ) + g( t, rik ) -- f ( t, rik ) -- g( t, sk  ) <_ 0 using the monotone nature of f 
and g. This proves that (2.6) holds for k + 1. Hence, (2.6) is valid for all k = 1, 2 , . . . .  
Also, the sequences sk(t) ,  rik(t) can be shown to be equicontinuous and uniformly bounded. 
Thus, by hscoli-Arzela's theorem, subsequences sk(t),r ik(t) converge to p(t) and r(t), respec- 
tively, on J. Since the sequences sk(t) , f lk(t)  are monotone, the entire sequences converge uni- 
formly and monotonically to p(t) and r(t), respectively, on J. Therefore, p(t) and r(t) satisfy the 
initial value problems (2.2) and (2.3). 
Finally, we claim that p and r are coupled minimal and maximal solutions of (2.1). Suppose 
that u is any solution of 2.1, such that so(t) <_ u(t) <_ rio(t) on J, then we will prove that 
so(t) <_ p(t) <_ u(t) <_ r(t) <_ rio(t), on J. 
First we will show that 
ak <_ U ~ rik (2.7) 
holds for any k >_ 1 on J. We need to show that (2.7) is true for k = 1. For this purpose, let 
p(t) ---- S l  - u, we get p'(t) = s~ - u' = f(t ,  ao) + g(t, rio) - f ( t ,u )  - g(t ,u) <_ O, which implies 
that a l  <_ u. Similarly, we can show that ril >_ u. This proves that (2.7) holds for k -- 1. We will 
assume now that (2.7) is true for some k > 1. We need to show that it is true for k + 1. Setting 
p(t) = Sk+l -- u, we get p'(t) - - - -  S~+l ( t  ) - u ' ( t )  --~ f ( t ,  sk) ÷ g(t, rik) -- f ( t ,  u) -- g(t, u) <_ 0 on J, 
using the assumption sk ~ u < rik holds for some k > 1 and the monotone nature of f and g. 
Since p(0) = 0 on J,  it follows that p(t) <_ O, which proves Sk+l(t) _< u(t) on J. Similarly, one 
can prove that u(t) <_ rik+l(t) on J. Hence, by induction it follows that sk(t) _< u(t) < rik(t) on 
J for all k _> 1. Now taking the limit as k -~ co, we get p(t) <_ u(t) <_ r(t) on J. This completes 
the proof. 
THEOREM 2.2. Let (i) and (ii) of Theorem 2.1 hold. Then for any solution u(t) of equation (2.1) 
with so(t) ~_ u <_ rio(t) on J, we get the alternating sequences {s2n, ri2n+l} and {ri2,~, S2n+l} 
satisfying 
so  < ril < " "  _< a2~ < ri2~+l < u < s2~+1 _</~2n <_ ""  _< a l  < rio, (2.8) 
for every n >_ 1, where the iterative scheme is given by 
! 
a ,+ l : f ( t ,  r i , )+g( t ,  sn ), a,+ l (0 )=u0,  on J, 
~'+1 = f ( t ,  s . )+  g(t,  r i . ) ,  r i .+ l (0 )  = u0, onJ. 
Moreover, the monotone sequences {S2n, ri2n+ 1 } converge to p and {ri2n, S2n+l } converge to r 
on J, where (p, r) are coupled minimal and maximal solutions of  equation (2.1), respectively, 
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satisfying the coupled system 
p' = f ( t ,p )  + g(t, r), p(O) = uo, on J, (2.9) 
r '=f ( t , r )+g( t ,p ) ,  r(0) -- uo, on J .  (2.10) 
A1so p < u < r on J. 
PROOF. We claim that so < s l  and/~o _ 131. For this purpose, let p(t) = so(t) - a l(t) ,  then 
pt ( t )  = O~ 0 ! - -  0~!1 - -  ( f ( t ,  ao)+g(t,~3o)-  f ( t ,  t3o)-g(t,  so) = f(t ,  so ) -  f ( t ,~o)+g( t ,  f lo) -g( t ,  so) _< 0 
by the monotone nature of f and g and by the hypothesis 0 _< /3o on J. This implies that 
p'(t) <_ O, and since p(0) _< 0, it follows that p(t) <_ 0 on J. This proves that s0(t) < s l ( t )  on J. 
Similarly, we can show fl0 _> ill. 
Now, our aim is to show that (2.8) is true for k = 1. Thus, we need to show that s0 _< 31 _< a2 _< 
~33 < u < a3 _</32 _< a l  _< t30 holds on J. For this purpose, let u be any solution of (2.1) such that 
so(t) <_ u < j3o(t) on J and setting p(t) = u -a1 ,  we get p'(t) = f ( t ,  u)+g(t ,  u ) -  f ( f lo ) -g(ao)  <_ 0 
using the monotone nature of f and g and the fact that s0 <_ u _< fl0. Thus, p~(t) <_ 0, and since 
p(0) = 0, it follows that p(t) <_ O, hence, u _ al .  A similar argument yields u >_/~1. In order to 
avoid repetition, we can prove u _> a2, u _< t32, u <_ a3, and u > ~3 in a similar fashion. Now 
we want to show that s0 _< ~1 ~ o~2 -~ ~3, and aa _< ~32 _< s~ ~ ~30. Let p(t) = s0(t) - ~l(t), 
then p'(t) <_ f ( t ,  so) + g(t,~3o) - f ( t ,  so) - g(t, ~30) = 0. This implies that p'(t) < 0 on J, and 
since p(0) _< 0 on J, it follows that p(t) <_ 0 on Y. Thus, s0 _</~. Similarly, a~ </~o. Also, let 
p(t) =/~1 - s2, then p'(t) <_ 0, thus, p(t) <_ 0, and here we get ~ < s2. Similarly, we can show 
a~ _> ~2, a2 _< ~3a, and s3 _< ~2. Hence, we have shown that (2.8) is true for k = 1. 
Now we will assume that (2.8) holds for some k on J. We use this and we will prove that (2.8) 
holds for k + 1 also. Thus, we need to show that the inequality 
~2k-bl ~ Og2k+2 ! ~2k-[-3 ~ U _~ Ol2k+3 ~ /~2kzr2 ~ O~2k-[- 1 
holds on Y. For this purpose, let p(t) = fl2k+l(t) - S2k+2(t), then we have p'(t) = f ( t ,  a2k) + 
g(t, fl2k) -- f ( t ,  ~2k+1) --g(t, a2k+l) _< 0 by the monotone nature of f and g and since (2.8) holds 
for some k. We also have that p(0) = 0, thus, J32k+l(t) _< s2k+2(t). Similarly, we can show 
that J32k+2(t) _~ s2k+l(t), S2k+2(t) _< j32k+a(t), and a2k+3(t) _</32n+2(t). We can also show in a 
similar fashion as before that u > s2k+2, u _</~2k+2, u >_ j32k+3, and u ~ a2k+3 on J. Hence, by 
induction, (2.8) is valid for all k = 0, 1, 2 , . . . .  
Also, the sequences {a2n,/32~+l} and {~2~,a2~+1} can be shown to be equicontinuous and 
uniformly bounded. Thus, by the Ascoli-Arzela theorem, subsequences {a2~k,/~2~+1k } 'and 
{~2nk, OL2n-klk }converge to p(t) and r(t), respectively, on Y. Since the sequences {s2~,/~2n+l} and 
{D2n, a2,+1} are monotone, the entire sequences converge uniformly and monotonically to p(t) 
and r(t), respectively, on J. Thus, the coupled system (2.9),(2.10) is satisfied. 
Finally, we can show that p(t) and r(t) are coupled minimal and maximal solutions of equa- 
tion (2.1), such that so(t) _< u(t) <_ t3o(t) on J, then so(t) _< p(t) <_ u(t) < r(t) <_ ~o(t). We have 
already shown that a2k _< t32k+1 _< u < a2k+l _< t32k holds on J for all k > 1. Now taking the 
limit as k --+ c~, we get p(t) <_ u(t) <_ r(t) on J. This completes the proof. 
COROLLARY 2.1. In the hypothesis of Theorem 2.2, let g(t ,u) - O. Then the results of  Theo- 
rem 2.2 will hold. 
PROOF. To show this, we follow the same procedures as in Theorems 2.1 and 2.2. We will only 
show a few steps to avoid repetition. We will begin by proving that s0 < (~1 and ~o > ~1 on g. 
For this purpose, let p(t) = ao - s l .  It follows that p'(t) = a' o - s i < f ( t ,  so) - f ( t ,  13o) <_ 0 
by the increasing nature of f and since so _< ~0. It follows that p'(t) <_ O, and since p(0) _< 0 
on J, we have that p(t) <_ 0 on J. Thus, so _< a l  on J. Similarly, we can show t30 _ ~1 on Y. 
Furthermore, let p ---- t31 - a l .  Then p'(t) --- f ( t ,  ao) - f ( t ,  rio) -< 0 by the increasing nature of f .  
1236 I.H. WEST AND A. S. VATSALA 
Thus, p'(t) < O, and since p(0) = 0 on J, we get p(t) <_ 0 on J. Hence, fll <__ o~1 on J. Continuing 
in this fashion, we can prove that (2.8) holds. 
REMARK 2.1. In [2], the monotone method was developed when the forcing function was ei- 
ther increasing or could be made increasing by adding a linear function. In this case, we had 
natural sequences which converged to the extremal solutions. However, if the forcing function 
was decreasing, then we had alternating sequences under an additional assumption. In [4], an 
attempt was made to exhaust all possible coupled upper or lower solutions. However, results 
of Theorem 2.2 were not included. Prom our results of Theorems 2.1 and 2.2, we can conclude 
that there exists a natural sequence or an intertwining alternating sequence without any extra 
assumption depending on the formula that is used to develop the sequences. Further, we have 
also proved that the natural sequences and the alternating sequences do not depend on whether 
or not the forcing function is increasing or deceasing. 
REMARKS 2.2. 
(i) If g(t, u) -- O, then we will get the results from Theorems 2.1 and 2.2 for f increasing and 
M-0 .  
(ii) If g(t, u) - O, and f is not increasing in u, then F(t, u) = f(t ,  u) + Mu is nondecreasing 
on u for some M > 0. Then one can consider the IVP 
where we get 
u' + Mu = F(t, u), u(O) = uo, on J, 
e'~t(u ' + Mu) = e'~tF(t, u), 
(e'~tu) ' = emtF(t, u). 
Using the transformations g = ue mt and _P(t, u) = emtf(t, u), we get 
= (t, 
Furthermore, we have 
! 
Vo + Mvo <_ f(t ,  vo) + Mvo, 
(emtv)' <2 emtF(t, Vo), 
~o' <- e'~tF(t, v0), 
_< p 
Also, ~2o ~ > [;(t, ~2oe-mt). So clearly, we have that v~0 is a lower solution and w0 is an 
upper solution, thus, we have the same conclusion as in Remark 2.2(i). 
REMARK 2.3. We can always construct coupled upper and lower solutions of type II as in this 
paper when f (t ,  u) and g(t, u) is nondecreasing and nonincreasing, respectively. We state this 
result below as a lemma. In this case where we can construct upper and lower solutions, we 
can develop results corresponding to Theorems 2.1 and 2.2 of this paper with an additional 
assumption. We will merely state the results without proof. See [4] for details of all the results 
presented below. 
LEMMA 2.1. Suppose that f(t ,  u), g(t, u) are monotone nondecreasing and monotone nonincreas- 
ing in u, respectively, on J, then there exists coupled lower and upper solutions of type II for 
(2.1). 
To avoid monotony, we just indicate the proofs of the next two theorems ince it follows on 
the same lines as Theorems 2.1 and 2.2, respectively, and the earlier known results [2,4]. Hence, 
we state the theorems without proof. 
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THEOREM 2.3. Assume the hypothesis of Lemma 2.1 holds, and let so and/30 be coupled lower 
and upper solutions, respectively, of type II with so(t) << flo(t) on J. Further, starting from so 
and/3o, if the iterative scheme is constructed by 
! 
Sn+ 1 = f(t, Sn) 2Fg(t,~n), Sn+l (O  ) --~ UO, on  `i, 
fl~+l= f(t, f l , )+g(t,  sn), /3n+l(O) = uo, on.l, 
(2.11) 
(2.12) 
then the conclusions of Theorem 2.1 hold provided so <<_ s l  and flo >_ fll on ` i. 
PROOF. From hypothesis we have s0 _< s l  and ~0 _> fll on J .  We can prove Sl  _< fll just as in 
the proof of Theorem 2.1. Now one can imitate the proof of Theorem 2.1. 
THEOREM 2.4. Assume the hypothesis of Lemma 2.1 holds, and let So and flo be coupIed lower 
and upper solutions, respectively, of type II with so(t) < flo(t) on J. Further, starting from So 
and/30, if the iterative schemes are developed by 
! Sn+l = f(t ,  fin) + g(t, s~), Sn+ 1 (0) = UO, on i`~ 
fl~+l =f ( t , s~)+g( t ,  fl~), /3n+1(0) =Uo, on ` i, 
then the conclusions of Theorem 2.2 hold provided So <_/31 and/3o >_ sl.  
PROOF. One can imitate the proof of Theorem 2.2 by using the hypothesis So </31 and/3o _> s l .  
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