Abstract. Statistical Machine Translation (SMT) is currently used in real-time and commercial settings to quickly produce initial translations for a document which can later be edited by a human. The SMT models specialized for one domain often perform poorly when applied to other domains. The typical assumption that both training and testing data are drawn from the same distribution no longer applies. This paper evaluates domain adaptation techniques for SMT systems in the context of end-user feedback in a real world application. We present our experiments using two adaptive techniques, one relying on log-linear models and the other using mixture models. We describe our experimental results on legal and government data, and present the human evaluation effort for post-editing in addition to traditional automated scoring techniques (BLEU scores). The human effort is based primarily on the amount of time and number of edits required by a professional post-editor to improve the quality of machine-generated translations to meet industry standards. The experimental results in this paper show that the domain adaptation techniques can yield a significant increase in BLEU score (up to four points) and a significant reduction in post-editing time of about one second per word.
Introduction
Statistical Machine Translation (SMT) uses machine learning methods to train high quality translation systems from large corpora, consisting of parallel aligned sentences in source and target languages. Good performance of SMT systems depends on the availability of a sufficient amount of high-quality parallel corpora. When provided with a large amount of parallel training sentences from a specific domain, SMT models can produce accurate translations for previously unseen sentences that belong to the same domain. In fact, SMT models can approximate the underlying data distribution from training corpora and generalize to novel test data drawn from the same distribution.
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In practice, large corpora are typically available for general domains. For instance, the documents translated by international organizations such as the European Parliament, United Nations and Canadian Hansard are among the largest parallel corpora currently available. These documents are usually collected from diverse areas, and hence belong to various domains. SMT models specialized for one domain would perform poorly when applied to other domains; the typical assumption that both training and testing data are drawn from the same distribution is no longer valid. For instance, variations in language vocabulary, writing style or grammar yield different distributions across domains. In practice, collecting and manually labelling representative training corpora for specific domains could be prohibitively expensive. Therefore, it would be more efficient to adapt SMT models trained on a general domain to specific domains, than to train and maintain specific models for each domain.
Domain adaptation techniques allow SMT models to generalize from a source domain with abundant data to a different target domain with limited data. These techniques vary from supervised [5, 8, 12, 4 ] to semi-supervised [20] and unsupervised [21, 2] domain adaptation. Supervised domain adaptation techniques assume that limited parallel data is available from the target domain, while unsupervised domain adaptation techniques rely solely on target monolingual data. Supervised domain adaptation techniques for phrase-based SMT systems includes manipulation of source and target corpora [5] , and adaptation of language and translation models using log-linear and linear mixture models [8, 12, 4] . Other techniques including system combination approaches have also been used in domain adaptation [10, 6, 16] . Domain adaptation is of interest for NLP Technologies and other companies providing translation services. While NLP Technologies has assembled large bilingual corpora (over 1.6 million sentence pairs) for the legal domain, there are continuous requests for new specific domains for which there are limited amounts of parallel sentences. Adaption of current SMT systems to these domains would decrease the amount of time and costs required for translation. Furthermore, translation quality of a previously unseen test set would improve because human translators will have more time to focus on postediting tasks (e.g., contextual accuracy). This high quality post-edited text could also be used to revise the SMT models and also increase the accuracy of the SMT systems over time.
In this paper, we examine the adaptation of a general SMT system trained on NLP Technologies' Legal corpora (NL) to two specific legal domains, each with a limited amount of parallel sentences. One of the target domains focuses on English-French translation of legislative documents for the Indian and Northern Affairs (IA), while the other focuses on French-English translation of the judgments of the Human Rights (HR) commission in Quebec. All experiments are conducted using the phrase-based SMT system PORTAGE developed at the National Research Council of Canada (NRC) [17] .
The performance of the domain adaptation techniques is evaluated using the BLEU evaluation metric [15] , which measures the translation quality by computing and combining the precision of different n-grams in the system output to that of (possibly multiple) reference translations. Since these solutions will be deployed in an operational environment, the outputs from each adapted system are also evaluated by professional human translators. The human evaluation is based primarily on the amount of time required by a professional post-editor to improve the quality of machine-generated translations to industry standards. In addition, the post-editing effort is also measured by the Human-targeted Translation Edit Rate (HTER) [18] . Section 2 of this paper describes the approach taken by a traditional SMT system, which we refer to as the baseline system because it does not incorporate any domain adaptation method. Section 3 presents the domain adaptation techniques for SMT employed in this work. In Section 4, the experimental results in terms of BLEU scores and human evaluation metrics (post-editing time and HTER) are presented and discussed. Finally, the conclusions and future work are presented in section 5.
Baseline Translation System
The goal of a machine translation system is to translate a source language sentence s = s 1 s 2 · · · s J into a target language sentence t = t 1 t 2 · · · t I . We use phrase-based statistical machine translation [11] in this work, which can be represented in a loglinear framework [14] consisting of a set of feature functions h m , as below:
where λ m are the set of weights corresponding to M feature functions and Z a normalization factor. This log-linear formulation leads to the following approximation:
The weights (λ m ) are estimated iteratively to maximize the likelihood of the training data or trained on a development set to directly minimize a translation error criterion [13] . The number of function features (M ) is only limited by the computational power available and the time allocated for optimization. A typical set of feature functions include:
-Phrase probabilities in both translation directions P (t|s) and P (s|t), which specify alternative translation candidates and their probabilities for each source and target phrase. -Lexical probabilities in both translation directions P l (t|s) and P l (s|t), which indicate how well individual words translate to each other. -Language model P (t), which provides the likelihood of a candidate translation being a proper sentence of the target language. -Word penalty W (t), which calibrates the output length by penalizing very long or very short target sentences. -Distortion model d(s, t), which reorders phrases and favors translation candidates with proper phrase order for the target language.
In our experiments, each of the phrase and lexical probabilities are computed using IBM model 2 and HMM alignments, which provides 11 features for the training and optimization of the baseline SMT systems. This is achieved by using the phrase-based SMT system PORTAGE [17] , which provides a platform that computes and combines these features using the log-linear framework that was shown in (1). The weights are determined according to the minimum error rate training (MERT) algorithm [13] using the BLEU metric [15] as an optimization criterion. The MERT algorithm finds optimal feature weights by performing a line search for each parameter (independently) to maximize the BLEU score.
Domain Adaptation
When designing SMT systems for a particular domain, it is usually assumed that both training and testing data are drawn from the same distribution D. In domain adaptation however, the objective is to adapt a SMT system trained on source domain (i.e. out-ofdomain) with a distribution D out , to a target domain (i.e. in-domain) with a different distribution D in . The supervised domain adaptation techniques we considered involved log-linear and mixture models [8] .
With the log-linear approach, data from the different domains D out and D in are treated as separate features which are then combined in a log-linear framework by using distinct feature weights each of which is tuned by the MERT. While simpler, this has the disadvantage of increasing the number of features in the framework.
In this approach, the models of the out-of-domain data D out and the in-domain data D in are treated as distinct features in the global log-linear model apart from the regular features of the baseline system listed in Section 2. The result is a total of 20 features, including 9 (8 for the translation model and 1 for the language model) additional features that need to be tuned by MERT.
As observed by Chiang et al. [3] , the number of features that can be reliably optimized by MERT can be as low as 15. Earlier experiments [3] have shown MERT to be inefficient in handling a large number of features, while optimizing the feature weights. However on the positive side, treating them as distinct features allows their weights to be directly optimized by the MERT for the BLEU evaluation metric. Furthermore, this system can be retrained more quickly if additional in-domain data is available.
Using the mixture model approach, also referred to as linear mixtures [17] , we can mix the models pertaining to different domains into a single model by a weighted combination of the components. In a mixture model, the conditional probability of each phrase-pair would be the weighted sum of the conditional probabilities of the phrasepair in two phrase tables.
where w is the interpolation weight and 0 ≤ w ≤ 1 . So, a phrase observed in both D out and D in will get a higher feature value than a phrase seen in either domain.
The mixture model approach has been shown to yield better results in a particular setting of combining the mixture components in a linear way [8] and has the advantage of not increasing the total number of features. However, the downside of this approach is that the mixture components do not participate in the global log-linear model directly and thus it is difficult to set the weights for mixture components [8] .
In the experiments reported in the next section, the NL corpus is used as D out . Language models pertaining to different domains are combined using the log-linear framework, while we experiment with the log-linear and mixture approaches for combining the translation models. First two phrase tables are learned, one based on D out and the other for D in . Second, these two phrase tables are merged using the mixture models approach with different interpolation weights. The resulting phrase table then is used in a log-linear framework to assign an optimal weight as in PORTAGE original work flow. Section 4.1 summarizes the result of our system using this approach when applying different weights for interpolation. Table 1 provides a summary of the data sets used for the training, optimization and testing of each SMT system for two target domains, one related to Human Rights (HR) data, and the other related to Indian Affairs (IA) data. As shown in Table 1 , the number of parallel sentences from the source domain (D out ), provided by NLP Technologies' Legal corpora (NL), is larger by about two orders of magnitude than that of the HR and the IA domains. Three different baseline systems are built for performance comparison with the domain adaptation techniques. The first system (Baseline 1) is trained and optimized using data from NL domain only. Parameter optimization is performed on 1000 sentence pairs from NL data set that were not included in training (hold-out validation). Baseline 2 is trained on NL training set and optimized on the development set from the target domains (HR or IA). The third baseline is trained on the concatenation of the source and target training sets and optimized using the development set of the target domains. For the Human Rights domain, for instance, Baseline 3 is trained on (NL ∪ HR) training set and optimized on HR development set. All systems are evaluated on the testing sets from the target domains. Note that the results are based on a random split in training, development and test sets.
Experimental Results
To evaluate the domain adaptation techniques, we start by providing BLEU score evaluations, comparing the results on the two different data sets to those obtained with the baseline approaches. The best of the domain adaptation techniques are then incorporated into the Adaptive TRANSLI system (Adaptive Translation of Legal Information), which is then compared to the current machine translation system employed at NLP Technologies. This comparison involves undertaking a human evaluation of the translation quality of the two systems. Table 2 presents the performance evaluation of the domain adaptation techniques as measured by BLEU for both domains -HR and IA -compared to that of the baselines. As shown in Table 2 , the log-linear model has achieved a slight improvement over Baseline 3 and linear mixture model for the HR domain adaptation. By contrast, the level of performance of the mixture model is substantially higher than that of the loglinear model for the IA domain adaptation, with a BLEU score improvement of 2.75 over Baseline 3. In practice, one adaptation technique can be prefered to the other based on their performance on a set. Table 3 captures the BLEU score variations for the mixture model, under different combinations of mixture weights for in-domain and out-of-domain models. The weights of different feature functions (e.g. phrase table, language models, etc.) are tuned using minimum error rate training (MERT) based on a held-out set of HR data. Table 4 similarly shows the results when using the NL corpus for out-of-domain and IA as in-domain data. Here, the variance in the BLEU scores is higher than that found in the HR domain. We attribute this to a greater degree of noise in the data, particularly in the segmentation and alignment of sentences. Less noisy data training data would improve the performance. The results show that the (0.3, 0.7) weighting yields the highest BLEU scores for English to French translation of HR sentences, and for French to English translation in the IA domain. For English to French translation in the IA domain, the (0.5, 0.5) weighting provided the best BLEU score, but only approximately 0.5 higher than the (0.3, 0.7) weighting. However, the highest BLEU score in the French-to-English direction for the HR domain is achieved when a more skewed weighting (0.1, 0.9) is used, but again only a 0.5 improvement over the (0.3, 0.7) weighting.
BLEU Score Evaluation of Domain Adaptation Techniques
In this work we only use data from the legal domain for training while adapting to specific sub-domains. However, the domain adaptation MT system could also take into consideration the large parallel data that is not in the legal domain and this could possibly result in further improvements. This is trivially possible in the mixture model since we would simply add in an extra component in the mixture without increasing decoding complexity. However, more sophisticated means are required to adapt the log-linear model with multiple domains in the training data. Some of the authors are currently focussing on this problem.
Human Evaluation: Methods and Results
In previous work, Farzindar et al. [7, 9, 19] have experimented with various human evaluation techniques to assess the quality and fidelity 3 of SMT output. These techniques include the Levenshtein edit distance applied to space-separated tokens (any sequence of contiguous non-space characters) that differ between the SMT output and the output revised by a human post-editor. The number of operations, which measures the number of consecutive insertion, deletion, and substitution operations, required by a post-editor to revise the SMT translation in the context of federal court judgments. This measure is different from the edit distance, since it approximates the number of cut and paste operations needed to revise an SMT translation. For example, by substituting five consecutive words the edit distance would be five, whereas the number of operations is equal to one.
The authors have also proposed an approach to estimate the post-editing effort of translations produced by SMT systems at the sentence level, to prevent post-editors from revising low quality translations, which could be more time consuming than a direct translation [19] . Computing the post-editing effort is based on various features reflecting the difficulty of translating the source sentence and the discrepancies between the source and translation sentences [19] , and measured using the Human-targeted Translation Edit Rate (HTER) [18] . The HTER is defined as the minimum number of edits required to change an SMT output to match the reference, normalized by the length of the reference. Edits include insertion, deletion and substitution of single words, as any standard edit distance metric, as well as shifts of word sequences.
HTER = #edits #reference-words
In this paper, the evaluation is based primarily on the amount of time required by a professional post-editor to improve the quality of machine-generated translations to industry standards. Since translation quality will always be ensured by post-editors, in professional translation companies, the objective is to evaluate the reduction in postediting time achieved by the adapted SMT systems. Less post-editing time implies superior machine translation quality. In fact, time is a critical factor for translation companies because translators are typically paid per word count or per hour. In addition, the post-editing effort measured by the HTER is also provided for reference.
The current human evaluation experiments involve the translation of two documents from each domain (HR1, HR2, IA1 and IA2), where each document contains about 400 words (see Table 5 for details). None of the documents were included in any corpus previously-used for training, tuning or testing. These documents are translated by two different systems. The Adaptive TRANSLI system incorporates the best adaptive models described in the previous section, either the log-linear or mixture models depending on the domain and with best interpolation weights in case of mixture models. The current operational SMT system at NLP Technologies is the second system, which is used for comparison purposes. The source and machine translated outputs are then integrated into the post-editing tool (PET) developed by Aziz et al. for assessing machine translation [1] . PET allows to measure the time and HTER values required to post-edit each sentence, and offers other interesting features such as recording all changes made during the post-editing process.
Four professional post-editors from NLP Technologies were asked to post-edit the machine translated outputs to meet industry standards. The post-editors were selected to revise the translations in their native languages. They had no knowledge whether the documents were translated by the Adaptive TRANSLI or NLP current system. For unbiased evaluation, the order in which the machine-translated documents were presented to post-editors was randomized, and an interval of one week was left between each revision of the different translations of the same document. Table 6 presents the average post-editing time (in seconds) per word as well as per sentence and the average HTER values per sentence for each post-edited document and system. As shown in Table 6 , the average time per word required by all post-editors to revise the output of Adaptive TRANSLI is on average overall lower than that of NLP current system by about one second. The table also shows that the average time spent to post-edit a sentence translated by Adaptive TRANSLI is significantly less than that of a sentence translated by the current system. The adaptive system could reduce the postediting time by (on average) 66 seconds in 78% of the sentences. In the rest of the sentences (22%), the average post-editing time was increased by 56 seconds per sentence. This can be also seen in more detail in Figure 1 , where the time required to post-edit the output of each system is illustrated for each sentence. With a daily translation capacity of 10, 000 words for instance, an average of one second reduction in post-editing time per word according to Adaptive TRANSLI would save about 2.8 hours. Therefore, the company would be able to process larger number of requests on daily basis. In addition, the human translators would have more time to focus on contextual accuracy and overall quality of translations.
The numbers of edits per sentence captured in the HTER values are shown to decrease with the Adaptive TRANSLI models for the IA domain. However, for the HR domain the HTER values produced by the Adaptive TRANSLI models are higher than that of NLP current system, as shown in Table 6 . This is mainly caused by some general French phrases that occurred in the Human Rights documents, such as "mise en cause" and "éléments suivants" and remained untranslated with the adaptive TRANSLI, while they have been translated by NLP current system. The Post-editors needed to perform additional number of edits to translate the phrases that remained untranslated with the adaptive TRANSLI, which explains the high values of HTER for the French-English translation of the Human Rights documents. In fact, the current system employed at NLP is trained on large and diverse corpora in addition to the corpora from the legal domain, and hence it is able to translate some general expressions better than the Adaptive TRANSLI. However, the overall time required to post-edit a document from the Human Rights domain translated by the Adaptive TRANSLI remained lower than that of NLP current system, which demonstrates the high level of precision provided by the adaptive system. 
Conclusion and Future Work
This paper presents an approach for adapting machine translations systems to new domains along with an evaluation of the domain adaptation techniques both in terms of traditional automatic evaluation metrics and human evaluations in a real-world setting.
Since there is a well established need for translations involving new specific domains with limited amounts of parallel sentences, the adaption of current SMT systems to new domains would reduce the translation time and efforts while maintaining translation quality. The Adaptive TRANSLI system, comprising two domain adaptation techniques based on log-linear models and mixture models, has been used in conjunction with the general PORTAGE SMT system on different legal domains -the Human Rights and the Indian and Northern Affairs. Our experiments on log-linear and mixture models demonstrate the mixed strengths for both approaches and our results are similar to those of [8] . Additionally, the mixture model has the advantage that a large parallel corpus that is not in the legal domain could be used easily to further improve the translation quality. However, more sophisticated means are required to adapt the log-linear model with multiple domains in the training data and some of the authors in this work are currently focussing on this problem
The results of automatic evaluation have shown that the adaptive techniques can yield a significant increase in the BLEU score (up to four points) over that of the baseline (with no adaptation). Human-evaluation results have shown a significant reduction in post-editing time of about one second per word, which would save about three hours daily in a production environment with a translation capacity of 10, 000 words per day.
The cleaning of the new domain training data by a combination of automatic methods and manual verification could further improve translation quality of a previously unseen test set. This could be done in conjunction with the real-world translation process used by companies providing translation services to improve the overall translation process. NLP Technologies Inc. is investigating the integration of the adaptive translation methods into its translation environment tools to reduce the post-editing time and effort at the sentence level, and allow the post-editors to focus further on overall translation quality. An interesting future extension to this work would consist of developing and implementing incremental and active learning techniques to interactively integrate post-editors' feedback into the SMT system during operations.
