Content caching at the small-cell base stations (sBSs) in a heterogeneous wireless network is considered. A cost function is proposed that captures the backhaul link load, called the "offloading loss," which measures the fraction of the requested files that are not available in the sBS caches. As opposed to the previous approaches that consider timeinvariant and perfectly known popularity profiles, caching with non-stationary and statistically dependent popularity profiles (assumed unknown, and hence, estimated) is studied from a learning-theoretic perspective. A probably approximately correct result is derived, which presents a high probability bound on the offloading loss difference, i.e., the error between the estimated and the optimal offloading loss. The difference is a function of the Rademacher complexity, the β−mixing coefficient, the number of time slots, and a measure of discrepancy between the estimated and true popularity profiles. A cache update algorithm is proposed, and simulation results are presented to show its superiority over periodic updates. The performance analyses for Bernoulli and Poisson request models are also presented. Index Terms-Caching, time-varying popularity profiles, probably approximately correct (PAC) learning.
required to support the peak data traffic can be alarmingly high, necessitating complex and expensive solutions to ensure high throughput and performance during peak traffic periods. Caching can reduce the peak backhaul load by storing popular content in local cache memories located at the sBSs [4] . The benefits of coded caching across sBSs are shown in [5] and [6] , while in [7] caching is analyzed for networks modeled using independent Poisson point processes (PPPs). The performance of TCP is shown to improve with the help of caching in [8] , while caching-based content-centric networking, and an information-centric architecture for energy-efficient content distribution are proposed in [9] and [10] , respectively. Results on caching video files and their benefits are presented in [11] [12] [13] , while the advantages of data caching and content distribution in device-to-device (D2D) communications are studied in [14] [15] [16] . In [17] , proactive caching is shown to increase the energy efficiency of D2D communications, while the advantages of caching in mobile social networks are reported in [18] .
Most papers in the literature assume a priori knowledge of the popularity profile of the cached content, which is unreasonable in practical scenarios. This assumption is relaxed in [19] [20] [21] , and various learning-based approaches are proposed to estimate the popularity profile, and theoretical analyses have been carried out to study the implications of learning the popularity profile and user preferences for the performance [22] [23] [24] [25] [26] . However, these works assume that the popularity profile is stationary and statistically independent across time. In practice, there are many applications (for example, video on demand) in which the popularity profile of cached content is a function of time [27] [28] [29] . Motivated by these applications and the growing significance of caching in improving the quality of service for end-users during peak traffic periods, we analyze the performance of a random caching strategy for a non-stationary popularity profile, which may have statistical dependence across time.
A heterogenous network in which the users, BSs, and sBSs are distributed according to independent PPPs is considered. The sBSs employ a random caching strategy. A protocol model for communication is proposed, and a cost function, which captures the backhaul link overhead called the "offloading loss", is considered. The offloading loss at time t, which depends on the popularity profile, is denoted by T (t). Our goal is to obtain risk bounds on this offloading loss when the popularity profile is time-varying and unknown. Under a certain request model (see Assumption 1), the BS first estimates the popularity profile based on the requests observed 0090-6778 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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during the first t slots. It then chooses the caching probabilities π (π 1 , π 2 , . . . , π N ), where N is the number of popular content items that can be cached, in order to minimize its offloading lossT (t), based on the estimated popularity profile. sBSs in the coverage area of the BS use this optimal caching policy to store content items in their caches. Since the popularity profile is time-varying, it becomes necessary to frequently refresh the caches, say after every T time slots, albeit at an additional cost. Thus, it is important to investigate the minimum periodicity T of cache updates that guarantees a desired offloading loss.
In this paper, we derive probably approximately correct (PAC) type guarantees on the offloading loss difference Δ T (t, T ), which is defined as the difference between the offloading loss incurred by using the outdated caching policy obtained by optimizingT (t) at time t + T , and the optimal offloading loss at time t + T . We show that Δ T (t, T ) < with a probability of at least 1 − δ for any δ > ζ and > 0, where ζ is a function of the β-mixing coefficient, the number of content items N , and the user density. The β-mixing coefficient is a measure of the statistical dependency of the timevarying popularity profiles. If the popularity profile process is "sufficiently" mixing, i.e., if the process becomes almost independent after a sufficiently long time, and if the user density is very high, then the desired can be achieved for negligibly small δ > 0. In particular, to achieve a fixed probability δ > ζ, we require the error to be a function of N , the rate of change of the popularity profile, and the Rademacher complexity, which is a measure of the difficulty in estimating the offloading loss.
The following are the main findings of this paper: (1) the error increases with N ; (2) the desired error can be achieved with higher probability (i.e., ζ becomes smaller) for a larger user density, thus improving the caching performance, since higher user density results in more user-requests, allowing a better estimate of the popularity profile; (3) the higher the correlation of the popularity profile across time (defined in terms of the β−mixing coefficient), the longer the waiting time t to achieve a target error level with probability 1 − δ; (4) the error is a function of the rate of change of the popularity profile, and hence, the cache refresh period T . Thus, outdated cache content leads to a larger error for a given δ, and a rapidly varying popularity profile requires more frequent updates to achieve the desired error performance; (5) a higher Rademacher complexity results in poorer error performance; and (6) when the user requests are independent and identically distributed (i.i.d.), the error performance is better compared to non-stationary and statistically dependent requests. For stationary popularity profiles and large t, frequent cacheupdates are not necessary to achieve the desired performance. Finally, motivated by our theoretical bounds, we present an algorithm which updates the cache contents only if the discrepancy that captures the rate at which the popularity profile is changing, is large. We demonstrate the benefits of using the proposed cache update policy compared to periodic cache updates through simulations. To the best of our knowledge, this is the first time random caching is studied with non-stationary, statistically dependent, and unknown popularity profiles from a learning theory perspective. The initial results of this work can be found in [30] .
The remainder of the paper is organized as follows. In Section II, we present the system model and introduce the notation. The problem statement is introduced in Section III, while the main results are presented in Section IV. Performance analyses for Bernoulli and Poisson request models are analyzed in Section V. Numerical results are presented in Section VI. Concluding remarks are provided in Section VII.
II. SYSTEM MODEL
A heterogenous cellular network is considered in which the users, BSs and sBSs are spatially distributed according to independent PPPs with densities λ u , λ b and λ s , respectively [31] . The sets of users, BSs and sBSs are denoted by Φ u ⊆ R 2 , Φ b ⊆ R 2 , and Φ s ⊆ R 2 , respectively. Each user requests a content item (i.e., file) from the library F {f 1 , . . . , f N } of N files, each of size B bits, from its neighboring sBSs. The requests are assumed to be statistically independent across users. However, the requests from each user are assumed to be non-stationary and statistically dependent across time. We assume that the size of the cache at each sBS is at most M files. The problem considered in this paper is that of caching relevant "popular" files at the sBSs, wherein, depending on the availability of the file in the local cache, the file requested by a user will be served directly by one of its neighboring sBSs. In order to access cached content items, a user u ∈ Φ u identifies and communicates with a set of neighboring sBSs employing the following protocol: sBS s located at
This condition determines the communication radius. In this protocol, we ignore the interference from other users in the network. The set of neighbors of user u located at x u is denoted by N u {y ∈ Φ s : y − x u < γ}. The caching policy will depend on the distribution of the requests from the users, which is assumed to be unknown, and should be estimated. In the next subsection, we present a stochastic process modeling the requests from the users, and devise a method for estimating its distribution.
A. User Request Model
Let the stochastic process X v (τ ) ∈ {1, 2, . . . , N} denote the index of the requested file by user v ∈ Φ u at time τ ∈ R. For example, each user can maintain an independent local Poisson clock, and makes a request whenever the local clock ticks. For any two users v, w ∈ Φ u , the request processes X v (τ ) and X w (τ ) are independent. For the ease of analysis, let us divide the time into slots of size Δ > 0 each. Further, for each v ∈ Φ u , {X v (τ ), τ ∈ R} is a non-stationary and statistically dependent stochastic process across time slots, but the process X v (τ ) within each time slot (i.e., τ ∈ [iΔ, (i + 1)Δ), i = 1, 2, . . .) is assumed to be stationary. Further, we assume that there is a "typical" BS at the origin with a coverage radius of R > 0. The BS estimates the popularity of the content items based on the requests it receives. Essentially, at a given time slot t, the BS collects requests (for t time slots) from all the users in the BS's coverage area to estimate the popularity profile of the requested files. Let n u ∼ Poiss(πλ u R 2 ) denote the number of users in its coverage area. The random arrival instants of the requests from different users are assumed to satisfy the following assumption.
Assumption 1: There exist constants 0 ≤ α min ≤ α max ≤ 1 such that for any random n u = n ≥ 1 users in the coverage area of the BS, the number of requests in a ∈ N time slots, denoted by r a ∈ N, satisfies Pr{α min na ≤ r a ≤ α max na | n u = n} > ζ a,n for some ζ a,n > 0.
It turns out that the results based on the above assumption can be used to derive performance guarantees when the arrival process is a homogenous Poisson point process (see Sec. V). Further, we assume that the request instants and the number of requests within a time slot are independent of the files requested. The set of request instants at which the requests from all the users in the coverage area of the BS arrive within the i th time slot is denoted by
} denote the set of requests from all the users in the coverage area of the BS at time τ ∈ R. Note that if two or more users request the same file at time τ ∈ R, then it is counted as the same index due to the union in the definition of X(τ ). However, this event does not occur almost surely. The set of requests from all the users in time slots t 1 to t 2 is denoted by X t1,t2 Fig. 1 ). After receiving requests X 1,t within the first t time slots, the BS computes the empirical estimate of the popularity profile, i.e., the probability of the i th file being requested is estimated as follows:
where r t |R 1,t | is the total number of requests in the first t slots, and the indicator function 1{X(s) = i} is one when the event {X(s) = i} occurs, and zero otherwise. The accuracy of the estimateP (t) {p i,t : i = 1, 2, . . . , N} depends on (i) the number of available samples, which in turn is related to the number of users in the coverage area of the BS, (ii) the number of requests per user, and (iii) the behavior of the process X(s). The estimate in (1) is valid only when there is a positive number of user requests, which is guaranteed by Assumption 1 above. In the next section, we present the performance measure for the above model, and state the main problem addressed in the paper.
III. PROBLEM STATEMENT
We consider a typical user located at the origin denoted by o ∈ Φ u . In time slot t ∈ N, the "offloading loss" is defined as
where Π (t) denotes the caching policy, P (t) {p 1 (t), p 2 (t), . . . , p N (t)} is the popularity profile in slot t, R 0 and B R0 denote the rate supported by the BS and the time overhead incurred in transmitting the file from the BS to the user, respectively, and f o denotes the file requested by the typical user in the t-th slot. In (2) , with a slight abuse of notation, f 0 / ∈ N u denotes the event that the requested file f 0 is not present in the caches of the neighboring sBSs. The offloading loss is the scaled probability of the content requested by user o not being cached by any of the sBSs within its communication range conditioned on the requests received by the BS until the beginning of time slot t, i.e., X 1,t−1 . We employ the following random caching strategy, which enables us to derive a closed form expression for the offloading loss at time t.
Random Caching Strategy: At time t (determined by the BS), each sBS s ∈ Φ s caches content items in an i.i.d. fashion by generating M indices distributed according to [32] ). We seek to solve the following optimization problem:
where P π denotes the N −dimensional probability simplex. An expression for T (Π (t) , P (t) , X 1,t−1 ) is given in the following theorem, whose proof can be obtained by replacing p i by p X,i (t) in the proof of Theorem 1 found in [24, Appendix A]. Theorem 1: The average offloading loss at time t for the random caching strategy Π (t) is given by
where p X,i (t) Pr{f i requested by o in slot t|X 1,t−1 }, and
Even assuming that the conditional probabilities p X,i (t) are perfectly known, the complexity involved in solving (3) can be high owing to the fact that the caching policy at time t depends on X 1,t , which grows with t. In practice, the conditional probability Pr{f i requested |X 1,t−1 } is unknown, and has to be estimated. Also, the BS may not have enough samples to compute a reasonably good estimate of this conditional probability. Hence, it is reasonable to consider the unconditional probability in the definition of the offloading loss. Thus, one can minimize the offloading loss T (Π (t) ,
is the probability of the i th file being requested at time t. However, the p i (t)'s are unknown; and hence, an estimate of the popularity profile needs to be used in place of P (t) . More precisely, at time t, letΠ * t denote the caching policy obtained using an estimatê P (t) ; that is,Π * t = arg min
Suppose that the cache contents chosen by the optimal caching policy at time t will be used to satisfy user demands over the period (t, t + T ]. Let us consider the offloading loss in usingΠ * t at a later time, say at time t + T . The offloading loss at time t + T is given byT * (t + T ) T (Π * t , P (t+T ) ). Further, let Π * t+T denote the optimal caching policy at time t+T using perfect knowledge of the popularity profile P (t+T ) ; that is,
with the corresponding offloading loss T * (t + T ) T (Π * t+T , P (t+T ) ). Similar to [24] , the central theme of this paper is the analysis of the offloading loss gap, (3) is small, which results in a small average offloading loss. This approach is central to the analyses of prediction problems involving non-stationary stochastic processes [33] .
The number of requests in any given slot and the requested file index are independent. For example, if the arrivals are Poisson, then the number of requests in any two disjoint intervals are independent. However, the files requested across time are correlated. This assumption is reasonable when the popularity depends on, for example, the files that are trending due to their popularity elsewhere, while a user's decision to browse is independent of the popularity. The unconditional probability does not lead to the independence of the files requested in any slot t from the files requested in future slots. Moreover, an estimate of the popularity profile at time slot t depends on the past requests. However, for future work we aim to investigate generalization bounds retaining the conditioning on the past requests, which makes the offloading loss T (Π (t) ,
IV. MAIN RESULTS
We study risk bounds on the offloading loss difference, Δ T (t, T ), when the popularity profile is non-stationary. Essentially, for any > 0, we seek to identify a risk bound δ > 0, such that
First, we relate (7) to an expression in terms of the estimation error in the following theorem. Theorem 2: For the estimate of the popularity profile in (1), the following bound holds:
The term Pr {A T (X 1,t ) > } can be bounded as follows:
We
which involves the sum of non-stationary random variables which are possibly correlated across time. In order to apply the standard large deviation bounds, we must convert the sum of non-stationary dependent random variables to a sum of blocks of independent random vectors through a coupling argument, which is explained next.
For a given stochastic process X 1,∞ , and s ∈ N, let P τ,τ +s () and P 1→τ () ⊗ P τ +s→∞ () denote the joint and product distributions of the stochastic processes X 1,τ and X τ +s,∞ , respectively. If X 1,τ and X τ +s,∞ are independent, then P τ,τ +s () − P 1→τ () ⊗ P τ +s→∞ () TV = 0, where TV denotes the total variational norm. Thus, for a given s, this difference, maximized over all 1 ≤ τ ≤ ∞ is a natural measure of the dependence between X 1,τ and X τ +s,∞ . This is commonly referred to as the β−mixing coefficient, and for s ∈ N, it is given by
A stochastic process is said to be β-mixing if β(s) → 0 as s → ∞. For a given stochastic process that is β-mixing, two well-separated sequences of the process are approximately independent, where the approximation error is given by β(s). Thus, we assume that the request process X(t) is a β-mixing stochastic process, i.e., β(s) → 0 as s → ∞.
We now provide the details of the coupling argument, through which the dependent stochastic process is replaced by independent blocks of random variables. This will facilitate the use of a concentration inequality; in particular, McDiarmid's inequality. Fix m ∈ N, and consider 2m consecutive blocks, where the block i, i ∈ {1, 2, . . . , 2m}, consists of a i time slots, and t 2m j=1 a j is the total number of time slots (see Fig. 1 ). Let a 0 0. Consider the time instants at which the requests arrive corresponding to odd and even blocks defined as T h }, h ∈ {e, o}, such that the requests in the even (and odd) blocks ofX 1,t are independent. However, within each block, the random variables can be arbitrarily correlated. We can always construct such a stochastic process, and the pair (X(s),X(s)) is called a coupling (see Fig. 1 ). We defineX e 1,t andX o 1,t similarly to X e 1,t and X o 1,t , respectively.
The following theorem provides a bound on the performance guarantees in terms of the β−mixing coefficient.
Theorem 3: For the given model, and the popularity estimate in (1), with a probability of at least 1 − δ, the following holds:
where
Proof: See Appendix B. Note that δ > 0 implies a bound on δ. Next, we bound min{E[A T (X e 1,t )], E[A T (X o 1,t )]} to get the desired result. The bound that we derive depends on the Rademacher complexity and the nonstationarity of the stochastic process. We begin with the following definition.
Definition 1 (Rademacher Complexity): The Rademacher complexity of P π is defined as [34, Ch. 3]
where the Rademacher random variables
Next, we provide one of the main results of this paper. Theorem 4: For the given model and the popularity estimate in (1), with a probability of at least 1 − δ, the following holds:
Remarks:
(1) The error increases linearly with N . To compensate for larger values of N , the waiting time t should be of the order of N 2 ; a similar observation was also made in [24] . As λ u increases, a lower value of δ can be achieved. In general, as λ u → ∞, δ = 0 cannot be achieved due to the dependence of the stochastic process across time, i.e., β(a) > 0, a > 0. (2) The error decreases as t increases. When the requests are i.i.d., a max = 1, and hence, is small. Thus, when the requests are correlated we incur a penalty of a max , since the error decreases as 1/(t/a max ) compared to 1/t for i.i.d. requests. The error can be reduced by choosing a max = 1, i.e., a i = 1, i = 1, . . . , 2m.
Since β(x) is a monotonically decreasing function of x, the probability of achieving a lower error is very small, indicating a tradeoff between the error and the probability with which the bound in (24) holds. Also, lower values of δ result in higher error. This requires the value of m to be small. However, m scales as t/a max , which indicates that if a max = O( √ t), then the last term in the error decreases as 1/t 1/4 instead of 1/ √ t. On the other hand, for larger values of m, the value of δ is small provided the β-mixing coefficient decreases at a smaller rate compared to 1/ √ t; this indicates that one should have sufficiently fast decaying β-mixing for better performance. The last term in the expression for δ depends on ζ ai,j , whose effect is studied by looking at specific examples, such as the Bernoulli and Poisson models for user requests, as detailed in the next section.
(3) The error increases with αmax αmin . The higher this ratio, the larger the variation in the number of requests. On the other hand, the lower this ratio, the smaller the error; which indicates a greater number of requests. The nonstationarity of the process is captured through Δ 
V. BERNOULLI AND POISSON REQUESTS
In this section, we consider Bernoulli and Poisson request models, and analyze the implications on the results derived so far.
A. Bernoulli Request Model
Let X k u ∈ {0, 1}, u ∈ Φ u , denote the request made by user u for a cached file, in the k th slot. In the Bernoulli model, it is assumed that the X k u ∈ {0, 1} are i.i.d. across users and slots. Further, a user makes a request with probability p in each time slot, independently of the file it requests, i.e., Pr{X k u = 1} = p. The slot width Δ > 0 is chosen such that at most one file is requested. Conditioned on the event that a set of requests are made from several users, the files requested follow a non-stationary dependent random process. This simplified assumption makes the analysis of the offloading loss guarantees tractable. To provide theoretical guarantees for this model, from the general result in Theorem 4, it suffices to prove an upper bound on the probability of the event {r ai < α min na i } {r ai > α max na i } in the ith block of size a i , conditioned on the presence of n users, i.e.,
where r ai is the total number of requests in a i slots, which is the sum of a i n independent Bernoulli random variables, leading to E[r ai | n u = n] = a i np. Towards this end, we use the following result. Theorem 5: Let X 1 , X 2 , . . . , X k be independent Bernoulli random variables with
Then, for X n i=1 X i and λ > 0, we have
and
Using Theorem 5 conditioned on the event {n u = n}, we have the following theorem. Theorem 6: For the Bernoulli model with 0 < p < α min < α max , we have
for i = 1, 2, . . . , 2m, and n ≥ 1. In the above, ψ p
Proof: From (12), it suffices to bound the following two terms: Pr {r ai < α min na i | n u = n} and Pr {r ai > α max na i | n u = n}. We start by upper bounding the first term in (12) . Using E[r i | n u = n] = npa i and choosing λ na i (α min − p) in Theorem 5 results in
for all 0 < p < α min , and i = 1, 2, . . . , 2m. Similarly, the second term in (12) can be bounded as
for all p < α max and any i = 1, 2, . . . , 2m. Combining (17) and (18) gives the desired result. This completes the proof of Theorem 6. By using Theorem 6, we have Pr
ζ a,n . Using this in the expression for δ in Theorem 4, and after some algebraic manipulation, we obtain the following result.
Theorem 7: For the Bernoulli request model with 0 < p < α min < α max , and the popularity estimate in (1), the following holds with a probability of at least 1 − δ:
h is the Rademacher complexity, and
, and ψ p is as defined in Theorem 6.
From the above theorem, the following observations can be made. First, assuming that a min and a max grow as O( √ t) (which implies that m = O( √ t)), the last term in the error in (19) goes to zero as 1/t 1/4 , while the other terms are not effected by this choice. For m = O( √ t), the second term in the expression for δ tends to zero as t → ∞, provided that β( √ t) → 0 as t → ∞. This demands a faster decay rate of β-mixing. The last term in the expression for δ tends to −∞ as t → ∞, resulting in a larger value of δ , and hence, reducing the error. As a result of this, asymptotically in t, any value of δ > 0 is a valid choice. Thus, by choosing δ sufficiently close to 0, a high probability result on the performance can be obtained.
B. Poisson Request Model
We assume that the requests follow a Poisson model as defined below.
Assumption 2: The numbers of requests across users in any interval follow independent homogenous Poisson processes with equal arrival rates λ r . Conditioned on the number of requests, the requested files follow a non-stationary, possibly dependent stochastic process.
As in the previous subsection, we first provide a bound on ζ ai,n for each i. and α max = Δλ r e, the following bound holds:
Proof: First, consider the following with τ α min na i :
where the last inequality follows by using the Chernoff bound along with the fact that E[r ai ] = λ r Δna i . Substituting for τ , using α min = Δλr e 2 , and the fact that a i ≥ a min for all i, we get
Now, consider the following term:
where the inequality follows from the Chernoff bound, and the last inequality follows by choosing α max = eΔλ r > α min = Δλ r /e 2 , and a i ≥ a min . From (22) and (23), we get the bound in (20) . Theorem 9: For the Poisson request model with the popularity estimate in (1), with a probability of at least 1 − δ, the following holds:
h is the Rademacher complexity,
Further,
β(a i ) + 4m e −λuπR 2 (e −λuπR 2 e −a min λr Δ − 1) > 0.
As in the Bernoulli case, better performance can be achieved by choosing m = O( √ t) and a i = O( √ t) for all i. It can also be seen that as λ r (and Δ) increases, a smaller value of δ is possible, leading to better performance. However, unlike the Bernoulli model, the bound is independent of α min and α max . The results presented for the models considered here lead to a simple yet effective algorithm for updating the cache when the popularity profile is varying across time. Next, we provide the details of this algorithm along with numerical simulations.
VI. CACHE UPDATE ALGORITHM AND NUMERICAL RESULTS In this section, we present a cache update algorithm following Theorem 4, together with corresponding simulation results. Theorem 4 suggests that the sBSs should update their caches at the time instants at which the error becomes large. The only relevant term is max{Δ
The following cache update mechanism is employed: 1) Initialize t = 0 and T = 0. Update the caches randomly.
2) IfΔ t,T > threshold, then update the caches using the caching probability obtained by solvinĝ Π * t+T = argmin Π (t+T ) ∈Pπ T (Π (t+T ) ,P (t+T −1) ), whereP (t+T −1) is the estimate obtained using (1), and set T = t. Here,Δ t,T denotes an estimate of Δ t,T , and threshold > 0 determines the error achieved. 3) Set t ← t + 1 and go to step 2. We define the fetching cost as the average number of files downloaded at each cache update. The simulation setup consists of sBSs and users distributed according to PPPs with densities λ B = 0.00001 and λ u = 0.0001, respectively. The number of files is N = 100, and the coverage of the BS and sBSs are 1000 m and 500 m, respectively. We let γ = 500. The deterministic arrival rate corresponds to a deterministic variation in the distribution of the popularity profile once every 150 slots, while the random change corresponds to a random change in the popularity profile that occurs once every 100 slots on average. In the deterministic variation scenario, a random set of three pairs of files are chosen, and are permuted in a uniformly random fashion. In the random variation scenario, two pairs of indices are randomly and uniformly permuted at random times. The requests follow a Poisson arrival model with rates λ r = 0.09 and 0.01 for the scenarios corresponding to random and deterministic changes, respectively. Requests for the files are generated using a Zipf distribution with parameter θ = 0.8. Thus, the arrival is non-stationary but independent across time. This non-stationarity results in oscillations in the curves. The requests from a typical user at the origin are used to evaluate the offloading loss. Fig. 2 shows the offloading loss with B = R 0 as a function of the cache size for the two scenarios mentioned above. The periodic updates are carried out every 5 time slots. It is clear from the figure that, for the random variation scenario, the performance of the proposed scheme and the periodic scheme are almost the same. However, we observe in Fig. 3 that the fetching cost of the proposed scheme is lower, as the periodic update scheme requires far too many updates. This confirms that by appropriately choosing the threshold values, the proposed scheme outperforms the periodic cache update scheme for specific scenarios. The variation in the fetching cost for the proposed (deterministic) scheme is an artifact of choosing the threshold. For the deterministic variation case, it can be seen in Fig. 3 that for certain cache sizes (10, 20 and 25) , the offloading loss of the proposed scheme outperforms periodic caching, while it performs poorly for other cache sizes. However, the fetching cost is lower than that of the periodic update scheme for all considered cache sizes. This shows that in order to achieve a smaller offloading loss, it is better to update more frequently, while in other scenarios (e.g., cache size = 15), it is possible to achieve both a lower offloading loss and a lower fetching cost. A smaller offloading loss can be achieved by lowering the threshold value at the expense of the fetching cost. The gain of the proposed scheme depends on how frequently the popularity profile changes. For example, when the popularity profile changes slowly, the gain is small, but the frequency of updates will also be less in the proposed scheme.
VII. CONCLUDING REMARKS
A learning-theoretic analysis of content caching in heterogenous networks with non-stationary, statistically dependent and unknown popularity profiles has been considered. A PAC result on the offloading loss is presented in Theorem 4, based on the following caching algorithm: in every slot t, the BS computes an estimate of the Rademacher complexity and the discrepancy based on the available requests. The optimal caching policy is employed at the BS based on these estimates, and the cache content items at the sBSs are updated only if the discrepancy in the popularity profile is larger than a pre-specified threshold (to be determined based on the error tolerance). A detailed analysis of this algorithm is relegated to future work. We have also presented performance analyses for the Bernoulli and Poisson request models.
APPENDIX A PROOF OF THEOREM 2
First, we letT * T (Π * t , P (t+T ) ),T T (Π,P (t) ). Now consider the termT * − inf Π T (Π, P (t+T ) ). We can writê
.
where all the inequalities above are self evident.
APPENDIX B PROOF OF THEOREM 3
Consider the following:
wherep h
1{X(s) = i}, h ∈ {e, o}, and t+T . In (25) , (a) follows from algebraic manipulation and the triangle inequality, and (b) follows from the convexity property. Using (25) , and the union bound, we can write
where (a) follows from the union bound. We now bound the term corresponding to the even samples. (The bound on the term corresponding to the odd samples can be obtained similarly, and is not shown here for the sake of brevity). We begin with Pr{A T (X e 1,t ) > |n u = j} = E[1{A T (X e 1,t ) > }|n u = j]. Since the indicator function is bounded, using [33, Proposition 1], we have the following upper bound:
whereX e 1,t is defined in Section IV. Since the conditioning is on {n u = j}, the time slot difference between adjacent even/odd blocks is deterministic, and the β-mixing is not conditioned on the event. Similarly, it can be shown that
where A T (X e 1,t ) (resp. A T (X o 1,t )) is obtained by replacing each block of data in X e 1,t (resp. X o 1,t ) byX e 1,t (resp.X o 1,t ) in the definition of A T (X e 1,t ) (resp. A T (X o 1,t )). Using (27) in (26), we get
Since each of the events involves a sum of blocks of independent data, we employ McDiarmid's inequality to bound the probability in (28) , as shown below. 
where g t,N R Proof: Consider the term corresponding to the even blocks
where e is as defined in the theorem. To apply McDiarmid's inequality, we letX e 1,t andX e 1,t be independent sequences of even blocks that differ only in one block, say the ith block a i . Let the distributions ofX e 1,t andX e 1,t be identical. Conditioned on {n u = j}, let s ik , k = 1, 2, . . . , a i , denote the number of requests in the kth slot of the ith block consisting of a i slots. Therefore, conditioned on {n u = j}, we have
where (a) follows from the reverse triangle inequality, and (b) follows from the fact that the two sequencesX e 1,t andX o 1,t differ in the ith block, and the ith block can have at most ai k=1 s ik requests. Further,
andĝ t,T (X e 1,t ) is defined in a similar fashion. Also, note that T
ai k=1 s ik . Now, conditioned on the event that the number of requests in the ith block is bounded, i.e., E j m i=1 {α min ja i ≤ r i ≤ α max ja i }, we can write (30) as
where the last inequality above follows from the union bound and Definition 1. Using (31) , and the fact that the event E j occurs, we have
where a min min 1≤i≤2m a i and a max max 1≤i≤2m a i . Using this boundedness property along with McDiarmid's inequality, we have
Similarly,
Combining these two, we get the desired result, which completes the proof of Theorem 10 and hence Theorem 3. The bound in (29) is independent of j. From (29), (28) , and using the result in (8), we get
where ψ
We need Pr {A T (X 1,t ) > } < δ/2, which implies that But, h = − E A T (X h 1,t ) , h ∈ {e, o}. Using this in (37) results in the following constraint:
where E t,T min E A T (X e 1,t ) , E A T (X o 1,t ) . With probability of at least (1 − δ), T * (t + T ) < T * (t + T ) < implies the bound in the theorem after substituting for in (39).
APPENDIX C PROOF OF THEOREM 4
We consider only the term E[A T (X e 1,t )], since an upper bound on the other term follows similarly. As before, letp 
where Δ 
where Δ E X i,s,t 1{X(s) = i} − E[1 X 1,t (s) = i ], and ΔX i,s,t 1{X(s) = i} − 1 X 1,t (s) = i . In (41), (a) follows from the convexity property, and (b) follows from the fact that ΔX i,s,t and σ i,s ΔX i,s,t have the same distribution, where the Rademacher random variables σ i,s ∈ {−1, 1} are i.i.d. equiprobable. We also have σ {σ i,s : 1 ≤ i ≤ N, s ∈ T t,T , respectively. Using these results, we get max E{A T (X e 1,t )}, E{A T (X e 1,t )} ≤ max{R
t,T }. Finally, note that t = 2m j=1 a i ≤ 2m max 1≤i≤2m a i , which implies m ≥ t 2 max 1≤i≤2m ai . Using these results in Theorem 3, we get the desired result. This completes the proof of Theorem 4.
