Abstract. We study the backward shift operator on Hilbert spaces H α (for α ≥ 0) which are norm equivalent to the Dirichlet-type spaces D α . Although these operators are unitarily equivalent to the adjoints of the forward shift operator on certain weighted Bergman spaces, our approach is direct and completely independent of the standard Cauchy duality. We employ only the classical Hardy space theory and an elementary formula expressing the inner product on H α in terms of a weighted superposition of backward shifts.
Introduction
Forward shift operators (multiplication by the independent variable) on weighted Bergman spaces are currently the focus of intense research (see for instance the recent texts [11, 14] ). It is not hard to see that their adjoints are unitarily equivalent to the backward shift operator on spaces which are norm equivalent to certain Dirichlet-type spaces. To study the backward shift operator on a Hilbert space of analytic functions, one usually first considers the forward shift on the corresponding Cauchy dual. In this note we take a different point of view, approaching the backward shift operator on Dirichlet-type spaces using only the classical theory of Hardy spaces. We demonstrate that many results can be obtained completely independently of the forward shift on the corresponding weighted Bergman spaces. This approach allows us to work in a setting (the Hardy space H 2 [10] ) which is classical and well-understood. Consequently, we have at our disposal a wide array of well-known tools, including inner-outer factorization.
Before proceeding, we require some preliminaries. For each α ≥ 0 let H α denote the Hilbert space of analytic functions on the unit disk D with inner product f, g α = ∞ n=0 Γ(α + 1 + n) Γ(α + 1)n! a n b n where f (z) = ∞ n=0 a n z n and g(z) = ∞ n=0 b n z n . Here Γ denotes the standard Γ-function from complex analysis (see [2] ). For each α > 0 we define H −α to be the natural Cauchy dual to H α . In other words, the Hilbert spaces H −α carry the [17] which correspond to the weight sequences (n + 1)
α . The backward shift of an analytic function f on D is given by
On each H α space the mapping f → Bf is a bounded linear operator (also denoted by B) and sends the coefficient sequence (a 0 , a 1 , a 2 , . . .) to (a 1 , a 2 , a 3 , . . .). Observe also that the backward shift on H α (α ≥ 0) is unitarily equivalent to the adjoint of the forward shift f (z) → zf (z) on the weighted Bergman space A 2 α−1 . The author would like to thank A. Aleman and D. Sarason for their comments and suggestions. Several questions in Section 4 were posed by Sarason and the author is most indebted to him. Furthermore, the comments of the anonymous referee were most helpful and much appreciated.
Inner product formula
The following elementary formula expresses the inner product of two functions f, g in H α in terms of a weighted sum of the inner products of their backward shifts in H β (where α, β ≥ 0). Recalling that the Γ-function has a simple pole at −n (n = 0, 1, 2, . . .) with residue (−1) n /n!, we see that
Γ(α)n! makes sense for negative integral α when interpreted in the obvious way. Similar formulas (in terms of integrals) are utilized in [3, 4, 6] .
Proof. By polarization, it suffices to consider the special case f = g. Let f (z) = ∞ n=0 a n z n and first consider the case α ≥ β. We require the formula
which follows by comparing Taylor coefficients in the identity
By rearranging a convergent series of nonnegative terms we obtain
as claimed. If β ≥ α, then the steps may be reversed since all but finitely many of the terms
Γ(α−β)n! share the same sign. This follows from the fact that Γ(α−β +n) is positive for sufficiently large n.
This formula generalizes several well-known identities. For example, setting α = 1 and β = 0 yields a relationship between the norms on the Dirichlet space D and the Hardy space H 2 :
The two-isometric identity [16] arises from the values β = 0 and α = 1. Finally, observe that if f does not belong to H α , then both sides of our formula are infinite and equality trivially holds.
Recall that a subspace (a norm-closed linear manifold
We prove now that nontrivial invariant subspaces of H α are never orthogonal. While this is not necessarily surprising, it is nevertheless not obvious for we do not have a complete description of what B-invariant subspaces of H α look like. We require the following lemma. 
2 . Selecting h 1 = ϕ 2 and h 2 = ϕ 1 we find that ϕ 1 ϕ 2 = 0, a contradiction. Therefore M = H 2 and g vanishes identically. This implies that the subspace M 2 is trivial.
Proof. Select f ∈ M 1 and g ∈ M 2 that do not vanish identically and note that
The preceding proposition and corollary indicate our general approach. Known results about the backward shift on H 2 can be imported into the H α setting by using Lemma 1.
Cyclic subspaces
Recall that a function f in H α is called cyclic (in H α ) if [f ] α = H α and noncyclic otherwise. Our primary tool for studying cyclic subspaces are conjugate-analytic Toeplitz operators, which we show operate boundedly on the spaces H α . Although this can be proved using the Sz.-Nagy-Foiaş functional calculus for pure contractions [19] , we use Lemma 1 to obtain a direct proof which is independent of the Cauchy duality.
Recall that if u ∈ L ∞ (∂D), then the Toeplitz operator with symbol u is the operator T u : 
If T is a bounded linear operator on H α , then we denote the operator norm of T acting on H α by ||| T ||| α .
Proof. If α ≥ 0 and f ∈ H α , then Lemma 1 implies that
and thus ||| g(B) ||| α ≤ g ∞ . Note that the last equality follows from the fact that the operator norm of a Toeplitz operator on H 2 equals the ∞-norm of its symbol [13, p. 138] . Since g(B)e λ = g(λ)e λ where e λ (z) = (1 − λz) −1 and λ ∈ D, the reverse inequality g ∞ ≤ ||| g(B) ||| α follows.
Fix α ≥ 0 and f ∈ H α . We now prove that g(B)f belongs to the cyclic invariant subspace [f ] α for each g ∈ H ∞ . This amounts to showing that there exist polynomials g n such that g n (B) converges to g(B) in the strong operator topology (for operators on H α ). As usual, we proceed directly and make no use of duality.
Proof. Let g ∈ H ∞ and let g n denote the sequence of Fejér polynomials for g. This sequence has the property that g n → g locally uniformly on D and g n ∞ ≤ g ∞ for all n. Given f ∈ H α and > 0, we can find a polynomial p such that
To show that g(B)f − g n (B)f α → 0, it suffices to demonstrate that
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use for each monomial z N . Letting [g − g n ] k denote the kth Taylor coefficient at the origin for the function g − g n we see that
Since g n → g locally uniformly, this tends to 0 and concludes the proof.
We say that a linear submanifold M of H 2 has the F -property if f/I belongs to M whenever f ∈ M and I is an inner function dividing the inner factor of f . For example, the B-invariant subspaces of H 2 enjoy the F -property [9, Thm. 3.1.13] as do the Dirichlet-type spaces H α for α ≥ 0 [18] .
Theorem 2. Let α ≥ 0 and f ∈ H α . If I is an inner function that divides the inner factor of f , then f/I
Proof. Take g = I in Proposition 2 to obtain the desired conclusion.
Since a cyclic invariant subspace [f ] α of H α is spanned by functions of the form p(B)f where p is a polynomial, it is natural to ask whether the linear manifold
We handle this question using a compactness argument. 
defines an analytic function on D. If restrictions are placed on f , then we can say significantly more.
Proposition 3.
If α, β ≥ 0, g ∈ H −β , and f ∈ H α+β+1 , then
Proof. The duality of H β and H −β implies that g(B)f is well defined. The preceding discussion and Lemma 1 yield
which is the desired inequality. Approximating g in H −β by its Taylor polynomials
For α, β ≥ 0 we see that g(B) (formally a conjugate-analytic Toeplitz operator) maps the smaller space H α+β+1 boundedly into the larger space H α whenever the "symbol" g belongs to H −β . This is of interest since the spaces H −β are much larger than H ∞ . 
Example. For any g in H
2 = H 0 , g(B) maps D = H 1 boundedly into H 2 . Fixing an f ∈ D,
Invariant subspaces by intersection
One method of constructing B-invariant subspaces of H α (for α > 0) is to simply take an invariant subspace of H 2 = H 0 and intersect it with H α . In light of Beurling's Theorem, we are concerned primarily with invariant subspaces of the form M ϕ ∩ H α where ϕ is a nonconstant inner function and M ϕ := H 2 ϕH 2 , the orthogonal complement of the subspace ϕH 2 in H 2 . Although easy in principle, the construction has its subtleties. We require the following easy lemma, whose proof we omit. M is a proper B-invariant [17] for details). Such functions cannot belong to an invariant subspace of the form M ϕ ∩ H α by a well-known theorem of Douglas, Shapiro, and Shields [9] . Hence not every invariant subspace of the Dirichlet space is of the form M ϕ ∩ D.
Lemma 3. If
A variety of results on the Taylor coefficients of inner functions exist in the literature (see [1] , for instance) which provide examples of nontrivial invariant subspaces of the form M ϕ ∩ H α .
Example. Newman and Shapiro [15] showed that if ϕ(z) = ∞ n=0 a n z n is a Blaschke product whose zeroes z n satisfy 1 −|z n+1 | ≤ δ(1 −|z n |) for some δ ∈ (0, 1), then a n = O(1/n). If ϕ is such a Blaschke product, then M ϕ ∩ H α is nontrivial for every α ∈ [0, 1). Example. If the inner function ϕ has a nontrivial Blaschke factor, then M ϕ ∩ H α is nontrivial for every α ≥ 0. Indeed, the Taylor coefficients of a finite Blaschke product (being a rational function whose poles lie in the region |z| > 1) decay exponentially and hence M zϕ ∩ H α contains every finite Blaschke subproduct obtained from the Blaschke factor of ϕ. From this it is easy to see that M ϕ ∩H α is nontrivial.
Example. The question becomes much more subtle if ϕ is purely singular. If ϕ is a singular inner function whose singular measure µ has a modulus of continuity ω(t; µ) satisfying ω(t; µ) = O(t log 1/t), then M ϕ ∩ H α is trivial for every α > 0 by [10, Thm. 7.6] .
The structure of a (nontrivial) invariant subspace of the form M ϕ ∩H α can be far different than that of M ϕ itself. In [12] , it was shown that for every outer function F that appears as the outer factor of a function in M ϕ , there exists a unique (up to a unimodular constant factor) inner function I F such that an inner function I f divides I F if and only if f = I f F lies in M ϕ . In other words, the functions in M ϕ with outer factor F are partially ordered by the divisibility of their respective inner factors and this partial ordering has a maximal element, namely I F F . Certain invariant subspaces of H α for α ≥ 1 do not enjoy this structural property. The problem is that f = I f F may belong to M ϕ ∩ H α even though I F F does not.
Example. Consider the outer function F = 1 and let ϕ be an infinite Blaschke product. By Carleson's formula for the Dirichlet integral [7] , we see that ϕ does not belong to H α for any α ≥ 1. Nevertheless, every finite subproduct of ϕ belongs to every H α space. Therefore the partially ordered collection of functions in M zϕ ∩ H α with trivial outer factor contains no maximal element for any α ≥ 1. With additional effort, it appears likely that similar examples can be found for α ∈ (0, 1).
A related question appears open. Suppose that M is an invariant subspace of H α for some α ≥ 0. We say that M has the least common multiple property if for every pair I 1 F, I 2 F ∈ M with common outer factor F and inner factors I 1 , I 2 , the function IF belongs to M where I denotes the least common multiple of I 1 and I 2 . This is certainly true in the case H 0 = H 2 since both I 1 and I 2 must divide I F [12] . For α > 0 we encounter two obstacles. First, there may be invariant subspaces of H α which are not of the type M ϕ ∩ H α . Our intuition regarding such subspaces is lacking. Second, we do not know whether I 1 F, I 2 F ∈ M implies that IF belongs to H α , let alone M.
Retaining the notation of the preceding paragraph, we conclude this section by demonstrating that B-invariant subspaces of the Dirichlet space D = H 1 which are of the form M = M ϕ ∩ D (where ϕ is a nonconstant inner function) possess the least common multiple property. We state without proof the following easy lemma. 
