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Abstract
Simulation-based control of dynamic systems is of key importance for
many areas of science and industry. To ensure the predictive capabilities,
simulation models used for predicting control responses have to be calib-
rated to available observations. Bayesian approaches to make inference
from data on unobservable quantities are used because of their consistent,
inherent treatment of diverse sources of uncertainties.
Spectral approaches to uncertainty quantification have become popular
over the last years. However, their combination with Bayesian inference
usually employs expensive probabilistic sampling methods. In this work, a
family of linear Bayesian approaches is presented which directly results in
a representation of the posterior. A specific implementation is discussed
which overcomes some of the difficulties that remained unsolved in related
approaches. All implementation details are given, and the applicability is
demonstrated on some linear and non-linear numerical examples.
Keywords: Numerical mathematics, optimization, scientific comput-
ing, system identification, regularization, Bayesian estimation, polynomial
chaos expansion, Kalman filter, inverse problem
AMS classification: 60H40, 65M32, 62L12
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Zusammenfassung
Die simulationsbasierte Steuerung von dynamischen Systemen stellt ei-
ne Schlüsseltechnologie für weite Bereiche von Forschung und Industrie
dar. Um die Vorhersagefähigkeiten von Simulationsmodellen sicherzustel-
len müssen diese auf die verfügbaren Daten kalibriert werden. Bayes’sche
Ansätze für die Erzeugung von Rückschlüssen aus Daten auf unbeobacht-
bare Modellgrößen sind aufgrund ihrer inhärenten Möglichkeiten, Unsi-
cherheiten in den Rückschlussprozess einzubetten, beliebt.
Spektrale Methoden für die Quantifizierung von Unsicherheiten sind über
die letzten Jahre populär geworden. Allerdings bedingt ihre Kombinati-
on mit Bayes’schen Rückschlussmethoden typischerweise den Einsatz von
aufwändigen probabilistischen Abtastverfahren. In dieser Arbeit wird ei-
ne Familie von linearen Bayes’schen Vorgehensweisen präsentiert, welche
direkt die spektrale à posteriori Repräsentation der unsicheren Zielgröße
erzeugen. Eine spezifische Implementierung wird vorgestellt, welche ei-
nige der Schwierigkeiten der bisher existierenden Ansätze umgeht. Alle
Implementierungsdetails hierzu werden beschrieben, und die Anwendbar-
keit anhand von verschiedenen linearen und nicht-linearen numerischen
Beispielen belegt.
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A beautiful answer to this was given by J. von Neumann in a talk
on computers given in Princeton in 1948, which the writer was
privileged to attend. In reply to the canonical question from the
audience (“But of course, a mere machine can’t really think, can
it?”), he said: You insist that there is something a machine cannot
do. If you will tell me precisely what it is that a machine cannot
do, then I can always make a machine which will do just that!
Probability Theory — The Logic of Science, E. T. Jaynes [186, p. 7]
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Chapter 1.
Introduction
In many areas of industry and science there is a growing need for
computer-based workflows for control under uncertainty with application
to dynamical physical systems. A major driving force are large-scale geo-
physical applications. Such applications are typically highly complex in
both their scale (fine scale effects vs. large spatial extent) and behaviour
(complex governing equations, for example turbulence models; heterogen-
eity, for example soil with channels, layers, and fractures).
The key goal is to support decisions which modify the behaviour of the
real system in such a way that a quantity of interest attains an optimal
value. Examples of such identification and control problems are:
Containment of Groundwater Contamination A contamination source
is to be contained in a local area by placing pump stations. For this
it is essential to know how the contaminant will spread — which
depends crucially on the groundwater flow and thus on subsurface
properties like permeability and porosity.
History Matching and Production Optimisation for Oil Reservoirs Oil
reservoirs are of a highly complex behaviour and structure. Many
of the involved parameters are highly uncertain. Despite these com-
plexities a major interest of the oil industry is to develop methods
for maximising the revenue while minimising the risk.
Subsurface CO2 Sequestration To be able to safely and reliably store
CO2 in subsurface structures one has to have sufficient knowledge
about these, especially about sealing layers and faults.
2
Real System
Identification
Control
Numerical Model
Figure 1.1.: The typical identification and control loop.
Tsunami Modelling Simulating sea-floor motions which could potentially
cause tsunamis is the largest unknown in tsunami modelling, and it
critically depends on the identification of subsea, subsurface struc-
tures from seismic waves and — sometimes — tsunami data ([44,
p. 8]). The resulting models are then used for the prediction of
tsunami events and by this they are the basis for evacuation con-
trol.
Many more examples with similar structure exist in many other areas of
application — sometimes with more emphasis on the identification step,
sometimes on the control step. Due to the high system complexity, com-
putational methods have to be employed for determining such optimal
controls. Naturally, computational methods mainly rely on computer im-
plementations of mathematical models for these large-scale systems, which
therefore play a major role in any workflow.
However, it is usual that in mathematical models — because of their
naturally limited representation of reality — some important quantities
are known only incompletely. Such quantities can be identified — up to
a certain degree — from observations obtained by performing measure-
ments on the real system. The resulting ‘identified’ model is hoped to
have improved representativeness when compared to the ‘un-identified’
model since it honours these data. Thus it is clear that a major part of
any workflow is necessarily devoted to efficient computational methods
for system identification — and this task can be thought of as making
inference from incomplete data.
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Ultimately, the two steps of identification and control are to be performed
in a recursive way, resulting in a closed loop as shown in Fig. 1.1. While
here the focus is on the identification part, the control step must always
be kept in mind.
The goals of this work are therefore to
• propose a theoretical framework that fits system identification and
control tasks for dynamic geophysical and similar systems,
• present an overview of relevant identification methods which fit into
this framework and point to related areas of research,
• develop original identification methods or improvements to existing
methods where application demands them.
The most important aspect of the framework and all participating meth-
ods should be the efficient computational handling of uncertainty. Uncer-
tainty at all stages exists due to incomplete knowledge of model quantit-
ies and various kinds of errors in the identification and decision support
process, e.g. modelling errors, measurement errors and numerical errors.
These uncertainties should not be ignored in any identification process,
since doing so would likely result in a false sense of security and, sub-
sequently, non-optimal or even disastrous decisions.
1.1. Summary of the State of the Art
The two most important frameworks for the solution of identification prob-
lems are regularised optimisation [115] and Bayesian inference [340, 186].
Somewhat related to the Bayesian approach are fuzzy sets and probabil-
ities [74, 75].
Especially the Bayesian view is attracting considerable interest [60]. This
is mainly due to its integrated and consistent way to combine various
sources of incomplete, uncertain information. Many areas of science and
industry begin to realise (or already have realised) that the incorporation
of the treatment of uncertainty into their numerical modelling workflows
can provide important benefits and is therefore inevitable.
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Unfortunately, the treatment of uncertainties is not for free. Methods
which push beyond the capabilities of Monte Carlo approaches are neces-
sary — especially when it comes to Bayesian inference. This is a major
issue for dynamical systems: a plethora of methods, ranging from Kalman
filter variants to highly sophisticated particle filters, have been developed.
Combinations of spectral forward modelling and Monte-Carlo-based infer-
ence exist. Purely non-probabilistic approaches include the explicit time
integration of conditional probabilities and expectations. Only recently
first fully spectral approaches to Bayesian inference have appeared and are
an important research topic. A review of existing approaches to system
identification is given in [1]. Going beyond the identification step, ap-
proaches to stochastic optimal control are successfully developed, where
prime applications are on autonomous robots.
1.2. Outline
Despite these success stories a significant amount of work remains to be
done, and this thesis aims to contribute its small share. Chapter 2 de-
scribes a Bayesian framework for inference which — in contrast to most
existing ones — uses random variables as the basic building block. As
an outlook, it is extended towards control applications since this is cer-
tainly a major application area for the results of the Bayesian inference.
Detailed reviews of existing inference methods can be found in chapter 3.
All methods are put into the context of the Bayesian framework, thereby
identifying areas where additional research may be worthwhile. The main
result of this thesis is given in chapter 4. It introduces a new formulation
of a fully spectral method for linear Bayesian inference. By construction,
the method is suitable for sequential inference applications. Its imple-
mentation is discussed by the example of the polynomial chaos expan-
sion (PCE), a spectral representation for random variables. It is shown
that this implementation overcomes two major difficulties of existing ap-
proaches: (1) compared to existing sequential spectral methods it does not
have the problem of a growing spectral basis: no new random variables
have to be introduced with every update; and (2) compared to existing se-
quential sampling approaches it does not involve sampling errors at all —
only the truncation error of the spectral representation, which is easier to
quantify and control. The method is examined, in comparison to related
approaches, on some numerical examples. There it is found to be more
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reliable than its sampling-based counterparts: it naturally maintains the
span of the stochastic subspace and does not involve sampling at any stage.
However, it is also demonstrated that the assumptions involved in the de-
rivation of all these linear Bayesian methods must be considered with care
and may have a significant impact on the results, depending on the indi-
vidual identification problem. Chapter 5 shortly discusses a multi-scale
covariance localisation approach based on wavelet analysis. It is inten-
ded for probabilistic linear Bayesian methods. Chapter 6 briefly describes
a conceptual combination of a population-based evolution strategy with
an ensemble-based linear Bayesian method. However, to not obfuscate
the main results of this thesis, these two lines of research are discussed
only briefly and the reader is referred to the given publications. Finally,
chapter 7 concludes the thesis.
Appendix A collects some important methodologies and results on the
stochastic representation of uncertainty. Appendix B collects some prop-
erties and computational aspects of the PCE which are used throughout
the text. Appendix C summarises some metrics which are used as com-
parison tools in the numerical experiments. Due to the many different
ways to implement ensemble Kalman filters, appendix D discusses the
variant used for comparison.
1.3. Acknowledgements
First of all I would like to thank Christine for her endurance and support
during this thesis, and also the uninterrupted uphold and patience of my
parents has been invaluable. It has not always been an easy time with
me. My thanks also go to my colleagues, collaborators, and my advisor
Hermann G. Matthies for long times of fruitful discussion which ultimately
lead to this work. It is impossible to name you all — you know who you
are. Last, but most certainly not the least, my thanks go to SPT Group
GmbH and Dr. Ralf Schulze-Riegert for their constant support during my
work. It would hardly have been possible without you.
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Chapter 2.
A Mathematical Framework for
Bayesian Inference
In this chapter a generic Bayesian framework for identification under un-
certainty is presented. It fixes notation and terms which are then used
throughout the work. The framework is related to the one developed by
Tarantola [340, chapter 1]. The main difference is the way that is used
to represent limited information: here a parametric approach with ran-
dom variables (RVs) as the basic building blocks is used, whereas Tarant-
ola [340] takes a more classical approach and uses probability measures.
However, we believe (and try to demonstrate in this chapter) that RVs
are more suitable for the task at hand. A second difference is that for
us the focus is on dynamical systems, which is a basic requirement for
the envisioned applications (cf. chapter 1). The notation is derived from
suggestions in [258, 178] and aims at being as simple as possible.
2.1. System Meta-Model
The system of interest S, which is part of reality, is modelled by a joint
model-data space
M := X × Y. (2.1)
Here X denotes the model space and Y denotes the data space1. The space
Ω shall capture everything which is missing in M to actually represent
1Details on the subspaces are given in section 2.1.3 on page 11.
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S, the reality. This we abstractly write as
S ∼=M×Ω. (2.2)
The space Ω is discussed later; first focus on X and Y. These spaces are
assumed to be Banach (and sometimes Hilbert) vector spaces2. Between
the two spaces X and Y, there exists a mapping
h : X → Y
y = h(x), (2.3)
which is called measurement operator. Given an element of the model
space x ∈ X one can obtain corresponding data y ∈ Y according to this
operator.
In general, the operator h is non-linear. In the special case of a linear op-
erator, it is denoted as H and Eq. (2.3) then takes, as usual, the following
form:
y = Hx. (2.4)
Note that methods from topology and especially differential topology [195,
226] exist that would allow us to relax above assumptions. For most of the
discussion in this chapter, it would be sufficient when the model and data
spaces were differentiable manifolds with a metric. As this generalisation
would result in considerable amounts of technical machinery — which
would obfuscate the main text while not significantly contributing to the
results — it is omitted. The interested reader is referred to the monograph
of Lee [226] for further information on smooth manifolds.
2.1.1. Transformations to Vector Space
It is worth pointing out that the seemingly abstract assumption of Banach
(Hilbert) vector spaces has very practical consequences. A simple ex-
ample is R+, the positive real line, which may be used to describe, for
example, a conductivity parameter. This is clearly not a vector space as
for x1, x2 ∈ R+, the result of x1 − x2 is not necessarily an element of R+.
2See the book of Bourbaki [73] for further information on vector spaces.
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The solution is to use an invertible mapping so that the co-domain is a
vector space. This could be, in this example, the natural logarithm log
together with its inverse, exp, which continuously map R+ to R and back.
This construction can be generalised to more complex examples, such as
symmetric positive definite (SPD) matrices and diffusion tensors. These,
as well as a discussion of the relations to Lie groups and Lie algebras [226,
p. 93], are given in [271, 230, 30, 31].
In the following, two invertible transformations of common intervals to a
vector space are described which can help out.
2.1.1.1. Log-Normal Transform
For a strictly positive scalar quantity κ ∈ R+ an often used method to
transform it to a vector space is to apply a logarithmic transform.
κ´ = log10(κ) (2.5)
The result κ´ can be safely used in algebraic manipulations, since κ´ ∈ R,
and R is a vector space. Afterwards, the inverse transform
κ = 10κ´ (2.6)
is applied and the scalar is again strictly positive, as required by the
application.
2.1.1.2. Inverse Hyperbolic Tangent Transform
For a scalar quantity φ lying strictly within a certain open interval
(a, b) ( R a method to transform it to a vector space is to linearly map the
interval (a, b) to (−1, 1) and then to apply the inverse hyperbolic tangent
function
atanh(x) = tanh−1(x) := 12 ln
Å1 + x
1− x
ã
which maps (−1, 1) to R.
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In detail, the mapping consists of the following manipulations:
φ´ = 2φ− (a+ b)
b− a
φ˚ = atanh
Ä
φ´
ä
(2.7)
The result φ˚ can be safely used in algebraic manipulations, since φ˚ ∈ R,
and R is a vector space. Afterwards, the inverse transform
φ´ = tanh
Ä
φ˚
ä
φ = (b− a)φ´+ (a+ b)2 (2.8)
is applied and the scalar is again strictly within a certain open inter-
val (a, b), as required by the application. Remember that the hyperbolic
tangent is defined as
tanh(x) := e
x − e−x
ex + e−x .
It is worth mentioning that this transform can also be used to enforce
heuristic or physical limits on a quantity. For example, the value for soil
porosity lies by definition in the interval (0, 1). However, depending on
the specific application, it may make sense to limit the interval to an even
smaller interval, e.g. (0, 0.32) ⊂ (0, 1). Then it is by construction that, in
this example, the upper value of 32% porosity can never be exceeded by
any manipulation which is applied to the transformed quantity.
Additional examples of possible transform functions are the logit and
probit functions. They can be applied in an analogous way.
2.1.2. Observations
At this point it is important to mention that there is a ‘special kind’ of
data
z ∈ Y. (2.9)
which is called observation and denoted by z. It is the numerical repres-
entation of information obtained from the real system of interest, using
real physical procedures.
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Examples of observations are pressure head data from a well obtained
by a pressure sensor, radar measurements of the atmosphere obtained
from a radar array, or radiation measurements of a wood obtained by
some sensor in a satellite. All these measurements have in common that
they are indirect in the sense that one has to use a device to observe the
real physical quantity. Usually the situation is even more complex: one
is interested in a physical quantity, but it is possible only to observe a
different, related one. This situation is the main reason for introducing
separate model and data domains in Eq. (2.1).
In the following it is important to distinguish carefully between observa-
tions and simulated data, since these terms are a constant source of confu-
sion. An observation is data obtained from ‘reality’, or from a ‘simulated
reality’ in case of perfect model experiments. Simulated data is exclus-
ively simulated using mathematical and numerical procedures. Therefore,
especially in the context of dynamical systems, it is also called a forecast.
2.1.3. Dynamical Systems
In applications the joint model-data space M is often — at least partly
— time dependent, leading to what is called a dynamical system. In
accordance with other works the time dependence is denoted by a small
index t
(·)t := T →M, (2.10)
with T being the time domain. This index may be attached to all time
dependent quantities and operators.
The time dependent part of the model manifold X is called state space
(sometimes phase space) and denoted by U whereas the time independent
part is called parameter space and denoted by V — so, X = U × V. The
elements of the state space are usually just called state and denoted by
u ∈ U , the members of the parameter space are called parameters and
denoted by v ∈ V, and therefore
xt = (ut, v). (2.11)
Across the literature there is a lack of a common name for the members
of the model space. Thus we choose to call them model quantities or, for
brevity, model. For convenience we may write xt, thus indicating a time
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dependence for the whole model quantities — but this means still that,
of course, only the state is time dependent.
The behaviour of the dynamical system is described by a so-called model
operator
g˜ : X → U (2.12)
that describes the evolution of state ut in the following way:
dut
dt = g˜(ut, v). (2.13)
This describes a so-called Markov process3. In other works, the model
quantities and the model operator introduced above may both be denoted
as ‘model’ and we may do so in this work as well — but it will always
be clear from the context if the quantities or the operator are meant. To
add to the confusion, in other works the operator h is sometimes called
‘model’ in the case of a non-dynamical system.
This work exclusively deals with time dependent systems. The time index
is usually kept for clarity of notation, but it is worth mentioning that con-
sidering time independent problems in this framework is straightforward,
since they can be seen as a special case of a time dependent system.
2.1.3.1. Discrete-Time Markov Process
Let us consider a dynamical system which is described by the model xt =
(ut, v). In practice, it is typical to obtain observations from the system
at discrete points in time. Measurement devices are usually constructed
that way: they need a finite, non-zero amount of time to create a data
sample4. Thus, it is suitable to consider the state of the dynamical system
at discrete points in time,
ut+∆t = g(ut, v,∆t) := ut +
∫ t+∆t
t
g˜(uτ , v) dτ, (2.14)
3See also the monographs by Stroock [334] and Ibe [177, p. 45ff], as well as the book
of Jazwinski [187, p. 77ff].
4The required amount of time can be stunningly small and the measurement frequency
very high when compared to typical system evolution time scales. Then it actually
may be beneficial to consider the measurement operation to be a continuous process.
See the books of Jazwinski [187] and Bain and Crisan [36] for additional information.
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v v v
ut−1 ut ut+1
g g
h h h
zt−1 zt zt+1
Figure 2.1.: Markov chain model of a dynamical system. The state ut,
parameters v, observation zt and operators h, g are assumed
as perfectly known. Remember that xt = (ut, v) — the obser-
vation could thus in principle directly depend on the paramet-
ers, although this is typically the case only indirectly thought
the state.
where ∆t denotes a positive time increment. Note that it is common to
denote the time points by countable indices . . . , t− 1, t, t+ 1, t+ 2, . . . , as
the actual value of ∆t usually does not matter.
It is assumed that observations depends only on the current state, and
not previous ones. Thus, the observations zt, as well as the ‘state snap-
shots’ ut, form a first order Markov chain5 which can be modelled by a
Bayesian network6. A network depicting the complete dynamical system
meta model is shown in Fig. 2.1.
2.1.4. Spatial Systems
The systems considered in this work, and thus the spaces X and Y, usually
have a spatial extent. For example, in weather forecasting many of the
5See also the book of Whittle [359, chapter 9] for further information on discrete
Markov processes.
6See also the article of Ghahramani [137] and the book of Jensen and Nielsen [188]
for further information.
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quantities describing the system are usually defined on a sphere with a
certain thickness, modelling the atmosphere of the earth.
By the example of the space X , the spatial extent is introduced via an
index set Xs, while Xq is the usual vector space of physical quantities:
X ⊂ F (Xs;Xq) = XXsq . (2.15)
F (Xs;Xq) is the set of all maps from Xs to Xq, and it is a vector space
as Xq is assumed as a vector space (cf. [258, p. 28]). In the concrete
application a suitable subspace of this space of all functions needs to be
chosen, such that the operators g and h are well-defined (e.g. the space
of n-times continuously differentiable maps, Cn(Xs;Xq)). This suitable
subspace is denoted as X .
Elements from X are functions of the spatial index xs, indicated by x(xs).
It is not unusual that the spatial index set has multiple dimensions (see
examples below), so that xs actually is a vector. The notation in this work
is, as usual, to denote elements from X with boldface symbols (e.g. x ∈ X )
and omit the explicit spatial dependence. Elements from Xq are denoted
with normal symbols (e.g. x ∈ Xq) and with a slight abuse of notation
we may also write x ∈ X , since it is then clear that a single element from
the space of quantities is considered. However, the space Xq itself may
still be quite complex, as a model clearly may consist of several quantities
defined over its spatial extent.
A similar construction applies, of course, also to Y. There, the index set
Ys is often a subset of Xs, depending on the system under consideration.
In the context of geophysical applications, the most common example for
Xs certainly is Xs ⊂ R3, where the R3 is used to (locally) index the three
dimensional structure of the earth’s crust. Another, less simple set is
Xs = S2 × [0, a], a two-dimensional sphere of thickness a. This could be
used to index the the atmosphere of the earth.
2.2. Uncertainties in Models
While creating a numerical model for the system of interest errors are
being made which should not be ignored when tackling the task of iden-
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tification. Therefore, these errors are discussed in this section7.
2.2.1. Modelling Errors
To be able to capture a physical, real system into the above framework
concrete mathematical structure and abstraction has to be introduced. It
is precisely here were so-called modelling errors are made. To state just
a few, we sometimes are
• purposely neglecting certain aspects of the system which are (1)
considered as having negligible effects or (2) being mathematically
intractable
• lumping very small scale, very large scale, or computationally oth-
erwise intractable effects into parameters
• making simplifying assumptions on spaces or models with respect
to a probably limited ultimate purpose of the mathematical model
• even (inadvertently) choosing inadequate mathematical spaces or
models.
Despite these unavoidable errors, this modelling step leads to concrete,
mathematically well-defined spaces X and Y, as well as operators h and
g.
The operators h and g are usually modelled by some kind of partial differ-
ential equations (PDEs), mathematically describing the system behaviour.
The spaces X and Y are chosen such that the mathematical models used
for the operators correctly work.
For example it has been shown that it may be highly important to treat
forward modelling errors within data assimilation frameworks for ocean-
ographic systems. And for the example of assimilating satellite radiance
data, it may have an important impact to treat modelling errors for the
observation operator. Note that unresolved scales in the model some-
7Related discussions can be found in e.g. Tarantola [340, section 1.3] and Le Maître
and Knio [224, section 1.1].
15
times are separately considered as representativeness errors, but here this
specific distinction is not made.
2.2.2. Numerical Errors
The mathematical model — specifically the operators Eq. (2.3) and
Eq. (2.14) — have to be cast into a computer code. It is this form
which is ultimately used in any actual computations. Here, two differ-
ent sources of errors arise: a discretisation error, resulting from replacing
continuous operators in time and space by discrete ones, and a numerical
truncation error resulting from the finite numerical resolution of electronic
computers8.
2.2.3. Initial Knowledge Errors
These are errors which arise when trying to determine the initial state
and parameters of a numerical model. Obviously, this is only possible
up to the ‘degree of information’ one has. For example, for a subsurface
structure in geology, one may possess seismic measurements, bore cores,
and the individual knowledge of a geologist combining this information —
and still a very significant amount of the structure of the system remains
uncertain.
2.2.4. Measurement Errors
When measuring reality, the physical device being used has finite preci-
sion. It could be malfunctioning and create false data, or even be operated
in an incorrect way. It could measure something one did not expect or
it could be disturbed by effects one did not think of and that simply
are not part of the model. These issues have to be taken into account
when using the data. The usual way to model such errors in the con-
text of dynamic systems is the hidden Markov chain model (HMM) (e.g.
[137, 177, 128, 116]). The measurement error can be a quite important
8Let us assume that ‘simple’ programming errors are not an issue.
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quantity and it is easily motivated, so many approaches have been de-
veloped to model it. A basic introduction is given by Grabe [145]. An
extensive discussion about measurement errors in the context of meteor-
ological models can be found in Lira [234].
2.2.5. Summary
As demonstrated above by enumerating some sources of errors, the numer-
ical model is, for various and quite diverse reasons, not equal to reality.
All of these errors should result in a limited degree of trust in the nu-
merical model and its use when controlling a real system. It is obvious
that the representation of this limited trust must be an important point
in every process.
The basic idea to handle such errors is to, abstractly, put all such ‘differ-
ences to reality’ into the space Ω. Note that even this extended model
is, of course, just another mathematical model and thereby still different
from reality — but it is by definition as close as we can possibly get.
Usually two to three types of error are treated separately because of their
quite different structure. For a discussion see e.g. Stuart [335, p. 475f].
Another aspect is brought up by Tarantola [340, p. 21], where it is argued
that measurement errors and modelling errors usually are within the same
order of magnitude, implying that none of them should be ignored. Thus,
these different sources of errors are formally put into three different spaces,
although they will be lumped together later — but for an entirely separate
reason. The space of ‘modelling and numerical errors’ is denoted by Υ —
it is quite common to treat these together9. The space of ‘measurement
errors’ is denoted by Γ . And finally, the space of ‘initial knowledge errors’
is denoted by Θ:
Ω = Υ × Γ ×Θ. (2.16)
We now make the non-trivial assumption that the real system can be
represented ‘sufficiently close for the application’ within the domains of
9The numerical error part usually depends on some scaling parameter — for example
FEM mesh size — which is assumed to be chosen ‘small enough’ so that the math-
ematical modelling error clearly dominates the term.
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Figure 2.2.: Hidden Markov chain model for the observations. Indirect ob-
servations zt on the assumed ‘representation of reality’-model,
each disturbed by a random sample εt = ε(ωt), is available.
One can think of some kind of observability boundary hiding
the ‘representation of reality’. Therefore the only possibility
is to infer from zt.
the numerical model, X and Y. In other words, it is assumed that there
exist at any time t elements x˘t = (u˘t, v˘) and y˘t which are representative for
reality. This is certainly a reasonable assumption — otherwise the model
should probably be modified — but it should not go by unmentioned.
Of course, x˘t and y˘t are unknown and the numerical models for g and
h contain errors, as discussed above, thereby making it impossible to
determine x˘t+1 or y˘t even when given x˘t. The main goal of identification
is to derive as much information as possible about x˘t — including the
reliability of this information — from zt.
When accepting the assumption of a ‘representation of reality’-model, one
can conceive of a set of maps that — given complete information about
all errors — can in some unknown way compute the ‘representation of
reality’-model, the error-free simulated data, or the observations, respect-
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Figure 2.3.: A Bayesian network modelling the relations between quant-
ities of interest in a numerical model of a dynamical system
and the involved errors.
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ively:
x0 : Θ → X , (2.17)
ξt : Υ → X , (2.18)
ηt : Υ → Y, (2.19)
εt : Γ → Y. (2.20)
Here x0 describes the error in the initial knowledge, ξt and ηt describe the
errors which arise from mathematical modelling and numerics of operators
g and h, and εt describes the difference between the theoretical error-free
data z˘t and the actual observation zt.
The previously defined functions have the properties that
∃ω ∈ Θ : x0(ω) = x˘0 (2.21)
∀t∃ωt ∈ Υ : ξt(ωt) + g(x˘t−1) = x˘t =: g˘(x˘t−1) (2.22)
∀t∃ωt ∈ Υ : ηt(ωt) + h(x˘t) = y˘t =: h˘(x˘t) (2.23)
∀t∃ωt ∈ Γ : εt(ωt) + zt = z˘t. (2.24)
In case of observations, the Markov chain model in Fig. 2.1 on page 13 is
turned into a HMM, which is modelled by the Bayesian network shown
in Fig. 2.2 on page 18. A Bayesian network for the numerical models and
the involved errors is shown in Fig. 2.3.
It is obvious that the information on the ‘error space’ Ω and thus on
the error functions, is incomplete. Therefore, the next step is to find
a mathematical way to treat this ‘incompleteness’, thereby enabling its
incorporation into practical computations.
2.3. Stochastic Modelling of Uncertainty
The description of the system meta-model pointed at diverse sources of
errors. The crucial step is to realize that the errors usually are not totally
unknown. Typically some incomplete information on the unknown errors
is either available, can be assumed, or can be obtained by a method. Thus,
limited — possibly subjective — knowledge is available. The question is,
of course, how to make use of this knowledge.
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The mathematical framework of this work uses a stochastic (sometimes
also called probabilistic) or information theoretic approach to the prob-
lem. We would like to point out that in our opinion the name ‘information
theoretic’ is much more suitable, but owing to a more conventional no-
menclature, we will also use the former one. The approach is inspired
by works like Luenberger [245], Halpern [149], Jaynes [186] and Tarantola
[340]. In some sense it is an extension to functional analytic approaches
given by McLaughlin and Townley [260], where typically a single solution
to the arising inverse problem is searched for. It can be seen in a broader
context as the idea of putting the concept of knowledge and the process of
deriving conclusions into a rigorous mathematical framework (Bayesian
brain; cf. [185, 211, 108]).
Stochastic approaches aim at precisely quantifying all possible pieces of
information which are available on a certain problem and estimating their
influence on the desired goal. Additionally, they use that quantification to
improve understanding of the errors and to guide future work being spent
on purposefully reducing those errors. This is, or rather should be, just
‘good scientific practice’ — but there are some important differences:
1. Stochastic approaches allow for incomplete — for example statist-
ical — information. Thus they can be seen as an extension of Aris-
totelian deductive logic, where only complete information is allowed
(cf. [186, p. 35]).
2. Even more importantly, stochastic approaches put the step of deriv-
ing conclusions into a rigorous mathematical framework which can
be used to actually perform computations.
3. Furthermore they can also provide a unifying interpretation of other
approaches to the problem, such as regularisation techniques (e.g.
[335, p. 460]).
2.3.1. Probability Spaces and Random Variables
The unknown errors from Ω cause uncertainty on the joint model-data
spaceM. In section 2.2.5 this causality is represented by the maps defined
in Eqs. (2.17)–(2.20). However, to make progress towards practical com-
putations additional structure is necessary.
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Figure 2.4.: Depiction of the ‘pushing-forward’ of probability measure P
by RVs x0, ξt, ηt and εt fromΩ to the joint model-data domain
M.
The intention of probability theory is to formalise statements like “I have
the information that x ∈ X certainly lies within the interval [0, 1], and
it is quite likely, with maybe 70%, that it lies in the interval [0.3, 1].
Additionally, I have made the observation that z ∈ Y is 0.2±0.02%.” Such
statements can often be made in practical applications, and they represent
the degree of information one has on a problem. The information may
come from statistics made from observations or subjective degrees of belief
(e.g. ‘engineering knowledge’) — it can all be put into this framework10.
The central idea of probability theory is to consider measurable maps,
so-called random variables (RVs)
r(ω) ∈ L0(Ω,S,P;M,B(M)) (2.25)
where S is a σ-algebra of subsets from Ω and L0 is the Lebesgue space of
P-measurable functions w.r.t. the σ-algebras S/B(M)11. Many authors
limit the term ‘RV’ to maps with co-domain R, and some thus call above
definition generalised RV (cf. [129]) but here such distinction is not being
made. Also note that the same construction applies to X and Y as co-
domains individually, though here it is presented only for the joint domain
M. In cases of ambiguity RVs are distinguished from deterministic quant-
10We consider the quasi-religious discussion around subjectivist vs. objectivist inter-
pretation of probability, frequentist vs. Bayesian views etc. as fruitless. The presen-
ted approach is mathematically well-founded, which we regard as sufficient.
11See [33, p. 36f] and [62, p. 185] for details.
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ities by the attached ‘(ω)’, thereby making the parametric dependence on
ω explicit.
If the involved σ-algebras and measures are understood, one denotes such
functions simply as measurable. The elements in S are called events, and
the probability measure P associates a probability of occurrence with each
event
P : S→ [0, 1], (2.26)
∀E ∈ S : P(E) = p ∈ [0, 1]. (2.27)
The triple (Ω,S,P) is called a probability space. Each RV r(ω) induces
a so-called push-forward probability measure12 r∗P, the probability dis-
tribution or the distribution measure of the random variable13 on the
measurable space (M,B(M)) via
∀E ∈ B(M) : µr(E) := r∗P(E) := P(r−1(E)), (2.28)
whereB(M) is the σ-algebra of Borel sets ofM. This algebra exists since
M is a vector space and thus a topological space. See for example the
classical work of Kolmogorov [212] for further information on probability
spaces and events, or the monographs by Ash [33] and Rosenthal [305] for
more recent introductions.
Random variables are the basis to treat the elements inM as stochastic
quantities. The maps Eqs. (2.17)–(2.20) are considered as such RVs:
x0, ξ, ∈ L0(Ω,S,P;X ,B(X )), (2.29)
η, ε ∈ L0(Ω,S,P;Y,B(Y)). (2.30)
See Fig. 2.4 on page 22 for a graphical representation summarising the
whole construction done in this section. RVs will from now on be the main
objects of interest, so a closer look at the structure these special functions
have and create is worthwhile.
Tarantola [340] and also Stuart [335] take related views on the topic, but
they are considering mostly the measure P and its push-forward r∗P, not
12The push-forward is sometimes also called a transformed measure, e.g. [62, p. 185f],
or the law of the RV, e.g. [94, p. 1].
13The construction is not limited to probability measures, but here it is sufficient to
consider only those.
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directly the RVs pushing them forward. However, interesting results have
been derived from this view. For example Cotter et al. [93] combine the
stability of inverse problems (described in [335]) with error estimates from
the underlying forward problem. The approach taken here is sometimes
called the ‘Bernoulli’ approach [317, p. 233], hinting that it may be con-
sidered as an early, quite natural approach to probability theory (cf. [317,
chapter 8]).
Some important properties of random variables such as the extension to
random fields and processes, their connection to information content and
probability densities, their algebraic properties, and related important
functionals, are summarised in appendix A and used from here on. The
reader already familiar with these topics may safely continue with the
main text.
2.4. The Stochastic Forward Problem
Having introduced how to mathematically model uncertainty by RVs, an
important step towards the ability to perform stochastic inverse modelling
is to understand how to solve stochastic forward problems. This essen-
tially amounts to finding methods which can actually solve the numerical
model described in Fig. 2.3 on page 19 when the involved errors and incom-
plete knowledge are modelled by RVs. Fig. 2.5 depicts a generic stochastic
forward problem for the meta model presented in this chapter.
The question is: given descriptions of x0(ω) = (u0(ω), v(ω)), how to ap-
proximate the influence of these uncertain quantities on the future of the
dynamical system xt(ω) and the predicted measurements yt(ω)? Or, to
put in another way: how to propagate this information through the nu-
merical operators g and h?
The propagation of input uncertainties to output uncertainties is con-
sidered in the field of uncertainty quantification (UQ). The available meth-
ods are tied to the chosen numerical representation of RVs (cf. section 3.2)
and a suitable subset will be reviewed in section 3.3.
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2.5. The Stochastic Inverse Problem
The inverse problem is in some sense the opposite to the forward problem
discussed in the previous section: the goal is to derive information on the
model xt(ω) from the observation zt — the measured ‘output of reality’.
Note that the assumption of an observation (or measurement) error εt(ω)
turns the observation into an RV, too:
zt(ω) := zt + εt(ω). (2.31)
One may also consider multiplicative error terms, but here we limit
ourselves to additive ones. In the deterministic setting inverse problems
are usually ill-posed14, as the amount of observations is typically not suf-
ficient to determine the model quantities. For the stochastic setting it
is not ill-posed (cf. [335]), which can intuitively be understood: missing
data and discontinuities are turned into a continuous notion of ‘lack of in-
formation’, and the inverse problem for this representation is well-posed
again.
In the following, (·)a:b with a, b ∈ N, a ≤ b, is the shorthand for a sequence
(·)a, (·)a+1, . . . , (·)b. The solution to the stochastic inverse problem is to
combine the information content from the initial knowledge x0(ω), the
observations z1:t(ω), the simulated model x1:t(ω) (computed with the help
of g), the predicted measurements y1:t(ω) := (h(x1(ω)), ..., h(xt(ω))), the
involved modelling errors η1:t(ω) and ξ1:t(ω), and the measurement error
ε1:t(ω) into a new RV xˆt(ω). This new RV shall represent the combined
information about x˘t. In other words, we have
xˆt(ω) = F (x0:t(ω), z1:t(ω), η1:t(ω), ξ1:t(ω), ε1:t(ω)) (2.32)
for some mapping F . The result xˆt(ω) is called an estimator for x˘t. Due
to the Markov property of the system under consideration (cf. section
2.1.3.1) — and the usual assumption of i.i.d. errors — it is sufficient to
consider for each t > 0
xˆt(ω) = F (xt(ω), xt−1(ω), zt(ω), ηt(ω), ξt(ω), εt(ω)). (2.33)
Note that in an extended identification setup, we could similarly try to
derive estimates for the involved modelling errors ξˆ(ω) and ηˆ(ω), and even
14Ill-posed in the sense of Hadamard: the solution of an ill-posed problem does not
need to exist, when it exists it is usually not unique, and it often also does not
continuously depend on the data.
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Figure 2.6.: General sequential identification setup. We have noisy ob-
servations of a system according to Fig. 2.2 and numerical
operators g, h which model this system. We develop identi-
fication methods, depicted by M, which use the information
sources shown by the grey dotted lines in the figure to up-
date the indicated parts of the stochastic numerical model
and making it thus a better estimator of x˘t.
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the measurement error εˆ(ω), from the observations, e.g.
ξˆt(ω) = F˜ (xt(ω), xt−1(ω), zt(ω), ηt(ω), ξt(ω), εt(ω)). (2.34)
However, since this problem has the same structure as the one of Eq. (2.33)
it is not considered separately in the following. If any updated information
on the errors is available, it is assumed to be used where applicable. If
only an a priori estimate is available, this is assumed to be used. If no
estimate is available for the modelling errors, typically 0 is used.
This process is usually called updating, as we can think of the mapping
F as an update to xt(ω) with the additional information contained in
zt(ω), resulting in an improved estimator xˆt(ω). In this work, all updated
quantities will be denoted by ·ˆ , as it is done in most other literature. The
updated quantity xˆt(ω) should obviously fulfill some optimality criterion,
in the sense that xˆt(ω) includes as much information as possible — ideally
all — from the RVs on the right hand side of the equation.
This step is also called inverse modelling, identification, model calibration
— depending on the application and methodological context. The generic
setup for this step, adopted for the presented mathematical framework, is
depicted in Fig. 2.6.
Let us point out that in contrast to classical estimation theory (e.g. [227]),
the solution of this approach is clearly not a single, in some sense best es-
timator, like maximum likelihood (ML) or maximum a posteriori (MAP).
Such estimators can be computed from the solution, though.
2.5.1. Conditional Expectation
To ensure that xˆt(ω) includes as much information as possible from the
RHS, a suitable mapping F has to be defined. A very specific one is the
conditional expectation (CE), which is an object of main interest in the
present work.
For two RVs φ(ω), ψ(ω) ∈ L1(Ω;M) the information represented by ψ(ω)
can be related to φ(ω) using the CE. It intuitively represents the inform-
ation of what one has to expect from the RV φ(ω) given the information
ψ(ω).
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The CE of φ(ω) given ψ(ω) is another RV φˆ(ω) ∈ L1(Ω;M) for which
the probability of every event E in the σ-algebra generated by ψ(ω) —
representing additional information — is equal to the probability of that
same event E in σ(φ) (cf. [68, definition 3.2.5]):
∀E ∈ σ(ψ) :
∫
E
φ(ω)P(dω) =
∫
E
φˆ(ω)P(dω). (2.35)
The RV φˆ(ω) is also denoted as the updated or posterior RV. The usual
notation for the CE is
φˆ(ω) =: E (φ |ψ(ω)) , (2.36)
by which it is made explicit that φˆ(ω) is a function of the elementary
events ω of ψ(ω). However, the dependence on ω is often omitted in
Eq. (2.36). Note that this dependence is sometimes written like φˆ(ω′) =
E (φ |ψ(ω = ω′)) or by abuse of notation like φˆ(ω′) = E (φ |ψ = ω′), espe-
cially in the important special case of discrete RVs.
It can be shown via the Doob-Dynkin lemma (see [68, p. 90]) or the Radon-
Nikodým theorem (see [68, p. 103]) that the CE is a function of ψ(ω),
E (φ |ψ) = f(ψ), (2.37)
for a certain measurable function f . For this to hold it is necessary that
σ(ψ) ⊂ σ(φ), which is — for example — the case if ψ(ω) = ζ(φ(ω))
for some measurable function ζ(·). This is obviously the case in the
stochastic inverse problem, since in this context ψ(ω) is an observation,
and therefore certainly connected to the representative model x˘t through
the measurement operator h. All that is necessary to assume is that the
measurement operator is measurable in the measure theoretic sense15.
On the other hand, if σ(ψ) ∩ σ(φ) = ∅, the two RVs are independent and
E (φ |ψ) = E (φ). Here, the intuitive meaning is that ψ(ω) did not con-
tain any information which could be related to φ(ω), and therefore the
expectation of φ(ω) did not change.
For further information and proofs see the works of e.g. Bobrowski [68,
chapter 3], Billingsley [62, p. 445ff], or Bogachev [69, p. 140f]. See the
book of Janson [184, p. 127ff] for the special case of Gaussian RVs. The
Fujisaki-Kallianpur-Kunita equation [130] is a partial differential equation
15Please bear with the author on that inevitable sentence.
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which describes the time evolution of the conditional expectation and can
also be used for the derivation. However, it is not very practical since ‘The
complicated non-linear structure of this time evolution prevents direct
numerical analysis [...]’ [244, p. 287].
The equivalence of computing the conditional expectation and com-
puting Bayes formula for conditional probabilities is demonstrated by
Bobrowski [68, section 3.2]. However, it is worth mentioning that for
φ, ψ ∈ L1(Ω,B(Ω),P;M) the conditional expectation E (φ |ψ(ω)) can
also be stated as an expectation with respect to a conditional probability
measure [70, p. 356ff, esp. proposition 10.4.18]
E (φ |ψ(ω2)) =
∫
Ω
φ(ω1)P(dω1|ψ(ω2)). (2.38)
In case this conditional probability distribution has a probability density
p(·) w.r.t. the probability measure P, we can write this as follows
E (φ |ψ(ω2)) =
∫
Ω
φ(ω1)p(φ(ω1)|ψ(ω2))P(dω1) (2.39)
and theoretically could use Bayes theorem (cf. [42, 222]) to compute
p(φ|ψ). This path quickly leads to the classical approach of treating the
densities p(·) and the measures P(·) as primary objects of interest for prob-
ability theory. Therefore let us now look a bit deeper at the conditional
expectation itself.
2.5.2. Conditional Expectation in a Hilbert Space of
Random Variables
For φ, ψ ∈ L2(Ω;M) the CE is especially convenient in both interpreta-
tion and computation:
ζ(ω) = E (φ |ψ(ω)) (2.40)
is the orthogonal projection of φ(ω) onto the subspace
L2(Ω, σ(ψ),P;M) ⊆ L2(Ω,B(Ω),P;M).
In other words it is the L2(Ω;M)-optimal (in the respective inner product;
see also Eq. (A.12) in the appendix) estimate of φ(ω) in the subspace
‘spanned by the information’ ψ(ω).
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Mathematically speaking we have for all measurable functions ϑ ∈
L2(Ω, σ(ψ)) (cf. [359, p. 89, Eq. 14])
〈φ− E (φ |ψ) |ϑ(ψ)〉 = 0. (2.41)
See [152, p. 32–34] or [71, chapter 10.2] for details and further informa-
tion.
To put it in another way: of all functions of ψ(ω), E (φ |ψ) is the best
predictor of φ(ω), in the sense of minimising the mean square error. In the
special case of centred RVs, it is the unbiased minimum variance estimate
of φ(ω) in the subspace of functions of ψ(ω). This view is, for example,
taken by [245, chap. 4], although the connection to conditional expectation
is not made. The fact that the CE is an orthogonal projection will be the
main tool used in many concrete methods of chapter 3 to actually perform
computations.
2.5.3. Sequential Conditional Expectation
Due to the sequential nature of the observations obtained from a dynam-
ical system one typically has to compute
E (xt |x0, z1:t, η1:t, ξ1:t, ε1:t) , (2.42)
the conditional expectation of the stochastic model xt(ω) given the initial
information x0(ω) and sequences of observations and errors.
As we assume that our model is a first order Markov process (cf. section
2.1.3.1) and that the measurement errors and model errors are uncorrel-
ated in time (cf. [299, appendix],[344, section 8.3.2]) we can process the
measurements recursively. This is, for example, shown by Evensen [123,
section 7.3.2]. Thus, it will be sufficient to consider just a single point in
time. It is trivial to see that
xˆ0(ω) = x0(ω) = E (x0 |x0) . (2.43)
Using the definition, compute xt(ω) = g(xt−1(ω)) − ξt(ω) (cf. Eq. (2.14)
and Eq. (2.18)), which is the best estimate for x˘t, given all information
up to time t− 1 (note the subtraction of the model error estimate ξt(ω)).
Now compute
xˆt(ω) = E (xt |xt, zt, ηt) , (2.44)
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the CE of the currently best estimate xt(ω) (the prior), given the informa-
tion in the prior xt(ω), the additional information zt(ω), and (if available)
the modelling error of the measurement operator, ηt(ω). As the condi-
tional expectation in L2(Ω;M) is an orthogonal projection, it is easy to
see (cf. [245, p. 92f]) that
xˆt(ω) = xt(ω) + E(xt | zt − (h(xt)− ηt)) (2.45)
is the CE in the subspace spanned by the prior and the additional in-
formation. One may see that the CE is expressed as a sum of ele-
ments from three subspaces, L2(Ω, σ(xt),P;M), L2(Ω, σ(zt),P;M), and
L2(Ω, σ(ηt),P;M). In order to make it a direct sum, one has to ‘take out’
the information from zt(ω) that was already contained in xt(ω) — which
is precisely yt(ω) = h(xt(ω))− ηt(ω). The convergence of this estimate in
the mean square sense, and its relation to the all important martingales is
nicely shown by Whittle [359, chapter 14.7]. The construction is related
to the notion of innovation processes, considered as early as Kolmogorov
[213].
2.5.4. Linear Conditional Expectation
As it is difficult to project onto the subspace of all measurable functions
of the observations one has to make simplifying assumptions or allow
approximate solutions. The most common ansatz is to assume that the CE
is not an arbitrary function of ψ(ω) (cf. Eq. (2.37)), but a linear (or rather,
an affine) function (cf. [18, section 5.2]). For φ, ψ ∈ L1(Ω,B(Ω),P;M),
set
E (φ|ψ) ≈ b+ F (ψ(ω)) (2.46)
for some constant b and linear, measurable F . This ansatz we will call
the linear conditional expectation (LCE) and denote it by
Elin (φ|ψ) = b+ F (ψ(ω)). (2.47)
It is by construction the linear estimator with minimum variance, also
called the linear least squares approximation.
It can be shown that the LCE can be computed (cf. [245, p. 87], [359,
32
chapter 14]) by
Elin (φ|ψ) = E (φ) +Cφ,ψC−1ψ (ψ − E (ψ)) (2.48)
= E (φ)−Cφ,ψC−1ψ E (ψ)︸ ︷︷ ︸
=b
+Cφ,ψC−1ψ︸ ︷︷ ︸
=F
ψ(ω)
Comparing this to the ‘full’ CE, we limit the projection of φ(ω) onto the
subspace of linear measurable functions of ψ(ω) — a subspace of all meas-
urable functions. This space is smaller and its orthogonal complement —
which is where the error ‘lives’ in — is larger. Therefore it must be noted
that the information content of the observation is — in the general case —
not fully used. This is the approximation that LCE approaches make.
In some cases though the LCE directly coincides with the ‘full’ CE (espe-
cially when the involved RVs are jointly normal, cf. [359, section 14.3]).
But note that LCE is always formally equal to the CE if ψ(ω) is decom-
posed into a suitable class of ‘basis functions’ (possibly infinitely many;
for example the indicator functions of sets), and then the LCE is per-
formed on those (see [359, section 14.7]). This approach is related to the
linear Bayesian regression of Hartigan [157] and the ‘Bayes linear’ ideas
of Goldstein and Wooff [141].
2.5.5. Recursive Linear Conditional Expectation
Under the condition that Cxtzt = 0, the recursive CE construction of
Eq. (2.45) directly carries over to the LCE and can be computed as (cf.
[245, p. 93, Example 1])
xˆt(ω) = xt(ω) +K(zt(ω)− (h(xt(ω))− ηt(ω))). (2.49)
with
K := Cxtyt (Czt +Cyt +Cηt)
−1 (2.50)
There, the linear weighting operator computed from the different covari-
ances is typically abbreviated as K and denoted the Kalman gain. To
retain equality to the CE, the involved RVs have to be jointly normal.
Thus it is clear that both the model operator g and the measurement
operator h have to be linear, so that the involved RVs stay jointly normal
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for all time while being propagated through those operators. However,
the approach is clearly applicable to any suitable RVs and operators (also
non-Gaussian RVs and non-linear operators), but the linear approxima-
tion may result, depending on these components, in noticeable errors.
2.6. Outlook: Optimal Control Under
Uncertainty
The main topic of this text is identification. However, this is not per-
formed without intent on how to use the results. Therefore, in the fol-
lowing a short overview of a possible extension of above mathematical
framework towards control applications is given.
Taking into account all prior information and observations up to time T ,
the RV xˆT (ω) represents the optimal combination of all available inform-
ation on x˘T . In the language of statistics, this representation is equivalent
to a sufficient statistic (cf. [196, p. 106]) for the incomplete information
on the system, meaning that ‘no other statistic which can be calculated
from the same sample provides any additional information as to the value
of the parameter’ [127, p. 310]. This RV is the starting point for forecast-
ing the behaviour of the system under consideration — within the limits
given by the available information — by solving the stochastic forward
problem (cf. section 2.4) with the help of the model operator g. A fore-
cast of the future output of the system can be computed with the help of
the measurement operator h. At this point it needs to be stressed that
these forecasts naturally contain a quantification of the uncertainty on the
future system state and performance based on the available information,
xˆT (ω).
Additionally, the stochastic forward model can be used to make predic-
tions about how control actions — denoted by at, t ∈ [T, T + 1, ...] —
performed on the system will affect its behaviour: the effect of those con-
trols is predicted by simply applying them to the model16. It is then quite
straightforward to set up an optimisation problem that determines a set of
controls that results in a somehow optimal future behaviour of the model.
16Of course this may be far from simple — but it is a modelling problem which is not
the key interest of this work.
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Obviously, it is assumed that the optimal controls for the model perform
equally well when applied to the real system of interest. Again it is worth
pointing out that the model is a stochastic one and that any optimisation
approach has to take this into account. Since this implicitly means that
all available information on the problem has been systematically included
into the solution, our hope is not ungrounded.
This kind of optimisation setup is often termed decision support system or
optimal control system (considered in optimal control theory17), depending
on the application context and the type of decisions which are to be taken.
Historically, such problems are solved by dynamic programming18. The
optimisation problem is also known as reinforcement learning19, a branch
of machine learning which deals with how an abstract agent should take
actions within some environment to maximise cumulative reward. This
problem is quite general and thus has been dealt with in many scientific
disciplines, including robotics, car, and aeroplane navigation.
2.7. Discussion
From a computational point of view, the mathematical framework de-
scribed in this chapter may be quite demanding. For the actual computa-
tions approximations have to be carefully introduced. However, we believe
that it is indispensable to state the framework in all its generality. This
shows what is, in our opinion, the solution to the stochastic identification
problem. Starting from this general ground, one may honestly introduce
and correctly judge approximations and simplifications, since now it is
possible to point out the differences they may create to the solution.
This mathematical framework now serves as the basis to review and dis-
cuss suitable methods for stochastic identification in a unified context in
the following chapter 3.
17See the monograph of Bertsekas and Shreve [56].
18See the works of Bellman [45], Bertsekas [55], and Powell [296].
19For further information see for example the work of Heidrich-Meisner and Igel [162]
and the references therein.
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Chapter 3.
Review of Methods for Bayesian
Inference
This chapter discusses established methods to numerically represent ran-
dom variables and to solve the problem of Bayesian inference. The first
section is devoted to preliminary considerations for creating the prior
model x0(ω) and preparing the observations, because of their practical
significance.
Setting up the prior stochastic model plays a central role in the Bayesian
framework. As Stuart [335, p. 464] illustrates, for the under-determined
identification problem (where data is sparse or has large errors) a signi-
ficant amount of information from the prior will be carried over to the
posterior. As an example, this has been demonstrated several times in
the case of history matching of hydrocarbon reservoirs (cf. [284, p. 189]).
A prior has to be representative or — informally speaking — span the
space in which the assumed representative model exists, as stated in the
assumption Eq. (2.21). This is especially true in the context of Monte
Carlo sampling based inversion methods with small ensemble sizes (cf.
[281, p. 34]). In other words: the prior has to accurately quantify the un-
certainty one has about the model, and it must not be completely wrong
in the mean sense.
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3.1. Preliminary Considerations Before Setting
Up the Prior
Methods for setting up the prior need to provide a description of the
incomplete prior knowledge x0(ω) that fits the subsequent identification
methods (cf. section 3.2). However, there are some steps to be performed
before actually creating a numerical representation for a prior.
3.1.1. Re-Parametrisation
Often the dimensionality of the stochastic joint model-observation space
M is prohibitively large, leading to computational infeasibility for both
storage and computational complexity reasons. Additionally, depending
on the parametrisation of the problem, the space may have a complex
structure with multi-modal, strange distributions on the RVs, leading to
problems in the identification step and the necessity to use high-order
methods. Thus it is often advisable to perform a re-parametrisation of
the joint model-observation space. This can be done either manually —
based on prior knowledge — or automatically and possibly adaptively —
based on some suitable optimality criterion.
The complexity reduction often involves manual or half-automatic ap-
proaches, as one somehow has to introduce prior knowledge. A simple
approach is certainly the normal-score transform, which is for example
applied by Zhou et al. [373]. Examples include the re-parametrisation of
water saturation in a hydrocarbon reservoir by a ‘waterfront arrival time’
(cf. [88]) and (non-Euclidean) distance-based approaches (cf. [252]). Ad-
ditional approaches are pilot point strategies (e.g. [16]), gradual deform-
ation (e.g. [174]) and also adaptive techniques like presented by Da Veiga
and Gervais [95]. This and additional methods in the context of his-
tory matching hydrocarbon reservoirs are discussed at length by Oliver
and Chen [284, section 2]. A method which is applicable to higher-order
statistics is explained in the work of Jafarpour and Khodabakhshi [181].
Examples in other areas of application exist but are omitted for brevity.
The dimensionality reduction is often performed by automatic approaches
and is typically considered as an integral part of solving the stochastic
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forward problem, so we discuss them in section 3.3.
3.1.2. Screening of Evidence
An often overlooked but highly important step in the creation of a prior
and the setup of any inversion algorithm in a practical application is to
screen the observations for common data errors and statistical problems.
It may even be the most time consuming part of the whole workflow:
Careful consideration of these issues is time consuming and
sometimes tedious; it is common, for instance, to spend many
days in careful examination of data prior to running the main
analysis that, itself, takes about 5 minutes. [338, p. 60]
To name just a few issues, one may face: missing observations, outliers;
un-normality; heteroscedasticity; heterogeneity of variance and heterogen-
eity of variance-covariance matrices; multicollinearity and singularity. See
the book of Tabachnick and Fidell [338, chapter 4] for a discussion of this
topic, and a practical ‘Checklist for Screening Data’ [338, Table 4.4].
Screening may either be performed semi-automatically with the help of
statistical software (cf. [338]), or automatically. An example of an auto-
mated procedure for data quality control with application to meteorology
is presented by Steinacker et al. [329]. The very broadly laid out upcom-
ing family of international standards for industrial data quality will be
ISO 8000 (see e.g. [49, 357] for short overviews).
Screening of data is not a central topic of the present text, since all numer-
ical applications (see chapter 4.5) are conducted in perfect model scenarios
and data quality is therefore ensured. However, it is stressed that in any
real application this step may be of central importance.
38
3.2. Numerical Representation of Random
Variables
In the previous chapter, RVs have been introduced as abstract functions
on probability spaces. Yet, typically the elements of the sample space,
i.e. ω ∈ Ω, are usually intractable. This leads to the question how to
actually represent an RV in practical computations.
The representation of RVs is often strikingly different from what is used
for ‘normal’ functions. It usually takes one of the following forms:
Spectral: In these functional approximation methods, the idea is to de-
scribe an RV r(ω) as a function of other RVs of some known, simple
type. This has a distinctly functional analytic flavour (cf. [317]).
Sampling: Sampling is an evaluation of the RV r(ω) at some points, ran-
domly or deterministically chosen according to the measure P.
Distribution: This is the push-forward measure r∗P generated by an RV
r(ω). This description leads to the formulation of conservation equa-
tions for this probability, variously known as Kolmogorov-equations,
Fokker-Planck-equations, or master equations. For larger models
these methods are usually not even contemplated for practical use
due to their computational demand (cf. [323]).
(Central) Moments of r: These are the quantities
M (k)r := E
(
(r − E (r))k) .
This approach leads to — usually ever more complicated — evolu-
tionary integro-differential equations for the moments (cf. [323]).
Most contemporary methods rely on the sampling approach (either de-
terministic or random), but spectral approaches are gaining increased
attention (cf. [224, section 1.4]). We further consider these two represent-
ations and not the others, because of their sometimes strong limitations
(cf. [363, p. 3f]). However, we may make connections to them where
appropriate.
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3.2.1. Spectral Representation
Spectral approaches employ convergent series expansions for the involved
RVs, i.e.
r(ω) =
∑
α∈A
rαfα(ϕ1(ω), ..., ϕk(ω), ...) (3.1)
with rα coefficients, fα some special functions, ϕi(ω) RVs of a simple,
known type, and A a multi-index set discriminating the functions fα.
Depending on the choice of fα and ϕi(ω), one ends up with different
methods.
Typical examples are the well-known Fourier expansion (where the fα
are sine/cosine waves), the Karhunen-Loève expansion (KLE; also called
principal component analysis, a generalisation of the Fourier approach; cf.
[15],[138, chapter 2.3]), Wiener’s polynomial chaos expansion (PCE; also
known as white noise analysis — there the fα are multivariate Hermite
polynomials, cf. [360, 168, 184, 247, 164, 163]), and a generalisation of this
approach to other polynomials obtained by the Askey scheme (gPCE; cf.
[363], [117, section 3]).
By the example of the PCE the ideas, advantages, and disadvantages of
such spectral approaches are now discussed. The PCE will be also used
later on in this text. Some important aspects of it — which are, however,
not necessary for immediate understanding — are covered in appendix B.
For the other approaches, the reader is kindly referred to the references
given above.
3.2.1.1. A Complete Orthonormal System for the Hilbert Space of
Random Variables
A convenient property of Hilbert spaces is that the notion of an orthonor-
mal basis generalises to them. For example it can be shown that for
uncorrelated Gaussian RVs θ1, ..., θk, ... ∈ L2(Ω;R), arbitrary sums and
products (polynomials) exist, since Gaussian RVs have moments of all or-
ders. Additionally, these polynomials are dense in L2(Ω;R), thus opening
a way to represent any RV from L2(Ω;R) arbitrarily well by an infinite
series of polynomials of Gaussian RVs. This can be extended to random
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fields from L2(Ω;M) by equipping it with a Gaussian product probability
measure (see appendix B.2). If we now choose multivariate Hermite poly-
nomials in uncorrelated (independent) Gaussian RVs, they create a very
special system of orthogonal subspaces, whose union (sometimes called
the Cameron-Martin-space, cf. [82, 83]) is dense in L2(Ω;M) as required.
See for example the works of Ernst et al. [117, section 2] or da Prato [94,
p. 125ff] for an introduction.
We assume that any RF r(ω) ∈ L2(Ω;M) has an expansion in Hermite
polynomials — this is called the polynomial chaos expansion (PCE):
r(ω) =
∑
α∈J
rαHα(θ1(ω), ..., θk(ω), ...), (3.2)
with Hα multi-variate Hermite polynomials (see appendix B.2). The se-
quence of coefficients (rα)α∈J is also called the Hermite transform H (r)
of the RF r(ω) (see appendix B.4 and [256]). This sequence represents
the RF and may be computed simply by projection:
∀α ∈ J : rα = E(r(·)Hα(·))/〈Hα|Hα〉. (3.3)
RFs form an integration algebra — an algebra with RFs as primitive
objects. For the PCE, the implementation of this algebra is described in
appendix B.3 and — including certain non-polynomial functions — is also
discussed in the works of Debusschere et al. [98, section 2] and Le Maître
and Knio [224, section 4.5].
3.2.1.2. Truncation
For the numerical implementation the Hermite transform obviously has
to be limited to a finite amount N of Gaussian RVs θi(ω) and limited to
a finite polynomial expansion — in other words to a finite subset JZ of
the multi-indices J :
rZ(ω) =
∑
α∈JZ
rαHα(θ1(ω), ..., θN (ω)). (3.4)
The simplest way to limit the index set is to truncate the series at a
certain highest polynomial degree P . The necessary amount of basis RVs
is either determined by the model under consideration, or it is reduced via
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problem dependent, truncated spectral expansions such as the truncated
KLE.
Recently popular, though, are adaptive choices like the generalized spectral
decomposition [278], the stochastic model reduction algorithm (cf. [111])
and the VLR-SR1U approach [217]. These approaches adapt the spec-
tral representation basis to the problem, thus making high dimensional
applications feasible.
3.2.2. Sampling Representation
For the sample representation, the RV r(ω) is evaluated at some randomly
or deterministically chosen points ωs ∈ Ω. The points have to be chosen
according to the probability measure P. This is conceptually the simplest
approach as it only needs — usually very many — evaluations of the
deterministic model. However, this makes these methods computationally
very costly, especially for real applications (e.g. [325]).
3.2.3. Computing the Representation
For example for earth science applications it is the area of geo-statistics
(e.g. [103, 133]) which provides the required representations. Here, one
works mainly with random fields (cf. appendix A.1). Such RFs are typ-
ically defined on Xs ⊆ R3 with Cartesian coordinates. Sometimes simpli-
fications to R2 or even R1 are made. In subsurface applications, the RFs
typically describe parameters (like permeability, porosity or net-to-gross-
ratio) or variables (like pressure or fluid saturations). In atmospheric
applications, they are usually transient fields like pressure, temperature,
or velocity.
Spectral expansions for RFs may be computed from a given or assumed
covariance function by solving an eigenvalue problem. The procedure is
described, for example, in [256]. Adaptive constructions are more involved
and tightly coupled to the forward problem. Thus we refer the reader
to above references. To the best knowledge of the author, higher-order
statistics are usually not considered for the direct construction of spectral
representations.
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For the sampling representation, common second order — or variogram-
based — algorithms include variants of Kriging, and (correlated) sequen-
tial Gaussian simulation (e.g. [102, 300, 114]). Efficient methods to create
realisations conditioned to variograms and prior data include the work of
Reynolds et al. [301]. Higher order geo-statistics is commonly referred to
as multiple-point geo-statistics. There, databases of training images play
a central role (e.g. [333, 332, 81]). All these algorithms can provide ran-
dom samples of an underlying geo-statistical model and thus correspond
to the ‘probabilistic sample representation’ of an RV.
For further reading on multivariate analysis, a highly recommended ref-
erence is the monograh of Izenman [180]. In other areas of application,
methods similar to the ones discussed here are used. Many of these meth-
ods, especially connected to heterogeneous materials, are discussed by
Torquato [342].
3.3. Methods for Solving the Stochastic
Forward Problem
Methods for the solution of the stochastic forward problem are tightly
coupled to the chosen representation.
Starting with the book of Ghanem and Spanos [138], spectral methods
for the solution of stochastic forward problems have become increasingly
popular, and a large amount of different methods have been developed
[364, 202, 203, 201, 368, 278, 217, 236, 235]. The stochastic forward prob-
lem is numerically solved by such spectral methods basically by project-
ing the constitutive equations onto the spectral representation given by
Eq. (3.1). Due to the similarity to the finite element method (FEM; e.g.
[280]) — in fact it can be readily combined — this method is also called
the stochastic Galerkin approach. A review of such methods can be found
in the work of Jakeman and Roberts [182], and a broader overview of
stochastic Galerkin methods is given by Matthies [256, 257]. A state-
of-the art report of fast numerical methods for stochastic computations
is presented by Xiu [362], whereas a short overview of the field is given
by Matthies [259]. Recent monographs on the topic include the works
of Xiu [363] (general), Le Maître and Knio [224] (with applications to
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computational fluid dynamics) and Kopriva [214] (with algorithms and
implementation suggestions).
The sampling representations (both deterministic and probabilistic) of
RVs simply employ the original deterministic forward model for each of the
samples in an ‘embarrassingly parallel’ way, thereby solving the stochastic
one. Approaches to speed up these many, similar computations include
the work of Parks et al. [287]. Numerical solutions for the deterministic
forward model are, depending on the model, obtained by discretisation
approaches for PDEs, like the finite element method FEM and related
approaches. Deterministic samples usually are constructed from a spectral
representation. This approach is denoted as stochastic collocation. A
review of such methods is given by Jakeman and Roberts [182].
3.4. Methods for Solving the Stochastic Inverse
Problem
In this section methods for solving the stochastic inverse problem are
discussed. The focus is — due to the dynamic nature of the considered
systems — on sequential or recursive methods. Such methods exploit the
Markov property of the system meta-model and are also called filters.
Popular related methods that do not usually exploit the Markov property
are discussed shortly in section 3.4.4.
The methods are classified according to the following two categories: ap-
proximation (linear, approximate non-linear or fully non-linear) and rep-
resentation (deterministic sampling, probabilistic sampling or spectral).
The first category distinguishes if and how the method approximates the
solution of the conditional expectation (cf. Eq. (2.36)). The second cat-
egory distinguishes how the involved RVs are represented during the up-
date step (cf. section 3.2).
This classification allows us to present similarities and differences in a
structured way and effectively discuss the advantages and disadvantages
of each method. Similar attempts to categorise and review inversion meth-
ods are made by e.g. Lakshmivarahan and Stensrud [221] (from a meteor-
ological application perspective), Daum [96] (from a real time application
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practitioner’s perspective) and Wikle and Berliner [361] (from a generic
Bayesian perspective). A classical review paper on the topic, which dis-
tinguishes linear and non-linear filtering is given by Bucy [76].
3.4.1. Linear Methods
Linear methods solve (or approximate) the recursive LCE Eq. (2.49) in
a way tailored to the representation of the involved RVs. Note that this
may include methods which allow for non-linear forward and measurement
operators — only the estimator is linear.
The limitations resulting from this assumption are shown in a practical
example by e.g. Posselt and Bishop [294]. There, a stochastic LCE imple-
mentation is compared to a stochastic CE update. The authors demon-
strate that the LCE has difficulties with the transition from an unimodal
prior and data to a multimodal posterior distribution. Once the mul-
timodality is established in both prior and posterior, the LCE method is
able to update the multimodal distribution. This ability is also demon-
strated by Pajonk et al. [8, section 7.1] for a deterministic LCE imple-
mentation (cf. chapter 4).
A natural problem of all linear methods is the underestimation of the
‘true’ variance due to limiting the projection to linear functions of the
observations (cf. section 2.5.4). For example it is demonstrated by Law
and Stuart [223] on a 2D Navier-Stokes model in different regimes that
the variance estimates from such methods have to be treated with care.
However, linear methods are highly popular in practice due to their man-
ageable computational demands.
3.4.1.1. Spectral Representation
The most famous instance of spectral methods for recursive linear condi-
tional expectations is the original Kalman filter (KF; [198]). It assumes
purely multivariate Gaussian RVs, a linear model operator g = G, and a
linear measurement operator h = H. These restrictions ensure that the
model RV xt(ω) will always be multivariate Gaussian. In that sense, the
Kalman filter is exact and does not have the problem of underestimating
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the ‘true’ variance. The stochastic spectrum of a multivariate Gaussian
RV is determined by its mean and covariance structure, which is exactly
the representation used in the Kalman filter. It is well known that the
posterior RV xˆt(ω) updated according to Eq. (2.49) is also multivariate
Gaussian and its mean and covariance can be computed according to
ˆ¯xt = x¯t +K(z¯ − y¯), (3.5)
Cxˆt = (I −KH)Cxt . (3.6)
In this special case the conditional expectation (cf. Eq. (2.36)) is linear
and its mean coincides with the maximum likelihood solution, as well as
the recursive least squares solution (see [187, p. 201ff, examples 7.1–7.3]
for a discussion and details).
When the involved operators are non-linear, an approximation called ‘the’
extended Kalman filter (EKF) is usual [187, section 8.3]. There, the op-
erators are linearised with a first order truncation of a Taylor series ex-
pansion. This clearly introduces closure problems when the higher order
terms in the expansion cannot be neglected (cf. [119, 14, 124]). Another
major problem of the Kalman filter appears when the model space be-
comes high dimensional: storage requirements of the covariance matrix
Cxt become an issue (cf. [14]). We note, though, that ‘the’ EKF does not
exist and is more a family of filters with long lists of engineering tricks (cf.
[96, p. 59]). A nice introduction to the Kalman filter is [356]. A plain ex-
tended Kalman filter is discussed in [187], as well as the time-continuous
Kalman-Bucy filter. A recent monograph on the topic is [36]. An im-
portant implementation variant for the Kalman filter is the square root
filter [295, 61], which has been used for the Apollo space program. Such
a square root implementation is also the central topic of chapter 4.
The singular evolutive extended Kalman filter (SEEK, introduced in [291,
293, 292]) involves a deterministic low-rank representation of the involved
covariance matrix, given by a truncated eigen-decomposition. This is
inserted into the extended Kalman filter equations, leading to reduced
storage costs. An application example in ocean dynamics is given in the
work of Rozier et al. [306].
An extension of the linear conditional expectation approach to non-
Gaussian RVs represented by spectral decompositions is extensively dis-
cussed in chapter 4. Related approaches are [307, 67, 66, 369], which are
developed as extensions of the (extended) Kalman filter theory. On the
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other hand, the approach discussed in chapter 4 is obtained by a direct
projection of the linear conditional expectation onto a spectral represent-
ation. Additionally, its implementation is related to the square root filter,
which is demonstrated to have some benefits.
3.4.1.2. Deterministic Sampling Representation
The most famous approach for recursive, linear conditional expectations
involving deterministic sampling is certainly the class of sigma-point or
unscented Kalman filters (UKF) [194, 191, 190, 192, 193, 345]. These are
deterministically chosen sample points which are used to propagate the
mean and covariance structure of a multivariate Gaussian RV through
any non-linear forward and measurement operators accurately to the 3rd
order (Taylor series expansion), thus having less closure problems when
compared to the extended Kalman filter (cf. [353]). Ito and Xiong [179]
describe a method which selects sampling points according to the Gauss-
Hermite quadrature rule (so it is similar to the UKF [96, p. 60]), as well
as a finite difference approximation. In [29] so-called cubature Kalman
filters (CKF) are introduced which employ special integration methods to
improve accuracy, while the amount of necessary integration points only
scales linearly with the dimension of the problem.
The singular evolutive interpolated Kalman filter (SEIK; [291]) is an ap-
proximation to the SEEK filter, which involves interpolating states chosen
deterministically according to an empirical orthogonal functions (EOFs)
or principal components analysis (PCA)1. Thereby the rank of the in-
volved covariance matrix is reduced, but also storage requirements drop.
3.4.1.3. Probabilistic Sampling Representation
The field of probabilistic LCE updating methods has certainly received
considerable attention since the introduction of the first variant, the en-
semble Kalman filter (EnKF), by Evensen [120] in 1994. These methods
avoid the two major problems of the original Kalman filter (closure prob-
lems for non-linear model and measurement operators; prohibitive storage
requirements of the involved covariance matrix). Many different, related
1Here we can see a clear connection between sampling and spectral representations.
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algorithms have been conceived. They are all similar in that they ap-
proximately solve the recursive LCE by representing the involved RVs by
a Monte Carlo sample called ensemble. It has been shown that prob-
abilistic LCE updating methods are applicable to quite high dimensional
problems with relatively few ensemble members. Often though, additional
regularisation methods have to be included to prevent filter divergence.
This frequently results from the Monte Carlo sampling errors introduced
by the RV representation. Additionally, variance and higher order estim-
ates should be treated with care, due to the comparably slow convergence
of Monte Carlo sampling.
Recent generic overviews of the EnKF and related filters are contained in
Biegler et al. [60, chapter 11] and the article of Evensen [124] (which is part
of a special issue of the IEEE Control Systems journal [221, 248, 25]). A
monograh on EnKF and connected topics is given by Evensen [123]. Short
reports on the practical implementation of the EnKF are the ones of Man-
del [249, 250]. Aanonsen et al. [14] have written a review article on EnKF
for reservoir engineering applications. A special collection of articles of
the Monthly Weather Review related to the EnKF in atmospheric data as-
similation is available [266]. A special issue of Computational Geosciences
on EnKF-related topics is also available [279].
Overview of the EnKF The following presentation is valid for a single
time point t, which is therefore omitted from the notation. The ensemble
size is N ∈ N. Each ensemble is conveniently written in matrix form, with
one sample in each column: X = [x(ω1), ...,x(ωN )], and similarly for the
forecasted measurements y(ω) and the observations z(ω).
All necessary covariances to compute the Kalman update can be approx-
imated from the prior ensemble. For this first centralize X and Y :
X˜ := X − x¯1TN (3.7)
Y˜ := Y − y¯ 1TN . (3.8)
Here x¯ := 1N
∑N
i=1 x(ωi) denotes the sample mean, and 1TN represents
a row vector of ones of length N . Then one may estimate the (cross-)
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covariances:
Cxy ≈ X˜Y˜
T
N − 1 (3.9)
Cy ≈ Y˜ Y˜
T
N − 1 . (3.10)
As it is very important to treat the observations z(ω) as a random variable
([78]; but also clear from Eq. (2.5.3)), form the observation ensemble
matrix Z by sampling the observations RV zt(ω). This RV is typically
assumed to be Gaussian with covariance matrix Cz and mean z
∀i = 1, ..., N : zi ∼ N (z,Cz). (3.11)
It is now possible to write the EnKF update equation as a special case of
Eq. (2.49) as
Xˆ = X +K(Z − Y ), (3.12)
where K is again the Kalman gain defined in Eq. (2.50). It should be
pointed out that the resulting updated ensemble directly represents the
posterior estimate xˆ(ω). While being clear from the equation, this is one
of the nice features of the algorithm: as opposed to, for example, generic
particle filter algorithms (cf. section 3.4.3.3), no weighting and explicit
re-sampling is necessary.
Challenges in Probabilistic LCE Let us first describe the major chal-
lenges for probabilistic LCE updating methods. In the next paragraph,
these challenges are discussed when reviewing the existing implementation
variants. Naturally, like with any Monte Carlo method, a major source
of errors in probabilistic LCE updating methods is the limited sizes of
the sample. For computational and storage reasons, this has to be kept
small2. The major consequences of the limited ensemble size are spurious
correlations in the estimated covariance matrices [170] and the so-called
inbreeding of the ensemble members [171, 172, 267], both of which may
lead to a collapse of the ensemble called filter divergence [21, p. 213]. Ko-
valenko et al. [216] discusses — under some simplifying assumptions —
theoretical aspects and the practical influence of sampling error in the
EnKF.
2In a commercial context, also the amount of simulator licenses available for the
solution of the forward problem may be a significant aspect.
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Spurious correlations are estimated correlations (cf. Eqs. (3.9) and
(3.10)) between two distant grid points a, b ∈ Xs of the model, which
are implausible because of the underlying physical system (e.g. correl-
ations between pressure measurements in the atmosphere taken 100s of
kilometres apart). An example is given by Houtekamer and Mitchell [171,
figure 6]. These un-physical correlations can be directly attributed to the
Monte Carlo sampling error [170, p. 3279]. Their possible effect was real-
ised already in the work of Julier et al. [194, p. 1629], though, and one of
the reasons for the development of the UKF. Evensen [124, p. 101] states
that these correlations may also lead to an underestimation of variance.
Inbreeding denotes the use of the same ensemble members in several
locations of the update procedure, causing linear coupling between them
with successive updates [171, section 2e]. Methods to ameliorate inbreed-
ing include using multiple ensembles with lesser members and exchanging
the Kalman gain. The effects are discussed in the works of Houtekamer
and Mitchell [170], Houtekamer et al. [173], and Mitchell and Houtekamer
[267] and found to be positive for the variance estimation. Another pos-
sibility suggested in the publication of Houtekamer and Mitchell [171,
p. 808] is to compute N Kalman gains, one for each ensemble member
k, and to omit the kth ensemble member to be updated in its computa-
tion (e.g. [273, 267]). Several approaches of this kind have been reviewed
by Mitchell and Houtekamer [267] and applied to the logistic map as a
test problem. Each of the advanced approaches was found to outperform
simple ones.
Rank deficiency of the estimated covariance is a quite natural issue (as
the EnKF may well be seen as a low-rank approximation of the KF; e.g.
Nerger et al. [275]), which may occur in both the square root scheme and
the standard scheme (cf. [122, section 7.2], [205]). This can be ameliorated
by using a proper pseudo-inversion [288, section 3.6] in the update (cf.
[122, section 7.3], [6, section 5.1], also discussed in appendix D).
Variants of Probabilistic Linear Conditional Expectation There are two
major variants of the probabilistic LCE update: the older perturbed ob-
servations (PO) EnKF, where the name stresses the fact that the obser-
vations z(ω) have to be treated as RVs (cf. [78]) and square root (SQ)
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implementations which are related to the numerically more stable im-
plementations of the original KF [295, 26, 61]. These two variants are
discussed in the next two paragraphs, while lesser known variants and
modifications are described in the third paragraph.
In the PO formulation, Eq. (3.12) is almost directly implemented, with
some minor modifications to optimise the involved linear algebra oper-
ations (e.g. [249, section 4.1] or [121, section 4]) and ensure numerical
stability (e.g. [6, section 5.1], [124, p. 89]). Care must also be taken when
implementing this variant for high dimensional observations; here the
Sherman-Morrison-Woodbury formula may help (e.g. [249, section 4.2],
cf. [148]). Another possibility is to assimilate uncorrelated observations
in batches (cf. [172, p. 125, section c]). Anderson [20, section 4c] suggests
sorting of ensemble members to limit the magnitude of updates while re-
taining statistical properties. Hunt et al. [175] show how observations can
be assimilated asynchronously to limit the amount of update steps. A
discussion on the implementation of an EnKF on parallel computers can
be found in the work of Houtekamer and Mitchell [172].
In the square root formulation the mean and covariance are updated inde-
pendently and ‘perturbation’ of the observation is not necessary. There-
fore these methods are sometimes called deterministic ensemble Kalman
filters, stretching the fact that the initial ensemble is still a Monte Carlo
sample. On the other hand, sampling errors introduced by the perturbed
observation variant may be omitted ([268, p. 2807], [170, p. 3273], [14,
p. 396]). Instances of the square root implementation variants are the
ensemble transform Kalman filter (ETKF) [65], the ensemble adjustment
Kalman filter (EAKF) [19], and the filters developed in [358] and [122].
Tippett et al. [341] put them in a unifying framework and Miyoshi [269]
reviews some of these methods. Some variants may introduce a bias (e.g.
[122]), which is pointed out in the work of Livings et al. [240]. There, a
symmetric square root implementation is proposed that fixes this problem.
A different problem of the square root implementation is that for non-
linear models, the updated ensemble may have a pathological sampling
structure (all members except one are clustered in one point, and the
single outlier represents the variance; cf. [23, p. 4189]), which may be
ameliorated with so-called random rotations: a multiplication by a mean
preserving random orthogonal matrix [124, p. 100]. However, this prac-
tically destroys all non-Gaussian structure in the ensemble and therefore
must be used with care. A popular SQ variant is the local ETKF (LETKF)
[285], which scales nicely with the dimension of observations from a com-
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putational perspective. Hunt et al. [176, section 4] extend this LETKF
towards asynchronous assimilation of observations.
Lesser known formulation include the implementation of Bergemann et al.
[51] and Bergemann and Reich [50]. There, a specially crafted ordinary
differential equation (ODE) is integrated to solve the update equation,
allowing for a localisation approach (cf. section 3.4.1.4) with square root
schemes. Another ‘deterministic’ implementation is presented by Sakov
and Oke [311]. It is more close to the PQ one, and also allows for tradi-
tional Schur-product localisation. Heemink et al. [160] propose a square
root filter in combination with rank reduction by eigenvalue decomposi-
tion. Lermusiaux and Robinson [232] and Lermusiaux [231] introduce a
method called error subspace statistical estimation, which also employs an
ensemble for the integration of the forward model, while the error sub-
space in the update is represented by a singular value decomposition and
thus related to the SEIK/SEEK methods described above [291, 293, 292].
A hierarchical variant called hierarchical EnKF (HEnKF), where the es-
timated covariance and mean are again seen as RVs with certain Bayesian
priors, is presented by Myrseth and Omre [272]. It is empirically demon-
strated to be more robust for smaller ensemble sizes and designed to have
less problems with rank deficiency. Phale and Oliver [290] introduces a
constrained EnKF to avoid updates which exceed predefined physical lim-
its. However, we see such problems as usually being a result of not using
a suitable transformation of the joint model-observation manifold to a
vector space (cf. section 2.1). Ng et al. [277] discuss the role of model
dynamics for the EnKF performance in chaotic systems.
For practical applications of probabilistic LCE updating methods it has
been repeatedly shown that complimentary regularisation methods are
required, especially concerning the problem of spurious correlations due
to the Monte Carlo sampling errors. As already mentioned, the general
problem of underestimation of posterior variance by LCE methods is also
an issue.
3.4.1.4. Regularisation Methods
Here regularisation methods which aim at ameliorating drawbacks of the
LCE methods — and especially the popular probabilistic sampling vari-
ants like the EnKF — are reviewed. They either make use of additional
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knowledge on the underlying physical system or on the sampling proper-
ties of the methods.
Regularised Sampling Methods These approaches are tailored for redu-
cing the unfavourable influences of Monte Carlo sampling in probabilistic
LCE updating methods. They do not impose additional knowledge from
the problem structure on the equations and simply ‘enforce’ theoretical
relations, thus they are not problem specific regularisation methods.
One of the simplest approaches is to enforce correct mean and variance
to ensembles sampled from Gaussian RVs, called second order correct
sampling and suggested by Pham [292] and Evensen [122, p. 547]. Pham
[292, appendix] describe it together with additional linear constraints to
eliminate correlations; therefore we describe a simplified (and less exact)
approach in appendix D. Pham [292, p. 1205] finds that second order
exact sampling ‘[...] permits the reduction of the number of ensemble
members to a strict minimum and yet does not cause any degradation of
performance.’ Additionally, Zhang et al. [372] shows the similarity of a
second-order exact EnKF with independence constraints to square root
filters.
Evensen [122, section 4] and Evensen [123, section 11.4.2] propose another
‘improved sampling’ method. When sampling an ensemble of size N , he
suggests to first create a larger ensemble βN, β > 1, and then reduce it
by truncated singular value decomposition SVD, a proper re-scaling and
multiplication with a random orthogonal matrix to the desired size N .
The method can be interpreted as the attempt to better span the random
space by creating a better conditioned ensemble, thereby explaining more
of the variance of the process. Thus it is basically an application of the
KLE mentioned earlier, and clearly related to the way of choosing inter-
polating states in the SEIK method. The main criticism, stated in the
context of initial ensemble creation for geological applications, is
[...] that the property realizations in the initial ensemble will
all be relatively smooth and not necessarily consistent with the
prior geological model. [14, p. 397]
However, this is obvious from the L2-optimality of the KLE, and the some-
how ‘arbitrary’ truncation of the expansion in the described algorithm.
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Usually, one would decide where to truncate based on the convergence of
singular values. Oliver and Chen [283] have an analysis of this approach,
as well as developments of related approaches omitting the smoothness
problem, which are generally found to be useful. A related approach can
be found in the work of Dovera and Della Rossa [107].
Myrseth et al. [273] describe an EnKF variant which resamples the
Kalman gain K from a bootstrapped ensemble, obtained from a non-
parametric estimation of the cumulative density function of x. This ap-
proach reduces the inbreeding effect at the price of introducing another
source of sampling errors. Zhang and Oliver [370] give a related approach,
where bootstrapping is applied to screen the Kalman gain and achieve sim-
ilar effects as those from localisation (cf. section 3.4.1.4). However, this
approach is also applicable in case the observation does not have a notion
of locality. Zhang and Oliver [371] compare it to classical localisation.
Mitchell and Houtekamer [267] describe an approach which uses the jack-
knife estimator to obtain both an estimate of the gain and an estimate of
its uncertainty, and subsequently produce a different Kalman gain for each
ensemble member. This method is found to have superior performance to
others, at the cost of increased computational and conceptual effort.
Localisation Often used regularisation methods for LCE implementa-
tions are covariance localisation and local updating. Especially in the
context of probabilistic variants like the EnKF, these two approaches are
highly popular and a plethora of different methods has been developed.
These methods are applicable to systems where it is possible to define a
notion of distance and location. The central idea of both approaches is the
same: observations should have only a local area of influence on the model
quantities, but due to limited accuracy of estimated covariances spurious
correlations over long distances caused by noise may arise Houtekamer
and Mitchell [171, p. 808]. Such noisy correlations are removed via loc-
alisation by enabling the user to introduce additional knowledge on the
observation locality into the updating method. Thus it is obvious that
effective localisation approaches are bound to be application specific and
must be designed with care (cf. [206, p. 1158]).
Covariance localisation uses a tapering function to damp off covari-
ances beyond a certain distance in the estimated covariance matrices
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Eqs. (3.9) and (3.10). It is performed by elementwise multiplication (Schur
or Hadamard product) of the covariance matrices by a tapering matrix
[172, p. 125]. The tapering functions are usually compactly supported,
with the most popular function being Eq. (4.10) of Gaspari and Cohn
[134, p. 748], a 5th order piecewise polynomial closely resembling a Gaus-
sian. The covariance localisation approach is straightforward only for the
PO variant of EnKF . For square root variants, local updating (see below)
is more popular. Petrie [289] developed a covariance localization by Schur
product for the ETKF. However, in its current state this implementation
does not function as desired. An approach closely related to covariance
localisation applies the localisation directly to the Kalman gain and is
found to have beneficial effects in some cases [371].
Chapter 5 discusses an approach which combines multi-scale wavelet
anaylsis with ideas of covariance localisation.
Local updating solves the updating equation gridpoint by gridpoint3
and ignores an observation in the update when it is beyond a certain
user defined distance (cf. [124, p. 101]). This approach is also especially
well suited for large observation sets [285]. In its simplest form it must
be taken care that observation sets change only gradually while moving
along the model space (cf. [176, section 2.2.3], [150, p. 2906]). However,
methods to gradually decay the influence of observations also exist (cf.
[176, section 2.3.4]). A local analysis scheme for SEIK is developed in
[276], thereby showing that localisation approaches may also be beneficial
for non-probabilistic methods. Fukumori [131] develops a local analysis
approach for the original Kalman filter.
According to Sakov and Bertino [309, 308] both methods are not equi-
valent, but practical differences may be insignificant. Localisation ap-
proaches are considered as effectively increasing the ensemble size for prob-
abilistic LCE methods [124, p. 84] [172, p. 135] [170, p. 3284]. They also
increase the rank of the estimated covariance matrices [39] [281, p. 34].
However, they have been criticised for creating possible dynamical im-
balance4 [268] [241, section 3c] [170, p. 3274] [50]. On the other hand,
Oke et al. [281, p. 41] demonstrate with a test problem that a ‘large
3Updating gridpoint by gridpoint alone makes no difference in the method whatsoever
and is equivalent to the ‘all-at-once’ update (e.g. [245, p. 92]).
4Dynamical imbalance is a violation of constraints between model variables, caused
by updates which do not lie in the linear span of the prior [281, p. 40] [92].
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enough’ localisation radius only causes insignificant imbalance. Kepert
[207] presents a localisation method which aims at reducing this problem
for atmospheric and oceanic applications. It is clear that the localisa-
tion distance thus becomes a tuning parameter of the algorithm (cf. [281,
p. 42]), whose optimal value also depends on the ensemble size [87, p. 2].
Adaptive approaches are under development [63, 64]. Emerick and Reyn-
olds [113] discuss a method to estimate a localisation distance from data
sensitivity and correlation length of the underlying model. An argument
for the validity of localisation is given by Furrer et al. [132, p. 3] via con-
ditional expectations. A combination of covariance localisation and local
updating is given by Janjić et al. [183].
Local Averaging A lesser known but related regularisation approach is
local averaging [54]. Here the central idea is to filter out local small scale
noise from (co-)variance estimates. Therefore it can be interpreted as the
complement to the covariance localisation approach — it is essentially a
special low-pass filter applied to the estimated covariances. The idea is
first thought of for local spatial averaging, but local time averaging is
also considered [54, section 7c]. It is related to wavelet-based covariance
diagonalisation approaches [286, 99], as they have a similar effect [54,
p. 3713]. It also increases the effective sample size [54, p. 3704] and should
work hand in hand with covariance localisation approaches [54, p. 3717].
Additionally, optimisation methods for this approach exist [54, p. 3696]. A
related idea is the weight interpolation approach for the LETKF presented
by Yang et al. [366].
Inflation A widely used regularisation tool, especially in geoscience ap-
plications of probabilistic LCE methods, is covariance inflation [24, sec-
tion 3e]. In its basic implementation, the (cross-) covariance in the estim-
ated matrices Eqs. (3.9) and (3.10) is amplified by a factor β > 1. Typical
empirically chosen values are in the area of 1.01 [124, p. 102]. For prob-
abilistic LCE approaches the optimal value is a function of the ensemble
size [151, p. 2789].
Adaptive approaches include the work of Ott et al. [285, p. 421] and
hierarchical approaches like the ones given by Anderson [21] and Evensen
[124]. Adaptive inflation is probably performed best when the notion of
spatial and/or temporal locality is included into the approach, such as in
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the works of Anderson [22] and Miyoshi [270].
Mostly, inflation is seen as a way to counteract sampling error effects in
probabilistic LCE methods. Hunt et al. [176, p. 120] regard it as some
kind of forgetting factor for observations. Houtekamer et al. [173, p. 2127]
regard inflation as an opaque method to counteract modelling errors which
does not provide additional insight into the structure of this source of
errors. However, there is another aspect which should not be forgotten:
the fact that all LCE methods generally underestimate the ‘true’ variance
of the posterior due to the limitation to being affine functions of the
observations could also be counteracted by inflation. This is discussed
shortly by Hunt et al. [176, p. 119] in the context of probabilistic methods,
but it should be considered an issue for all linear CE methods.
Others Johns and Mandel [189] describe a combination of EnKF with
Tikhonov regularisation to incorporate a priori assumptions about the
size and smoothness of the desired solution. This approach is applied by
Mandel et al. [251] to a wildland fire model. Bergemann and Reich [52]
present an approach which aims at mitigating the imbalance effects of
updates. They introduce an approach which basically stretches the as-
similation of a measurement over time. Another covariance regularisation
approach, complementary to inflation and localisation, is given by Ueno
and Tsuchiya [343]. They prescribe knowledge about variable dependence
to the inverse of the covariance matrix, thereby obtaining a regularised
matrix with finite determinant.
3.4.1.5. Diagnosis Methods
Several approaches have been developed for a posteriori diagnosis of LCE
estimates. Also here, analysis methods for the probabilistic approaches
dominate because of their popularity. Desroziers et al. [101] derive some
consistency diagnostics for the covariances of observation, background and
estimation errors in observation space. Liu and Kalnay [238] and Li et al.
[233] propose a method to diagnose observations with large random errors.
Liu et al. [239] present a complimentary method which computes the
sensitivity of the posterior to the observations, giving an indication how
much information has been ‘extracted’ from the observations.
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The computational cost of such diagnosis methods is almost always prac-
tically negligible. Therefore such indicators can be routinely computed
and monitored during a workflow.
3.4.2. Approximate Non-linear Methods
Here, methods are discussed which aim to improve over strictly linear
methods by means that cannot converge to the full CE solution. Many of
the methods are LCE methods which have been extended with iterations,
but we also collect here all methods that are based on Gaussian mixtures.
While they may converge to a fully non-linear solution when the amount
of Gaussian ‘basis distributions’ goes to infinity, there is no automatic
procedure to compute weights, means and covariances [303, p. 32]. Also
choosing the amount of Gaussian basis functions is heuristic.
3.4.2.1. Spectral Representation
Naveau et al. [274] describe an extension of the classical Kalman filter to
the closed skew-normal distribution.An extension to heavy tail distribu-
tions is presented by Sornette and Ide [326] with the Kalman-Lévy filter.
An iterative version of the EKF is given by Jazwinski [187, theorem 8.2].
The work of Alspach and Sorenson [17] contains one of the first descrip-
tions of a Gaussian sum filter. There, a weighted sum of Gaussian distri-
butions is used to arbitrarily well approximate other distributions. This
can be seen as a non-orthogonal spectral decomposition. An EKF is ap-
plied to each of the Gaussians and the output is formed as a convex com-
bination of them. Ito and Xiong [179] apply the approach with a different
weight updating rule.
3.4.2.2. Deterministic Sampling Representation
The application of deterministic or quasi-Monte-Carlo integration rules
to the solution of spectral update equations can be seen as instances of
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this approach. For example, Luo et al. [246] describe the scaled unscen-
ted transform Gaussian sum filter which combines ideas from Julier and
Uhlmann [192] and Alspach and Sorenson [17].
3.4.2.3. Probabilistic Sampling Representation
Sætrom and Omre [336, 337] introduce a non-linear estimation procedure
based on EnKF and kernel-shrinkage regression techniques. Basically,
they aim at projecting onto a larger set of functions like second order
polynomials or second order exponential kernel functions [336, Eq. (11)].
However, by doing so they introduce hyperparameters which have to be
chosen. Zupanski [374], Zupanski et al. [375] introduce the maximum
likelihood ensemble filter (MLEF), a hybrid method based on maximum
likelihood and ensemble data assimilation. It creates a maximum likeli-
hood solution and a covariance update, similar to square root algorithms.
Gu and Oliver [147] introduce the ensemble randomised maximum like-
lihood filter (EnRML), which is essentially an iterative EnKF (cf. [87,
p. 3]). Other iterative EnKF are presented by Yang and Kalnay [365] and
Sakov et al. [312].
Different approaches to combine Gaussian mixture models with EnKF
can be found in the works of Bengtsson et al. [47], Smith [324], Hoteit
et al. [169], Stordal et al. [330], and Dovera and Della Rossa [106]. Ander-
son and Anderson [24] also employ a Gaussian mixture estimated form a
Monte Carlo sample. The posterior is computed by explicit convolution
of Gaussian kernels (prior Gaussian mixture times Gaussian likelihood),
and a new sample is generated.
The rank histogram filter of Anderson [23] approximates the prior and
likelihood by piecewise constant/linear functions and Gaussian tails. The
normalised posterior is formed by explicit multiplication. New ensemble
members are placed on an equiprobabilistic grid. Although the computa-
tional overhead seems to be quite large, the author reports a successful
application to a global numerical weather prediction experiment.
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3.4.3. Fully Non-linear Methods
Fully non-linear methods aim at solving the full conditional expectation
(or, equivalently, Bayes’ formula; see Eq. (2.5.1)). Here, the difficulty is
not only the possibility of complex model and measurement operators, but
also the fact that the solution is an (almost) arbitrary function of the data.
However, by doing so these methods (in principle) avoid a systematic
underestimation of the posterior variance. Such methods are also called
‘non-parametric’ (cf. [265]), since they do not try to fit parameters of
assumed distributions but allow for arbitrary ones.
A very good review of non-linear filters is in the article by Daum [96].
Another review of non-linear methods is given by Budhiraja et al. [77].
3.4.3.1. Spectral Representation
Typical methods involve the application of classical numerical methods
to the explicit solution of certain partial differential equations (PDEs)
describing the evolution of incomplete information, and its conjunction
with observations, over time. Examples are methods for solving the
Stratonovich-Kushner equation [331] for the recursive evolution of the
normalised conditional probability density, such as presented by Lototsky
et al. [243], Lototsky [244] and Bain and Crisan [36, section 8.4]. A re-
lated approach for solving the Zakai equation [367] for the non-normalised
conditional probability density is described by Bain and Crisan [36, sec-
tion 8.5]. Also used are numerical solutions to the Fokker-Planck [302] or
Kolmogorov-forward equation [264, 200].
Strictly speaking, these are approaches tied to the representations of RVs
which have been not considered further (cf. section 3.2).
A quite different approach is taken by El Moselhy and Marzouk [110].
The authors aim to arrive at an approximation to the Bayesian posterior
by constructing a special map which creates the posterior as the push-
forward measure of the prior (cf. appendix A.3) using standard orthogonal
polynomials. The map is computed by solving an optimisation problem.
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3.4.3.2. Deterministic Sampling Representation
These methods are sometimes subsumed under the name deterministic
particle filters. However, usually the name particle filter is reserved for
the probabilistic ones (see section 3.4.3.3 below).
Examples of such methods are the point mass filter introduced by Berg-
man et al. [53]. An peplication to GPS navigation is given by Lehmann
[228]. Another approach is presented by Kalender and Schöttl [197], where
sparse grids in six dimensions are used for the real-time integration of the
Fokker-Planck equation.
3.4.3.3. Probabilistic Sampling Representation
Since the seminal paper of Gordon et al. [143], the arguably most success-
ful class of methods to solve the non-linear filtering problem are particle
filters (PF). They are sequential Monte Carlo methods [261, 229] spe-
cifically adopted to approximate solutions of the full recursive conditional
expectation (cf. section 2.5.3). Again, a plethora of different variants has
been proposed (cf. [96, Table II]; [143, 347, 346, 215, 349, 104]). A highly
efficient particle filter which ‘nudges’ the particles towards observations
is given by van Leeuwen [348]. Another highly efficient approach is de-
scribed by Daum and Huang [97], where a PDE is used to let particles
‘flow [...] to the correct region of state space for the computation of Bayes’
rule’.
Recent books on the subject of particle filters include the works of Doucet
et al. [105] and Ristic et al. [303]. A tutorial for online applications is given
by Arulampalam et al. [32]. Bashi et al. [41] present notes on distributed
implementations. Chen [90] wrote a review article on the larger topic of
Bayesian filtering. A review for geophysical applications is given by van
Leeuwen [350].
Particle filters are currently the arguably only methods applicable to
‘high-dimensional’, dynamic, fully non-linear CE problems. However, it
needs to be pointed out that, contrary to common belief, also particle
filters suffer from the ‘curse of dimensionality’. They have to be designed,
implemented and tuned carefully (as pointed out by Daum [96, p. 61] and
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Ristic et al. [303, section 3.6]), and the choice of the proposal density is
crucial for their performance (with [97] being a possible exception).
3.4.4. Related and Derived Methods
Here related popular methods are shortly presented which, for various
reasons, could not be integrated in above review structure.
3.4.4.1. Markov Chain Monte Carlo Methods
The class of Markov Chain Monte Carlo (MCMC) methods — including
the celebrated Metropolis-Hastings (MH) method [261, 262, 158, 237, 91]
and the Gibbs method [136, 351] — are also popular for solving inverse
problems [340, chapter 2]. They may be combined with surrogate models
or reduced spectral representations for the solution of the forward prob-
lem [255, 28, 253, 254, 219, 139]. However, they are usually not suited
for sequential estimation: in MCMC methods, observations are typically
included in one go over the whole evolution time of the system of in-
terest. One reason for this is that the prior is usually easy to sample
from, whereas the posterior is not [340, p. 52]. However, in a sequential
setting the posterior of one step — integrated forward in time — is the
prior of the next. Therefore these methods are — in contrast to particle
filters — not recursive. This may not always be feasible and, with closed
loop identification and control in mind, also not desirable.
Additional drawbacks of MCMC methods include the fact that samples
are not independent, which makes estimating any statistics (except the
mean) from them problematic. Approaches towards mitigating this prob-
lem include [43]. The independence property of samples is also crucial
for usual statistical formulas for the spread or accuracy of the estimates.
Finally, MCMC methods need a burn-in period during which all samples
have to be discarded, as the equilibrium distribution is only the asymp-
totic distribution.
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3.4.4.2. Smoothers
A class of methods which is closely related to the filters reviewed in the
previous section are the smoothers (e.g. [209, 210]). These methods basic-
ally propagate information obtained from observations backwards in time
by extending the model state vector at time t with the vectors from time
t − 1, t − 2, ..., 0. An example is the ensemble Kalman smoother (EnKS)
[125],[123, section 9.6], which is related to the EnKF. One example is given
by Kalnay et al. [199] for the LETKF scheme (then called 4D-LETKF).
Smoothers can basically be constructed from every filter [265] (or, as some
see it, the other way around). Due to this direct relationship, smoothers
are not considered separately.
3.4.4.3. Variational Data Assimilation
Variational data assimilation schemes like 3DVAR and 4DVAR [48] can
be seen as a least squares approach to the incorporation of observations
into dynamic model variables [335, p. 474f]. They are highly popular with
the athmospheric and oceanic sciences (e.g. [297]), where they have been
developed. However, they are not suited very well to joint parameter-
state estimation problems ([124, p. 85] and references [26,27,8] therein).
Additionally, LCE methods as well as hybrids with variational schemes
[150] are entering the application area of atmospheric and oceanic sciences
and are quite competitive in operational settings (e.g. [173]). See the work
of Lahoz et al. [220] for a recent collection on the topic.
3.4.4.4. Regularised Optimisation
Another large group of methods which is closely related to variational
schemes is regularised optimisation [115]. These methods treat the inver-
sion problem as an ill-posed optimisation problem that has to be regular-
ised with additional information. Popular methods are Tikhonov regular-
isation and Landweber iterations. Their result is a single, in some sense
optimal estimator.
Regularised optimisation problems can be seen as a special case of the
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more general problem we are considering in the incomplete information
setting (cf. [335]). For complex applications, they are also used (e.g.
[320, 34]), but we think that the incomplete information approach is bet-
ter suited as it provides much more information. However, regularisation
methods are highly popular in certain areas, for example image reconstruc-
tion — where obtaining a single best estimate is somewhat compulsory.
3.5. Discussion
In this chapter methods for the solution of stochastic inverse problems
have been reviewed. It has become clear that linear conditional expect-
ation methods are highly promising — though their variance estimates
should be treated with due diligence and care. Especially probabilistic
LCE methods like the EnKF are quite well developed. However, they
have to be combined with application specific regularisation approaches
to be able to show their full power.
Since most of the problems of probabilistic LCE methods stem from
sampling errors it is of practical interest to develop non-probabilistic
methods. Additionally, such methods should be able to maintain a con-
stant subspace span (or even detect ‘optimal’ subspaces), and not possibly
result in pathological ensembles during the updating process like, for ex-
ample, ensemble square root filters — all of this while maintaining the ap-
plicability to high dimensional problems. A methodological development
into this direction is discussed in the next chapter, where a sampling-free
spectral LCE approach is presented.
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Chapter 4.
Linear Bayesian Inference Using
a Spectral Series Expansion
Being one example of a spectral series expansion suitable for the rep-
resentation of random variables, it is demonstrated how the polynomial
chaos expansion can be used to derive a sampling-free, computationally
efficient linear Bayesian update formula. The central idea is to combine
the (recursive) LCE Eq. (2.49) with the PCE representation Eq. (3.2). In
the following this approach will be denoted as Linear Polynomial Chaos
Updating (LPCU). Related publications can be found in [8, 7, 6, 10, 11].
The specific, new implementation introduced in the following is the Square
Root Polynomial Chaos Updating (SRPCU).
It is worth pointing out that this approach is not limited to PCE repres-
entations — since Eq. (2.49) is expressed in RVs, all kinds of represent-
ations are usable, thereby leading to a large class of methods (cf. [245,
chapter 4]). A well-known example are the probabilistic implementations
of the ensemble Kalman filter family (cf. section 3.4.1.3), and also other
stochastic series expansions should be readily usable (cf. section 3.2).
4.1. Motivation
From the literature review in the previous chapter it is evident that
the vast majority of currently used LCE implementations is based on
a stochastic sampling representation of the involved RVs. The inevitable
sampling errors fostered the development of square root implementations,
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which partly avoid this problem but have other specific issues [354, 124].
Additionally, regularisation approaches have been developed which mainly
target sampling errors. Unfortunately, none of these methods succeeds at
completely avoiding them. Naturally, this is different for spectral repres-
entations of RVs: there, no sampling is necessary at any stage — instead,
they introduce a truncation error. A second drawback of the stochastic
sampling representation is its slow convergence. For spectral approaches
like PCE this is different; while not being without issues (e.g. [126]) they
possess up to exponential convergence [364], meaning that a larger share of
variance may be represented with fewer coefficients — clearly a favourable
feature for large scale applications.
An advantage of spectral representation implementations of the LCE up-
date is that it — naturally — directly integrates with recently popu-
lar spectral uncertainty quantification methods and avoids the detour to
probabilistic sampling. Another advantage is directly connected to applic-
ations with dynamical systems: since the posterior is again represented by
a spectral expansion, sequential updating schemes are conceptually very
easy — in contrast to, for example, MCMC methods.
4.2. Related Work
Related approaches have been independently developed by Saad [307,
p. 52–55], Blanchard et al. [66] and Zeng and Zhang [369]. The former
two are derived as extensions of extended Kalman filter theory, whereas
the latter one is presented as some kind of modified EnKF. However, they
basically have the same underlying idea.
The major difference in the formulation given here is that it avoids some of
the more problematic issues inherent in these already existing approaches
by employing a square root form of the estimator.
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4.3. Linear Polynomial Chaos Updating
With the presentation of the LCE in section 2.5.4 and the PCE in section
3.2.1.1 the description of the approach is almost trivial.
Due to the mutual orthogonality of the PC basis functions one may dir-
ectly project Eq. (2.49) onto the PCE using Eq. (3.3). Remember that
the multi-index set J is used as the representation for the multivariate
Hermite basis (see Eq. (3.2)). Thus, projection of Eq. (2.49) leads to
∀α ∈ J : xˆα = xα +K(zα − yα), (4.1)
an updating equation for the vector of coefficients for each of the basis
functions. In terms of the Hermite transform (see appendix B.4), Eq. (4.1)
can be compactly expressed as
H (xˆ) =H (x) +K(H (z)−H (y)). (4.2)
Note that for simplicity the modelling error of the measurement operator,
ηt(ω), has been assumed as zero — in many practical applications this is
done anyway. However, it may be readily re-introduced if necessary.
4.3.1. Numerical Implementation
After a suitable selection of a finite basis index set JZ (truncation, cf. sec-
tion 3.2.1.2), a simple numerical representation of the — now finite —
expansion is to collect all the column vectors of coefficients into matrices,
i.e.
X = [...,xα, ...], Y = [...,yα, ...], Z = [...,zα, ...]. (4.3)
Note that due to the joint model-data space, the spectral basis is the
same for the model and the data space. With these matrices the update
Eq. (4.1) simply reads as
Xˆ = X +K(Z − Y ), (4.4)
a direct linear update equation for the polynomial chaos coefficients. The
first remaining ingredient is the computation of the Kalman gain matrix
K:
K = Cxy (Cy +Cz)−1 . (4.5)
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Computing the Kalman gain involves the estimation of two involved
(cross-) covariance matrices Cxy and Cy from the truncated PCE rep-
resentations of the RVs. This is straightforward using the Hermite in-
tegration algebra (cf. appendix B.3; the explicit formula for a complete
cross-covariance matrix is given in Eq. (B.22)). However, introducing the
diagonal Gram matrix
(∆)αβ = E (HαHβ) = diag(α!), (4.6)
the (cross-) covariance between two RVs represented by PCE coefficient
matrices can be compactly expressed. For this, the following abbrevi-
ation1 is helpful:
X˜ = X \ X¯, (4.7)
and similar for Y . These are matrices with the first column of coefficients
— corresponding to the constant Hermite polynomial and therefore to the
expectation of the RV — being omitted. With this, the cross-covariance
between model and data variables can be conveniently estimated by
Cxy = X˜∆Y˜
T
, (4.8)
and similar for Cy.
Additionally, computing the Kalman gain involves the inversion of Cz +
Cy. However, depending on the involved PCE truncation, Cy may not
have full rank. If the measurement error represented by Cz has a small
variance, Cz + Cy may become close to singular and inversion2 may be
unstable or impossible. Therefore the inverse in Eq. (4.5) is replaced by
the Moore-Penrose pseudo inverse (cf. [322, 142]), which is numerically
favourable and produces a least-squares approximation in case of singu-
larity. Typically this pseudo-inverse is computed from a singular value
decomposition, though other methods exist [322]. The computational
cost of the SVD is usually acceptable.
The last remaining ingredient is related to computing the differenceZ−Y .
Unfortunately this turns out to be a critical one. In section 2.5.3 it is as-
sumed that the individual measurement errors εt(ω) are uncorrelated in
time (to be able to sequentially process the observations). Additionally,
1This corresponds to Eq. (A.16) in the appendix.
2Clearly one would solve a system of equations rather than performing the inversion,
but this results in the same problems.
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in section 2.5.5 it is assumed that x(ω) (and therefore y(ω)) and z(ω)
are uncorrelated. This implies that the primary Gaussian RVs θi of the
PCE expansions of x(ω) and z(ω) must be uncorrelated — and therefore
independent. The only consistent way to achieve this is to extend the
PCE basis with the necessary number of θis for each observation which
is to be included in an LPC update. This causes the PCE basis to grow
significantly over time (in the context of sequential updates) and quicklys
result in computational problems. However, let us denote this approach
as the ‘correct’ one for later reference. There are several possibilities to
remedy or circumvent this growing basis: using an adaptive choice of basis
may re-compact the PCE expansion after an update when necessary. An-
other approach is to simply re-use the same θis, thereby accepting the
additional error: since the measurement error and the model variables
are now ‘colinear’, the estimate which results from the LPCU will have
too large variance3. This is the approach used by Saad [307]. Zeng and
Zhang [369] and Blanchard et al. [66] ignore the additional variability in
the calculation of the difference and set all PCE coefficients of Z — ex-
cept the ones for the mean — to zero, arguing that the ‘[...] measurement
errors are independent of the system state [...]’ [369]. This ‘independent’
observation approach results in a too low variability, as has been shown
in the case of the ensemble Kalman filter by Burgers et al. [78]. Due to
the significant computational advantages and given that adaptive choices
of PCE basis are still a research topic, the two last approaches will also
be considered further — although they are, strictly speaking, incorrect.
This is demonstrated by numerical examples in section 4.5. The thee im-
plementation variants (‘correct’, ‘colinear’, and ‘independent’ treatment
of observations) of the LPCU approach are summarised in algorithm 1.
However, an additional approach is introduced in the following that is
based on an alternative formulation of the update equation. It circum-
vents the extension of the PCE basis in a consistent way.
3Intuitively, this can be explained as follows: subtracting two vectors pointing into the
same direction results in a shorter vector than subtracting two orthogonal vectors
of the same length — this means too small innovations result from Z − Y , and
therefore a too small LPC update.
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Algorithm 1 The linear polynomial chaos update (LPCU)
1: procedure LPCU(X,Y ,Z,Cz)
2: (X,Y ,Z)← ExtendBasis(X,Y ,Z) . Optional: ‘correct’ obs.
3: X˜ ←X \ X¯ . Remove the α = 0 coefficients
4: Y˜ ← Y \ Y¯
5: Cxy ← X˜∆Y˜ T
6: Cy ← Y˜ ∆Y˜ T
7: P † ← PseudoInv(Cy +Cz)
8: K ← CxyP †
9: Z ← Z · δ0i . Optional: ‘independent’ obs.
10: Xˆ ←X +K(Z − Y ) . This is problematic, as discussed
11: return Xˆ
12: end procedure
4.4. A Square Root Formulation
Square root formulations have been popular mainly due to their advant-
ages in numerical stability [61]. They have been first conceived for the
original Kalman filter [295, 26]. However, square root approaches have
also become popular for probabilistic LCE (cf. section 3.4.1.3), mainly
because they do not include additional sampling errors into the process
via an observation ensemble. It is worth pointing out at the beginning that
generally, square root implementations and their ‘standard’ counterparts
are non-equivalent — with equivalence only for purely multivariate Gaus-
sian RVs. The non-equivalence is also demonstrated later by a numerical
example.
Square root approaches compute their update in two steps: the constant
and the varying part of the RV are updated independently. The α = 0
term in Eq. (4.1) is the Kalman update for the mean [245]. The same
conclusion is reached by taking the expectation of Eq. (2.49). This update
for the mean remains for the square root formulation:
xˆ0 = x0 +K(z0 − y0). (4.9)
While the mean is updated using the usual Kalman gain, the major differ-
ence lies in the computation of the update for the varying part. A possible
formulation for this is described in the following.
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Remember from the previous section that the covariance of an RV repres-
ented by PCE coefficients may be conveniently written as
Cx = X˜∆X˜
T
. (4.10)
Due to the diagonal structure of the Gram matrix, it is easy to define√
∆ := diag(
√
α!). Using a short hand S = X˜
√
∆ it is clear that
Cx = SST , (4.11)
thereby leading to a very specific decomposition of the covariance matrix
called a matrix square root, S. This observation is the key to the square
root formulation. We now make the following ansatz: if one could find a
matrix A (here the orthogonal matrix T is given later) with
Sˆ = SAT , (4.12)
one would have arrived at a linear transformation of the prior covariance
square root into the posterior covariance square root — and hence at a
representation of the posterior covariance matrix — since
Cxˆ = SˆSˆ
T
. (4.13)
From the matrix square root point of view, T may theoretically be any
orthonormal matrix of suitable dimension, since multiplication by such
a matrix will not change the covariance matrix Cxˆ. Also note that in
Eq. (4.12) the pre-multiplication of S with a different transformation mat-
rix, as well as the general linear transformation form of Sˆ = A1SA2T , are
possible and represent related ways of derivation which are not pursued
further here.
Let us proceed by remembering the relation for the updated covariance
matrix (e.g. [245, p. 96]):
Cxˆ = Cx −KHCx
= Cx −CxHT
(
HCxH
T +Cz
)−1
HCx.
Substituting Eq. (4.11) leads to
= SST − SSTHT (HSSTHT +Cz)−1HSST
= SMST
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withM = I−STHT (HSSTHT +Cz)−1HS. A matrix square root of
M such thatM = AAT would be a solution of the transform Eq. (4.12),
leading to the desired scheme.
Adopting a way of derivation related to the approach of Evensen [122,
124] for a square root formulation of the EnKF, start with an eigenvalue
decomposition of
(
HSSTHT +Cz
)
= BΛBT , which leads to
M = I − STHT (BΛBT )−1HS
= I − STHTBΛ−1BTHS
= I − (Λ− 12BTHS)T (Λ− 12BTHS)
= I −W TW
with W = Λ− 12BTHS. BT rotates the simulated measurements into
directions aligned with the covariance structure HCxHT + Cz, while
Λ− 12 weights them accordingly. It is exactly here where the additional
information (in the form of Cz) enters the update: Cz specifies direc-
tions and magnitude of uncertainty (variance) reduction induced by the
observations. This information needs to be ‘transported’ from the data
space to the model space (cf. section 2.1). However, these two spaces
clearly are not the same (the measurement operator stands ‘in between’)
and may not be of the same dimension — but since they are part of the
same joint space, they are described by coefficients for the same ortho-
gonal spectral basis functions. Thus it is possible to identify the directions
and magnitude of variance reduction in data space and apply this vari-
ance reduction in model space. This can be accomplished by finding an
orthonormal basis for the columns of W , which is given by the singular
value decomposition UΣV T = W . Note that it is necessary to perform
a full SVD, such that V ∈ Rp−1×p−1 with p being the number of PCE
terms (including the mean). The SVD leads to
M = I − (UΣV T )TUΣV T
= I − V ΣTΣV T
= V
(
I −ΣTΣ)V T .
Since I − ΣTΣ is a diagonal matrix — and as Cxˆ ≥ 0, so is M , hence
0 ≤ ΣTΣ ≤ I — it is now easy to compute the desired square root of
M
M = V
√
I −ΣTΣ
(
V
√
I −ΣTΣ
)T
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and the derivation is almost finished with setting
A = V
√
I −ΣTΣ.
With this result the ansatz Eq. (4.12) becomes
Sˆ = SV
√
I −ΣTΣT . (4.14)
It remains to choose T . In ensemble square root schemes, a symmetric
redistribution using the orthonormal matrix V T is necessary to arrive at
an unbiased scheme [310, 240]. Unbiasedness is not an issue for LPCU,
since the mean cannot be changed by this second part of the update, but
also here the choice of T is significant: V represents a mapping between
the normalised PCE coefficient space and a specific space aligned with
the covariance structure given by HCxHT + Cz. In that space, the
uncertainty reduction according to
√
I −ΣTΣ is performed. Thus, the
natural choice T = V T = V −1 maps the result back into the original
PCE coefficient space as required. This turns Eq. (4.14) into a linear,
symmetric ‘covariance contraction’ operation. In other words:
• V rotates the normalised prior PCE coefficients S into directions
aligned with the additional information represented by the singular
values computed above. Note again that this requires the prior and
the measurement PCE to be formulated in the same basis. Note that
the directions are sorted by importance (as usual with the SVD),
where importance is defined as ‘amount of variance reduction in-
duced by the data’.
•
√
I −ΣTΣ is the diagonal matrix which applies the variance re-
duction in these directions. The reduction is performed according
to the singular values computed from the measurement PCE,
• and V −1 = V T maps the re-scaled directions back into the original
basis, resulting in the normalised posterior PCE.
Therefore, Eq. (4.14) turns into
Sˆ = SV
√
I −ΣTΣV T . (4.15)
To obtain the unnormalised posterior PCE coefficients, set
ˆ˜X = Sˆ√
∆
, (4.16)
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and finally complete the posterior PCE by re-introducing the α = 0 term
ˆ¯X computed previously according to Eq. (4.9):
Xˆ =
[ ˆ¯X ˆ˜X] . (4.17)
The square root formulation of the LPCU approach is summarised in
algorithm 2.
Algorithm 2 The square root polynomial chaos update (SRPCU)
1: procedure SRPCU(X,Y ,Z,Cz)
2: X˜ ←X \ X¯ . Remove the α = 0 coefficients
3: Y˜ ← Y \ Y¯
4: Cxy ← X˜∆Y˜ T
5: Cy ← Y˜ ∆Y˜ T
6: P ← Cy +Cz
7: P † ← PseudoInv(P )
8: K ← CxyP †
9: ˆ¯X ← X¯ +K(Z¯ − Y¯ ) . Update the mean
10: S ← X˜√∆ . Normalise the PCE coefficients α 6= 0
11: BΛBT ← EigenDecomp(P )
12: W ← Λ− 12BT Y˜
13: UΣV ← SingularValueDecomp(W )
14: Sˆ ← S V
√
I −ΣΣTV T
15: ˆ˜X = S/
√
∆ . Remove normalisation
16: Xˆ =
[ ˆ¯X ˆ˜X] . Concatenate results
17: return Xˆ
18: end procedure
The spectral square root formulation has the distinct advantage that it
avoids to extend the spectral expansion by additional RVs when updat-
ing. The posterior expansion is obtained by direct incorporation of the
additional information into the prior expansion. In this context it is even
unnecessary to form a spectral expansion for the observation noise: only
the observation, z, and the associated covariance structure induced by the
error model, Cz, are used as input to the update. From a different point
of view, this is also the major drawback of the presented approach: any
specific structure of the distribution of the error model ε(ω) is not used
in the update, as opposed to the non-square-root approaches.
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Note that in above derivation, the measurement operator h = H has been
assumed to be linear. However, in the same sense that in ensemble meth-
ods the ensemble ‘linearises’ a non-linear operator (cf. [172, Eqs. (2),(3)],
[339]), one may say that the PCE representation linearises it by repla-
cing
CxH
T = Cxy, (4.18)
and similar for all other occurrences of H. Therefore, the presented
method should also be applicable when the measurement operator is non-
linear, as long as
h(E (x(ω))) ≈ E (h(x(ω))) (4.19)
holds approximately and the variance of x(ω) is not too large compared
to4 the non-linearity of h(·).
4.5. Numerical Examples
The performance of the SRPCU approach is evaluated on several Bayesian
inference tasks of increasing complexity:
• demonstration of the difference between several variants of linear
Bayesian updating and full Bayesian updating,
• state estimation for a simple, scalar random walker,
• state estimation and reliability analysis for the non-linear, chaotic
Lorenz-63 model, and
• combined parameter-state estimation for the Lorenz-63 model with
linear and non-linear measurement operator.
On each problem SRPCU is compared to related, established methods like
LPCU, KF, EnKF, EnSRF, and Makov Chain Monte Carlo (MCMC). All
4Obviously, this is to be understood as a heuristic argument. Unfortunately, a rigorous
consideration is beyond the scope of the present work, but numerical examples in
this direction are provided below.
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data + error model
LPCU(colinear)
LPCU(independent)
LPCU(correct)
Figure 4.1.: Comparison of different LPCU variants on a scalar update.
Shown are estimates obtained by a kernel density technique
from 106 samples of the PCE.
details of the models, their numerical implementation, the initial condi-
tions of the ‘truth’, as well as the priors assumed for the estimation, are
given. The implementation of the EnKF used here is detailed in ap-
pendix D on page 159. The EnSRF implementation is according to [124].
The MCMC approach is the usual Metropolis-Hastings [261, 262, 158]
using a 20% burn-in period and a thin chain5.
4.5.1. Linear Bayesian Updating and Full Bayesian
Updating
In this first numerical example the different PC updating approaches are
compared to their sampling counterparts (EnKF and EnSRF) as well as
to a full Bayesian update obtained by an MCMC approach on a complex
scalar update.
The chosen prior is strongly skewed with PCE coefficients xα =
[1.4, 0.7, 0.2]. The observation to be assimilated is 1.0. The associated
5Every 3rd sample of the posterior is used to reduce the correlation between samples.
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prior
data + error model
LPCU(correct)
EnKF
SRPCU
EnSRF
MCMC
Figure 4.2.: Comparison of LPCU and SRPCU to EnKF, EnSRF, and
MCMC on a scalar update. Shown are estimates obtained
by a kernel density technique from either samples of the re-
spective PCE or — in case of EnKF, EnSRF and MCMC —
directly from the posterior. The sample size is in any case 106,
except for EnSRF. There it is 104, due to computational lim-
itations: a square matrix of that dimension has to be formed.
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error model is chosen as N (0.0, 0.2), therefore z(ω) ∼ N (1.0, 0.2). The
measurement operator is a direct, linear measurement with y = x to
avoid any influence from a complex model. This simplicity enables a
clear demonstration of methodological differences and similarities. The
posterior densities are estimated using a kernel density approach [72].
In Fig. 4.1, the three LPCU variants (‘colinear’, ‘independent’, and ‘cor-
rect’) are compared. As expected, the ‘colinear’ variant significantly over-
estimates the posterior variance, whereas the ‘independent’ variant under-
estimates it. The ‘correct’ variant produces a reasonable variance estimate
— although this is barely visible due to the large errors of the other vari-
ants. See also table 4.1 for a numerical comparison for the first three
moments.
Fig. 4.2 compares the ‘correct’ LPCU and SRPCU to their sampling-
counterparts (EnKF for LPCU; EnSRF for SRPCU), as well as to the
full Bayes update obtained by MCMC. The plot shows that the ‘correct’
LPCU result and the EnKF posterior are practically identical, while the
SRPCU result is very similar to the EnSRF posterior; differences can be
safely attributed to sampling noise. These similarities are to be expected,
since LPCU/EnKF and SRPCU/EnSRF essentially implement the same
two estimators — with the only difference being the different representa-
tions of the underlying RVs. Both square root posteriors are repositioned,
rescaled versions of the prior. This is precisely what the Kalman filter —
limited to Gaussian distributions — does. However, as discussed before,
the exact form of the observation error model does not enter the square
root updates of SRPCU and EnSRF; there, only the mean is corrected
and the variance is reduced. On the other hand, the LPCU and EnKF
posteriors are quite close to the observation error model, and a minor
skewness is kept from the prior (see table 4.1). In these two methods, the
exact form of the observation error model enters the method. However,
note that all linear Bayesian methods (except the wrong implementations
of LPCU) give the same mean and variance estimates. They only differ
in the higher moments.
From Fig. 4.2, differences between the linear Bayesian methods and the
fully non-linear Bayesian update are also evident: the MCMC posterior
is a re-normalised multiplication of the prior and the likelihood, as stated
by Bayes’ theorem. This result cannot be expected from a linear update
— except in the Gauss-linear case, where the Kalman filter does exactly
this. However, the orders of magnitude faster computation of the linear
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Functional Mean Variance Skewness
Observation + Error Model 1.0001 0.0400 -0.0012
Prior 1.3969 0.5666 1.515 7
LPCU(colinear) 1.0279 0.9584 0.0789
LPCU(independent) 1.0263 0.0024 1.5070
LPCU(correct) 1.0266 0.0373 0.0267
EnKF 1.0259 0.0375 0.0257
SRPCU 1.0262 0.0374 1.5084
EnSRF 1.0266 0.0373 1.5049
MCMC 0.9739 0.0368 0.1721
Table 4.1.: Mean, variance, and skewness for SRPCU, the three LPCU
variants, EnKF, EnSRF, and MCMC posteriors on a scalar
update.
Bayesian posteriors compared to MCMC sampling has to be kept in mind.
In table 4.1, one may see that all linear Bayesian approaches have the
same mean and variance, and that these results are comparable to the
MCMC result. Major differences may lie in higher moments. This is also
where the square-root (SRPCU, EnSRF) and non-square-root (LPCU,
EnKF) approaches differ. This makes it evident that they essentially
are implementations of two different estimators which coincide for the
Gaussian case. Among other results, this will be demonstrated in the
next numerical example.
4.5.2. Application to a Gauss-Linear Model
The Gaussian random walk is a linear, scalar, discrete time model to
demonstrate the SRPCU behaviour on a Gauss-linear system. It is com-
pared to the two problematic LPCU variants, as well as EnKF and EnSRF.
The ‘correct’ LPCU is left out, since in this sequential updating setting
the growing of the PCE basis already poses a computational challenge.
The Gaussian random walker starts from some initial condition x0 and
at each time increment the random walker changes its position according
to
xt+1 = xt + at(ω). (4.20)
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The random increment at(ω) follows a Gaussian distribution N (0, σa).
Practically this would mean that the model is random. However, for
each run the same random number generator with the same seed is used
for advancing the model, so that it is no longer random and appears to
follow some deterministic (but unspecified) evolution equation. Therefore
the parameter σa is assumed to be known exactly in all experiments and
the Gaussian random walk turns into a simple Gauss-linear model for
which the original Kalman filter behaves optimally and can be used as
reference.
4.5.2.1. Implementation
For the ‘truth’ run, at each t a sample of at(ω) is obtained from the model
random generator and added to the model state.
The a priori state estimate x0(ω) for this model is necessarily also Gaus-
sian, with x0(ω) ∼ N (0, σi). Its representation by an ensemble is quite
obvious: a sample from the initial condition is obtained and at each t a
sample of at(ω) ∼ N (0, σa) (generated independently from xt) is added
according to Eq. (4.20). Also the PCE representation is straightforward:
for this model a PCE of order one is exact, as it can exactly represent a
Gaussian distribution. The mean of the estimator does not change by the
evolution (cf. Eq. (4.20)). The variance of the independent Gaussian RVs
xt(ω) and at(ω) has to add, and therefore the standard deviations add by
the Pythagorean theorem
std(xt+1)2 = std(xt)2 + std(at)2. (4.21)
Since the first order terms of the PCE represent the standard deviations
for a PCE of order one, this can be readily implemented.
4.5.2.2. Initial Conditions and Numerical Methods
In the following numerical examples, the ‘truth’ random walker is arbit-
rarily positioned at x0 = 123.76721401 and the model standard deviation
is σa = 0.15. The prior is x0(ω) ∼ N (123, σi = 1.0). Noisy meas-
urements are taken every five time steps, with a measurement error of
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ε(ω) ∼ N (0, σn). Three experiments are performed using different meas-
urement noise levels of σn ∈ {0.01, 0.1, 1.0}.
4.5.2.3. Results
Figs. 4.3–4.5 compare five different methods: the LPCU implementation
suggested by Saad [307] (the ‘colinear’ observations), the implementation
suggested by Zeng and Zhang [369] and Blanchard et al. [66] (the ‘inde-
pendent’ observations), the SRPCU implementation (algorithm 2), a ‘per-
turbed observations’ implementation of the EnKF with a large ensemble
of N = 1000 members, and EnSRF with N = 1000 ensemble members.
The LPCU/SRPCU implementations use a PCE of order P = 1, since
this is known to be sufficient for this task. All results are normalised
with respect to the Kalman filter result, since it is known to be exact
for Gauss-linear problems. The task is to estimate the scalar state from
measurements with three different noise levels. Due to the extreme sim-
plicity of the model, numerical and sampling effects can be compared
efficiently.
In Fig. 4.3 (a) the relative error for the mean estimate E (xˆ) = ˆ¯x is shown
(see appendix C.2). It is not surprising to see that differences between
the methods are negligible. In Fig. 4.3 (b) variance estimates for the same
methods are shown. There one would see some noise for the EnKF and
EnSRF which is to be expected due to sampling errors. The overestima-
tion of variance for the ‘colinear’ LPCU implementation is invisible, but
the error has a similar magnitude as the sampling error of the two EnKF
implementations. The complete removal of the additional variance in the
‘independent’ LPCU approach results in a strong underestimation of the
variance. This completely hides the minor errors of the other methods.
The root mean square error (RMSE, see appendix C.1), shown in Fig. 4.3
(c), is also practically identical for all methods except the ‘independent’
LPCU. Due to the slight but consistent overestimation of variance for
the ‘colinear’ LPCU, also its RMSE is slightly larger (not visible). The
SRPCU approach exactly reproduces the Kalman filter result in all cases,
as expected (unfortunately invisible in the plots). Comparing Fig. 4.3 to
Fig. 4.4, the picture starts to turn. Due to the larger measurement error,
the variance estimates (b) of the ‘colinear’ LPCU approach become worse
when compared to the EnKF implementations. Also the mean estimates
(a) are no longer exactly reproducing exactly the KF results, resulting
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Figure 4.3.: Comparison of different methods when applied to the simple
random walk model with a small measurement noise of σ =
0.01. Plot (a) compares the relative error of the mean, plot (b)
compares variance estimates, and plot (c) compares the root
mean square error for each of the estimators. All quantities
are plotted relative to the respective Kalman filter solution.
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Figure 4.4.: Comparison of different methods when applied to the simple
random walk model with a medium measurement noise of
σ = 0.1.
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Figure 4.5.: Comparison of different methods when applied to the simple
random walk model with a large measurement noise of σ = 1.
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in an overall larger RMSE (c). The ‘independent’ LPCU approach im-
proves over the previous example, but is still severely underestimating
the variance. The SRPCU remains exact. In Fig. 4.5 the results of the
two LPCU implementations are quite problematic. The measurement er-
ror now has a magnitude similar to the forecast uncertainties. For the
‘colinear’ LPCU approach, this leads to an almost exact cancellation of
the variance when computing the innovations z(ω) − y(ω). The ‘inde-
pendent’ LPCU approach improves again, but still underestimates the
variance. The problems of the two LPCU implementations appear be-
cause the variances of the two RVs z(ω) and y(ω) should add, since they
are by definition uncorrelated — and it does not for both of them. This
leads to the severe errors observed in Fig. 4.5. However, the SRPCU, as
well as the ensemble Kalman variants (up to sampling errors), reproduce
the Kalman filter results.
Therefore we conclude that the ‘colinear’ LPCU implementation may be
acceptable when the observation noise level is small compared to the fore-
cast. The ‘independent’ LPCU approach is problematic for all three ex-
amples. SRPCU is exactly reproducing the Kalman filter results. This
is something one would expect — given that the original Kalman filter is
the low-order part of LPCU [8] and SRPCU.
4.5.3. Application to Lorenz-63
In this series of experiments SRPCU is compared to EnKF and EnSRF on
a much more complex, non-linear model: the Lorenz-63 equations. This
has been a popular numerical example for filter performance comparison
for quite some time; therefore we choose to use it here, too.
The state evolution of the Lorenz-63 model, u˙ = dudt = f(u); u(0) = u0, is
described by the following set of ordinary differential equations (ODEs):
dx
dt = s(y − x)
dy
dt = rx− y − xz (4.22)
dz
dt = xy − bz,
with three parameters s, r and b. The Lorenz-63 model shows chaotic
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behaviour and is very sensitive to the initial conditions. For this reason
we model them as independent Gaussian RVs:
x0(ω) ∼ N (x0, σ1)
y0(ω) ∼ N (y0, σ2) (4.23)
z0(ω) ∼ N (z0, σ3).
In a second experiment, also the parameters are considered as uncertain.
There,
s(ω) ∼ N (s0, σ1)
r(ω) ∼ N (r0, σ2) (4.24)
b(ω) ∼ N (b0, σ3)
are used. Due to the appearance of these RVs, the deterministic model
Eq. (4.22) turns into a system of stochastic differential equations (SDEs,
e.g. [282]),
dx(ω)
dt = s(ω)(y(ω)− x(ω))
dy(ω)
dt = r(ω)x(ω)− y(ω)− x(ω)z(ω) (4.25)
dz(ω)
dt = x(ω)y(ω)− b(ω)z(ω),
which need to be integrated in time to obtain the evolution of the
stochastic state vector u(ω) = (x(ω), y(ω), z(ω))T .
4.5.3.1. Implementation
For sampling approaches — such as the EnSRF and EnKF — the ini-
tial conditions are sampled according to Eq. (4.23), and the parameters
according to Eq. (4.24). Each sample can be integrated forward in time
according to Eq. (4.22).
For the PCE-based approach discussed in this work it is suitable to dir-
ectly use the truncated PCE Eq. (3.4) as representation for the involved
RVs (an approach also followed in [321, 6] for the Lorenz-84 model): the
state RVs x(ω), y(ω), and z(ω) are replaced by the Hermite transforms (see
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appendix B.4) ξ :=H (x), η :=H (y), ζ :=H (z). The transform is trun-
cated by projection on the finite subspace generated by {Hα |α ∈ JZ},
resulting in ξ̂(ω), η̂(ω), and ζ̂(ω). Here, “ denotes the projection op-
eration. The parameter RVs s(ω), r(ω) and b(ω) are treated similarly,
resulting in σ̂, ρ̂, and β̂. For simplicity the same subspace is used for all
quantities.
However, due to the truncation Eq. (4.25) cannot be satisfied exactly
anymore: for example the result of a product of two truncated PCEs does
not necessarily lie in that subspace anymore. To solve this problem we
perform a Galerkin projection back onto that subspace. The final result
is then the stochastic evolution Eq. (4.25) projected onto the subspace:
dξ̂
dt = Q̂2(σ̂, η̂ − ξ̂)
dη̂
dt = Q̂2(ρ̂, ξ̂)− η̂ − Q̂2(ξ̂, ζ̂) (4.26)
dζ̂
dt = Q̂2(ξ̂, η̂)− Q̂2(β̂, ζ̂).
The terms Q̂2(·, ·) denote the truncated/projected Hermite transform of
the product of two RVs, which may be computed analytically from the
PCEs of the RVs (see appendix B.4 for details).
The time integration method used for both the ensemble-based approach
as well as the PCE implementation is a variable order Adams-Bashforth-
Moulton PECE solver [79]. The accuracy of the method is set to very
high levels, such that modelling errors are negligible.
4.5.3.2. Initial Conditions and Numerical Methods
In a first task, the data is simulated by linear measurements of the state
variables (h(·) = H = I3) and adding samples of zero-mean Gaussian
noise with known covariance Cε = σ2I3
z(ω) = I3u˘+N (0,Cε). (4.27)
The measurement standard deviation is chosen to be σ = 3 for the state-
only estimation task. For the combined parameter-state estimation task,
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σ = 0.5 and
H =
Ñ
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
é
, (4.28)
meaning that only the state is observed. Therefore, the parameters have
to be identified indirectly.
In a second task, a non-linear measurement operator is used:
z(ω) = u(ω)Tu(ω) +N (0,Cε). (4.29)
In this case, the standard deviation of the additive measurement noise is
chosen to be σ = 2. Note that the parameters are again unobserved and
have to be identified indirectly.
In all cases, measurements are obtained once every time unit. As initial
condition for the ‘truth’ state for all experiments we use [263, 123]
u˘0 = (1.508870,−1.531271, 25.46091)T . (4.30)
The system is advanced in time using the classical choice of parameters
[242]:
s˘ = 10, r˘ = 28, b˘ = 8/3. (4.31)
For the state estimation tasks, the first guess for the state is — assuming
lack of better knowledge — given by a normal distribution centred around
a reasonable first guess for each component
x0(ω) ∼ N (3, 1),
y0(ω) ∼ N (−3, 1), (4.32)
z0(ω) ∼ N (20, 1).
For the combined parameter-state estimation tasks, the first guess of para-
meters is chosen as
s(ω) ∼ N (11, 2),
r(ω) ∼ N (25, 4), (4.33)
b(ω) ∼ N (9/3, 0.5),
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Figure 4.6.: Example of SRPCU with polynomial order P = 3 applied to
Lorenz-63. Updates with measurements obtained according
to Eq. (4.27) are performed once every 10 time units and are
marked with a vertical bar. Shown are — for all dimensions
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while the first guess state remains as in Eq. (4.32). The mean parameter
and state values clearly differ from the truth Eq. (4.31), but the first guess
distribution ‘covers’ them sufficiently.
An example application of SRPCU for state estimation on Lorenz-63 is
shown in Fig. 4.6. There, a long time interval of 10 is used in between
updates to show the growing and updating of uncertainties (measure-
ments are simulated according to Eq. (4.27)). Especially the time interval
between 50 and 60 shows a strongly non-Gaussian distribution which is
successfully updated. Due to the chaotic nature of the Lorenz-63 model,
relatively small uncertainties in the parameters quickly cause major un-
certainty on the state and a significant diversion from the ‘truth’ — this
is demonstrated in Fig. 4.7.
4.5.3.3. Results: State Estimation and Reliability
In Figs. 4.8–4.20, the SRPCU approach is compared to EnSRF. Addi-
tionally, the same comparisons plots are shown for EnKF and EnSRF to
demonstrate differences between the square root and non-square root es-
timator — remember that due to the growth of PCE basis it is impossible
to implement the the non-square-root, ‘correct’ LPCU approach on such a
sequential updating task in a straightforward way. A related publication
is [8], where a state estimation and reliability analysis of the ‘colinear’
LPCU on the Lorenz-84 model is performed.
The task is to estimate the state of the ‘truth’ run (cf. Fig. 4.8) from
noisy data obtained by a linear state measurement. The following res-
ults are computed from 1000 repetitions of each experiment. For each
repetition, the seeds of all random number generators are randomised:
measurement noise, initial ensemble, and — in case of EnKF — obser-
vation ensemble. Linear, noisy data is assimilated once every timestep
according to Eq. (4.27). Several different functionals f(·) of the estimates
obtained from SRPCU, EnKF, and EnSRF are compared. Therefore, part
(a) of each figure shows
M(f) = 1
N
N∑
i=1
f(xi), (4.34)
the mean functional value over the 1000 repetitions. With the unbiased,
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Figure 4.8.: Truth run of Lorenz-63 used for the experiment.
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Figure 4.9.: RMSE and its reliability on Lorenz-63 (EnSRF, SRPCU).
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Figure 4.10.: RMSE and its reliability on Lorenz-63 (EnKF, EnSRF).
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Figure 4.11.: Relative error of the mean and its reliability on Lorenz-63
(EnSRF, SRPCU).
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Figure 4.12.: Relative error of the mean and its reliability on Lorenz-63
(EnKF, EnSRF).
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Figure 4.13.: Variance and its reliability on Lorenz-63 (EnSRF, SRPCU).
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Figure 4.14.: Variance and its reliability on Lorenz-63 (EnKF, EnSRF).
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Figure 4.15.: Skewness and its reliability on Lorenz-63 (EnSRF, SRPCU).
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Figure 4.16.: Skewness and its reliability on Lorenz-63 (EnKF, EnSRF).
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Figure 4.17.: Kurtosis and its reliability on Lorenz-63 (EnSRF, SRPCU).
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Figure 4.18.: Kurtosis and its reliability on Lorenz-63 (EnKF, EnSRF).
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Figure 4.19.: Probability density estimates for SRPCU and EnSRF (with
N = 104 members) on Lorenz-63 at t = 80 for all three com-
ponents. The prior and posterior are shown for comparison.
The vertical black bar marks the truth.
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Figure 4.20.: Probability density estimates for SRPCU and EnKF (with
N = 104 members) on Lorenz-63 at t = 80 for all three com-
ponents. The prior and posterior are shown for comparison.
The vertical black bar marks the truth.
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sample estimated variance of the functional,
V(f) = 1
N − 1
N∑
i=1
(f(xi)−M(f))2, (4.35)
one may obtain a measure of reliability of the respective functional f(·)
via
R(f) = V(f)/M(f)2, (4.36)
the sample variance relative to the squared sample mean of the functional.
Again, both are taken over the 1000 repetitions. R(·) is an indicator of the
relative reliability of the functional value with respect to randomness in
the estimation setups. A large value of the indicator means less reliability
and vice versa. It is plotted in part (b) of each figure.
Fig. 4.9 shows the root mean square error (RMSE; see appendix C.1)
results for SRPCU and EnSRF, and Fig. 4.10 shows EnKF and EnSRF.
One immediately sees that for SRPCU the RMSE decreases with increased
order, as one may expect. Good results start to be obtained with P =
3; a PCE with P = 1 is not enough. For the EnSRF, all presented
ensemble sizes give similar RMSE results — but with different reliability.
The EnSRF reliability is slightly worse than SRPCU, and SRPCU with
P = 4, 5 clearly has the best, even when compared to very large ensemble
sizes. Interestingly, the reliability of P = 5 is worse at certain times
(e.g. t ∈ [27, 50]) than the one obtained with P = 4. This already hints
at an especially ‘difficult’ regime of Lorenz-63. We will come back to
this later. The RMSE for EnKF and EnSRF of all ensemble sizes is
very similar. However, the reliability of the EnSRF estimates is lower at
certain times. The reliability of the EnKF seems to have converged with
an ensemble size somewhere around 160.
Fig. 4.11 shows relative error of the mean (see appendix C.2) for SRPCU
and EnSRF, and Fig. 4.12 shows EnKF and EnSRF. The relative error
clearly also improves with the order of SRPCU, and is already good for
EnSRF with all ensemble sizes. Slight advantages for SRPCU over all
EnSRF with P = 4, 5 may be observed, and in the phase of t ∈ [27, 50],
SRPCU with P = 4, 5 is clearly more reliable than EnSRF. Again, the
reliability of the EnKF seems to have converged with an ensemble size
somewhere around 160, and the behaviour of the reliability of EnKF and
EnSRF is similar to the one observed for RMSE.
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Fig. 4.13 shows variance estimates for SRPCU and EnSRF, and Fig. 4.14
compares EnKF to EnSRF. There, one may see that the variance estimate
of SRPCU with P = 1 is unreliable. Its expectation is too low, and
the reliability is low (indicated by high values in part (b) of the figures).
SRPCU with P = 2, 3 behave similarly to EnSRF and EnKF of all orders.
However, the variance estimate of SRPCU with P = 4, 5 is quite different
— but with a higher reliability than all other methods and orders (except
maybe for the highest orders of EnKF). This is again tied to the phase of
t ∈ [27, 50] (cf. Figs. 4.9 and 4.11). When looking at the truth run Fig. 4.8
on page 92, one may see that for t ∈ [27, 50], the x and y components
are both negative, indicating that the model is bound to one of the two
attractors. However, the tendency to divert to the other attractor is
apparently not negligible, and SRPCU is able to better represent the
uncertainty in this phase by higher variance. For further investigation let
us compare estimates of higher moments.
Fig. 4.15 shows skewness estimates for SRPCU and EnSRF, and Fig. 4.16
shows the same for EnKF and EnSRF. Note again that moments of the
truncated PCE may be computed exactly (see appendix B.5). For the
sampling-based approaches the usual sample skewness formula is used (see
appendix C.3). In these figures it is immediately clear that the increased
polynomial order directly translates to stronger skewness estimates. En-
SRF tracks significantly less skewness than SRPCU; SRPCU already with
P = 2 has similar skewness estimates than EnSRF even with large en-
semble sizes. SRPCU with P = 3 outperforms all ensemble methods,
and with P = 4, 5 has constantly different skewness estimates, also in the
critical phase of t ∈ [27, 50]. The reliability of these estimates is also very
high, as one may see from parts (b) of the two figures. EnKF practically
tracks no skewness; only the two largest ensemble sizes slightly pick it up
sometimes. This difficulty of the ensemble methods for higher moments
becomes even more apparent when estimating kurtosis — as one may ex-
pect. This is demonstrated in Figs. 4.17 and 4.18. EnKF tracks almost no
kurtosis, and the estimates are highly unreliable — except maybe for the
largest ensemble. EnSRF is clearly better. On the other hand, SRPCU
— especially with P = 4, 5 — behaves very differently.
This confirms the assumption about the significant tendency to switch
attractors. The better representation of higher moments for SRPCU is
due to the faster convergence of the PCE with respect to the L2 norm.
The significant result is that SRPCU is able to retain these properties
for linear Bayesian updating in this example. However, it is strange to
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see that EnSRF — while being a very similar square root method than
SRPCU — also has problems with higher moments. To investigate this,
Fig. 4.19 shows kernel density estimates at t = 80 for SRPCU and EnSRF
(this time obtained from just a single run). The plot contains prior and
posterior. The two cases are directly comparable, since the experimental
setup is exactly the same. The estimate obtained for EnSRF is very noisy
and seems to be multimodal. It also seems to contain outliers in the tails.
While this may be partly due to the kernel estimation technique used here
[72], the fact that an estimation grid of only 128 has been used counters
this. Also the large ensemble size of N = 104 should allow for a smooth
estimate. The estimates for SRPCU on the other hand are smooth and
unimodal, as one would expect from this assimilation setup: the update
frequency is high enough to stabilise the estimate on one mode of the
complex state space of Lorenz-63. Possibly the observations of Wang et al.
[354] and others [124], stating that ensemble square root schemes tend to
produce collapsed ensembles with outliers representing the variance, is an
explanation for this behaviour. Clearly this is not an issue for SRPCU,
since the spectral decomposition is — and remains — orthogonal. Finally,
Fig. 4.20 shows kernel density estimates at t = 80 for SRPCU and EnKF.
Compared to SRPCU, the EnKF estimates are practically Gaussian, as
expected from the previous results regarding higher moments. On the
other hand, they are not collapsed and the mode of the posterior of EnKF
is very well aligned with the truth. Note that a similar result may be
achieved with EnSRF and random rotations [124] or, in fact, by SRPCU
when leaving out the V T in Eq. (4.15). Then, however, all information on
higher moments is lost by construction and the posterior is multivariate
Gaussian.
Though it remains unclear whether the EnSRF, EnKF, or the SRPCU
results are better with respect to a fully non-linear Bayesian update, the
square root results seem more conclusive with respect to the chaotic nature
of Lorenz-63. Higher moments are much better represented by both En-
SRF and SRPCU, while SRPCU by construction avoids the outlier prob-
lem and is able to represent the skewness and kurtosis better than En-
SRF. This also translates to more realistic distribution estimates in phases
where it is necessary, i.e. for t ∈ [27, 50] in this example. Here, realistic is
to be understood in the sense of ‘being a distribution consistent with the
underlying model’. The higher reliability of SRPCU compared to EnSRF
is also to be expected: the EnSRF ensemble represents the complete state
RV u(ω) with all sample sizes — also the smallest ones. The PCE, on
the other hand, needs a certain order of expansion to represent a large
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enough part of the variance. However, the size of the EnSRF ensemble
clearly influences the reliability, while for the SRPCU this influence does
not exist. Therefore, reliability is generally better, given that the order
of expansion is sufficiently high.
At this point the interested reader may ask why no comparison is made
to a non-linear Bayesian update. Using MH sampling with a reasonable
amount of samples, such an update over the full runtime of this small
Lorenz-63 example is computationally already highly demanding. Addi-
tionally, the result would not allow us to compare the individual sequential
updates. Usual particle filtering techniques using re-sampling are not ap-
plicable, since the Lorenz-63 model used here does not have a stochastic
term, causing re-sampled particles to not depart from each other. An
intermediate MCMC step for the re-sampling, and other enhancements
and tweaks to tune the behaviour of a fully non-linear sequential Bayesian
technique to Lorenz-63, are somewhat out of the scope of this work. Their
results would also be questionable as strong reference cases due to the
significant amount of careful tuning necessary to make these approaches
work. A simple sequential combination of MH sampling and the PCE rep-
resentation is not conclusive either: all approaches to obtain the posterior
PCE necessarily contain an isoprobabilistic transform such as the Nataf or
Rosenblatt transform (e.g. [225]), a multidimensional kernel density estim-
ation technique (e.g. [316]) or other approximative methods and would not
serve well as strong reference, too. Therefore, such a comparison would
not add directly to the conclusions and is therefore omitted. Note that a
comparison to full Bayes on a single update is performed section 4.5.1 on
page 76.
4.5.3.4. Results: Combined State and Parameter Estimation with
Linear Measurements
Figs. 4.21–4.24 compare the SRPCU approach to the EnSRF on an exten-
ded task: in addition to the initial conditions both methods shall estimate
three uncertain parameters of a ‘truth’ run from linear, noisy measure-
ments of the state. See also [9] for a related publication.
In the following, the focus is on parameter estimation quality. Only a
single run is performed, but the observation noise random number gener-
ator has the same initial conditions for all runs. In Fig. 4.7 on page 90,
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Figure 4.21.: Evolution of the overall RMSE for SRPCU and EnSRF on
a combined parameter and state estimation problem.
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Figure 4.22.: Evolution of the relative errors of the mean for the parameter
estimates.
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Figure 4.23.: Evolution of the estimated variance for the parameters, re-
lative to the variance estimate obtained by EnSRF with
N = 104 ensemble members.
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Figure 4.24.: Probability density estimates for t = 50 (after the last up-
date) for SRPCU and EnSRF. The to-be-identified values
s˘, r˘ and b˘ are marked with a vertical bar.
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the influence of different initial parametric uncertainties for Lorenz-63 is
demonstrated. One can see that already a small amount of uncertainty in
the parameters will quickly cause a significant uncertainty on the state, as
expected from a chaotic system. Due to the quite non-linear relationship
between state and parameters, and the still significant amount of observa-
tion noise, this task can be considered as difficult for any linear Bayesian
scheme.
Fig. 4.21 shows that most methods produce a similar RMSE for this task.
Interestingly, the higher order methods have a higher RMSE: EnSRF with
N = 104 ensemble members and, obviously, SRPCU with P = 5. Fig. 4.22
shows relative errors in the mean for each method and for the three in-
dividual parameters. Interestingly, all methods behave very similar at
times, whereas they differ quite strongly for other times. This may be
due to the different regimes of the non-linear Lorenz-63 model, but also
due to the different orders of the methods. For the first parameter, En-
SRF with N = 104 seems to be the best method in this comparison, while
for the other two it seems to be not so good. For the second, higher order
SRPCU runs give the best results — but not the P = 5 one. On the other
hand, for the last parameter SRPCU with P = 5 gives the best final res-
ult. Fig. 4.23 shows that the variance estimates for the three individual
parameters are not very different for all methods. Finally, Fig. 4.24 shows
probability density estimates for t = 50 (after the last update) for SRPCU
and EnSRF and different orders. There one may see that the SRPCU ends
up with quite close PDF estimates for the first two parameters, which also
improve with improved order of the expansion — again with the exception
of P = 5. Only the last parameter, b, seems to be difficult for all methods
— again except SRPCU with P = 5, which obtains the best estimate.
Strangely, the EnSRF results for N = 104 are clearly the worst. It can
be speculated that the outlier problem (see previous experiment) causes
problems for the parameter estimation as well.
From this task, one may conclude that the strongly non-linear connec-
tion between the parameters and the state variables poses difficulties for
higher order methods. Since these methods are able to better represent
the variance of the state variables (as demonstrated in the last experi-
ment), the ‘linearity conditions’ given in Eq. (4.19) may be violated. This
becomes especially apparent for SRPCU with P = 5, but also for EnSRF
with N = 104. Therefore, this application is feasible but using very high
order methods may not lead to the expected results.
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It should be noted that we have also obtained results for a combined
parameter-state estimation experiment with a reduced observation noise
level of σ = 0.1. There, similar results are obtained as with the previous
state-only estimation experiment and are therefore omitted. However, this
confirms the suspicion that the amount of variance retained the estima-
tion setup for above experiment is critical for linear Bayesian methods in
general (see also the discussion at the end of section 4.4).
4.5.3.5. Results: Combined State and Parameter Estimation with
Non-Linear Measurements
Figs. 4.25–4.29 compare the SRPCU approach to EnSRF on the same
parameter estimation task, now even using a non-linear measurement op-
erator. Already the RMSE comparison in Fig. 4.25 shows that the higher
order methods perform more or less generally worse. This is true for both
EnSRF and SRPCU. Therefore, a high-order EnKF run has been added
in the RMSE comparison — but it shows similar behaviour. By looking
at Figs. 4.26 and 4.27, one may see that the large RMSE is accompanied
with larger errors in the mean as well as larger variance estimates. The
variance estimates spread considerably more than with the linear state
measurement in the previous experiment. Fig. 4.28 shows again probab-
ility density estimates for the posterior of the last time step. As expected
from the RMSE and variance results, the higher order methods generally
produce worse estimates for the parameters. The lower order methods,
on the other hand, create quite good results, which is emphasised by
Fig. 4.29, where the higher order methods have been left out. However,
also there one may already see that SRPCU with P = 4 creates worse
estimates than SRPCU with P = 2, 3.
From this experiment it becomes even more clear that a non-linear meas-
urement operator must be treated with care — especially for higher order
methods and in the presence of significant observation uncertainty. How-
ever, this has already been observed in the previous experiment for a
linear — but indirect — measurement operator. In this case, a modified
formulation of the update equation should be used that does not employ
a linear measurement condition (cf. [359, p. 257f]). Alternatively, iterat-
ive improvements to the estimate could lead to better results (cf. [340,
Eq. (3.51)]).
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Figure 4.25.: Evolution of the overall RMSE for SRPCU and EnSRF on
a combined parameter and state estimation problem with a
non-linear measurement.
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Figure 4.26.: Evolution of the relative errors of the mean for the parameter
estimates with a non-linear measurement.
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Figure 4.27.: Evolution of the estimated variance for the parameters with
a non-linear measurement operator.
117
8.5 9 9.5 10 10.5 11
27.5 27.6 27.7 27.8 27.9 28 28.1 28.2 28.3 28.4 28.5
2.55 2.6 2.65 2.7 2.75
sˆ(ω)
p
(sˆ
(ω
))
rˆ(ω)
p
(rˆ
(ω
))
bˆ(ω)
p
(bˆ
(ω
))
SRPCU, P = 2
SRPCU, P = 3
SRPCU, P = 4
SRPCU, P = 5
EnSRF, N = 40
EnSRF, N = 80
EnSRF, N = 640
EnSRF, N = 104
(a)
(b)
(c)
Figure 4.28.: Probability density estimates for t = 50 (after the last up-
date) for SRPCU and EnSRF with a non-linear measure-
ment operator. The to-be-identified values s˘, r˘ and b˘ are
marked with a vertical bar.
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Figure 4.29.: Probability density estimates for t = 50 (after the last up-
date) for low order SRPCU and EnSRF with a non-linear
measurement operator. The to-be-identified values s˘, r˘ and
b˘ are marked with a vertical bar.
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4.6. Summary of Numerical Examples
On a scalar example it has been demonstrated that all LCE methods cre-
ate the same mean and variance results. Differences lie in higher moments,
as demonstrated by the skewness: there, it is evident that square-root and
non-square-root approaches are essentially two different estimators which
coincide in the Gauss-linear case. This is also demonstrated by probability
density estimates. While LPCU is the PCE-based equivalent to EnKF,
SRPCU is similarly related to EnSRF. When compared to MCMC, all
LCE methods result in different posterior distributions, as theory pre-
dicts: the subspace onto which the LCE projects is smaller compared to
the full CE subspace.
SRPCU has been demonstrated to reproduce the Kalman filter result in
case of Gauss-linear problems. For sequential estimation, the ‘colinear’
approximation to LPCU may be acceptable if the observation noise level
is low compared to the forecast. Additionally, it is a conservative ap-
proximation in the sense that the posterior variance is higher than with
the ‘correct’ implementation. The ‘independent’ approximation to the
LPCU is more problematic, and it is an optimistic approximation (pos-
terior variance is too low). SRPCU, on the other hand, does not involve
any approximation (besides the linearity assumption inherent to all LCE
approaches) and avoids the problem of a growing spectral basis in a con-
sistent way.
On the more complex example of Lorenz-63, the difference between non-
square-root and square-root approaches is also evident. For probability
density estimates, for variance, and for higher moments in general, the
SRPCU approach has been demonstrated to have advantages over En-
SRF in several functionals — and their reliability with respect to the
involved error terms and sources of noise. However, the precondition is
that the order of PC expansion is sufficiently high — otherwise EnSRF
may have advantages, albeit with low reliability if the ensemble size is
low. Additionally, SRPCU does not have issues with maintaining the es-
timation subspace span, as does EnSRF: the probability density estimates
do not start to be deteriorated by outliers after several updates. How-
ever, estimation tasks with non-linear relations and significant amounts
of variance generally must be treated with care: it has been demonstrated
that on these tasks, all LCE methods have difficulties — depending on
the specific estimation setup, and especially on the involved observation
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noise level. For such tasks, iterative schemes or other enhancements to
the methods may be required.
The choice whether to use a non-square-root or square-root approach is
certainly application dependent, but it is possible to give some indications.
For the Lorenz-63 model it was found that the square-root approaches
produce estimates which are more close to the prior — and thus more
consistent with the actual model dynamics. The reason for this is that the
distributional form of the measurement noise does not enter the update,
only the first two moments. This, however, may not always be wanted —
then one may have to use a non-square-root approach. However, there an
approximative solution is necessary at the moment to avoid a growth of
basis, and using a sampling representation may have advantages in that
case. The choice between sampling and spectral represetation is otherwise
indicated by what is available: if a spectral representation exists, and
above mentioned properties of square-root approaches are suitable to the
problem, SRPCU clearly should be used.
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Chapter 5.
Multi-Scale Wavelet
Analysis-based Localisation
The literature review in section 3.4.1.4 turns up a plethora of different
regularisation approaches, especially for probabilistic LCE methods. It
is clear that any application will require its own subset of these meth-
ods, together with possible modifications that further enhance perform-
ance. Over the course of this thesis, research has been conducted towards
a method which aims at making use of evidence which cannot be pre-
cisely — but approximately — related to spatio-temporal quantities of
the model.
The chapter is organised as follows: the presented approach is motivated
by an example, and it is discussed why multiscale wavelet transform is
thought to be an appropriate method. The ideas are connected to related
work, and concluded with a short discussion.
5.1. Motivation
Common covariance localisation approaches for LCE methods consider the
measurement — or ‘source of evidence’ — to be precisely located within
the spatial domain. This basically means that the source of evidence is a
point source — and the measurement operator is some kind of Dirac im-
pulse at a specific location in time and space. Then, an ‘area of influence’
is either assumed based on model correlation lengths or it is computed
with the help of heuristics (e.g. streamline simulation in case of subsurface
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flows). From this information a compact, smooth ‘damping operator’ for
the model space is constructed and used to remove covariance structure
beyond the area of influence.
However, this approach does not consider measurements which have a
smoothing or averaging nature. Examples are seismic measurements, but
also dynamic data for diffusive systems in general. Due to such smoothing
properties, small scale features (compared to the support of the meas-
urement operator) may not be resolved by the evidence, and therefore
cannot be reliably identified. However, common covariance localisation
approaches do not take this into account. The effects of a diffusive meas-
urement are demonstrated in the following example, and a way to mitigate
them is discussed.
Consider a signal s(x) consisting of two superposed sine waves over the
domain A = [0, 1], phase shifted by a1,2 ∈ [0, 1] and amplified by b1,2 ∈
[0, 1]. It is described by the function
s(x) = f(x, a1, a2, b1, b2)
= sin((10 + 3b1)(x− a1)) + (0.3 + 0.2b2) sin(200(x− a2)). (5.1)
The first sine wave is of large scale (longer wavelength, larger amplitude),
while the second one has a smaller scale. Two examples of such a signal are
given in Fig. 5.1. Everywhere in this example a simple discretisation of A
consisting of 100 equidistant points is used. Assume now that the actual
signal is unknown, and one plans to identify it from evidence obtained by
one of two possible measurement operations:
1. a Dirac measurement operator
D(s, x) = s δ(x− 0.5), (5.2)
located precisely at x = 0.5, and
2. a Gaussian measurement operator
G(s, x) = s σ
√
2pi exp(−(x− µ)2/(
√
2σ)2) (5.3)
with µ = 0.5 and σ = 0.02 (see Fig. 5.2 for a plot of the discretised
operator).
Both operators should measure the constant signal s(x) = 1 exactly.
Therefore, the discretised form of the Gaussian operator is re-normalised
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Figure 5.1.: Two example signals with the following coefficients:
f(x, 0.7, 0.2, 0.1, 0.4) and f(x, 0.3, 0.1, 0.3, 0.5).
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Figure 5.2.: Re-normalised Gaussian measurement operator G(s, x) ap-
plied to the constant signal s(x) = 1. The maximum is
located at x = 0.5 and more than 99.99% of the energy is
concentrated in the interval [0.4, 0.6].
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Figure 5.3.: Covariance for the two measurement operators, estimated
from a large ensemble.
so that the sum of the coefficients is 1.0 — equal to the Dirac operator.
For simplicity no measurement error is considered in this example.
An ensemble-based LCE method shall be used for signal identification.
Therefore, the phase shifts and amplifications are considered as RVs with
a1,2(ω), b1,2(ω) ∼ U(0, 1). A sample of different phase shifts and ampli-
fications is created as random realisations of these RVs. The realisations
are inserted into Eq. (5.1) and evaluated over the domain, resulting a
prior ensemble of discrete signals. With the prior ensemble we can es-
timate the covariance between the measurement result and the model
variables (cf. Eq. (3.9)). Such an estimate is plotted in Fig. 5.3 for both
measurement operators and for a large ensemble of N = 10000 realisa-
tions (therefore we can consider it as exact). There, one can see that the
Dirac measurement carries information on the small signal scales, while
the Gaussian one does not. While this may be somewhat expected, it is
an important result: the smoothing operator simply cannot resolve small
scale features of the signal, giving us no hope for identifying them with this
setup. However — thinking of a real application — small scale features
may also be of minor importance for the identification anyway, due to the
smoothing nature of the system. Therefore, if the smoothing nature of
the measurement operator or the system dynamics is known a priori, this
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Figure 5.4.: Multiscale wavelet decomposition of the two estimated cov-
ariance functions from Fig. 5.3 using a Daubechies-3 wavelet.
The dots represent the Gaussian operator covariance, whereas
the lines correspond to the Dirac. The topmost plot repres-
ents coarsest structure, the following plots increasing details.
Note the different numbers of coefficients for the levels.
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Figure 5.5.: Wavelet decomposition of the same covariance structure as
Fig. 5.4, but estimated from a small ensemble of N = 10
realisations.
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Figure 5.6.: Two reconstructions (unfiltered, filtered) of the covariance
structure associated with the Gaussian measurement oper-
ator, estimated from a small ensemble of N = 10 realisa-
tions. Compared to the estimate obtained from a very large
ensemble.
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information should be included into the solution process for the inverse
problem to further regularise it.
Multiscale wavelet analysis is a highly suitable tool to include this in-
formation into the process: consider Fig. 5.4, where a multiscale wavelet
decomposition of the covariance functions of Fig. 5.3 is presented. The ap-
proximation coefficients and the detail coefficients of decomposition levels
one and two are equal for both operators. They correspond to large scales
in the covariance functions, meaning that both operators resolve those
scales equally well. However, with increasing detail coefficient level, smal-
ler scales are represented. There a major difference between the Gaussian
operator and the Dirac operator can be seen: for the Gaussian operator
the detail coefficients of levels three and four are practically zero, while the
Dirac measurement coefficients are still significant. The example demon-
strates that — even with a large ensemble and no measurement noise
— smale scales in the model may not be resolved when a smoothing
measurement operator or diffusive system dynamics are involved. This
motivates us to neglect these scales in the identification — which is easily
accomplished by setting irrelevant wavelet coefficients to zero. This is the
underlying principle of the wavelet-based covariance localisation approach
presented in this section.
Removing such irrelevant coefficients has two aspects: (1) it may save us
from trying to identify model scales that cannot be identified from evid-
ence anyway, and (2) it has the potential to avoid small-scale sampling
noise resulting from the small ensemble sizes used in practical applica-
tions. Both aspects may be of interest for geoscience applications. While
the first aspect is quite obvious, the second one needs some discussion:
Fig. 5.5 shows the wavelet decomposition of the same covariance estimate
as given in Fig. 5.4, but estimated from a three orders of magnitude smal-
ler ensemble of N = 10 members. By direct comparison with Fig. 5.4, one
can see that this small ensemble is already sufficient to estimate large scale
covariance structure sufficiently well (up to detail coefficients of level two
in this example). On the other hand, small scale coefficients contain signi-
ficant errors — especially for the Gaussian measurement operator — due
to the small ensemble size. Therefore setting those erroneous coefficients
to zero may result in an improved covariance estimate. This is demon-
strated in Fig. 5.6 for the given example. There, the unfiltered covariance
estimate obtained from the small ensemble is plotted. It is compared to
a naively filtered variant wheren the detail coefficients of levels three and
four are completely set to zero before performing an inverse wavelet trans-
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form. The obtained covariance estimate is indeed comparable to the one
computed from a much larger ensemble.
Note that traditional covariance localisation does not help at all with this
example: since the decorrelation distance is essentially infinity, it will
remove valid covariance structure. On the other hand some regularisation
approach is necessary to mitigate sampling errors, and the wavelet-based
localisation approach can do this.
5.2. Other Regularisation Methods and the
Wavelet-based Approach
From the literature review in section 3.4.1.4 the main ideas for regularisa-
tion of stochastic LCE methods can be sorted into the following groups,
based on the type of additional knowledge they introduce:
Regularised Sampling encompasses all methods that do not employ
knowledge of the model, but of the probabilistic nature of the in-
volved method — they aim at mitigating sampling errors when the
sampling is performed.
Regularisation of Variance encompasses all methods that aim at mitigat-
ing a specific effect of sampling, and especially of small Monte Carlo
ensembles: the ensemble variance may prematurely collapse. Most
of these methods do so by increasing the variance of the ensemble,
either heuristically or adaptively.
Regularisation by Locality encompasses all methods which employ some
measure of distance and position within the model to regularise the
problem. Thus, these are the only methods which use knowledge
from the model itself. For example local updating, covariance local-
isation, as well as local averaging employ distances and position of
measurements within a spatial model domain Xs for the regularisa-
tion.
It should be noted that some of the adaptive ‘regularised sampling’ meth-
ods are sometimes termed as ‘localisation’ approaches in literature, be-
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cause they tend to have similar effects on the estimation. However, this
seems to be not conclusive and should be considered with care: just be-
cause sampling errors tend to be more dominant when distant correlations
are to be estimated — and this effect can be detected and diminished by
such methods — they do not use additional knowledge on the problem
based on locality. And this is certainly the defining feature of any local-
isation approach.
The wavelet-space based regularisation method discussed in this section
is certainly a covariance localisation approach, since it requires a notion
of distance and is applied to covariance (or Kalman gain) estimates. By
filtering out local small-scale noise it also has a strong connection to local
averaging approaches. Additionally, due to the separation of scales, it can
effectively filter out small scale long-range correlations which are usually
solely due to noise. Therefore it could be seen as a combination of several
regularisation approaches. Interestingly, this implies that it still could
be worthwile to combine it with regularised sampling and inflation, since
these aim at mitigating different sources of error, as discussed above.
5.3. Related Work
The approach presented by Chen et al. [89] is a close relative to the ideas
developed in this section. However, there a screening approach is used to
filter out ‘unreliable’ covariance estimates in wavelet space. It is mainly
based on knowledge from the method domain1 and therefore includes
additional knowledge from the model domain only in a limited way.
5.4. Connected Publications and Discussion
The state of the work has been published by Pajonk et al. [5]. It can be
seen as a mixed spatial-spectral regularisation technique for probabilistic
linear Bayesian updating. However, the current results of the research
did not justify an inclusion into this thesis. Especially the design of the
1The knowledge used is that sampling errors occur due to the probabilistic nature of
the method.
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wavetlet-space localisation operator proves to be crucial: an aggressive,
instable construction may quickly lead to filter divergence, while a non-
optimal construction leads to similar results already obtained by usual co-
variance localisation schemes in combination with inflation approaches.
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Chapter 6.
An Ensemble Kalman Filter and
Evolution Strategy Hybridisation
Over the course of this thesis, research has been conducted towards a con-
ceptual combination of ensemble Kalman filtering and evolution strategies
(ES, [314, 298, 315, 57, 58]) with application to inverse problems.
6.1. Motivation
The motivation to do this clearly comes from the practical application
point of view: evolutionary optimisation methods have proven their use-
fulness in real day-to-day applications over some time (e.g. [313]), which
is something the EnKF still has to achieve. On the other hand, the EnKF
has shown remarkable performance in some large-scale applications (e.g.
[159, 59, 118, 86, 87] [60, chapter 12]).
Both ES and the EnKF have in common that they represent their solution
of the problem by a set of possible solutions rather than a single guess.
This approach is called population-based or ensemble-based. In the EnKF
the set of realisations has a statistical meaning: they are a discretisation
of a PDF for the state; the population in ES generally does not. This
is of course a drawback when it comes to uncertainty quantification: in
contrast to the EnKF we cannot directly compute any statistical moments
from an ES population as it is not designed to represent a pdf; we can
only obtain a best-guess estimate of the objective values.
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Integrating an ensemble forward in time and assimilating data piecewise
is a concept that is widely unknown to ES due to its origin in numerical
optimisation: there we do not generally have a time dimension in the
problem that can be exploited by the algorithm. An individual is scored
by computing an objective function; if this involves integrating the sys-
tem over a time period and computing measurements does not influence
the algorithm. Therefore these algorithms cannot operate on the state
of a model, only on its parameters. The ES have a virtual time dimen-
sion related to iterations of the optimisation process. They are called
generations, again in analogy to the biological concept.
In contrast to ES, the EnKF has an intrinsic time dimension; it changes
the model states of the ensemble members and their parameters at every
assimilation step and computes the members forward in time until the
next assimilation step can take place. The update is performed using a
linear data mismatch term and the combined covariance structure of the
ensemble and the measurements. These are used to create an update term
for each ensemble member at every assimilation step. Thus we can regard
the Kalman gain matrix, in comparison to ES, as a combined scoring and
recombination operator.
The purpose of the mutation operator of ES can be compared to the
measurement ensemble created for the analysis step in the EnKF: Random
changes are introduced to measurements in the EnKF that are similar to
mutations in ES. However, in the EnKF mutations are not performed on
the ensemble members themselves but on the input data.
6.2. Evolution Strategies
Developed in the engineering community, evolution strategies are heur-
istical optimisation algorithms. The research in ES was driven by com-
plex, practical optimisation problems on which classical algorithms failed.
They are part of the bigger class of evolutionary algorithms (EAs, [80]),
a sub-field of bionics (e.g. [352]). Thus they are a synthesis of biology
and technology; other examples in computer science are artificial neural
networks [304] and swarm intelligence approaches [204, 37, 38]. Closely
related to ES are the genetic algorithms (GAs, [140, 84, 85]).
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Figure 6.1.: A parallel hybrid EnKF/ES scheme. This diagram shows the
basic idea of one step of a parallel hybrid EnKF/ES scheme.
Both algorithms use the same data but operate on different
subsets of xt(ω).
The central idea of evolutionary optimization algorithms is that they do
not create and track a single solution to an optimisation problem by im-
proving a first guess iteratively. Their approach is to use an entire popu-
lation of different solutions which are called individuals. These solutions
are represented by their genome, which is a vector of values describing
a solution. During the optimisation process this whole population is im-
proved iteratively using the main principles of evolution: relative fitness,
selection, mutation and recombination. For further details, the reader is
referred to above publications.
6.2.1. The Covariance Matrix Adaption Evolution
Strategy for Robust Optimisation
The covariance matrix adaption evolution strategy (CMA-ES, [156, 154,
155]) is a modern, robust and quasi-parameter-free algorithm highly suit-
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able for the hybridisation approach. For example, Heidrich-Meisner and
Igel [161] show that this algorithm is quite robust w.r.t. noise, choice of
hyper-parameters and initial value. Detailed results on noisy test prob-
lems are given by Auger et al. [35], and many other successful application
cases exist [153].
The basic idea of CMA-ES is to adapt the mean and covariance matrix
of a multi-variate normal distribution locally to a problem by success-
ively improving it with certain low-rank updates. This is somewhat a
resemblance of the updates of the inverse Hessian matrix in quasi-Newton
methods like BFGS [100]. In fact, Hansen [154, p. 78] argues ‘[...] that
the optimal covariance matrix equals the inverse Hessian matrix, up to a
constant factor. Consequently, the adaptation mechanism should aim to
approximate the inverse Hessian matrix.’ The new mean and the covari-
ance updates are computed in a certain way from the current population
members (like in the EnKF, so to say) as well as a history of previous pop-
ulation members. A new ES population is then generated by sampling
from the adapted multivariate normal distribution.1
The EnKF and the CMA-ES can be compared more specifically. They
both try to estimate a covariance matrix from the population/ensemble.
However, the approaches are quite different: the EnKF does not use in-
formation from historical ensembles, whereas the CMA-ES does so to
stabilise the estimation of the covariance. The EnKF creates new popu-
lation/ensemble members by a weighted linear combination of the pre-
vious ones — with random fluctuations due to the random measure-
ment ensemble — whereas the CMA-ES creates completely new popula-
tion/ensemble members by randomly sampling them from a distribution
which has been estimated from the historical evolution of the popula-
tion.
There are basically two possible approaches for hybridisation: the ES
and EnKF can be run in parallel (on different objective values, of course)
or serially. It is worthwile to allow for both approaches for maximum
flexibility. While the serial approach is conceptually straightforward —
simply apply first one method, e.g. the ES, to one set of objective values
and afterwards the other method to a different set — the parallel approach
needs some explanation. The basic idea is sketched in Fig. 6.1: split the
model xt(ω) into two disjunct sets, xESt (ω) and xKFt (ω). The choice of
1For details see the work of Hansen [154].
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splitting is up to the user and should be performed w.r.t. the strength of
either algorithm. Then, at each time new evidence zt(ω) is available, each
of the algorithms receives this — as well as the simulated data yt(ω) —
and can compute an update to its set. However, analogous to [167], one
may treat η(ω) or ξ(ω) by one of the methods, e.g. the ES, to improve
the performance of the other one treating xt(ω). In ES this is a common
approach: parameters of the algorithm, for example mutation strength or
probability, are treated as part of the genome of an individual. They are
evolved using the same principles that modify the solution to the problem
itself. This is the basis for the so-called self-adaptivity of evolutionary
algorithms: they can adopt their parameters to the problem. This bears
some resemblance of hierarchical Bayesian [135, chapter 5] approaches,
with an example being the HEnKF shortly mentioned in section 3.4.1.3.
It is clear that to make such a hybrid approach robust, each of the involved
algorithms has to be able to cope with what is called a noisy objective
(e.g. [327, section 2.3]). If there are mutual interdependencies between
variables in the two sets these clearly will have effects on the algorithms
when operated this way.
6.3. Related Work
A related comparison on evolutionary algorithms and filters, which also
resulted in a hybrid algorithm, is given in [165]. There, the authors com-
pare GA and probabilistic filters and develop a hybrid strategy [166]. In
[167] they discuss this method, which aims at estimating unknown para-
meters of a measurement and model error distribution using a genetic
algorithm. The results are subsequently employed in a probabilistic filter
algorithm. They call this a ‘self-organising state space model’.
Approaches related to the presented one are the combination of ideas from
Evolutionary Algortihms and Markov Chain Monte Carlo [109], and, more
generally, of evolutionary and statistical ideas in, for example, [40].
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6.4. Connected Publications and Discussion
The state of the work and applications of it have been published by Pajonk
et al. [2, 3], Schulze-Riegert et al. [12, 13], and Pajonk et al. [4]. The
conceptual connection of EnKF and ES has lead to a robust, flexible
software framework which can handle a wide amount of optimisation tasks
— especially in the context of hydrocarbon reservoir optimisation.
Detailed research results have been excluded from this work since the
concept does not directly fit the main theme of ‘linear spectral methods’,
and therefore would cause unnecessary disturbance for the reader. How-
ever, the reader is encouraged to review above mentioned publications for
further information.
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Chapter 7.
Conclusions
In this work a Bayesian framework for inference has been presented which
is based on random variables as the basic building blocks. This approach
allows for a natural, direct treatment of uncertainties in the context of
identification and, by direct extension, optimal control problems. The
major existing lines of methodological research have been highlighted and
connected to this framework. This review turned up some prospective
areas of research as well as some more apparent ones.
For the area of linear Bayesian identification a new approach has been
presented which allows for direct, sequential inference solely based on
stochastic spectral expansions. The approach has been compared to ex-
isting, related ones on several numerical examples. On a scalar example
the relation to probabilistic relatives and to fully non-linear Bayesian up-
dating has been discussed. On Gauss-linear problems it reproduces the
Kalman filter results, as theory predicts. Two related, approximative
approaches presented by other authors have been included into the com-
parison. On a more complex example the new approach has advantages
over probabilistic methods when estimating variance, but especially also
higher moments and full probability densities. This is mainly due to the
usage of orthogonal spectral expansions, which have — depending on the
application — favourable convergence properties. With this new, fully
spectral approach no detour to sampling methods is necessary to infer the
posterior spectral expansion — also in the context of sequential identi-
fication of dynamical systems. Additionally, real time applications may
benefit from it, because the implementation of this approach is fully de-
terministic.
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The limitations of this approach, as well as of two related ones, have been
investigated on parameter estimation tasks. It has been demonstrated
that a non-linear connection between variables may cause problems for
these methods if the involved uncertainties are too high — depending on
the specific application.
Additionally, a conceptual combination of ensemble-based sequential iden-
tification methods and population-based optimisation approaches has
been developed over the course of the thesis. While the results are quite
satisfying and have led to improvements in complex, practical inference
workflows the approach is not strongly connected to the main theme of
this thesis and therefore only briefly presented. Readers specifically in-
terested in this topic are kindly referred to the publications referenced in
the main text.
7.1. Outlook
As usual in research, only some possibilities for the presented inference
approach could be investigated. Therefore we have picked out the — in
our opinion — most immediate directions of research and have tried to
properly investigate them. Clearly a lot of work remains to be done —
some of which is given as an outlook here.
The SRPCU approach itself does not have a strong dimensional depend-
ence. Similarly to ensemble schemes, local updating approaches may be
developed to support large observation sets. However, the growth of the
underlying spectral expansion may limit the applicability. It will there-
fore be crucial to combine this inference approach with adaptive subspace
selection schemes for the stochastic representation. In that context, also
the ‘correct’ LPCU implementation may become competitive for sequen-
tial applications and needs to be re-considered.
With the PCE being just one example of a suitable series expansion, the
combination with gPCE approaches may be important for certain ap-
plications. Also the combination with stochastic collocation approaches
for the forward solution may be worthwhile (cf. [369]). As to exten-
sions towards non-linear identification, iterative variants of this scheme
are promising and do not entail major conceptual effort or modifications
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(cf. [340, Eq. (3.51)]). This should further enhance the applicability to
non-linear problems. Also the investigation of regularisation techniques
similar to the ones already popular with probabilistic implementations like
the EnKF may further improve the performance of this method. Lastly,
the investigation of pre-multiplication square root schemes (in contrast to
the presented one) may result in advantageous methods.
In addition to the spectral identification method, the concept of a spe-
cific multi-scale covariance localisation approach for probabilistic sampling
LCE has been shortly presented. It is based on the usual assumptions of
relative spectral importance of large-scale, slowly varying components of
a signal. Using a multi-scale wavelet decomposition, such parts of a signal
could be discriminated and specially designed localisation functions could
be applied to different parts of a signal. However, this line of research has
not yet led to results justifying an extensive discussion, which is why it
demands only a small share of this thesis. The specific difficulty with the
approach is the construction of the localisation operator, where further
research and numerical tests are necessary.
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Appendix A.
Random Variables
This appendix summarises some important properties and results for RVs
which are used throughout the text.
A.1. Random Fields and Random Processes
It is usual to denote an RV having a spatial extent as a random field (RF)
and an RV having a time extent as a random process (RP). Obviously,
combinations are possible — which will be denoted in general as random
fields. To add to the confusion, some authors also use the notion of random
process for random fields.
Since the model and data spaces introduced in Eq. (2.1) on page 7 are
assumed to be Banach spaces (and not simply the d-dimensional real or
complex numbers), there are several non-equivalent ways to define gener-
alised RFs and RPs (cf. [318, 319, 168]). This work follows the approach of
Holden et al. [168, esp. Eq. (2.2.21)], where random processes generalised
w.r.t. the ω-argument and pointwise defined on the remaining paramet-
ers are introduced. This fits the necessities of this work, as xs is — as
discussed in section 2.1.4 on page 13 — usually a subset of Rd, and the
RFs therefore do not need to be generalised w.r.t. this parameter (but see
[318, 319] for an approach in this direction). However, in the construction
of Holden et al. [168] used here, the model and data spaces need to be
Hilbert spaces — but this poses no practical restrictions on us.
RFs/RPs are are written as random spatial functions. This is expressed
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by writing them in boldface (remember that X may already be a function
space;cf. section 2.1.4):
r(ω) ∈ L0(Ω;X ). (A.1)
Regarding Eq. (2.10) on page 11, for RPs (which take values in Xq) we
usually write rt(ω) and for time dependent RFs rt(ω). This setup allows
us to distinguish between RVs, RFs and RPs only by notation. Note that
a similar construction, of course, applies to the data domain Y, as well as
toM.
A.2. The Connection of Random Variables and
Information Content
The connection between RVs and their information content is the tool for
representing ‘incomplete information caused by errors’ in our stochastic
approach to modelling uncertainty. This connection is established via the
so-called σ-algebra generated by an RV r(ω):
σ(r) := {B ∈ S |B = r−1(E) where E ∈ B(X )}. (A.2)
Obviously, r(ω) is σ(r)-measurable, but it is also A-measurable for any
σ-algebra A with σ(r) ⊂ A (see also [68, p. 4]).
The generated σ-algebra can be coarse or fine, meaning that it contains
less or more different events for which a probability is known. It is in this
sense that a σ-algebra can be seen as to represent the information content
of an RV. For example, Billingsley [62, p. 57f] discusses the significance
of sub-σ-algebras (sub-σ-fields in his denomination) in probability theory,
and how they can be seen as to represent partial information. Applebaum
[27] aims to combine information and probability theory, at least on dis-
crete sample spaces. Gray [146, p. 173ff] discusses the concept of relative
entropy or divergence of two probability measures on the same probabil-
ity space. Kullback and Leibler [218] is an early reference on this topic,
where the Kullback-Leibler divergence between two probability measures
is introduced as a measure of ‘information gain’. Gourieroux and Monfort
[144, section 3.3] describe a popular absolute measure of information, the
Fisher information, and how it is related to the Kullback-Leibler diver-
gence. Ben-Naim [46, p. xvii] even comes to the following conclusion:
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Finally, I believe that the time has come to reach the inev-
itable conclusion that “entropy” is a misnomer and should be
replaced by either missing information or uncertainty. These
are more appropriate terms for what is now referred to as “en-
tropy.”
Obviously, different RVs create different push-forward probability meas-
ures and σ-algebras. Our aim is to use RVs to describe a probability
measure which represents our state of knowledge on the space M. Such
knowledge may come from objective data, e.g. seismic measurements of
some underground structure, information on accuracies of involved meas-
urement devices, statistical information obtained from problems somehow
‘similar’ to the one at hand — but also subjective ‘engineering knowledge’
coming from several years of work experience in practical applications.
This knowledge may be quite complex, and it is often not easy at all to
formally capture it into RVs. Nonetheless, this step is a very important
one in the whole process, especially when data is sparse. Stuart [335,
p. 462] clearly demonstrates this.
A.3. The Connection of Random Variables and
Probability Densities
Section 2.3.1 shows that an RV r(ω) creates a push-forward probability
measure r∗P on X . Given a reference measure µ on X , with r∗P being
absolutely continuous w.r.t. µ (usually written as r∗P  µ; e.g. [112,
p. 279] or [68, p. 9]), by the Radon-Nikodým-theorem (e.g. [33, p. 65]) the
measure r∗P possesses a probability density function (PDF) p(·) w.r.t. µ
in the sense that
∀E ∈ B(X ) :
∫
E
r∗P(dx) =
∫
E
p(x)µ(dx). (A.3)
This is usually written as
dr∗P
dµ (x) = p(x), (A.4)
and is called the Radon-Nikodým-derivative. If µ happens to be the Le-
besgue measure, then p(x) is simply called the probability density function
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[68, p. 9] — although it can be a generalised function in the sense of dis-
tributions [208].
As already mentioned the spaces X and Y are assumed to be Banach
spaces. For this setting the reference probability measure µ cannot be
the Lebesgue measure, due to the possibly infinite dimensions the Banach
spaces may have: The infinite-dimensional Lebesgue measure, which we
would need to be able to find ‘the’ probability density functions for r∗P
does not exist. However, many measures have a density with respect to a
Gaussian measure (cf. [335, p. 527]), and µ is therefore often assumed to
be such a measure1. In addition, Tarantola [340, p. 11] hints that even an
infinite ‘volume’ of X and Y — resulting in an infinite reference measure
µ, which is therefore no longer a probability measure — does not generally
cause problems. However, since the primary tool of this work are RVs this
aspect is not discussed any further.
PDFs are the bridge to classical probability theory, which is strongly foun-
ded on mathematical measure theory and therefore employs PDFs and
probability measures as its primary objects. In contrast, in this work the
RVs themselves are the primary objects of interest.
A.4. An Integration Algebra of Random
Variables
In addition to being a vector space, RVs r(ω) ∈ L∞(Ω;R) form an associ-
ative and commutative C∗-algebra, often denoted as B (cf. [317, chapters 8
and 14] or [258, section 13.4]2). This algebra is itself a Banach space, pos-
sesses an algebra-anti-automorphism called involution (usually denoted
by a star, (·)∗, and the algebra multiplication is continuous. One usually
assumes that the algebra has a distinguished element
e ∈ B (A.5)
1A Borel measure µ on a separable Banach space V is called Gaussian if the push-
forward of µ by any non-zero linear functional in the continuous dual space to V is
a Gaussian measure on R. The reader interested in details on this is kindly referred
to [94, chapter 1].
2In this work we exclusively deal with real valued RVs.
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called the unit element. In this algebra we have defined a multiplication
operation
∀a, b ∈ B : a · b 7→ c ∈ B, (A.6)
positive elements y ∈ B with
y = x∗x, x ∈ B, (A.7)
(usually written as y ≥ 0) and also k-th roots (cf. [258, p. 65]), thereby
introducing the additional structure which is necessary to allow for RVs
as primary objects of interest in probability theory.
Additionally, one assumes that a certain positive linear functional (an
abstract integral)
E(·) ∈ L (B;R) (A.8)
called the expectation is defined. Concretely, the expectation of any meas-
urable function f of an RV is defined as
E (f(r)) :=
∫
Ω
f(r(ω))P(dω). (A.9)
For brevity any extensive discussion about the properties of this integral
and the connection to measures P is omitted here. The reader is referred
to the respective literature (e.g. [33]). Let us from now on assume that all
technical requirements for well-posedness of the involved functions and
measures are fulfilled. The expectation functional is used to define an
inner product (cf. Eq. (A.12)), and B may be completed w.r.t. this inner
product [317]. Note that for B = L∞(Ω;R) this yields L2(Ω;R). This
important special case is discussed further in appendix A.5.
For RFs r(ω) ∈ L0(Ω;X ), above definitions can be extended in the fol-
lowing way: assume that Xq ⊆ Rn (until now it has been assumed that it
is a generic vector space; however, this is practically no restriction for real
applications), and for each n consider L0(Ω;R) ⊗ Xs. The expectation
defined on this product for ψi ∈ L0(Ω;R) and xs ∈ Xs becomes (also for
each n)
E
(∑
i
ψi ⊗ xs
)
:=
∑
i
E (ψi)⊗ xs. (A.10)
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Here ⊗ denotes as usual the tensor product or outer product. For a more
complete description see also the book of Janson [184, appendices B and
C].
A different approach to define an algebra of RVs is presented in the book
of Springer [328]. There, distribution functions for algebraic functions of
RVs are derived via integral transforms like Fourier, Laplace and especially
Mellin. RVs are — again — not treated as primary objects of interest,
though.
A.5. The Hilbert Space of Random Variables
Under certain circumstances it is useful to consider the RVs r(ω) living in
the Lebesgue space L2(Ω;M), which is a subspace of L0(Ω;M) defined
previously. This is the space of RVs with finite second moment or —
equivalently — of finite variance (cf. Eq. (A.20))
tr(Cr) <∞. (A.11)
Given that M is a Hilbert vector space with inner product 〈·|·〉M these
RVs form a complete Hilbert space of measurable functions (e.g. [168,
Eq. (2.2.21)]). The expectation operation defined in Eq. (A.8) defines an
inner product on L2(Ω;M) via
〈r1|r2〉L2(Ω;M) := E(〈r1|r2〉M), (A.12)
and the norm induced by this inner product is
‖r‖L2(Ω;M) :=
»
〈r, r〉
L2(Ω;M). (A.13)
Informally speaking this inner product can be used to measure angles (rep-
resenting correlation) between RVs, which will become highly important
later on.
A similar L2-setting is described in Luenberger [245, p. 79ff], but without
any connection to probability measures on a joint model-data space M
and no discussion on the impact of a continuous spatial extent of the
model.
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A.6. Elementary Functions of Random Variables
For the sake of completeness and to introduce notation some of the most
important examples of measurable functions are given in this section.
Most of these functions have a form similar to
E (rn) :=
∫
Ω
r(ω)n P(dω), n ∈ N, (A.14)
which is called the nth moment of r(ω). The special case of the first
moment,
r¯ := E (r) =
∫
Ω
r(ω)P(dω), (A.15)
is called the expected value ormean of the RV r(ω). Note that this quantity
can be considered as a constant, deterministic offset in stochastic space.
Therefore it is sometimes convenient to consider the ‘random part’ of an
RV alone, so we define (in case r¯(ω) <∞)
r˜(ω) := r(ω)− r¯. (A.16)
For RVs r˜(ω), the mean is obviously zero, thus we call them centred. This
allows us to define the nth centred moment of r(ω):
E (r˜n) :=
∫
Ω
r˜(ω)n P(dω), n ∈ N. (A.17)
The second centred moment E
(
r˜2
)
is also known as the variance of r(ω).
It has been already mentioned that, due to the spatial and/or time extent
of the system under consideration, one often works with random fields.
Above definitions extend quite naturally to this more general case. In
the following we limit the notation to spatial dependence as temporal
dependence is technically the same. Let us define for r1(ω), ..., rn(ω) ∈
L2(Ω;M), n ∈ N the nth centred moment by
Mnr1...rn := E
(⊗nj=1r˜j) , (A.18)
a tensor of order n. As a special case of this, for two RVs r1(ω), r2(ω) ∈
L2(Ω;M), we have
Cr1r2 := M2r1r2 = E (r˜1 ⊗ r˜2) , (A.19)
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which we call the cross-covariance of the RFs r1(ω) and r2(ω). The
special case of r1(ω) = r2(ω) = r(ω) given by
Cr := Crr (A.20)
is called covariance of r(ω).
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Appendix B.
Polynomial Chaos Expansion
This appendix lists additional material which is helpful to understand and
implement the PCE in numerical schemes. See also, e.g. , the introductory
part of Le Maître and Knio [224], Matthies [256], or Xiu [363] for related
information.
B.1. Multi-Indices
In the PCE formulation, the need for multi-indices of arbitrary length
arises. Formally they may be defined by
α = (α1, . . . , αj , . . .) ∈ J := N(N)0 , (B.1)
which are sequences of non-negative integers, only finitely many of which
are non-zero. As by definition 0! := 1, the following expressions are well
defined:
|α| :=
∞∑
j=1
αj ,
α! :=
∞∏
j=1
αj !, (B.2)
`(α) := max{j ∈ N |αj > 0}.
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B.2. Hermite Polynomials
As there are different ways to define — and to normalise — the Hermite
polynomials, a specific way has to be chosen. In applications with prob-
ability theory it seems most advantageous to use the following definition
[164, 168, 184, 247]:
hk(t) := (−1)ket2/2
Å d
dt
ãk
e−t
2/2; ∀t ∈ R, k ∈ N0, (B.3)
where the coefficient of the highest power of t — which is tk for hk — is
equal to unity.
The first five polynomials are
h0(t) = 1, h1(t) = t, h2(t) = t2 − 1,
h3(t) = t3 − 3t, h4(t) = t4 − 6t2 + 3,
and the recursion relation for these polynomials is
hk+1(t) = t hk(t)− k hk−1(t); k ∈ N. (B.4)
These are orthogonal polynomials w.r.t. the standard Gaussian probabil-
ity measure Γ, where Γ(dt) = (2pi)−1/2e−t2/2 dt— the set {hk(t)/
√
k! | k ∈
N0} forms a complete orthonormal system (CONS) in L2(R,Γ) — as the
Hermite polynomials satisfy∫ ∞
−∞
hm(t)hn(t) Γ(dt) = n! δnm. (B.5)
Multi-variate Hermite polynomials will be defined right away for an in-
finite number of variables, i.e. for t = (t1, t2, . . . , tj , . . .) ∈ RN, the space
of all sequences. This uses the multi-indices defined in appendix B.1: For
α = (α1, . . . , αj , . . .) ∈ J remember that except for a finite number all
other αj are zero; hence in the definition of the multi-variate Hermite
polynomial
Hα(t) :=
∞∏
j=1
hαj (tj); ∀t ∈ RN, α ∈ J , (B.6)
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except for finitely many factors all others are h0, which equals unity, and
the infinite product is really a finite one and well defined.
The space RN can be equipped with a Gaussian (product) measure [164,
168, 184, 247], again denoted by Γ. Then the set {Hα(t)/
√
α! | α ∈ J } is
a CONS in L2(RN,Γ) as the multivariate Hermite polynomials satisfy∫
RN
Hα(t)Hβ(t) Γ(dt) = α! δαβ , (B.7)
where the Kronecker symbol is extended to δαβ = 1 in case α = β and
zero otherwise.
B.3. The Hermite Algebra
Consider first the usual univariate Hermite polynomials {hk} as defined
in Eq. (B.3). As the univariate Hermite polynomials are a linear basis
for the polynomial algebra, i.e. every polynomial can be written as linear
combination of Hermite polynomials, this is also the case for the product
of two Hermite polynomials hkh`, which is clearly also a polynomial:
hk(t)h`(t) =
k+∑`
n=|k−`|
c
(n)
k` hn(t) (B.8)
The coefficients are only non-zero for integer g = (k + ` + n)/2 ∈ N and
if g ≥ k ∧ g ≥ ` ∧ g ≥ n [247]. They can be explicitly given
c
(n)
k` =
k! `!
(g − k)! (g − `)! (g − n)! , (B.9)
and are called the structure constants of the univariate Hermite algebra.
For the multivariate Hermite algebra, analogous statements hold [247]:
Hα(t)Hβ(t) =
∑
γ
cγαβHγ(t). (B.10)
with the multivariate structure constants
cγαβ =
∞∏
j=1
c
γj
αjβj
, (B.11)
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defined in terms of the univariate structure constants Eq. (B.9).
From this it is easy to see that
E (HαHβHγ) = E
Ç
Hγ
∑
ε
cεαβHε
å
= cγαβγ!. (B.12)
Products of more than two Hermite polynomials may be computed recurs-
ively, we here look at triple products as an example, using Eq. (B.10):
HαHβHδ =
(∑
γ
cγαβHγ
)
Hδ
=
∑
ε
(∑
γ
cεγδc
γ
αβ
)
Hε. (B.13)
B.4. The Hermite-Transform
A variant of the Hermite transform maps a random variable onto the set of
expansion coefficients of the PCE [168]. Any random variable r ∈ L2(Ω)
which may be represented with a PCE
r(ω) =
∑
α∈J
rαHα(θ(ω)) (B.14)
is mapped onto
H (r) := (rα)α∈J =: (r) ∈ RJ . (B.15)
This way r¯ := E(r) = r0 and H (r¯) = (r0, 0, 0, ...), as well as r˜(ω) :=
r(ω)− r¯ and H (r˜) = (0, (rα)α∈J ,α>0).
These sequences may be seen also as the coefficients of power series in
infinitely many complex variables z ∈ CN, namely by∑
α∈J
rαzα,
where zα := ∏j zαjj . This is the original definition of the Hermite trans-
form [168].
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It can be used to easily compute the Hermite transform of the ordinary
product like in Eq. (B.10), as
H (HαHβ) = (cγαβ)γ∈J . (B.16)
With the structure constants Eq. (B.11) one defines the matrices Qγ2 :=
(cγαβ) with indices α and β. With this notation the Hermite transform of
the product of two random variables r1(ω) =
∑
α∈J r
α
1Hα(θ) and r2(ω) =∑
β∈J r
β
2Hβ(θ) is
H (r1r2) =
(
(r1)Qγ2(r2)T )
)
γ∈J . (B.17)
Each coefficient is a bilinear form in the coefficient sequences of the factors,
and the collection of all those bilinear forms Q2 = (Qγ2)γ∈J is a bilinear
mapping that maps the coefficient sequences of r1 and r2 into the coeffi-
cient sequence of the product
H (r1r2) =: Q2((r1), (r2)) = Q2 (H (r1),H (r2)) . (B.18)
Products of more than two random variables may now be defined recurs-
ively through the use of associativity. e.g. r1r2r3r4 = (((r1r2)r3)r4):
∀k > 2 : H
(
k∏
j=1
rj
)
:= Qk((r1), (r2), . . . , (rk)) :=
Qk−1(Q2((r1), (r2)), (r3) . . . , (rk)). (B.19)
Each Qk is again composed of a sequence of k-linear forms {Qγk}γ∈J , which
define each coefficient of the Hermite transform of the k-fold product.
B.5. Higher Order Moments of
Hermite-Transforms
Consider RVs rj(ω) =
∑
α∈J r
α
jHα(θ(ω)) with values in a vector space
V, then r¯j , r˜j(ω), as well as rαj are in V. Any moment may be easily
computed knowing the PCE. The k-th centred moment is defined as
Mkr1...rk = E
(⊗kj=1r˜j) , (B.20)
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a tensor of order k. Thus it may be expressed via the PCE as
Mkr1...rk =
∑
γ1,...,γk 6=0
E
(
k∏
j=1
Hγj (θ)
)
⊗km=1 rγ
m
m , (B.21)
and in particular:
Cr1r2 = M2r1r2 = E (r1 ⊗ r2)
=
∑
γ,β>0
E (HγHβ) rγ1 ⊗ rβ2 (B.22)
=
∑
γ>0
γ! rγ1 ⊗ rγ2 ,
as E (HγHβ) = δγβγ!. The expected values of the products of Hermite
polynomials in Eq. (B.21) may be computed analytically, by using the
formulas from appendix B.3.
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Appendix C.
Metrics for Comparison
In this appendix details are given on the comparison metrics used in the
numerical examples.
C.1. Root Mean Square Error
The root mean square error of the estimator xˆ(ω) in relation to the the
correct — or ‘true’ — value x˘ is defined as
RMSE(xˆ(ω)) =
»
E ((xˆ− x˘)2). (C.1)
If estimator and model are vectors of size n, the mean over the RMSE
over all vector entries x(ω) = (..., xi, ...)T is computed:
RMSE(xˆ(ω)) = 1
n
n∑
i=1
»
E ((xˆi − x˘i)2). (C.2)
C.2. Relative Error
The relative error of a functional f(·) of the estimator xˆ(ω) for the ‘truth’
x˘ is defined for ‖x˘‖ 6= 0 as
RE(f(xˆ)) = ‖f(xˆ)− f(x˘)‖‖f(x˘)‖ , (C.3)
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where the norm ‖ · ‖ is chosen appropriately to the domain where f(·)
and x˘ reside. Commonly used functionals are the expectation E (xˆ) = ˆ¯x,
a median p50(xˆ), or a mode of p(xˆ).
C.3. Sample Skewness and Kurtosis
The estimation of skewness from samples xi drawn from the RV x(ω),
with N being the sample size, can be performed according to
skew(x) ≈
1
N
∑N
i=1(xi − x¯)3Ä
1
N
∑N
i=1(xi − x¯)2
ä3/2 (C.4)
with x¯ being the sample mean.
Similarly, the kurtosis can be estimated according to
kurt(x) ≈
1
N
∑N
i=1(xi − x¯)4Ä
1
N
∑N
i=1(xi − x¯)2
ä2 − 3. (C.5)
C.4. Recursive Computation of Mean and
Variance Estimates from Monte Carlo
Samples
During an estimation process, statistics of the estimator have to be com-
puted for comparison purposes. As the estimator is regarded as an RV
r(ω), the two most important statistical values are the mean
r¯ := E (r) (C.6)
and the (centralised) variance
Var(r) := E
(
(r − r¯)2) . (C.7)
When the actual representation of the RV is a Monte Carlo sample — or
there is a cheap method to obtain such a sample — it is convenient to
estimate these values directly from the sample.
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Given a set of samples of size N , {r1, ..., rN}, we can compute the sample
mean as an estimation of the the true mean as
r¯ ≈ r¯N := 1
N
N∑
i=1
ri (C.8)
and the (centralised) sample variance as an unbiased estimation of the
true variance as
Var(r) ≈ VarN (r) := 1
N − 1
N∑
i=1
(ri − r¯)⊗2. (C.9)
However, it is often convenient to compute these estimators recursively
or “on the fly” while new samples ri of r(ω), with i ∈ N, arrive. This is
especially true for the application of sequential methods as discussed in
this work.
The estimators can be obtained recursively in the following way for the
mean
r¯1 = r1 (C.10)
r¯i+1 = r¯i +
ri+1 − r¯i
i+ 1 (C.11)
and for the variance
Var1(r) = 0 (C.12)
Vari+1(r) =
Å
1− 1
i
ã
Vari(r) + (i+ 1)(r¯i+1 − r¯i)2. (C.13)
See Weisstein [355] for a proof.
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Appendix D.
Implementation of the Ensemble
Kalman Filter
The EnKF implementation used for comparison in this work is described
here for reference purposes.
There are mainly three important points to consider when implement-
ing Eq. (2.49) using the stochastic sampling representation: for numer-
ical stability one should not solve the set of normal equations A =
(Cz + Cε)−1(Y − Z) straightforwardly. Due to possible ill condition-
ing, it is best solved by pseudo inversion, denoted by (·)†, using a singular
value decomposition (SVD) (e.g. Evensen [123]). For this, we replace Cε
with the ensemble estimate Cy. This is an acceptable approximation (see
Evensen [121], his section 3.4.3), which comes in handy now:
(Cz +Cy)† =
(
Z˜ Z˜T + Y˜ Y˜ T
)† (D.1)
which is, taking into account that Z˜Y˜ T ≡ 0 and Y˜ Z˜T ≡ 0,
=
((
Z˜ + Y˜
) (
Z˜ + Y˜
)T)†
, (D.2)
with the SVD of one factor being
UΣV T = Z˜ + Y˜ . (D.3)
Assume the singular values in the diagonal matrix Σ arranged descending
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by size. Inserting Eq. (D.3) into Eq. (D.2) one obtains((
Z˜ + Y˜
) (
Z˜ + Y˜
)T)† = (UΣΣTUT )† (D.4)
=
(
UΣ†Σ†
T
UT
)
, (D.5)
where Σ† is the pseudo-inverse of Σ, a diagonal matrix with the inverse
of the largest singular values from Σ. Below a certain threshold in Σ the
corresponding elements in Σ† are set to zero [142].
The second important point is that for the pseudo-inversion to work cor-
rectly, all components of the RVs y(ω) and z(ω) have to be on the same
scale. Otherwise, in the pseudo-inversion, the singular vectors of small
scale measurements are systematically associated with small singular val-
ues — which obviously are more easily truncated. Thus it could introduce
a bias in the update towards large scale measurements. This can be easily
fixed by scaling the RVs with the assumed measurement standard devi-
ation, thus making them non-dimensional.
The third important point is that we use second order exact sampling in
any case where a random number ensemble Ξ of size N is drawn from
an n-dimensional standard normal distribution N (0, In). This may be
achieved by subtracting an eventual mean
Ξ← Ξ− ξ¯ 1TN
to ensure that each entry has exactly unit variance and no covariance
between the entries exists:
Ξ← (C−1/2ξ ) Ξ.
This may not be feasible for large n. There, an approximation to the
above approach is to assume a strictly diagonal Cξ and correct only the
standard deviation of every row j = 1..n
∀j : (Ξ)j ← (Ξ)j ·
(»
Var((Ξ)j)
)−1
of the sample [122].
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