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Abstract
Pose prediction is an increasingly interesting topic in com-
puter vision and robotics. In this paper, we propose a new net-
work, Trajectorylet-Net, to predict future poses. Compared
with most existing methods, our model focuses on modeling
the co-occurrence long-term information and spatiotemporal
correlation. Specifically, a novel descriptor, trajectorylet, is
introduced to characterize the static and dynamic information
of the input pose sequence. Then, a coupled spatio-temporal
learning schema is proposed to generate trajectorylet descrip-
tors, which can simultaneously capture the local structure of
the human body and the global co-occurrence temporal in-
formation of the input sequence. Finally, we propose to pre-
dict future poses by gathering trajectorylet descriptors grad-
ually. Extensive experiments show that our method achieves
state-of-the-art performance on two benchmarks (e.g. G3D
and FNTU), which demonstrates the effectiveness of our pro-
posed method.
Introduction
Pose prediction has became an increasingly interesting topic
in the computer vision, which is widely applied to human-
computer interaction,video surveillance, etc (Chiu et al.
2019). The problem is very important in real applications.
For example, if the robot can predict the future dynamic of
humans, they can plan ahead and interact with humans to
avoid dangers. As is shown in Figure 1, the goal of pose
prediction is to predict future poses based on the observed
poses. Moreover, the movement of joints position can effi-
ciently and intuitively reflect the movement of the human
body (Holden, Saito, and Komura 2016), and the 3D skele-
tal data can be acquired easily and cheaply (Han et al. 2013;
Newell, Yang, and Jia 2016). Consistent with (Liu et al.
2019a), in this paper, we propose to predict future poses with
a previous skeletal sequence in an on-going activity.
Coupled spatio-temporal modeling plays a key role to pre-
dict future poses(Butepage et al. 2017; Liu et al. 2019a;
Xu et al. 2018). Two main methods of spatio-temporal
modeling are based on RNN (Recurrent Neural Network)
(Chiu et al. 2019; Martinez, Black, and Romero 2017;
Gui et al. 2018b; Jain et al. 2016; Gopalakrishnan et al.
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Figure 1: Pose prediction.
2019) and CNN (Convolutional Neural Networks) (Xu et
al. 2018; Butepage et al. 2017; Shih et al. 2012; Liu et
al. 2019a). RNN models have shown its power in tempo-
ral modeling, while it is inherently weak in spatial mod-
eling. For example, (Martinez, Black, and Romero 2017)
proposed a sequence-to-sequence architecture to predict fu-
ture poses entirely based on GRU (Gated Recurrent Unit),
which mainly focuses on capturing temporal information
and ignores the spatial structure of the human body to some
extent. CNN models have successfully used to predict hu-
man poses, while may fail to capture the spatio-temporal
structure information well. For example, (Xu et al. 2018;
Liu et al. 2019a) proposed a CNN based model to predict
future poses, which can model the spatio-temporal informa-
tion of previous frames. But the authors model the spatial
and temporal information separately, which may fail to cap-
ture the spatio-temporal structure information. However,the
spatial and temporal evolution in the on-going activity is an
organic whole, which indicates that the spatial and tempo-
ral information are coupled in essence. Therefore, this moti-
vates us to explore a new efficient spatio-temporal network
to predict future pose sequence.
Another important aspect is the co-occurrence long-term
temporal modeling, which is critical to predict more accurate
poses. Most of the existing works either model the long-term
temporal information of previous frames (Xu et al. 2018;
Liu et al. 2019a; 2019b) or model the co-occurrence spatial
information of the human pose (Li et al. 2018a; Wang et al.
2016), which may ignore the co-occurrence long-term mod-
eling of the previous sequence. For example, (Xu et al. 2018;
Liu et al. 2019a; 2019b) proposed to capture the long-
term information hierarchically, but it is difficult to cap-
ture the co-occurrence temporal information of the previous
sequence. Zhu et al. (Wang et al. 2016) and Li et al. (Li
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et al. 2018a) proposed to model the co-occurrence spatial
information to characterize actions, which ignores the co-
occurrence temporal information of the motion sequence.
Therefore, we propose to model the global co-occurrence
temporal information of previous frames.
To model the coupled spatio-temporal and long-term co-
occurrence temporal information, a novel trajectorylet de-
scriptor is introduced to describe the static and dynamic in-
formation of the previous sequence. Specifically, local spa-
tial features can be extracted by convolutional filters, and
global co-occurrence temporal features can be captured by
aggregating the frame-level features gradually. The similar
descriptor proposed in (Qiao et al. 2017) describes the local
static and dynamic information of joint trajectories within
a short interval by manual features (i.e. positions, displace-
ment and velocity of joints), but it may be difficult to cap-
ture the co-occurrence long-term temporal pattern of pose
sequence. To generate the trajectorylet descriptor and pre-
dict future poses, a new two-step network, Trajectorylet-Net,
is proposed entirely based on CNN. The first step aims to
generate trajectorylet descriptors that characterizes the local
spatial and global co-occurrence temporal information of the
previous sequence. The second step aims to predict future
poses by comprehensively aggregating trajectorylet descrip-
tors automatically. Finally, we evaluate the performance of
the proposed framework on G3D (Bloom, Makris, and Ar-
gyriou 2012) and FNTU (Liu et al. 2019a), and achieve
state-of-the-art results.
In summary, our main contributions are as follows:1)
We propose a new coupled spatio-temporal descriptor, tra-
jectorylet, which can model the local spatial information
and global co-occurrence temporal information simultane-
ously. 2) We propose a new simple but efficient two-step
network, Trajectorylet-Net, entirely based on CNN, which
can extract trajectorylet descriptors and predict future poses
end-to-end. 3) Experimental results show that the proposed
method achieves state-of-the-art performance on two bench-
mark datasets, G3D and FNTU, which demonstrates the ef-
fectiveness of our proposed method.
Related Work
In this section, we review related works from two per-
spectives: the spatio-temporal modeling of sequence-to-
sequence models and the long-term modeling of pose pre-
diction.
The spatio-temporal modeling of sequence-to-sequence
models: most of the sequence-to-sequence models capture
the spatio-temporal information of previous frames using
RNN model (Chiu et al. 2019; Martinez, Black, and Romero
2017; Gui et al. 2018b; 2018a; Fragkiadaki et al. 2015;
Jain et al. 2016; Gopalakrishnan et al. 2019; Liu et al. 2019b;
Kundu, Gor, and Babu 2019; Wang and Feng 2019; Guo
and Choi 2019). For example, (Martinez, Black, and Romero
2017) and (Gui et al. 2018b) proposed to predict future dy-
namics using a GRU-based encoder-decoder network. The
authors model the spatial and temporal information of pre-
vious poses with GRU cells, and predict future poses us-
ing GRU cells followed by a linear layer. Although RNN
models have shown its power in temporal modeling, but it is
relatively weak in spatial modeling. Therefore, many works
were proposed to address the spatio-temporal modeling of
sequence-to-sequence models using CNN models (Cho and
Foroosh 2018; Butepage et al. 2017; Vukotic´ et al. 2017;
Pavllo et al. 2019; Li et al. 2018b). There are two schemes to
model the spatio-temporal information: modeling the spatial
and temporal information separately, and modeling the spa-
tial and temporal equally. For example, (Cho and Foroosh
2018) proposed to model the spatial and temporal informa-
tion of previous frames separately. In detail, the author first
model the spatial information using VGG-16, and then use
T-CNN (Temporal Convolutional Neural Network) to model
the dynamics information of previous frames. (Butepage et
al. 2017) and (Li et al. 2018b) proposed to simultaneously
model the spatial and temporal information using CNN and
fully connected networks respectively, which may take the
spatial and temporal information equally and ignore some
spatio-temporal information.
The long-term modeling of pose prediction: it is very im-
portant to capture the long-term dynamic of previous poses
to predict accurate future poses. However, most of the ex-
isting pose prediction models are proposed based on RNN
(such as LSTM, GRU, i.e.), which is inherently hard to cap-
ture the long-term dependency of previous frames using its
recurrent unit (Martinez, Black, and Romero 2017; Gui et al.
2018b). Some works were proposed to model the long-term
dynamic of previous poses hierarchically (Chiu et al. 2019;
Liu et al. 2019b; Xu et al. 2018; Liu et al. 2019a). For ex-
ample, (Liu et al. 2019b) proposed to predict future human
poses using a hierarchical motion recurrent (HMR) model
that can simultaneously capture the local the global temporal
context of previous poses, which ignores the spatial informa-
tion of previous poses. Besides, (Xu et al. 2018) and (Liu et
al. 2019a) proposed to encode the global temporal informa-
tion of previous poses using a CNN based block (CMU) (Xu
et al. 2018). Although these hierarchical models can capture
the global temporal information of all input frames, similar
to the commonly used RNN-based models, it is difficult to
capture the co-occurrence temporal information of all pre-
vious frames. Moreover, other works can model the global
temporal evolution of all history poses (Butepage et al. 2017;
Li et al. 2019; Pavllo et al. 2019). (Butepage et al. 2017)
proposed to capture the temporal information of all input
frames using multiple fully connected layers. (Li et al. 2019)
proposed to model the long-term information of previous
frames by mapping the input sequence into deep features
using autoencoder (P. Kingma and Max 2014). (Butepage et
al. 2017) and (Li et al. 2019) treated the spatial and tempo-
ral equally, which may ignore the strong temporal correla-
tion of all input poses. Recently, some works were proposed
to model the temporal information using dilated convolu-
tions. For example, (Pavllo et al. 2019) proposed a Quater-
Net to predict future human motion by modeling the long-
term temporal information of input sequence hierarchically
using dilated convolutions. Although great success has been
made in long-term modeling, rare works consider the co-
occurrence temporal information of all joints of the previous
skeletal trajectory. Therefore, in this work, we proposed to
model the co-occurrence temporal information.
Methodology
Problem formulation
Pose sequence can be represented by a trajectory of
a set of 3D joints coordinate. Given a pose se-
quence S = {p1, p2, · · · , pN1} with length N1 and a fu-
ture pose sequence Ŝ = {p̂1, p̂2, · · · , p̂N2} with length
N2. Where pi1= {ji1k1}Jk1=1 and p̂i2=
{
ĵi2k2
}J
k2=1
are
the i1th pose of S and i2th pose of Ŝ, respectively,
ji1k1 = (xi1k1 , yi1k1 , zi1k1) is the k1th joint of i1th pose of
S, ĵi2k2 = (xi2k2 , yi2k2 , zi2k2) is the k2th joint of the i2th
pose of Ŝ, J is the number of joints. Then pose prediction
can be formulated as a mapping S → Ŝ from the previous
pose sequence to the future pose sequence.
Most of the existing methods were commonly proposed
based on the Encoder-Decoder framework. The encoder was
usually used to encode previous frames into an intermediate
representation that characterizes the spatio-temporal infor-
mation of the previous pose sequence, and the decoder was
used to restore the spatial and temporal information of future
poses. Therefore, the pose prediction can be considered as a
two-step problem, which can reformulate as: S → T → Ŝ
where T is an intermediate representation that characterizes
the spatio-temporal information of S. In this paper, we in-
troduce a novel descriptor T , trajectorylet, to learn the inter-
mediate representation of the previous pose sequence. The
first step is to learn the mapping φ(·): S → T from the pre-
vious pose sequence to the intermediate representation; the
second step is to learn the mapping ψ(·): T → Ŝ from the
intermediate representation to the future pose sequence. We
will describe these two steps in detail in the following sec-
tion.
Trajectorylet descriptor
If one movement pattern occurs, another special movement
pattern may occur with a high probability. For example, as
is shown in Figure 1, if sequence S1 occurs, sequence S2
may occur later. To capture these co-occurrence movement
patterns, a novel descriptor, trajectorylet, is introduced to si-
multaneously model the spatial structure of the human pose
and the long-term temporal dependency of the previous pose
sequence. Due to the complexity and randomness of the hu-
man motion, one trajectorylet may only capture one special
spatio-temporal evolution, which can not characterize the
pose sequence well. Therefore, as is shown in Figure 2, we
propose to use multiple trajectorylet descriptors to describe
the same pose sequence, which can capture the rich spatio-
temporal context of the pose sequence better.
Given the previous sequence S = {p1, p2, · · · , pN1}, the
trajectorylet descriptors T = {tj}nj=1 can be formulated as:
tj = φ(p1, p2, · · · , pN1), j = 1, 2, · · · , n (1)
Where tj is the jth trajectorylet descriptor, n is the number
of trajectorylet descriptors. φ(·) is a mapping from the pre-
vious sequence to the trajectorylet descriptors, which can be
learned using our proposed network in the following section.
Figure 2: The diagram of trajectorylet descriptors genera-
tion.
Trajectorylet-Net
In this section, a new two-step, Trajectorylet-Net, is pro-
posed to predict future poses shown in Figure 3. The first
step is the trajectorylet generator, which aims to find a map-
ping φ(·) from the input sequence to the trajectorylet de-
scriptors; the second step is the pose generator, which aims
to find a mapping ψ(·) from the trajectorylet descriptors to
the future poses.
Inputs and outputs processing: In this paper, we use
the skeletal representation proposed in (Liu et al. 2019a).
Given a pose sequence S = {p1, p2, · · · , pN1} with length
N1, the pose sequence can be represented by a tensor
X = [p1; p2; · · · , pl, · · · , pN1 ] shown in equation 2. Here, pl
is the lth pose of the sequence S. And the tensor shape is
with N1 × J ×D. Where J is the number of joints, D is
the dimension of each joint.
pl =

xl,1 yl,1 zl,1
xl,2 yl,2 zl,2
...
...
...
xl,J yl,J zl,J
 , l = 1, 2, · · · , N1 (2)
1) Inputs processing: Inspired by (Li et al. 2018a), we
propose to transpose the temporal dimension N1 in the
last channel that all poses of the previous sequence can be
covered by the convolutional filter, which can conveniently
model the global co-occurrence temporal features of previ-
ous poses.
2) Outputs processing: Finally, an additional transpose
operation is applied to recover the skeletal frames.
Trajectorylet generator: Inspired by the symmetric topol-
ogy of the human body, a symmetric trajectorylet generator
is proposed to generate trajectorylet descriptors that aims to
find a mapping φ(·) by mining trajectorylet descriptors from
the input sequence as is shown in Figure 3, which mainly
consists of five convolutional layers. Inspired by (Xie et al.
2018; Wang et al. 2018), a filter with size (n× n×N) can
be divided into two filters: (n× n× 1) and (1× 1×N).
Similarly, as is shown in the right of Figure 2, the process of
Figure 3: The framework of Trajectorylet-Net.
trajectorylet generator can be considered as two parts: local
structure modeling and co-occurrence temporal modeling.
1) Local structure learning of the human body: From the
perspective of the spatial modeling, the horizontal axis of
the input tensor represents by D (dimension of each joint),
and the vertical axis of the input tensor represents by J (the
number of joints). As is shown in the top right of Figure 2,
when the filter size n > 1, we can model the local structure
of the human body by covering multiple adjacent joints with
a convolutional filter.
2) Global co-occurrence temporal modeling of the previ-
ous skeletal sequence: From the perspective of the temporal
modeling, the horizontal axis of the input tensor represents
by J (the number of joints) or D (dimension of each joint),
and the vertical axis of the input tensor represents by N (the
length of input sequence). As is shown in the bottom right
of Figure 2, when the filter size is 1×N (N is the length of
the input sequence), the convolutional filter covers x, y or z
of each joint of all inputs poses. Therefore, we can conve-
niently model the co-occurrence temporal features of input
poses automatically.
To sum up, we use convolutional filters to model the lo-
cal structure information of the human body, and gather
the pose-level features gradually to capture the global co-
occurrence temporal information of the previous pose se-
quence. To capture rich spatio-temporal contexts of the pre-
vious sequence, different filters are applied to generate dif-
ferent trajectorylet deacriptors, which can characterize vary
spatio-temporal evolutions of the previous sequence.
Pose generator: Pose generator aims to find a mapping
ψ(·) to generate future poses from trajectorylet descriptors,
which can be formulated as equation 3. To achieve this, we
use a convolutional layer to learn this mapping, which can
generate future poses by aggregating different trajectorylet
descriptors gradually. Finally, one additional convolutional
layer with a 1× 1 convolutional filter is used to smooth the
trajectory of future poses.
p̂i = ψ(t1, t2, · · · , tn), i = 1, 2, · · · , N2 (3)
Experiments
In this section, we first introduce the datasets used in our ex-
periments and implementation details of our work. Then we
compare our method with state-of-the-arts. Next we carry
out some ablative experiments to analyze the contributions
of the proposed method. Next we show the generalization
of our proposed method. Finally we visualize the predictive
performance of our model.
Datasets and Implementation Details
Datasets: Following (Liu et al. 2019a), we use G3D and
FNTU datasets to evaluate the performance of our model. (1)
G3D: G3D (Bloom, Makris, and Argyriou 2012) is a gaming
dataset collected with Microsoft Kinect. The dataset consists
of 20 actions performing by 10 subjects in a controlled in-
door environment. Each people performs several times and
each sequence may contain multiple actions. In experiments,
we process this dataset following the experiment setting in
(Liu et al. 2019a). (2) FNTU: FNTU (Liu et al. 2019a) is
a dataset collected from NTU RGB+D (Shahroudy et al.
2016), each sequence is clipped from the video in NTU
RGB+D. The dataset consists of 18102 sequences, 12001
sequences for training, and the rest for testing. More details
can find at (Liu et al. 2019a).
Implementation Details: In experiments, all models are im-
plemented by TensorFlow. We use fewer channels in a lower
layer, and more channels in the deeper layer. Moreover, we
find that more channels may improve the performance of our
network. Considering the efficiency of the network, we de-
sign a symmetric network by using 300, 500, 1000, 500, 300
channels at each layer, respectively. Since the joints value
can be negative, positive and zero, Leaky ReLU is selected
as our activation function. All models are trained with Adam
optimizer, and the learning rate is initial with 0.0001. We use
MSE (Mean Squared Error) and MAE (Mean Absolute Er-
ror) for per sequence as our metrics as described in (Liu et
al. 2019a).
Comparison with state-of-the-arts
To evaluate the effectiveness of our proposed method, we
compare it with state-of-the-art methods ( PredCNN′ (Xu et
Table 1: Comparison with state-of-the-arts on G3D
MSE MAE Train Test
PredCNN′ (IJCAI’18) 0.1882 1.5713 31.0h 4.38ms
S-TE (CVPR’17) 0.1407 1.2095 0.6h 0.05ms
PISEP2 (arXiv’19) 0.1199 1.1101 10.3h 2.04ms
Trajectorylet-Net 0.1005 0.9831 3.4h 0.25ms
al. 2018; Liu et al. 2019a)1, S-TE (Butepage et al. 2017) and
PISEP2 (Liu et al. 2019a)) on two benchmarks, and experi-
mental results are reported in the following.
Results on G3D: quantitative results are shown in Table
1. Our proposed method achieves state-of-the-art perfor-
mance. (1) From the perspective of the accuracy: Com-
pared with state-of-the-art methods, our model reaches the
best performance, which demonstrates the effectiveness of
our proposed methods. For example, compared with (Liu
et al. 2019a), the MSE and MAE decrease by 0.0194 and
0.1270, respectively. The possible reason is that our model
can simultaneously capture the local structure of the human
body and global co-occurrence temporal features of previ-
ous poses, while (Xu et al. 2018) modeled the spatial and
temporal information separately. (2) From the perspective
of the efficiency: Compared with (Xu et al. 2018) and (Liu
et al. 2019a), the training time and test time of our model are
significantly decreased, which demonstrates that our model
better meets the real-time requirements. Because our model
is very simple that mainly consists of six convolutional lay-
ers and two transpose operations, while (Xu et al. 2018) and
(Liu et al. 2019a) are more complex with many building
blocks. Compared with (Butepage et al. 2017), the efficiency
of our model is slight less efficient but still meets the require-
ment of real-time.
To verify the predictive performance at each time-step, the
frame-wise performance is evaluated. As is shown in Figure
4, our method outperforms all the baselines on both MAE
and MSE, especially for the long-term prediction, which
demonstrates the effectiveness of our proposed method. Dif-
ferent from other methods, our method can capture the
global co-occurrence temporal information automatically.
This may be the reason that our model can achieve higher
performance at a later time step.
Results on FNTU: to further show the performance on a
larger dataset, we evaluate our proposed method on FNTU,
and quantitative results reported in Table 2, which is con-
sistent with the results on G3D. Compared with (Liu et al.
2019a), our error is slightly smaller, but the training time and
the test time are significantly decreased, which shows that
our method can simultaneously achieve accuracy and effi-
ciency. Comparing the experimental results of Table 1 and
Table 2, the accuracy and efficiency of our model are more
stable on the larger dataset, which is different from other
methods. On one hand, the performance of our method sur-
passes state-of-the-art methods, which further demonstrates
1Original PredCNN is used in video prediction, we think it
can also be used to predict human poses. Therefore,we name it
PredCNN′ in this paper
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Figure 4: Frame-wise performance on G3D.
Table 2: Comparison with state-of-the-arts on FNTU
MSE MAE Train Test
PredCNN′ (IJCAI’18) 0.1665 1.6394 67.1h 3.27ms
S-TE (CVPR’17) 0.1425 1.3094 1.8h 0.04ms
PISEP2 (arXiv’19) 0.1210 1.1651 93.0h 3.20ms
Trajectorylet-Net 0.1158 1.1402 3.4h 0.26ms
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Figure 5: Frame-wise performance on FNTU.
the effectiveness of our proposed method. On the other hand,
the training time and test time on a larger dataset are close
to those on a smaller dataset, while the training time and test
time of other methods differ greatly, even double training
time. The possible reasons are two folds: (1) our model can
capture spatio-temporal features well with our proposed tra-
jectorylet descriptors; (2) the complexity of our network is
relatively low.
The frame-wise performance on FNTU is reported in Fig-
ure 5. Our method outperforms state-of-the-art methods on
both MSE and MAE, which is consistent with the quanti-
tative results reported in Table 1. This further demonstrates
the effectiveness of our proposed method.
Ablation analysis
In this section, we verify our network from these aspects:
architecture, spatio-temporal modeling, activation function.
Evaluation of architecture: There are two interesting find-
ings: (1) following the common setting in the convolutional
network, using fewer filters in the lower layer and more fil-
ters in the higher layer can significantly improve the effi-
ciency of the network, but the performance will not decrease
too much. (2) Increasing the filer number at each layer can
improve the accuracy of the network. To verify this, we carry
out three experiments: 1) the channel number of each layer
is set to 1000. 2) The channel number of each layer is set to
300, 500, 1000, 500, 300, respectively. 3) The channel num-
ber of each layer is set to 100, 300, 600, 300, 100, respec-
tively. Experimental results are given in Table 3. #1 and #2
show the effectiveness of finding (1). The MSE and MAE of
#2 are slightly worse than #1 on G3D, while the MSE and
MAE of#2 are slightly better than#1 on FNTU. Compared
with #1, the training time and test time of #2 are halved on
both datasets. Therefore, experimental results of #1 and #2
can support the finding (1), which can explain the rationality
of our network setting. #2 and #3 show the effectiveness of
the finding (2). When decreasing the channel numbers, the
accuracy is decreased, but the training time and test time are
less. Therefore, consideration from accuracy and efficiency,
our final network is set as #2.
Evaluation of spatio-temporal modeling: To demonstrate
the importance of simultaneously model the spatial and
temporal information and the effectiveness of global co-
occurrence temporal information, we carry out three experi-
ments reported in Table 4. Specifically, #1 and #3 show the
importance of simultaneously model the spatial and tempo-
ral information; #2 and #3 show the effectiveness of global
co-occurrence temporal information. In #1, the filter size is
set to 1, which can only capture the global co-occurrence
temporal (CoT) information; in #2, we remove the trans-
pose operation in the Trajectorylet-Net and set the filter size
to 3, which can capture the local spatial (LoS) and local tem-
poral (LoT) information; in #3, the filter size is set to 3,
which can model the local spatial and global co-occurrence
temporal (CoT) information. Compared with #1, the MSE
of #3 decreases by 0.0555 and 0.0418 on G3D and FNTU,
respectively, and the MAE of #3 decreases by 0.1010 and
0.0840 on G3D and FNTU, respectively, which demon-
strates that simultaneously model the spatial and tempo-
ral features are critical for the network performance. Com-
pared with #2, #3 achieves the best performance on both
datasets, which demonstrates the effectiveness of global co-
occurrence temporal modeling.
Evaluation of activation function: For our problem, we
find that different activation functions affect the network
performance differently. Therefore, in this section, we eval-
uate the performance of sigmoid, tanh, ReLU and Leaky
ReLU, respectively. And experimental results are shown in
Table 5. The performance of Leaky ReLU achieves the best
results on both MSE and MAE on two datasets, while the
sigmoid function gains the worse performance. The possible
reasons are: (1) For Leaky ReLU, when the value is nega-
tive, it will be changed to a larger negative number. (2) For
ReLU, when the value is negative, it will be set to 0. (3) For
tanh, the small negative value will be changed to a smaller
number; the large positive value will be changed to a larger
number. (4) For sigmoid, all the values will be changed to
between 0 and 1. However, the joints value of the human
body can be negative, zero and positive (it may be larger than
1). Therefore, Leaky ReLU is more suitable for our problem,
while sigmoid is unsuitable. Finally, we select Leaky ReLU
as the activation function in our final network.
Evaluation of generalization
To show the generalization performance of our proposed
method, we pre-trained our model on FNTU, and directly
test on G3D. As is shown in Table 6, our method achieves
the best performance on unseen data. For example, com-
pared with the best prior method, the MSE and MAE of our
network decrease by 0.0129 and 0.1221 respectively. The
possible reason is that our model simultaneously consid-
ers global co-occurrence temporal information and coupled
spatio-temporal information, which can capture the general
representation of the previous poses better.
Visualization of experimental results
To show the qualitative performance of our proposed net-
work, we also visualize the predictive results frame-by-
frame in Figure 6. On G3D, our method achieves the best
visualization performance overall. For example, for the top
right group sequence, our predictive sequence is more sim-
ilar to the groundtruth, which shows the best performance
both at short-term and long-term predictions. For the bot-
tom left group sequence, our predictive pose sequence seems
more reasonable, especially at the long-term prediction. This
may be the reason that our model can handle the global co-
occurrence temporal information and consider the spatio-
temporal correlation of the previous sequence. On FNTU,
our method achieves a similar performance. In general, our
visualization performance is slightly better than state-of-the-
arts, which is consistent with the quantitative results shown
in Table 2. For example, for the bottom left group sequence,
our performance seems more similar to the groundtruth, es-
pecially for the long-term prediction. For the top left group
sequence, compared with S-TE, the temporal evolution of
our predictive poses is more plausible, such as the hands of
the human body, which demonstrates that our network can
capture the spatio-temporal information well. The possible
reason is that S-TE uses fully connected layer to model the
spatial and temporal information equally, which may ignore
the difference of spatial and temporal information and lose
some spatio-temporal structure information in some extent,
while our method models the local spatial information and
global co-occurrence temporal information together, which
is different from S-TE.
Conclusion
In this work, we propose an efficient spatio-temporal net-
work, Trajectorylet-Net, to predict future poses, which can
model the local spatial and global temporal information of
the previous pose sequence. Different from prior works, we
Table 3: Performance of different architectures
MSE MAE Train Test
G3D FNTU G3D FNTU G3D FNTU G3D FNTU
#1 0.0985 0.1159 0.9821 1.1471 6.5h 7.9h 0.7029 0.7230ms
#2 0.1005 0.1158 0.9831 1.1402 3.4h 3.4h 0.2518 0.2609ms
#3 0.1077 0.1197 1.0175 1.1536 0.7h 2.3h 0.1157 0.1189ms
Table 4: Evaluation of the spatio-temporal modeling
# Model MSE MAEG3D FNTU G3D FNTU
1 CoT 0.1560 0.1576 1.0841 1.2242
2 LoS+LoT 0.1077 0.1236 1.0984 1.2136
3 LoS+CoT 0.1005 0.1158 0.9831 1.1402
Table 5: Evaluation of different activation functions
Activation function MSE MAEG3D FNTU G3D FNTU
sigmoid 0.1411 0.1781 1.1465 1.3053
tanh 0.1198 0.1434 1.0811 1.2415
ReLU 0.1123 0.1469 1.0537 1.2545
Leaky ReLU 0.1005 0.1158 0.9831 1.1402
Table 6: Evaluation of generalization
Methods MSE MAE
PredCNN′ (IJCAI’18) 0.2432 2.1706
S-TE (CVPR’17) 0.2052 1.6907
PISEP2 (arXiv’19) 0.1446 1.2713
Trajectorylet-Net 0.1317 1.1492
introduce a novel descriptor, trajectorylet, to simultaneously
capture the coupled spatio-temporal information and long-
tern temporal dependency of previous poses. Evaluations
are carried out on two benchmark datasets, and our method
achieves state-of-the-art performance on both datasets. Ex-
periments show that simultaneously model the spatial and
temporal information are critical to the final performance of
the network. However, the proposed network ignores global
spatial information, which is important to predict more plau-
sible poses. In the future, we plan to add the global spatial
information of the human body to Trajectorylet-Net to reach
a more accurate prediction.
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