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Resumo Esta tese tem como objetivo o desenvolvimento de uma unidade autónoma
de deteção espetral em tempo real. Para tal são analisadas várias imple-
mentações para a estimação do nível de ruído de fundo de forma a se poder
criar um limiar adaptativo para um detetor com uma taxa constante de falso
alarme. Além da identificação binária da utilização do espetro, pretende-se
também obter a classificação individual de cada transmissor e a sua ocu-
pação ao longo do tempo. Para tal são exploradas duas soluções baseadas
no algoritmo, de agrupamento de dados, conhecido como maximização de
expectativas que permite identificar os sinais analisados pela potência re-
cebida e relação de fase entre dois recetores. Um algoritmo de deteção
de sinal baseado também na relação de fase de dois recetores e sem ne-
cessidade de estimação do ruído de fundo é também demonstrado. Este
algoritmo foi otimizado para permitir uma implementação eficiente num ar-
ranjo de portas programáveis em campo a funcionar em tempo real para
uma elevada largura de banda, permitindo também estimar a direção da
transmissão detetada.

Keywords Cognitive Radio, Spectrum Sensing, Spectrum Sharing, Signal detection,
5G
Abstract The purpose of this thesis is to develop an autonomous unit for real time
spectrum sensing. For this purpose, several implementations for the esti-
mation of the background noise level are analysed to create an adaptive
threshold and ensure a constant false alarm rate detector. In addition to
the binary identification of the spectrum usage, it is also intended to obtain
an individual classification of each transmitter occupation and its spectrum
usage over time. To do so, two solutions based on the expectation maxi-
mization data clustering, that allow to identify the analyzed signals by the
received power and phase relation between two receivers, were explored. A
signal detection algorithm, also based on the phase relationship between
two receivers and with no need for noise estimation is also demonstrated.
This algorithm has been optimized to allow an efficient implementation in
a FPGA operating in real time for a high bandwidth and it also allows the
estimation of the direction of arrival of the detected transmission.
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Chapter 1
Introduction
1.1 Motivation
The expected explosion of the number of wireless devices for the years to come, will
increase the demand for radio frequency spectrum to allocate new services. The current
spectrum policy is based on a fixed channel allocation where a slice of the spectrum is assigned
to one or more dedicated users. The proliferation of wireless services in the last decades that
use a fixed spectrum access created an artificial spectrum scarcity problem, where certain
spectrum bands are heavily used but the majority of the spectrum is sporadically occupied
by the licensees. Recent studies on spectrum utilization measurements, reveal that a large
portion of the licensed spectrum constantly experiences low utilization from the licensed
users [1, 2]. The policy of allocating fixed channels prevents then the utilization of rarely
used licensed spectrum channels by users other than the owners. The alternative is to use the
available Radio-Frequency (RF) spectrum more wisely. The cognitive radio concept, based
on Software Defined Radio (SDR) platform, was proposed to solve this problem and is based
on an adequate capability of the radios to sense the spectrum usage by other transmitters.
The knowledge of which frequency band is vacant at a specific time can then be used for
opportunistic data transmission [3]. This method of spectrum usage allows for a higher
spectral efficiency in comparison with fixed channel allocation [4].
1.1.1 Software Defined Radio
The SDR was first introduced by Joseph Mitola as a concept of the future of the radio
[5]. It is a generic radio platform with the capability to operate at different bandwidths over
numerous frequencies, as well as being flexible in using different modulation schemes and
waveform formats. Therefore, the SDR has a very flexible analog front-end that, in combina-
tion with adjustable digital signal processing techniques, is flexible enough to modulate and
demodulate any signal entirely in software regardless of the standard or its characteristics.
The transmitter has the ability to generate any baseband waveform and up-convert it to
any central frequency. This signal is converted to analog domain with a Digital-to-Analog
Converter (DAC) and is then amplified and transmitted. On the other hand, the receiver
collects a certain bandwidth of the spectrum, amplifies it and converts it back to the digital
domain using an Analog-to-Digital Converter (ADC). After that conversion, the process of
detection and demodulation of the signal is carried out by software. The ideal SDR will then
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implement all the typical radio communication system components in software, leaving as less
as possible to the hardware side as seen in Figure 1.1.
Figure 1.1: Functional diagram of an ideal SDR.
There has been a large and fast development in the area of SDR, portable and flexible
hardware platforms are now commercially accessible and full–fledged [6][7]. This massive
spread of the technology allows the development of new applications based on this architecture
[8, 9]. For instance, the SDR architecture allowed the implementation of software defined
radar [8] and Dynamic Spectrum Access (DSA) [9] platforms.
1.1.2 Cognitive Radio
Traditional wireless networks are based on the exclusive allocation of the spectrum, where
telecommunication service providers buy in auction reserved frequency bands in order to en-
sure quality of service. For personal local wireless networks is normally used a license-free
spectrum, called the ISM bands, where part of the radio spectrum is used for personal, indus-
trial, scientific and medical utilization. As these bands are becoming crowded with unlicensed
equipment, as for example Wi-Fi devices, the need for a new paradigm and radio implementa-
tion for this unlicensed spectrum is becoming increasingly important. The expected solution
is the Cognitive Radio (CR) [10].
Cognitive radio, built on a software radio platform, is a context-aware intelligent radio that
is able to autonomously reconfigure itself by learning from and adapting to the communication
environment. One of the key features of SDR architecture is its flexibility to use a variety
of frequency bands according to their availability. This flexibility could allow for cognitive
radios to share parts of the spectrum while avoiding collision with any licensed user or other
CRs. The spectrum sharing paradigm is currently being pushed by two leading challenges,
the European Union Collaborative spectrum sharing [11] and the American Darpa’s Spectrum
Collaboration Challenge [12].
This flexible sharing of the spectrum, was initially discussed in the first IEEE DySPAN
and named DSA [13]. The DSA, also commonly called spectrum sharing [14], is usually
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categorized in three models:
• Dynamic Exclusive Use Model : Is an exclusive shared use, where any user can dy-
namically license, for a given time and location, a number of available frequency bands.
Also called Licensed Shared Access (LSA) [15] it allows a most effective use of spec-
trum resources by permitting temporary allocations of the shared spectrum according
to the users needs. This exclusive shared model is faraway from completely eliminate
quiet periods in spectrum, due to the bursty nature of wireless traffic, but it ensures a
predictable quality of service for the reserved time.
• Open Sharing Model: Is a completely shared use, giving total freedom to the users
to manage the sharing of specific slices of the spectrum without intervention of a central
regulator entity [16]. This creates the need for the users to constantly sense the allowed
spectrum bands and cooperate with the other cognitive radios in order to detect and use
spectrum bands that are not currently being occupied. It is supported by the concept
of a periodic Listen-Before-Talk (LBT) and limited channel occupancy time.
• Hierarchical Access Model: A model that adopts an access structure where licensed
spectrum can be open to secondary users while limiting the interference perceived by
primary users, the licensees [17]. The model allows opportunistically access to the
licensed spectrum by allowing the secondary users to identify and exploit local and
instantaneous spectrum availability in a non-intrusive manner.
The employment of these methods would be expected to alleviate the current spectrum usage,
while still providing the exclusive spectrum allocation for the primary users. Some specific
implementations have already been have been integrated into the IEEE 802.22 [18] standard
for wireless regional networks and IEEE 802.11af [19] for wireless local networks. Both stan-
dards define a hierarchical access model to use licensed frequencies but limit the interference
with the primary users such as analog TV, digital TV and low power licensed devices such as
wireless microphones [20].
However, the practical implementation of such architecture is surrounded by several chal-
lenges both in software and hardware. In software, new and robust communication protocols
for RF devices are needed in order to facilitate the use of the shared spectrum. In the hard-
ware, there is the necessity to sense the entire viable shared spectrum, that can be very spread
and detect which bands are being already used. If the band is not being currently used, the
CR should be very flexible and able to change the frequency of the transmission to allocate
it into the available band. It should also detect if any user, that has the right to a frequency
band, will start transmitting and in the fastest possible way stop the usage of that section of
the spectrum.
These specificities of a Dynamic Spectrum Access create the need for a spectrum sensing
unit that can quickly and accurately identify white spaces trough a wideband of frequencies.
As an example, the current unlicensed frequency bands for RF are incredibly spaced apart in
frequency. The bands in the order of GHz are in 2.4GHz, 5.8GHz and 24GHz [21]. Taking
advantage of all these spectrum resources would require an exceedingly wideband cognitive
radio front-end.
15
1.1.3 Upcoming implementations based on spectrum sensing
1.1.3.1 LTE-U
The Long-Term Evolution (LTE) is the current standard for high-speed wireless commu-
nication systems and has reached its maturity. The new releases only consider incremental
improvements to the standard without any new inclusions of licensed spectrum [22]. In a
recent Visual Network Index (VNI) report [23] it is foreseen that an incremental approach
will not be able to meet the future demands of the mobile data traffic by 2019, where is
expected a 57% increase compared to the 2014 traffic.
The growing number of mobile data subscribers, forced the Third Generation Partnership
Project (3GPP) partnership to find a solution before 5G deployment by 2020 [24] . Therefore,
as part of 3GPP Release 13, a new feature was introduced that allowed the use of unlicensed
spectrum by LTE alongside with the licensed channels, called LTE in unlicensed spectrum
(LTE-U). The chosen frequency bands for deployment are in the 5 GHz spectrum region,
that offers large amounts of unlicensed bandwidth that is available globally. For instance,
in Europe there is 455 MHz of spectrum available in 5.15-5.35GHz and 5.47-5.725GHz [25].
The use of unlicensed spectrum usually carries some regulatory requirements, such as being
able to detect if a radar system is using the band and also being able to co-exist with other
users of the band, most importantly Wi-Fi. This is also referred as LBT and means that it is
not always possible to transmit immediately if the intended channel is occupied. It was also
proposed that a LTE-U unit could sense the spectrum while it transmits enabling a sensing
while transmitting approach [26].
LTE-U small cells are able to sense the 5GHz frequency bands and identify the least
used channels for supplemental downlinks. These measurements are performed periodically,
allowing for a dynamic frequency selection according to the local spectrum usage. LTE in
unlicensed spectrum also uses a Carrier-Sensing Adaptive Transmission (CSAT) mechanism
that is in-line with the concept of coexistence based on medium sensing. In CSAT, the
small cell senses the medium for a duration (between 10ms to 200ms) and according to the
observed medium activities, the algorithm gates off the LTE transmission proportionally [27].
In particular, the small cell defines a time cycle where it transmits in a fraction of the cycle
and gates off in the remaining duration.
1.1.3.2 5G
With a limited amount of available spectrum and the necessity of increasingly higher data-
rates, the research in 5G mobile communication systems has shown an important focus in
spectrum sharing both for primary users [14] and for Device To Device (D2D) communication
[16]. This approach allows the dynamic assignment of spectrum to an RF device in an
opportunistic way, even for frequency bands assigned to primary users provided that it is
possible to prevent collisions from secondary users. However, this strategy presents a huge
challenge to spectrum regulators in order to control interference.
The future spectrum sharing implementations can be done on licensed spectrum [28],
where the opportunist users should be capable of accessing a geolocation database and/or
sense any incumbent signals, being constantly alert to avoid conflict with primary users
that have priority access in that frequency band [29]. It can also accommodate unlicensed
spectrum where the users need to sense the occupation of these bands in order to allocate
their communication on channels without interfering with other transmitting devices, sharing
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the same vision used in LTE-U.
D2D networks will allow users to not only use the spectrum resources provided by a base
station but also use the available unoccupied spectrum, discovered by distributed spectrum
sensing units, for direct communication between devices [30]. This will enable low-power,
high-data rate and low-latency communication services between end-users in future 5G net-
works [31]. A similar strategy is followed in ad-hoc networks as for example in Wi-Fi direct
[32].
1.1.3.3 Cognitive Bio-Radar
Non-contact methods for measuring bio-signals, in particular cardiac and respiratory sig-
nals are a very active field of research. Wireless measuring of human physiological parameters,
like heart rate variability and breathing pattern are of great interest in the medical field for
monitoring hospitalized patients, home health care, rehabilitation and nursing of elderly. Also
there are other commercially oriented applications, such as automotive industry for driver
monitoring or for applications in psychology as for example measurement of stress response
[33]. One of the most promising techniques for wireless measurement of bio-signals is com-
monly called bio-radar and is based on a Doppler effect radar. In particular, Continuous-Wave
(CW) Doppler radar that is currently used in research [34][35].
In [36] the author proposed a new architecture called cognitive bio-radar where the radar
device is implemented on a SDR. This allows the development of a flexible bio-radar that
is also able to do spectrum sensing, have an opportunistic spectrum allocation, an adaptive
dynamic range and a reconfigurable waveform. These cognitive features allow the creation of
more capable and robust non-contact monitoring systems that are able to acquire both the
respiratory rate and heartbeat while avoiding possible noise sources. The cognitive Bio-Radar
is then an improvement of the common bio-radar, allowing it to sense the environment and
intelligently choose the programmable RF parameters to better acquire the signal without
affecting other local wireless systems. This optimizations will allow, in the future, for bio-
radars to be more spectrum efficient, less prone to jamming and even reach better signal to
noise ratios that where not possible in a conventional Bio-Radar implementations.
This cognitive bio-radar architecture analyses then the availability of the spectrum re-
sources and uses this information to avoid collision with other transmitting RF devices. For
this type of opportunistic operation the system has to periodically do spectrum sensing. The
device constantly senses the RF spectrum and if a new signal is detected, the system will stop
the transmission in that band as soon as possible to avoid interference with other RF devices.
This cognitive feature also allows the avoidance of any type of unintentional or intentional
jamming to the bio-radar due to the dynamic spectrum allocation.
1.2 Thesis background and objectives
This PhD thesis shares some of the concepts explored in the previous MSc dissertation
entitled “Real time front-end for cognitive radio inspired by the human cochlea” held under
the same supervisors of this PhD and had Instituto de Engenharia Electrónica e Telemática
de Aveiro and Instituto de Telecomunicações as host institutions. The initial purpose of this
PhD was to explore techniques that could enable an accurate spectrum sensing in cognitive
radios. Therefore, the main goal is to determine the spectrum occupation in order to detect
white spaces that could be used by opportunistic radios to transmit data.
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The thesis was written during the process of three different research grants, two from
Instituto de Engenharia Electrónica e Telemática de Aveiro research institute and one from
Instituto de Telecomunicações. The thesis work started with an in-deep study on spec-
trum analysis methods by first exploring several implementations of cyclostacionary-based
algorithms as cyclic autocorrelation and cyclic spectrum. In the course of this work it was
discovered that the test statistics obtained by those methods were affected by noise that seem
to had a relationship with the detected signal. The origin of the noise was studied and it
was determined to be correlated spectrum leakage that could be used to improve the detec-
tion results. After exploring cyclostacionary methods, spectrum analysis algorithms based on
analysis filter banks were studied, with a great focus in Discrete Fourier Transform (DFT)
based filterbank polyphasic implementation and also multitaper analysis. Due to flexible na-
ture of the DFT-based polyphasic implementation and greater computational performance
compared with the multitaper implementation the first one was used on the following work.
Eigenvalue based methods were also studied for spectrum analysis, this method allows a non
quantized frequency response allowing a possible improvement in the frequency resolution.
Nevertheless it was decided that the lack of ability to obtain a consistent frequency resolution
was non optimal in future spectrum sensing applications and the method was not further
pursued.
After exploring the spectrum analysis methods the focus was on noise model extraction.
The noise model is dependent on the used method of spectrum analysis, therefore a good
knowledge on the probability density function of the noise model is essential to determine the
threshold that is used to classify the data between signal or noise. With a good knowledge of
the noise model it is then possible to implement a Constant False Alarm Rate (CFAR) signal
detection technique. The CFAR detection methods were explored and the first analysed
was the energy detection. To determine a dynamic threshold for the energy detection the
Expectation Maximization (EM) algorithm was evaluated. Using an energy estimator the
received RF data energy can be modeled by a Gaussian Mixture Model (GMM). This allows
the use of the EM algorithm with a GMM model to determine dynamically an estimation of
the noise floor and then allowing the determination of a flexible threshold. The EM algorithm
also has the advantage of determining the number of users in the channel and their occupation
of the medium in time slots. The same algorithm was then expanded to two dimensions to
be used in a two antenna receiver, showing improved results.
A novel subtractive histogram method based on the energy estimation histogram was
developed to create a more computational efficient alternative to the EM algorithm. This
method analyses the histogram in order to estimate the number of active users and their
received energy. The next step was the development of a novel method based on a dual
antenna receiver phase coherence detector which allows the determination of the spectrum
occupation without the need of noise floor power estimation. This methodology allows to
bypass the noise model estimation uncertainties that would induced error in the threshold.
Furthermore, with the phase coherence detector is possible to implement a spatial spectrum
sensing system by also determining the Direction Of Arrival (DoA) of the signal.
The phase coherence algorithm was also studied and evaluated for a hardware implemen-
tation in Field-Programmable Gate Array (FPGA). The implementation architecture was
developed in order to allow real-time implementation of the phase coherence algorithm for
a continuous evaluation of the streaming data coming from the ADCs. The algorithm was
implemented in a FPGA development board that communicates with a custom protocol build
on top of Ethernet Transmission Control Protocol (TCP).
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Due to the given range of the work performed, this PhD thesis is then composed by an
interception of all contributions, which are summarized in the following points:
• Usage of the cyclostacionary analysis leakage for signal detection improvement;
• Utilization of a Gaussian mixture model for spectrum sensing in conjugation with ex-
pectation maximization algorithm for one and two receiver elements;
• Estimation of the number of transmitting users and their received power with both
expectation maximization and subtractive histogram method;
• Spatial spectrum sensing implementation based on phase coherence of a two antenna
system;
• Hardware implementation of the phase coherence algorithm.
1.3 Thesis organization
This thesis is organized in six chapters that were developed to be self-contained but also
part of the global structure.
• Chapter 1 describes the motivation that led to the development of this thesis, addressing
new methods that would allows in the near future a more efficient usage of the spec-
trum. The cognitive radio implementation that is built in a SDR platform is analysed
and upcoming implementations of cognitive radio architecture are explored. It is also
explained the path taken in order to obtain the main contributions from this PhD work.
• Chapter 2 analyses spectrum sensing, the ability of the determining the occupation
of wide bandwidth of the spectrum. The description of spectrum sensing is divided in
three areas. The first is the spectrum analysis witch is detailed in Section 2.1 where sev-
eral analysis methods are explained. The first one, and more simple, the periodogram,
then filter banks with a uniform DFT polyphasic efficient implementation, multitaper
method, cyclic spectrum and the section ends with eigenvalue analysis from the covari-
ance matrix. In Section 2.2 the theory of signal detection and the binary decision of
determining a channel occupation, is explored. This section dedicated to the analysis of
spectrum sensing is concluded with Section 2.3 where the noise model, which is used to
determine the threshold of the binary decision is explained and effects such as the SNR
wall are detailed. In Section 2.4 the performance comparison between spectrum sensing
methods is analysed with a focus in the Receiver Operating Characteristic (ROC) curve.
• Chapter 3 describes GMM analysis in spectrum sensing. In Section 3.1 it is evaluated
how a shared spectrum environment can be described with a GMM and the consid-
erations of this modeling. In Section 3.2 a novel subtractive histogram method that
analyses the received signal energy histogram to obtain the number of users and their
received energy is explored. In Section 3.3 the EM algorithm is explored to determine
the number of users and their occupation of the channel through time using one antenna
element. In Section 3.4 the EM algorithm is used in conjugation with the data acquired
from two antennas, where both phase relationship between elements and the energy
received from each one is analysed.
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• Chapter 4 explores the application of spectrum sensing in the recent trend of Multiple-
Input and Multiple-Output (MIMO) communications using highly directional trans-
missions. The determination of both the channel occupation and DoA of the detected
signals is called spatial spectrum sensing and allows an even more efficient reuse of
spectrum resources. An hardware implementation of the phase coherence algorithm for
spectrum sensing based on FPGA is also studied and implemented.
• Chapter 5 closes this thesis by drawing the principal conclusions and interpreting the
obtained results showing possible future research topics.
1.4 Main contributions
This PhD work produced relevant scientific contributions that were accepted in both
conferences [C], journals [J] and book chapter [B] that are addressed in the thesis.
• [B1] - D. Malafaia, J. Vieira, A. Tomé “Part I: Networks of the Future - Cognitive
Radio and Spectrum Sensing”, M. Elkhodr, Q. Hassan, S. Shahrestani “Networks of the
Future - Architectures, Technologies and Implementations”, CRC Press 2017
This chapter starts by introducing the topics of SDR and the consequent cognitive radio with
an overall of these architectures. The key element for cognitive radio is the ability to detect
unused RF spectrum, this technique is called spectrum sensing. In this chapter the spectrum
sensing is divided in three areas: first the spectrum analysis, followed by signal detection and
noise model. Different spectrum analysis techniques are explored and explained. In signal
detection, the binary decision of determining a channel occupation is explained. The noise
model analyses the determination of the threshold for that decision. The chapter ends by
exploring the application of spectrum sensing in the recent trend of MIMO communications
with highly directional transmissions, by using spatial spectrum sensing to allow an even more
efficient reuse of spectrum resources.
• [J2] - D. Malafaia, J. Vieira, A. Tomé “Adaptive Threshold Spectrum Sensing based on
Expectation Maximization algorithm”, Physical Communication Journal 2016
In this article we purposed a novel method for spectrum sensing, based on expectation maxi-
mization algorithm applied to the histogram of the moving average signal power. The method
enables the estimation of the number of active users in a given frequency band, the power
received from each user, the occupied time slots and the front-end noise floor. The proposed
approach takes advantage of the statistical properties of the averaging estimator output, which
allows to model the received estimated power as a GMM. This model represents the distribu-
tions of the users transmitted signal power as well as the system noise floor. Moreover, the
Gaussian with the lowest mean that is related with the noise floor, can be used to estimate an
adaptive threshold for a constant false alarm rate detector. Finally, the method was validated
in a Wi-Fi experimental setup, where real-world data was acquired with a SDR.
• [J1] - D. Malafaia, B. Oliveira, P. Ferreira, T. Varum, J. Vieira, A. Tomé “Cognitive bio-
radar: The natural evolution of bio-signals measurement”, Journal of Medical Systems
2016
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In this article we discussed a novel approach to bio-radar, contactless measurement of bio-
signals, called cognitive bio-radar. This new approach implements the bio-radar in a SDR
platform in order to obtain awareness of the environment where it operates. Due to this, the
Cognitive Bio-Radar can adapt to its surroundings in order to have an intelligent usage of
the radio frequency spectrum to improve its performance. In order to study the feasibility of
such implementation, a SDR based bio-radar testbench was developed and evaluated. The
prototype is shown to be able to acquire the heartbeat activity and the respiratory effort.
The acquired data is compared with the acquisitions from a Biopac research data acquisition
system, showing coherent results for both heartbeat and breathing rate.
• [C6] - D. Malafaia, J. Vieira, A. Tomé “Energy based clustering method to estimate
channel occupation of LTE in unlicensed spectrum”, IWINAC 2017
In this article we propose a subtractive histogram clustering method to estimate the number
of LTE users based on the uplink energy probability density distribution sensed by an RF
front-end. The energy of the signal is estimated and its histogram is analyzed to determinate
the number of different distributions. As the energy estimation of the sensed LTE uplink can
be modeled by a Gaussian mixture, this allow us to have a priori information that allows us
to determine the number of distributions presented. The lowest value Gaussian distribution
can be used to accurately estimate the noise floor and the remaining distributions allow us
to estimate the number of LTE users and their received power.
• [C5] - D. Malafaia, J. Vieira, A. Tomé “Channel utilization analysis based on EM
algorithm for 5G spectrum management”, 9th Congress of the Portuguese Committee
of URSI 2015
In this article we addressed a novel method, based on the expectation maximization algorithm,
that allows the estimation of several parameters like the number of active users in a given
frequency band, the power received from each user, the occupied time slots and the front-end
noise floor. The method takes advantage of the behavior from a signal under an estimator,
that allow to model the analysed data from users and system noise floor as a Gaussian mixture.
The number of different Gaussian distributions allows us to determine the number of users
in the channel, as well as associate the occupation to a given user. The lowest mean in the
mixture give us an estimation for the noise floor.
• [C4] - D. Malafaia, J. Vieira, A. Tomé “CFAR energy detector for LTE spectrum sens-
ing”, CONFTELE 2015
In this article a energy detection method with CFAR was implemented to detect temporal
white spaces on the LTE uplink frequency band. Accordingly with the LTE protocol there are
always, in each uplink frame, free resource blocks. Those can be used to dynamically estimate
the noise floor level from an analysis filter bank. The method is validated in laboratory using
LTE signals that are acquired trough a SDR.
• [C3] - D. Malafaia, J. Vieira, A. Tomé “Improving performance of bio-radars for remote
heartbeat and breathing detection by using cyclostationary features”, BIOSIGNALS
2015
In this article we presented a continuous wave radar created using a software defined radio
platform that uses Doppler effect to measure the heart-rate and breathing. The measurements
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are evaluated using a classic energy detection method and a cyclic spectrum estimation tech-
nique, then the two methods are compared. The results show that by taking advantage of
the cyclic autocorrelation of the bio-signals we can get better detection than the usual energy
detection.
• [C2] - D. Malafaia, J. Vieira, A. Tomé “Blind detection of cyclostacionary signals taking
advantage of cyclic spectrum leakage”, EuMW 2014
In this article we described a novel process for blind detection in spectrum sensing taking
advantage of the cyclostationary features of any digital modulation that uses a finite number
of distinct signals to represent digital data. Traditional models only look at any peak in a
cyclic spectrum that satisfies a given threshold, in this method we take advantage of the cyclic
spectrum leakage to identify a signal. This method shows better performance at detecting
low Signal-to-Noise-Ratio (SNR) signals than the traditional cyclostationary signal detection.
• [C1] - J. Vieira, A. Tomé, D. Malafaia “Wideband Spectrum Sensing for Cognitive
Radio”, EUSIPCO 2014
In this article we proposed a wideband spectrum sensing system based on hybrid filter banks.
The polyphase implementation of the digital counterpart of the filter bank can be modified
to include a parallelized version of the Fast Fourier Transform (FFT) avoiding this way any
sampling rate expanders. In this work we show how to incorporate the FFT block in the
structure in order to estimate the wideband frequency contents of the signal. The proposed
structure is particularly suitable FPGA based implementations.
There is also an article submitted and currently waiting for review. The article was sub-
mitted in IEEE Wireless Communications Magazine and is called “Spatial Spectrum Sensing
Implementation based on Dual Antenna Receiver Phase Coherence” it is based on part of the
Chapter 4 of this thesis.
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Chapter 2
Spectrum Sensing theory
Spectrum sensing has been an intense research topic with many different solutions being
proposed in the literature. The main research focus is to create a reliable method that is
able to detect the occupation of a given frequency band, even for unfavourable signal to noise
ratio conditions [37]. In order to sense a wide span of the RF spectrum and evaluate which
frequency bands are being occupied and which are free to use, three tasks need to be ensured:
• Spectrum Analysis, which comprises the frequency analysis of a received RF signal
by computing an estimation of its frequency representation. This analysis comprises
the separation of the acquired signal into frequency bands with uniform or variable
bandwidth.
• Noise Model determination, where the noise process characteristics are a priori cal-
culated or estimated in real-time. The noise model estimation is calculated using the
spectrum analysis results in time and/or frequency.
• Signal Detection, whose goal is to decide about channel occupation of the spectrum
estimation. The noise model allows to compute a threshold that is used to make this
decision. The most common way to output the occupation is by a hard binary decision,
either a given frequency band is occupied or it is free to use.
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Figure 2.1: Spectrum sensing components block diagram.
A spectrum sensing unit will then operate as illustrated on Figure 2.1. A wide frequency
band of the spectrum is acquired by an ADC. The data is then analysed by a spectrum
estimation algorithm, to obtain the most accurate representation of the acquired signal into
frequency bands. These bands are then analysed in order to detect short “quiet periods”
as defined in various standards [38]. In order to achieve real-time spectrum sensing the
algorithm implementation needs to have low computational costs. For a reliable detection the
implemented algorithm also needs to have low spectral leakage. The frequency representation
is then used to discern if a signal is present in that band.
The noise model is fundamental to the signal detection decision, as it allows to determine
if the estimated spectrum data represents signal or noise. If the data does not fit the noise
model then we are in presence of signal. The noise model estimation methods can be divided
in two large groups:
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• Dynamical noise model, normally used in dynamical threshold energy detection
methods [39]. The outputs of the spectrum analysis block are used to calculate the
noise floor parameters such as its probability distribution, variance and power level. It
is expected that the values of the noise parameters change over time due to external
effects, such as channel interference from out-of-band emitters, or from effects of the
front-end itself such as an automatic gain control system. Due to these effects, a single
evaluation of the noise floor is not enough, requiring then a dynamic estimation that is
capable of handling energy fluctuations.
• Fixed noise model, that is unaltered during the spectrum sensing and creates a fixed
threshold. In 802.11 protocol energy detection, the noise energy is assumed to be always
below the hardware sensitivity level plus 20dBm, anything above that level is assumed
to be signal [40]. For statistical moments based detection, the noise distribution can be
considered to be a Gaussian distribution, while the signal can be, for instance, modeled
by a Raleigh distribution. In that case the detection can be achieved by estimation of
the kurtosis [41]. In eigenvalue based spectrum sensing, the noise covariance matrix can
be assumed to always be a Wishart random matrix and the noise eigenvalues distribu-
tion can be calculated to then allow the application of maximum-minimum detection
techniques [42]. In cyclostatiorary analysis the noise covariance can be assumed to be
chi-square, while the signal can be modeled by a Gaussian distribution, allowing the
use cyclostationary detectors [43].
While some methods assume a model not only for the noise but also for the signal, the signal’s
model is usually not used for signal detection. This is due to the small amount of information
that can be used to represent the signal [42]. For instance, it may be assumed that all the
detected signals follow a Rayleigh distribution as it is an appropriate distribution model for
multi-path environments. However, in a direct transmission scenario, with lack of multi-
path reflections, the Rayleigh distribution will be a poor model. Other reasons include the
large number of modulation techniques that can be used to transmit the RF signal and the
wide range of possible power level of the received signal. Due to these reasons the detection
threshold is usually defined based not on the transmitted signal, but on the noise model.
The noise model is then used by the signal detection system to calculate a threshold that is
used to analyze a frequency span to determine if the band is occupied, while getting the best
relationship possible between false and missed detection. The false alarm is usually specified
in the standards [38].
2.1 Spectrum analysis
The chosen method for spectrum analysis can make the difference between the capability
to detect weak signals or occluding them under leakage noise. Spectral leakage occurs when
the signal energy contributes not only to one frequency band but also spreads to the nearby
bands. The effects caused by the spectral leakage can be attenuated by using the proper
spectrum analysis method. A Power Spectrum Density (PSD) comparative is shown on
Figure 2.2.
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Figure 2.2: Example of a signal PSD calculated using a filter bank with three different
prototype filters.
In this synthetic example, several window functions generate the prototype filter of the
same filter bank and their results are compared to the exact PSD that is a sum of three
different passband signals. The results show that a filter bank using the Hann function as
prototype filter is able to detect the weakest passband signal that, if using the boxcar function,
would be otherwise hidden.
It is then important to know and understand the various methods for spectrum analysis
in order to pick the best ones for a given application. Some of the most relevant ones are:
• Periodogram: The most common way of analyzing the spectrum as it has low com-
putational and implementation complexity. It uses a constant number of samples and
analyzes them using a FFT that is then squared and the result integrated [44].
• Eigenvalues: spectrum sensing literature addresses the signal detection with the rela-
tion between the eigenvalues of the correlation matrix of the signal [42]. However, the
eigenvectors of the matrix can also be considered as coefficients of a filter bank. More-
over, the eigenvalues are an estimate of the energy at the output of the corresponding
eigenvector filter as shown in the submitted article [45]. The uniqueness of the method
is that the eigenvector filter bank does not represent equally spaced frequency bands as
in Fourier based methods.
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• Cyclic Spectrum: Takes advantage of cyclostationary behavior of certain signals to
improve the spectrum analysis, making it a good method for signals with periodic
autocorrelation behavior as for example digital modulated signals [46]. The calculated
cyclic spectrum features can also be used for signal modulation recognition [47].
• Filter bank: A filter bank is an array of band-pass filters that will decompose a given
signal into multiple components, each component will then be a frequency band of the
original signal. This process shows good performance for spectrum analysis due to its
low spectral leakage [48]. Signal decomposition is performed by an analysis filter bank,
that usually splits the signal using the same prototype filter that is centered in different,
but equidistant, central frequencies. This method uses the concept of maximal energy
concentration in a given central frequency with a constant bandwidth. A computational
efficient implementation is achieved with the polyphasic decomposition of the prototype
filter [49].
• Multitaper: The multitaper method may be seen as a filter bank that, instead of one,
uses multiple orthogonal prototype filters, usually Slepian sequences, to improve the
variance and reduce leakage [50].
The selection of a method of spectrum analysis should accomplish the best combination of
three criteria. It is of critical importance for the method to have the lowest spectral leakage
in order to avoid obtaining a smeared version of the original continuous-time spectrum, that
would reduce the ability of detect spectrum holes. Also important is to have the least number
of acquired samples needed for a correct representation of the spectrum to allow a fast sense
of the spectrum to quickly occupy spectrum opportunities. Finally, the algorithm must not be
expensive in terms of computational resources in order to be deployed in mobile devices and
have a low power consumption. By achieving these criteria we then have the optimal system
to, quickly and in real-time, identify spectrum opportunities and avoid possible collision with
other concurrent users.
2.1.1 Periodogram
The most classical way to do spectrum estimates is using a periodogram [51]. First used in
meteorological phenomena it allows for direct spectral estimate of the power spectral density
function, but this method shows some problems, the principal is the bias produced by spectral
leakage. There are usually two kind of bias, the leakage bias and the local bias [52]. The
local bias is due to the use of a low number of bins that require for each one to have a large
bandwidth. The leakage bias is given by any strong peaks in a specific frequency that spread
in the neighboring bins.
The leakage bias can be redistributed to, according to the application, reduce its influence
in the estimation. This operation can be applied in spectrum estimation by using a window
function before the frequency transform.
For a x(n) discrete data sequence, with N points, the windowed spectrogram can be
written as,
Sˆ(f) = |
N−1∑
n=0
x(n)w(n)e−2piifn|2 (2.1)
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where w(n) are the coefficients of the window function. This method is also known as
single-taper and w(n) the taper function [53].
2.1.2 Eigenvalues
Let us consider the received signal x(n) = [x(0), x(1), ..., x(N − 1)] with N samples. Its
multidimensional variant, with M dimensions (also called the smoothing factor), is obtained
by xk = [x(k−1+M−1), ..., x(k−1)] , k = 1, ...,K where K = N−M+1 [54]. These lagged
vectors form the columns of the related data matrix X, called a trajectory matrix [55]. The
columns of M -dimension X matrix are given by the xk vectors.
X =

x(M − 1) x(M) · · · x(N − 1)
x(M − 2) x(M − 1) · · · x(N − 2)
...
...
...
x(0) x(1) · · · x(N −M)
 (2.2)
Note that the trajectory matrix has identical entries along its diagonals. Such a matrix
is called a Toeplitz matrix [45]. From a segment of N samples of received data x(n), M
consecutive output samples can be formed. In practice, the covariance matrix of the input
signal is unknown as it is only analysed a finite number of samples. Thus, the unstructured
classical estimator of R, the sample covariance matrix [56], can be used and is defined as,
R , 1
N
XXH = 1
N
K∑
k=1
xkx
H
k (2.3)
where H is the Hermitian. The eigenvalues of the covariance matrix can then be calculated
from the characteristic equation,
det(R− λI) = 0 (2.4)
where det is the determinant, λ give us the eigenvalues and I is the identity matrix. The
λmax = λ1 > · · · > λL = λmin is then the eigenvalue decomposition of the covariance matrix
of the input signal.
2.1.3 Cyclostationary analysis
2.1.3.1 Introduction
There are many processes in nature that manifest periodic behavior [57]. This kind of
processes that may not be periodic functions in time, can give rise to random data whose sta-
tistical characteristics do vary periodically with time and are called cyclostationary processes
[58]. In telecommunications the periodicity can be due to the signal modulation, sampling,
multiplexing and coding operations. When, for example, a limited constellation with a finite
number of distinct signals to represent digital data is used, will lead eventually to the same
signal being repeated that will create a periodic auto-correlation.
Wide-sense (second order) cyclostationary stochastic processes have autocorrelation func-
tions that vary periodically with time and also have a periodic mean. This type of processes,
under mild regularity conditions, can be expanded in a Fourier series whose coefficients, re-
ferred to as cyclic autocorrelation functions, depend on the lag parameter. The frequencies,
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called cycle frequencies, are all multiples of the reciprocal period of cyclostationarity [59]. For
example in Orthogonal Frequency-Division Multiplexing (OFDM) a cyclic prefix is used that
by repeating part of the frame that is being sent will create a periodic autocorrelation that
can be used to detect cyclostationarity [60, 61, 62].
The importance of cyclostationarity based methods is that they provide a way to sepa-
rate cyclostationary signals from additive white Gaussian noise which by definition is purely
stationary with no correlation, while modulated signals are cyclostationary with cyclic au-
tocorrelation due to the redundancy of signal periodicity. A cyclostationarity analysis can
then differentiate the noise from the primary users of the spectrum and detect the presence
of any communication [63]. This technique is in various situations better than traditional
detection methods [64] as, for example, the energy detection method and allows us to detect
in a wide spectrum band, signals that couldn’t be identified in any other way. This is quite
important in, for example, cognitive radio networks to avoid unintentional interference of a
given communication channel.
2.1.3.2 Cyclostacionary analysis methods
In order to identify the presence of a cyclostationary digital signal in a given sampled spec-
trum we usually use two mathematical operations: cyclic autocorrelation and cyclic spectrum.
These two methods will show unique features when in presence of a cyclostationary based
signal.
Basic notions of cyclic autocorrelation To understand cyclic autocorrelation we first
need to define what is correlation. Correlation is a mathematical operation that allows us to
measure the degree to which two signals are similar and is the expected value of the inner
product of the two signals. For the autocorrelation the procedure is similar, but instead of
having two different signals we use the inner product of the signal with itself at a different
time. By definition a cyclostationary signal has a periodic autocorrelation of a signal Rx.
Lets define that period by being N0 and the lag being τ , then:
Rx(n+N0, τ) = Rx(n, τ). (2.5)
If a periodic correlation exits then it can be proved [59] that x(n) and its frequency-shifted
version x(n)ej2pik/N0nare correlated for any k ∈ Z.Then we can define the cyclic autocorrela-
tion as being:
Rαx(τ) , E{x(n+ τ)x∗(n)e−j2piαn} (2.6)
with α = k/N0 and ∗ the conjugate. Expanding the equation we have:
Rαx(τ) = lim
N→∞
1
N
N−1∑
n=0
x(n+ τ)x∗(n)e−j2piαn (2.7)
where N is signal number of samples.
As the signal is cyclostationary with a periodic autocorrelation in N0 there is no need to
sum the inner product of the signal with itself delayed to infinity as we did in (2.7). Using
only the available number of samples N , we can then remove the limit from the equation and
write:
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Rαx(τ) =
1
N
N−1∑
n=0
x(n+ τ)x∗(n)e−j2piαn (2.8)
Using (2.8) it is then possible to detect if a stochastic process x(n) exhibit cyclostationarity
at the cycle frequency α. If it does then Rαx(t) 6= 0 [59].
Cyclic autocorrelation demonstration for a sinusoid The cyclic autocorrelation func-
tion is given by (2.7). Let us analyse the output of a sinusoid with unitary amplitude and a
frequency of f0:
Rαx(τ) = lim
N→∞
1
N
N−1∑
n=0
cos(2pif0(n+ τ)) cos(2pif0n)e−j2piαn (2.9)
it can be demonstrated that the result is:
Rαx(τ) =
1
4δ(α+ 2f0)e
−j2pif0τ + 14δ(α− 2f0)e
j2pif0τ + 12δ(α) cos(2pif0τ) (2.10)
where δ is the Kronecker delta function. Knowing what to expect from the cyclic auto-
correlation function for a sinusoidal input, we can validate the algorithm implementation by
creating a simulation and compare it with this theoretical result.
Computational implementation of cyclic autocorrelation For a computational effi-
cient implementation of the discrete time cyclic autocorrelation function Rαx(n) from (2.8),
the FFT of the product x(n)x(n + τ) can be used [58]. The discrete Fourier transform of a
finite-energy discrete-time signal x(n) can be defined as [65]:
X(f) =
∞∑
n=−∞
x(n)e−j2pifn (2.11)
it is then easy to see that that (2.7) is nothing more than the Fourier transform of x(n+τ)x∗(n)
divided by 1N .
Let us consider the demonstration in (2.10) and compare it with an sinusoidal input with
frequency of f0 = 0.05Fs.
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Figure 2.3: Cyclic autocorrelation of a sinusoid for τ = 0.
As expected the simulation results for the τ = 0 are the results that we achieved in the
analytic way. The sinusoid was generated at 0.05Fs and as we can see the cyclic autocorrela-
tion has peaks at the double of that frequency and at the image as well. The expected α = 0
value is also present.
Cyclic Spectrum Another tool for analyzing cyclostationarity is the cyclic spectrum. To
derive this function we do something very similar to the Wiene-Khinchin theorem [59] but
applied to the cyclic autocorrelation from (2.8). The cyclic spectrum is then:
Sαx (f) =
∞∑
τ=−∞
Rαx(τ)e−j2pifτ (2.12)
with f = ±α/2. That, once again, is nothing more than the Fourier Transform of the cyclic
autocorrelation and can be calculated with the FFT of every τ from the previously calculated
cyclic autocorrelation.
Using the cyclic spectrum for a band-pass signal the theoretical expected result is the one
show in the Figure 2.4 [59].
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Figure 2.4: Theoretical cyclic spectrum of a band-pass signal .
being ’b’ the lower cut frequency and ’B’ the upper cut frequency. A simulation of a band
pass signal with normalized central frequency of 0.25 and bandwidth of 0.3 would then give
the same result as Figure 2.4 but with b = 0.05 and B = 0.4. The cyclic spectrum result is
shown in Figure 2.5.
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Figure 2.5: Cyclic spectrum of a band-pass signal, at red the theoretical lines .
As expected, the resulting cyclic spectrum of the simulated band-pass signal agrees with
the theoretical results.
2.1.3.3 Contribution on cyclic spectrum behavior under noise
When the signal that is being received is corrupted with noise the cyclic spectrum will
show leakage. This leakage is not uniform under all the domain of the cyclic spectrum but
shows preference on the vertical and diagonal axis that intersect the expected results, as seen
in the red lines of Figure 2.5.
Let us take a look in the following example that was done with a random Binary Phase-
Shift Keying (BPSK) signal with a Fc = 0.1Fs, BW = 0.04F s, SNR = −5 dB with 1000
samples.
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Figure 2.6: Simulation leakage in the cyclic spectrum of a BPSK signal.
As it can seen in Figure 2.6 there is both diagonal and vertical leakage on the cyclic
spectrum results. We claim that this kind of leakage can help in the detection of signals, as
is appearance depends on the central frequency and bandwidth of the signal in question.
Taking advantage of the cyclic spectrum leakage In order to take advantage of the
spectrum leakage we propose the energy measurement of every diagonal and column of the
two dimensional cyclic spectrum space.
This method is expected to improve the detection performance of the classical cyclic
spectrum method that only makes a detection based on a single point of the domain. The
maximum value of the dimensional cyclic spectrum space is then used to determine the
occupied frequency.
Simulation Results To prove that we can indeed use both the diagonal and vertical leakage
that is part of the cyclic spectrum a simulation was created to test each individual methods.
We will then compare three different algorithms:
• Power method: Where the FFT of the signal under test is performed and the bin
with the maximum value is obtained. The position of the maximum value gives us the
frequency of the detected signal.
• Cyclic spectrum: Where the cyclic spectrum of the signal under test is performed, to
find out the position, on the two dimensional domain, of the maximum value and thus
determining the signal frequency.
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• Cyclic spectrum taking advantage of the vertical and diagonal cyclic spectrum leakage:
Where the cyclic spectrum of the signal under test is performed, and the power of each
diagonal line and vertical line of the cyclic spectrum is calculated. Both are then taken
into account to assign a value of power to each cycle frequency α. This is done by
summing the normalized diagonals and columns for the same frequencies. After that,
the frequency with the highest power is determined.
Each method has a successful detection when the identified frequency is inside the bandwidth
of the generated signal.
For the next simulation we used a 16 Quadrature Amplitude Modulation (16-QAM) con-
stellation signal with Fc = 0.15Fs, BW = 0.02Fs and 1000 samples. An average of 5000
simulation was done and the results are plotted in Figure 2.7.
Figure 2.7: Detection probability comparison between methods.
As visible from the figure, the red crossed line where the vertical and diagonal leakage
of the cyclic spectrum is used to improve the results, achieved a better detection probability
compared to the frequency power method and the classical cyclic spectrum method. We
expect to see even better results of the cyclic spectrum methods for signals with higher
cyclostationarity features or with more samples than those used in this test.
There is still margin for improvement in the obtained results, by having a priori informa-
tion of the signal’s bandwidth there is no need to evaluate each cycle frequency individually
and can be group in intervals. By using this frequency grouping, detection probability will
increase as the method uses more signal power for each measurement. With the same ex-
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ample we test the diagonals and columns of the cycle spectrum in groups of 20 as we have
BW = 0.02Fs and 1000 samples.
Figure 2.8: Detection probability comparison between methods using bands.
Once again the implementation of the vertical and diagonal leakage, at green, delivers
better results than the power method also grouped in samples with the size of the bandwidth
of the signal used as input.
Discussion from the contribution We showed how can the cyclic autocorrelation and
cyclic spectrum be implemented in a simulation efficiently and with simulations we were
able do demonstrate that it is possible to use the cyclic spectrum leakage to improve it is
performance in detection, in blind conditions, of cyclostationary signals.
2.1.4 Filter bank
2.1.4.1 Introduction
A filter bank is an array of band-pass filters that divide the input signal in various compo-
nents, each one containing a frequency band of the original input. The process of decomposing
the signal is performed by an analysis filter bank. A Short Time Fourier Transform (STFT)
can be view as a filter bank. Each bin of the transform is centered in an equidistant frequency
grid and will filter the signal in frequency bands. It is well known that this analysis method
suffers from the leakage phenomenon that can be minimized as illustrated in the Figure 2.9
by using a non-rectangular window with coefficients h(n) = [h(0), h(1) . . . h(M − 1)] leading
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to a better frequency response behavior but not enough to spectrum sensing purposes where
a higher dynamic range is needed.
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Figure 2.9: Non-rectangular window implementation for a DFT analysis filter bank.
One of the characteristics of the STFT is that for, non-overlapping windows, it requires
for the window length to be equal to the number of channels of the filter bank and to the
decimation factor. To improve the frequency response of the STFT, the number of coefficients
of the prototype filter h(n) must be larger than the number of frequency bands. This type
of filter bank has a higher flexibility on the design of the prototype filter frequency response
allowing to reduce the frequency leakage to a desired level by paying the price of having a
larger analysis window, delay and processing complexity. However, this type of filter bank
can be implemented quite efficiently using a polyphase decomposition of the filter and a DFT
as shown in the Figure 2.10. where H0(z), H1(z), . . . are the polyphase components of the
prototype filter.
Polyphase implementation of a DFT based filter bank For an analysis filter bank
with M channels each one having a Hk(z) frequency response of a frequency modulated
prototype filter H(z) with 1/M bandwidth of the total used frequency spectrum we have,
Hk(z) = H(zej
2pik
M ), k = 0, 1, ...,M − 1 (2.13)
with z = ejωwe get,
Hk(ejω) = H(ejωe
j2pik
M ) = H(ej(ω+
j2pik
M
)). (2.14)
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As each channel has a limited bandwidth we can decimate the input that goes to each channel.
The most efficient way to do this is trough a polyphasic filtering. For this method we need to
divide our prototype filter in its various channels each filtering a different phase of the signal.
So our prototype filter can be given by
H(z) =
M−1∑
l=0
Hl(zM )z−l. (2.15)
Where Hl(z) is each phase coefficients of the prototype filter and the coefficients are inter-
polated, Hl(zM ), as their are followed by a decimation. But if we use the noble identities to
decimate the input signal first we can avoid the interpolation of each filter phase coefficients.
Each phase of the polyphasic filter is given by,
Hl(z) =
N/M−1∑
l=0
h(nM + l)z−n (2.16)
where N is a multiple of M and N/M − 1 is the number of coefficients in each channel of the
polyphasic implementation, h(n) is the coefficients of the prototype filter, l is the phase and
M is the total number of phases of the filter. If we take (2.15) and substitute in (2.13) we
get,
Hk(z) =
M−1∑
l=0
Hl((zωk)M )(zωk)−l (2.17)
where (zωk)M = zMωkM = zMe
j2pi
M
M = zM , then we have,
Hk(z) =
M−1∑
l=0
z−lHl(zM )ω−kl. (2.18)
Each output will be decimated so if we apply the noble identity, by moving the decimation
beyond Hl in (2.18), we will then have,
Hk(z) =
M−1∑
l=0
z−lHl(z)ω−kl (2.19)
being ω−kl = e−j 2piM kl we can see the similarities between 2.19 and the DFT equation, as is it
defined by
Xk =
N−1∑
n=0
xne
−j 2pi
N
kn. (2.20)
Therefore, we can assert that,
Hk = F kMHl(z)z−l (2.21)
with F kM being the DFT matrix. The implementation is shown in Figure 2.10.
The output uf of each filter from the DFT polyphasic filter bank is then given by,
uf =
M−1∑
l=0
F fMHl(z){X(z)z−l}(↓M). (2.22)
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Figure 2.10: Implementation of the DFT filter bank.
The spectrum estimation SˆFB obtained by using a DFT polyphasic filter bank is,
SˆFB(f) = |uf |2 = |
M−1∑
l=0
F fMHl(z){X(z)z−l}(↓M)|2. (2.23)
2.1.4.2 Practical implementation
In the previous sub-section it was demonstrated an efficient implementation of a analysis
filter bank using only a prototype filter in a polyphasic implementation together with a DFT,
that can be employed efficiently by using a FFT.
For a practical implementation it is necessary to first chose a prototype filter. The selection
of this filter should take into account some key characteristics. A good pass-band response for
the passing band, a rapid decay and a exceptional good rejection band for a large bandwidth.
As it is common for a filter bank in spectrum analysis to have a large number of filters, it is of
critical importance to have a steady decay in frequency on the stop band to avoid frequency
leakage. For illustration, it is plotted in Figure 2.11, using the same number of coefficients,
the frequency response of a prototype filter by using some common window functions.
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Figure 2.11: Evaluation of the frequency response of a prototype filter using three different
window functions.
From the selected three functions, it can be determined that the best function in order to
achieve a high attenuation outside the region of interest, of the prototype filter, its the Hann
window.
Lets consider a DFT polyphase filter bank, that uses a Hann prototype filter with 10
thousand coefficients and a thousand filters. Each filter will have a bandwidth of one per
mille of the analysed spectrum. In this situation the following frequency response from the
DFT filter bank is illustrated in Figure 2.12.
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Figure 2.12: Frequency response of part of the DFT filter bank with 15000 normalized frequency
resolution.
It is visible that the original Hann prototype filter is replicated and translated in frequency
for every filter central frequency of the filter bank.
2.1.5 Multitaper
2.1.5.1 Introduction
In 1982, Thomson [66] demonstrated that more than one tapering (also called window)
function could be use for spectral analysis. He proposed a multitaper spectral analysis method,
where the analysed data sequence is multiplied not by one taper, as in the periodogram
spectral estimation, but by multiple data tapers. In the multitaper method this data tapers
are a set of orthogonal sequences that form N estimations. This N estimations are then
averaged to form the multitaper PSD estimation.
When using a traditional windowed periodogram, a large portion of the analysed signal
is discarded due to the utilization of a single taper. This is due to the use of window func-
tions that usually have zero-valued end-points. Increasing then the variance of the estimated
spectrogram. Multitaper analysis tried to solve that problem by using multiple tapers.
To obtain a spectrum estimation using this method we first obtain the k eigencomponents:
Sˆk(f) = |Yk(f)|2 =
∣∣∣∣∣
N−1∑
n=0
x(n)wk(n)e−j2pifn
∣∣∣∣∣
2
(2.24)
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Where wk(n), k = 1, 2, ...,K are the K orthogonal taper functions. Usually two types of
orthogonal taper functions are used, the Slepian sequences and sinusoidal tapers [67].
2.1.5.2 Slepian Sequences
In multitaper analysis, one of the most used taper functions are the Slepian sequences [68]
also called Discrete Prolate Spheroidal Sequences (DPSS). They are defined by a K number
of sequences, with a N number of weights and a W bandwidth parameter.
The selection of K is a compromise between spectral leakage and the variance of the
estimation. The leakage gets worse as K increases and the variance decreases as K is incre-
mented. The parameter W comes from the selection of K and as W increases the frequency
resolution improves.
The first sequence of the Slepian functions has an eigenvalue of λ0 that is very close to
unity. Making the first taper the best in terms of spectral leakage for the chosen W .
The first 2NW − 1 sequences also have eigenvalues that are close to unity, making K =
2NW −1 a common selection [69]. The remaining sequences have increasingly worse spectral
concentration proprieties and are only used for lower values ofW . As an example, the Slepian
sequences wk(n) with NW = 2 and N = 100 are plotted in Figure 2.13 and their DFT is in
Figure 2.14.
Figure 2.13: Tapers of the first four Slepian sequences with NW = 2.
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Figure 2.14: Frequency response for the first four Slepian sequences with NW = 2.
It is then possible to defineK as a function of NW , in literature NW is sometimes refereed
as half-bandwidth resolution. The number of data samples and NW are then used to create
the Slepian sequences. For K = 2NW−1 the lower limit of NW , by the multitaper definition,
is given by NW = 1.5 as it is the lower amount of half-bandwidth resolution that still has
at least 2 tapper sequences. The maximum value of NW is subjective and in literature is
usually defined as NW = 16 [70]. This maximum value is defined as for high NW values the
frequency resolution is lost and computational complexity, as more tappers are used in the
calculation, is increased.
2.1.5.3 Combination of the individual tapered PSDs
As described in Section 2.1.5.2, for K ≤ 2NW −1 the eigenvalues of each tapper sequence
are very close to the unity. In this situation the multitaper spectrum can be given by the
averaging the multitaper estimations.
SMT (f) =
1
K
K−1∑
k=0
Sˆk(f) (2.25)
An alternative is to consider an weighed sum of the individual estimations, this is of
critical importance for K  2NW − 1 [71]. The weight of each sequence k is the given by its
eigenvalue λk.
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SMT (f) =
∑K−1
k=0 λ
2
kSˆk(f)∑K−1
k=0 λ
2
k
(2.26)
It is also possible to implement adaptive weights in order to allow a selective leakage
suppression [72],
SMT (f) =
∑K−1
k=0 b
2
kλ
2
kSˆk(f)∑K−1
k=0 b
2
kλ
2
k
(2.27)
where bk is the adaptive weight attributed for each tapper sequence [73, 74].
2.1.5.4 Multitaper implementation vs Polyphasic Filter Bank
Frequency response comparison For comparison, both multitaper and polyphasic filter
bank were implemented in Matlab with the following conditions. Both methods use a input of
1000 samples and have an output of 20 frequency bins. The prototype filter of the filter bank
has 1000 coefficients ans is generated using an Hann function. For a better computational
performance the filter bank has a polyphasic implementation. The multitaper implementation
is going to use a value of NW = 25 in order to have the same frequency response of the filter
bank.
The results for the filter bank implementation are shown in Figure 2.15 and the multitaper
implementation is shown in Figure 2.16.
Figure 2.15: Frequency response of the filter bank implementation.
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Figure 2.16: Frequency response of the multitaper implementation.
It is visible that the multitaper implementation does not decays at the same rate as the
filter bank implementation does. It can also be observed that all the filters outputs shown
an attenuation floor of -48 dB a value much lower than what is achieved with the filter bank
implementation. Another important aspect in the filter bank method is that it is possible to
increment the number of coefficients or change the prototype filter, such thing is not possible
in the multitaper implementation. Let us take a closer look for a single filter frequency
response for each method in order to directly compare they behavior,
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Figure 2.17: Frequency response for the 5th filter both for the filter bank and multitaper.
as it is visible in Figure 2.17 the filter bank method has a faster decay outside the pass-
band frequency and also shows a higher rejection ratio than the multitaper implementation.
This allows for a lower amount of frequency leakage.
2.1.5.5 Computational performance comparison
The performance comparison also shows very clear results. For the proposed conditions,
with Matlab 2014a running in a Intel i7-2670QM processor the results are detailed in Table
2.1.
FFT Polyphasic Filter Bank Multitaper
0.3 ms 0.643ms 4.2ms
Table 2.1: Time needed for each spectrum sensing method.
The polyphasic filter bank shows a better computational performance against multitaper
with also an improved frequency response. The lower computational time needed by the filter
bank can be explained by its polyphasic implementation. This methodology reduces the time
needed for signal filtering. In the other hand, the multitaper uses K windows each with the
same size of the input data vector. Due to this, the multitaper has an increased complexity
and takes more time to calculate. These results show that the polyphasic filter bank would
have a more computational efficient implementation than the multitaper method. Thus,
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the following implementations of spectral analysis in this thesis will focus on the method of
polyphasic filter bank
2.2 Signal detection
With every spectrum analysis measurement, there is the need to decide which frequency
bands are occupied or which are free to use. The classic assumption model is to consider that
the analysed signal in a given band can be in one of two states. This binary hypothesis can
be formulated in the following way,
H0 : y(n) = w(n)
H1 : y(n) = s(n) + w(n) (2.28)
with y(n) being the band-limited signal, s(n) the received signal coming from a user and
w(n) the noise floor. By analyzing the spectrum, we need to be able to decide what specific
frequencies represent noise or signal. This decision is made by assuming a threshold for each
frequency band at the output of the spectrum analysis block. Therefore, a binary decision is
taken by comparing the energy estimates with the threshold, as shown in Figure 2.18.
The most common method for detecting the existence of a signal, in a given signal-to-
noise ratio, is the energy detection method. For this method, the acquired signal is constantly
evaluated against a given threshold. This threshold is either a fixed value or it is adaptive.
It is usually defined with three parameters in mind:
• Probability of detection (PD), that is the probability of detecting a signal that is
indeed present;
• False alarm probability (PFA), that is the probability of detecting a signal where
only noise exists;
• Probability of miss detection (PMD), which is the probability of missing the detec-
tion of a signal.
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Figure 2.18: Probability diagram for the signal detection model.
The most common application of the energy detection method, with an adaptive threshold,
is the CFAR detector. The CFAR method [75], proposes a dynamic threshold value based
on a fixed probability of false alarm. Usually in radar detection the CFAR is achieved by
continuously analyzing a fixed number of samples and compare them to their neighbor cells,
also known as training cells [76]. These neighbor cells are then used as a reference for the
noise floor that defines the threshold for CFAR detection [77].
This classical application has some faults and can not be directly applied to maintaining
a constant false alarm rate in a spectrum sensing unit. For instance, if a signal with a flat-top
frequency response is constantly transmitting the same energy level, then this value could be
associated to both noise or to a constant power wideband signal.
In order to have a true constant false alarm rate, the noise floor Probability Distribution
Function (PDF) must be known. As it is expected that this value does not remain constant
in time, due to all the variable sources of RF noise that can affect the device, it is then
important to frequently update the PDF estimation of the noise floor. In order to do so, one
solution is to constantly evaluate the output from our spectrum analysis algorithms to obtain
the noise floor mean power and variance to then create a threshold that will allow to achieve
the defined false alarm rate.
2.3 Noise Model
There are key disadvantages in the fixed noise model estimation. In fixed noise prob-
ability distributions based detection, as previously discussed, the signal can have a similar
distribution to the noise making them indistinguishable from one another. In the eigenvalue
analysis, the detection is made based on the frequency analysis ratio distribution, making it
impossible to differentiate a signal, with a flat top frequency response, from noise floor. A
dynamical noise model estimation does not suffer from those limitations.
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The practical RF noise floor behavior is dynamic both in energy and frequency response.
This creates the need for a dynamic noise floor estimation that can be evaluated by calculating
the threshold used to classify noise and signal [78]. However, the noise floor estimation will
not give a perfectly accurate value and estimation error is to be expected. These uncertainties
can be quantified by a position on the SNR wall where bellow that, the detector is unable to
correctly determine the presence or absence of signals, even for an infinite observation time
[79]. In spectrum sensing, the goal is to meet a given constraint of probability of detection and
false alarm, even in low SNR scenarios. The noise uncertainty problem is usually attributed
to the following causes:
• Temperature variation;
• Change in the Low Noise Amplifier (LNA) gain caused by thermal fluctuations;
• Calibration errors;
• Presence of interferes.
Noise power estimation with enough samples can be used to overcome constant uncertainties
like calibration errors and slow variation phenomenons like thermal changes. In case of a
shared RF medium the solution is usually to have “quiet periods” in the used protocol,
allowing intervals where all the network cease transmission and the radio can observe the
noise floor [80].
In order to obtain a noise power estimation, the received measured power from a deter-
mined bandwidth of the spectrum is sampled. Let y(n) be this band limited signal, at instant
i the received power ν, over an observation window of L samples, can be defined by,
ν(i) = 1
L
i∑
n=i−L
|y(n)|2. (2.29)
Assuming that the received signal has a Gaussian distribution, then ν will have a chi squared
distribution of 2L order and by the central limit theorem, for a large value of L, it can be
consider a Gaussian random variable [81]. In this case we have,
ν(y) ∼
N (σ20,
σ40
L ), H0
N (σ21, σ
4
1
L ), H1
(2.30)
where σ20 is the noise variance and σ21 is the sum of both the signal and noise variance.
Assuming a constant noise variance the SNR could thus be calculated by SNR = σ
2
1
σ20
−1. In a
practical implementation the noise-floor will not be constant, due to this uncertainty its value
can only be estimated. Let us assume an unbiased asymptotical noise variance estimator σˆ2.
Using the observation window from Equation 2.29 this noise estimation will then follow a
Gaussian distribution given by σˆ2 ∼ N (σ20, σ
4
0
N ). The noise floor estimation can then be used
to determine a threshold γ for signal detection. The probability of false alarm (PFa) and the
probability of detection (PD) of this threshold can be calculated with the tail probabilities of
the Gaussian distribution given by,
PFa = Q
(
γ − σ0
var(σˆ2)
)
(2.31)
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PD = Q
(
Q−1(PFA)− SNR
)
(2.32)
Considering an energy detection test where the noise power σ2o is estimated by theσˆ2, an
arbitrary desired pair of probability of false alarm an detection (PDESFa , PDESD ) can always be
reached by increasing the observation time, by increasing the collected number of samples
N , for all possible values of SNR, if and only if the variance of the noise power estimator,
var(σˆ2) converge to 0 for L→∞. On the other hand if var(σˆ2) converges to a constant value,
different of zero, for L → ∞, then there is a minimum SNR that is called SNR wall, under
which it is impossible to achieve the desired (PDESFa , PDESD ) pair [82]. In this situation the
minimum SNR for L→∞ converges to,
SNR
(∞)
min =
1− δ√φ
1− α√φ. (2.33)
As it is assumed that the noise has Gaussian distribution we define φ = var(σˆ2/σ20),
α = Q−1(PDESFa ) and δ = Q−1(PDESD ), where Q(x) is the tail probability of the standard
normal distribution.
In the presence of a non ideal estimation of the noise power, the SNR wall phenomenon
does not arise if σˆ2 is a consistent, with L, estimator of the noise power. Due to this, it is
recommended that dynamical noise floor estimation uses as many samples as possible.
There are two methods to obtain an adaptive estimation for the noise floor. The first
method based on “quiet periods” estimates the noise floor for each frequency, is applied if the
frequency bands and are expected to have a duty cycle of usage. When the channel is not in
use, the power value can be used to evaluate the noise floor and get an updated estimation.
The second method uses information from adjacent frequency bands to estimate the noise
floor, and is used if there are frequency bands that are constantly being occupied, as happens
in FM broadcast. An example of the power spectrum, calculated with a filterbank, of an
acquisition of the FM broadcast spectrum in a typical urban area is shown in Figure 2.19 .
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Figure 2.19: The power spectrum of part of the FM broadcast spectrum where the broadcast
stations are visible as well as the noise floor power in between.
The non-occupied channels might then be used to estimate the noise floor, as is visible in
Figure 2.19. This of course requires that the system is precisely equalized in order to obtain
the same noise floor behavior for all the analysed frequency spectrum and may be unsuitable
in presence of noise with non-uniform frequency response (colored noise).
In shared frequency bands, where multiple users are present, it is expected to exist different
sources of signal that depending on the distance to the spectrum unit, will be received at
different energy levels. This fact occurs in various technologies, as Wi-Fi, LTE and so on,
where the RF bands are shared between all users. When a large amount of users occupies
actively the allocated RF band, then only small sporadic intervals of time in which the channel
is not occupied. This relatively small period where only noise floor is present can make the
task of estimating its level extremely complex.
It is common that RF protocols have a short period of time where there are no trans-
missions on the shared medium. For the LTE protocol, in TDD configuration there is every
radio frame of 10ms a special frame. This special frame is segmented in three periods, first
the downlink pilot time slot, then a guard period than the uplink pilot time slot. There
are no transmissions in the Guard Period, and the smallest duration for this segment is of
approximately 71µs [83] .
In the 802.11 standard, the Distributed Coordination Function (DCF) determines that it
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is expected to always exist a waiting period where a station needs to check the medium before
transmitting data. This period, where the user needs to sense the channel before using it,
is called the DCF Interframe Space (DIFS). Only after the medium is idle during the DIFS
interval the station is allowed to transmit [84]. Even if only one user is using the channel
to communicate with the access point, there still is a minimum specified time-slot that is
not occupied called Short Inter Frame Space (SIFS) interval. The SIFS interval defines the
minimum time-slot between data fragments or immediate response from the medium user
(e.g. data acknowledge) when the medium is not being occupied.
The worst case scenario is for 802.11n where the spectrum sensing unit needs to be able
to estimate the noise floor using SIFS intervals of 10µs or DIFS intervals of 34µs.
One method that can be used in order to estimate the noise floor, that does not require
any a priori knowledge, is to acquire enough samples, to allow to do a precise estimation
based on observed data, of all the acquired unobservable underlying processes probability
density function. This processes can be divided in two groups:
• Noise floor (H0), when no user is present on the allocated RF band and all that is
observable is the noise produced by the environment and by the RF front-end itself.
• User occupation (H1), when a given user transmits a signal with a given and approx-
imately constant power.
The probability distribution function of an acquired time interval signal will then be the sum
of all the processes probability density.
If an energy estimator, that averages a large number of samples, is used then by the cen-
tral limit theorem [85], the histogram of the analysed process converges toward a Gaussian
distribution. The result, in a spectrum sensing scenario, will then be the sum of all the Gaus-
sian components, giving rise to a PDF that follows a GMM. The lowest mean component will
then be the noise floor and the highest value components will be different users transmitting
at different powers or at different distances.
2.4 Performance comparison of spectrum sensing techniques
A spectrum sensing system is composed by three blocks: spectrum analysis, signal detec-
tion and noise model estimation. All these components are chosen and combined in order to
achieve the best implementation for a given application. Due to this, it is of key importance
to establish a performance criterion between spectrum sensing implementations in order to be
able to compare them. While there are many aspects that could be used to compare the per-
formance of spectrum sensing methods, there is a method that can analyze the performance
over a wide range of conditions. This method is called the ROC curve.
The ROC curve is a standard comparison method in spectrum sensing systems. The
graph is plotted with the PFa in the horizontal axis and the PD in the vertical axis. The
curve points are determined by the binary classification of the analysed data. The data
samples are classified as either being part of the noise floor or signal. The better the accuracy
of this classification the closest the ROC curve will be to the point of PD = 1 and PFa = 0
as seen in Figure 2.20.
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Figure 2.20: Performance analysis in the ROC space.
In order to obtain an empirical ROC curve for a given spectrum sensing method, a data
segment composed by both signal and noise data must be analysed. In this data there must
be a priori knowledge of which point belongs to each state (signal or noise). The data is then
classified using a varying threshold. The lowest and highest values that can be attributed to
the threshold are given by data segment boundary values. By varying the threshold along
these values, it is possible obtain the empirical classification of the analysed data. For each
threshold the binary results are then compared to the known attributions of each data point
(signal or noise) in order to obtain the PFa and PD. The final ROC curve will then be a
two dimensional plot where each (PFa, PD) point is given by a different threshold. Using a
changeless threshold vector, this process can be done as many times as needed in order to
obtain a closer approximation to the theoretic ROC curve. This method is independent from
any threshold calculation technique.
If the goal is to evaluate different methods of threshold calculation an identical empiri-
cal ROC curve determination can be done. The difference is that in this situation there is
not a varying threshold, the threshold is calculated for each data segment. In this empiri-
cal determination each ROC curve point is not determined by a different threshold, but is
obtained for each data segment. This is of critical importance for comparing different noise
floor estimation techniques and threshold calculation methods usually for CFAR.
The simplest comparative method for the performance of spectrum sensing methods is then
to compare the ROC curves obtained from each one. Usually the closest curve to the point
PD = 1 and PFa = 0 shown then the best accuracy for detection with the lowest percentage of
false alarms. If the plotted curves are close to each other than visual comparison may not be
possible. In those situations, is normally used the Area Under the Curve (AUC) parameter.
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The AUC is obtained by calculating the integral of the ROC curve. An estimation of it can
be obtained by numerical integration of the empirically obtained ROC curve f(x). Assuming
an uniformly spaced grid of N points with a a grid spacing of h, the AUC can be obtained
by,
ÂUC = h2
N−1∑
k=0
(f(xk+1) + f(xk)) (2.34)
There is an expected empirical error due to the effect of the trapezium rule, more evidently
by splitting the range from zero to one into a number of sub-intervals, that approximate the
curve, and summing the areas of the trapezium.
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Chapter 3
GMM for Spectrum Sensing
The previously discussed signal detection methods, as the CFAR, provide a binary decision
concerning channel occupation. The channel may be, at a given moment, free or occupied.
The decision is based on the knowledge of the noise floor statistical properties, as its proba-
bility distribution function. The noise floor proprieties are then estimated to determine the
detection threshold.
For further information about the frequency channels usage, different signal analysis meth-
ods need to be explored. In addition to the binary decision of occupation there is other relevant
information about the channel usage that could help in collaborative spectrum sharing as well
as for the radio regulation agencies that ensure the correct use of the spectrum. Some relevant
information could be: the number of users sharing the channel, their occupation in time-slots
and the evolution of the noise floor power. As far as we know, there are no methods capable
of obtaining this additional information without the demodulation of the received signals. A
solution that would allow to classify the received signals through the spectrum without the
without the burden of having to demodulate every single signal would be of great value. This
could be done by tracking the received power of the sensed signals. This solution does not
need to demodulate the signal, having then the security of obtaining the information trough
anonymous data. The obtained usage characteristics of the spectrum are useful for regulatory
agencies to detect non-authorized transmissions or as inputs to machine learning algorithms
incorporated in collaborative spectrum sensing systems.
One possible method to obtain these channel utilization characteristics can be done based
on the EM algorithm, as proposed by the author in [86]. The EM algorithm is usually
employed to estimate unknown parameters of an observed data set with a known distribution
function. One of the most common estimation problems is the estimation of the mean and
variance of a data that is a mixture of several signals and noise [87]. For this reason, the EM
has typically been associated with reconstruction and clustering of data, with emphasis on
image processing [88],[89].
More recently, the application of EM has been used in spectrum sensing. In [90] spectrum
measurement data acquired by a spectrum analyzer are analysed using the EM algorithm.
In this article the authors state that the transmitted wireless signals follow a Rayleigh dis-
tribution while noise follows a Gaussian distribution. This statement allows the use of a
Rayleigh-Gaussian mixture as a model for the data analysed in the EM algorithm. In [91]
EM is used for Spectrum Sensing in a multi-antenna and multi-user scenario. In the article
it is assumed that the noise and signal are modeled by Gaussian distributions. The discrete
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Fourier Transform of the data is then analysed by the EM algorithm using a complex GMM
[92].
The assumption that the noise fits a Gaussian model may not always be the best approach,
as it may not be adequate to model atmospheric noise, man-made RF and other sources of
ultra-wideband interference [93],[94]. The same can be described for a Rayleigh fit on the
transmitted RF signals, that may not be always the best approximation for all possible cases
[95].
The issue of determining the distribution that models both signal and noise can be solved
by the central-limit theorem. This is done by estimating the energy of the received data,
from the spectrum sensing unit, using a moving average. For a high order average the data
distribution will then converge to a Gaussian distribution. In this situation both signal and
noise can the be approximately model by a GMM.
3.1 Analysis of spectrum occupation as a GMM
3.1.1 Signal Model for a Shared Spectrum Environment
Consider a spectrum sensing front-end that is constantly analyzing the RF spectrum.
The sensed spectrum is divided in multiple channels, where each channel can be either vacant
(only noise floor is present) or occupied by one of U possible users. It is assumed that each
user will be sensed by the RF front-end with an unique power level. This is due to the path
between each transmitting user and the sensing front-end being unique.
At a particular instance of time n, the received signal will then from one of the K − 1
users or, if no one is transmitting, the received signal will be the background noise floor. This
scenario is modeled by the following hypothesis:
Ho : x(n) = w(n)
Hk : x(n) = sk(n) + w(n) (3.1)
where x(n) is the discrete received time signal in the front-end, sk denotes the signal trans-
mitted by the user k = 1, 2, ...,K − 1 and w(n) the additive zero-mean white Gaussian noise.
A sensing interval, encompassing N samples, will be a sequence of received user signals, rep-
resented by Hk, and also noise floor, described by Ho. Let x denote the received signal vector
for an interval of N samples. This vector is given by the concatenation of data from a set
of H0 and Hk states. The vector x contains a mixture of at most K − 1 transmitted users
signals and the noise floor. As we assume that each sensed user has a unique power level, an
energy estimation analysis of the x data vector will be able to differentiate the different users
of the spectrum.
3.1.2 Signal Energy Estimation
In order to analyze the occupation, the spectrum can be divided into individual frequency
bands. This spectrum division can be performed, for example, by a band-pass filter bank,
with the necessary bandwidth for the required specifications. For each individual band, the
filtered signal can be analysed to detect occupation. On the other hand, each k user of the
shared medium will transmit different data at a different power level. Then, to characterize
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the energy in the channel, the processing steps illustrated in Figure 3.1 are proposed. The
input x is the acquired complex signal with component in phase (xI) and quadrature (xQ).
Each component is assumed to be an approximate Gaussian distribution with zero mean.
The complex absolute square of the signal is calculated in order to obtain its instantaneous
energy. As the data is assumed to follow a Gaussian distribution, squaring it gives origin to
a Chi-Square distribution. The squared data is then filtered with a moving average that, as
mentioned previously, for a high order L gives arise to a approximate Gaussian distribution
[96]. Finally, the smoothed energy estimation is converted to decibels.
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Figure 3.1: Functional diagram of the used energy estimator.
Considering the model described in Equation 3.1 the instantaneous energy estimation can
correspond to a particular user or noise. The probability density function of the output y
can be modeled as a GMM of K Gaussian distributions corresponding to K − 1 active users
and the noise floor. Each Gaussian has an unknown mean, which corresponds to its received
power, however the variance depends on the order L of the moving average as will be proven
latter.
3.1.3 Complex Absolute Square
For convenience of calculation, let us assume the front-end input as zero-mean Gaussian
complex data, then the absolute square of the input is given by the sum of the squares of the
phase and quadrature part of the signal.
c = |x|2 =
(√
x2I + x2Q
)2
= x2I + x2Q (3.2)
By definition the Chi-Squared distribution is the result of squaring a standard normal
random variable [97]. So, if x ∼ N (0, σ2), x2 ∼ σ2χ21, where χ21 is the Chi-Squared distribution
with 1 degree of freedom. The mean and the variance of Chi-Squared are E[χ21] = 1 and
Var[χ21] = 2, respectively. The mean of the squared signal is given by E[x2] = σ2 and the
variance by Var[x2] = 2σ4 [98]. By assuming that the two components of the complex value
are normally distributed independent variables xI , xQ ∼ N (0, 12σ2x) , i.e. both with zero mean
and equal variances. Then, the square of the quadrature and phase components of the signal
will follow the Chi-Squared distribution x2I , x2Q ∼ χ21(12σ2x, 12σ4x) with the mean and variance
calculated as explained before.
The output of the first block, c, is the sum of the squared phase and quadrature compo-
nents. Therefore, the c signal is the sum of two independent components which have identical
Chi-Squared distributions. The distribution of the signal at the output of the first block of
the Figure 3.1 is also a Chi-Squared distribution c ∼ χ21(σ2x, σ4x) . Therefore, the mean is equal
to the variance of the input signal, while the variance is the square of the input variance.
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3.1.4 Moving Average
By averaging the signal with a high L order filter the central-limit theorem is applicable
and the filter output distribution can be modeled by a Gaussian distribution [96]. Assuming
that the input corresponds to L independently repeated measurements of the same user
transmission process, i. e., the data points are Independent and Identically Distributed (IID),
then the expected value of the sample mean, calculated in the moving average, is given by
[99],
E[a(n)] = 1
L
E
[
L−1∑
n=0
c(n)
]
= σ2x. (3.3)
Thus the expected value is the variance of the original complex input signal x.
The variance given by the moving average is given by [99],
Var[a(n)] = 1
L2
L−1∑
n=0
Var[c(n)]
= σ
4
x
L
(3.4)
thus allowing to reduce the variance of the input signal by a factor L.
Finally, we get the distribution for the moving average filter as the following normal
distribution, a ∼ N (σ2x, σ
4
x
L ) .
3.1.5 Analyzing the output distribution of the energy estimator
The estimated energy value, from the moving average is converted to decibels. The dis-
tribution function of this new variable can be computed but the mean and the variance can
only be approximated. For this purpose a Taylor series approximation of the energy estimator
distribution function is proposed.
3.1.5.1 The PDF of the output
As shown before, the moving average filter output signal follows a normal distribution
given by,
f(a) = 1
σ
√
2pi
exp
(
−(a− µ)
2
2σ2
)
(3.5)
where the mean is µ and variance is σ2. Then applying the following logarithmic transforma-
tion we obtain,
g(a) = y = 10 log10(a)⇔ a = 10
y
10 . (3.6)
The distribution function of the estimated energy output, y, is computed as f(y) =
f(a(y))|dady | [100]. The two terms of this equation are the following:
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
f(a(y)) = 1
σ
√
2pi exp
(
− (a−µ)22σ2
)
da
dy = ln(10)10
y
10−1
(3.7)
The probability distribution function of the output of the energy estimation system is
then,
f(y) = f(a(y))
∣∣∣∣dady
∣∣∣∣ = ln(10)10 y10−1 1σ√2pi exp
(
−(10
y
10 − µ)2
2σ2
)
(3.8)
this distribution function will be analysed next.
3.1.5.2 Mean and Variance Estimates
The random variable a has a Gaussian distribution with a positive mean and, for a high-
order (L) filter, the a values will never be zero. Note that the variance of a reduces with L,
but the mean stays constant. So the concentration of a around its mean is proportional to
the order L of the moving average. This allows to replace the logarithm in a short interval
by a linear approximation with a small error.
To evaluate the approximation, we consider the signal with mean 0.5 (i.e, ≈ −3dB ) and
define two different ratios between the signal mean and variance. Figure 3.2 shows the results
for two different ratios, 50 and 1000.
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Figure 3.2: Effect of the logarithm function in the output distribution compared to a Gaussian
distribution.
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For a ratio of 50 the distribution has a Kurtosis value of 4.3 and for the second ratio
distribution the Kurtosis value is 3.02. This demonstrates that for a high ratio between the
mean and the variance the logarithm’s output can also be approximated by the Gaussian
distribution. This effect is also illustrated in Figure 3.2, where the distribution of the largest
ratio is closer to the Gaussian fit.
The distribution is concentrated around its positive mean, avoiding an approximation to
the value of zero and the consequent impact in the derivatives of the logarithmic function
g(a). This allows the use of the Taylor series to approximate the moments of the logarithm
of a.
Considering an approximation with the Taylor expansion, using three terms, the first two
moments are estimated as follows:
• First moment:
E[g(a)] = E[g(µa + (a− µa))] (3.9)
E[g(a)] ≈ E
[
g(µa) + g′(µa)(a− µa) + 12g
′′(µa)(a− µa)2
]
(3.10)
As E[a− µa] = 0 and E[a− µa]2 = σ2a we can then write that,
E[g(a)] ≈ g(µa) + g
′′(µa)
2 σ
2
a (3.11)
• Second moment:
Analogously to the first moment we can write [101],
Var[g(a)] ≈ (g′(E[a]))2Var[a] = (g′(µa))2σ2a (3.12)
The first and second moment are proportional to second and first order derivatives. As
g(a) = 10 log10(a) then the first and second derivatives can be obtained.
g′(a) = 10ln(10)a
g′′(a) = 10ln(10)a2
(3.13)
Substituting the moments by their Taylor expansion, we can finally obtain an estimate of
the expected value and variance.
E[g(a)] ≈ 10 log10(µ2a)−
10σ2a
2µ2a ln(10)
(3.14)
Var[g(a)] ≈ 100σ
2
a
µ2a ln2(10)
(3.15)
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3.1.5.3 Results in order of the input signal statistics
As the process g(a) that generates y, has in the input the values from the output of the
moving average of the system under study, with a random value that can be approximated
by N (σ2x, σ
4
x
L ) we have,
E[g(a)] ≈ 10 log10(σ2x)−
10σ
4
x
L
2σ4x ln2(10)
= 10 log10(σ2x)−
10
2L ln(10) (3.16)
Var[g(a)] ≈ 100
σ4x
L
σ4x(ln(10))2
= 100
L ln2(10)
. (3.17)
Note that for large L, the mean of y is then the value in decibels of the expected value of
the energy estimator input x. The variance of the output y is only dependent on the order
L of the moving average. As L is a known and fixed value this allows us to then have an a
priori knowledge of the expected variance of the energy estimation output. This information
can then be used to improve detection of the signals modeled by a GMM.
3.2 Subtractive histogram method for estimation of both noise
floor and number of transmitting users
3.2.1 Subtractive histogram method
The proposed subtractive histogram method uses the energy estimation y (see Figure 3.1)
of the received channel RF signal and estimates its PDF by calculating the data histogram.
As assumed in Subsection 3.1.1 the data follows a GMM. The histogram will then be a
mixture of at most K Gaussian distributions, where K is the number of different UE received
transmissions with unique power plus the noise floor.
The subtractive method iteratively searches, one by one, the Gaussian distribution com-
ponents in the histogram of the y energy estimation from the GMM data. Searching by the
maximum value of the histogram and then using it as a starting value for a Gaussian fit.
The method obtains then the mixture model that will better fit the y histogram and, as K
is unknown, also estimates the number of Gaussian distributions in the GMM. The Gaussian
components of the GMM are extracted using the algorithm seen in Figure 3.3.
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Figure 3.3: Subtractive histogram method for analysis of Gaussian components of the GMM
signal.
The method iterates till most of the histogram y, that is defined as 90%, is fitted. The
first step is to detect the maximum value on the histogram under evaluation, this will give us
the user signal that occurs more often, or the most frequent contribution in the observation
for the the GMM. After determining the peak value, the coefficient of determination R2 is
obtained,
R2 = 1−
∑n
i=1(hi − hˆi)2∑n
i=1(hi − h¯)2
(3.18)
where n is the number of bins of the histogram being evaluated, hi is the Gaussian distribution
PDF for each i energy value, h¯ is it mean and hˆi is the y histogram [102]. The R2 is calculated
for multiple fitting Gaussian distributions, with a fixed v = var(y) variance (from Subsection
3.1.5.2) and a variable M mean. The tested interval for M is given by:
M ∈ [p− v, p+ v] (3.19)
where p is the detected peak value of the histogram. The value of M that generates the
distribution with the closest fit to the original PDF (having a higher R2) is selected and defined
as the mean value that generates the closest Gaussian distribution fit for that energy interval.
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For this goodness of fit evaluation, it is defined an interval of three times the theoretical
standard variation, where 97.7% of the Gaussian distribution energy is concentrated [103].
This interval around the detected peak is then used for analyzing the R2.
The difference between the calculated fit and the histogram data in that interval is calcu-
lated, if it is an acceptable fit, defined as R2 being higher than a threshold value of 0.7, then
the Gaussian is identified as an transmitting user or the noise floor. If the determined R2
is low, then the analyzed data does not represent a Gaussian of the GMM and the obtained
peak value position is ignored. Nevertheless the calculated Gaussian distribution, that fits
the detected peak, is subtracted from the original histogram. The value of hˆi is updated by
removing the Gaussian fit in the following manner:
hˆ
(k)
i ← hˆ(k−1)i − h(k−1)i , (3.20)
where k is the iteration number. The algorithm will iterate and detect the next maximum
value position till hˆ(k)i reaches the majority of the y histogram data is fit by the method.
After k iterations, if the remaining data is less than 10% of the original histogram data then
the method ends.
3.2.2 LTE Uplink
It was chosen to use LTE uplink signals in order to test the subtractive histogram method.
LTE is the current standard for high-speed wireless communication systems. The current
trend of moving the LTE to unlicensed spectrum, as discussed in Sub-Section 1.1.3.1, makes
spectrum sensing of LTE signals a relevant topic.
The uplink of the LTE standard air interface transmission scheme is based on a Single-
Carrier Frequency Division Multiple Access (SC-FDMA) which converts a wideband channel
into a set of sub-channels called resource blocks [104]. For each User Equipment (UE) a
number of resource blocks are attributed according to the user’s needs.
In order to obtain the number of users using LTE in a given spatial region, without
demodulating the transmitting signals, the best option is to evaluate the energy of the LTE
uplink air interface. The energy analysis allows to separate the users signal by receiving power.
Different users generate different powers at the receiver due to path loss and multi-path effect
[105].
For the noise floor, in order to obtain a good estimation, it needs to ensured that there are
time-slots where no users are transmitting. This is true on the LTE uplink. According to the
LTE protocol, there are always, in each uplink frame, free Resource Blocks (RB). One reason
for that is that the Physical Uplink Control Channel (PUCCH) that carries the uplink control
information is never transmitted simultaneously with user data coming from Physical Uplink
Shared Channel (PUSCH) [106]. These periodical free blocks can be used to dynamically
obtain an estimation of the noise floor.
As the LTE uplink is a shared medium, at a given moment a resource block may be in
one of two states. Noise floor, when no user is present on the resource block and only the
noise produced by the environment and by RF front-end itself is observable. User occupation,
when a given user transmits a signal with an approximately constant power. The PDF of an
interval of acquired signal will then be the sum of the noise and the users processes PDFs.
The energy estimator used in the subtractive histogram method will average a large num-
ber of samples of the received RF signal. From the central limit theorem, more specifically De
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Moivre–Laplace theorem [107], the histogram of each transmitting user will converge toward
a Gaussian distribution. The result, will then be the sum of all users Gaussian components
that gives rise to a PDF that follows a Gaussian Mixture Model. The lowest mean component
will be the noise floor and the highest value components will be the different UEs received
signals with different values of mean power.
3.2.3 Practical experiment with LTE Uplink signals
In order to test the method with Frequency Division Duplex (FDD) LTE signals, three
PUSCH symbols for TS36.104 Uplink FRC A3-3 [108] using 15 RBs with a total of 3 MHz
of bandwidth, were generated. Each of these three signals are generated with a unique radio
network temporary identifier (to simulate different UEs) and the data block contains random
generated data. The modulation used is Quadrature Phase Shift Keying (QPSK) and the
scheduling is that the three users are allocated in three resource blocks on the same frequency
band.
The complete frame that will be tested will be composed of a blank resource block that
has the same length as the PUSCH subframe, the PUSCH subframe from the first user, the
second user’s PUSCH subframe with 4 times higher amplitude than the first and then the
third user with a PUSCH subframe with 16 times higher amplitude than the first.
Figure 3.4: The experimental setup to simulate multiple UE up-link transmissions.
The frame is transmitted by a Rohde & Schwarz SMJ100A at −25 dBm and centered
at Channel 1 Uplink, 1950 MHz and it will simulate the usage of the LTE uplink by three
different UEs. The data will be received by the detection unit, an ETTUS USRP B210
connected trough USB3 to a personal computer as seen in Figure 3.4. The B210 is configured
to operate at 4 MSPS in the same central frequency as the LTE signal is transmitted. The
received signal has 8900 samples and is analysed with an energy estimator of order 50. This
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energy estimator has a theoretical variance given from Equation 3.17 of approximately 0.38.
The output of the power estimator can be seen in Figure 3.5.
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Figure 3.5: Energy estimation of the received
LTE-Uplink signal.
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Figure 3.6: Variation of the coefficient of de-
termination around the first detected peak
bin.
This data is then analysed using a histogram with a thousand bins and the algorithm
from Section 3.2.1 is used with a threshold of 10% of the total energy of the histogram.
Distributions with a goodness of fit, R2 < 0.7 are ignored.
The first histogram peak value, is detected at -72dBm and the fit of the mean value is
illustrated in Figure 3.6. The curve obtained by the coefficient of adaptation, shows that the
first detected peak is approximately six bins away from the local optimum, this allows for a
better fit, compared to use only the detected maximum as the mean for the fitting Gaussian.
This fit is then removed from the original PDF and a new iteration is run. This iterations of
the applied algorithm can be seen in Figure 3.7.
After detecting the four Gaussian distributions present on the signal segment, the re-
maining data represents 7.8% of the occurrences from the original generated histogram. The
calculated R2 values for the various detected distributions are the following: 0.8 ; 0.86 ; 0.92
and 0.86. As the remaining histogram data is bellow the defined threshold of 10%, the algo-
rithm concludes the iterations. If that wouldn’t be the case, then the next distribution that
would be detected, by ignoring the data remaining threshold, would reduce the data left in
the histogram to 6,6%. This detection would have a coefficient of determination of 0.04 that
would be ignored by the method due to the low R2.
From the obtained distributions it is then possible to have a power estimation for the
noise floor, that is given by the lowest detected power distribution. The other three detected
distributions refer to the number of transmitting UE present on the shared medium.
3.2.4 Results discussion
The subtractive histogram method proposed in this article was able to determine the
number of users and their power in a simulated LTE channel scenario using a PUCSH data
transmitted from a signal generator and received in a SDR unit. The energy of the received
signal is estimated and its histogram was analyzed to determinate the number of different
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Figure 3.7: Iterations of the subtractive histogram method for the LTE-Uplink data.
distributions. As the energy estimation of the sensed LTE uplink can be modeled by a
Gaussian mixture, this allow us to have a priori information that allows us to determine the
number of distributions presented. The lowest value Gaussian gives an estimation of the noise
floor and the remaining distributions give us an estimation of the number of LTE users and
their received power.
3.3 Single antenna energy EM clustering
3.3.1 EM algorithm applied to the Time Domain Signal
In the spectrum sensing model as described by Equation 3.1 it is implicitly assumed that
a long segment of data samples is formed by the concatenation of sub-segments where either
one user is using the channel or noise is present. Therefore, as the energy estimator y can be
approximated by a Gaussian distribution, the suitable model for the probability distribution
function is the GMM [109]. The mean of each Gaussian would then represent a user and the
noise floor can be related with the lowest Gaussian mean estimated. Assuming this model
the EM algorithm is used to estimate unknown parameters of the GMM. The EM algorithm
was modified to allow histogram-based estimation of the GMM unknown parameters.
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3.3.1.1 EM algorithm
Given a set of observations, the EM algorithm aims to compute the maximum likelihood
estimation of the unknown parameters of a statistical model [110]. Hence, the available
data is assumed to be a set of observations drawn from a mixture of different probability
distributions. For the energy estimator we consider the data modeled by a GMM, explaining
each data value y as follows,
m(y|Θ) =
K∑
k=1
pikΦk(y|θk) (3.21)
where Θ = {θ1, θ2 . . . θK , pi1, . . . piK} denotes the set of parameters of the K normal distribu-
tions, with normal density given by Φk that is characterized by the parameters θk = {µk, σ2k}
and pik is the weight of each distribution for the data y. The weights are constrained to sum
to one, e.g ∑k pik = 1.
The algorithm starts with initial guesses for each unknown parameter of the Θ set. A
common way to set up the initial values is to choose K random samples from the data points
for the means µˆk and the overall data variance as the initial value for σˆ2k. For the parameters
pˆik an equal proportion, 1/K, can be initially attributed to each distribution.
After the initial guesses, the algorithm proceeds by recursively applying the following two
steps:
• Expectation step: For each data value, given the parameters of the mixture model,
compute the a posteriori probabilities of belonging to each distribution. Using the
Bayes Rule, the probability that each data value, yi, i = 1, 2, ..., N , belongs to a Φk(.),
also called responsibilities, is given by
γˆk,i(Φk|yi) = pˆikΦk(yi|θk)∑K
l=1 pˆilΦl(yi|θl)
(3.22)
• Maximization step: The estimated probabilities on the Expectation step are inte-
grated in the maximum likelihood estimation of parameters of the normal distributions
[111]. Therefore, the updates depend on the weighted values. The aim of the maximum
likelihood estimation is to compute the parameters Θ that give the best fit to the given
set of independent data observations.
µˆk =
∑N
i=1 γˆk,iyi∑N
i=1 γˆk,i
(3.23)
σˆ2k =
∑N
i=1 γˆk,i(yi − µˆk)2∑N
i=1 γˆk,i
(3.24)
pˆik =
N∑
i=1
γˆ(k,i)
N
(3.25)
The Expectation step and Maximization step are iterated until the convergence criterion
is met (e.g., a maximum number of iterations). The algorithm’s output will then give us the
estimation of the mean value, variance and mixture proportion of each normal distribution
on the analysed model.
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3.3.1.2 Illustrative Example
To test the described method we have generated an artificial signal, encompassing three
users where each one is being received with a different power. A period where only noise floor
is present, which has the lowest power level, was also defined. The users and the noise floor
are interleaved in order to create the test signal, as described in Table3.1.
Signal Power (dB)
Estimated
Power
(dB)
Appearance
order
Noise
Floor
-100dB -100.08 3rd
Low
power
-98dB -98.04 1st
Medium
power
-96dB -95.94
2nd and
5th
High
power
-94dB -93.89 4th
Table 3.1: Generated test signal components.
The test signal x is divided in 5 time slots with N = 1000 samples. Each user is present
in different time slots, one of the users occupies two time slots, and one of the time slots
has no user transmitting (noise floor). The data is generated as a complex Gaussian random
variable. Due to its simplicity, it is used as an approximate model for both the noise floor and
the received signal. Notice that OFDM signals, as in 802.11n, are expected to have Gaussian
distributions [112]. The power of the generated signals is given in Table 3.1, and is then
evaluated with the energy estimator as described in Figure 3.1 with L = 100. The output y
of the estimator is shown in Figure 3.8.
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Figure 3.8: Power estimation of the generated data.
The data is then analysed with the Expectation Maximization algorithm in order to obtain
the unknown parameters of the normal distributions present in the model. The stopping
criteria in the EM is 100 iterations. The Figure 3.9 shows the evolution of the estimated
mean for each of the K = 4 distributions.
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Figure 3.9: Analysis of the convergence of each distribution mean.
After convergence, the mean values of the Gaussian distributions are−100.08 dB,−98.04 dB,
−95.94 dB and −93.89 dB. After the EM convergence, the responsibility parameter for each
sample is also informative. This parameter gives us the channel occupation through time,
and also identifies the individual user within a specific time slot. The responsibilities were
smoothed with a moving average filter or order L = 100, and are illustrated in Figure 3.10.
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Figure 3.10: Responsibility of each distribution in discrete-time.
The EM output can be analysed by using the estimated parameters from the method
to generate the probability density function of the mixture. These distributions are then
compared with the input data histogram. Figure 3.11 compares the two approaches.
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Figure 3.11: Comparison of the data histogram and the EM estimated distribution. The data
was generated according with the parameters of Table 3.1.
To analyze the performance of the EM algorithm, the ROC curve of the Energy Detection
(ED) was calculated from the previously generated simulation. In this evaluation a threshold
with a variable probability of false alarm is applied to different uncertainty values ∆ of the
noise power estimation. The calculated curves are compared with the performance obtained
when using the estimated noise floor with the Expectation Maximization method.
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Figure 3.12: ROC curve comparison between a fixed noise floor estimation with variable
uncertainty and the EM noise floor estimation.
In Figure 3.12 the various ROC curves are compared. The energy detection that used the
noise power estimation with the EM algorithm has, as expected, a worse performance than
the ideal ED at ∆ = 0dB, but shows a similar performance to an ED with ∆ = 0.25dB.
3.3.2 Histogram Based EM Algorithm
In the previous section the standard EM algorithm in the time domain was described. The
parameters of the Gaussian mixture model were estimated directly from the energy estimation
output. Therefore, the method allows not only to determine these parameters, but can also
identify the Gaussian component to which a data point belongs. To obtain a more efficient
approach an algorithm version based on the data histogram was developed. The EM algorithm
will then be applied to the bin values and not to all energy values in a segment of data.
That way, as the number of bins is smaller than the number of data points in the energy
estimation output, the complexity, either in terms of memory and operations, is reduced
significantly. The disadvantages are the loss of precision in identifying the exact sample where
the distributions are present and the quantization error induced by the histogram intervals.
The EM algorithm applied to the time domain can be easily adapted to work with his-
togram data. Let yi, i = 1, 2, ..., N be the input data, then y¯j , j = 1, 2, ...,M denotes the
center of the bins of the histogram, and M gives the number of intervals. The number of
occurrences in each interval is given by oj .
• Expectation step: For each histogram bin, compute the a posteriori probabilities of
belonging to each distribution given the parameters of the mixture model. Using the
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Bayes rule, the probability that a bin y¯j , with oj occurrences, belongs to a Φk(.), also
called responsibilities, is given by
γˆk,i(Φk|y¯j) = pˆikΦk(y¯j |θk)oj∑K
l=1 pˆilΦl(y¯j |θl)oj
(3.26)
• Maximization step: The estimated probabilities on the Expectation step are inte-
grated in the maximum likelihood estimation of parameters of the normal distributions.
Therefore, the updates depend on the weighted values. The aim of the maximum like-
lihood estimation is to compute the parameters Θ that give the best fit to the given set
of independent data observations. The calculated mean for k will then be the weighted
mean of the histogram values using the calculated responsibilities for that distribution.
µˆk =
∑M
j=1 γˆk,j y¯joj∑M
j=1 γˆk,joj
(3.27)
The variance will be a weighted sum of the variances within each bin
σˆ2k =
∑N
i=1wk,j(y¯j − µˆk)2∑N
j=1wk,j
(3.28)
where these weights are given by
wk,j =
γˆk,joj∑N
j=1 γˆk,joj
(3.29)
The mixing coefficients of GMM are calculated by
pˆik =
∑N
j=1 γˆk,joj∑N
j=1 oj
(3.30)
Once again the expectation and maximization steps are iterated until the convergence
criterion is met. The algorithm’s output will then give us the estimation of the mean value,
variance and mixture proportion of each normal distribution on the analysed model from the
histogram data.
The performance improvement in the EM can be observed by comparing the number of
FLoating-point OPerations (FLOP) using both methods. The complexity, in terms of FLOP,
of the algorithm is measured using the data described in section 3.3.1.2 but with a variable
number of samples N . The number of bins used on the EM based histogram is one hundred.
Table 3.2 presents the results.
Number
of points
Histogram
(MFLOPS)
Time
(MFLOPS)
100 2.4 2.2
150 2.4 3.3
200 2.4 4.4
Table 3.2: Comparative of FLOP by EM implementation.
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As expected for the histogram implementation the number of FLOP remains constant
with increasing number of points, as the histogram will always have a fixed number of out-
puts. Using the time dependent data directly, the number of FLOPS is smaller but quickly
matches the value for the histogram implementation. The time implementation complexity
will increase linearly with the analysed number of points.
3.3.3 Estimating the number of distributions on the model using EM
The EM algorithm assumes that the number K of distributions is fixed and known a
priori. If there is no information on the number of distributions present on the received
signal, then an alternative solution needs to be addressed. The next sections present two
different strategies to estimate the GMM model order, i. e.,the number K of distributions.
3.3.3.1 Elbow method
The elbow method is based on the comparison of two Cumulative Distribution Functions
(CDF) [113]. One of the CDFs is estimated using the GMM model, for a variable order K,
obtained by the EM algorithm and the second is obtained directly from the complex-valued
input data. The Mean Squared Error (MSE) between the two CDFs is then estimated for
increasing values of K, that are part of the mixture model used in the EM algorithm. The
optimal value for K corresponds to the largest slope variation in the MSE for the different
values of K.
A block diagram describing the elbow method process is described in Figure 3.13.
Estimator
EM algorithm 
for K 
distributions
CDF from the 
calculated 
parameters
Complex 
Data Data CDF
Mean Square 
Error
K=[1,2,…,10]
Figure 3.13: Elbow method used to determine the number of distributions present on the
data.
In this method the input of the EM algorithm is the output of the energy estimator, as
described in the block diagram of Figure 3.1. The EM algorithm is repeated for K varying
from 1→ 10 Gaussian distributions in the GMM model until the error reaches an elbow point.
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The CDF of the GMM, estimated by the EM, is then compared to the cumulative histogram
of the energy estimator output.
Figure 3.14 illustrates the MSE between the CDFs for the different values of K using the
simulated data described before (sec. 3.3.1.2). Furthermore, the largest value of the derivative
of the MSE error is also for K = 4.
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Figure 3.14: MSE evolution (full line) for an increasing number of distributions. The inflection
point is clearly visible in derivative (dashed line) of the MSE for K = 4.
However, as will be seen in the section 3.3.4, the elbow method does not perform well
with real world data, as the latter follows the GMM model only approximately.
3.3.3.2 Overfitting Method
In this section we propose a more robust method to estimate the number K of Gaussian
mixtures even when the data does not follow a low order GMM. From Equation 3.17 we can
verify that the variance of the Gaussians that compose the mixture is a function of the order
L of the moving average. We can take advantage of this a priori information by considering a
large number of Gaussians to overfit the number of components of the GMM. The distributions
with a variance largely different from the theoretical value given by Equation 3.17 are then
discarded.
In this overfitting methodology, the GMM will have an initial order of Ko  K which
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corresponds to the number of transmitting users and noise floor. Using (3.17) we can dis-
tinguish between Gaussian distributions, from noise floor and transmitting users, from other
noise sources. This method can be compared to a model selection based on hypotheses testing
[114], where the testing hypotheses are the known variance of each Gaussian distribution used
on the overfitting.
For a robust fit of the analysed data histogram, every Φk of the GMM whose variance
is not close to the theoretically expected value or its contribution to the overall model is
negligible, is discarded. Therefore, after the overfitted model is obtained from the EM, the
Φk of the GMM is chosen according to the following criteria.
1. The distribution’s variance σ2k should be in the range defined by,
1
t
S2y < σ
2
k < tS
2
y , k ∈ {1, 2, ...,K}. (3.31)
Where Var[y] = S2y is the calculated theoretical variance of y calculated by using Equa-
tion 3.17, t ∈]1,+∞[ is a tolerance factor to accommodate the model imprecisions and
the ovefitting initialization.
2. Additionally, the distribution’s responsibility, pik, should be larger than a threshold α.
Both t and α are two user defined parameters according to the experimental conditions.
3.3.4 EM application in real-world Wi-Fi data
A setup for a real-world application of the EM algorithm for spectrum sensing was assem-
bled with two smartphones connected through Wi-Fi to an access point. The sensing device is
an Universal Software Radio Peripheral (USRP) B200 SDR platform controlled by a personal
computer.
Figure 3.15: Diagram of the Wi-Fi setup.
The test was conducted indoors in a dense urban environment. In this setup the USRP
is in the same room as the first smartphone. The router is further away in an adjacent room
and the second mobile phone, that is the farthest from the USRP, is in a third separated
room. The equipment does not change position during the setup and there are no moving
elements in the setup.
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Due to the different distances of these three devices to the USRP, the received signals from
each equipment will have different power levels. The USRP B200 acquired 107 samples during
2.5 seconds using a sampling frequency of 4MHz, centered at 2432MHz (802.11 - Channel
5). This data was analysed by the energy estimator described in Figure 3.1 with a moving
average of L = 100 coefficients, which corresponds to an integration time of 25µs. Since
the length of the impulse response in an indoor environment is generally of a few hundred
nanoseconds [115], this integration time allows us to ignore the multi-path fading effect. We
can approximate the variance for the energy estimator output by using (3.17), which for our
case is approximately given by SL = Var[e] ' 0.189.
For detection purposes, the histogram version of the EM algorithm presented in sec-
tion 3.3.2 was used. In this method, the output of the energy estimator is evaluated by
forming a total of 1000 histograms, each encompassing 105 samples. Each histogram has
1000 bins, uniformly distributed in amplitude. Each histogram was analysed with the EM
algorithm with a stopping criterion of 100 iterations. In Figure 3.16, we can observe the
application of the elbow method to one of the data segments.
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Figure 3.16: On the top the used data segment. On the bottom the MSE derivative of the
elbow method where a clear inflection point is not present for K = 4.
It is not possible to obtain a conclusive answer for the number K of distributions, as the
elbow point is not present on the MSE plot. A similar behavior is obtained for the other data
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segments. The absence of a clear inflection point is due to an acquisition in a non controlled
urban environment, where interference from other Wi-Fi devices is to be expected.
For comparison we applied the overfitting method, as explained in Section 3.3.3.2, to the
same signal. Each data segment is evaluated with a histogram of 1000 equally distributed
bins. In spite of knowing the number of users in the experimental set-up, we consider to
initially overfit the data with Ko = 10 Gaussians.
Taking advantage of a priori knowledge of the variance, the nuisance parameter t = 5 was
set. This means that distributions with a variance five times lower or five times higher than
the expected S2y will be discarded. The other nuisance parameter was chosen as α = 0.001
to discard Gaussian distributions with a small contribution (responsibility) to the GMM. By
repeating this process for all the segments, we obtained the results shown in Figure 3.17.
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Figure 3.17: On top the mean power of the identified distributions. On bottom the number
of detected distributions and the number obtained by visual inspection.
In the experiment three Wi-Fi devices were transmitting information in a non-controlled
way. Due to this, for each segment a different utilization of the channel occurs for each Wi-Fi
device. To overcome this indeterminacy, each segment was visually analysed thus determining
the number of expected users for each segment. As both estimations are noisy, a median filter
of order ten was used to obtain a more stable result.
The results show a visible tendency for the detected Gaussian distributions to concentrate
around four different power values. The three highest concentration values can be attributed
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to the two smartphones and the access point transmissions. The lowest value is the contri-
bution of the noise floor to the GMM. The observed large dispersion near the noise floor is
explained by the nature of the test. This test was performed in a real urban environment and
other remote access points are being received, with a low power, during the experiment.
The mean of the number of detected distributions is 4.16, which is very close to the true
value of K = 4. The number of estimated distributions in each segment is shown on the
bottom of Figure 3.17. While the curves of the number of detected distributions are not
exactly identical, they show a similar behavior, reliably determining the expected number of
distributions on the experiment.
The responsibilities of each distribution of the GMM in the data are calculated by the
EM algorithm. These responsibilities can be used to determine which time slots are being
occupied by each user. They can be seen in Figure 3.18.
Figure 3.18: Responsibilities of each Gaussian distribution on a signal segment.
The Wi-Fi channel is not constantly occupied. In an analysed segment of data, there may
be a time interval with no transmissions. In this situation, the distribution with the smallest
power models the background noise. This allows a robust estimation of the background noise
power level and to determine the detection threshold to implement a CFAR detector. For this
application, the threshold is defined to have a CFAR of 0.1%. The instantaneous noise floor
value is estimated using the lowest Gaussian distribution given by the overfitting method
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in the last ten segments. The distribution mean and variance is then used to extract the
threshold for the defined CFAR. Figure 3.19 illustrates the obtained estimation of the noise
floor level and also the corresponding threshold.
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Figure 3.19: Calculation of the dynamic threshold based on minimum variance estimation.
For reference the noise level of the USRP front-end was measured without any transmis-
sion and the measured mean value for the noise floor was of −95.5dB, consistent with the
estimation obtained by the proposed method. For each new segment of data a new threshold
is calculated based on the instantaneous noise floor estimation. This value is used to detect
white spaces on the analysed frequency band as illustrated in the data segment presented in
Figure 3.20.
81
Time(s)
0 0.005 0.01 0.015 0.02 0.025
Po
w
er
(dB
m)
-100
-90
-80
-70
-60
-50
-40
-30
Time domain signal
Signal
Calculated Threshold
Figure 3.20: 802.11 signal in time and threshold.
The calculated CFAR threshold, based on the noise floor estimation, allows to quickly
detect the occupancy of the transmission band.
3.3.5 Results discussion
The used Expectation Maximization algorithm is able to automatically extract useful
information from energy spectrum sensing. The algorithm analyzes the logarithm of the av-
eraged signal energy estimates, allowing a better dynamic range in the calculated histogram.
It was shown that for a sufficiently long integration time, a GMM can be assumed for the
RF signal acquisition and the EM algorithm can be used. This method dynamically esti-
mates the noise floor from the input signal, provided that there are regular periods with no
transmissions on the channel. It was also shown that the EM algorithm is able to obtain
the number of transmitters, their relative power and an estimation of the amount of time
each one is occupying the channel. The classical EM algorithm was also adapted to analyze
histogram data instead of raw data samples, making the algorithm more amenable to real
time implementations. The method allows the implementation of a CFAR detector to quickly
determine white spaces on the spectrum. The results from the real-world environment Wi-Fi
test, acquired with a USRP B200 software defined radio, attest the validity of the proposed
methodology.
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3.4 Two antenna EM Clustering using both phase relationship
and energy
3.4.1 Hybrid phase relationship and energy detection
Energy detection is the most employed method for determining the occupation of the RF
medium. It is a non-coherent method where no a priori knowledge of the received signal is
known. Both implementation and computational complexity of this method are relatively
low. In the previous Sub-Chapter the EM algorithm was evaluated using as input data the
energy estimation of the acquired RF signal from a single antenna. In this Sub-Chapter
the usage of the EM algorithm for a two dimensional (2D) case will be evaluated to improve
detection performance. Using a two antenna system the EM will model both energy and phase
relationship between antennas with 2D Gaussian distributions and classify the acquired data
into noise and signal subspaces.
3.4.1.1 Phase relationship between two antennas
In a dual antenna receiving RF system each individual element will have different propa-
gation distances from the transmitted signal S.
θ
d
l
xA xB
s
Figure 3.21: DoA scenario with a S transmission being received by two elements, xA and xB
.
As the radio wave propagates at the speed of light c, then each antenna will obtain the
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same RF signal but with a phase shift α that can be given by,
θ = 2pi
λ
l (3.32)
where λ is the transmitting signal wavelength and l is the path length difference between
antennas.
Assuming the far-field case, where is assumed that the wave propagates in parallel through
space [116], we have the scenario seen in Figure 3.21. The phase difference α can be calculated
by the inner product of both received signals and is given by,
α(n) = ∠[xA(n)x∗B(n)] (3.33)
where xA(n) and xB(n) are the complex sampled signals from respectively the first and
second antenna, ∗ indicates the complex conjugate and ∠ denotes the phase angle of the
complex number.
3.4.1.2 Two dimensional analysis of energy and phase relationship
The instant energy estimation e, of the acquired signal from both antennas can be given
by,
e(n) = xA(n)x∗A(n) + xB(n)x∗B(n). (3.34)
Assuming that the sampling frequency is higher than the minimum duration of the signal
that is to be detected, a better testing value for the signal energy can be obtained by averaging
the incoming signal. The energy test statistic Te, will then be a moving average of order L of
the instant energy.
Te =
1
L
L−1∑
n=0
e(n). (3.35)
The same process is done for the phase difference estimation, where the phase difference
test statistic Tα, can be given by,
Tα =
1
L
L−1∑
n=0
α(n). (3.36)
Assuming a high order L, both energy and phase difference test statistic distributions
can be approximated to Gaussian distributions [117]. These two test statistics are, at a
given moment, part of a two dimensional plane of both energy and phase relationship of a
acquisition from a frequency channel. Let y be a two dimensional vector of R2 domain given
by,
y = (Te, Tα). (3.37)
Assuming a model of two states, at a given n sample the received data is either signal or
noise floor. Using the acquired interval data, two clusters can be obtained. The first one,
where no signal is present is given by the noise floor energy and a random phase relationship
between antennas as each receiving element will have independent noise sources associated
to each acquisition RF front-end. The second one, where a signal is being received, where
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the energy is that signal received power and the phase relationship will given by Equation
3.33. Each of these clusters can be modeled by two 2D Gaussian distributions with the EM
method.
3.4.1.3 EM algorithm for two dimensional data
In this spectrum sensing model it is assumed that a long segment of data samples is formed
by the concatenation of sub-segments where either there is a user using the channel or only
noise is present. Therefore, y can be approximated by 2D Gaussian distributions, the suitable
model for the probability distribution function will then be the 2D GMM. The mean of each
Gaussian will then represent either a user or the noise floor. The noise floor is expected to
be the Gaussian will the lowest estimated mean.The EM algorithm is then used to estimate
unknown parameters of the 2D GMM.
Given a set of observations, the EM algorithm aims to compute the maximum likeli-
hood estimation of the unknown parameters of a statistical model. Hence, the available
data is assumed to be a set of observations drawn from a mixture of different probability
distributions[118]. For the energy estimator we consider the data modeled by a GMM ex-
plaining each data point y as follows,
m(y|Θ) =
K∑
k=1
pikΦk(y|θk) (3.38)
where Θ = {θ1, θ2 . . . θK , pi1, . . . piK} denotes the set of all parameters of the K normal distri-
butions, with normal density given by Φk and pik its the weight of each distribution for the
data y. The weights are constrained to sum to one, e.g ∑k pik = 1. The normal density of
each distribution is characterized by the parameters θk = {µk, Pk} where µk is the mean and
Pk the covariance matrix.
The algorithm starts with initial guesses for each unknown parameter of the Θ set. A
common way to set up the initial values is to choose K random samples from the data points
for the means µˆk and the overall data covariance as the initial value for Pk. For the parameters
pˆik an equal proportion, 1/K, can be initially attributed for each distribution.
After the initial guesses, the algorithm proceed by recursively applying the following two
steps:
• Expectation step: For each data value, compute the posteriori probabilities of belong-
ing to each distribution given the parameters of the mixture model. Using the Bayes
rule the probability that each data value, yi, i = 1, 2, ..., N , belongs to each Φk(.), also
called responsibility, is given by
γˆk,i(Φk|yi) =
pˆikΦk(yi|θk)∑K
l=1 pˆilΦl(yi|θl)
(3.39)
• Maximization step: The probabilities estimated on the expectation step are inte-
grated in the maximum likelihood estimation of parameters of the normal distributions
[111]. Therefore, the updates depend on the weighted values. The aim of the maximum
likelihood estimation is to compute the parameters Θ that give the best fit to the given
set of independent data observations.
µˆk =
∑N
i=1 γˆk,iyi∑N
i=1 γˆk,i
(3.40)
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Pk =
∑N
i=1 γˆk,i(yi − µˆk)(yi − µˆk)T∑N
i=1 γˆk,i
(3.41)
pˆik =
N∑
i=1
γˆk,i
N
(3.42)
The expectation step and maximization step are iterated until the convergence criteria is
met. As output the algorithm gives the estimation of the mean value, covariance matrix and
mixture proportion of each normal distribution on the analysed data model.
3.4.1.4 Implementation of hybrid phase relationship and energy detection
It is expected that the y data follows a two multivariate normal distribution, as such,
the EM Algorithm is applied for a GMM of two 2D Gaussian distributions. When the EM
converges to the maximum likelihood solution the weight of each distribution pik, on the data
y is then used to determine the probability of a data point to belong to either the signal or
noise floor subspaces. The pik is then used to decide the occupation of the channel as seen in
Figure 3.22.
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Figure 3.22: Purposed detection method diagram.
3.4.2 Practical experiment for evaluation of the hybrid detection method
The purposed detection method was then evaluated in laboratory using a USRP B210 [119]
SDR as a dual receiver RF front-end that is controlled by a personal computer. The B210
SDR is based on the AD9361 [120] that allows synchronous acquisition of two RF channels.
The two receivers ports used in this experiment are A:RX2 and B:RX2 that are 2.5 cm
separated apart. As the transmitting signal half-wavelength is higher than the separation
between receiving elements, ambiguity in the phase difference measurements between the
antenna elements is avoided. Both ports are connected to two omni-directional VERT2450
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antennas able to operate from 2.4 to 2.48 GHz and 4.9 to 5.9 GHz. The selected central
frequency for this experiment was fc = 5.3GHz that is part of the U-NII radio band [121].
The USRP will be synchronously sampling the signal coming from both antennas at
2 MSPS. The transmitter will be is a R&S SMU200A [122] Vector Signal Generator connected
to a 24 dBi horn antenna as shown in Figure 3.23.
Figure 3.23: Experimental setup for the purposed hybrid detection method evaluation.
The generator transmits a 16-QAM modulated signal, with bandwidth of 0.4MHz and
centered at fc +4, with 4 = 300 kHz. This frequency offset of 4 allows to overcome the
leakage of the USRP local oscillator that will be part of the receiving signal when using a
heterodyne receiver. This signal is transmitted trough the air with a duty-cycle of 10% where
during 0.2 s the signal is on and during 1.8 s the signal is off. The received signal spectrogram
can be seen in Figure 3.24.
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Figure 3.24: Spectrogram of the signal received at the SDR with 15dB of SNR.
The transmitted power was then reduced in order to have a SNR of −10dB at the receiver.
The acquired data at this SNR is then analysed with the proposed EM algorithm and the
results of the cluster segmentation can be seen in Figure 3.25.
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Figure 3.25: Clusters segmentation of the received signal.
The EM algorithm is then able to determine the two centroids, the mean value of both are
µnoise =[-38.3 , 3.28] and µsignal =[-37.95 , 3.49]. The data classification decision is obtained
from the weight of each distribution pik. The blue points are determined to belong to the
noise distribution and the red ones from the detected signal.
3.4.3 Performance evaluation
In order to analyze the performance of the purposed detector, based on the EM method,
three ROC curves were calculated using the a priori knowledge of the duty cycle of the signal.
This allows to exactly know the time slots in which the transmission is active or only noise
floor is present. The calculated ROC curve for the classical energy detection uses the Te
test variable where only the combination of the energy of both antennas is used to detect
the signal. A phase relationship based detector uses the phase relation test variable Tα to
determine the existence of transmission. The purposed method for detection uses both Te
and Tα test variables in a two dimensional space and the 2D GMM is extracted with the EM
method to determine when the transmission is present.
From the analysis of each method test variables using a sliding threshold, the ROC curves
of each are calculated and plotted at Figure 3.26 for the SNR of −10dB.
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Figure 3.26: Comparison of the ROC curves for a −10dB SNR signal.
The determined ROC curves shows that the worst performance was from the phase dif-
ference method where only the phase relationship test variable Tα was used. It is followed in
performance by the energy detection method that used the energy test variable Te . The best
ROC curve is then the purposed EM method detection scheme using the two dimensional test
variable y.
3.4.4 Results discussion
A method for signal detection in a dual-antenna SDR based system using both energy
and phase relationship test variables was purposed. This method uses the estimation of both
energy and phase relationship and with the EM algorithm classifies the samples in noise and
signal. The proposed method was tested in laboratory using as setup a B210 SDR with two
receiving elements. The results show that the proposed method was able to detect the RF
transmission with a better performance, than the traditional energy detection method.
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Chapter 4
Spatial Spectrum Sensing
4.1 Introduction
The 3GPP release 7 [123], MIMO was introduced in mobile networks. Currently, LTE al-
lows up to 8x8 MIMO [124]. The introduction of an even larger number of antennas, as massive
MIMO arrays, is currently being discussed [32]. Multiple antenna usage allows beamforming
transmissions supporting highly directional communications. Therefore improving radio link
performance in comparison with an omnidirectional transmission.
A similar trend happens for Wi-Fi, that from 802.11n standard also allows MIMO commu-
nications. Initially only 4x4 MIMO implementations were supported but the current 802.11ac
standard supports up to 8x8 [125]. With the expected increase in MIMO utilization and beam-
forming implementations, the determination of the angle of arrival of these directional RF
transmissions will become of key importance.
The main goal of spectrum sensing is to determine the time occupation of the RF spec-
trum. This knowledge of which frequency channels are currently vacant can then be used
by a Cognitive Radio to transmit data. This opportunistic spectrum usage allows a more
efficient utilization of the spectrum in comparison with a fixed channel allocation [4]. Due
to the progressive usage of highly directional RF communications, additional spectrum op-
portunities could be identified by determining also the DoA of the detected transmissions.
As these transmissions are limited in space by using a very directional beam, it gives arises
to the opportunity of reusing the same frequency resources in other directions. The detec-
tion of these opportunities is called Spatial Spectrum Sensing and it works by detecting free
spectrum resources in three dimensions: frequency, time and space [126]. Compared to tradi-
tional spectrum sensing an extra spacial dimension is used to identify additional transmission
opportunities by sensing the DoA of the received signals.
In this chapter, we will discuss the implementation of a spatial spectrum sensing system.
In the proposed system the frequency occupation analysis is done by calculating the phase
relationship between two receiver antennas. The relative phase measurement is estimated for
each frequency channel of the received signal’s spectrum that is segmented using a digital filter
bank. This multiple antenna system allows to determine the frequency occupation without
the need of a noise floor estimation, while also calculating the DOA of the received signal.
Thus allowing to sense the three different domains needed to implemented a system that
allows spatial spectrum sensing.
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4.2 DoA estimation
The DoA describes the direction from which an RF signal is received [127]. In a receiver
with an antenna array, the DoA is calculated by measuring the phase difference between the
signal acquired by the individual antennas. The difference in propagation distances from
the transmitted signal to the individual receiving antennas implies differences on the phase
between the received signals. Each antenna receives then the same original RF signal but
with a different phase shift. Assuming a two antenna receiver array and in a far-field case,
where is assumed that the wave propagates in parallel through space [116], we have the same
scenario illustrated in Figure 3.21. In this scenario the transmitted RF signal s arrives to two
antenna elements with a path length difference l that can be obtained from,
l = d sin θ (4.1)
where d is the distance between the two receiver antennas and θ the DoA of the incoming
wave.
The phase difference α between the acquired signal from the two receiving elements can
be expressed by,
α = 2pi
λ
l (4.2)
where λ is the wavelength of the incoming wave. By replacing the path length difference l, in
Equation 4.2, the DoA is then obtained by,
θ = sin−1
(
α
2pid/λ
)
. (4.3)
In a dual-antenna system, the phase difference can be calculated using the inner product
of the two antenna received data. Assuming that xA(n) and xB(n) are the complex sam-
pled signal from respectively, the first and second antenna and by ignoring reflections and
propagation losses we have, {
xA(n) = s(n)ejΦA
xB(n) = s(n)ejΦB
(4.4)
where ΦA and ΦB is the received signal phase. The inner product of both received signal
is given by,
xA(n)x∗B(n) = s2(n)ej(ΦA−ΦB) (4.5)
Where ∗ indicates the complex conjugate. The angle of this inner product will then give
the phase relationship between the two antennas,
α(n) =ΦA − ΦB (4.6)
=∠[xA(n)x∗B(n)]
where ∠ denotes the phase angle of the complex value.
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4.3 Constant false alarm rate using phase coherence
In a multiple antenna system, it is expected that each one of the antennas will receive
the same signal but with different phase delays. These different delays originate due to the
different path lengths from the transmitter to the antenna elements. It can then be assumed
that in the presence of a transmission, the received signal from each antenna will be correlated.
On the other hand, in absence of transmission the signals acquired from each receiver front-
end will only contain noise floor. The latter are independent between receivers as they are
uniquely generated by each RF chain receiver. A detection methodology based on phase
coherence between antennas will then circumvent the need for a dynamic estimation of the
noise floor power, as it will based on the distribution analysis of the phase measurements.
Let us assume a dual antenna receiver where each antenna element has its own RF chain
and with a phase relationship between antenna elements given by Equation 4.6. The RF
spectrum sensed by each antenna is divided in multiple frequency bands, where each may
be vacant Ho or occupied H1. By ignoring propagation loss and assuming a narrow-band
transmitted signal (where the bandwidth is much smaller than the carrier frequency), the
scenario can be modeled by,
xA(n) =
{
wA(n), H0
s(n)ejα + wA(n), H1
xB(n) =
{
wB(n), H0
s(n) + wB(n), H1
(4.7)
where xA(n) and xB(n) are the discrete received time signals from each antenna. Each
element RF chain, has an independent noise floor that is represented by wA(n) and wB(n).
The transmitted signal is given by s(n) and the path length difference between elements
generates a phase shift of α between each antenna.
If a signal is present (H1), both receivers acquire a correlated signal. In this case, there
is information on the phase difference between xA and xB. Assuming that the phase mea-
surement is affected by Gaussian noise, the phase relationship will have a normal distribution
with a mean value contained in the interval [−pi, pi] and a variance that is proportional to the
correlation between both signals.
If no signal is present (Ho), then the phase difference between the received signal from
each antenna have a random value due to the independently generated noise floors [128].
With the absence of signal, a maximum entropy probability distribution is to be expected
[129]. In this case, the phase relationship is modeled by a uniform distribution bounded by
[−pi, pi] [130]. By the uniform distribution properties, the expected mean value will be zero
and the variance [131] is,
σ2u =
1
12(2pi)
2. (4.8)
The variance of the phase difference can then be used as a test variable to determine the
presence, or absence, of a transmission in a given frequency band. For this purpose a sliding
unbiased estimator, of order N , for the sample variance is proposed. The variance estimator
can be described by the following equation,
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σˆ2N =
1
N − 1
N∑
j=1
(αj − α¯N )2. (4.9)
Where N is the number of samples used for the variance estimation. By using an unbiased
estimator the expected value of the estimator will be in fact the data variance. The variance
of the sampled variance estimation, σˆ2N , can be given by [99],
var[σˆ2N ] =
1
N
(µ4 − N − 3
N − 1(σ
2
u)2). (4.10)
where µ4 is the fourth central moment. Assuming that no signal is present, the fourth
central moment of the uniform distribution is given by [131],
µ4 =
1
80(2pi)
4. (4.11)
By the Cochran’s theorem [132] the variance of sampled variance estimation σˆ2N , follows a
scaled chi-squared distribution of (N − 1) order. Assuming a high order N , this distribution
can be approximated to a Gaussian distribution [117]. For Ho the moving variance output
can be modeled by the normal distribution,
σˆ2N ∼ N (σ2u, var[σˆ2N ]). (4.12)
Having determined the sampling variance estimator PDF, we can then implement a CFAR
detector [75]. This is done by defining a fixed probability of false alarm (Pfa) and as the noise
expected value and variance are of a know value for a fixed N , the threshold can be determined
to obtain a constant Pfa as seen in Figure 4.1.
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Figure 4.1: Threshold decision effect on the probability of false alarm.
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As under noise the variance estimator output is modeled with a Gaussian distribution,
under the Neyman-Pearson criterion the threshold γ can be calculated [100] by,
Pfa = Pr[σˆ2N < γ] = Q
(
− γ − σu
var(σˆ2N )
)
(4.13)
where Q is the tail probability of the standard normal distribution. The threshold, γ, is
then be given by,
γ = −Q−1(Pfa)var[σˆ2N ] + σ2u. (4.14)
The calculated threshold will then be used to differentiate between noise and signal from
the output of the unbiased sample variance estimation for each frequency channel.
4.4 Uniform DFT Polyphase Filter Banks
The analysis filter bank is a widely used method to segment a sampled RF signal into
frequency channels. An analysis filter bank is an array of band-pass filters that divide
the input signal into various components, each one containing a frequency band of the
original input. The filter bank prototype FIR filter has the following coefficients h(n) =
[h(0), h(1) . . . h(C − 1)], with C being the filter order. This prototype filter is then translated
in frequency to obtain all the filter bank outputs. As the number of coefficients can be larger
than the number of frequency bins, the analysis filter bank will have an extensive freedom to
design sharp filters based in, for example, a window function [133].
For an efficient application, the analysis filter bank can be implemented by using a DFT
after a polyphase decomposition of both the input data and the prototype filter. Assuming a
M channel filter bank, this is achieved by using a decimation by M and by also decomposing
the prototype filter in M phases Hk(z), k = 0, . . . , (M − 1). Where H0(z), H1(z), . . . HM (z)
represent the polyphasic components of the prototype filter.
The M channels analysis filter bank will have a Gk(z) transfer function, where k =
0, . . . , (M − 1), correspond to the modulated prototype filter H(z) and is expressed as [133]:
Gk(z) = H(zej
2pik
M ), k = 0, 1, ...,M − 1 (4.15)
This implementation is based on the the division of the prototype filter in its various
channels, Hk(z), and is given by,
Hk(z) =
C/M−1∑
n=0
h(nM + k)z−n (4.16)
assuming that C is a multiple of M , the C/M − 1 gives the number of coefficients for each
phase of the polyphasic filter.
The practical implementation of the filter bank will use a Hann window function to gen-
erate the FIR prototype filter. The usage of the Hann function allows good rejection rates
outside the band of interest while with a trade-off of a slightly decreased resolution [134].
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4.5 Phase Coherency Spectrum Sensing
4.5.1 System overview
The proposed spectrum sensing system is based on the phase coherence between the
received data from two synchronous receiver front-ends, each with its own antenna element.
The functional block diagram of this system is shown in Figure 4.2.
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Figure 4.2: Diagram of the phase coherence spectrum sensing system.
The data acquired from the two ADC xA and xB is segmented into k = 1, . . . ,K frequency
bands using a uniform DFT polyphase filter bank (Gk), while each channel has it own filter
bank both have the same coefficients [133]. The filter bank outputs (xA,k and xB,k) are used
to obtain the phase difference between antennas by obtained with Equation 4.6. To obtain
this relationship, the phase angle (pk) of the complex dot product is calculated using the
complex conjugate of the ADC A data ( x∗A,k) values. To obtain the sample variance (vk) of
the resulting phase relationship, a moving-window sample variance estimation is used as given
by Equation 4.9. The threshold (γ ) is calculated to obtain a fixed Pfa and is then applied to
the estimated sample variance. The resulting output (ok) of the CFAR binary decision gives
the instantaneous spectrum occupation.
4.5.2 System practical implementation
The described spectrum sensing unit is implemented to evaluate the 5GHz unlicensed
spectrum in the U-NII radio band [121]. In the following experiment a central frequency of
fc = 5.3GHz (part of the U-NII-2A band [121]) was used . The distance between antennas is
of 2.5 cm, slightly inferior to half wavelength of the incoming signal (λ/2 = 2.83cm). Equation
4.3 can be used to obtain the DoA from the phase relationship. In this configuration the DoA
can be calculated by,
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θ = sin−1
(
α
2pi 2.55.66
)
. (4.17)
The moving-window sample variance, given by Equation 4.9, is implemented using N =
100 samples. For this value, in absence of transmission (H0) the output distribution can be
approximated by,
σˆ2n ∼ N (3.29, 0.089).
By knowing the noise distribution the CFAR threshold can easily be calculated by using
Equation 4.14. In this implementation a constant false alarm rate of Pfa = 0.1% was defined
and for this value the threshold is,
γ ∼= 2.37rad
For the analysis filter bank, the prototype impulse response h(n), was defined with 5000
coefficients. As the number of channels in this setup is M = 500, the number of coefficients
for each polyphasic filter channel is of 10. The implemented filter bank frequency response
can be saw in Figure 4.3.
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Figure 4.3: Frequency response of the central five filters of the filter bank.
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The real-time analysed bandwidth is of BW = 1MHz, as the filter banks are implemented
with 500 channels then the original signal bandwidth is segmented in 2 kHz bands.
4.6 Experimental evaluation
The implementation of the purposed method is done using a USRP B210 [119] SDR
controlled by a personal computer. The B210 RF front-end transceiver is largely based on the
AD9361 RF integrated circuit [120] that allows synchronous acquisition of two RF channels.
The two receivers ports used are A:RX2 and B:RX2 that are separated by a distance of 2.5 cm.
Both ports are connected to two omni-directional VERT2450 antennas able to operate from
2.4 to 2.48 GHz and 4.9 to 5.9 GHz, ranges that include the selected central frequency for the
experiment, of fc = 5.3GHz. Each ADC will be sampling In-phase and Quadrature (I/Q) at
1Msps.
4.6.1 Phase calibration
A phase calibration scheme is of paramount importance to obtain a accurate phase re-
lationship. To do it, a power splitter, with a known frequency response, is used to feed the
receivers with the same reference signal and its frequency response was evaluated using an
network analyser. The selected power splitter was a Mini-Circuits ZN2PD-9G-S+ [135] and
it frequency response was evaluated using an Agilent N5242A PNA network analyzer [136].
Figure 4.4: Characterization of the power splitter with a Network Analyzer.
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This characterization was done in order to obtain the S-parameters of the splitter together
with two cables with SubMiniature version A (SMA) connectors that interface with the RF
receivers on the SDR. With the acquired frequency response, the phase unbalance of both
receivers can be latter digitally compensated. This compensation guarantees that the relative
phase between inputs in our SDR will be phase calibrated. The splitter setup was determined
to have a relative phase unbalance of 0.99o, between the power splitter setup outputs, for the
selected central frequency as visible in Figure 4.5.
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Figure 4.5: Phase unbalance characterization of the power splitter outputs.
After characterization of the power splitter phase imbalance, this setup is used to evaluate
the phase relationship between the SDR inputs. For this measurement the USRP is connected
to the splitter and is tested with a frequency sweep generated from a R&S SMU200 Vector
Signal Generator (VSG) [122].
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Figure 4.6: Analyzing the phase imbalance of the receiving unit.
The obtained result show a phase imbalance of 7.03o between both SDR RX channels for
a operating frequency of 5.3GHz, this value already takes into account the previous split-
ter setup calibration results. The obtained value of phase imbalance will then be digitally
compensated in the next experiments.
4.6.2 DoA evaluation
In order to evaluate the DoA estimation accuracy of the proposed system, measurements
were made at a RF anechoic chamber. The used anechoic chamber positioners have an angular
resolution of 0.01o and the RF probe is at a distance of 4.5m from the system under test. The
SDR is deployed with both antennas positioned perpendicularly to the direction of emission
as visible in Figure 4.7.
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Figure 4.7: DoA evaluation in the anechoic chamber.
During the evaluation, the azimuth positioner sweeps from −90o to 90o relatively to the
transmitting antenna in 5o steps. This probe is transmitting a CW consisting in a sinusoidal
wave centered at 5.3GHz+4, where 4 = 5kHz is an induced offset to avoid the DC blocking
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circuitry of the SDR. The acquired data from the USRP is used to estimate the DoA using
Equation 4.17, the results are plotted in Figure 4.8.
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Figure 4.8: Results of the DoA estimation in the anechoic chamber.
These results show the possibility of using the proposed system for DoA estimation of an
incoming signal. The calculated estimation mean absolute error is of 6.1o.
4.6.3 Two transmitters experiment
To evaluate the feasibility of the proposed system to sense simultaneous transmissions, a
scenario with two transmitters was implemented. The transmitters used in the setup are two
SMU200 VSG connected to two horn antennas as described in Figure 4.9.
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Figure 4.9: Diagram of the experimental setup.
Each generator transmits an independently generated random 16-QAM modulated signal
that is filtered with a raised-cosine filter with a roll-off factor of 0.1. The Tx1 VSG is trans-
mitting from the left with an angle of 40o, with a 100kHz bandwidth centered at fc+41, with
41 = −250kHz, a duty cycle of 75% and it is received at approximately 10dB in-band SNR.
The Tx2 VSG is transmitting from the right with an angle of 10o, with 300kHz bandwidth
centered at fc +42, with 42 = 250kHz, a duty cycle of 25% and it is received at approxi-
mately 15dB in-band SNR. Both transmissions are repeated with a period of 1s. To evaluate
simultaneous transmission detection, the Tx2 signal is only present when the Tx1 is already
transmitting. A spectogram and the mean PSD of the received data, on the B:RX2 receiver,
are plotted in Figure 4.10.
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Figure 4.10: On the top the spectogram of the data received on one channel of the B210. On
the bottom the instantaneous PSD.
In the spectrogram, both transmitted signals from the SMU200s are visible, as well as
the leakage from the LO of the SDR that is DC-centered. The data is then analysed with
the proposed phase coherence method described in Figure 4.2 and then compared with a
conventional ED. The ED uses xB,k, the frequency segmented data from ADC B as it is the
one received with the best SNR. The data is multiplied by its complex conjugate and filtered
with a moving average that uses the same number of samples as used in the phase coherence
algorithm (N = 100). To determine the ED threshold we need to have an estimation of the
noise floor. For this purpose, the data acquired from a non-occupied band was used, it was
selected the −100 kHz frequency segment to estimate the noise model. This was done by
calculating the channel mean value and variance. With these two parameters the threshold is
then obtained by (4.14). The spectrum occupation ok is then calculated for the two methods
and plotted in Figure 4.11.
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Figure 4.11: Spectrum occupancy results, of the purposed system, through time.
In yellow is plotted the temporal occupation of the spectrum, with is consistent with
the generated signals from the VSGs. As expected, the LO leakage and other independent
noise sources from the receivers are detected using ED but not detected using the phase
coherence method. In addition to the two periodic expected signals, both methods show false
alarm, in ED these are focus near DC, due to high power of the LO leakage compared to the
received signals. In phase coherence, these are randomly spread in the spectrum occupancy.
By calculating the false alarms outside the time-frequency occupation slots, it is obtained
a probability of false alarm of 0.12% in the phase coherence, which is consistent with the
defined 0.1% CFAR and in the ED 10.38% due to the LO leakage. The analysis of the
spectrum occupation, during a period of 1s gives us the results described in Table 4.1.
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Signal 4(kHz)
BW
(kHz)
Duration
(s)
DoA
(de-
grees)
Pfa
Tx1
(ED) -242 100 0.297 - -
Tx1
(PC) -243 102 0.253 41.12
o -
Tx1
(expected) -250 100 0.25 40
o -
Tx2
(ED) 257 306 0.799 - -
Tx2
(PC) 258 304 0.759 −12.06
o -
Tx2
(expected) 250 300 0.75 −10
o -
Pfa
(ED) - - - - 10.38%
Pfa
(PC) - - - - 0.12%
Pfa (ex-
pected) - - - - 0.1%
Table 4.1: Comparison of the expected and practical results of the two detected signals for
ED and Phase Coherence (PC).
Even with some error, the system was able to obtain a good DoA estimation. The offset of
the calculated bandwidth is explained by the raised-cosine filter roll-off. The error obtained
in the central frequency estimation is due to the non-shared clock reference between the VSGs
and the SDR LO. The calculated duration of the Tx1 and Tx2 signals is lower in the phase
coherency method with an error close to 1% and can be attributed to the filter used in energy
detection and the order of the used moving variance estimator in PC.
4.7 Discussion of the phase coherence method
The proposed method is capable of detecting spectrum occupation without the need of a
noise floor estimation. This method is also capable of determining the bandwidth, duration,
central frequency and DoA of multiple incoming signals that are separated in frequency. The
full implementation was evaluated with two incumbent signals from different sources that
share, at the same time, the RF spectrum. The system was able to estimate the bandwidth,
duration, central frequency and DoA of the received signals with good precision. The proposed
method was compared with conventional energy detection, showing less Pfa by eliminating
the LO leakage from the detection, proving the validity and advantages of the phase coherence
method.
However, the implementation is done oﬄine. The data is acquired by the SDR and only
then the spectrum is sensed for occupation. For a real-time spectrum sensing system the
method needs to be implemented directly in a FPGA.
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4.8 FPGA implementation of phase coherence detection
4.8.1 Phase coherence hardware design
To achieve a real-time Digital Signal Processing (DSP) unit for spectrum sensing, based
on phase coherence detection, a hardware implementation needs to be developed. The most
practical solution is to develop the proposed algorithm for a FPGA implementation that
will process data from a RF front-end. The sampled data from the ADC, part of the RF
front-end, will be processed in a DSP unit that will implement the phase coherence method
in the FPGA. This unit contains the necessary hardware to evaluate the variance of the
phase difference between the obtained signals from both antenna elements. To obtain this
relationship the instantaneous phase angle between the two antennas is to be calculated. Let
us assume that xA(n) and xB(n) are the complex sampled signal from respectively, the first
and second antenna. The argument of the inner product of the antennas will give the phase
relationship α,
α(n) = ∠[xA(n)x∗B(n)]. (4.18)
This equation will then be implemented in the FPGA hardware. The conjugate of the
signal xB is calculated by changing the sign of the imaginary part of the data. This can be
achieved with a multiplication of the imaginary part by minus one. The product of xA(n) and
x∗B(n) can be obtained by using a complex multiplier. The argument of a complex number
(∠) is given by arctan( imaginaryreal ) and to obtain it from the previously calculated product a
COordinate Rotation DIgital Computer (CORDIC) core can be used to efficiently implement
the inverse trigonometric function.
From the obtained phase relationship α , the next step is to implement a sliding unbiased
estimator, of order N , for the sample variance. The estimator is described by, the previously
given, Equation 4.9 where α¯N is the sliding mean that uses the last N values of α. This
operation is equivalent to [99],
σˆ2N = (α2N )− (α¯N )2. (4.19)
For a FPGA application Equation 4.19 shows a clean visualization of the required hard-
ware implementation of the variance estimator. The implementation can be achieved by using
two squaring operations. These squaring operations can be implemented with a multiplier,
where the data signal is shared for both inputs of the multiplier block. Equation 4.19 also re-
quires two moving average operations as seen in the complete phase coherence implementation
diagram in Figure 4.12.
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Figure 4.12: Diagram of the phase coherence detection algorithm FPGA implementation.
The moving average is a critical element in this implementation as it needs to be of high
order to, by the central-limit theorem, generate a Gaussian distribution output. For this
purpose, the moving average can be implemented using a FIR filter that averages a large
number of consecutive samples, this leads to a filter with a large number of coefficients. This
high order filter, limits a possible implementation in FPGA. In a Xilinx FPGA a typical filter
for real-time implementation occupies one DSP slice [137] per filter coefficient.
In this work we will use a XC7Z020 FPGA chip that has available 106400 register cells
and 53200 Look Up Table (LUT) but only 220 DSP slices. DSP slices are then a scarce
resource when designing the signal processing stage. This makes impratical to implement,
for example, two 100-order filters, that would achieve the moving average block, using a FIR
IP-Core synthesis. In Xilinx FPGAs these elements are implemented by using a logic core
called FIR Compiler. The Xilinx FIR Compiler 7.2 implements the moving average as shown
in Figure 4.13.
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z-1 z-1 … z-1
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Σ Σ…
Figure 4.13: Diagram of a FIR filter implementation.
This implementation makes usage of N + 1 DSP slices that are used as multipliers for the
coefficients b0, b1,..., bN . The filter is used to implement a moving average and each sample
will be multiplied with the same coefficient value of 1N .
Let us analyse the resource allocation for the phase coherence method from the Figure 4.12
design with the moving averages being implemented using FIR compilers. For this evaluation
one hundred order filters are used for the both used moving averages, the resource usage
can be seen in Table 4.2 where the elements of the algorithm that use DSP slices are also
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individually detailed.
LUTs Registers DSP
Resources available in xc7z020 53200 106400 220
2xFIR Compiler 9490 14406 202
2xMultipliers (Square) 2 136 14
Complex Multiplier 2 2 4
Total (With all elements) 13353 18524 220
Table 4.2: FPGA resources of the purposed algorithm by using FIR compilers.
These results are obtained from the synthesis done by Vivado Design Suite 2014.4. Con-
cluding that the implementation of the phase coherence algorithm, using FIR Compiler filters
of 100th order, uses all the available DSP on the FPGA. The used filter architecture leaves
no DSP resources for the rest of the needed FPGA implementation. Due to that other
alternative architectures, instead of using the FIR compiler design for the moving average
implementation, were then analysed.
The first evaluated alternative solution was based on a shift register, where the outputs
of a delay chain are summed and the result is then divided by the order number of the filter.
This parallel sum based implementation does not require the usage of any DSP slices and is
detailed in the example from Figure 4.14 for a 128 order moving average.
Data
Input
Data
Output
z-1 z-1 … z-1
Sum
X >> 7
Figure 4.14: First implementation of a moving average of 128-order without usage of DSP
slices.
In this implementation 128 delay blocks are used to save the previous values and thus
creating a data sliding window. The values stored in the delay elements are then summed
and divided by 128. This division can be efficiently implemented with a equivalent 7-bit
logical right shift, allowing this design to avoid any DSP slice usage. This moving average
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implementation was tested in the phase coherence algorithm from Figure 4.12. The timing
and resource analysis is detailed in Table 4.3. While this implementation uses no DSP slices
it has a serious disadvantage, the sum block has a high fan-in due to the implemented large
order of the moving average. This creates a large amount of data signal wiring that will
connect the delay outputs to the sum block, thus increasing the holding time for the input
gates. This disadvantage makes the implementation unable to met the timing constraints
necessary for a real-time implementation.
A second implementation based on the use of a recursive filter to implement the moving
average. This implementation also uses no DSP slices and only the last output of a shift
register is used. When a new sample enters the moving average, the difference between the
last output of the shift register and the current input is calculated. This variation is then
added to a register that saves the value of the sum of the last N data values. The output
is then divided by N , using for that a log2(N) bits left shift. An example for a 128 order
moving average is illustrated in Figure 4.15.
128 Shift
Register
- +
Data
Input
Register X >> 7 Data
Output
Figure 4.15: Second implementation of a moving average of 128-order without usage of DSP
slices.
This accumulator based implementation is able to calculate the moving average while
maintaining the timing requirements requested for the design. The only down side of this
second implementation is the need to guarantee a zero value initialization sequence in all
registers. This is done with a reset before the ADC acquisition. The timing and resource
analysis are detailed in Table 4.3.
LUTs Registers DSP WNS Max Freq.
Operation
Resources in xc7z020 53200 106400 220 4ns 62.5MHz
Parallel sum based algorithm 12482 16565 0 -13.379ns 14.39MHz
Accumulator based algorithm 7455 6853 0 -5.44ns 26.48MHz
Table 4.3: FPGA resources of the purposed phase coherence algorithm by using a shift reg-
ister.
The values are estimated without any performance or resource optimization from Vivado.
Final implementation results can differ in occupation and maximum frequency operation.
The selected implementation for the moving average block was then the accumulator based
algorithm, as it uses zero DSP slices and also shows the best results for both resources and
timing performance.
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With the optimal implementation for the moving average block chosen, let us focus in the
final hardware implementation of the phase coherence algorithm detailed in the diagram of
Figure 4.12. The algorithm was implemented in System Generator 2014.4 [138] and the top
level can be seen in Figure 4.16.
Figure 4.16: Phase coherence algorithm implemented in System Generator.
The algorithm implementation has six inputs, these are: a valid bit that comes from the
ADC that signals when the acquired data can be read, two pairs of real and imaginary data
signal sampled from both antennas and finally the reset signal. The implemented algorithm
block also has three outputs: the propagated valid signal, the variance estimation output and
also the DoA estimation. The moving average block is written in MCode [139] and follows
the structure from Figure 4.15.
An important detail in the hardware implementation is the use of delay blocks. Every logic
operation is synchronous with the same reference clock signal. When a signal is processed by
a logic operation it suffers a digital delay. As an example when the second ADC imaginary
data (Im2) is multiplied by minus one, it has a delay of three samples (z−3) or three clock
periods. In order to all data to be synchronous, every signals should always have the same
delay value (i.e. all the inputs of the first Complex Multiplier 6.0 IP-Core need to share the
same delay value as Im2). The delay blocks are then used in the hardware design to ensure
that all the signals are always synchronous.
4.8.2 Phase coherence with a polyphasic DFT filter bank
Previously the phase coherence algorithm for FPGA implementation was evaluated and
developed. This algorithm allows for signal detection, without noise floor estimation, and
DoA estimation for a single RF channel. In order to evaluate, multiple channels a solution
would be to segment the spectrum using an computational efficient polyphasic DFT filter
bank implementation. Each filter bank output frequency channel will then be individually
evaluated by a phase coherence block. The FPGA implementation was planned for a 8
contiguous and uniform bands that are obtained using a filter bank of 32th order. These
eight channels were chosen as this is the lowest number of outputs possible in the XILINX
Fast Fourier Transform 9.0 core. The prototype filter H(z) = [h(0), h(1), ..., h(31)] will be a
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32-tap Hann function. As the implementation is polyphasic each band will have 4 coefficients
filters.
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Figure 4.17: On bottom the frequency response of the polyphasic DFT from a 32th order
Hann function, on top the frequency response of only the FFT process.
As seen in Figure 4.17 the designed filter bank is based on the Hann function for 8 channels,
shows a lower spectral leakage compared to a traditional FFT. This polyphasic DFT filter
bank design is then implemented in hardware as seen in Figure 4.18.
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Figure 4.18: FPGA implementation of phase coherence with polyphasic DFT filter bank.
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The complex data samples are output in serial from the ADC, due to that, a Serial Input
Parallel Output (SIPO) is used to allow polyphasic filtering. The SIPO is implemented with
a Time Division Demultiplexer IP Core. Each output is filtered at 18 the ADC sampling
frequency, thus allowing a relaxation on the constraint requirements of the filters, compared
to a non-polyphasic implementation. Each phase channel is filtered using a FIR Compiler
7.2 block filter implementation that uses 4 coefficients. Both the real and the imaginary
component of the data are filtered by the same coefficients, due to this, both components
share a single FIR Compiler filter core using two parallel channel paths. After filtering the
data goes trough a Parallel Input Serial Output (PISO) block to arrange the data for the FFT
block. The core is parameterized to obtain a 8 point DFT of the input data, using for that
purpose a 23 counter that signals the last data point in each data vector. The FFT complex
output is then once again parallelized with a SIPO to be processed by the phase coherence
block for signal detection.
This filter bank process is replicated for the data acquired from ADC B as well. The
acquired signal from ADC B is also segmented in frequency bands and is then analysed in the
phase coherence block. The implementation of the 8 channel phase coherence based on data
segmentation with a polyphasic DFT filter bank has the resource usage described in Table
4.4.
LUTs Registers Block
RAM
DSP
Resources in xc7z020 53200 106400 140 220
8-channel phase coherence 69063 67747 2 0
Table 4.4: FPGA resources for implementation of 8 channel phase coherence.
The implementation of the phase coherence system, for the minimum number of channels
parameterizable in the FFT IP-core, requires more LUT resources than those available in the
used FPGA. These values do not include the barebone structure dedicated to communication
from the FPGA to the PC and also to control the RF front-end. Thus making it impractical
to employ a frequency segmentation architecture based on the analysis of the instantaneous
bandwidth of the received ADC data.
4.8.3 Local oscillator sweep testbench design
Due to the impracticability of having multiple phase coherence estimation units for spec-
trum sensing in the FPGA implementation, a second approach for the frequency analysis was
evaluated. This design is based on the same approach taken by spectrum analyzer equipment
were the local oscillator sweeps in frequency. Using this type of design on our spectrum sens-
ing unit allows for only one phase coherence block to be used. The RF signal is filtered in
frequency channels, in the analog domain at the down conversion block. This local oscillator
sweep also allows to increase the analysed frequency span, that was limited by the 56MHz
bandwidth from the used ADCs.
The development board, used in this hardware real-time implementation, is a ZedBoard
that features the Xilinx Zynq - XC7Z020 System on Chip (SoC). This SoC has a dual core
ARM Cortex-A9 processor and FPGA programmable logic. The ZedBoard is connected to a
RF front-end, the AD-FMCOMMS3 that uses as RF transceiver a AD9361 radio frequency
integrated circuit [120]. The transceiver has two receiving channels has seen in Figure 4.19.
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Figure 4.19: Overview of the two receiving channels from AD9361.
Both receiving channels have programmable LNAs for variable gain. The received signal
is then downconverted to baseband using two mixers, in order to obtain both I/Q. They
also share the same programmable local oscillator, allowing them to sweep synchronously in
frequency. The I/Q signal is then filtered in baseband with a programmable low pass filter
and is then sampled.
An overview of the developed system, with a design based on the sweep of the local
oscillator, is described in Figure 4.20.
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Figure 4.20: Overview of the system used for implementation of the phase coherence detection.
Both antenna elements are connected to the SMA ports of the AD-FMCOMMS3 board
and the signal is acquired with the both available analog inputs of the AD9361. The signal
is then down-converter to the defined central frequency and sampled in IQ by both ADCs.
The data is then sent to the FPGA chip for DSP processing. The processing is done in
the DSP unit that will implement the phase coherence method and outputs the data to
a Direct Memory Access (DMA) controller that will write in a Double Data Rate (DDR)
memory. The memory is then read by the ARM Cortex-A9 processor that will sent the data,
using an Ethernet connection, to a personal computer. A protocol was developed for the
Ethernet communication that allows the sending of commands to the FPGA and to receive
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the processed signal detection data. The protocol is built on top of the TCP transport layer of
the Internet Protocol (IP). The communication is always initialized by the personal computer,
that sends a command to the FPGA board. Every command is defined as a string and has
the standard structure seen in Table 4.5.
@ ’Number of command’ , ’Payload’ Z
Table 4.5: Implemented protocol command structure.
Each sent command starts with the at sign (@). This char is followed by a string that
gives the command number associated with a function that will run on the FPGA. The
command number is followed by a comma (,). After the comma there is a payload, that has
the command variables. The command string is ended with a Z char. There are a total of
five different commands as defined in Table 4.6.
Number Command
1 Set RX sampling frequency
2 Set RX bandwidth
3 Set RX gain
4 Set frequency sweep step
5 Start a frequency sweep
Table 4.6: Commands implemented for the communication between the PC and the FPGA
board.
Command number 1 sets both RX ADCs sampling frequencies to a user defined value,
in samples per second, that goes in the payload. This sampling frequency value can go from
200 ksps up to 56Msps. Command number 2 sets both RX base-band low-pass filters to a
specified cut frequency in Hz. In this situation, the filters cut frequency can go from 200 kHz
up to 56MHz. Command 3 sets the gain from both receivers LNA in dB, this value can go
from 0 up to 73dB. Command 4 defines the frequency sweep step value (ft) in Hz of the
local oscillator, this value can be defined from 200 kHz up to 56MHz. Command 5 defines
the initial frequency (fi) of the sweep and also the end frequency (fe) in the payload, these
values are defined in Hz. These values can be defined from 50MHz up to 6GHz.
When the last command is sent by the personal computer for the FPGA to start a fre-
quency sweep, the personal computer will then await for the response of the FPGA board
that will sent the results of the implemented DSP algorithm back. When the frequency sweep
is started the ARM CPU initializes the DMA operation that will write the ADC data that
was processed by the DSP unit, into memory. When the sweep finishes, the processed values
are sent from the memory back to the personal computer by Ethernet. The sweep process
that runs in the FPGA is described in Figure 4.21.
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Figure 4.21: State diagram of the spectrum sensing unit frequency sweep process.
After booting, the spectrum sensing unit that runs in the FPGA board initializes the
Ethernet connection and waits for the sweep start command. In this state, the system can
receive and execute any other command that is sent by the personal computer. When the
start sweep command is received, the local oscillator fLo is defined for the initial frequency
fi. The ADC is then initialized and the acquisition starts, the DMA controller writes the
processed data directly into memory. In order to avoid the initial transient response of the
filters, that are part of the signal detection algorithm, the transient part of the data is ignored
and not saved. The local oscillator fLo is then updated with a increment of ft and the ADC
sampling is repeated. This iteration ends when the fLo reaches the defined last frequency of
the sweep fe. The detection result data for each frequency of the sweep is then sent at the
same time to the personal computer.
Each IP packet is able to send 1500bytes of payload, it means that for larger sweeps it
may be necessary to use more than one packet. Due to that, the protocol allows to send the
data sliced in more than one packet. Also a common problem of TCP transmission is that
the transmitted packets can be received out of order. In the built protocol this problem was
solved by sending in each frame, coming from the FPGA, the packet number. The FPGA
sends the result data in a command response that is defined as a string and has a standard
structure as seen in Table 4.7.
@ ’Number of the packet’ , ’Payload’ Z
Table 4.7: Implemented protocol structure of the command response.
Each command response starts with the at sign (@). This char is followed by a string
describing the packet number. The packet number is followed by a comma. After the comma
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there is the payload, that has the DSP processed values, and the command response ends
with a Z char.
The full FPGA design has then the communication between the FPGA and the RF front-
end, the Ethernet communication with the personal computer and also the phase coherence
DSP algorithm. In Table 4.8 the FPGA resources and timing constraints, as Worst Negative
Slack (WNS), of the barebone communications without the DSP algorithm and also the full
implementation are described.
LUTs Registers Block
RAM
DSP WNS Max Freq.
Operation
Resources in xc7z020 53200 106400 140 220 4ns 62.5MHz
Barebone communications 14057 22403 8 69 +0.202ns 62.5MHz
Full implementation 19904 26245 8 69 -1.807ns 43.05MHz
Table 4.8: FPGA resources and timing for the full implementation.
4.8.4 Experimental validation with two transmitters
In order to evaluate the feasibility of the proposed system testbed to sense simultaneous
transmissions, a scenario with two RF transmissions was analysed. The receiver ports used
in the following experiments are the A:RX2 and B:RX2. These are separated by a distance
of 2.5 cm. Both ports are connected to two omni-directional VERT2450 antennas. The RF
front-end will sweep between 70 MHz and 6 GHz in steps of 1 MHz using a bandwidth of
1 MHz. Each ADC will be sampling I/Q at 1 Msps. The transmissions were generated by
a single SMW200A VSG connected to two patch array antennas with 16 elements as can be
seen in Figure 4.22.
Figure 4.22: Experimental setup for validation of the FPGA implementation.
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Each generator transmits an, independently generated, random sequence signal modulated
in BPSK that is filtered with a raised-cosine with a roll-off factor of 0.1. The Tx1 transmission
is coming from the left with an angle of 20o, with a 40 MHz bandwidth, centered at fc = 5GHz
and transmitting at -20 dBm. The Tx2 transmission is coming from the right with an angle
of 50o, with 20MHz bandwidth, centered at fc = 5.2GHz and also transmitting at -20 dBm.
The phase coherency results calculated by the system are plotted in Figure 4.23.
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Figure 4.23: FPGA calculated phase coherency data for the frequency sweep.
From the obtained results the implemented phase coherency is then able to detect both
transmissions and also determining the bandwidth of each received signal. The DoA can
also be obtained from the phase relationship of both antennas adquired signal. The FPGA
calculated DoA is plotted in Figure 4.23.
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Figure 4.24: FPGA calculated DoA data for the frequency sweep.
It is visible that in the frequency bands of interest where the two signals are being trans-
mitted and signal is present, the phase relationship gives an estimation of the DoA and outside
those frequency bands the phase relationship has, as expected, a random uniform distribution.
4.8.5 Discussion of FPGA implementation of the phase coherence method
The phase coherence method was successfully developed on FPGA, using a design that
allows a low resource usage of the available hardware while maintaining a good timing perfor-
mance. For multiple frequency band analysis, a solution based on polyphasic DFT filter bank
was evaluated but the resource analysis showed that it would need more resources than those
available in the available FPGA. A testbench based on a Zedboard and AD-FMCOMMS3
development boards was created for a real-time implementation of the phase coherence al-
gorithm. A communication protocol using Ethernet and based on TCP communication was
implemented allowing for configuration of the system and data transfer. The implemented
hardware was evaluated in laboratory and the results obtained in oﬄine processing were also
achieve in the FPGA implementation. The system was able to determine both the spec-
trum occupation based on the phase coherence method as well as the DoA of two simulations
transmissions.
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Chapter 5
Conclusions
In this thesis various combinations of spectrum sensing elements were explored. In the field
of spectrum analysis, methods as the periodogram, eigenvalue, cyclostationarity, polyphasic
filter bank and multitaper were studied. In the field of cyclostationarity analysis it is relevant
to emphasize the contribution on taking advantage of the leakage from the cyclic spectrum
analysis to improve detection, published in EuMW. Implementation of spectrum sensing for
bio-radar devices was purposed and published in the Journal of Medical Systems. Signal
detection theory was explained, and a system capable of detecting signal for non-continuous
LTE-Uplink transmissions was purposed and published in CONFTELE. Noise estimation
techniques were also explored and a contribution for estimating the noise floor using a energy
estimator and the EM algorithm with a GMM was purposed. This method was published in
URSI-Portugal conference and won the best student paper award. The EM was also further
explored to determine the number of users and their occupation in time. This contribution
was published in the Physical Communication Journal. Other less computational complex
methods were also explored to determine the number of users occupying using the medium,
as the subtractive histogram method, published in IWINAC. A signal detection method using
two receiver antennas was also proposed. This method takes advantage of the phase relation-
ship between both antennas elements, eliminating the need for noise floor estimation, allowing
to remove from detection the LO leakage and detect constantly transmitting signals. The us-
age of two antennas also allows for a estimation of DoA. After validation with experimental
results, this method was also successfully implemented in a FPGA for a wideband real-time
spectrum sensing. Future research work should focus in improving the phase coherence algo-
rithm and implementing it in multiple channels based on the filterbank approach but for a
higher capacity and performance FPGA chip.
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