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Re´sume´—Parmi les me´thodes utilise´es pour tester l’identifi-
abilite´ locale d’un syste`me, on peut citer le de´veloppement
en se´ries de Taylor des sorties et la me´thode des similarite´s
(similarity transformation approach).
Nous rappelons que les parame`tres non identifiables d’un
syste`me peuvent eˆtre de´termine´s par un algorithme prob-
abiliste de complexite´ polynomiale en la taille de l’entre´e.
Cet algorithme est base´ sur la me´thode des de´veloppements
en se´ries.
Si le mode`le conside´re´ est non identifiable, nous montrons
que cette me´thode permet de calculer des groupes de trans-
formations qui agissent sur les variables non observables et
les parame`tres non identifiables tout en laissant les entre´es,
les sorties et les trajectoires du syste`me invariant. Ce calcul
permet de certifier et de comple´ter le re´sultat pre´ce´dent.
La me´thode des similarite´s se base sur la re´solution d’un
syste`me d’e´quations aux de´rive´es partielles pour trouver ce
groupe. Notre approche ne repose que sur le calcul du noyau
d’une matrice a` coefficients polynomiaux et l’inte´gration
sous forme close d’un syste`me diffe´rentiel ordinaire de petite
taille.
Pour conclure, nous pre´sentons quelques exemples qui
montrent l’efficacite´ de notre approche.
Mots-cle´s—Observabilite´ et identifiabilite´ alge´brique locale,
algorithmes seminume´riques.
I. Introduction
Tester l’identifiabilite´ structurelle d’un syste`me est une
e´tape importante dans la validation the´orique d’un mode`le.
Intuitivement, les parame`tres d’un syste`me sont identifi-
ables s’il est the´oriquement possible de les de´terminer a`
partir des entre´es et des sorties suppose´es parfaitement con-
nues. Par exemple, si on conside`re le syste`me suivant tire´
de [21] : 

u˙ 6= 0, θ˙1 = θ˙2 = θ˙3 = θ˙4 = 0,
x˙1 = θ1x1





Le groupe de transformation {x2, θ2, θ3}→{λx2, θ2/λ, λθ3}
laisse invariant le champ de vecteurs, la sortie y et la
commande u de´finies ci-dessus. Ainsi, a` un comportement
entre´e-sortie correspond une infinite´ de valeurs possibles
de la variable x2 et des parame`tres θ2 et θ3. Ce syste`me
n’est pas identifiable si on ne dispose pas de la condition
initiale x2 ou d’un des deux parame`tres.
Publie´ dans les Actes de la Confe´rence Internationale Franco-
phone d’Automatique 2002 (Nantes, France, July 8–10 2002), IEEE,
pp. 811–816.
R. Hermann et A.J. Krener ont propose´ dans [7] un
test reposant sur des calculs de rang de matrice. Par-
alle`lement, H. Pohjanpalo a propose´ dans [14] un analogue
de ce test a` partir de de´veloppement en se´ries pour l’i-
dentifiabilite´. Dans ces deux cas, l’utilisation du calcul
nume´rique seul pour tester la proprie´te´ d’observabilite´ d’un
mode`le ne peut eˆtre syste´matique du fait des incertitudes
nume´riques lie´es a` l’utilisation de nombres flottants. En ef-
fet, les de´terminants calcule´s nume´riquement peuvent ne
pas eˆtre significativement supe´rieurs aux incertitudes de
calculs et on ne peut dans ce cas de´cider s’ils sont nuls ou
pas.
Des me´thodes symboliques d’e´limination ont e´te´ utilise´es
par Y. Lecourtier, A. Raksanyi et E´. Walter [16] pour
tester l’identifiabilite´. Par ailleurs, l’alge`bre diffe´rentielle
initie´e par J.F. Ritt [17] donne une expression simple de
l’observabilite´ et de l’identifiabilite´ en terme de de´pendance
alge´brique. Ce point de vue, notamment initie´ par S. Diop
et M. Fliess [4] d’une part et T. Glad et L. Ljung [11]
d’autre part, de´bouche sur une me´thode de test effectif
base´e sur les travaux de F. Boulier et al. [2]. Ces me´thodes
alge´briques permettent de conclure de manie`re certaine a`
l’identifiabilite´ d’un syste`me mais ne´cessitent des calculs
complexes qui peuvent devenir rapidement impraticables
(cf. [12] pour l’utilisation de ces me´thodes pour l’identifi-
cation et plus de pre´cisions).
Pour circonvenir ces difficulte´s calculatoires, nous nous
proposons d’utiliser des algorithmes tirant profit des ap-
proches nume´riques et symboliques. Nous qualifions ces al-
gorithmes de seminume´riques pour reprendre l’expression
de D. Knuth [9] ([. . .] they are properly called seminumeri-
cal, because they lie on the borderline between numeric and
symbolic calculation). Parmi les travaux consacre´s a` ce type
d’approche, on peut citer [3], [13] et [20]. La pre´sente note
se base sur cette dernie`re contribution pour pre´senter une
me´thode seminume´rique permettant dans la majorite´ des
cas de de´terminer un groupe continu de transformations
dont il a e´te´ question ci-dessus. Cette me´thode permet
de traiter des syste`mes inaccessibles jusqu’a` pre´sent aux
autres me´thodes.
Nous consacrerons la premie`re section a` pre´senter les
re´sultats contenus dans cette note en donnant un exem-
ple concret et un re´sultat de complexite´. Puis nous in-
troduirons le formalisme d’alge`bre diffe´rentielle utilise´ et
nous indiquerons comment il prolonge certains re´sultats
existants. Dans la dernie`re section, nous introduisons une
me´thode, a` notre connaissance nouvelle, permettant de
de´terminer un groupe continu d’automorphismes agissant
sur les variables et les parame`tres non observables d’un
mode`le qui laissent ses trajectoires et ses sorties invariantes.
Remarque 1: Par abus de langage, nous e´crirons parfois
qu’un parame`tre est observable s’il est identifiable ; ce parti
pris simplifie grandement la pre´sentation des re´sultats de
cette note sans pour autant nuire a` leur rigueur.
A. Mode`les conside´re´s, repre´sentations et notations
Nous conside´rons dans la suite des mode`les de´finis par une




Θ˙ = 0, U˙ 6= 0,
X˙ = F (X, Θ, U),
Y = H(X, Θ, U).
(2)
ou` les lettres majuscules repre´sentent des vecteurs et ou` F
et H de´notent des fractions rationnelles dans Q(X, Θ, U).
En rajoutant des inde´termine´s et des relations alge´briques,
on peut inclure dans cette classe de mode`les les syste`mes
faisant intervenir des fonctions transcendantes usuelles
(exp, sin, log, etc).
De plus, nous supposons que les fractions F et G
sont repre´sente´es par un calcul d’e´valuation qui est de
complexite´ L. Il s’agit d’un codage classique en analyse
nume´rique mais relativement peu utilise´ dans le cadre
du calcul symbolique. L’expression e := x5 est repre´sente´e
par la suite d’instructions : t1 := x, t2 := t1
2, t3 := t2
2,
e := t3t1 et L vaut ici 3. Nous supposons qu’il n’y a pas
de conditionnelles (i.e. fonction de Dirac, etc.) dans ces in-
structions.
La taille d’un syste`me correspond a` sa complexite´
d’e´valuation et aux mesures habituelles comme le degre´
maximum d des expressions alge´briques et la taille h des
scalaires intervenant dans ces expressions (i.e. leurs nom-
bres de de´cimal). De plus, nous supposons qu’il y a :
ℓ parame`tres Θ = (θ1, . . . , θℓ),
n variables d’e´tat X = (x1, . . . , xn),
r commandes U = (u1, . . . , ur),
et m sorties Y = (y1, . . . , ym).
B. Exemple et sorties des algorithmes.
Le syste`me d’e´quations suivant est utilise´ par A. Goldbeter
dans [6] comme mode`le du rythme circardien de produc-
tion d’une prote´ine chez la drosophile. Il comporte 17
































P˙N = k1P2 − k2PN ,
y = PN .
(3)
Les algorithmes pre´sente´s dans cette note prennent en
entre´e ce type de syste`me et renvoient en sortie les infor-
mations suivantes :
– la variable M et les parame`tres {vs, vm, Km, ks} ne
sont pas observables. Les autres parame`tres et vari-
ables sont observables ;
– si M ou un seul des parame`tres non observables e´tait
connu, alors le mode`le serait observable ;
– il existe un groupe de transformation a` un parame`tre λ
qui agit sur {M, vs, vm, Km, ks} et laisse la sortie et
les trajectoires du syste`me invariantes. Dans notre ex-
emple, on a :
σλ : {M, vs, vm, Km, ks}→{λM, λvs, λvm, λKm, ks/λ}.
Ces re´sultats certifient que la connaissance des diffe´rentes
prote´ines P0, P1, P2, PN — ou d’une somme quelconque de
ces prote´ines — ne permet pas de de´terminer les variables
et parame`tres non observables.
Un prototype de l’algorithme pre´sente´ a e´te´ implante´
dans le syste`me de calcul formel Maple et est disponible a`
l’URL [18]. Les temps de calculs ne´cessaires pour obtenir
ces re´sultats sont de l’ordre de la minute (sur un PC Pen-
tium III (650 MHz) avec 128 Mb de me´moire vive) et on a
le re´sultat de complexite´ suivant.
C. Re´sultat de complexite´
Avec les notations pre´sente´es dans la section I-A, on a :
The´ore`me 1 ([20]) Il existe un algorithme probabiliste
qui distingue l’ensemble des variables observables d’un
mode`le. De plus, il indique le nombre de variables non ob-
servables devant eˆtre suppose´es connues pour obtenir un
mode`le observable. La complexite´ arithme´tique de cet algo-









avec M(ν) (resp. N (ν)), le couˆt de la multiplication de
deux se´ries a` l’ordre ν + 1 (resp. de deux matrices de
taille ν × ν) et ν infe´rieur ou e´gal a` n+ ℓ (ge´ne´riquement ν
est e´gal a` (n+ ℓ)/m). Soient µ un entier positif arbi-










Si les calculs sont effectue´s modulo un nombre premier p
supe´rieur a` 2D′µ alors la probabilite´ d’obtenir une re´ponse
correcte est minore´e par (1− 1/µ)2.
Ce the´ore`me a e´te´ pre´sente´ re´cemment dans la publica-
tion [20] ; il est a` la base de la me´thode que nous pre´sentons
dans la suite et qui permet de de´terminer les syme´tries d’un
mode`le et agissant sur les variables et parame`tres non ob-
servables de celui-ci.
II. Alge`bre diffe´rentielle et observabilite´
L’alge`bre diffe´rentielle, issue des travaux de J.F. Ritt [17]
et de E.R. Kolchin [10], peut eˆtre conside´re´e comme
une ge´ne´ralisation aux e´quations diffe´rentielles des con-
cepts et outils de l’alge`bre commutative et de la
ge´ome´trie alge´brique. Pour ce faire, on comple`te les
structures alge´briques classiques par une de´rivation.
Par exemple, supposant que toutes les commandes U
sont diffe´rentiellement alge´briquement inde´pendantes, l’on
note k〈U〉 le corps diffe´rentiel constitue´ des commandes
et de leurs de´rive´es formelles ; il s’agit simplement du
corps k(U, U˙, . . .) a` une infinite´ d’inde´termine´s.
De plus, la donne´e du champ de vecteurs du mode`le Σ



















Dans ce cadre the´orique, on peut associer au mode`le Σ
le corps diffe´rentiel k〈U〉(X,Θ) munit de la de´rivation L.
Dans la suite, ce corps est note´ K et on a Lj = L ◦ . . . ◦ L︸ ︷︷ ︸
j fois
.
Remarquons que le corps k〈U, Y 〉 (ou` Y repre´sente les
sorties du mode`le Σ) est un sous-corps diffe´rentiel de K. Les
de´rive´es Y (j) d’ordre j des sorties sont donc repre´sente´es
par les expressions LjH dans K.
A. De´finition, line´arisation et me´thode de calcul
Dans le cadre the´orique pre´sente´ ci-dessus, la notion
d’observabilite´ alge´brique locale peut eˆtre de´finie in-
trinse`quement de la manie`re suivante :
De´finitions 1 ([11], [4]) Soient K un corps diffe´rentiel
associe´ au mode`le Σ, Y une sortie et U une commande
de ce syste`me.
– Un e´le´ment η du corps K est localement observable en
fonction de Y et U si, et seulement si, cet e´le´ment est
(non diffe´rentiellement) alge´brique sur k〈U, Y 〉.
– Le mode`le Σ est localement observable en fonction
de Y et U si, et seulement si, le corps diffe´rentiel K
est alge´brique sur k〈U, Y 〉.
Nous conside´rons maintenant l’analogue alge´brique de
la line´arisation en ge´ome´trie diffe´rentielle. Pour ce faire,
notons qu’on peut associer a` toute extension de corps T/S
les T -espaces vectoriels suivants :
– l’espace des de´rivations DerS(T, T ), compose´ des
de´rivations de T dans T dont le corps de constantes
est S (∂ : T → T , tel que ∀c ∈ S, ∂c = 0) ;
– l’espace des diffe´rentielles de Ka¨hler ΩT/S qui peut
eˆtre de´fini par la proprie´te´ suivante : il existe une
de´rivation surjective d de T dans ΩT/S telle que
pour toute de´rivation ∂ dans le T -espace vecto-
riel DerS(T, T ), il existe un unique homomorphisme
line´aire δ de ΩT/S dans T tel que δ(dz) = ∂z.
Nous renvoyons le lecteur inte´resse´ a` la lecture du
chapitre 16 de [5] pour un expose´ complet. Ces notions
se ge´ne´ralisent dans le cadre diffe´rentiel et nous renvoyons
a` [10] et [8] pour plus de de´tails. On peut repre´senter effec-
tivement le module ΩK/k〈U,Y 〉. Dans notre cas, il s’agit du



















De meˆme, le K-espace vectoriel Derk〈U,Y 〉(K, K) est
repre´sente´ par le noyau de cette matrice. Plus pre´cise´ment,





/∂(X,Θ)D = 0 avec D le vecteur de
de´rivations (∂/∂x1 , . . . , ∂/∂xn , ∂/∂θ1 , . . . , ∂/∂θℓ).
Pour de´terminer l’observabilite´, nous utilisons princi-
palement la proprie´te´ classique suivante :
The´ore`me 2 (§ 16 dans [5]) Conside´rons S un corps de
caracte´ristique ze´ro, T une extension de S finiment en-
gendre´e et {xλ} un ensemble d’e´le´ments dans T . L’ensem-
ble {dxλ} est une base du T -espace vectoriel ΩT/S si, et
seulement si, l’ensemble {xλ} forme une base de transcen-
dance de T sur S.
En effet, ce the´ore`me et la de´finition 1 permettent d’ex-
primer la proprie´te´ d’observabilite´ en termes de calcul de
rang portant sur la matrice (5). On a par exemple :
Corollaire 1: Le degre´ de transcendance alge´brique de









Le degre´ de transcendance de cette extension de corps est
e´gal a` la dimension du K-espace vectoriel Derk〈U,Y 〉(K, K).
Nous pouvons statuer sur l’observabilite´ d’une variable
d’e´tat x¯ (ou d’un parame`tre) seul par la meˆme me´thode.
En effet, en utilisant des modules de Ka¨hler, nous
pouvons calculer le degre´ de transcendance des exten-
sions K/k〈U, Y 〉 et K/k〈U, Y, x¯〉. Le degre´ de transcen-
dance de k〈U, Y, x¯〉/k〈U, Y 〉 s’en de´duit imme´diatement
par soustraction ; la variable x¯ est observable si, et seule-
ment si, ce degre´ est nul.
B. Inte´reˆt de ce formalisme
Les notions pre´sente´es ci-dessus permettent une formalisa-
tion alge´brique d’un point de vue classique que l’on trouve
notamment dans les travaux [7] et [14]. Mais ce formalisme
permet d’aller au dela` de ce point de vue.
Pour commencer, remarquons que dans les approches
cite´es ci-dessus, il n’y a pas de borne sur l’or-





/∂(X,Θ) et mener a` bien les calculs. En adop-
tant le point de vue pre´sente´ ici, on peut montrer que
cet ordre ν est ge´ne´riquement e´gal a` ⌊(ℓ+ n)/m⌋ et borne´
par ℓ+ n (cf. proposition 1 dans [20]).
Dans cette meˆme publication, on montre dans la sec-





/∂(X,Θ) en n’utilisant que des ope´rations
e´le´mentaires sur un corps fini. Ainsi, contrairement aux
me´thodes base´es sur la re´solution symbolique d’e´quations
alge´briques, cette me´thode permet — a` l’instar des
me´thodes nume´riques — de ne manipuler que des objets de
taille re´duite tout en controˆlant la complexite´ arithme´tique
(notons tout de meˆme que les me´thodes symboliques per-
mettent de re´pondre a` l’observabilite´ globale alors que
notre me´thode est locale).
De plus, l’utilisation de calculs symboliques sur un corps
fini permet — a` l’instar des me´thodes symboliques — de
de´cider avec une grande probabilite´ de succe`s de l’observ-
abilite´ locale d’un mode`le. En effet, il n’y a pas dans
ce cadre de perte de pre´cision due a` l’utilisation d’une
arithme´tique flottante.
Ces quelques points sont regroupe´s et pre´cise´s dans
l’e´nonce´ du the´ore`me 1. Nous montrons dans la sec-
tion suivante comment utiliser le formalisme de l’alge`bre
diffe´rentielle pour calculer certains groupes de transforma-
tion associe´s a` des mode`les non observables.
III. Groupe continu de transformations
On associe a` un syste`me Σ sous forme de repre´sentation
d’e´tat (2), l’extension de corps K/k〈U, Y 〉 de´crite dans la
section II.
De´finition 1: Un groupe σλ de K-automorphismes in-
dexe´s par λ qui laisse le corps k〈U, Y 〉 ponctuellement in-
variant est tel que :










– σλ est un automorphisme diffe´rentiel (σλ◦L = L◦σλ)
et, pour tout (a, b) dans K2 et tout c dans k〈U, Y 〉, on
a les proprie´te´s suivantes :
σλ(c) = c, (7)
σλ(ca) = cσλ(a), (8)
σλ(a+ b) = σλ(a) + σλ(b), (9)
σλ(ab) = σλ(a)σλ(b). (10)
A` ce point de vue alge´brique, on peut associer l’in-
terpre´tation ge´ome´trique suivante. Conside´rons l’espace E
de coordonne´es (x1, x2, θ2, θ3, θ4, u, τ) associe´ a` l’exem-
ple (1) et muni d’une de´rivation telle que τ˙ = 1. Une
trajectoire du mode`le (1) correspond a` une solution du
syste`me (1) parame´trise´e par u et τ . Le groupe d’automor-
phismes σλ de´finit un groupe continu de transformation
de E tel que les trajectoires, les entre´es et les sorties du
syste`me sont invariantes par ces transformations (voir [21]
pour plus de de´tails et une autre me´thode de calcul base´e
sur la re´solution d’e´quations aux de´rive´es partielles).
Remarque 2: Si un e´le´ment a du corps K est alge´brique
sur k〈U, Y 〉 alors σλ(a) est aussi alge´brique sur k〈U, Y 〉 et
posse`de le meˆme polynoˆme minimal. Ainsi, il n’y a qu’un
nombre fini d’actions possibles de σλ sur a correspondant
aux racines du polynoˆme minimal de cet e´le´ment. Donc,
si l’extension de corps K/k〈U, Y 〉 est purement alge´brique,
il n’y a pas de groupe infini de K-automorphismes agis-
sant sur K et laissant k〈U, Y 〉 ponctuellement invariant.
Cette remarque montre que, s’il est possible d’exhiber
un tel groupe, alors on certifie que le mode`le est non
observable. De plus, ce groupe fournit des informations
supple´mentaires sur les relations entre les quantite´s non
observables.
A. De´rivation associe´e a` un groupe d’automorphismes.
L’expression σλ peut eˆtre conside´re´e comme une applica-
tion d’un corps des constantes dans un ensemble d’auto-







: k〈U, Y 〉(X,Θ)→ k〈U, Y 〉(X,Θ).
Par construction de σλ, on a :
– la proprie´te´ (7) implique que pour tout c dans k¯, ∂(c)
est e´gal a` ze´ro ;
– les proprie´te´s (8) et (9) impliquent que ∂ est k〈U, Y 〉-
line´aire ;
– la proprie´te´ (10) implique que ∂ satisfait aux re`gles de
Leibniz.
Ainsi, cette application ∂ associe´e au groupe continu d’au-
tomorphismes σλ est une de´rivation dans Derk〈U,Y 〉(K,K).











lorsque Derk〈U,Y 〉(K,K) est conside´re´ comme un sous-
espace du K-espace vectoriel engendre´ par les de´rivations
canoniques ∂/∂x1 , . . . , ∂/∂xn , ∂/∂θ1 , . . . , ∂/∂θℓ . Remar-
quons que cette de´rivation de´finit une syme´trie du mode`le,
en effet elle commute avec la de´rivation de Lie L (4) as-
socie´e au mode`le (1) ([L, ∂] = 0). Contrairement a` l’ap-
proche de´veloppe´e dans [21], nous n’utilisons pas cette
proprie´te´ pour calculer les de´rivations associe´es car cela
ne´cessite la re´solution d’e´quations aux de´rive´es partielles.
Nous allons en fait conside´rer la situation inverse de
celle pre´sente´e dans cette section. Si le mode`le est non ob-




/∂(X,Θ) permet de calculer
des ge´ne´rateurs de Derk〈U,Y 〉(K,K). Nous allons montrer
comment de´terminer a` partir de ces de´rivations un groupe
continu d’automorphismes agissant sur les variables et les
parame`tres non observables d’un mode`le et qui laissent ses
trajectoires et ses sorties invariantes.
B. Repre´sentation de Derk〈U,Y 〉(K,K)
Nous conside´rons un mode`le Σ du type (2) et nous lui as-
socions un corps K et un K-espace vectoriel Derk〈U,Y 〉(K,K).





/∂(X,Θ). Pour calculer cette matrice, on
utilise la matrice jacobienne ∂Y/∂(X,Θ) a` coefficients des
se´ries dans Q(X,Θ, U)[[t]] tronque´es a` l’ordre ν. En effet,
si on note Φ la solution formelle dans Q(X,Θ, U)[[t]] de



















Il nous faut maintenant calculer les se´ries Φ, Γ := ∂Φ/∂X
et Λ := ∂Φ/∂Θ. Si on note P (X˙,X,Θ, U) = 0, le nume´rateur
de la relation X˙ − F (X,Θ, U) = 0. Le syste`me variationnel
































permet de de´terminer ces quantite´s a` l’aide d’un ope´rateur
de Newton. Ce calcul ne´cessite un nombre d’ope´rations
arithme´tiques dans Q(X,Θ, U) polynomial en la taille de
l’entre´e (cf. [20] pour un expose´ complet). En spe´cialisant
ge´ne´riquement les inde´termine´s X, Θ et U , on calcule une





Nous allons utiliser cette proprie´te´ en deux temps pour
de´terminer un ge´ne´rateur de Derk〈U,Y 〉(K,K). Tous les cal-
culs pre´sente´s dans cette section sont re´alisables dans la
plupart des syste`mes de calcul formel.
– Par des calculs de rang sur Q ou sur un corps
fini, on de´termine les variables observables xα, . . . , xn
et les parame`tres identifiables θβ , . . . , θℓ (apre`s
renume´rotation). Ainsi, la premie`re extension de corps
de la tour d’extension
k〈U, Y 〉
(1)
−֒→ k〈U, Y 〉(xα, . . . , xn, θβ, . . . , θℓ)
(2)
−֒→ K (13)
est purement alge´brique alors que la seconde extension
de corps est transcendante. Nous pouvons calculer le
degre´ de transcendance de cette dernie`re extension en
temps polynomial (cf. [20] pour un expose´ complet).
– Pour simplifier les calculs, on peut spe´cialiser
ge´ne´riquement les parame`tres identifiables et les con-
ditions initiales des variables observables sur des ra-
tionnels et les commandes sur des se´ries d’ordre ν a`
coefficients rationnels. En effet, nous avons vu dans la
remarque 2 que ces quantite´s restent ponctuellement
invariantes sous l’action du groupe que nous cherchons
a` de´terminer ; elle n’interviennent donc pas dans notre
calcul.
Notons que les parame`tres non identifiables et les vari-
ables non observables ne sont pas spe´cialise´s. Nous
pouvons ainsi reprendre dans ces conditions l’e´tape





/∂(X,Θ) ; cette matrice est a` coefficients
dans Q(x1, . . . , xα−1, θ1, . . . , θβ−1). Elle de´crit le module
des de´rivations associe´ a` la seconde extension de corps
dans la tour (13). Une e´limination gaussienne sur cette
matrice singulie`re permet de calculer les ge´ne´rateurs
recherche´s.
Il s’agit la` d’une simplification pouvant eˆtre importante.
Dans le cas de l’exemple (3) le proble`me de de´part con-
tient 17 parame`tres et 5 variables d’e´tat. L’e´tude pre´alable
de ce syste`me graˆce a` l’algorithme associe´ au the´ore`me 1
permet de ne conside´rer que 4 parame`tres et une variable
d’e´tat. Ainsi, dans cet exemple, les calculs matriciels sont
fait dans le corps de base Q(M, vs, vm,Km, ks) et permet-

















est un ge´ne´rateurs de l’espace vectoriel Derk〈U,Y 〉(K,K).
Remarque 3: Pour le mode`le (3), la construction de la
matrice prend une minute mais il ne nous a pas e´te´ pos-
sible de calculer le noyau par un simple pivot de Gauss.
La complexite´ de cette seconde partie du calcul n’est pas
polynomiale en la taille de l’entre´e. C’est le principal fac-
teur bloquant du calcul et il peut eˆtre ne´cessaire d’utiliser
des me´thodes d’interpolations plus sophistique´es pour cal-





C. Automorphismes associe´s a` une de´rivation
Pour simplifier la pre´sentation, nous supposons dans la
suite que l’espace vectoriel Derk〈U,Y 〉(K,K) est de dimen-
sion 1 et que l’on dispose explicitement d’un ge´ne´rateur
note´ ∂. Dans cette situation, conside´rons l’application suiv-
ante :





Par construction, l’application σλ, ou` λ = exp(τ) est un
morphisme du corps K dans le corps des se´ries en τ in-
versibles et a` coefficients dans K. Nous allons conside´rer
trois cas.
Si la de´rivation ∂ est localement nilpotente, alors la
somme ci-dessus est finie et, pour tout τ , l’applica-
tion σλ(τ) est un automorphisme du corps K. Cette situa-
tion n’est pas ge´ne´rique et est relativement exceptionnelle
en pratique. Nous ne conside´rerons donc pas plus avant ce
cas.
Si la de´rivation ∂ est telle que ∂(xi) = ± xi pour i com-
pris entre 1 et α et ∂(θi) = ± θi pour i compris entre 1
et β, alors on a σλ(xi) = xi λ
±1. Ainsi, l’application σλ est
un morphisme de K dans K(λ) et de´finit un groupe con-
tinu a` un parame`tre d’automorphismes. Dans le cas de la
de´rivation (14), on obtient le groupe
σλ : {M, vs, vm, Km, ks}→{λM, λvs, λvm, λKm, ks/λ}.
Cette situation est la plus courante en pratique mais le
mode`le de pharmacocine´tique suivant montre que nous
avons a` conside´rer d’autres cas.

x˙1 = u− (c1 + c2)x1,
x˙2 = c1x1 − (c3 + c6 + c7)x2 + c5x4,
x˙3 = c2x1 + c3x2 − c4x3,




Cet exemple est tire´ de [15] et la lettre u repre´sente
une commande. Notre implantation en maple fournit les
re´sultats suivants :
– les parame`tres {c1, c2, c3, c7, c8, c9} ainsi que les vari-
ables {x2, x3, x4} ne sont pas observables ;
– le degre´ de transcendance de l’extension de corps as-
socie´e au mode`le (15) est e´gal a` 1.





x3 → ((1− λ)c1 + c2)x3/c2,
x4 → λx4,
c1 → λc1,
c2 → (1− λ)c1 + c2,
c3 →
(
(1− λ)c1 + c2
)
c3/λc2,
c7 → c7 − c3(c1 + c2)(1 − λ)/λc2,
c8 → c8c2/
(





est compose´ de syme´tries qui laissent l’entre´e, les sorties et
les trajectoires du syste`me invariantes. Le temps de calcul
ne´cessaire est de l’ordre de la minute et d’autres exemples
sont pre´sente´s dans [19].
La me´thode pre´sente´e dans la section III-B permet de




























est un ge´ne´rateur du K-espace vectoriel Derk〈U,Y 〉(K,K)
associe´ au mode`le (15). Mais cette fois, nous ne pouvons
pas lui associer directement un groupe d’automorphismes.
Pour ce faire, nous allons conside´rer la de´rivation ∂¯
e´gale a` ∂/c2. Remarquons que cette de´rivation est aussi un
ge´ne´rateur de Derk〈U,Y 〉(K,K) et que, en utilisant les nota-
tions pre´ce´dentes, on a ∂¯c1 = c1λ. Nous allons maintenant
montrer que, ge´ne´riquement, l’application σλ de´finit bien
un morphisme de K dans K(λ) et donc un groupe continu
a` un parame`tre d’automorphismes.
Rappelons que nous avons suppose´ pour simplifier notre
propos que la seconde extension de corps (2) de la tour (13)
est de degre´ de transcendance 1. Donc, les variables
non observables et les parame`tres non identifiables sont
alge´briques sur le corps k〈u, y1, y2〉(c1). Ainsi, puisque σλ
n’agit pas sur k〈u, y1, y2〉, il existe pour c2, par exemple, un




= 0. Il n’est pas vrai
en ge´ne´ral que σλ(c2) soit dans K(λ). C’est cependant le
cas le plus fre´quent en pratique, au point que nous n’avons
pas encore trouve´ de contre-exemple dans nos applications.
Il nous reste a` pre´sent a` montrer comment calculer le
groupe continu d’automorphismes σλ.
Pour ce faire, nous allons utiliser le champ de vecteurs




















et les approximants de Hermite –Pade´ de´finis dans le
the´ore`me suivant :
The´ore`me 3 ([1]) Conside´rons les se´ries s1, . . . , si dans
le corps K[[τ ]] des se´ries formelles univarie´es en τ
et a` coefficients dans K. Les polynoˆmes p1, . . . , pi de
degre´s d1, . . . , di en τ sont des approximants de Hermite –
Pade´ de s1, . . . , si du type d1, . . . , di si, et seulement si, on
a





La complexite´ arithme´tique du calcul de ces approximants
est dans O
(
i(d1 + · · ·+ di)2
)
.
En utilisant l’algorithme de Newton avec les conditions
initiales ci(0) = ci et xi(0) = xi, nous pouvons calculer des
se´ries solutions — dans Q(c1, c2, c3, c7, c8, c9, x2, x3, x4)[[τ ]]
— du syste`me (17) tronque´es jusqu’a` l’ordre n+ ℓ+ 5. Ceci
fait, on utilise l’algorithme associe´ au the´ore`me 3, pour
de´terminer des constantes p1, . . . , p4 qui sont des approxi-
mants de Hermite – Pade´ des se´ries 1, ci(τ), λ(τ), λ(τ)ci(τ)
avec λ(τ) e´gal a` exp(τ). Puisque les se´ries ci(τ) sont
les images de σλ(ci), on calcule ainsi les fractions ra-
tionnelles (16).
Par exemple, a` partir du the´ore`me 3 et du calcul
des se´ries solutions du syste`me 17, on de´termine la re-
lation c2e
τ∂(x3)/x3 − (c1 + c2) + c1 exp(τ) = 0 qui permet
de montre que l’image de eτ∂(x3) est
(
(1− λ)c1 + c2
)
x3/c2.
Encore une fois, cette me´thode n’est valable que si
les nume´rateurs et les de´nominateurs de ces fractions ra-
tionnelles sont de degre´ 1 en λ. Dans le cas contraire,
il nous faut chercher les approximants de Hermite –Pade´
des se´ries 1, ci(τ), λ(τ), . . . , λ(τ)
j , λ(τ)ci(τ), . . . , λ(τ)
jci(τ)
pour un entier j suffisant. Notons que le degre´ j le plus
e´leve´ que nous avons rencontre´ jusqu’a` pre´sent est 2.
Ce groupe d’automorphismes ge´ne´ralise des notions bien
connues en alge`bre : groupe de Galois d’une extension
alge´brique, lorsque l’on a l’observabilite´ locale et non glob-
ale, ou groupe de Cremona lorsque l’extension K/k〈U, Y 〉
est transcendante pure, comme c’est souvent le cas en pra-
tique.
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