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Resumo
É comum observar dados espaciais que estejam sujeitos a um limite inferior e superior de
detecção (LOD), sendo assim, quando não se conhece o valor exato da observação mas sim o
seu limite, esse dado é considerado censurado. Quando o valor está acima do limite de detecção
ele é dito ser censurado à direita, e quando está abaixo, é dito ser censurado à esquerda. Para
a análise desse tipo de dados, é possível encontrar na literatura trabalhos que adotam a estraté-
gia de trocar os valores censurados por alguma função do limite de detecção (p. e., LOD/2,
2LOD, LOD) ou utilizam métodos Bayesianos através de métodos de Monte Carlo via Cadeias
de Markov (MCMC) para estimar os parâmetros do modelo. Neste trabalho optamos por es-
timar os parâmetros do modelo via máxima verossimilhança (ML) utilizando a aproximação
estocástica do algoritmo EM (SAEM). Este algoritmo permite estimar os parâmetros de inter-
esse e fazer predições de locais observados e não observados com facilidade e rapidez. Além
disso, desenvolvemos medidas de influência local e global baseadas na esperança condicional
da função de verossimilhança aumentada (função Q) através do algoritmo SAEM. Entre essas
medidas estão deleção de casos, perturbação na variável resposta, perturbação nas covariáveis e
perturbação na matriz de correlação. Por fim, para verificar a sua eficácia, estudos de simulação
foram feitos e a metodologia apresentada foi aplicada a dois conjuntos de dados reais.
Palavras-chave: Dados censurados, dados geoestatísticos, Algoritmo SAEM, Limite de
Detecção (LOD), Observações influentes.
Abstract
Spatial environmental data may be subject to some upper and lower limit of detection
(LOD), measures below or above which are not quantifiable. As a result, the responses are ei-
ther left or right censored. Historically, the most common practice for analysis of such data has
been to replace the censored observations with some function of the limit of detection (LOD/2,
2LOD), or through data augmentation, by using Markov chain Monte Carlo methods. In this
work, we propose an exact estimation procedure to obtain the maximum likelihood estimates of
the fixed effects and variance components, using a stochastic approximation of the EM (SAEM)
algorithm. This approach permits estimation of the parameters and predictions at observed and
unobserved locations in an easy and fast way. Besides, we develop local and global influence
measures on the basis of the conditional expectation of the complete-data log-likelihood func-
tion proposed by Zhu and Lee (2001), which eliminates the complexity associated with the
approach of Cook (1977, 1986) for spatial censored models. Global influence measures such
as case deletion and local influence measures based on response perturbation, scale matrix per-
turbation and explanatory variable perturbation are presented. Finally, the proposed algorithm
is applied to a two real dataset and simulations studies are performed in order to explore the
accuracy of the proposed method.
Keywords: Censored data, Geostatistical data, SAEM Algorithm, Limit of Detection (LOD),
Influential observations.
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Chapter 1
Introduction
The study of statistical models to analyze spatial data has increased in the last few decades.
It is common come across to data where sampling units are geographical areas or spatially
located individuals, fields of study as ecology, environmental health, mining, hydrology and
epidemiology are examples where this kind of data is found and its analysis may be a chal-
lenge. An additional complication is that spatial data are subjected to upper or lower detection
limits below and above which they are not quantifiable. For example, environmental (spatial)
monitoring of different variables often involves left-censored observations falling below the
minimum limit of detection (LOD) of the instruments used to quantify them. The proportion
of censored data in these studies may not be small and methods are presented on literature to
treat with this (see also Fridley and Dixon, 2007; De Oliveira, 2005; Rathbun, 2006; Toscas,
2010). From a likelihood-based perspective, a few proposals can be found in the literature. For
instance, Militino and Ugarte (1999) developed an EM-type algorithm for maximum likelihood
(ML) estimation in censored spatial data, however this approach suffers from several drawbacks
that restrict its applicability, in some cases EM-type algorithms are not appropriate due to the
computational difficulty in the E-step, which involves the computation of expected quantities
that cannot be obtained analytically and must be calculated using stochastic simulation (see also
Stein, 1992; Abrahamsen and Benth, 2001). To deal with this problem, Delyon et al. (1999) pro-
posed a stochastic approximation version of the EM algorithm, the so-called SAEM algorithm.
This algorithm consists of replacing the E-step by a stochastic approximation obtained using
simulated data, while the M-step remains unchanged. In the framework of spatial models, Jank
(2006) showed that the computational effort of SAEM is much smaller and reaches convergence
in just a fraction of the simulation size when compared to Monte Carlo EM (MCEM).
Moreover, the study of influence analysis is an important and key step in data analysis sub-
sequent to parameter estimation. This can be carried out by conducting an influence analysis
for detecting influential observations. There are two primary approaches for detecting influen-
tial observations: case-deletion (Cook, 1977) and the local influence approach of Cook (1986).
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Following the pioneering work of Cook (1986), this second approach has received considerable
attention recently in the statistical literature of spatial models; see, for example, Assumpção
et al. (2014) and De Bastiani et al. (2014).
Although several diagnostic studies on spatial models have appeared in the literature, to
the best of our knowledge, no study seems to have been made on influence diagnostics for
censored spatial data and certainly not on the local influence analysis. The main difficulty is
due to the fact that the observed log-likelihood function of censored spatial models involves
intractable integrals (for instance, the pdfs of truncated multinormal distributions), rendering
the direct application of Cook’s approach (Cook, 1986) to this model to be very difficult if not
impossible, since the measures involve the first and second partial derivatives of this function.
Zhu and Lee (2001) developed an approach for performing local influence analysis for general
statistical models with missing data, and it is based on the Q-displacement function that is
closely related to the conditional expectation of the complete-data log-likelihood in the E-step
of the EM algorithm. This approach produces results very similar to those obtained from Cook’s
method. Moreover, the case-deletion can be studied by Q-displacement function following the
approach of Zhu et al. (2001).
1.1 Preliminaries
1.1.1 The Spatial Linear Model
As in De Bastiani et al. (2014), we consider a Gaussian stochastic process {𝑍(s), s ∈
D}, where D is a subset of R𝑑 , the 𝑑-dimensional Euclidean space. It supposes that data
𝑍(s1), ..., 𝑍(s𝑛) of this process are observed at known sites (locations) s𝑖, for 𝑖 = 1, . . . , 𝑛,
where s𝑖 is a 𝑑-dimensional vector of spatial site coordinates, and generated from the model,
𝑍(s𝑖) = 𝜇(s𝑖) + 𝜖(s𝑖), (1.1.1)
where both the deterministic term 𝜇(s𝑖) and the stochastic term 𝜖(s𝑖) may depend on the spatial
location at which 𝑍(s𝑖) is observed. We assume that the stochastic errors have zero mean,
𝐸{𝜖(s𝑖)} = 0, and that variation between spatial points is determined by a covariance function
𝐶(s𝑖, s𝑗) = Cov{𝜖(s𝑖), 𝜖(s𝑗)}. Suppose that for some known functions of s𝑖, 𝑥1(s𝑖), . . . , 𝑥𝑝(s𝑖),





where 𝛽1, . . . , 𝛽𝑝 are unknown parameters to be estimated. In addition, each family of covari-
ance functions 𝐶(s𝑖, s𝑗), is fully specified by a 𝑞-dimensional parameter vector 𝜑 = (𝜑1, . . . , 𝜑𝑞)⊤.
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We use the following notations: 𝑍(s𝑖) = 𝑍𝑖, Z = (𝑍1, . . . , 𝑍𝑛)⊤, 𝑥𝑖𝑗 = 𝑥𝑗(s𝑖), x⊤𝑖 =
(𝑥𝑖1, . . . , 𝑥𝑖𝑝), X as the 𝑛 × 𝑝 matrix with 𝑖th row x⊤𝑖 , 𝛽 = (𝛽1, . . . , 𝛽𝑝)⊤, 𝜖𝑖 = 𝜖(s𝑖), and
𝜖 = (𝜖1, . . . , 𝜖𝑛)⊤, with 𝑖 = 1, . . . , 𝑛 and 𝑗 = 1, . . . , 𝑝. Thus, 𝜇(s𝑖) = x⊤𝑖 𝛽 and then
𝑍𝑖 = x⊤𝑖 𝛽 + 𝜖𝑖, 𝑖 = 1, . . . , 𝑛. Equivalently, in matrix notation, we have the spatial linear
model
Z = X𝛽 + 𝜖, (1.1.3)
where 𝐸{𝜖} = 0 and the scale matrix of 𝜖, is Σ = [𝐶(s𝑖, s𝑗)] = 𝜏 2I𝑛+𝜎2R(𝜌). We assume that
Σ is non singular and that X has full rank. The parameter 𝜏 2 can be viewed as a measurement
error variance or a nugget effect, 𝜎2 is defined as the sill, R = R(𝜌) = [𝑟𝑖𝑗], is an 𝑛 × 𝑛
symmetric matrix with diagonal elements 𝑟𝑖𝑖 = 1, for 𝑖 = 1, . . . , 𝑛 and 𝜌 is a function of the
range of the model. In general, R depends on the Euclidean distance 𝑑𝑖𝑗 = ||s𝑖 − s𝑗|| between
the points s𝑖 and s𝑗 . This parametric form occurs for several isotropic processes, for instance,
the Matérn family of correlation functions R is defined by








𝐾𝜅(𝑑𝑖𝑗/𝜌), 𝑑𝑖𝑗 > 0,
1, 𝑑𝑖𝑗 = 0,






−1)𝑑𝑥 is the modified Bessel function of the third
kind of order 𝜅; (see, Gradshtejn and Ryzhik, 1965), with 𝜅 > 0 fixed. The Gaussian covariance
function is a special case when 𝜅 → ∞ and its correlation function is given by







)︃2⎫⎬⎭ , 𝑑𝑖𝑗 > 0,
1, 𝑑𝑖𝑗 = 0.
The exponential covariance is also a special case of Matérn Family, which corresponds to 𝜅 =
1/2 and can be written more simply as









, 𝑑𝑖𝑗 > 0,
1, 𝑑𝑖𝑗 = 0.
In classic geostatistics, the spherical family is also widely used, which has correlation function
given by






3, 0 ≤ 𝑑𝑖𝑗 ≤ 𝜌,
0, 𝑑𝑖𝑗 > 𝜌,
where 𝜌 > 0 is a single parameter with the dimensions of distance. One qualitative differ-
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ence between this and the Matérn family is that it has a finite range i.e., R(𝜌) = 0 for suffi-
ciently large 𝑑𝑖𝑗 , namely 𝑑𝑖𝑗 > 𝜌. The spherical family lacks flexibility by comparison with the
two-parameter Matérn class. Also, R(𝜌) is only once differentiable at 𝑑𝑖𝑗 = 𝜌, which causes
technical difficulties with maximum likelihood estimation.
1.1.2 The EM and SAEM algorithms
In models with missing and censored data, the EM algorithm (Dempster et al., 1977) has
became established as the most popular tool to obtain the ML estimates of model parameters.
Define Zcom = (Zm, Zobs), where Zm denotes the missing data and Zobs the observed data.
This iterative algorithm maximizes the complete log-likelihood function ℓ𝑐(𝜃; Zcom) at each
step, converging quickly to a stationary point of the observed likelihood (ℓ(𝜃; Zobs)) under
mild regularity conditions (Wu, 1983; Vaida, 2005).
The EM algorithm proceeds in two simple steps, E-Step: Replace the observed likelihood by
the complete likelihood and compute its conditional expectation Q(𝜃|̂︀𝜃(𝑘)) = E{︂ℓ𝑐(𝜃; Zcom)|̂︀𝜃(𝑘), Zobs}︂ ,
where ̂︀𝜃(𝑘) is the estimate of 𝜃 at the k-th iteration;
M-Step: Maximize Q(𝜃|̂︀𝜃(𝑘)) with respect to 𝜃 to obtain ̂︀𝜃(𝑘+1).
However, in some applications of the EM algorithm, the E-step cannot be obtained analyti-
cally, so it has to be calculated using simulations. Wei and Tanner (1990) proposed the Monte
Carlo EM (MCEM) algorithm in which the E-step is replaced by a Monte Carlo approximation
based on a large number of independent simulations of the missing data. But this simple so-
lution is computationally expensive, given the need to generate a large number of independent
simulations of the missing data for a good approximation. Thus, in order to reduce the amount
of required simulations compared to the MCEM algorithm, the SAEM algorithm proposed by
Delyon et al. (1999) replaces the E-step of the EM algorithm by a stochastic approximation
procedure, while the maximization step remains unchanged. Besides having good theoretical
properties, the SAEM estimates the population parameters accurately, converging to the global
maximum of the ML estimates under quite general conditions (Allassonnière et al., 2010; De-
lyon et al., 1999; Kuhn and Lavielle, 2004). At each iteration, the SAEM algorithm successively
simulates missing data with the conditional distribution, and updates the unknown parameters
of the model. Thus, at iteration k, the SAEM proceeds as follows
E-Step:
• Simulation: Draw (q(ℓ,𝑘)), ℓ = 1, . . . , 𝑚 from the conditional distribution 𝑓(q|𝜃(𝑘−1), Z𝑖).
• Stochastic Approximation: Update the Q(𝜃|̂︀𝜃(𝑘)) function as











• Maximization: Update ̂︀𝜃(𝑘) as ̂︀𝜃(𝑘+1) = 𝑎𝑟𝑔𝑚𝑎𝑥
𝜃
Q(𝜃|̂︀𝜃(𝑘)),
where 𝛿𝑘 is a smoothness parameter (Kuhn and Lavielle, 2004), i.e., a decreasing sequence of
positive numbers such that
∑︀∞




𝑘 < ∞. Note that, for the SAEM algo-
rithm, the E-Step coincides with the MCEM algorithm, but only a small number of simulations
𝑚 (suggested to be 𝑚 ≤ 20) is necessary. This is possible because unlike the traditional EM
algorithm and its variants, the SAEM algorithm uses not only the current simulation of the miss-
ing data at iteration k denoted by (q(ℓ,𝑘)), ℓ = 1, . . . , 𝑚 but some or all previous simulations,
where this ‘memory’ property is set by the smoothing parameter 𝛿𝑘.
Note that in Equation (1.1.4), if the smoothing parameter 𝛿𝑘 is equal to 1 for all 𝑘, the SAEM
algorithm will have ‘no memory’, and will be equivalent to the MCEM algorithm. The SAEM
with no memory will converge quickly (convergence in distribution) to a solution neighborhood,
but the algorithm with memory will converge slowly (almost sure convergence) to the ML
solution. We suggest the following choice of the smoothing parameter
𝛿𝑘 =
⎧⎪⎨⎪⎩
1, for 1 ≤ 𝑘 ≤ 𝑐𝑊,
1
𝑘−𝑐𝑊 , for 𝑐𝑊 + 1 ≤ 𝑘 ≤ 𝑊,
where 𝑊 is the maximum number of iterations, and 𝑐 a cutoff point (0 ≤ 𝑐 ≤ 1) which deter-
mines the percentage of initial iterations with no memory. For example, if 𝑐 = 0, the algorithm
will have memory for all iterations, and hence will converge slowly to the ML estimates. If
𝑐 = 1, the algorithm will have no memory, and so will converge quickly to a solution neighbor-
hood. For the first case, 𝑊 would need to be large in order to achieve the ML estimates. For the
second, the algorithm will put out a Markov Chain where after applying a burn in and thinning,
the mean of the chain observations can be a reasonably estimated.
A number between 0 and 1 (0 < 𝑐 < 1) will assure an initial convergence in distribution to a
solution neighborhood for the first 𝑐𝑊 iterations and an almost sure convergence for the rest of
the iterations. Hence, this combination will lead us to a fast algorithm with good estimates. To
implement SAEM, the user must fix several constants matching the number of total iterations
𝑊 and the cut point 𝑐 that defines the start of the smoothing step of the SAEM algorithm.
However those parameters will vary depending on the model and the data. To determine those
constants, a graphical approach is recommended to monitor the convergence of the estimates for
all the parameters, and if possible, to monitor the difference (relative difference) between two
successive evaluations of the log-likelihood ℓ(𝜃|Z𝑜𝑏𝑠), given by ||ℓ(𝜃(𝑘+1)|Z𝑜𝑏𝑠) − ℓ(𝜃(𝑘)|Z𝑜𝑏𝑠)||
or ||ℓ(𝜃(𝑘+1)|Z𝑜𝑏𝑠)/ℓ(𝜃(𝑘)|Z𝑜𝑏𝑠) − 1||, respectively.
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1.2 Organization of the Dissertation
This dissertation is divided into four chapters and two appendices. The Chapter 2 is part
of a submitted paper where we develop a full likelihood approach for spatial censored linear
(SCL) models, including the implementation of the SAEM algorithm for ML estimation with
the likelihood function and predictions of unobservable values of the response as a byproduct.
In order to illustrated the method, the proposed algorithm is applied to a spatial dataset of depths
of a geological horizon, also analysed by Dubrule and Kostov (1986) and De Oliveira (2005),
that contains both left- and right-censored data as well as a couple of simulation studies are
presented. The Chapter 3 is also part of a submitted paper where we develop methods to obtain
case-deletion measures and local influence measures by using the local influence method of Zhu
et al. (2001) (see also Lee and Xu, 2004; Zhu and Lee, 2001) in the context of SCL models.
We apply the method presented here to a dataset of depths used to exemplify the estimation and
a data from a dioxin contaminated site in Missouri analysed by Fridley and Dixon (2007). In
addition, a simulation study is presented to analyse the accuracy of the proposed measures in
detecting influential observations. On Chapter 4 is presented the conclusions and the plan for
future research.
Chapter 2
Estimation in Spatial Models with
Censored Response
2.1 Introduction
Spatial data are common in ecology, environmental health, data mining, hydrology and
epidemiology, where sampling units are geographical areas or spatially located individuals.
Analysis of spatial data is challenged by the spatial correlation among the observations. Some
methods, like those proposed by Besag (1974); Besag et al. (1991); Leroux et al. (1999); Ro-
drigues and Assunção (2012) and other are able to capture spatial dependence for areal data,
while Gaussian process regression with exponential, Gaussian, Matérn, spherical, powered ex-
ponential and others covariance functions can capture spatial dependence in a geostatistical
setting (Cressie, 1993; Banerjee et al., 2004). An additional complication is that spatial data are
subject to upper or lower detection limits below and above which they are not quantifiable. For
example, environmental (spatial) monitoring of different variables often involves left-censored
observations falling below the minimum limit of detection (LOD) of the instruments used to
quantify them. The proportion of censored data in these studies may not be small, so the use
of crude/ad hoc methods, such as substituting a threshold value or some arbitrary point like a
midpoint between zero and cutoff for detection (LOD/2), might lead to biased estimates of fixed
effects and variance components (Fridley and Dixon, 2007).
As an alternative to crude imputation methods, De Oliveira (2005) introduced a Bayesian
approach for inference and spatial prediction based on censored data while Fridley and Dixon
(2007) incorporated the spatial correlation through an unobserved latent spatial process. Rath-
bun (2006) applied the Robbins and Monro (1951) stochastic approximation algorithm to es-
timate the parameters of a spatial regression model with left-censored observations. This al-
gorithm uses importance sampling to obtain conditional simulations of left-censored observa-
tions. Toscas (2010) proposed a modification of the Bayesian approach of De Oliveira (2005)
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to correct the Bayesian bias of estimation and prediction of spatially correlated left-censored
observations. From a likelihood-based perspective, a few proposals can be found in the litera-
ture. For instance, Militino and Ugarte (1999) developed an EM-type algorithm for maximum
likelihood (ML) estimation in censored spatial data. However this approach suffers from sev-
eral drawbacks that restrict its applicability. For instance, De Oliveira (2005) noted that this ML
approach does not provide a means to estimate the correlation structure in the data and hence
assumes it is known. Additionally, this approach does not account for the different amount of
information contained in the exact and censored observations.
As mentioned, a typical algorithm for ML estimation in models involving spatial censored
linear (SCL) models is the EM algorithm (see, for instance, Militino and Ugarte, 1999). How-
ever, in some cases EM-type algorithms are not appropriate due to the computational difficulty
in the E-step, which involves the computation of expected quantities that cannot be obtained an-
alytically and must be calculated using stochastic simulation. To deal with this problem, Delyon
et al. (1999) proposed a stochastic approximation version of the EM algorithm, the so-called
SAEM algorithm. This algorithm consists of replacing the E-step by a stochastic approxima-
tion obtained using simulated data, while the M-step remains unchanged. In the framework of
spatial models, Jank (2006) showed that the computational effort of SAEM is much smaller and
reaches convergence in just a fraction of the simulation size when compared to Monte Carlo EM
(MCEM). This is due the memory effect contained in the SAEM method, in which the previous
simulations are considered in the computation of the posterior ones. In this paper, we develop
a full likelihood approach for SCL models, including the implementation of the SAEM algo-
rithm for ML estimation with the likelihood function and predictions of unobservable values of
the response as a byproduct. In the simulation study comparisons are made between inferences
based on the censored data through the SAEM algorithm and inferences based on complete data
obtained by a crude/ad hoc imputation method (LOD/2, 2LOD). As expected, the differences in
inference between the two approaches can be substantial.
The rest of the chapter is organized as follows. Section 2.2 proposes the SCL model and
shows how to get the ML estimates through the SAEM algorithm. In Section 2.3, we provide a
brief sketch of prediction for models with incomplete data, and also develop a method pertinent
to the SCL model. The method is illustrated in Section 2.4 with the analysis of a data set from
depths of a geological horizon and in Section 2.5 by empirical studies. Section 2.6 concludes
with a short discussion of issues raised by our study and some possible directions for a future
research.
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2.2 The spatial linear model with censored response
We will consider the Gaussian model with a linear specification for the spatial trend, which
allows the inclusion of a polynomial trend surface or, more generally, spatially referenced co-
variates. From (1.1.3), the spatial linear model is defined by
Z = X𝛽 + 𝜖, (2.2.1)
where X and 𝛽 are as defined in (1.1.2) and 𝜖 ∼ 𝑁𝑛(0, Σ). Moreover, we assume that the
response 𝑍𝑖 is not fully observed for all 𝑖. Thus, let the observed data for the 𝑖th area be
(V𝑖, 𝐶𝑖), where V𝑖 represents the vector of uncensored reading (V𝑖 = 𝑉0𝑖) or the vectors of
censoring level (V𝑖 = (𝑉1𝑖, 𝑉2𝑖)) and 𝐶𝑖 the censoring indicators such that
𝐶𝑖 =
⎧⎨⎩ 1 𝑖𝑓 𝑉1𝑖 ≤ 𝑍𝑖 ≤ 𝑉2𝑖 ,0 𝑖𝑓 𝑍𝑖 = 𝑉0𝑖 . (2.2.2)
Note that if 𝑍𝑖 ∈ (−∞, 𝑉2𝑖], then we get a left censored SCL model (Toscas, 2010) and if
𝑍𝑖 ∈ [𝑉1𝑖, ∞) then we get a right censored SCL model. The model defined in (2.2.1)-(2.2.2),
will be called the spatial censored linear (SCL) model.
2.2.1 The log-likelihood function
Classic inference of the parameter vector 𝜃 = (𝛽⊤, 𝜎2, 𝛼⊤)⊤, with 𝛼 = (𝜈2, 𝜌)⊤, is based
on the marginal distribution of Z. For complete data, we have marginally that Z ∼ 𝑁𝑛(X𝛽, Σ),
where Σ = 𝜎2Ψ, with Ψ = (𝜈2I𝑛 + R(𝜌)) and 𝜈2 = 𝜏 2/𝜎2. To compute the likelihood
function associated with model (2.2.1)-(2.2.2), the first step is to treat separately the observed
and censored components of 𝑍𝑖.
Let Z𝑜 be the 𝑛𝑜-vector of observed outcomes and Z𝑐 be the 𝑛𝑐-vector of censored observa-
tions with (𝑛 = 𝑛𝑜 + 𝑛𝑐) such that 𝐶𝑖 = 0 for all elements in Z𝑜, and 𝐶𝑖 = 1 for all elements in
Z𝑐. After reordering, Z, V, X, and Σ can be partitioned as follows:




where 𝑣𝑒𝑐(.) denotes the function which stacks vectors or matrices having the same number
of columns. Then, we have Z𝑜 ∼ 𝑁𝑛𝑜(X𝑜𝛽, Σ𝑜𝑜), Z𝑐|Z𝑜 ∼ 𝑁𝑛𝑐(𝜇, S), where 𝜇 = X𝑐𝛽 +
Σ𝑐𝑜(Σ𝑜𝑜)−1(Z𝑜 − X𝑜𝛽) and S = Σ𝑐𝑐 − Σ𝑐𝑜(Σ𝑜𝑜)−1Σ𝑜𝑐. Now, let Φ𝑛(u; a, A) and 𝜑𝑛(u; a, A)
be the cdf (left tail) and pdf, respectively, of 𝑁𝑛(a, A) computed at vector u. From Vaida
and Liu (2009) and Jacqmin-Gadda et al. (2000), the likelihood function (using conditional
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probability arguments) is given by:
𝐿(𝜃) = 𝑓(Z|𝜃) = 𝜑𝑛𝑜(Z𝑜; X𝑜𝛽, Σ𝑜𝑜)(Φ𝑛𝑐(V𝑐2; 𝜇, S) − Φ𝑛𝑐(V𝑐1; 𝜇, S)), (2.2.3)
which can be evaluated without much computational burden through the routine mvtnorm()
available in R (see Genz et al., 2008; R Development Core Team, 2015).
The log-likelihood function for the observed data is used to compute different model selec-
tion criteria, such as:
𝐴𝐼𝐶 = 2 𝑚 − 2 ℓ𝑚𝑎𝑥 and 𝐵𝐼𝐶 = 𝑚 𝑙𝑜𝑔 𝑛 − 2 ℓ𝑚𝑎𝑥,
where 𝑚 is the number of model parameters, the log-likelihood is 𝑙(𝜃) = 𝑙𝑜𝑔𝐿(𝜃) and ℓ𝑚𝑎𝑥 is
the maximized log-likelihood value.
2.2.2 The SAEM algorithm for censored spatial data
In this section, we propose the SAEM algorithm by considering Z as missing data to update
(M-step) all the parameters involved in the model. First, we parameterize to 𝜈2 = 𝜏 2/𝜎2 and
write Σ = 𝜎2Ψ, with Ψ = 𝜈2I𝑛 + R(𝜌). Now, let Z = (𝑍1, . . . , 𝑍𝑛)⊤, V = (𝑉1, . . . , 𝑉𝑛) and
C = (𝐶1, . . . , 𝐶𝑛), and (𝑉𝑖, 𝐶𝑖) is observed for the 𝑖th subject. In the estimation procedure,
V and C are treated as hypothetical missing data, and augmented with the observed dataset





log(|Ψ|) + 𝑛 log (𝜎2) + 1
𝜎2
(Z − X𝛽)⊤Ψ−1(Z − X𝛽)
]︂
+ 𝑐𝑡𝑒,(2.2.4)
with 𝑐𝑡𝑒 being a constant independent of the parameter vector 𝜃. Given the current estimate
𝜃 = ̂︀𝜃(𝑘), the E-step calculates the conditional expectation of the complete data log-likelihood
function given by:
𝑄(𝜃|̂︀𝜃(𝑘)) = 𝐸[ℓ𝑐(𝜃|Z𝑐)|V, C, ̂︀𝜃(𝑘)] = −12
[︂
log(Ψ) + 𝑛 log (𝜎2) + 1
𝜎2
̂︀𝐴(𝑘)]︂ ,
where ̂︀𝐴(𝑘) = 𝑡𝑟 (︂ ̂︂ZZ⊤(𝑘)Ψ−1)︂− 2̂︀Z(𝑘)⊤Ψ−1X𝛽 + 𝛽⊤X⊤Ψ−1X𝛽.
It is clear that the E-step reduces only to the computation of
̂︂ZZ⊤(𝑘) = 𝐸{ZZ⊤|V, C, ̂︀𝜃(𝑘)} and ̂︀Z(𝑘) = 𝐸{Z|V, C, ̂︀𝜃(𝑘)}. (2.2.5)
In the traditional EM algorithm, we should now evaluate the conditional expectations. We have
to introduce two intermediate steps, the simulation and approximation steps. In the simulation,
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we generate samples from the conditional distributions through the Gibbs sampling algorithm,
according to the following scheme
Step E-1 (Sampling). Sample Z𝑐 from a truncated normal distribution of the form 𝑇𝑁𝑛𝑐(𝜇, S;A𝑐),
with A𝑐 = {Z𝑐 = (𝑍𝑐1, . . . , 𝑍𝑐𝑛𝑐)⊤|𝑉 𝑐11 ≤ 𝑍𝑐1 ≤ 𝑉 𝑐21, . . . , 𝑉 𝑐1𝑛𝑐 ≤ 𝑍𝑐𝑛𝑐 ≤ 𝑉 𝑐2𝑛𝑐}, 𝜇 =
X𝑐𝛽 + Σ𝑐𝑜(Σ𝑜𝑜)−1(Z𝑜 − X𝑜𝛽) and S = Σ𝑐𝑐 − Σ𝑐𝑜(Σ𝑜𝑜)−1Σ𝑜𝑐. Here 𝑇𝑁𝑛(.;A) denotes
the n-variate truncated normal distribution on the interval A, where A = 𝐴1 × . . . × 𝐴𝑛.
Thus, the new observation Z(𝑘,𝑙) = (𝑍(𝑘,𝑙)𝑖1 , . . . , 𝑍
(𝑘,𝑙)
𝑖𝑛𝑐 , 𝑍𝑛𝑐𝑖 +1, . . . , 𝑍𝑛) is a sample gen-
erated for the 𝑛𝑐 censored cases and the observed values (uncensored cases), for 𝑙 =
1, . . . , 𝑀.
Step E-2 (Stochastic Approximation). Since we have the sequence Z(𝑘,𝑙), at the 𝑘-th
iteration, we replace the conditional expectations in (2.2.5) by the following stochastic
approximations:






̂︀Z(𝑘,𝑙) ̂︀Z(𝑘,𝑙)⊤ − ̂︂ZZ⊤(𝑘−1)]︃ , (2.2.6)






̂︀Z(𝑘,𝑙) − ̂︀Z(𝑘−1)]︃ . (2.2.7)
The conditional maximization (CM) then conditionally maximizes 𝑄(𝜃|̂︀𝜃(𝑘)) with respect
to 𝜃 and obtains a new estimate ̂︀𝜃(𝑘+1), as follows:
Step CM















− 2̂︂Z⊤(𝑘)Ψ−1X̂︀𝛽(𝑘+1) + ̂︀𝛽⊤(𝑘+1)X⊤Ψ−1X̂︀𝛽(𝑘+1)]︂)︂ , (2.2.8)
with 𝛼 = (𝜈2, 𝜌)⊤. Note that ̂︀𝜏 2 can be recovered using that ̂︀𝜏 2(𝑘+1) = ̂︀𝜈2(𝑘+1)̂︀𝜎2(𝑘+1). The
more efficient CM step (2.2.8) can be easily accomplished by using, for instance, the optim
routine in R software. This process is iterated until some distance between two successive
evaluations of the actual log-likelihood ℓ(𝜃|Z) in Subsection 2.2.1, such as ||ℓ(̂︀𝜃(𝑘+1))−ℓ(̂︀𝜃(𝑘))||
or ||ℓ(̂︀𝜃(𝑘+1))/ℓ(̂︀𝜃(𝑘))−1||, becomes small enough. The variance of the fixed effects in the SCL
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model is then given by (Hughes, 1999)
𝑉 𝑎𝑟(̂︀𝛽) = (︁X⊤Σ−1X − X⊤Σ−1𝑉 𝑎𝑟(Z|V, C)Σ−1X)︁−1 . (2.2.9)
In order to make our proposed algorithm more informative for the reader, in Figure 2.1 we
present a flow diagram, which reports all the steps needed to implement the SAEM algorithm.
2.3 Prediction
In order to propose a strategy to generate predicted values from our SCL model, we used
the plug-in approach proposed by De Oliveira (2005). Thus, let Z𝑜𝑏𝑠 be the observed response
vector of dimension 𝑛𝑜𝑏𝑠×1 and y𝑝𝑟𝑒𝑑 the corresponding 𝑛𝑝𝑟𝑒𝑑×1 response vector over the future
portion of time. Let X̄ = (X𝑜𝑏𝑠, X𝑝𝑟𝑒𝑑) be the (𝑛𝑜𝑏𝑠 + 𝑛𝑝𝑟𝑒𝑑) × 𝑝 design matrix corresponding
to Z̄ = (Z⊤𝑜𝑏𝑠, Z⊤𝑝𝑟𝑒𝑑).
To deal with the censored values existing in Z𝑜𝑏𝑠, we use the imputation procedure, by
replacing the censored values with ̂︀Z = 𝐸{Z|V, C, ̂︀𝜃} obtained from the SAEM algorithm.
Therefore, when the censored values are imputed, a complete dataset, denoted by Z𝑜𝑏𝑠* , is ob-
tained. The reason to use the imputation procedure is that it avoids computing truncated condi-
tional expectations of the multivariate normal distribution originated by the censoring scheme.





∼ 𝑁𝑛𝑜𝑏𝑠+𝑛𝑝𝑟𝑒𝑑 (X𝛽, Σ) ,
where the matrix Σ, can be represented by Σ =
⎛⎝ Σ𝑜𝑏𝑠*,𝑜𝑏𝑠* Σ𝑜𝑏𝑠*,𝑝𝑟𝑒𝑑
Σ𝑝𝑟𝑒𝑑,𝑜𝑏𝑠* Σ𝑝𝑟𝑒𝑑,𝑝𝑟𝑒𝑑
⎞⎠. As mentioned in
De Oliveira (2005), the best linear predictor of Z𝑝𝑟𝑒𝑑 with respect to the minimum mean squared
error (MSE) criterion is the conditional expectation of Z𝑝𝑟𝑒𝑑 given Z𝑜𝑏𝑠* , which is given by:
̂︀Z𝑝𝑟𝑒𝑑(𝜃) = X𝑝𝑟𝑒𝑑𝛽 + Σ𝑝𝑟𝑒𝑑,𝑜𝑏𝑠*Σ𝑜𝑏𝑠*,𝑜𝑏𝑠*−1 (Z𝑜𝑏𝑠* − X𝑜𝑏𝑠*𝛽) . (2.3.1)
Therefore, y𝑝𝑟𝑒𝑑 can be estimated directly by substituting ̂︀𝜃 into (2.3.1), leading to ̂︀Z𝑝𝑟𝑒𝑑 =̂︀Z𝑝𝑟𝑒𝑑(̂︀𝜃).
2.4 Application
To exemplify the method presented here, we consider a dataset previously analyzed by
Dubrule and Kostov (1986) and De Oliveira (2005). The observations are placed over a re-
gion of about 9 by 5 km and represent depths of a geological horizon measured at 100 locations
26
Start
precision; Data obs (V,C)
V = (V1, V2, . . . , Vn)
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no
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Figure 2.1: Flow diagram of the SAEM algorithm.
where 69 points are fully observed and 31 points are censored points, these are divided into left-
and right- censored points. Figure 3.1 (left panel) shows a schematic description of the region
that displays the sampling locations and the depth measurements. A "∙" represents an exact
observed value, while "H" represents a left-censored observation, and "N" indicates a location
with a right-censored observation. The numbers above the symbols are the observed value for
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𝐶𝑖 = 0 and the limit of detection for 𝐶𝑖 = 1, e.g.,
1000
N means that at location 𝑖, 𝑉𝑖 = [1000, ∞)
is observed. The depth data were transformed and their original units remains unknown for
confidentiality reasons. For additional details about this dataset we refer to De Oliveira (2005).
































































































































Matern (κ = 0.2)
Exponential
Matern (κ = 1)
Gaussian
Figure 2.2: Depth dataset. (left) Depths of a geological horizon measured at each location. ∙
represents an exact observed value, H represents a left censored value and N represents a right
censored value, the values above the symbols indicate observed value for uncensored points and
limit of detection for censored points. (right) Plot of empirical variogram represented by ∙ and
theoretical variogram represented by solid line.
2.4.1 Model specification and preliminary analysis
We propose to fit the model:
𝑍𝑖 = 𝜇 + 𝜖𝑖,
with different covariance functions for the stochastic errors 𝜖𝑖, 𝑖 = 1, . . . , 100. This application
is based on left and right censoring, and the SAEM algorithm for censored data was imple-
mented as described in Subsection 2.2.2. We choose a Monte Carlo sample size of 𝑚 = 20, a
maximum number of iterations 𝑊 = 150 and a cutoff point 𝑐 = 0.2. In our empirical studies,
different choices of these arguments provided the same results for the SAEM estimates. The
computational procedures were implemented using the R software (R Development Core Team,
2015) and the codes are available from the authors upon request. It is known that the use of
the EM algorithm for this kind of model demands large computational effort. Thus, to compare
the EM and SAEM algorithms we ran both algorithms. While the SAEM took 3 minutes to
achieve convergence, the EM algorithm took around 15 hours, clearly showing improvement in
the computation speed of the ML estimates.
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In order to obtain information about the proper covariance function as well as the initial
values of the parameters that will be used in the SAEM algorithm, in Figure 3.1 (right panel) we
depict the theoretical variograms using exponential, Gaussian and Matérn family with 𝜅 = 0.2
and 𝜅 = 1 covariance functions, along with the empirical variogram. From this figure, it
can be noted that the first plotted ordinate is approximately 10, suggesting a relative nugget
variance i.e., depth has some measurement error variance. The rising curve of sample variogram
ordinates, leveling out at a distance of around 1500, corresponds to a positive spatial correlation
decaying with distance, and the sill is close to 30. This information suggests that the strength
of spatial association is moderate. Besides, it can be seen that the theoretical variogram of
the exponential covariance function, is the closest to the empirical variogram. However, this
does not necessarily indicate that the model using the exponential covariance function fits the
data well, for this reason, we proceed with the estimation process via SAEM using also other
covariances functions in order to find the best model fit for the 𝑑𝑒𝑝𝑡ℎ data. After the preliminary
analysis, we use 𝜎2 = 30, 𝜏 2 = 10 and 𝜌 = 1500 as initial values for the SAEM algorithm.
2.4.2 Parameter estimation
Table 3.1 contains the ML estimates for the parameters of the four models, namely the
Gaussian, exponential and Matérn (with 𝜅 = 0.20 and 𝜅 = 1) covariance, together with their
corresponding log-likelihood (maximized) values and information criteria. Since the Gaussian
and exponential covariance functions are special cases of the Matérn family and the variogram
plot shown in Figure 3.1 presents similar behaviors for all theoretical variograms, we do not
expect a large difference between the ML estimates. Thus, by looking at the values of the infor-
mation criteria given in Table 3.1, we notice that these criteria and the log-likelihood slightly
favor the SCL model with Gaussian covariance function. The most noteworthy difference be-
tween these results is the general increase in the estimate of 𝜌 according the increase of 𝜅. This
arises because the range (𝜌) and kappa (𝜅) are not orthogonal in their effects on the covariance
structure and they tend to be strongly correlated. Consequently, the change in one of them im-
plies a change in the other. With these considerations, we choose a SCL model with Gaussian
covariance function and parameter estimates: ̂︀𝜎2 = 9.68, ̂︀𝜌 = 1421.92 and ̂︀𝜏 2 = 5.85 and̂︀𝜇 = 1002.07. Note that ̂︀𝜏 2 is smaller than ̂︀𝜎2, which agrees with our intuition that depths can
be measured with relatively small error.
2.4.3 Prediction
One of the attractive features of the SAEM algorithm, is that it allows making prediction
about unobserved location. In order to compare the SCL model under the four covariance
functions described in the previous subsection, here we perform a cross-validation experiment.
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Table 2.1: Depth dataset. ML estimation under Exponential, Gaussian and Matérn (with 𝜅 =
0.2 and 𝜅 = 1) covariance functions.
̂︀𝜇 ̂︀𝜎2 ̂︀𝜌 ̂︀𝜏 2 loglik AIC BIC
Matérn (𝜅 = 0.2) 1000.91 4.26 241.45 2.71 -165.69 339.38 349.80
Exponential 1001.31 5.38 1179.01 5.19 -165.64 339.27 349.69
Matérn (𝜅 = 1) 1001.64 8.88 1000.66 5.65 -165.76 339.52 349.94
Gaussian 1002.07 9.68 1421.92 5.85 -165.37 338.74 349.16
Various percentages (5%, 10%, 20%, 30%) of the data were randomly set aside to use in the
prediction stage of this experiment. To assess the prediction quality of the four models, we
consider only the fully observed values to be predicted. Thus, the true observed values can be
compared with the predicted values obtained via the plug-in approach described in Section 2.3.
For instance, when 20% of data are taken, it means that 20 fully observed values are separated,
with 31 censored observations and 49 fully observed values remaining, which will be used for
estimation via the SAEM algorithm.
As a measure of prediction quality, the mean square prediction error (MSPE) is used to
calculate the distance between the real value and the predicted value, which is defined by (see,






where 𝑍𝑖 is the observed value, 𝑍𝑖 is the predicted value and 𝑛 is the number of samples to be
predicted. Note that the best predicted model is determined by the lowest value of MSPE.
Table 2.2 presents the prediction results, and as expected, the bigger more data considered
for prediction, the bigger the prediction error is. However, the results are satisfactory and the
Gaussian covariance function outperforms the other covariances in term of prediction. This
finding agrees with the previous analysis using model selection criteria.
Table 2.2: Depth dataset. The values in the table denote the MSPE for each percentage of
the values set aside for prediction using Exponential, Gaussian and Matérn (with 𝜅 = 0.2 and
𝜅 = 1) covariance functions.
5% 10% 20% 30%
Matérn (𝜅 = 0.2) 5.33 10.91 8.17 6.72
Exponential 5.58 11.11 8.22 6.73
Matérn (𝜅 = 1) 5.58 11.36 8.13 6.14
Gaussian 4.64 10.73 8.13 5.95
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Figure 2.3 presents the level maps corresponding to the predictive surface under the four
covariance functions and the observed data. They are computed from the predictive distribution
over a regular grid of 50 × 50. It can be seen from these maps that the predictive surface under
the Matérn covariance function with 𝜅 = 0.2 provides better results in terms of predictions
(near observed values). Note also that this result is not in agreement with the results given in
the previous subsection, but is acceptable since the parameter 𝜅 is a smoothness parameter, then
it is expected that the prediction using a Gaussian covariance function will generate smoothed





























































































































































































































































































































































Figure 2.3: Depth dataset. Map of predicted depth based on the censored data. (top left) Using
Matérn Covariance Function with 𝜅 = 0.2, (top right) using Exponential Covariance Function,
(bottom right) using Matérn Covariance Function with 𝜅 = 1 and (bottom right) using Gaussian
Covariance Function. The values above the symbols indicate observed value for uncensored
points and limit of detection for censored points.
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2.5 Simulation Studies
In this section two simulation studies are conducted to examine the performance of the
proposed method and to investigate the properties of the SAEM estimates and prediction ac-
curacy. We consider a spatial linear model that contains both left- and right-censored obser-
vations as defined in (2.2.1)-(2.2.2) with an Exponential covariance function. We set 𝛽⊤ =
(𝛽0, 𝛽1, 𝛽2) = (1, 3, −2), 𝜎2 = 2, 𝜌 = 3, 𝜏 2 = 1, and x⊤𝑖 = (1, 𝑥𝑖1, 𝑥𝑖2), where 𝑥𝑖1 ∼ 𝑈(0, 1)
and 𝑥𝑖2 ∼ 𝑈(2, 5), for 𝑖 = 1, . . . , 𝑛, with 𝑛 depending on the size of the grid adopted.
Three estimation methods were compared. First, the ML estimates were obtained using
complete data by set 𝑉1𝑖 and 𝑉2𝑖 as the observed values 𝑍𝑖, represented by Uncens. Second,
the complete data are obtained by a crude/ad hoc imputation method 𝑉1𝑖 = 2𝐿𝑂𝐷 or 𝑉2𝑖 =
𝐿𝑂𝐷/2. We call this procedure LOD*. Third, the SAEM estimates are obtained using the
procedure described in this work for censored data, which is denoted by Cens.
2.5.1 First Study
The first study is a Monte Carlo experiment, where the goal is show the best method of
estimation in the presence of censoring. One hundred datasets were generated considering four
grids of sizes 10, 15 and 20 and three different levels of censoring proportions containing left-
and right-censored observations (5%, 10%, 20%), which are combined on the left and on the
right. Thus, the total level of censoring proportion varies between 10% and 40%.
From Figure 2.4 and Table 2.3, showing the results for a grid of size 20, we notice that on
average the SAEM produced the closest estimates to the true values for all parameters and pro-
vided the best (maximized) log-likelihood and information criteria values. The largest discrep-
ancy between the three methods is related to the estimation of the spatial variability, 𝜎2, where
our method (Cens) presented average estimates almost equal to the real values, but produced
more variability in the estimates than the other two methods. In addition, for the parameter 𝜌
the LOD* method provides an average estimate distant to the true value, a higher variability,
several outliers and a slight asymmetry, while the other two methods provide estimates near the
real values.
2.5.2 Second Study
The second simulation study is constructed to compare the prediction error of the three
methods. Here, 500 datasets of 225 observations were simulated from a regular 15 × 15 lattice
with five units between nearest neighbors. Half of the simulated dataset (112 observations)
was preserved for prediction purposes and the remaining half (113 observations) was used for
estimation as well as for prediction. We consider 10% or 20% of censoring on each side (left-
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Figure 2.4: Simulation study 1. Boxplots of the parameter estimates (dotted line indicates the
true value of the parameter) for grid of size 20.
and right-) in order to have a moderate or high level of censoring proportion. Figure 2.5 illustrate
the scheme used for the prediction. Since most of locations are surrounded by four observed
locations, this scenario represents the best possible allocation for prediction.
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Table 2.3: Simulation study 1. The values in the table denote the information criteria and log-
likelihood for each method considering a grid size of 20 and the combination for percentage of
censuring level, where the percentages on left and right mean the percentage of data left- and
right-censored data respectively.
Censoring Level Method AIC BIC Loglik
5% − 5% Uncens 1349.045 1372.994 -668.523
LOD* 1425.575 1449.524 -706.788
Cens 1281.700 1305.649 -634.850
5% − 10% Uncens 1323.621 1347.570 -655.811
LOD* 1378.012 1401.961 -683.006
Cens 1207.654 1231.602 -597.827
5% − 20% Uncens 1277.094 1301.043 -632.547
LOD* 1329.427 1353.376 -658.713
Cens 1068.242 1092.191 -528.121
10% − 10% Uncens 1293.823 1317.772 -640.912
LOD* 1377.956 1401.905 -682.978
Cens 1165.320 1189.269 -576.660
10% − 20% Uncens 1236.393 1260.342 -612.196
LOD* 1297.024 1320.972 -642.512
Cens 1025.583 1049.532 -506.792
20% − 20% Uncens 1153.806 1177.755 -570.903
LOD* 1207.488 1231.437 -597.744
Cens 922.926 946.875 -455.463
In order to evaluate the accuracy of the prediction, we consider the MSPE measure de-
scribed in Equation (2.4.1). Table 2.4 shows the number of times that each procedure (LOD*,
Uncens and Cens) provides the lowest MSPE and consequently is most accurate in terms of
predictions. It can be seen that the method presented in this chapter not only produces better
parameter estimates, but also better predictions, as expected. In addition, the Uncens procedure
provides better results than the LOD* method in terms of prediction, but the opposite was ex-
pected, which can be explained because the prediction is obtained according to the observed
neighborhood, and changing the data range of the response variable, when using the LOD*
method, negatively affects the prediction, producing worse values for MSPE.
2.6 Conclusions
This work describes a likelihood-based approach to perform inference and prediction in
Gaussian random fields based on spatial censored data. This is a generalization of Gaussian
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Figure 2.5: Layout of second simulation study. The ∘ represents the sampling sites used for
parameter estimation and the ∙ represents the locations used for comparison of predictions.
Table 2.4: Simulation study 2. The values in the table denote the number of times and the
percentage that each method obtained the lowest MSPE.
Censoring level
Left Right Uncens LOD* Cens
10% 10% 94 (18.8%) 2 (0.4%) 404 (80.8%)
10% 20% 28 (5.6%) 2 (0.4%) 470 (94.0%)
20% 10% 44 (8.8%) 0 (0.0%) 456 (91.2%)
20% 20% 17 (3.4%) 0 (0.0%) 483 (96.6%)
process regression since the traditional methods are not able to deal with censored values. We
develop a stochastic approximation of the EM algorithm, called the SAEM algorithm, to ob-
tain the maximum likelihood estimates of model parameters. For practical demonstration, the
method is applied to a dataset of depths of a geological horizon that contains both left- and right-
censored data and the proposed method is implemented using the R software (codes available
upon request from the first author), providing practitioners with a convenient tool for further
applications in their domain. We also use simulation to investigate the properties of predictions
and parameter estimates and the robustness of the SAEM algorithm. In this simulation study
comparisons are made between inferences based on the censored data and inferences based on
complete data obtained by a crude/ad hoc imputation method (LOD/2, 2LOD). We show that
the differences in inference between the two approaches can be substantial. Moreover, the
SAEM algorithm leads to an improvement in the computation speed of the ML estimates, as
35
opposed to the EM and MCEM algorithms.
Future extensions of the work include the use of scale mixtures of normal distributions
to accommodate heavy-tailed features, or the development of some diagnostics and tests for
the model (De Bastiani et al., 2014). Further extension would be to generalize the work of
Diggle et al. (1998) by including censoring under a generalized linear mixed model (GLMM)
framework. Another possible extension of the current work it is to include measurement errors
in spatial models, as considered in Li et al. (2009).
Chapter 3
Influence Diagnostics in Spatial Models
with Censored Response
3.1 Introduction
Spatial data are common in ecology, environmental health, mining, hydrology and epidemi-
ology, where sampling units are geographical areas or spatially located individuals. Analysis of
spatial data is challenged by the spatial correlation among the observations such as the condi-
tional autoregressive (CAR) structure or the Matérn correlation structure. An additional com-
plication is that spatial data are subjected to upper or lower detection limits below and above
which they are not quantifiable. For example, environmental (spatial) monitoring of different
variables often involves left-censored observations falling below the minimum limit of detec-
tion (LOD) of the instruments used to quantify them. The proportion of censored data in these
studies may not be small and so the use of crude/ad hoc methods, such as substituting a thresh-
old value or some arbitrary point like a mid-point between zero and cut-off for detection, might
lead to biased estimates of fixed effects and variance components (De Oliveira, 2005; Fridley
and Dixon, 2007).
As an alternative to crude imputation methods Militino and Ugarte (1999) develop an EM
algorithm for maximum likelihood (ML) estimation in censored spatial data, however this ap-
proach suffers from several drawbacks that restrict its applicability. For instance, De Oliveira
(2005) notes that this ML approach does not provide a means to estimate the correlation struc-
ture in the data and hence assume it is known. In addition, when estimating variables at non-
sampled locations the observed and imputed data are not differentiated, thus underestimating
the predictive uncertainty. Due to the complexity of the likelihood-based methods, that involves
computationally intractable integrals, De Oliveira (2005) and Fridley and Dixon (2007) adopt
a Bayesian approach to inference and prediction for spatially correlated censored observations.
In both papers, data augmentation and Markov chain Monte Carlo (MCMC) algorithms are uti-
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lized. In this paper, we first propose a stochastic version of the EM algorithm for ML estimation,
the so-called SAEM algorithm proposed by Delyon et al. (1999). Then, the diagnostic measures
for assessing the local influence in spatial censored linear (SCL) models are developed and pre-
sented. In the framework of spatial models, Jank (2006) showed that the computational effort of
SAEM is much smaller and reach the convergence in just a fraction of the simulation size when
compared to Monte Carlo EM (MCEM) algorithm. This is due to the memory effect contained
in the SAEM method, in which the previous simulations are considered in the computation of
the posterior ones.
The study of influential values is an important and key step in data analysis subsequent to
parameter estimation. This can be carried out by conducting an influence analysis for detecting
influential observations. There are two primary approaches for detecting influential observa-
tions. The first approach is the case-deletion approach (Cook, 1977) and it is an intuitively
appealing method (see also Cook and Weisberg, 1982). Deletion diagnostics such as Cook’s
distance or the likelihood distance have been applied to many statistical models. The second
approach, which is a general statistical technique used to assess the stability of the estimation
outputs with respect to the model inputs, is the local influence approach of Cook (1986). Fol-
lowing the pioneering work of Cook (1986), this method has received considerable attention
recently in the statistical literature of spatial models; see, for example, Assumpção et al. (2014)
and De Bastiani et al. (2014).
Although several diagnostic studies on spatial models have appeared in the literature, to
the best of our knowledge, no study seems to have been made on influence diagnostics for
censored spatial data and certainly not on the local influence analysis. The main difficulty is
due to the fact that the observed log-likelihood function of censored spatial models involves
intractable integrals (for instance, the pdfs of truncated multinormal distributions), rendering
the direct application of Cook’s approach (Cook, 1986) to this model to be very difficult if not
impossible, since the measures involve the first and second partial derivatives of this function.
Zhu and Lee (2001) developed an approach for performing local influence analysis for general
statistical models with missing data, and it is based on the Q-displacement function that is
closely related to the conditional expectation of the complete-data log-likelihood in the E-step
of the EM algorithm. This approach produces results very similar to those obtained from Cook’s
method. Moreover, the case-deletion can be studied by Q-displacement function following the
approach of Zhu et al. (2001). So, we develop here methods to obtain case-deletion measures
and local influence measures by using the method of Zhu et al. (2001) (see also Lee and Xu,
2004; Zhu and Lee, 2001) in the context of SCL models.
The rest of the chapter is organized as follows. Section 2 gives a brief description of the
spatial linear model, including an outline of the SAEM algorithm. Section 3 proposes the SCL
model and shows how to get the ML estimates through the SAEM algorithm. In Section 4, we
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provide a brief sketch of the local influence approach for models with incomplete data, and also
develop a methodology pertinent to the SCL model. Three different perturbation schemes are
considered. The methodology is illustrated in Section 4 with the analysis of a data set from
depths of a geological horizon containing left- and right- censored data, the analysis of of a data
set from a dioxin contaminated site in Missouri containing left censored data, and by empirical
studies in Section 5. Section 6 concludes with a short discussion of issues raised by our study
and some possible directions for a future research.
3.2 Diagnostic analysis
Influence diagnostics is widely used in statistical modeling to identify and evaluate aberrant
and influential points which may cause unwanted effects on estimation and goodness of fit.
There are several tools to proceed with influence diagnostics and here we used two approaches,
case deletion, also known as global influence, and local influence diagnostics.
We first present the Hessian matrix used by both diagnostics measures, after, we consider the
case-deletion measures and finally the perturbation schemes employed to obtain local influence
measures.
3.2.1 The Hessian matrix
Following Zhu and Lee (2001), for obtaining the diagnostic measures for case-deletion di-
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= 𝜎2R′(𝜌) and R′(𝜌) and R′′(𝜌)
are the first and second derivatives of R(·) with respect to 𝜌. For each covariance function
considered in this work, R′(𝜌) and R′′(𝜌) are given in Appendix.
3.2.2 The global influence method
The global influence method, Cook (1977), is the most popular one for identifying influen-
tial observations. This method is a common approach for studying the effects of dropping the
𝑖−th case from the data set.
In the following, a quantity with a subscript “[𝑖]” denotes the original quantity with the 𝑖−th
case deleted; for example, Z[𝑖], denotes the complete-data with the 𝑖−th case deleted. Thus,
the log-likelihood function of 𝜃, based on the data with the 𝑖−th case deleted, is en denoted
by ℓ(𝜃|Z[𝑖]) and ̂︀𝜃[𝑖] = (̂︀𝛽⊤[𝑖], ̂︀𝛼⊤[𝑖])⊤ with ?̂? = (𝜎2, 𝜏 2, 𝜌)⊤, are the maximizer of the function
𝑄[𝑖]
(︁
𝜃|̂︀𝜃)︁ = 𝐸 [︁ℓ(𝜃|Z[𝑖])|V, C, ̂︀𝜃]︁, where ̂︀𝜃 is the ML estimate of 𝜃.
To assess the impact of influential observations on parameter estimates, some metrics have
been used for measuring the distance between ̂︀𝜃[𝑖] and ̂︀𝜃, such as the Cook’s distance and the
likelihood displacement (Zhu and Lee, 2001).
• The Generalized Cook’s distance. Defined as:
𝐺𝐷𝑖








𝜃=̂︀𝜃 is the Hessian matrix. Using the fact that
the Hessian matrix is block-diagonal, 𝐺𝐷𝑖
(︁̂︀𝜃)︁ can be decomposed into two parts that
correspond to the generalized Cook distance for the parameter subsets 𝛽 and 𝛼, which
are denoted respectively, by 𝐺𝐷𝑖 (𝛽) and 𝐺𝐷𝑖 (𝛼), as follows:
𝐺𝐷𝑖 = 𝐺𝐷𝑖
(︁̂︀𝛽)︁+ 𝐺𝐷𝑖 ( ̂︀𝛼) ,
where
𝐺𝐷𝑖
(︁̂︀𝛽)︁ = (︁̂︀𝛽[𝑖] − ̂︀𝛽)︁⊤ {︁−?̈?11 (︁̂︀𝛽)︁}︁ (︁̂︀𝛽[𝑖] − ̂︀𝛽)︁ and
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𝐺𝐷𝑖 ( ̂︀𝛼) = (︁ ̂︀𝛼[𝑖] − ̂︀𝛼)︁⊤ {︁−?̈?22 ( ̂︀𝛼)}︁ (︁ ̂︀𝛼[𝑖] − ̂︀𝛼)︁
with ?̈?11
(︁̂︀𝛽)︁ and ?̈?22 ( ̂︀𝛼) defined in (3.2.1).
• The likelihood displacement. Denoted by 𝑄𝐷𝑖, is similar to the likelihood distance 𝐿𝐷𝑖




(︁̂︀𝜃|̂︀𝜃)︁− 𝑄 (︁̂︀𝜃[𝑖]|̂︀𝜃)︁}︁ . (3.2.5)
If the deletion of a case influences seriously the estimates, more attention should be paid to that
case. Hence, if ̂︀𝜃[𝑖] is far from ̂︀𝜃, in some sense, then the 𝑖th case is regarded as influential.
The second approach, is a general statistical technique used to assess the stability of the
estimation outputs, with respect to the model inputs (Cook, 1986). By using the results of Zhu
et al. (2001), we introduce here the local influence diagnostics for the censored data on the basis
of 𝑄-function (see, Zhu and Lee, 2001).
3.2.3 Local influence
In this subsection, we derive the normal curvature of the local influence, Cook (1986), for
some common perturbation schemes either in the model or in the data. We will consider the
response perturbation scheme, the explanatory variable perturbation and the matrix scale per-
turbation for this purpose.
Consider a perturbation vector 𝜔 = (𝜔1, ..., 𝜔𝑔)⊤, varying in an open set Ω ⊂ R𝑔. Let
ℓ𝑐 (𝜃, 𝜔|y𝑐) be the complete-data log-likelihood function of the model perturbed with 𝜔, called
the perturbed model. We assume that there is a 𝜔0 ∈ Ω, an 𝑔 × 1 non-perturbed vector,
with 𝜔 = (0, ..., 0)⊤ or 𝜔 = (1, ..., 1)⊤ or a third choice, depending of the context, such that
ℓ𝑐 (𝜃, 𝜔0|y𝑐) = ℓ𝑐 (𝜃|y𝑐) for all 𝜃. Let ̂︀𝜃𝜔 denote the maximum of the function 𝑄 (︁𝜃, 𝜔|̂︀𝜃)︁ =
E
[︁
ℓ𝑐 (𝜃, 𝜔|y𝑐) |V, C, ̂︀𝜃]︁. We are interested in comparing the parameter estimates ̂︀𝜃 and ̂︀𝜃𝜔 by
using the local influence method. We investigate how the inference is affected by the perturba-
tion.




, where 𝑓𝑄 (𝜔)




(︁̂︀𝜃|̂︀𝜃)︁− 𝑄 (︁̂︀𝜃𝜔|̂︀𝜃)︁]︁ .
Following the approach of Cook (1986) and Zhu and Lee (2001), the normal curvature 𝐶𝑓𝑄,d of
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𝛿(𝜔) at 𝜔0 in the direction of some unit vector d can be used to summarize the local behavior
of the Q-displacement function. It can be shown that



















Following the same procedure as in Cook (1986), the quantity −?̈?𝜔0 is useful for detect-
ing influential observations. From the spectral decomposition of a symmetric matrix −2?̈?𝜔0 =∑︀𝑔
𝑘=1 𝜁𝑘𝜀𝑘𝜀
⊤
𝑘 , where {(𝜁𝑘, 𝜀𝑘), 𝑘 = 1, . . . , 𝑔} are eigenvalue–eigenvector pairs of −2?̈?𝜔0 with
𝜁1 ≥ . . . ≥ 𝜁𝑟 > 𝜁𝑟+1 = . . . = 0 and orthonormal eigenvectors {𝜀𝑘, 𝑘 = 1, . . . , 𝑔}, Zhu and
Lee (2001) proposed to inspect all eigenvectors corresponding to nonzero eigenvalues for cap-
turing more information. Following the work of Zhu and Lee (2001), we consider the following
aggregated contribution vector of all eigenvectors that correspond to nonzero eigenvalues. Let




𝑘. The 𝑙 − 𝑡ℎ component




𝑘𝑙. The assessment of influential cases is based on the
visual inspection of the {𝑀(0)𝑙, 𝑙 = 1, . . . , 𝑔} plotted against the index 𝑙. The 𝑙 − 𝑡ℎ case may
be regarded as influential if 𝑀(0)𝑙 is larger than the benchmark value.
The inconvenience in the use of the normal curvature is in deciding about the influence of
the observations, since 𝐶𝑓𝑄,d(𝜃) may assume any value and it is not invariant under a uni-
form change of scale. Based on the work of Poon and Poon (1999) in using a conformal
normal curvature, Zhu and Lee (2001) considered the following conformal normal curvature
𝐵𝑓𝑄,d(𝜃) = 𝐶𝑓𝑄,d(𝜃)/𝑡𝑟[−2?̈?𝜔0 ], whose computation is quite simple and also has the property
that 0 ≤ 𝐵𝑓𝑄,d(𝜃) ≤ 1. Let d𝑙 be a basic perturbation vector with 𝑙th entry as 1 and all other
entries as 0. Zhu and Lee (2001) then showed that for all 𝑙, 𝑀(0)𝑙 = 𝐵𝑓𝑄,d𝑙 . We can, therefore,
obtain 𝑀(0)𝑙 via 𝐵𝑓𝑄,d𝑙 .
So far, there is no general rule to judge how large is the influence of a specific case in the
data. Let 𝑀(0) and 𝑆𝑀(0) denote, respectively, the mean and standard error of {𝑀(0)𝑙 : 𝑙 =
1, . . . , 𝑔}, where 𝑀(0) = 1/𝑔. Poon and Poon (1999) proposed to use 2𝑀(0) as a benchmark
for 𝑀(0). But, we may use different functions of 𝑀(0). For instance, Zhu and Lee (2001)
proposed to use 𝑀(0) + 2𝑆𝑀(0) as a benchmark to take into account the variance of {𝑀(0)𝑙 :
𝑙 = 1, . . . , 𝑔} as well. According to Lee and Xu (2004), the exact choice of the function of 𝑀(0)
as the benchmark is subjective. Lee and Xu (2004) also proposed to use 𝑀(0) + 𝑐*𝑆𝑀(0),




In this section, we will evaluate the Δ matrix under the following perturbation scheme
for SCL models. Perturbation of response variables is made on the response values, which
may indicate observations with large influence on their own predicted values (in our case, the
response variables are V′𝑠); Scale perturbation is made on the scale matrix Σ = 𝜏 2I𝑛+𝜎2𝑅(𝜌),
which may reveal individuals that are most influential on the scale structure and consequently
on the 𝛼 estimate and finally perturbation of explanatory variables.
Let 𝜃 = (𝛽⊤, 𝛼⊤)⊤, where 𝛼 = (𝜎2, 𝜏 2, 𝜌)⊤. Given that, the matrix ?̈?(̂︀𝜃) is block-diagonal
with blocks ?̈?11(̂︀𝛽) and ?̈?22( ̂︀𝛼), then we have, for any unit vector d,
𝐶𝑓𝑄,d = 𝐶1,d(?̂?) + 𝐶2,d(?̂?),
where
𝐶1,d(?̂?) = 2d⊤Δ⊤1𝜔0(−?̈?11)
−1Δ1𝜔0d and 𝐶2,d(?̂?) = 2d⊤Δ⊤2𝜔0(−?̈?22)
−1Δ2𝜔0d,
with






𝜃, 𝜔|̂︀𝜃)︁}︁ |𝜔0 and















𝜃, 𝜔|̂︀𝜃)︁}︁ |𝜔0 for 𝑘 = 1, 2, 3 where ?̈?11 and ?̈?22 are defined in
Equation (3.2.1).
• Response perturbation:
We replace 𝑉𝑖 by 𝑉𝑖(𝜔) = 𝑉𝑖 +𝜔𝑖 where 𝜔 = (𝜔1, ..., 𝜔𝑛)⊤ is an 𝑛×1 vector with 𝜔𝑖 > 0.
Remind that 𝑉𝑖 = 𝑉0𝑖 if 𝐶𝑖 = 0 and 𝑉𝑖 = [𝑉1𝑖, 𝑉2𝑖] if 𝐶𝑖 = 1. Now, substituting 𝑉𝑖(𝜔)
into Equation (2.2.2), we can write the perturbed model as:
𝐶𝑖 =
⎧⎨⎩ 1 𝑖𝑓 𝑉1𝑖(𝜔) ≤ 𝑍𝑖(𝜔) ≤ 𝑉2𝑖(𝜔) ,0 𝑖𝑓 𝑍𝑖(𝜔) = 𝑉0𝑖(𝜔) .
where V1(𝜔) = V1 + 𝜔, V2(𝜔) = V2 + 𝜔 and Z(𝜔) = Z − 𝜔. Hence, the per-
turbed Q-function 𝑄
(︁
𝜃|̂︀𝜃, 𝜔)︁ is as in Subsection 2.2, with ̂︀Z and ̂︂ZZ⊤ being replaced bŷ︁Z𝜔 = ̂︀Z − 𝜔 and Ẑ𝜔Z⊤𝜔 = ̂︂ZZ⊤ − ̂︀Z𝜔⊤ − 𝜔 ̂︀Z⊤ + 𝜔𝜔⊤, respectively.
Under this perturbation scheme, the vector of no perturbation is given by 𝜔0 = (0, . . . , 0)⊤
and Δ𝜔0 has the following elements:
Δ𝛽 = X
⊤Σ−1 and Δ𝛼𝑘 = −̂︀Z⊤ (I𝑛 − 2P)⊤ 𝜕Σ−1𝜕𝛼𝑘 , 𝑘 = 1, 2, 3, (3.2.6)
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where ̂︀Z = (︁ ̂︀𝑍1, . . . , ̂︀𝑍𝑛)︁⊤, P = X(X⊤Σ−1X)−1X⊤Σ−1 and 𝜕Σ−1
𝜕𝛼𝑘
is as defined in
(3.2.2).
• Scale matrix perturbation:
In order to study the effects of perturbation over the scale matrix, we consider the scheme
perturbation of the form Σ(𝜔) = D(𝜔)Σ, where D(𝜔) is an 𝑛 × 𝑛 diagonal matrix
with value 𝜔𝑖 on i-th diagonal element. Under this scheme, the non-perturbed model is
obtained when 𝜔0 = (1, . . . , 1)⊤. Thus, considering this perturbation scheme, Δ𝜔0 is a
(𝑝 + 3) × 𝑛 matrix and has components given by:
Δ𝛽𝑖 = −X















for 𝑘 = 1, 2, 3 and 𝑖 = 1, . . . , 𝑛. d(𝑖) is a 𝑛 × 𝑛 matrix with i-th diagonal element equal
to one and the others equal to zero,
𝜕Σ−1
𝜕𝛼𝑘
and P are as defined in (3.2.2) and (3.2.6),
respectively.
• Explanatory variable perturbation:
We replace X by X(𝜔) = X + W on the perturbed Q-function, with W = 𝜔1⊤ where
𝜔 = (𝜔1, . . . , 𝜔𝑛)⊤ and 1 is a 𝑝 × 1 vector of ones, then W is a 𝑛 × 𝑝 matrix. Thus,
considering the non-perturbed vector 𝜔0 = (0, . . . , 0)⊤, the Δ𝜔0 has the following ele-
ments:
Δ𝛽𝑖 = ̂︀Z⊤(I𝑛 − 2P)⊤Σ−1W𝑖 and Δ𝛼 = [Δ𝛼𝑘𝑖 ] , where
Δ𝛼𝑘𝑖 = ̂︀Z⊤(I𝑛 − 2P)⊤ 𝜕Σ−1𝜕𝛼𝑘 W(1)𝑖 (X⊤Σ−1X)−1X⊤Σ−1 ̂︀Z,
for 𝑘 = 1, 2, 3 and 𝑖 = 1, . . . , 𝑛. W(1)𝑖 is a 𝑛 × 𝑝 matrix with the i-th row equal to one and
the others equal to zero,
𝜕Σ−1
𝜕𝛼𝑘
and P are as defined in (3.2.2) and (3.2.6), respectively.
3.3 Example with real-world data
In order to exemplify the developed methodology showed on this work, we considered two
dataset: The Depths of a geological horizon, previously analyzed by Dubrule and Kostov (1986)
and De Oliveira (2005), where the observations represent depths of a geological horizon mea-
sured at 100 locations and the Missouri Dioxin Contamination Site, presented by Zirschky and
Harris (1986), which study the level of contamination by dioxin on sampled points around the
road.
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3.3.1 Depths of a geological horizont
In this dataset, previously analyzed by Dubrule and Kostov (1986) and De Oliveira (2005),
the observations are placed over a region of about 9 by 5 km and represent depths of a geolog-
ical horizon measured at 100 locations, where 69 points are fully observed and 31 points are
censored points, which are divided into left- and right- censored points. Figure 3.1 (a) shows
a schematic description of the region that displays the sampling locations and the depth mea-
surements. It is important to note, that a "∙" represents an exact observed value, while "H"
represents a left-censored observation, and "N" indicates a location with a right-censored ob-
servation. The numbers above the symbols are the observed value for 𝐶𝑖 = 0 and the limit of
detection for 𝐶𝑖 = 1, e.g.,
1000
N means that at location 𝑖, 𝑉𝑖 = [1000, ∞) is observed.
The depth data were transformed and their original units remains unknown for confidentiality
reasons. For additional details about this dataset, we refer to De Oliveira (2005).
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Gaussian
(b)
Figure 3.1: Depth dataset. (a) Depths of a geological horizon measured at each location. ∙
represents an exact observed value, H represents a left censored value and N represents a right
censored value, the values above the symbols indicate observed value for uncensored points
and limit of detection for censored points. (b) Plot of empirical variogram represented by ∘ and
theoretical variogram represented by solid line.
(a) Model specification and preliminary analysis
We consider the model:
𝑍𝑖 = 𝜇 + 𝜖𝑖,
with different correlation function for the stochastic errors 𝜖𝑖, 𝑖 = 1, . . . , 100. In this
case, we have the presence of left and right censoring, simultaneously. Thus, in order
to estimate the parameters of the model, the SAEM algorithm for censored data was
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implemented as described in Subsection 2.2.2. We choose a Monte Carlo sample size
of 𝑚 = 20, a maximum number of iterations 𝑊 = 150 and a cutoff point 𝑐 = 0.2.
In our empirical studies, different choices of these arguments provided the same results
for the SAEM estimates. The computational procedures were implemented using the R
software (R Development Core Team, 2015) and the codes are available from the authors
upon request. To obtain information about the proper correlation function, as well as the
initial values of the parameters that will be used in the SAEM algorithm, in Figure 3.1
(b) we depict the theoretical variograms using exponential, Gaussian and Matérn family
with 𝜅 = 0.2 and 𝜅 = 1 correlation functions, along with the empirical variogram. From
this figure, it can be noted that the first plotted ordinate is approximately 10, suggesting
a relative nugget variance i.e., depth has some measurement error variance. The rising
curve of sample variogram ordinates, leveling out at a distance of around 5, corresponds
to a positive spatial correlation decaying with distance, and the sill is close to 30. This
information suggests that the strength of spatial association is moderate. Besides, it can be
seen that the theoretical variogram of the exponential covariance function, is the closest
to the empirical variogram. As we are interested in presenting an diagnostic analysis, we
proceed with estimation using the initial values described above and using the exponential
correlation function. The ML estimates are presented on Table 3.1. Other details on the
estimation and interpretation of the parameter estimates are omitted for brevity.
Table 3.1: Depth dataset. ML estimation under Exponential correlation function.
̂︀𝜇 ̂︀𝜎2 ̂︀𝜌 ̂︀𝜏 2 loglik AIC BIC
Exponential 1001.72 7.08 6.21 5.34 -165.87 339.74 350.16
(b) Diagnostic analysis
– Local influence
We consider the local influence analysis, based on 𝑀(0), with interest focussing
on 𝜃 and using the following perturbation schemes: response perturbation, explana-
tory variables perturbation and scale matrix perturbation. The criterion 𝑀(0)𝑖 >
𝑀(0) + 3𝑆𝑀(0), 𝑖 = 1, . . . , 127, was used to discriminate whether an observation
is influential or not.
Figure 3.2 shows the index plot of 𝑀(0) under the three perturbation schemes. We
find that subjects #31, #33, #35 and #94 appear as influential under response per-
turbation and explanatory variable schemes. Since we do not have explanatory vari-
able, the influential points showed by this scheme can be viewed as influential points
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in the expected average of the variable response 𝜇. For perturbation on Σ, we find
that observations #14, #34 and #81 appear as influential, which may indicate a
more significant impact on its neighbors than the others points.





































































































Figure 3.2: Depth dataset. Index plot of 𝑀(0) using exponential covariance function for the
depth dataset (a) Response perturbation; (b) exploratory variable perturbation and (c) scale
matrix perturbation.
– Global influence
In order to evaluate the effect on the ML estimates when some observations are
deleted, we analyze the 𝐺𝐷𝑖(𝜃) and 𝑄𝐷𝑖(𝜃) distance, which is depicted in Fig-
ure 3.3. The plot reveals that case #34 is potentially influential on the parameter
estimates.










































Figure 3.3: Depth data. Index plot of 𝐺𝐷𝑖 (a) and 𝑄𝐷𝑖 (b) for the depth data using exponential
covariance function.
(c) The impact of the detected influential observations
– The impact on parameter estimates
From the diagnostic analysis (global influence and local influence), we found that
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the observations #14, #31, #33, #34, #35, #81 and #94 are potentially influen-
tial. Thus, in order to reveal the impact of these observations, on the parameter
estimates, we refitted the model individually eliminating each of these seven cases.




⃒ ̂︀𝛾 − ̂︀𝛾[𝑖]̂︀𝛾
⃒⃒⃒⃒
⃒ ,
where 𝛾 = 𝛽, 𝜎2, 𝜌 or 𝜏 2 and ̂︀𝛾[𝑖] denotes the ML estimate of ̂︀𝛾 after the 𝑖th observa-
tion of Z is removed.
Note that the influential points, identified by the scale matrix perturbation (#14, #34
and #81), show significant changes on the parameter estimate, indicating the needed
of special attention on the estimation of the Σ.
Table 3.2: Relative changes [RC (in %)] for the depth dataset.
Dropped Coordinate 𝑅𝐶?̂? 𝑅𝐶𝜎2 𝑅𝐶𝜌 𝑅𝐶𝜏2
[#14] (5.44,1.54) 0.0288 7.9784 38.2575 17.2380
[#31] (8.18,0.18) -0.0163 2.2849 -11.6565 -0.4075
[#33] (0.27,0.49) 0.0076 -1.0510 -22.4489 -3.0620
[#34] (0.43,1.59) 0.0042 10.9432 36.5394 16.8800
[#35] (0.65,4.26) 0.0067 1.1388 2.0544 -1.6016
[#81] (6.44,3.71) 0.0051 9.3227 17.7969 8.8114
[#94] (8.03,4.36) 0.0157 2.2724 -8.8715 0.1547
– The impact on prediction
One of important steps of geostatistical analysis is the prediction about unobserved
location and this is one of the attractive features of the SAEM algorithm. Thus, in
order to evaluate the impact of influential points on prediction, we proceed with an
experiment where 5% of the data were randomly set aside to use in the prediction
stage and then we measured in some way the distance between the real value and
the predicted value. To assess the prediction quality, we consider only the fully
observed values to be predicted, thus, the true observed values can be compared
with the predicted values obtained. For instance, when 5% of data are taken, it
means that 5 fully observed values are separated, with 31 censored observations and
64 fully observed values remaining, which will be used for estimation via the SAEM
algorithm.
As a measure of prediction quality, the mean square prediction error (MSPE) is
used to calculate the distance between the real value and the predicted value, which
48

























































































































Figure 3.4: Depth data. ∘ represents an exact observed value, O represents a left censored
value and △ represents a right censored value and * in front of the observations represents the
influential points. The values bellow the symbols indicate observed value for uncensored points
and limit of detection for censored points.






where 𝑍𝑖 is the observed value, 𝑍𝑖 is the predicted value and 𝑛 is the number of
samples to be predicted. Note that the best predicted model is determined by the
lowest value of MSPE.
Then, to analyze the impact of influential points on the prediction, we calculated the
MSPE considering all observations and individually eliminating each of these seven
influential cases. With these measures, it is possible calculate the relative changes
of MSPE considering all observations regarding to the others MSPE, defined by
Equation (3.3.2). In Table 3.3, we show the results, note that the MSPE obtained






Note that get aside the influential points to proceed with prediction, in a general
context, is the same that loose information. But in spatial data, the relation between
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one point and its neighbors is very important and this loss of information not always
negatively affect the prediction. An example of this fact are the two points pre-
sented as the biggest changes (#33, #34) with relation to MSPE. The removal of
point #34 makes a better prediction and this may have occurred because of the big
difference between the observed value of point #34 and its neighbors. While, the
neighborhood of point #33 shows observed values similar to this point, then remove
it produces a loss of information and worse prediction regarding to the prediction
with the influential point #33.
Table 3.3: Relative changes of the MSPE [RC (in %)] for the depth dataset.
Dropped Coordinate 𝑀𝑆𝑃𝐸 𝑅𝐶𝑀𝑆𝑃 𝐸
[#14] (5.44,1.54) 1.5672 0.0007
[#31] (8.18,0.18) 1.5500 0.0102
[#33] (0.27,0.49) 1.7891 0.1424
[#34] (0.43,1.59) 1.3059 0.1661
[#35] (0.65,4.26) 1.7030 0.0874
[#81] (6.44,3.71) 1.5848 0.0119
[#94] (8.03,4.36) 1.4656 0.0642
3.3.2 Missouri Dioxin Contamination Site
In this second application, we considered a dataset reported in Zirschky and Harris (1986)
with 127 observations distributed in an area of 3600𝑚 × 65𝑚 on the shoulders of a country
road located on Missouri, USA. The observations correspond to a level of contamination by
dioxin (2,3,7,8-tetrachlorodibenzo-p-dioxin or TCDD) on sampled points around the road. The
spatial directions are the X-direction (measured in 1/100 feet), representing direction parallel
to the road, and the Y-direction (measured in feet), representing the direction perpendicular to
or away from the road. The road is located at the Y coordinate of 30. The shoulder of the road
was divided into long transects in the X direction, most 200 feet, in which eight samples were
taken. The eight samples were aggregated together to give one measurement per transect. For
illustration purposes, we will treat the values reported as coming from one sampled location,
with the X coordinate indicating the start of the transect (see Figure 3.5(left panel)). Forty-three
percent of the observations (55 sites) were censored, falling below some LOD. The level of
detections range from 0.10 to 0.79 mg/kg.
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Table 3.4: Missouri data. ML estimates under different covariance functions
Spherical Exponential Matérn (𝜅 = 0.75) Matérn (𝜅 = 1.00)̂︀𝜇 -1.4137 -2.0122 -1.8044 -1.7030̂︁𝜎2 3.7597 4.8016 4.4306 4.1682̂︀𝜌 0.2 14.0557 8.4704 6.0301̂︁𝜏 2 3.4526 0.2445 0.3751 0.4276
loglik -216.2290 -143.8896 -144.0814 -144.5400
AIC 440.4580 295.7793 296.1627 297.0800
BIC 451.8348 307.1560 307.5395 308.4567
3.3.3 Model specification and results
To illustrate our methods, we propose to fit the model
log{𝑍𝑖} = 𝜇 + 𝜖𝑖,
with different covariance function for the stochastic errors 𝜖𝑖, 𝑖 = 1, . . . , 127. This application
is based on left censoring, and the SAEM algorithm for censored data was implemented as
explained in Subsection 2.2.2, we choose a Monte Carlo sample size of 𝑚 = 20, a number
maximum of iterations 𝑊 = 150 and a cut point 𝑐 = 0.2. These computational procedures
were implemented using the R software (R Core Team, 2015). The results of the ML estimates,
using the spherical, exponential and Matérn (with 𝜅 = 0.75, 1.00) covariance functions are
presented in Table 3.4. Notice that, although the spherical covariance function is broadly used
in classical geostatistics, this structure does not present a good fit, showing the worst value for
the log-likelihood and information criteria.
The Gaussian and exponential covariance functions are special cases of the Matérn family of
covariance functions. In Figure 3.5 (right panel) we show the values of the log-likelihood using
the Matérn covariance after applying the SAEM algorithm fixing 𝜅 at values 0.1, 0.2, 0.3, · · · , 2.0.
Thus, we choose 𝜅 = 0.5, which maximizes the profile log-likelihood and corresponding to the
exponential covariance function. In the following we proceed with diagnostics analysis using
the exponential covariance function (or Matérn (𝜅 = 0.5)). Because we currently focus on
exploring influence diagnostics, details on the estimation and interpretation of the parameter
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Figure 3.5: Missouri data. (a) Proportional TCDD observed on each location. ∘ represents an
observed value and ∙ represents a censored value. (b) Plot of the profile log-likelihood versus 𝜅
using the Matérn family.
Local influence
Now we focus on the local influence analysis for the Missouri data, based on 𝑀(0), with in-
terest focussing on 𝜃. We consider the following perturbation schemes: response perturba-
tion, explanatory variables perturbation and scale matrix perturbation. We use the criterion
𝑀(0)𝑖 > 𝑀(0) + 3𝑆𝑀(0), 𝑖 = 1, . . . , 127, to discriminate whether an observation is influen-
tial or not.
Figure 3.6 shows the index plot of 𝑀(0) under the three perturbation schemes. We find that
subjects #40, #42, #45, #47 and #48 appear as influential under response and explanatory
variable perturbations. Since we do not have explanatory variable, the influential points showed
by this scheme can be viewed as influential points in the expected average of the variable 𝜇.
For perturbation on Σ, we find that observations #40 and #45 appear as influential, which may
indicate a more significant impact on its neighbors than the others points.
It is important to stress that one of the points indicated as influential, the observation (#40),
is the maximum value of dioxin observed and it is located on the boarder of the road, where
the dioxin was dumped, then it is expected to be an influential point. The others points are
located in a perpendicular line (see Figure 3.8) to the road that contains the observation #40
and considering the response and explanatory perturbations, which compare the observed data
in relation its neighborhood, this may represent the direction where the dioxin was spread.
Global influence
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Figure 3.6: Missouri data. Index plot of 𝑀(0) using exponential covariance function for the
TCDD (a) Response perturbation; (b) exploratory variable perturbation and (c) scale matrix
perturbation.
In order to evaluate the effect on the ML estimates when some observations are deleted, we
analyze the 𝐺𝐷𝑖(𝜃) distance, which is depicted in Figure 3.7 (left panel). The plot reveals that
once again cases #40, #45, #47, #48 are potentially influential on the parameter estimates.
Figures 3.7 (panels middle and right) present the index plot of 𝐺𝐷𝑖(𝛽) and 𝐺𝐷𝑖(𝛼), respec-
tively. From these figures, we infer that the same observations are influential for 𝛽 and 𝛼.















































































































Figure 3.7: Missouri data. Index plot of 𝐺𝐷𝑖 (a), 𝐺𝐷(𝛽) (b) and 𝐺𝐷(𝛼) (c) for the TCDD
data using exponential covariance function.
3.3.4 The impact of the detected influential observations
The diagnostic analysis (global influence and local influence) indicated the five observations
(#40, #42, #45, #47, #48) as potentially influential. In order to reveal the impact of these five
observations on the parameter estimates, we refitted the model individually eliminating each of





⃒ ̂︀𝛾 − ̂︀𝛾[𝑖]̂︀𝛾
⃒⃒⃒⃒
⃒ ,
where 𝛾 = 𝛽, 𝜎2, 𝜌 or 𝜏 2 and ̂︀𝛾[𝑖] denotes the ML estimate of ̂︀𝛾 after the 𝑖th observation of Z is
removed. Note from this Table that significant changes are observed only for the nugget effect
𝜏 2, indicating the needed of special attention on the estimation of the variance.
Table 3.5: Relative changes [RC (in %)] for
the Missouri data.
Dropped 𝑅𝐶?̂? 𝑅𝐶𝜎2 𝑅𝐶𝜌 𝑅𝐶𝜏2
[#40] 1.7675 1.6641 2.8503 18.7987
[#42] 1.1246 0.5709 4.3562 15.9953
[#45] 0.1962 2.0432 5.0879 22.5714
[#47] 0.3180 0.7147 5.3426 24.7738
[#48] 1.0575 2.3936 2.3200 22.5531




























Figure 3.8: Missouri data. TCDD observed
on each location. ∘ represents an observed
value, ∙ represents a censored value. The in-
fluential points (*) are numbered.
3.4 Simulation Studies
3.4.1 Computational framework
A computational framework to examine the performance of the proposed diagnostic method-
ology, in the censored spatial linear model (SCL), has been implemented in R, a non-commercial
open source software for statistics and graphs. (see www.r-project.org and R Development Core
Team (2015)).
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3.4.2 Model for simulation
For our two simulation studies, we consider the left censored spatial linear model (SCL),
defined in Subsection 2.2, now specified as
Z = 𝛽0 + 𝛽1x1 + 𝛽2x2 + 𝜖,
where 𝜖 ∼ 𝑁𝑛(0, Σ) with Σ = [𝐶(s𝑖, s𝑗)] = 𝜏 2I𝑛 + 𝜎2R(𝜌), considering different covariance
structures and censoring levels. We set 𝛽⊤ = (𝛽0, 𝛽1, 𝛽2) = (1, 3, −1), 𝜎2 = 3, 𝜌 = 3, 𝜏 2 = 2,
𝑛 = 100 and x⊤𝑖 = (1, 𝑥𝑖1, 𝑥𝑖2), where 𝑥𝑖1 ∼ 𝑈(0, 1) and 𝑥𝑖2 ∼ 𝑈(2, 5), for 𝑖 = 1, . . . , 100.
3.4.3 First experiment
This study explores the accuracy of the proposed diagnostics measures in detecting a sin-
gle outlier at different levels of censoring (8%, 16%, 32%) and different covariance functions
(exponential, Gaussian and Matérn(𝜅 = 0.75)). Here, we generated only one sample under
three setting of covariance functions and the simulated samples were perturbed by replacing the
maximum value by 𝑧𝑚𝑎𝑥 = 𝑧𝑚𝑎𝑥 + 5𝑠𝑑(z). The perturbed points corresponds to #52, #53 and
#30 under 8%, 16% and 32% of censoring, respectively.
Following the approach described in Section 4, Figure 3.9 depicts the index plots of 𝑀(0)
for the response perturbation, explanatory variable perturbation and scale perturbation, respec-
tively, along with the Lee and Xu (2004) benchmark computed for 𝑐 = 3. For these perturbation
schemes, we notice as influential points the observations #52, #53 and #30, that is, the per-
turbed observations. This confirms the efficiency of the local influence measures in detecting
influential observations. For the others covariance functions the result were similar and they are
not presented here to save space.
In Figure 3.10 we present the index plot of the global influence measures, 𝐺𝐷𝑖 and 𝑄𝐷𝑖. As
expected, once again the perturbed points were detected as influential. Note however that the
generalized Cook distance 𝐺𝐷𝑖 detected the point #51 as influential. This behavior is expected,
since this point is a neighbor of the perturbed point #52.
3.4.4 Second Study
The second study is a Monte Carlo experiment, that shows the capacity of the methodology
to detect atypical points. Here, to generate an atypical point, we replaced 𝛽1 by 2.5𝛽1, 5𝛽1, 7.5𝛽1
and 10𝛽1 to generate the perturbed observation #50 (𝑧50). Since we have a benchmark to decide
which point is influential or not, the diagnostic measure 𝑀(0) were computed for 100 simulated
datasets under three censoring proportions (8%, 16%, 32%) and using exponential and Matérn
(with 𝜅 = 0.75) covariance functions.
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Figure 3.9: Simulation Study 1. Index plot of 𝑀(0) for (a) response perturbation; (b) explana-
tory variable perturbation and (c) scale matrix perturbation, using Matérn Covariance function
with 8% (left), 16% (middle) and 32% (right) of censoring.
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Table 3.6: Simulation study 2: The values in the table denotes the % of correctly identifying
the influential observations using response perturbation (Z), explanatory variable perturbation
(X) and scale matrix perturbation (Σ) from 100 simulated datasets under the SCL model with
exponential and Matérn correlation structures.
Level of censoring (%)
8% 16% 32%
Z X Σ Z X Σ Z X Σ
Exponential
Pert. 2.5𝛽1 90 71 86 71 75 71 66 65 72
Pert. 5𝛽1 97 97 95 99 50 97 79 79 79
Pert. 7.5𝛽1 99 99 99 99 88 99 68 68 68
Pert. 10𝛽1 100 100 100 100 98 100 70 70 70
Matérn (𝜅 = 0.75)
Pert. 2.5𝛽1 90 94 93 72 75 73 66 16 68
Pert. 5𝛽1 84 84 84 97 65 90 96 63 90
Pert. 7.5𝛽1 88 88 88 99 91 97 98 81 94
Pert. 10𝛽1 89 89 89 100 99 100 93 89 92
Table 3.6 shows the results of this experiment, in all cases the capacity to detect influential
points is reasonable, especially when the percentage of censoring is moderate or low. The
explanatory variable perturbation appears to be less sensitive to detect atypical observations,
showing the worst percentage of detection in almost all cases.
3.5 Conclusions
This article proposes influence diagnostic tools for detecting influential observations in the
context of spatial censored linear models. It extends the recently published works by As-
sumpção et al. (2014) and De Bastiani et al. (2014) which considers estimation and diagnos-
tics of spatial linear models. Our proposed method relies on the Q function, the conditional
expectation of the logarithm of the complete-data likelihood, which facilitates the theoretical
development of the stochastic approximation of the EM algorithm (SAEM) to obtain the max-
imum likelihood estimates of model parameters and the development of diagnostic influence
measures. Explicit expressions are obtained for the Hessian matrix Q̈ and for the matrix Δ un-
der different perturbation schemes. A simulation study compares the outlier detection accuracy
under different censoring and perturbation schemes. For practical demonstration, the method-
ology is applied to a dataset composed by measures of depths of a geological horizon and a data
from dioxin contaminated sites in Missouri and the proposed methods are implemented using
the R software (codes available upon request from the first author), providing practitioners with
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Figure 3.10: Simulation Study 1. Index plot of (a) the generalized Cook distance, 𝐺𝐷𝑖 and (b)
likelihood displacement, 𝑄𝐷𝑖, using Matérn Covariance function with 8% (left), 16% (middle)
and 32% (right) of censoring levels.
a convenient tool for further applications in their domain.
Future extensions of the work include the use of scale mixtures of normal distributions to
accommodate heavy-tailed feature, or the development of some diagnostics and tests for the
model. Bayesian influence diagnostics, in the context of spatial censored linear models, can
be treated via the Kullback–Leibler divergence, as proposed by Cancho et al. (2011). Other
extensions of the current work include, for example, diagnostics analysis in censored spatial
data with measurement errors (Li et al., 2009).
Chapter 4
Conclusion
This work describes a likelihood-based approach to perform inference and prediction in
Gaussian random fields based on spatial censored data, which is a generalization of Gaussian
process regression since the traditional methods are not able to deal with censored values. We
also propose influence diagnostic tools for detecting influential observations in the context of
those models. A stochastic approximation of the EM algorithm, called the SAEM algorithm, is
developed in order to obtain the maximum likelihood estimates of the model parameters.
For practical demonstration, the method is applied to a data of depths of a geological hori-
zon (De Oliveira, 2005) that contains both left- and right-censored data as well as to a data from
dioxin contaminated sites in Missouri (Fridley and Dixon, 2007) that contains left-censored
data. We also use simulation to investigate the properties of predictions and parameter esti-
mates and to compare the outlier detection accuracy under different censoring and perturbation
schemes. Both simulation and real data analysis reveal the importance of use an appropriate
theoretical model over ad hoc data transformations.
Moreover, it is known that the use of the EM algorithm for this kind of models demands large
computational effort. Thus, to compare the EM and SAEM algorithms we ran both algorithms
in order to find the estimates parameter for depth dataset and while the SAEM took 3 minutes
to achieve convergence, the EM algorithm took around 15 hours, clearly showing improvement
in the computation speed of the ML estimates. The proposed methods are implemented using
the R software, providing users a convenient tool for further applications in their domain.
Note that neither a likelihood-based approach to perform inference and prediction in Gaus-
sian random fields based on spatial censored data nor an analysis of diagnostic for censored
spatial data can be found in the literature. Thus our proposal contributes with new tools to the
area of spatial data. Since the SAEM algorithm allows to estimate the parameters in an easy
and fast way. The estimation of the censored values are obtained as a byproduct.
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4.1 Future Research
Future extensions of the work include the use of scale mixtures of normal distributions
to accommodate heavy-tailed feature or scale mixtures of skew-normal distributions as pro-
posed by Lachos et al. (2010), or the development of some diagnostics and tests for the model
(De Bastiani et al., 2014). Bayesian influence diagnostics, in the context of spatial censored
linear models, can be treated via the Kullback–Leibler divergence, as proposed by Cancho et al.
(2011). Further extension would be to generalize the work of Diggle et al. (1998) including
censoring under a generalized linear mixed model (GLMM) framework. Another possible ex-
tension of the current work it is to include measurement errors in spatial models, as considered
in Li et al. (2009).
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Appendix A
Additional results for simulation study of
Chapter 2
In this appendix we show the results for first simulation study considering the sizes of grid
10 and 15.
Table A.1: Simulation study 1. The values in the table denotes the information criteria and log-
likelihood for each method considering the size of grid 10 and the combination for percentage
of censure level, which the percentage on left and right means the percentage of data left- and
right-censored respectively.
Level of censure method AIC BIC loglik
5% − 5% Uncens 341.952 357.583 -164.976
LOD* 362.923 378.554 -175.462
Cens 325.893 341.524 -156.946
5% − 10% Uncens 334.887 350.518 -161.443
LOD* 350.479 366.11 -169.24
Cens 307.052 322.683 -147.526
5% − 20% Uncens 321.801 337.432 -154.901
LOD* 339.921 355.552 -163.96
Cens 273.173 288.804 -130.587
10% − 10% Uncens 327.612 343.243 -157.806
LOD* 355.315 370.946 -171.658
Cens 296.571 312.202 -142.285
10% − 20% Uncens 311.997 327.628 -149.998
LOD* 338.743 354.374 -163.372
Cens 262.613 278.244 -125.307
20% − 20% Uncens 293.545 309.176 -140.773
LOD* 319.779 335.41 -153.89
Cens 236.409 252.04 -112.204
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Table A.2: Simulation study 1. The values in the table denotes the information criteria and log-
likelihood for each method considering the size of grid 15 and the combination for percentage
of censure level, which the percentage on left and right means the percentage of data left- and
right-censored respectively.
Level of censure method AIC BIC loglik
5% − 5% Uncens 764.09 784.586 -376.045
LOD* 805.529 826.026 -396.765
Cens 725.433 745.929 -356.716
5% − 10% Uncens 751.494 771.99 -369.747
LOD* 780.578 801.075 -384.289
Cens 684.666 705.163 -336.333
5% − 20% Uncens 726.897 747.394 -357.449
LOD* 760.51 781.006 -374.255
Cens 606.29 626.787 -297.145
10% − 10% Uncens 734.788 755.285 -361.394
LOD* 782.212 802.709 -385.106
Cens 661.079 681.576 -324.54
10% − 20% Uncens 704.059 724.556 -346.03
LOD* 743.266 763.763 -365.633
Cens 582.517 603.014 -285.259
20% − 20% Uncens 657.094 677.591 -322.547
LOD* 689.764 710.26 -338.882
Cens 525.147 545.644 -256.574
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Grid of size 10
Figure A.1: Simulation study 1. Boxplots of the parameters estimates (dotted line indicate the
true value of the parameter) for grid of size 10.
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Grid of size 15
Figure A.2: Simulation study 1. Boxplots of the parameters estimates (dotted line indicate the
true value of the parameter) for grid of size 15.
Appendix B
Derivatives for some covariance functions
In this appendix we obtain the first and second derivatives of Σ = 𝜏 2I+𝜎2R(𝜌) with respect
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