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QUANTUM YANG-MILLS THEORY IN TWO DIMENSIONS:
EXACT VERSUS PERTURBATIVE
TIMOTHY NGUYEN
Abstract. The standard Feynman diagrammatic approach to quantum field theories as-
sumes that perturbation theory approximates the full quantum theory at small coupling
even when a mathematically rigorous construction of the latter is absent. On the other
hand, two-dimensional Yang-Mills theory is a rare (if not the only) example of a nonabelian
(pure) gauge theory whose full quantum theory has a rigorous construction. Indeed, the
theory can be formulated via a lattice approximation, from which Wilson loop expecation
values in the continuum limit can be described in terms of heat kernels on the gauge group.
It is therefore fundamental to investigate how the exact answer for 2D Yang-Mills compares
with that of the continuum perturbative approach, which a priori are unrelated. In this
paper, we provide a mathematically rigorous formulation of the perturbative quantization
of 2D Yang-Mills, and we consider perturbative Wilson loop expectation values on R2 and
S2 in Coulomb gauge, holomorphic gauge, and axial gauge (on R2). We show the follow-
ing equivalences and nonequivalences between these gauges: (i) Coulomb and holomorphic
gauge are equivalent and are independent of the choice of gauge-fixing metric; (ii) both are
inequivalent with axial-gauge. Additionally, we show that the asymptotics of exact lattice
Wilson loop expectations on S2 agree with perturbatively computed expectations in holo-
morphic gauge for simple closed curves to all orders. However, as a consequence of (ii),
this result is necessarily false on R2. Our work therefore presents fundamental progress
in the analysis of how continuum perturbation theory succeeds or fails in capturing the
asymptotics of the continuum limit of the lattice theory.
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1. Introduction
Yang-Mills theory provides a theoretical framework for describing the physics of elemen-
tary particles and has profoundly impacted the study of partial differential equations and
differential topology. The classical (Euclidean) Yang-Mills action can be written as
SYM (A) =
1
2e2
∫
Σ
〈FA ∧ ∗FA〉 , (1.1)
where FA is the gauge-field strength, 〈·, ·〉 is an ad-invariant inner product on the Lie al-
gebra of the gauge group, e is a coupling constant, and Σ is the underlying space assumed
to be a smooth, orientable Riemannian manifold. In the quantum theory, this classical ac-
tion is inserted into a (formal) path integral, from which one can compute various physical
quantities in terms of a Feynman diagrammatic expansion. The process of evaluating and
understanding such Feynman diagrams is what leads to many of the basic features of quan-
tum Yang-Mills theory, such as perturbative renormalizability [43, 15, 17] and asymptotic
freedom [27, 37].
On the other hand, quantum Yang-Mills theory can also be formulated on a lattice,
whereby one obtains a mathematically rigorous, nonperturbative approach that avoids the
formal aspects of the continuum theory outlined above. Indeed, working on a lattice ensures
that all quantities can be computed in terms of well-defined finite-dimensional integrals.
Here, one has to introduce a suitable discretization of the action (1.1) the details of which
we will return to later. But as one is ultimately interested in a theory that extends all the
way down to the relevant microscopic scales, one would like to take a continuum limit in
which the lattice spacing becomes finer and finer.
Supposing this to be achieved, we obtain two independent, a priori distinct construc-
tions of quantum Yang-Mills theory. While quite different, both the perturbative methods
of Feynman diagrams and the numerical simulations of lattice methods have yielded spec-
tacular agreement with experimental data in various settings [30, 36, 38]. Naturally then,
one should consider how these two methods compare at the level of precise mathematics.
Specifically, since one regards the continuum formulation as perturbative and the lattice
formulation as nonperturbative, one expects in the limit of small coupling that the two
formulations should somehow converge. For emphasis, we state this as the following
Question: For Yang-Mills theory, what is the relationship between the perturbative results
obtained in the continuum formulation and the nonperturbative results obtained from the
QUANTUM YANG-MILLS THEORY IN TWO DIMENSIONS 3
continuum limit of the lattice formulation, as the coupling constant is sent to zero?
This paper is an investigation into this basic question, for which we are unaware of any
prior rigorous work by the mathematical community.
A priori, our question is well-posed only if we know how to take the continuum limit of
the lattice formulation. This is a very difficult problem in dimensions three and four, for
which there exists old work by Balaban [6, 7] that is unfortunately not easily accessible.
However, we are in the fortunate situation that in two dimensions, quantum Yang-Mills
theory has a well-known and elegant lattice continuum limit due to Migdal [31], which was
subsequently generalized to surfaces by Witten [45] and then systematically developed by
Levy [28]. The aim of this paper is to compare this continuum limit with perturbative
two-dimensional Yang-Mills theory.
Our approach is as follows. The quantities of interest to us are expectation values of Wil-
son loop observables, which are the basic gauge-invariant observables of any gauge theory.
Given an oriented closed curve γ and a conjugation-invariant function f on the gauge group
G of our theory (without loss of generality, we always take f to be trace in an irreducible
representation of G), we obtain the Wilson loop observable Wf,γ which takes a connection
A, computes the holonomy of A about γ, and applies f to this group-valued element:
Wf,γ(A) = f(holγ(A)).
We can compute the expectation value of Wf,γ(A) exactly using the continuum of the lattice
approach or perturbatively using the methods of Feynman diagrams:
〈Wf,γ〉Σ := (exact) expectation value
〈Wf,γ〉Σ, pert := perturbative expectation value.
The exact expectation value is defined mathematically precisely in Section 2; for the per-
turbative expectation, defined in Section 3, a few clarifying remarks are in order. We will
primarily be considering the special cases Σ = S2 or R2. These cases are natural for several
reasons. First, their topology is such that there is a unique minimal Yang-Mills connec-
tion modulo gauge-equivalence, namely the trivial connection1. For Σ of higher genus, the
presence of a continuous moduli of flat connections makes the perturbation theory more
involved. Thus, for Σ = S2 or R2, the perturbative expectation 〈Wf,γ〉Σ,pert involves a
Feynman diagrammatic expansion about only the trivial connection. Secondly, in the case
of S2, having a compact underlying space conveniently eliminates infrared divergences. In
fact, there will be instances in which we are forced to regard R2 as the limit of S2 when the
area of the latter is sent to infinity. We refer to this limiting procedure as “decompactifica-
tion”.
Next, note that in two dimensions, the Hodge star operator ∗ appearing in the integral
(1.1) is specified entirely in terms of an area form dσ on Σ (and not on a full metric tensor).
It follows that the coupling constant λ0 = e
2 has dimensions of inverse area. (In other words,
scaling the area form by `2 and the coupling constant λ0 by `
−2 preserves the action.) Thus,
for Σ compact, we define the dimensionless coupling constant
λ = λ0|Σ| (1.2)
1We will be focusing only on topologically trivial bundles. This is not a real restriction, see Remark 2.5.
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where |·| denotes area with respect to dσ. Thus, 〈Wf,γ〉Σ is a function of λ while 〈Wf,γ〉Σ,pert
is a formal power series in λ. For Σ = R2, since we always take the area form to be the
standard flat area form, we work directly with the parameter λ0.
Finally and quite crucially, the perturbative expectation value 〈Wf,γ〉Σ,pert requires the
choice of a suitable gauge-fixing procedure. We consider several such choices. The most
natural choice of gauge to consider is Coulomb gauge (also known as Landau gauge). Here,
one chooses an auxiliary metric g = gij and imposes the gauge-fixing condition d
∗A = 0
to eliminate longitudinal modes. The geometric nature of Coulomb gauge makes it appli-
cable for arbitrary Σ. For R2, we will regard Coulomb gauge expectations on R2 as the
decompactification limit of Coulomb gauge expectations on S2, since Coulomb gauge on
R2 has infrared diverges. Next, for Σ = S2 or R2, we also have available another choice
of “gauge”, namely holomorphic gauge. This gauge is referred to as (Euclidean) light-cone
gauge in the physics literature. Here, writing A as Azdz + Az¯dz¯ in terms of holomorphic
and anti-holomorphic components (with respect to a chosen auxiliary conformal structure),
holomorphic gauge imposes the condition Az¯ = 0. While the interpretation of this condition
as a gauge-fixing condition requires some additional analysis [34], Feynman diagrams can
be meaningfully generated from this ansatz notwithstanding. Finally, on Σ = R2, we can
also consider the especially simplifying axial-gauge, in which we eliminate the component
of a connection along a fixed direction. As we will clarify later, our useage of the word
axial-gauge is an abbreviation for what we call stochastic axial-gauge.
Thus, we consider in this paper
〈Wf,γ〉Σ, pert = 〈Wf,γ〉Σ,C , 〈Wf,γ〉Σ, hol , or 〈Wf,γ〉Σ, ax
the perturbative expectation on Σ corresponding to Coulomb gauge, holomorphic gauge,
or axial-gauge, respectively, with the first two of these requiring the choice of an auxiliary
metric compatible with the given area form. These gauges are all defined mathematically
precisely in Section 3. Moreover, as is standard in perturbative quantum field theory, the
presence of ultraviolet divergences requires the use of a regularization scheme. For Coulomb
gauge, we choose a heat-kernel regulator, which is especially adapted to the underlying space
being curved (unlike standard dimensional/momentum-cutoff regularization methods on flat
space). For the remaining holomorphic and axial gauges, they do not require a regulator
since the Feynman diagrams they generate are finite. (Upon closer inspection however,
these latter gauges were obtained through an appropriate regularization scheme applied at
a more fundamental starting point. We elucidate this point in a moment.)
Our results can be summarized as follows, which combined with the results from [35], we
depict pictorially in Figure 1. First we consider the case of S2:
Theorem 1. Consider Yang-Mills theory on (S2, dσ) with arbitrary compact gauge group
G. Pick any compatible metric for use as a gauge-fixing metric.
(i) 〈Wf,γ〉S2,C , defined using a heat-kernel regularization scheme, is finite without
any need for counterterms and is independent of the choice of gauge-fixing met-
ric. Moreover, 〈Wf,γ〉S2,C is invariant under area-preserving diffeomorphisms, i.e.
those which preserve the areas of the regions complementary to γ.
(ii) We have
〈Wf,γ〉S2,hol = 〈Wf,γ〉S2,C . (1.3)
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In particular, 〈Wf,γ〉S2,hol is also independent of the choice of gauge-fixing metric
and invariant under area-preserving diffeomorphisms.
(iii) Let γ be a simple closed curve. Then
lim
λ→0
〈Wf,γ〉S2 ∼ 〈Wf,γ〉S2,hol . (1.4)
Here, ∼ means that the left-hand side of (1.4) has an asymptotic series given by
the right-hand side2. Moreover, 〈Wf,γ〉S2,hol is given explicitly by (the asymptotic
series for) the Gaussian integral over g given by formula (4.9). This series differs
from 〈Wf,γ〉S2 by exponentially small “instanton” corrections, see Remark 4.4.
For (i), that no counterterms are needed even as the regulator is removed is shown in
Theorem 3.25 via explicit computations. The proof of invariance under area-preserving
diffeomorphisms is shown in Theorem 3.21. Statement (ii), which proves the equivalence
of Coloumb and holomorphic gauge (to all orders in perturbation theory), is surprising
from a purely mathematical point of view since the constructions are very different. From
a practical point of view, since holomorphic gauge is much more computationally feasible
than Coulomb gauge, (ii) represents a dramatic simplification. Statement (iii) provides an
explicit computation of the asymptotics of the exact Wilson loop expectation of a simple
closed curve to all orders in the coupling. Moreover, it shows explicitly how the exact answer
and the perturbative answer differ through asymptotically zero instanton corrections. There
has been previous work on (iii) in the physics literature [10, 11, 25], most notably [25], which
establishes (1.4) for circular loops. Our proof of (iii) is an immediate consequence of the
work of [25] and (ii). Nevertheless, the result (1.4) is somewhat mysterious, see Section 5
for some discussion.
Next, we consider the case of R2.
Theorem 2. Consider Yang-Mills theory on R2 with the standard flat area form and with
arbitrary compact gauge group G.
(i) The decompactification limit
〈Wf,γ〉R2,C := lim
S2→R2
〈Wf,γ〉S2,C (1.5)
exists.
(ii) We have
〈Wf,γ〉R2,hol = lim
S2→R2
〈Wf,γ〉S2,hol (1.6)
and the equivalence of holomorphic gauge with Coulomb gauge:
〈Wf,γ〉R2,hol = 〈Wf,γ〉R2,C . (1.7)
(iii) Holomorphic gauge does not capture the asymptotics of exact Wilson loop expecta-
tions:
lim
λ→0
〈Wf,γ〉R2 6∼ 〈Wf,γ〉R2,hol . (1.8)
2That is, limλ→0 ψ(λ) ∼
∑
n≥0 cnλ
n if ψ(λ) −∑Nn=0 cnλn = o(λN ) as λ → 0 for every N . We write
limλ→0 to emphasize that we are considering small λ asymptotics.
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As a consequence, we have
〈Wf,γ〉R2,ax 6= 〈Wf,γ〉R2,hol = 〈Wf,γ〉R2,C . (1.9)
Parts (i) and (ii) of Theorem 2 follow from Theorem 1 by ensuring that a decompactifi-
cation limit exists. For (ii), a similar equivalence, with Coulomb gauge on R2 replaced by
Feynman gauge, has been previously checked to second order in special cases [9, 10]. That
case (iii) differ in Theorems 1 and 2 is remarkable. One the one hand, it contradicts the
tenant that different choices of gauge-fixing should not affect the evaluation of perturbative
Wilson loop expectations (barring anomalies). On the other hand, such a discrepancy is
consistent with the fact that different regularization schemes for a quantum field theory can
lead to different results. Indeed, axial-gauge, as we have defined it in Section 3.1.3, implicitly
uses a “stochastic regulator” [35], whereas holomorphic gauge uses the Wu-Mandelstam-
Liebrandt (WML) regulator [42]. As explained in [34], the WML regulator leads to a family
of “generalized axial-gauges”, all of which are equivalent and of which one of them is holo-
morphic gauge. The purpose of these stochastic and WML regulators is to resolve the fact
that 1
k21
, the reciprocal of the Fourier transform of −∂21 naturally arising from the Yang-Mills
action (3.28) in axial-gauge, does not define a distribution. Another physical interpretation
of (1.8), in light of (1.6), is that the decompactification limit of perturbative expansion on
S2 “remembers instantons” [10].
Parts (i) and (ii) above readily extend to expectations of products of Wilson loop observ-
ables. In light of (iii) above, we formulate the following conjecture:
Conjecture 1. On S2, for general closed curves γ, we have
lim
λ→0
〈Wf,γ〉S2 ∼ 〈Wf,γ〉S2,hol . (1.10)
Altogether, our results shed light on the central tenant of quantum field theory which
asserts that the Feynman diagrammatic perturbative expansion yields an asymptotic series
for the exact expectation of observables:
lim
λ→0
〈O〉 ∼ 〈O〉pert . (1.11)
Despite enormous efforts to place quantum field theory on firm mathematical foundations,
ascertaining the validity or violation of the fundamental consistency condition (1.11) in the
context of gauge-theories appears to have been overlooked by the mathematical community.
Figure 1 illustrates how the nexus of our main results above along with our related work
[34, 35] fit together. Results (i) and (ii) on S2 and R2 are given by the outermost arrows
and the equality between holomorphic and Coulomb gauge. Theorem 2(iii) is given by the
two different arrows emanating from axial gauge, yielding the inequivalent stochastic axial
gauge and holomorphic gauge. Theorem 1(iii) yields the statement about exact asymptotics
for simple closed curves on S2. Moreover, the explicit formula provided by Theorem 1(iii),
as well as the decompactification limit of this formula, provides the double arrow for the
explicit asymptotics. Finally, the exact arrow corresponding to stochastic axial-gauge is a
consequence of the work of [35], showing that
〈Wf,γ〉R2 = 〈Wf,γ〉R2,ax , (1.12)
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Figure 1. Roadmap of equivalences and results.
so that a fortiori 〈Wf,γ〉R2 ∼ 〈Wf,γ〉R2,ax.
Our paper is organized as follows. In Section 2, we discuss the lattice formulation of 2D
Yang-Mills theory and describe how its continuum limit yields a rigorous construction of
a Yang-Mills measure. The most important outcome of this is that one obtains concrete
formulas for Wilson loop expectation values. In Section 3, we describe the entirely different
methods of perturbative quantization of continuum Yang-Mills theory. Here we give a rapid,
self-contained setup of the formal perturbation theory in all our gauges, of which the most
technical is Coulomb gauge. For the latter, we use the most direct procedure available: the
Faddeev-Popov method. While many physics treatments of the Faddeev-Popov method use
formal arguments to assert that it leads to a gauge-invariant construction (i.e. independence
of the choice of gauge-fixing metric), proving that this is so mathematically rigorously takes
a fair amount of sophistication.
In order to establish our gauge-invariance results (i) and (ii), we use the Batalin-Vilkovisky
method of quantization, which is powerful enough to handle the situation in which there are
zero ghost modes (which we do find ourselves in since we quantize about a trivial connec-
tion). This is performed Section 3.2 and 3.3, with Section 3.4 providing necessary auxiliary
computations. These sections constitute the main technical achievements of this paper,
most noticeable the interpolating analysis we perform between holomorphic and Coulomb
gauge, for which we are unaware of any prior work. Finally in Section 4, we use analytic
and Lie theoretic tools to relate the asymptotics of exact Wilson loop expectation values to
perturbative calculations. We finish with a discussion of our results and future directions.
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Since the methods of perturbative quantum field theory are not well-known to most mathe-
maticians, our appendix provides background on Wick’s Theorem so as to make this paper
as self-contained as possible.
Acknowledgments. The author would like to thank Vasily Pestun for many helpful dis-
cussions and for pointing out a crucial error in an earlier version of this paper. Pestun
also referred the author to several references in the physics literature which the author had
missed. The author would also like to acknowledge helpful discussions with Greg Moore
and with Tom Parker concerning heat kernel methods.
2. 2D Yang-Mills Measure
Euclidean quantum Yang-Mills theory, in any dimension, can be given a rigorous formu-
lation on a lattice. As there is no canonical choice for how to discretize a continuum theory,
many formulations are possible. In two dimensions it is most convenient to work with the
one due to Migdal [31], which was later refined and extended by many others [19], [45], [28].
This formulation is invariant with respect to lattice subdivision, so that the continuum limit
of taking the lattice spacing to zero is in some sense already inherent.
We recall this formulation (following [28]) in the general setting of when the underlying
space is a closed, connected surface Σ endowed with an area form λ0dσ, where dσ is some
reference area form and λ0 a coupling constant. Let G be a compact Lie group and Γ
be a triangulation of Σ, that is, a finite set of edges (mappings of intervals [0, 1] into Σ,
injective on the interiors) joined at their vertices such that their complement consists of
a disjoint union of faces homeomorphic to disks. Assign an arbitrary orientation to each
edge. To these oriented edges e of Γ, we assign group-valued elements ge ∈ G, which form
the basic variables of the discretized Yang-Mills theory. To each face F , we can compute its
area |F | (with respect to dσ) and assign an orientation to the boundary ∂F of F , thereby
inducing an orientation on all the edges which comprise it. Write ∂F = ±en · · · ± e1 as
a concatenation of edges occurring in their natural cyclic order (well-defined up to cyclic
permutation), where one has ± according to whether the preassigned orientation of the edge
ei is the same or opposite of that induced from ∂F . Define
g∂F = g
±1
en · · · g±1e1 ,
the product of the group valued elements associated to ∂F with the appropriate corre-
sponding powers. It is well-defined up to cyclic permutation of the factors and an overall
inversion.
Pick any bi-invariant metric on G. This is obtained from an ad-invariant metric on its Lie
algebra g, which we denote by 〈·, ·〉. One obtains an associated Laplace-Beltrami operator
∆ on G. The heat kernel for ∆ is given by the function Kt(g), t > 0, which satisfies
(e−t∆/2f)(h) =
∫
G
Kt(hg
−1)f(g)dg (2.1)
for all smooth functions f on G. Here dg denotes normalized Haar measure on G. The
function Kt(g) satisfies
Kt(g
−1) = Kt(g), Kt(gh) = Kt(hg), for all g, h ∈ G. (2.2)
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Assign the weight Kλ0|F |(g∂F ) to F . Properties (2.2) show that this weight is independent
of the orientation of ∂F and the cyclic ordering of the edges in ∂F . The Yang-Mills measure
associated to Γ is the measure
dµΓ,λ0dσ =
( ∏
F∈F (Γ)
Kλ0|F |(g∂F )
) ∏
e∈E(Γ)
dge, (2.3)
on G|E(Γ)|, where E(Γ) and F (Γ) are the set of edges and faces of Γ, respectively. The
Yang-Mills partition function for (Σ, λ0dσ) is then
ZΣ,λ0dσ =
∫
G|E(Γ)|
dµΓ,λ0dσ. (2.4)
Our lattice action is such that the partition function is independent of the choice of triangu-
lation Γ. This is a simple consequence of the fact that the heat kernel obeys the convolution
property ∫
G
Kt1(g1g
−1)Kt2(gg2)dg = Kt1+t2(g1g2) (2.5)
so that (2.4) is invariant under subdivision. See [45] for further details.
We can make formula (2.4) more explicit. A surface Σ of genus h can be represented
as a 2h-gon with sides appropriately identified. Applying the above formula using the
(degenerate) triangulation whose only face is such a 2h-gon, we obtain
ZΣ,λ0dσ =
∫
G2h
Kλ0|Σ|(a1b1a
−1
1 b
−1
1 · · · ahbha−1h b−1h )
∏
dai
∏
dbi.
In a quantum field theory, we are interested not only in the partition function but also in
the expectation values of (gauge-invariant) observables. For continuum gauge theories, we
have the Wilson loop observables Wf,γ(A), which form a rich set of observables since they
form a dense collection of functions on the space of connections modulo gauge. This is a
simple consequence of the following fact:
Lemma 2.1. Let A1 and A2 be two connections on a principal G-bundle P over a connected
base manifold M . Suppose that their holonomies about every loop based at some given point
agree. Then A1 and A2 are gauge-equivalent.
Proof. Denote the given basepoint in question by p. Given any path γ in M , let Pi(γ)
denote parallel transport from γ(0) and γ(1) using Ai. Our hypotheses imply that given any
path γ joining p to any other point q ∈M , the automorphism P2(γ)P1(γ)−1 of Pq, the fiber
of P over q, is independent of γ. Indeed, this follows from P1(γ˜)
−1P1(γ) = P2(γ˜)−1P2(γ)
for any other path γ˜ joining p to q. Letting q vary, this yields for us a well-defined bundle
automorphism g. This automorphism is the desired gauge transformation intertwining A1
and A2, since g
∗A1 and A2 define equal parallel transport operators. 
In the lattice formulation, we would like to compute the expectation 〈Wf,γ〉Σ with respect
to the lattice Yang-Mills measure induced by some triangulation Γ on Σ, with Wf,γ suitably
defined. The lattice formulation makes it clear how to express such an expectation value
in terms of a closed formula. We assume γ is regular, namely, that it is a finite union of
piecewise smoothly embedded curves. Since γ is regular, we can consider its image as an
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oriented finite graph γˆ on Σ (the maximal components on which γ is injective constitute the
edges of Γˆ). Embed γˆ in some triangulation Γ of Σ. Write γˆ = ±ek · · · ± e1 as a sequence
of edges in the order that they occur in the parametrization of γ, with the ± according to
whether the given orientation of ei agrees with the one induced from γ. We then obtain
gγ = g
±1
ek
· · · g±1e1 as above.
Definition 2.2. We have
〈Wf,γ〉Σ =
1
ZΣ,λ0dσ
∫
G|E(Γ)|
f(gγ)dµΓ,λ0dσ. (2.6)
The subdivision invariance property of our lattice formulation implies that (2.6) does not
depend on the choice of Γ containing γˆ.
Strictly speaking, in the lattice formulation of gauge-theories, one chooses a very fine tri-
angulation of Σ and Wilson loops with γ adapted to the triangulation. The above formula,
which allows arbitrary regular γ (and then extends to arbitrary continuous γ) takes into
account the continuum limit, since as the triangulation gets finer and finer, one can approxi-
mate arbitrary curves. The end result is that (2.6) provides us with an operational definition
of the Yang-Mills measure. A more refined treatment [28, Definition 2.10.4] shows that such
a Yang-Mills measure is a measure on F(LΣ, G)/G, the quotient space of functions F(LΣ, G)
from LΣ (the based loops on Σ) to G, modulo the action of the group G of gauge trans-
formations. (Given f ∈ F(LΣ, G) and g ∈ G, we have (g · f)(γ) = g(γ(0))f(γ)g(γ(0))−1.)
Leaving out many details, such a measure is obtained by constructing a probability space
in which one has a G-valued random variable Hγ , for every γ ∈ LΣ, defined as follows.
Given γ (assumed to be regular without loss of generality), the law of Hγ is obtained by
conditioning the Yang-Mills measure dµΓ on G
|E(Γ)|, where Γ ⊃ γˆ; namely, one conditions
on the element gγ determined by γ. Such a law determines a G-valued process {Hγ}γ∈LΣ
and thus a measure on GLΣ = F(LΣ, G), which due to its invariance under G, descends to
a measure on F(LΣ, G)/G.
One can informally regard a measure on F(LΣ, G)/G as a measure on the space A/G
of connections A modulo gauge transformations. Indeed, we have an inclusion A/G →
F(LΣ, G)/G, given by mapping a connection A to the function hol(·)(A), which takes a
based loop γ to holγ(A). This makes sense for A sufficiently regular; if A is continuous say,
then the resulting holonomy function will depend continuously on γ. Thus, F(LΣ, G)/G
represents “generalized connections”. One can also interpret the Yang-Mills measure in
terms of white-noise measures, with Wilson loop observables being given by stochastic
parallel transport [19, 40].
We only mention these measure-theoretic interpretations so as to note that Yang-Mills
theory in two dimensions has a rigorous construction in accords with the demands of con-
structive quantum field theory [24]. For our present purposes however, we are only concerned
with the formula (2.6), which gives the exact expectation value of a Wilson loop observable.
We will be mainly concerned with the case Σ = S2 for reasons explained in the introduc-
tion. To that end, let us specialize (2.6) to Σ = S2 and the case of a simple closed curve,
which we will analyze in Section 4.
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Corollary 2.3. Let γ be a simple closed curve on S2, with R1 and R2 the connected com-
ponents of S2 \ γ. Then
〈Wf,γ〉Σ =
∫
G f(g)Kλ0|R1|(g)Kλ0|R2|(g)dg
Kλ0|S2|(1)
(2.7)
Proof. The graph of γ consists of a single edge which we label by g. We now apply
(2.6) with Γ = γˆ and make use of properties (2.2) and (2.5). 
Remark 2.4. The above analysis carries over to R2 (equipped with the standard area form).
For unbounded regions of R2, we use K∞(g) ≡ 1. Using the fact that
∫
GKt(g)dg = 1 for
all t, the partition function ZR2,λ0d2x simply becomes unity. Since the area of R
2 is not
normalizable, the effective coupling constant for Yang-Mills theory on R2 is simply λ = λ0.
(We can think of λ as λ0 times the area of the unit square, which is one.)
Remark 2.5. The Yang-Mills measure we describe in fact consists of an average of all
possible topological bundle types over Σ [29]. In [29], to a graph G over Σ and a bundle
type over Σ, a more refined construction associates to such datum a Yang-Mills measure on
a configuration space that covers GE(Γ). However, when λ→ 0, the dominant contribution
to the Yang-Mills measure comes from the trivial bundle. On the continuum side, this
arises from connections near the trivial connection having holonomies close to 1. On the
lattice side, this arises from Kt(g) concentrating near g = 1 for t small. In this way,
nontrivial bundles will make asymptotically zero contributions due to exponentially small
factors arising from the topology (i.e. instantons). Thus, for our analysis at small coupling,
it suffices to work with the averaged Yang-Mills measure described above. For G simply-
connected, all G-bundles over Σ are trivial.
We will compute the asymptotics of (2.7) as λ = λ0|S2| → 0 in Section 4 to give an
explicit example of the relation between exact asymptotics and perturbation theory.
3. Perturbation Theory
In the previous section, we discussed the full quantum Yang-Mills theory, in which one
obtains expectation values for all possible Wilson loops Wf,γ from a well-defined Yang-Mills
measure. This gives a complete, rigorous construction of the quantum Yang-Mills theory
insofar as it provides a mathematical realization of the formal expression
〈Wf,γ〉Σ =
∫
dAWf,γ(A)e
−SYM (A)∫
dA e−SYM (A)
, (3.1)
which supposes the existence of a suitable Yang-Mills measure dA e−SYM (A) on the space of
connections (modulo gauge). Here, our basic field A is a connection on the trivial G-bundle
over Σ so that the space of connections A can be identified with Ω1(Σ; g) and the group of
gauge transformations can be identified with G-valued functions on Σ.
In this section, we discuss the perturbative quantization of Yang-Mills theory, whereby one
computes expectation values not with regard to a true measure but through a perturbative
expansion in Feynman diagrams about a minimal configuration of the classical action. In
other words, we proceed by way of the standard paradigm of quantum field theory since its
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earliest inception: regard the right-hand side of (3.1) not as a number but as a notational
device for generating a formal power series in the coupling constant λ.
The methods by which one generates such a formal power series, and the manner in
which one establishes its resulting properties, are described with mixed approaches and
differing degrees of rigor and generality in the physics and mathematics literature. For
gauge theories, whatever approach one adopts, one ultimately needs to choose a gauge-fixing
condition and show that the resulting outcome, i.e., the series expansion obtained from (3.1),
is independent of the choice of gauge. For the case at hand, a degree of sophistication is
required since we work on curved space, in which case the majority of treatments which
quantize Yang-Mills theory on flat space do not readily apply. Indeed, flat space techniques
such as working in momentum space and using dimensional regularization [15, 36] are not
available to us.
We thus find it instructive to describe our quantization procedure from first principles,
albeit in a succinct manner. That being so, this section is written using both rigorous
mathematics and the physically motivated ideas from which they are derived. We trust that
the reader finds this two-track narrative enlightening rather than confusing.
We have four main tasks. First, we describe mathematically precisely how to generate the
perturbative Feynman diagrammatic expansion of 2D Yang-Mills theory. Here, we present a
variety of constructions. First, we present the standard Faddeev-Popov procedure to apply
Coulomb (Landau) gauge-fixing. Due to its generality and natural geometric underpinnings,
we regard Coulomb gauge as the most fundamental choice of gauge. We then describe
the holomorphic and axial gauges, which require underlying topological assumptions to
implement, but take an especially simple form in two dimensions.
Second, we show that the Coulomb gauge expectation of a Wilson loop observable is
independent of the auxiliary Riemannian metric chosen to perform Coulomb gauge-fixing.
This second step requires greater sophistication than that involved in the first step, whereby
we use a blend of ideas from [4, 5, 14, 17] to establish gauge-invariance in Section 3.2.
In broad strokes, we apply the Batalin-Vilkovisky (BV) formalism in the form developed
by [17], which provides a powerful algebraic framework by which to analyze the gauge-
dependence of a quantization scheme. The BV formalism is used to show that the family
of gauges obtained from interpolation between two metrics all yield equal perturbative
Wilson loop expectation values. As necessary step of this procedure is showing that the
BV and Faddeev-Popov formulations of Coloumb gauge are equivalent, see Lemma 3.17.
Moreover, the metric-indepence of Coulomb gauge is also what gives rise to the invariance of
perturbative Wilson loop expectations under area-preserving diffeomorphisms, see Theorem
3.21.
Third, we establish the equivalence between Coulomb gauge and holomorphic gauge, i.e.
that Wilson loop expectations in these gauges agree to all orders in perturbation theory.
This also involves using the Batalin-Vilkovisky formalism, where it is applied to a family of
gauges interpolating between Coulomb gauge and holomorphic gauge. To the best of our
knowledge, this family of gauges has not been previously considered in the literature.
Our fourth and final task in this section supplies key computations that go into the tasks
above. Namely, we show that Yang-Mills theory is finite in Coulomb gauge and in the family
of gauges we construct interpolating between Coulomb and holomorphic gauge. That is, no
counterterms are needed as the heat-kernel regularization parameter is sent to zero.
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As a guide to the reader, the Sections 3.2 and 3.3 using the BV formalism are the most
abstract and conceptually demanding. For those mainly interested in explicit computations,
Sections 3.2–3.3 may be treated as a theoretical black box, with Section 3.4 supplying more
concrete details.
3.1. Definitions of Gauges. In order to compute perturbative Wilson loop expectations,
we need to choose a suitable gauge-fixing condition. This is because the path integrals in
(3.1) should only be over the space of physically distinct configurations, i.e., those which are
gauge-inequivalent. A gauge-fixing condition is thus the choice of a local-slice for the action
of the gauge-group3, i.e. a submanifold transverse to the action of the gauge group (within
the vicinity of the trivial connection, the connection about which we perform perturbation
theory). We describe the different (families of) gauge-fixing conditions we employ, namely
the Coulomb, holomorphic, and axial gauges, and the manner in which they determine
a corresponding perturbative Wilson loop expectation through a Feynman diagrammatic
expansion.
3.1.1. Coulomb gauge (via Faddeev-Popov quantization). Consider any compact Riemann
surface Σ equipped with an area form dσ.
Definition 3.1. A Riemannian metric g = gij on (Σ, dσ) is compatible if its induced area
form agrees with dσ.
A compatible metric gij along with the inner product 〈·, ·〉 on g yields for us an inner
product
∫
Σ 〈α ∧ ∗β〉 on Ω•(Σ; g) and a corresponding adjoint operator d∗ : Ω•(Σ; g) →
Ω•−1(Σ; g) of the exterior derivative d. We consider the following Coulomb gauge-fixing
condition
d∗A = 0 (3.2)
and let
AC = {A : d∗A = 0}. (3.3)
Since gauge transformations act via A 7→ gAg−1 + gdg−1, the above gauge-fixing condition
eliminates all infinitesimal gauge degrees of freedom (which span the space im d) within a
neighborhood of the trivial connection. We call gij a choice of gauge-fixing metric.
Our path integral
1
Z
∫
dAWf,γ(A)e
−SYM (A)
is to be replaced with the gauge-fixed path integral
1
Z
∫
AC
dAdet(d∗dA)Wf,γ(A)e−SYM (A). (3.4)
The determinant factor det(d∗dA) is the Faddeev-Popov determinant that weights gauge
orbits appropriately4. This determinant can be evaluated via the introduction of anti-
commuting fields, or ghosts. This is because there is a well-defined theory for fermionic
3Or possibly with respect to based gauge transformations, i.e. those that are fixed to be the identity at a
point. Based gauge transformations act freely on the space of connections and its coset space with respect
to all gauge transformations is simply a copy of G. Since the latter is finite-dimensional, this residual
gauge-freedom is unproblematic.
4For a rigorous treatment in the finite dimensional setting, see e.g. [33].
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integration in finite dimensions that produces this determinant factor (see Appendix B),
and we can extrapolate from this an analogous procedure in the infinite dimensional case.
We proceed as follows:
Introduce a pair of ghost fields ω, ω¯, which are each g-valued functions on Σ. To keep
them separate, we denote the space of ω and ω¯ by Ω0(Σ; g) and Ω
0
(Σ; g), respectively.
Define
Ω0⊥(Σ; g) = {ω ∈ Ω0(Σ; g) :
∫
Σ
ω dσ = 0}
and similarly for Ω
0
⊥(Σ; g). Let
C = Ω0⊥(Σ; g)⊕ Ω0⊥(Σ; g)⊕AC ,
consisting of the total space of gauge-fixed connections and ghosts that are orthogonal to
constants. The latter condition is to eliminate the kernel of d : Ω0(Σ; g)→ Ω1(Σ; g), which
arises from the Lie algebra of the constant gauge transformations (which act trivially on
the trivial connection).
We now replace (3.4) with
1
Z
∫
C
dω¯dωdAWf,γ(A)e
−S(A,ω¯,ω) (3.5)
where5
S =
1
2λ0
∫
〈FA ∧ ∗FA〉+ 1
λ0
∫
〈ω¯, d∗dAω〉 dσ.
The integration over ω, ω¯ formally produces the determinant factor det(d∗dA) via Lemma
B.4.
It is with (3.5) that we can perform a Feynman diagrammatic expansion. This is done
as follows. Group the extended Yang-Mills action into a quadratic kinetic part and the
remaining higher order interaction part, which one regards as a perturbation of the former.
Here, we use FA = dA+
1
2 [A,A] and dA = d+ [A, ·]. In this way, we have
e−S = e−SkineI (3.6)
where
Skin =
1
2λ0
∫
〈A ∧ ∗ d∗dA〉+ 1
λ0
∫
〈ω¯, d∗dω〉 dσ (3.7)
I = − 1
2λ0
∫
〈[A,A] ∧ ∗dA〉 − 1
8λ0
∫
〈[A,A] ∧ ∗[A,A]〉 − 1
λ0
∫
〈ω¯, d∗[A,ω]〉 dσ (3.8)
The next step is to write
1
Z
∫
C
dω¯dωdAWf,γ(A)e
−S(A,ω¯,ω) =
1
Z
∫
C
dω¯dωdAe−SkinWf,γ(A)eI (3.9)
and then expand eI as a formal series in powers of λ0 = e
2. These terms, multiplied
with Wf,γ , each give multilinear functionals on the space of fields. One then “integrates”
each of these terms against the “Gaussian measure” 1Z dω¯dωdAe
−Skin defined on C, thereby
5It is not necessary to multiply
∫
(ω¯, d∗dAω) by 1λ20
, but this ensures that all terms in the perturbative
expansion are weighted equally in the coupling constant.
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producing a formal power series in λ. In reality, what one is really doing is performing the
algebraic operation given by Wick’s Theorem. This operation is described in Appendix B.
We describe how this generalizes to the quantum field theoretic setting at hand.
To invoke the appropriate analog of Lemma B.6, we need to describe the propagator P
as well as the appropriate expansion of Wf,γe
I as a Taylor series (i.e. an infinite sum over
polynomial functions). The Taylor expansion of eI is automatic from the definition of the
exponential function and we obtain a formal series in powers of λ. For Wf,γ , we obtain a
Taylor expansion via the representation of holγ(A) in terms of path ordered exponentials.
Namely,
holγ(A) = P exp
(
−
∫
γ
A
)
= 1 +
∞∑
n=1
(−1)n
∫
1≥tn≥···≥t1≥0
A(tn) · · ·A(t1)
where A(t) = Aµ(γ(t))γ
µ(t). Note that this presentation assumes we have chosen an em-
bedding G into the group of unitary matrices U(V ) on a vector space V , so that elements
of g ⊂ End(V ) can be multiplied.
Without loss of generality, we can take f = trV to be trace in an irreducible representation
ρ : G→ End(V ), since the linear span of such functions is dense in the space of conjugation-
invariant functions on G. This allows us to expand Wf,γ(A) as a Taylor series in A:
Wf,γ(A) = trV (1) +
∞∑
n=1
(−1)n
∫
1≥tn≥···≥t1≥0
trV
(
ρ(A(tn)) · · · ρ(A(t1))
)
. (3.10)
Here, we also write ρ : g → End(V ) to denote the induced Lie algebra homomorphism.
The above representation uses the fact that parallel transport is equivariant with respect
to group homomorphisms:
ρ(holγ(A)) = holγ(ρ(A)).
Altogether, this describes the expansion of the integrand Wf,γ(A)e
I as a Taylor series in
the field variables A,ω, ω¯.
Next, the gauge-fixed path integral (3.5) determines for us a propagator P , which is a
Green’s operator determined by the kinetic operator occurring in Skin. Specifically, we have
the orthogonal decomposition
A = im ∗d⊕ ker d
Ω0(Σ; g) = Ω0⊥(Σ; g)⊕ R
Ω
0
(Σ; g) = Ω
0
⊥(Σ; g)⊕ R.
The decomposition for A depends on our compatible metric, while the other two depend
only on dσ. The kinetic action Skin is formed out of the Laplace-Beltrami operator ∆ = ∆g
restricted to C. The Green’s operator we are interested in is the operator
P = PC := ∆
−1|
im ∗d⊕Ω0⊥(Σ;g)⊕Ω
0
⊥(Σ;g)
(3.11)
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which extends to the zero operator on the orthogonal complement. Here, the C denotes
Coulomb gauge (with respect to a chosen metric). We have
PC = P
bos ⊕ P fer, (3.12)
according to the restriction of PC to bosonic A and fermionic ω, ω¯ fields.
More explicitly, the decomposition (3.12) is given as follows. The inner product on
Ω1(Σ; g) allows us to identify the operator P bos with its integral kernel6
P bosµ,ν (x, y)⊗ idg ∈
(
im ∗d⊗ im ∗d)⊗ (g⊗ g) ⊂ (Ω1(Σ)⊗ Ω1(Σ))⊗ (g⊗ g). (3.13)
Here, we have separated the integral kernel of P bos as the part P bosµ,ν (x, y) which acts as ∆
−1
on scalar-valued differential forms and the identity operator on g. We can write the latter
an element ea⊗ea of g⊗g using the inner product on g, where ea is an orthonormal basis of
g. If we wish to incorporate the Lie-algebra dependence into the notation, we write P bos,abµ,ν .
Notation 3.2. Hereafter, the use of variables x and y in an integral kernel expression such
as P (x, y) will always denote outgoing and incoming “dummy” variables. Thus, in the
above, the operator associated to the integral kernel P bos(x, y) is given by
α 7→ P bos(α) =
∫
Σy
P bos,ab(x, y) ∧ ∗αb(y) (3.14)
=
∫
Σy
P bos(x, y) ∧ ∗α(y). (3.15)
(Here, we have suppressed differential form indices, as we typically do for all differential-form
objects; in the first line, we made the Lie algebra dependence explicit, and in the second
line, the identity operation on the Lie algebra is suppressed.) This notation is to distinguish
an operator P (acting on differential forms) from its corresponding integral kernel P (x, y)
(with respect to a specified pairing, either the L2-pairing or some version of the wedge
pairing which we consider later, tensored with the inner product pairing on g). However,
to avoid overly cumbersome notation, instead of ∂P (x,y), which denotes contraction with
the integral kernel P (x, y) (see the appendix) we will instead write ∂P . By slight abuse of
language, we will refer to both the operator P and its integral kernel P (x, y) as being a
propagator. At times, we may also drop the dependence of P (x, y) on its Lie algebra part,
since it always the identity tensor.
The integral kernel for P bos yields a contraction operator ∂P bos satisfying
∂P bosA
a
µ(x)A
b
ν(x) = P
bos
µ,ν (x, y)δ
ab. (3.16)
In other words, (3.16) expresses the bosonic two-point function for Yang-Mills theory in
Coulomb gauge.
The fermionic propagator P fer is obtained from restricting PC to Ω
0
⊥(Σ; g) ⊕ Ω
0
⊥(Σ; g)
suitably interpreted. Namely, we have the skew-symmetric pairing
〈ω¯, ω〉fer = −〈ω, ω¯〉 =
∫
〈ω¯, ω〉 dσ
6In what follows, all tensor products are completed, see footnote 15.
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with which we can use to express the integral kernel of P fer as an element of Λ2(Ω0⊥(Σ; g)⊕
Ω
0
⊥(Σ; g)). Thus, letting G(0)(x, y) denote the Green’s function for ∆−1 on Ω0⊥(Σ; g), i.e.
(∆−1α)(x) =
∫
G(0)(x, y)α(y)dσ(y), α ∈ Ω0⊥(Σ; g),
then P fer satisfies
∂P ferω
a(x)ω¯b(y) = G(0)(x, y)δab
∂P fer ω¯
a(x)ωb(y) = −G(0)(x, y)δab.
Note that the above expresses the fermionic sign rule in which a minus sign is picked up
by switching the order of ω¯ and ω. Altogether, the above defines P fer(x, y) uniquely as an
element of
Λ2(Ω0⊥(Σ; g)⊕ Ω0⊥(Σ; g)) ⊂
(
Ω
0
⊥(Σ; g)⊗ Ω0⊥(Σ; g)
)
⊕
(
Ω0⊥(Σ; g)⊗ Ω0⊥(Σ; g)
)
.
We now suppose Σ = S2. This way, im ∗d = AC and ∆ restricted to AC has no zero
modes. This allows us to conclude that the Feynman diagrammatic expansion of (3.9),
following Lemma B.6, is formally given by the expression7
〈Wf,γ〉Σ,C “ = ”eλ0∂PC
(
Wf,γe
I
) ∣∣∣
conn,0
. (3.17)
Here, the subscripts “conn” and “0” refer to the fact that we only wish to consider those
Feynman diagrams which consist of a single component connected8 to Wf,γ and which have
no external edges, respectively.
The formal definition (3.17) fails a priori because the resulting Feynman integrals we
obtain are divergent. Thus, we need to choose a suitable regularization procedure, i.e.
a way of mollifying the integral kernel PC(x, y) to a smooth one PC,(x, y),  > 0, with
PC, → PC as  → 0. Our regularization procedure is via the heat kernel method, which
regulates PC via
PC, =
∫ ∞

e−t∆dt
∣∣∣∣
C
. (3.18)
Note that as  → 0, we recover ∆−1|C, which is most easily seen by diagonalizing ∆ and
working on individual eigenspaces.
The integral kernel of (3.18) is smooth for all  > 0. Thus, we can replace PC with PC,
in (3.17) and obtain a well-defined formal power series in λ. Having chosen a regularization
procedure as above, we also need to perform renormalization, i.e. counterterms need to be
introduced. These are additional -dependent (and λ dependent) interactions ICT one adds
to I. One is supposed to arrange the ICT so that
lim
→0
e
λ0∂PC,
(
Wf,γe
I+ICT
) ∣∣∣
conn,0
7If there were zero modes, the definition of 〈Wf,γ〉pert should be modified to have a residual integration
over these modes after performing the expansion (3.17).
8In path integral notation, the normalization factor 1
Z
in (3.9) eliminates disconnected components of
Feynman diagrams.
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exists as a formal power series in λ. (In general, additional counterterms may also be needed
to renormalize observables.) A very nice feature of two-dimensional Yang-Mills theory is
that in fact no counterterms are needed as  → 0. This is proven in Theorem 3.25. Thus,
we can form the following definition:
Definition 3.3. Fix a compatible metric on Σ = S2. The perturbative expectation value
of a Wilson loop Wf,γ in Coulomb gauge (3.3) is the formal series in λ = λ0|Σ| defined by
〈Wf,γ〉Σ,C = lim→0 e
λ0∂PC,
(
Wf,γe
I
) ∣∣∣
conn,0
. (3.19)
This yields for us a mathematically rigorous definition of the perturbative expectation
value of a Wilson loop in Coulomb gauge, with the preceding discussion revealing its phys-
ical origins.
On R2, defining Coulomb gauge in a way that ensures that Wilson loop expectations are
well-defined requires extra care because of the noncompactness of R2. That is, we have the
problem of infrared diverges, which manifests itself by way of 1|ξ|2 (the Fourier transform
for the Green’s function of the Laplacian away from ξ = 0) not being integrable near the
origin. In particular, the limit
lim
L→∞
∫ L

e−t∆dt
does not exist, since we can think of L as an infrared regulator.
We proceed by a roundabout path: we define Coulomb gauge expectations of Wilson
loops on R2 as a decompactification limit of such expectations on S2:
Definition 3.4. Equip R2 with the canonical flat area form. The perturbative expectation
value of a Wilson loop Wf,γ in Coulomb gauge (3.3) on R2 is the formal series in λ0 defined
as follows. Consider the decompactification limit (S2, dσi)→ R2 in the sense that we regard
γ ⊂ R2 = S2 \ {∞} and let dσi be a sequence of round area forms that converge to the area
form on R2. Then we define
〈Wf,γ〉R2,C = lim
S2→R2
〈Wf,γ〉S2,C , (3.20)
where the limit on the right-hand side is with respect to any sequence of metrics compatible
with the sequence of area forms dσi.
That this definition is well-defined will follow once we show that Wilson loop expectations
on S2 are independent of the choice of compatible metric, that Coulomb gauge is equiv-
alent to holomorphic gauge, and that the above limit exists if Coulomb gauge is replaced
with holomorphic gauge (see Proposition 3.24). We merely record the definition here for
convenience and will make use of it in Section 4.
3.1.2. Holomorphic Gauge. Computations in Coulomb gauge are difficult to perform due
to the presence of many complicated Feynman diagrams arising from the interactions I.
This leads us to conside the more computationally tractable holomorphic gauge in which
there are no interactions, i.e., the only terms which contribute to Feynman diagrams are
those arising from Wf,γ in (3.10). The interpretation of holomorphic gauge as a gauge-fixing
condition is subtle, see [34]. Nevertheless, holomorphic gauge is defined as follows.
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Given a fixed area form on Σ, the choice of a compatible metric is equivalent to the
choice of a conformal structure. So for Σ = S2, pick a compatible metric and consider the
resulting complex structure it induces. We can use it complexify the space of connections
A = Ω1(Σ; g) to Ac = Ω1(Σ; gc) where gc is the complexification of g. The Yang-Mills action
extends complex-linearly to connections belonging to Ac (by extending the inner product
on g complex-linearly). We say A is in holomorphic gauge if it is a differential form of type
(1, 0), i.e.
A ∈ Ω1,0(Σ; gc). (3.21)
The Yang-Mills action in holomorphic gauge becomes
YM(A) =
∫ 〈
A ∧ ∂¯ ∗ ∂¯A〉 , A ∈ Ω1,0(Σ; gc). (3.22)
Indeed, the quadratic terms in the curvature FA vanish in holomorphic gauge.
On S2, since there are no nontrivial holomorphic 1-forms, the pairing (3.22) is nonde-
generate. Hence, the operator ∂¯ ∗ ∂¯ : Ω1,0(Σ; gc) → Ω0,1(Σ; gc) is invertible and it has an
integral kernel, with respect to the wedge pairing, belonging to Ω1,0(Σ) ⊗ Ω1,0(Σ). This
yields a corresponding holomorphic gauge propagator
Phol ∈ Ω1,0(Σ; gc)⊗ Ω1,0(Σ; gc)
by tensoring with the identity tensor in g⊗ g. Explicitly, if z and w are local holomorphic
coordinates on C = S2 \ {0} with respect to the standard conformal structure on S2, we
have
Phol(z, w) =
(
1
pi
1
(1 + |z|2)(1 + |w|2)dz
z¯ − w¯
z − wdw
)
ea ⊗ ea. (3.23)
Note that because the holomorphic gauge propagator is uniformly bounded, there is no
difficulty in defining integrals of the Phol supported along a regular curve γ.
Definition 3.5. Let Σ = S2. Fix a compatible metric on S2, which determines a holo-
morphic gauge propagator. The perturbative expectation value of a Wilson loop Wf,γ in
holomorphic gauge (3.21) is the formal series in λ = λ0|Σ| defined by
〈Wf,γ〉hol,S2 = 〈Wf,γ〉hol := eλ0∂PholWf,γ
∣∣∣∣
0
, (3.24)
where Phol is given by (3.23). (Note that because there are no interactions, all Feynman
diagrams are automatically connected.)
On R2 = C, the holomorphic gauge propagator, which is the unique homogeneous Green’s
function for ∂¯ ∗ ∂¯, can also be explicitly computed and it is given by
Phol(z, w) =
(
1
4pi
dz
z¯ − w¯
z − wdw
)
ea ⊗ ea. (3.25)
Thus, we have
Definition 3.6. Equip R2 with the canonical flat area form and flat metric. The pertur-
bative expectation value of a Wilson loop Wf,γ in holomorphic gauge (3.21) on R2 is the
formal series in λ0 defined by
〈Wf,γ〉hol,R2 := eλ0∂PholWf,γ
∣∣∣∣
0
, (3.26)
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where Phol is given by (3.25).
3.1.3. Axial Gauge. On R2, since we have a global coordinate system (x0, x1), any connec-
tion A = A0dx
0 +A1dx
1 can be gauge-transformed into one in which
A1 ≡ 0. (3.27)
For A satisfying (3.27), the Yang-Mills action becomes
1
2λ0
∫
R2
(∂1A0)
2d2x (3.28)
and the propagator in axial-gauge is determined from the appropriate Green’s function for
∂21 . This axial-gauge propagator is given by
Ppax(x, y) = −1
2
|x1 − y1|δ(x0 − y0)ea ⊗ ea, (3.29)
where the subscript pax stands for partial axial-gauge9.
Definition 3.7. On R2, the perturbative Wilson loop expectation in axial-gauge (3.27) is
the formal series in λ0 given by
〈Wf,γ〉R2,ax = eλ0∂PpaxWf,γ
∣∣∣∣
0
. (3.30)
The experienced reader will recognize that even though Ppax is singular, (3.30) yields a
meaningful ansatz for generating integrals. For a more careful treatment of Definition 3.7,
see [35].
3.2. Metric-independence of Coulomb gauge. In this section, we prove the following
theorem:
Theorem 3.8. Let Σ = S2. Then 〈Wf,γ〉Σ,C is independent of the choice of gauge-fixing
metric.
We prove this theorem using the Batalin-Vilkovisky (BV) formalism. The power of the
BV formalism is that it captures the notion of gauge-invariance in an algebraic manner
that is well-adapted for perturbative quantization. For additional background and insights
regarding this formalism, we refer the reader to [17, 39, 44]. We will dive directly into the
formalism, which is an adaptation of the approach of [17].
For our present purposes, a fundamental aspect of the BV formalism consists of being
able to find a chain complex on which the propagator, viewed as an operator, becomes a
chain homotopy between the identity map and the projection onto the zero modes of our
theory. Let us unravel this rather involved statement. Consider the following chain complex
9There are actually two different axial gauges, complete axial-gauge and partial axial-gauge. The latter
has a simpler propagator and is the one most familiar, and so we use choose this one in (3.7), even though
partial axial-gauge is not a true gauge in the sense that there are still infinitely many gauge-degrees of freedom
remaining (the x1-independent gauge-transformations). It is shown in [35] that the complete axial-gauge
and partial axial-gauge yield equivalent Wilson loop expectations.
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degree : −1 0 1 2
Ω0(Σ, g)
−d−−−−→ Ω1(Σ, g) d∗d−−−−→ Ω1,†(Σ, g) −d−−−−→ Ω2(Σ, g)
X A A† X†
(3.31)
consisting of the ghost field X, gauge field A, antifield A†, and antighost X†. (We use X
instead of ω for our ghosts now, since in the BV formalism they appear in the action in a
different form.) The space Ω1,†(Σ, g) is just a separate copy of Ω1(Σ; g) to keep track of
the field A†. We call this chain complex E , which is our total space of (all) fields, and its
components have degree listed as above. We have the graded component decomposition
E = ⊕2k=−1E [k] (3.32)
as given by (3.31). An operator T : E → E has degree d if T = ⊕T [k] with
T [k] : E [k−d] → E [k].
Given a (degree-homogeneous) element a of E , we denote its degree by |a| and its component
in E [k] by a[k].
Definition 3.9. A gauge-fixing operator Q† : E → E is an operator of degree −1 that
satisfies (i) (Q†)2 = 0; (ii) [Q,Q†] is a generalized Laplace-type operator10.
A gauge-fixing operator Q† yields for us a Hodge-like decomposition E = imQ⊕ imQ†⊕
ker[Q,Q†]. More importantly, it allows us to define a Feynman diagrammatic expansion.
In our situation, we are concerned with the following gauge-fixing operators:
Definition 3.10. Given a compatible metric g = gij on Σ = S
2, define the (Coulomb)
gauge-fixing operator Q†g on E via
Ω0(Σ, g)
−d∗←−−−− Ω1(Σ, g) −(Πim ∗d)∗←−−−−−−− Ω1,†(Σ, g) −d∗←−−−− Ω2(Σ, g). (3.33)
Here, Πim ∗d denotes the orthogonal projection onto im ∗ d ⊂ Ω1(Σ, g) with respect to gij .
Observe that [Q,Q†g] = ∆g is the Laplce-Beltrami operator acting on all of E . On S2,
H := ker ∆g
is spanned by the constant functions and the fixed area form dσ on S2. Thus, H is indepen-
dent of the choice of compatible metric g. We can define the pseudoinverse [Q,Q†g]−1, which
is zero on ker[Q,Q†g] and the inverse of [Q,Q†g] on the orthogonal complement E⊥ to H. The
complement E⊥ and the orthogonal projection onto it are independent of compatible g, since
in this case, we have
E⊥ = {a ∈ E :
∫
a[0]dσ =
∫
(∗a[2])dσ = 0} (3.34)
10This means the operator is of the form ∇∗∇ + F , where ∇ is a covariant derivative, ∇∗ its adjoint,
and F a bundle endomorphism. Also, in what follows we must interpret the commutator [·, ·] in the graded
sense as explained in the appendix.
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A gauge-fixing operator allows us to construct a propagator. The propagator we get
from Q†g, which we call the BV propagator, differs from the propagator we obtained in the
Faddeev-Popov procedure in the previous section. However, BV quantization leads to the
same set of Feynman integrals as Faddeev-Popov quantization, as we will see shortly.
Definition 3.11. Given the gauge-fixing operator Q†g, we obtain the corresponding BV
propagator Pg = Q
†
g[Q,Q
†
g]−1. It is a degree −1 operator on E which satisfies
[Q,Pg] = id−Π (3.35)
where Π is the orthogonal projection onto H. We denote the components of Pg : E [k] →
E [k−1] by P [k]g . We call P [0]g the bosonic and P [±1]g the bosonic and fermionic parts, respec-
tively.
Equation (3.35) is the statement that Pg is a chain homotopy from id and Π. To provide
some heuristic insight into the significance of this fact, consider the following. The right-
hand side of (3.35) is g-independent. Thus,
[Q, dmetPg] = 0 (3.36)
where dmet is the exterior derivative on the space of compatible metrics on S
2 (such a space
is a smooth, connected subvariety inside the space of all metrics). Equation (3.36) is the
statement that dmetPg is closed as an element of HomR(E⊥), the space of R linear maps on
E⊥, endowed with the differential [Q, ·] naturally induced from E . On the other hand, since
Q is acyclic on E⊥, it follows that [Q, ·] is acyclic on HomR(E⊥). Thus, we have
dmetPg ∈ im [Q, ·]. (3.37)
Observe thatQ arises from infinitesimal gauge-transformations (and the linearized equations
of motion). Thus, one can interpret equation (3.37) as stating that the propagator Pg,
under changes of the metric g, changes by gauge degrees of freedom. Such an identity is a
manifestation of gauge-invariance. After a detailed analysis, (3.37) and the gauge-invariance
of the underlying classical theory ultimately lead to gauge-invariance of the quantum theory.
The remainder of this section makes the above remarks precise. We need to do the
following:
(i) Convert the BV propagator Pg, defined as an operator, into an integral kernel
Pg(x, y) so as to be placed on the edges of Feynman diagrams;
(ii) Describe the BV action so as to obtain the vertices to be used in Feynman diagrams;
(iii) Use the appropriate analog of (3.37) and the underlying gauge invariance of clas-
sical Yang-Mills theory and Wilson loop observables to establish gauge-invariance
of Wilson loop expectation values. (This exploits the fact that no counterterms, in
particular those that might have spoiled gauge-invariance, are needed for quanti-
zation.)
We have streamlined our approach in this manner because it then explains what would
otherwise be many mysterious sign rules in what follows. All such choices of signs can be
viewed as being carefully crafted so as to ensure (i)–(iii) above hold. In what follows, we
carry out steps (i)–(iii) in a somewhat abstract, but coordinate-independent manner. Ex-
plicit computations to help make our approach more explicit are carried out in Appendix C.
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Step (i):
To convert an operator to an integral kernel, we need a suitable pairing that induces a
convolution operator. In other words, given a linear operator K : E → E and a bilinear
pairing 〈·, ·〉R : E ⊗ E → R, we want to express K as an integral kernel K(x, y) ∈ E ⊗ E in
the following way. For a ∈ E , we want K(a) to be given by applying 1 ⊗ 〈·, ·〉R, with the
appropriate signs to K(x, y) ⊗ a ∈ E ⊗ E ⊗ E , which is to say that K(x, y) is the integral
kernel of K with respect to our chosen bilinear pairing 〈·, ·〉R.
The pairing 〈·, ·〉R and correct sign rule is determined by the following constraint. We
want
([Q,K])(x, y) = Q(K(x, y)). (3.38)
Here Q acts on E ⊗ E in the natural way as a derivation:
Q(a⊗ b) = Qa⊗ b+ (−1)|a|a⊗Qb. (3.39)
Definition 3.12. Define the pairing 〈·, ·〉BV : E ⊗ E → Ω2(Σ) by〈
A,A†
〉
BV
=
〈
A ∧A†
〉
〈
A†, A
〉
BV
=
〈
A† ∧A
〉
〈
X,X†
〉
BV
= −
〈
X ∧X†
〉
〈
X†, X
〉
BV
=
〈
X† ∧X
〉
(3.40)
where 〈·, ·〉 is the inner product on g. We then obtain the pairing
〈·, ·〉R =
∫
Σ
〈·, ·〉BV : E ⊗ E → R. (3.41)
Both these pairings are of degree −1, i.e. 〈a, b〉R 6= 0 only for |a| + |b| = 1, and are skew-
symmetric. By slight abuse of language, we use the term BV-pairing to denote either (3.40)
or (3.41), with which pairing we have in mind clear from the context.
In particular, 〈·, ·〉R is an odd symplectic form, i.e., it is skew-symmetric, nondegenerate,
and of odd degree. From 〈·, ·〉R, we obtain a corresponding convolution operator on E :
Definition 3.13. Given K(x, y) ∈ E ⊗ E , define the BV convolution operator K(x, y)~ :
E → E as follows. On simple tensors K(x, y) = K1(x)⊗K2(y) ∈ E ⊗ E , we have
K(x, y)~ a = (−1)|K2|K1 〈K2, a〉R (3.42)
This determines ~ on general K(x, y) from bilinearity and completion. We say that K(x, y)
is the BV integral kernel of the corresponding operator K(x, y)~.
Note that if |K(x, y)| = d, then K~ has degree d − 1. The sign rules in the definition
of the BV pairing and in the definition (3.42) are carefully chosen so that the following are
true:
Lemma 3.14. We have that
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(i) Q is skew-adjoint with respect to 〈·, ·〉R, i.e.
〈a,Qb〉R = −(−1)|a| 〈Qa, b〉R
(ii) For all K(x, y) ∈ E ⊗ E, we have [Q,K(x, y)~] = (Q(K(x, y)))~.
Proof. These are both straightforward computations. We check (ii) on simple tensors
K(x, y) = K1(x)⊗K2(y):
[Q,K(x, y)~](a) = Q(−1)|K2|K1 〈K2, a〉R − (−1)|K|+1(−1)|K2|K1 〈K2, Qa〉R(
Q(K(x, y))
)
~ a = (−1)|K2|QK1 〈K2, a〉R + (−1)|K1|(−1)|K2|+1K1 〈QK2, a〉R
We use the skew-adjointness property (i) to equate the above two lines. 
Given our propagator operator Pg = Q
†
g[Qg, Q
†
g]−1, we obtain the corresponding propa-
gator integral kernel Pg(x, y) ∈ E ⊗ E via
Pg = Pg(x, y)~ . (3.43)
The regulated propagator Pg, is obtained from regulating [Q,Q
†
g]−1 in Pg:
Pg, = Q
†
g
∫ ∞

e−t[Q,Q
†
g ]dt (3.44)
= Q†g
∫ ∞

e−t∆gdt, (3.45)
from which we obtain the regulated integral kernel Pg,(x, y) satisfying
Pg, = Pg,(x, y)~ (3.46)
Remark 3.15. The integral kernels for propagators in the Faddeev-Popov setting were
with respect to the L2-pairing (with respect to the gauge-fixing metric g). Thus, while
the bosonic BV and Faddeev-Popov progator operators differ, their integral kernels, as
obtained from the BV-pairing and L2-pairing respectively, agree (see Lemma 3.17). While
the L2-pairing is more natural from an analytic-geometric standpoint, for the purpose of
establishing metric-independence, the BV-pairing is more convenient because it is intrinsic
to the underlying space and not metric-dependent.
Step (ii):
In the BV formalism, we have an extended BV action S consisting of the ordinary
(bosonic) action Sbos, a ghost action Sgh which encodes infinitesimal gauge-symmetries,
and a Chevalley-Eilenberg action SCE , which accounts for the Lie-algebraic structure of
the infinitesimal gauge-transformations. These are functions on the space E in the sense of
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Definition A.1, i.e., they are elements of Sym(E∗). Explicitly,
S = Sbos + Sgh + SCE
Sbos(A) = SYM (A)
Sgh(A
†, A,X) =
1
λ0
〈
A†,−dAX
〉
R
SCE(X
†, X1, X2) = − 1
λ0
〈
X†, [X1, X2]
〉
R
. (3.47)
The quadratic part of S yields a kinetic term
Skin =
1
2λ0
∫
〈A, d ∗ dA〉 − 1
λ0
∫ 〈
A†, dX
〉
(3.48)
while the negative of the cubic and quartic parts of S yield for us the interaction terms:
I = − 1
2λ0
∫
〈[A,A] ∧ ∗dA〉 − 1
8λ0
∫
〈[A,A] ∧ ∗[A,A]〉+ 1
λ0
∫ 〈
A† ∧ [A,X]
〉
− SCE .
(3.49)
Define Ibos, Igh, and ICE to be the first two, the third, and last terms of I, respectively.
Thus, we have
S = Skin − I (3.50)
= Skin − Ibos − Igh − ICE (3.51)
The basis for the extended action is as follows. The BV pairing induces a BV bracket,
which allows us to convert action functionals to vector fields. Conceptually, it is the (odd)
Poisson bracket corresponding the BV pairing.
Definition 3.16. Let F be a local functional, i.e., one given by the integral of a polydif-
ferential function of the fields. Then there is a unique local vector field δBV F such that
∂vF = (−1)|v|
∫
Σ
〈
v, δBV F
〉
BV
for all v ∈ E . The BV bracket {F,G} between a local functional F and an arbitrary
functional G is given by
{F,G} = ∂δBV FG.
where one must interpret ∂δBV F in the sense of (A.3).
The BV action, which has degree zero, satisfies the following master equation11:
{S, S} = 0. (3.52)
We can expand this equation as follows. First, we have
{Skin, ·} = 1
λ0
Q, (3.53)
11Note that because {·, ·} is an odd bracket, it satisfies {F,G} = (−1)|F ||G|{G,F} for F and G local so
that the master equation is not vacuous.
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regarded as a derivation on the space Sym(E∗) (the action of Q on E∗ itself is the one
induced from Q on E via pullback). Let
I¯ = λ0I. (3.54)
Then (3.52) can be written as
−QI¯ + 1
2
{I¯ , I¯} = 0. (3.55)
If we decompose this equation by ghost number via (C.4–C.6), equation (C.4) expresses
gauge-invariance of the classical action Sbos, (C.5) expresses that infinitesimal gauge trans-
formations act as a Lie algebra, and (C.6) expresses the Jacobi identity. Thus the master
equation encodes symmetries and their algebraic consistency relations into a single equation.
Expressing all such relations in a compact manner facilitates the analysis of symmetries,
and in particular gauge-invariance, when quantizing. Next, we describe the Feynman di-
agrammatic expansion in the BV formalism, which involves applying Wick’s Theorem to
the BV propagator and the above BV interaction. It yields the same expansion as the
Faddeev-Popov prcoedure, as the following lemma shows:
Lemma 3.17. Fix a compatible metric for Coulomb gauge-fixing. Consider the Faddeev-
Popov propagator (3.12) and interactions (3.8) and the Batalin-Vilkovisky propagator (3.43)
and interactions (3.49) which for notational clarity we denote by here by PFP , IFP , PBV ,
and IBV , respectively. Then
lim
→0
e
λ0∂PBV,eIBV
∣∣∣
0
= lim
→0
e
λ0∂PFP,e
IFP
∣∣∣
0
. (3.56)
As a consequence, we have
lim
→0
e
λ0∂PBV,Wf,γe
IBV
∣∣∣
conn,0
= lim
→0
e
λ0∂PFP,Wf,γe
IFP
∣∣∣
conn,0
. (3.57)
Proof. First, we check that the bosonic parts of the integral kernels of the propagators
coincide. We have
P bosFP, = Πim ∗d ◦
∫ ∞

e−t∆dt (3.58)
P
[0]
BV, = −Πim ∗d ◦
∫ ∞

e−t∆dt ◦ ∗. (3.59)
where in the second line, we used that the Hodge star ∗ commutes with the integral. Thus,
for all β ∈ Ω1(Σ), we have
P bosFP,(β) = P
[0]
BV,(∗β)∫
Σy
P bos,abFP, (x, y) ∧ ∗βb(y) =
∫
Σy
P
[0],ab
BV, (x, y) ∧ (∗βb),
where in the second-line, we used the L2-pairing and BV -convolution pairing to convert to
integral kernels. Since β was arbitrary, we have
P bos,abFP, (x, y) = P
[0],ab
BV, (x, y). (3.60)
So the only remaining issue consists in comparing the fermionic propagators and the
interactions that have fermions. We can ignore ICE from the BV interactions because the
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propagator has no X† component, so that upon setting external leg variables equal to zero,
those that depend on X† are annihilated. One can show that the fermionic propagators are
related as follows. Note that
P fer,abBV (x, y) ∈
(
E [−1] ⊕ E [1]
)
⊕
(
E [1] ⊕ E [−1]
)
corresponding to P
[−1]
BV, : E [0] → E [−1] and P [1]BV, : E [2] → E [1], respectively. On the other
hand,
P fer,abFP (x, y) ∈
(
Ω
0
(Σ; g)⊗ Ω0(Σ; g)
)
⊕
(
Ω0(Σ; g)⊗ Ω0(Σ; g)
)
. (3.61)
Next, observe that −P fer,abBV, (x, y) is given by (∗d ⊗ 1) ⊕ (1 ⊗ ∗d) applied to the two cor-
responding components of P fer,abFP, (x, y) in (3.61), i.e. ∗d acts on the Ω
0
(Σ; g) factor. This
follows, for instance, from the computation∫
Σy
(1⊗ ∗dy)P fer,abFP, (x, y) ∧Ab(y) = −
∫
Σy
P fer,abFP, (x, y) ∧ ∗d∗Ab(y)
= −P ferFP,(d∗A)
= P
[−1]
BV,(A).
and similarly for P
[1]
BV,. It follows that (1⊗∗d) applied to the Ω0(Σ; g)⊗Ω¯0(Σ; g) component
of P fer,abFP (x, y) is equal to the Ω
0(Σ; g)⊗Ω1,†(Σ; g) component of −P fer,abBV (x, y) due to the
sign rule (3.42). On the other hand, if we identify ∗dω¯ ∈ imQ†g with −A† and ω with X,
then
IFP,gh = −
∫
〈ω¯, d∗[A,ω]〉 dσ
=
∫
〈∗dω¯ ∧ [A,ω]〉
→ −
∫ 〈
A† ∧ [A,X]
〉
= −IBV,gh
So IFP,gh (the third term of (3.8)) and IBV,gh have opposite signs under this correspondence.
Thus, in passing from Faddeev-Popov to BV fermonic Feynman integrals, the former cor-
respond to BV integrals with interactions and propagators replaced with their negatives,
thus resulting in no net difference. It now follows that (3.56) and (3.57) hold. 
Step (iii):
We now turn to the heart of the proof of Theorem 3.8. We have a few algebraic prelimi-
naries to establish:
Lemma 3.18. Let v ∈ E. For any linear operator D on E, which acts as a derivation on
Sym(E) and dually as a derivation on Sym(E∗), we have
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(i) ∂Dv = [∂v, D]
(ii) ∂DK = [∂K , D]
as operators on Sym(E∗).
Proof. (i) Both ∂Dv and [∂v, D] are derivations of degree (−1)|Dv|, so it suffices to
check ∂Dv = [∂v, D] on E∗. The statement is then automatic.
(ii) Without loss of generality, let K = K1 ⊗K2. Using (i), then
∂DK = ∂(DK1⊗K2+(−1)|D||K1|K1⊗DK2)
=
1
2
(
∂K2∂DK1 + (−1)|D||K1|∂DK2∂K1
)
=
1
2
(
∂K2 [∂K1 , D] + (−1)|D||K1|[∂K2 , D]∂K1
)
=
1
2
[∂K2∂K1 , D]
= [∂K , D]. 
Let Kt = e
−t∆ be the heat-operator associated to ∆ = [Q,Q†g] at time t. Note that
K∞ = Π is the orthogonal projection onto ker ∆. Because Kt is a degree zero operator, its
integral kernel is of degree 1.
Definition 3.19. Define the BV Laplacian ∆BV to be the “divergence operator”
∆BV := ∂K0
We also consider the regulated versions
∆BV, := ∂K
These operators are of degree one.
Note that since K0, being the integral kernel of the identity operator, is a δ-function
along the diagonal, ∆BV (F ) is not well-defined for arbitrary F . The BV Laplacian is inti-
mately related to the master equation (3.52), for further reading see [17]. In our condensed
presentation, we obtain ∆BV as a byproduct of the gauge-invariance analysis that is about
to follow.
Lemma 3.20. If at least one of F or G is a local action functional, then
{F,G} = lim
→0
(
∆BV,(FG)−∆BV,(F )G− (−1)|F |F∆BV,(G)
)
. (3.62)
Proof. This is a straightforward algebraic computation by noting that {F,G} is the
part of ∂K0(FG) in which the K0 = lim→0K contraction joins F to G. This is what the
right-hand side of (3.62) expresses, since it subtracts from ∆BV,(FG) those contractions
that involve only F or G alone. 
Next, we need to consider how the propagator Pg varies as the metric varies. Here,
we follow the ideas of [17, Proposition 10.7.2]. Let gτ be a family of compatible metrics
parametrized by τ belonging to the standard n-simplex ∆n (for us, n = 1 suffices since
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any two compatible metrics can be joined by a 1-parameter family of compatible metrics).
Consider the complex
C = Ω•(∆n)⊗ E ,
the space of τ -dependent elements of E tensored with differential forms on ∆n. The differ-
ential on C is
dC = ddR +Q
induced from the de-Rham ddR differential on Ω
•(∆n) and the differential Q on E , i.e.
dC(η ⊗ a) = ddRη ⊗ a+ (−1)|η|η ⊗Qa, η ∈ Ω•(∆n), a ∈ E .
The space C allows us to differentiate τ -dependent elements of E within the setting of a
chain-complex (and not just merely an ordinary derivative).
We consider all Ω•(∆n)-linear functionals on E , i.e.
SymΩ•(∆n)(C∗) = Ω•(∆n)⊗ Sym(E∗).
That is, an element of SymΩ•(∆n)(C∗) is a section of the bundle over ∆n whose fiber
over τ ∈ ∆n is a polydifferential functional of elements of E valued in Λ•(T ∗τ ∆n). The
space SymΩ•(∆n)(C∗) accounts for τ -dependent functionals on E along with their exterior
derivatives in the τ -directions. The complex C is a graded module over Ω•(∆n) while
SymΩ•(∆n)(C∗) is a graded algebra over Ω•(∆n) in the natural way. In what follows, we
extend our previous constructions to the appropriate families version, which is not entirely
straightforward. All operators in question will be parametrized by τ ∈ ∆n and are Ω•(∆n)-
linear operators on C.
We have a family of gauge-fixing operators
Q†τ := Q
†
gτ
given by a family of compatible metrics gτ , τ ∈ ∆n. The degree −1 maps Q†t on E induce
degree −1 maps on C in the natural way. We then obtain a family of Laplace-type operators
D˜τ = [ddR +Q,Q†τ ] = [Q,Q†τ ] + [ddR, Q†τ ], τ ∈ ∆n
where the first term [Q,Q†τ ] is a Laplacian and the second term [ddR, Q
†
τ ] is nilpoent (since
wedging with a 1-form in the ∆n-direction is a nilpotent operation). The ˜ supserscript is
to emphasize the fact that D˜τ has components in de Rham degree greater than zero; it is
not simply a τ -dependent operator on E .
Because Q†τ varies along compatible metrics (or along our path connecting Coulomb to
holomorphic gauge), we have [ddR, Q
†
τ ]h = 0 for all h ∈ H. Since [Q,Q†τ ] is invertible on the
orthogonal complement E⊥ to H, we have
ker D˜τ = Ω•(∆n)⊗H, τ ∈ ∆n
is constant. Likewise, we have im D˜τ ⊂ Ω•(∆n) ⊗ E⊥. Hence we can define D˜−1τ = [ddR +
Q,Q†τ ]−1 to be the inverse of D˜τ on Ω•(∆n)⊗ E⊥. We obtain a family of propagators
P˜τ = Q
†
τ [ddR +Q,Q
†
τ ]
−1.
It can be regarded as a Ω•(∆n)-linear chain-homotopy on C:
[ddR +Q, P˜τ ] = id−Π, (3.63)
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where, by slight abuse of notation, we identify Π on E with its Ω•(∆n)-linear extension to
C. As before, we can implement “heat-kernel regularization” for P˜τ :
P˜τ, = Q
†
t
∫ ∞

e−tD˜τdt,  ≥ 0.
Here, the operator e−tD˜τ , for each fixed τ , has to be interpreted as the strongly-continuous
semigroup associated to D˜τ , since D˜τ is no longer a Laplace-type differential operator (the
term [ddR, Q
†
τ ] contains a pseudodifferential term arising from the component Q
†,[0]
τ ). Since
[ddR, Q
†
τ ] is nilpotent, the spectrum of D˜τ equals the spectrum of [Q,Q†τ ] and hence is non-
negative. Thus, the Hille-Yosida theorem implies that D˜τ generates a strongly continuous
semigroup e−tD˜τ , such that for t = 0 we have the identity operator and for t =∞ we have
projection onto Ω•(∆n)⊗H.
Equation (3.63) becomes
[ddR +Q, P˜τ,] = e
−D˜τ −Π, (3.64)
The integral kernel P˜τ,(x, y) of P˜τ, (with respect to BV convolution) is an element of
Ω•(∆n)⊗ E ⊗ E and is of degree zero.
Define K˜τ,t = e
−tD˜τ , for t ∈ [0,∞]. Its integral kernel K˜t(x, y) is an element of Ω•(∆n)⊗
E ⊗ E that is of degree one. For t =∞, then K˜τ,∞ = K˜∞ is independent of τ and equal to
Π.
We have the families BV Laplacians
∆˜BV,τ,t = ∂K˜τ,t .
Equation (3.63), translated from operators to integral kernels with respect to BV convolu-
tion, implies that
(ddR +Q)P˜τ,(x, y) = K˜τ,(x, y)− K˜∞(x, y) (3.65)
where ddR +Q acts on Ω
•(∆n)⊗ E ⊗ E as a (graded) derivation.
Since (Q†τ )2 = 0 and Q†τ commutes with D˜τ for every τ , we have
P˜ 2τ, = 0. (3.66)
Proof of Theorem 3.8: Let O = Wf,γ be a Wilson loop observable. If g0 and g1 are two
compatible metrics, join them by a path of compatible metrics. This yields for us a family
of metrics indexed by τ along a 1-simplex ∆1. We will show that the resulting family of
Wilson loop expectations is constant along ∆1, by showing that dmet 〈O〉 = 0.
Let =k denote equality in de-Rham degree k. For notational clarity, we drop the explicit
dependence on τ . Also, we denote the de Rham differential on Ω•(∆1) by dmet. Thus, we
have
〈O〉 =0 lim
→0
eλ0∂P˜OeI |conn,0 (3.67)
since in de Rham degree zero, P˜ is just the family of propagators P. We have
dmet 〈O〉 =1 λ0 lim
→0
eλ0∂P˜∂[dmetP˜(x,y)]Oe
I |conn,0, (3.68)
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i.e. we sum over all possible Feynman diagrams in which we must also Wick contract with
a derivative of the propagator dmetP˜ (x, y). From (3.65), we have
dmetP˜(x, y) = −QP˜(x, y) + K˜(x, y) + K˜∞(x, y). (3.69)
We can use Lemma 3.18 to write
∂QP˜(x,y) = ∂[Q,P˜] = [∂P˜ , Q].
Moreover, it is also easy to verify the algebraic identity
[eλ0∂P˜ , Q] = eλ0∂P˜λ0[∂P˜ , Q].
Finally, we also have (QF )|0 = 0 for any functional F , since Q annihilates constant func-
tionals. Thus,
[eλ0∂P˜ , Q]F
∣∣∣∣
0
= eλ0∂P˜QF
∣∣∣∣
0
.
So using the above three equations, replacing I with I¯/λ0, then (3.68) and (3.69) imply
dmet 〈O〉 =1 lim
→0
eλ0∂P˜
(−Q+ λ0∆˜BV, − λ0∆˜BV,∞)OeI¯/λ0∣∣∣∣
conn,0
(3.70)
=1 λ0 lim
→0
eλ0∂P˜
(
−QO + {I¯ , O}+ λ0∆˜BV,O
)
eI¯/λ0
∣∣∣∣
conn,0
+ λ−10 lim→0
eλ0∂P˜
(
−QI¯ + 1
2
{I¯ , I¯}+ λ0∆˜BV,I¯
)
eI¯/λ0
∣∣∣∣
conn,0
− λ0 lim
→0
eλ0∂P˜ ∆˜BV,∞
(
OeI¯/λ0
)∣∣∣∣
conn,0
.
(3.71)
In the second line, we made repeated use of Lemma 3.20 to express ∆˜ of a product in terms
of ∆˜ of the individual factors and the BV-bracket. We have −QO+{I¯ , O} = −λ0{S,O} = 0
since O is gauge-invariant. We have ∆˜BV,O = 0 since O has no antifield components. Next,
−QI¯+ 12{I¯ , I¯} = 0 by the master equation (3.55). We have ∆˜BV,I = 0 since K˜ is symmetric
in Lie-algebra indices,  > 0, while I is skew-symmetric in them.
The final term of (3.71) vanishes by the following. The operation ∆˜BV,∞ = ∂K˜∞ contracts
dσ into an X† entry and 1 into an X entry (and there is also the idg component one must
contract). We have ∆˜BV,∞OeI = O(12{I, I}∞ + ∆˜BV,∞I)eI , where {·, ·}∞ denotes the
contraction of the two input functionals using ∂K˜∞ , with K˜∞ placed on distinct functionals
(cf. Lemma 3.20). The term ∆˜BV,∞I vanishes since K˜∞ is symmetric in Lie algebra indices.
We thus have to consider
1
2
{I, I}∞ = {Igh, ICE}∞ + 1
2
{ICE , ICE}∞ (3.72)
The second term of (3.72) has an uncontracted X† argument, for which P˜ will not be able
to contract (there is no degree zero element of Ω•(∆1) ⊗ E ⊗ E that has a component in
E [2]). Thus the operation |0, which makes external leg variables zero, will annihilate all
diagrams with external X† legs. So we need only consider diagrams arising from the first
term of (3.72). However, all such diagrams vanish using the condition P˜ 2 = 0. Indeed, one
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has an external A and A† leg in {Igh, ICE}∞, and the placement of propagators P˜ on these
legs yields the integral kernel for P˜ 2 (since X = 1 was contracted into the remaining slot
of Igh).
Altogether, we have shown that all terms of dmet 〈O〉C vanish. This establishes gauge-
invariance. 
As a result of metric-independence, we can deduce that, like the exact expectation, the
perturbative expectation of Wilson loops are invariant under area preserving diffeomor-
phisms.
Theorem 3.21. Let γ be a regular curve on S2. Then for any diffeomorphism Φ : S2 → S2
which preserves the areas of the regions complementary to γ, we have
〈Wf,γ〉S2,C =
〈
Wf,Φ(γ)
〉
S2,C
.
Proof. First, we have the following straightforward covariance property: for any (con-
tinuously differentiable) diffeomorphism Ψ : S2 → S2, we have
〈Wf,γ〉S2,C,dσ =
〈
Wf,Ψ(γ)
〉
S2,C,Ψ∗(dσ)
, (3.73)
where the two sides above denote expectations with respect to dσ and Ψ∗(dσ), respectively.
Indeed, the terms of 〈Wf,γ〉S2,C,dσ consist of (regulated) Feynman diagrams formed out
of any compatible metric, and by pushing forward all these diagrams under Ψ, we obtain
(regulated) Feynman diagrams computed with respect to a corresponding compatible metric
for the area form Ψ∗(dσ). Letting the regulator go to zero, we obtain the result.
In particular, equation (3.73) holds with Ψ = Φ. Our result follows by one further
application of (3.73) if we can find a diffeomorphism Ψ such that Ψ leaves Φ(γ) invariant
and Ψ∗(Φ∗(dσ)) = dσ. This is possible as a consequence of [12], which in particular,
establishes the following. Given two volume forms ω1 and ω2 on a surface M with corners,
if they have equal volumes and agree pointswise at the boundary corners, then there exists
a diffeomorphism Ψ : M →M such that Ψ∗(ω1) = ω2 and Ψ is the identity map restricted
to the boundary. We apply this result as follows. We have S2 \ Φ(γ) is the union ⋃Ri of
manifolds with corners, one for each connected component Ri of S
2\Φ(γ). Let dσ′ = Φ∗(dσ).
Suppose dσ′ and dσ agree at the points of self-intersection of Φ(γ) (the source of corner
points). By the aforementioned result, we can find diffeomorphisms Ψi : Ri → Ri such that
(Ψi)∗(dσ′) = dσ (3.74)
on Ri and then patch the Ψi together since the Ψi agree along common boundaries (con-
tiguous Ψi fix their common boundary and their first derivatives agree by virtue of (3.74)).
This yields our desired map Ψ.
So suppose dσ′ and dσ disagree at a self-intersection point p. Choose a small open disk
D centered at p and work in a coordinate chart such that all components of γ passing
through D are diameters of D. Then via a compactly-supported nonlinear radial dilation
about p, we can diffeomorphically map D to itself in such a way that it preserves the image
of γ and it maps dσ′|p to dσ|p. Apply such a diffeomorphism to neighborhoods of every
self-intersection point of Φ(γ) and extend it to the rest of S2 by the identity map. Letting
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Ξ denote the resulting diffeomorphism of S2, we have that〈
Wf,Φ(γ)
〉
S2,C,Φ∗(dσ)
=
〈
Wf,Ξ(Φ(γ))
〉
S2,C,Ξ∗(Φ∗(dσ))
=
〈
Wf,Φ(γ)
〉
S2,C,Ξ∗(Φ∗(dσ))
.
The first line applies the covariance property (3.73) and the second line uses the fact that
the Feynman integrals induced from a Wilson loop are independent of the parametrization
of the underlying curve (Ξ, which preserves the image of Φ(γ), is such that Ξ(Φ(γ)) is a
reparametrization of Φ(γ)). We can now proceed as before, but with dσ′ = Ξ∗(Φ∗(dσ)),
since now dσ′ and dσ agree at the self intersection points of Φ(γ). 
3.3. Coulomb gauge = Holomorphic gauge. In this section, we use the Batalin-
Vilkovisky formalism of the previous section to prove the equivalence of Coulomb gauge
with holomorphic gauge on Σ = S2. We have the following result:
Theorem 3.22. Pick any compatible metric on S2 determining a corresponding Coulomb
gauge and holomorphic gauge. Then
〈Wf,γ〉S2,C = 〈Wf,γ〉S2,hol . (3.75)
Consequently, 〈Wf,γ〉hol is invariant under area-preserving diffeomorphisms.
Proof. As a consequence of Theorem 3.21, we need only establish (3.75). In the same
way that holomorphic gauge needs to be interpreted in terms of a real integration cycle [34],
the proof of Theorem 3.22 exploits this idea in the Batalin-Vilkovisky context. Namely, we
complexify the BV complex (3.31) and connect the Coulomb gauge and holomorphic gauge
through a one-paramemter family of gauge-fixing operators, one which interpolates between
the subspace im ∗ d ⊂ Ω1(Σ, g) and a totally real subspace of Ω1,0(Σ; gc).
For the sake of brevity, we write Ω1c = Ω
1(Σ; gc), and similarly for Ω
1,0 and Ω0,1. We
have the decompositions
Ω1c =
(
C⊗ im d)⊕ (C⊗ im ∗ d)
Ω1c = Ω
1,0 ⊕ Ω0,1
with Ω1,0 and Ω0,1 the ∓i eigenspaces of ∗, respectively. Concretely, we have
Ω1,0 = {(df + ∗dg) + i(−dg + ∗df)}
Ω0,1 = {(df + ∗dg) + i(dg − ∗df)}
given by the graphs of ±i∗ : Ω1(Σ; gc) → iΩ1(Σ; gc), where f and g denote real-valued
functions. Thus, we can define a totally real subspace of Ω1,0 by restricting the graph of i∗
to im ∗ d:
Ω1,0r := {α ∈ Ω1,0 : α = ∗df − idf}.
We have
Ω1,0 = Ω1,0r ⊕ iΩ1,0r .
Next, we have the following complexification of the BV-complex:
Ω0c
−d // Ω1c
d∗d // Ω1c
−d // Ω2c (3.76)
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The differential Q and the Coulomb gauge-fixing operator Q†, defined as in (3.33) with
respect to some fixed compatible metric, extend complex-linearly. Denote the complex
(3.76) by Ec; it consists of the terms E [k]c supported in degree k, −1 ≤ k ≤ 2.
Define the one-parameter family of isomorphisms Uτ : Ec → Ec, 0 ≤ τ ≤ 1, by
Uτ |E [k]c =
{
Πim d + (1 + τi∗)Πim ∗d k = 0, 1
id k 6= 1
where the complementary orthogonal projections Πim d and Πim ∗d (with respect to the
chosen compatible metric) are extended complex linearly to Ω1c . One can check that Uτ
commutes with the differential Q, so that the Uτ are chain isomorphisms. We have U0 is
the identity and U := U1 maps im ∗d ⊂ E [k] to Ω1,0r , k = 1, 2.
Define
Q†τ = UτQ
†U−1τ . (3.77)
Then
[Q,Q†τ ] = Uτ [Q,Q
†]U−1τ = [Q,Q
†]
since ∆ = [Q,Q†] commutes with Uτ . We have the τ -dependent propagator
Pτ = Q
†
τ [Q,Q
†
τ ]
−1 (3.78)
= Q†τ [Q,Q
†]−1 (3.79)
which satisfies
Pτ = UτQ
†
τ [Q,Q
†]−1U−1τ . (3.80)
We have
[Q,Pτ ] = id−Π (3.81)
for all τ .
Hence, the exact same proof as the proof of Theorem 3.8, with the -regulator inserted
and then taken to zero, shows that Wilson loop expectations with respect to the propagators
Pτ are independent of τ . Indeed, we define the operator
D˜τ = [Q,Q
†
τ ] + [ddR, Q
†
τ ]
= [Q,Q†] + [ddR, Q†τ ]
as before, which is a Laplace-type operator plus a nilpotent operator. From this, we obtain
the -regulated families propagator P˜τ, as in the proof for Theorem 3.8, and we proceed in
exactly the same way.
Since P0 is the Coulomb gauge propagator, it remains to check that P
[0]
1 is the holomorphic
gauge propagator and that P
[±1]
1 have their 1-form components belonging to Ω
1,0. Indeed,
if we do this, then
eλ0∂P1OeI
∣∣∣∣
conn,0
= eλ0∂PholO
∣∣∣∣
0
. (3.82)
for a gauge-invariant observable O, since I vanishes whenever all the entries belong to Ω1,0.
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First, we check that P
[0]
1 inverts ∂¯ ∗ ∂¯ : Ω0,1 → Ω0,1. So let α = ∂f ∈ Ω1,0 for some
arbitrary function f . We have
UQ[0],†U−1[Q,Q†]−1∂¯ ∗ ∂¯α = UQ[0],†U−1[Q,Q†]−1∂¯ ∗ ∂¯∂f
= UQ[0],†U−1[Q,Q†]−1∂¯
(
− i
2
∆f
)
= − i
2
UQ[0],†U−1∂¯f
= − i
2
UQ[0],†U−1
(
1
2
(1− i∗)df
)
= − i
2
UQ[0],†
(
df − 1
2
i ∗ df
)
=
i
2
U(∗df)
=
i
2
(1 + i∗)(∗df)
= i ∗ ∂f
= α.
So P
[0]
1 = Phol. Next, it follows from U1 : im ∗ d → Ω1,0r that P [1]1 = U1P [1]U−11 maps into
Ω1,0 and P
[−1]
1 = U1P
[−1]U−11 annihilates Ω
1,0. Thus, the E [1]c -components of P [±1](x, y)
belong to Ω1,0. 
We present the following lemma which makes the Q†τ (and hence Pτ ) more explicit and
which will be useful in the next section:
Lemma 3.23. We have
Q†,[−1]τ = −
(
(1− τ)∂∗ + (1 + τ)∂¯∗) (3.83)
Q†,[0]τ = (1 + τi∗)(−Πim ∗d ∗)(1− τi∗) (3.84)
Q†,[1]τ = −
(
(1− τ)∂∗ + (1 + τ)∂¯∗) (3.85)
Proof. On 1-forms, we can write Uτ as the matrix
Uτ =
(
1 τi∗
0 1
)
with respect to the decomposition Ω1c = im d⊕ im ∗ d. Thus, we have
U−1τ =
(
1 −τi∗
0 1
)
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From this, we have
Q†,[−1]τ = −d∗U−1τ (3.86)
= −d∗(1− τi∗) (3.87)
= −(d∗ − τi ∗ d) (3.88)
= −(∂∗ + ∂¯∗) + τi ∗ (∂ + ∂¯) (3.89)
= −(∂∗ + ∂¯∗)− τ(− ∗ ∂ ∗+ ∗ ∂¯∗) (3.90)
= −(∂∗ + ∂¯∗)− τ(∂¯∗ − ∂∗) (3.91)
= −((1− τ)∂∗ + (1 + τ)∂¯∗). (3.92)
In the fourth line above, we used that ∂ and ∂¯, acting on Ω1c , are nontrivial only on Ω
0,1 and
Ω1,0, respectively, and these latter spaces have eigenvalues ±i with respect to ∗, respectively.
Likewise, we have
Q†,[1]τ = −Uτd∗ (3.93)
= −(1 + τi∗)d∗ (3.94)
= −d∗ − τid∗ (3.95)
= −(∂∗ + ∂¯∗)− τi(∂ + ∂¯)∗ (3.96)
= −(∂∗ + ∂¯∗)− τ(− ∗ ∂ ∗+ ∗ ∂¯∗) (3.97)
= −((1− τ)∂∗ + (1 + τ)∂¯∗). (3.98)
The expression for Q
†,[0]
τ is straightforward. 
Proposition 3.24. Definition 3.4 is well-defined.
Proof. The area form on the round sphere of radius r is given by
dσr =
4dxdy
(1 + (x2 + y2)/r2)2
.
Let S2r denote the sphere with the area forms crdσr with cr → 14 . Then letting r → ∞
constitutes a decompactification limit. Under this limit, we have
lim
r→∞Phol,S2r =
(
cr
pi
1
(1 + |z|2/r2)(1 + |w|2/r2)dz
z¯ − w¯
z − wdw
)
ea ⊗ ea
= Phol,R2(z, w)
Since the decompactification limit of the holomorphic gauge propagator exists, then a for-
tiori, the decompactification limit of holomorphic gauge Wilson loop expectations exist.
Since Coloumb gauge expectations coincide witih holomorphic gauge expectations via The-
orem 3.22, the result follows. 
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3.4. 2D Yang-Mills is finite. Fix a compatible Riemmanian metric and write P = Pg,
where Pg is the BV-propagator. We can regulate the family of propagators Pτ interpolating
between Coulomb gauge and holomorphic gauge (3.79) following (3.44)–(3.45), to obtain
the family of regulated propagators
Pτ, = Q
†
τ
∫ ∞

e−t∆gdt,  > 0, 0 ≤ τ ≤ 1. (3.99)
Write GBV, =
∫∞
 e
−t∆gdt, which is a regulated Green’s operator for ∆g acting on the
BV-complex E . We have
GBV, = ⊕G[i]BV,, G[i]BV, : E [i] → E [i].
We have
P [i]τ, = Q
†,[i]
τ G
[i+1]
BV, .
In this section, we prove the following result:
Theorem 3.25. For a closed surface Σ, we have
lim
→0
eλ0∂Pτ,
(
Wf,γe
I
) ∣∣∣
conn,0
(3.100)
exists, as a formal power series in λ = λ0|Σ|, for every 0 ≤ τ ≤ 1.
In two-dimensions, Yang-Mills theory is superrenormalizable, which means that there
are only finitely many one-particle irreducible12 diagrams which are potentially divergent.
This is a simple inspection: using the Fadeev-Popov procedure (which we will show to be
equivalent to the BV procedure) the singularities of the Coulomb gauge propagator are
logarithmic, so that the type of propagator insertions which lead to divergent integrals
is highly constrained. Moreover, we only need to consider those one-particle irreducible
diagrams that have external edges, since these ultimately need to be connected to a Wilson
loop observable.
It is easy to see that the only one-particle irreducible diagrams with external edges that
are potentially divergent as → 0 are the ones in Figures I-III. Here we have omitted powers
of λ0 appearing in λ0∂P and in I, since for these diagrams they cancel to give an overall
factor of λ00. Individually, these diagrams are divergent as → 0, but we are only interested
in sums over Feynman diagrams as occurring in (3.100). What we will show is that the
sum of these diagrams remains finite as  → 0. The consequence is that the sum over all
Feynman diagrams in (3.100) become finite as  → 0, since the only possible divergences
come from a subgraph consisting of the sum of diagrams I–III.
Observe that each Feynman diagram has two pieces: a Lie-algebraic part and an analytic
part. This is because the propagator Pτ, factors into a differential-form part and the tensor
idg ∈ g ⊗ g. Hence, the integrals arising from Feynman diagrams consist of Lie-algebraic
contractions and differential-form contractions. For each of the above diagrams, we will
compute each of these factors separately. (The individual Lie and analytic factors have an
12A Feynman diagram is one-particle irreducible if it cannot be disconnected by cutting an internal edge.
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Figure I. Tadpole from 4-point vertex arising from ∂Pτ,
(−18 ∫ 〈[A,A] ∧ ∗[A,A]〉)
Figure II. Loop from 3-point vertex arising from 12∂
2
Pτ,
1
2
(−12 ∫ 〈[A,A] ∧ ∗dA〉)2
Figure III. Fermionic loop arising from 12∂
2
Pτ,
1
2
(∫ 〈
A, [A†, X]
〉)2
overall sign that depends on how one expresses Feynman diagrams as Wick contractions,
but the product of these factors is always well-defined.) Here, a proper understanding of the
signs and combinatorial factors attached to the different Feynman diagrams is absolutely
essential, as they affect the sum leading to the cancellation of divergences.
In order to compute the Feynman diagrams I-III, we need to perform some preliminary
analysis of the precise form of the singularities of Pτ, near the diagonal as  → 0. The
remainder of this section is divided into three subsections. First, we discuss the notational
setup for our analysis near the diagonal, in particular, the singularity of the Green’s func-
tion G for the Laplace-Beltrami operator on 1-forms. Second, we analyze the singularity
of the Hodge projection Πim ∗d and the composition Πim ∗dG which occurs in our BV prop-
agator. This allows us to understand the singularities of Pτ, and its derivatives. Finally,
in the third section, we piece together all these estimates to analyze the → 0 behavior of
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Feynman diagrams formed out of the Pτ,.
3.4.1. Analysis near the diagonal. Let x, y be nearby points lying in a small coordinate
chart of our surface Σ. Near the diagonal, the Green’s function for the Laplacian on the
space of 1-forms takes the form
G(x, y) = − log d(x, y)
2pi
Φx←y + l.o. (3.101)
where Φx←y denotes parallel transport (with respect to the Levi-Civita connection acting
on forms) from y to x, d(x, y) denotes the Riemannian distance between x and y, and l.o.
denotes lower order terms (of order O(d(x, y) log d(x, y))). In other words,
∆−1(α) =
∫
Σ
G(x, y)α(y)dV (y) (3.102)
where dV is the Riemannian volume form. Using the L2-pairing to identify Φx←y with an
element of Ω1(Σ)⊗Ω1(Σ), this is equivalent to G(x, y) being the L2-integral kernel of ∆−1.
In the above, we parametrized G(x, y) in terms of two separate variables x and y, one
for each copy of Σ. Since the singularity of G(x, y) and its derivatives occur along the
diagonal, it will be convenient to parametrize Σ×Σ near the diagonal so that one coordinate
parametrizes the diagonal submanifold of Σ×Σ and the other (local) coordinate measures
the deviation from the diagonal via use of the exponential map. More precisely, we switch
to the parametrization (x, expx(w)), where w ∈ TxΣ, so that w = 0 corresponds to the
diagonal submanifold. Thus, we consider the diffeomorphism
Ψ : U ⊂ TΣ→ Σ× Σ
(x,w) 7→ (x, expx(w)), (3.103)
where U is a neighborhood of the zero section. The convenient feature about this coordinate
system is that the Riemannian distance d(x, expx(w)) between two nearby points x and
expx(w) is simply
d(x, expx(w)) = ‖w‖x, (3.104)
where ‖w‖x is computed with respect to the Riemannian inner product on TxΣ. Thus, for
y = expx(w) near x, we can write
G(x, y) = G(x, expx(w))
= − log ‖w‖x
2pi
Φx←expx(w) + l.o.
We will need to compute expressions involving exterior derivatives of the propagator and
hence of G(x, y). Using the local diffeomorphism (3.103), we translate derivatives in each
of the component directions of Σ×Σ into derivatives with respect to the (x,w)–coordinate
system. The exterior derivative on Σ×Σ splits into components along the first and second
factor of Σ, which we denote by dx and dy, respectively. (Warning: The operation dx
is ambiguous since it could also mean exterior derivative in the x-direction in the (x,w)-
coordinate system. The meaning of dx will always be inferred from whether the function
being differentiated is regarded as a globally defined function on Σ× Σ or as a function of
(x,w).) We are interested in computing the pull-backs Ψ∗(dx) and Ψ∗(dy) explicitly.
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Pick a local coordinate system xµ on Σ. This induces a product local coordinate system
(xµ, yν) on Σ × Σ, where the xµ and yµ can be identified using the identity map from the
first factor of Σ to the second factor. Consider a local orthonormal frame13 eµ = eµ(x)
for T ∗xΣ, which induces a dual local frame ∂eµ for TxΣ. In other words, eµ is a coordinate
system on TxΣ, and thus we can write
w = wµ∂eµ , w ∈ TxΣ.
Performing a Taylor expansion of Ψ(x,w) along w = 0, we have
Ψ(xµ,wν) = (xµ, xµ + wν +O(w2)),
where O(w2) denotes a (x-dependent) term which is a quadratic polynomial in w. This
follows from the fact that the derivative of the exponential map at the origin w = 0 is the
identity map. Since dx = dx
µ ∧ ∂xµ = eµ ∧ ∂eµ and similarly for dy, it follows that
Ψ∗(dx) = eµ ∧ (∂eµ − ∂wµ) +O(w) (3.105)
Ψ∗(dy) = (eµ + dwµ) ∧ ∂wµ +O(w). (3.106)
For the purposes of analyzing the singularities of Feynman diagrams (and thus of the
G(x, expx(w)), we can simplify (3.106) and (3.105) further. Namely, introduce the some-
what ambiguous14 notation “≡” to mean the following
≡ : up to terms that will not contribute to divergences in Feynman diagrams (3.107)
Thus, we can write
Ψ∗(dx) ≡ −eµ ∧ ∂wµ (3.108)
Ψ∗(dy) ≡ dwµ ∧ ∂wµ . (3.109)
since the terms involving derivatives with respect to w will lead to the most singular terms
when differentiating G(x, expx(w)) (and the lower order terms will not contribute to the
singluarities in Feynman integrals.)
Likewise, we can simplify the expression for G(x, expx(w)) acting on 1-forms. Use the
L2-pairing to identify the mapping Φx←expx(w) in (3.101) as an element of Ω
1(Σ)⊗ Ω1(Σ).
We have
Φx←expx(w) = e
µ(x)⊗ eµ(x) +O(w) (3.110)
for y = expx(w) near x, where we can identify the left-most copy of e
µ(x) in the above as
living in T ∗yΣ using the local trivialization provided by our coordinate system xµ. Thus, we
may write
G(x, expx(w)) ≡ −
log ‖w‖
2pi
eµ ⊗ eµ. (3.111)
More generally, letting G(x, y) being the L
2-integral kernel of
∫∞
 e
−t∆dt, we have
G(x, expx(w)) ≡ GR
2
 (w)e
µ ⊗ eµ, (3.112)
13We distingiush between an orthonormal basis ea in g and an orthonormal frame e
µ for T ∗Σ via roman
versus latin indices, respectively.
14 The criterion in (3.107) is a priori ambiguous because it will be checked at a much later stage (the
computation of Feynman diagrams) than when it is invoked. Fortunately, in two dimensions, the singularity
structure is such that only leading order terms in w contribute.
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since the heat-kernel on Σ near the diagonal is to leading order equal to the heat-kernel on
R2.
3.4.2. Singularity analysis of P
[0]
τ,(x, y). The bosonic part of the propagator P
[0]
τ, occurs in
all the Feynman diagrams I-III, with III also containing the fermionic components P
[−1]
τ, and
P
[1]
τ, . We shall analyze the singularities of the P
[0]
τ, in the present section; the singularities
of the fermionic components will be handled in the next section.
We have
P [0]τ,(x, y) =
(
(1 + τi∗) ◦Πim ∗d ◦ (1− τi∗) ◦G
)
(x, y), (3.113)
where the integral kernel on the right-hand side is with respect to the L2-inner product
determined by the metric gτ . (Unless otherwise stated, BV operators with a superscript [i]
have their integrals defined with respect to the BV pairing, whereas all other integral kernels
are defined with respect to the L2-pairing. We also suppress the Lie algebra dependence
of our propagators in this section.). The case τ = 0 was established in (3.60) using (3.58).
The case τ > 0 follows similarly using the expression (3.84).
It follows from (3.113) that the singularity of P
[0]
τ,(x, y) is determined by the singularity
of (Πim ∗dG)(x, y). This singularity is given by the following lemma:
Lemma 3.26. We have
(Πim ∗dG) (x, expx(w)) ≡
1
2
G(x, expx(w)) (3.114)
Consequently, we have
P [0]τ,(x, x) ≡
log −1/2
4pi
(1 + τi)eµ ⊗ (1 + τi)eµ (3.115)
Proof. First, we need to compute
Πim ∗d = d∗dG (3.116)
in the sense of distributions. That is, we have to compute
Πim ∗d(α) =
∫
Σy
G(x, y) ∧ ∗d∗dα(y), α ∈ Ω1(Σ).
Write β(w) = exp∗x(α)(w) for short. Thus,∫
Σy
G(x, y) ∧ ∗d∗ydyα(y) ≡
∫
W0
G(x, expx(w)) ∧ ∗d∗wdwβ(w)
where W0 stands for a neighborhood of the origin in TxΣ.
Next, note that near w = 0 in TxΣ, the metric is given by gµν(expx(w)) = δµν +O(|w|),
since we write the component of w = wµ∂eµ , with respect to an orthonormal frame ∂eµ .
Also, observe that the associated coframe eµ, viewed as constant 1-forms on TxΣ, coincides
with the coordinate 1-form dwµ. In the below, let µν be the usual antisymmetric tensor
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and write β = βµe
µ. We have∫
W0
G(x, expx(w)) ∧ ∗d∗wdwβ(w) ≡ −
∫
W0
1
2pi
log |w|(eµ ⊗ dwµ) ∧ ∗d∗wdwβ(w) (3.117)
≡ eµ
∫
W0
1
2pi
log |w|∂ν∂νβµνµd2w (3.118)
= − lim
→0
eµ
∫
W0\B(0)
wν
2pi|w|2∂νβµνµd
2w (3.119)
≡ lim
→0
eµ
∫
∂B(0)
wνβµ
2pi|w|2 νµdw
µ
+ lim
→0
eµ
∫
W0\B(0)
1
2pi
(
1
|w|2
−2(wν)2
|w|4
)
βµνµd
2w.
(3.120)
Although we took β to be smooth, observe that the second term of (3.120) is finite as → 0
if the singular part of β is radially symmetric. Indeed, writing βµ(w) = (βsing)µ(|w|) +
(βsmooth)µ(0) +O(w), the first two terms yield integrals evaluating to zero, while the O(w)
term yields a finite integral. In particular, we can let βµ(w) = (G)µ·(expy(w), y). For the
first term of (3.120), using Stoke’s Theorem, we get
lim
→0
eµ
∫
B(0)
wνβµdw
µ
2pi|w|2 νµ = e
µ lim
→0
1
2pi2
∫
B(0)
wνβµdw
µνµ
=
1
2
eµβµ(0)
=
1
2
α(x).
The above analysis implies (3.114).
For the last equation, using (3.113), we have
P [0]τ,(x, x) =
(
(1 + τi∗) ◦Πim ∗d ◦ (1− τi∗) ◦G
)
(x, x)
=
(
(1 + τi∗) ◦Πim ∗d ◦G ◦ (1− τi∗)
)
(x, x)
= ((1 + τi∗)⊗ (1 + τi∗))Πim ∗dG(x, x)
≡ ((1 + τi∗)⊗ (1 + τi∗))
(
1
2
log −1/2
2pi
eµ ⊗ eµ
)
=
log −1/2
4pi
(1 + τi∗)eµ ⊗ (1 + τi∗)eµ.
In the third line, we used that the L2-adjoint of (1− τi∗) on Ω1(Σ) is (1 + τi∗). 
Next, we compute the derivatives of P
[0]
τ,(x, y).
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Lemma 3.27. We have
(dx ⊗ 1) ◦ P [0]τ,(x, y) = (dx ⊗ (1 + τi∗))G(x, y) (3.121)
(1⊗ dy)P [0]τ,(x, y) = ((1 + τi∗)⊗ dy)G(x, y)) (3.122)
(dx ⊗ dy)P [0]τ,(x, y) = (dx ⊗ dy)G(x, y) (3.123)
In the above, no sign-rule is used in evaluating (1⊗ dy) and (dx ⊗ dy).
Proof. Using d ∗Πim ∗d = 0, dΠim ∗d = d, and ∗G = G∗, then from (3.113), we have
(dx ⊗ 1)P [0]τ,(x, y) =
(
d ◦ (1 + τi∗) ◦Πim ∗d ◦ (1− τi∗) ◦G
)
(x, y)
=
(
d ◦ (1− τi∗) ◦G
)
(x, y)
=
(
d ◦G ◦ (1− τi∗)
)
(x, y)
= (dx ⊗ (1 + τi∗))G(x, y).
In the last line, we once again used that the L2-adjoint of (1− τi∗) on 1-forms is (1 + τi∗).
This proves (3.121).
Likewise, since the L2-adjoint of d is d∗, we have the following equality of integral kernels
(derived from operators that map Ω2(Σ; g) to Ω1(Σ; g)):
(1⊗ dy)P [0]τ,(x, y) =
(
(1 + τi∗) ◦Πim ∗d ◦ (1− τi∗) ◦G ◦ d∗
)
(x, y)
=
(
(1 + τi∗) ◦Πim ∗d ◦ (1− τi∗) ◦ d∗ ◦G(2)
)
(x, y)
=
(
(1 + τi∗) ◦ d∗ ◦G(2)
)
(x, y)
=
(
(1 + τi∗) ◦G ◦ d∗
)
(x, y)
=
(
(1 + τi∗)⊗ dy
)
G(x, y)
Here G
(2)
 is the psuedo-inverse for ∆ on Ω2(Σ; g). Likewise,
(dx ⊗ dy)P [0]τ,(x, y) = (d ◦G ◦ d∗)(x, y)
= (dx ⊗ dy)G(x, y).
3.4.3. Computation of Feynman diagrams. We now evaluate the Feynman diagrams given
by Figures I-III.
Figure I. (tadpole on 4 point function):
The only Wick contractions ∂P
(−18 ∫ 〈[A,A] ∧ ∗[A,A]〉) which are nonzero are those
which pair A’s from different Lie bracket terms (since P is proportional to idg). There are
four such possible contractions.
Without loss of generality, regard the Wick contraction as contracting the second and
third copy of A. In what follows, pick an orthonormal basis ea for g with respect to 〈·, ·〉. We
have the Lie algebra factor 〈[ea, ec], [ec, eb]〉, where ea and eb are Lie algebra factors coming
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from the external legs and we sum over repeated indices. Letting C = Ad(ec)Ad(ec), we
have
〈[ea, ec], [ec, eb]〉 = 〈[ec, [ec, ea]], eb〉
= Cab
where Cab is the ab matrix element of C. Thus we have
(I)Lie = Cab (3.124)
Note that for simple gauge group, Cab = −c2(Ad(g))δab, where c2(Ad(g)) is the value of the
quadratic Casimir in the adjoint-representation.
To compute the analytic factor of (I), write the external leg variable as A = Aaea, where
Aa is a scalar-valued 1-form. We can treat the propagator as a real-valued differential form
on Σ×Σ, since the Lie algebra factor has been accounted for. By abuse of notation, we use
the same notation for scalar-valued counterparts in this setting. We have
(I)an = 4 · −1
8
∫
Σ
(
Aa(x) ∧
P
[0]
τ,(x,x)
•
)
∧ ∗
(
•∧Ab(x)
)
,
where 4 is the combinatorial factor arising from the number of Wick contractions. Using
Lemma 3.26, we have
(I)an ≡ −1
2
log −1/2
4pi
∫
Σ
Aa(x) ∧ (1 + iτ∗)eµ(x) ∧ ∗((1 + iτ∗)eµ(x) ∧Ab(x))
=
log −1/2
8pi
∫
Σ
(1− iτ∗)Aa(x) ∧ ∗(1− iτ∗)Ab(x)
=
(1− τ2) log −1/2
8pi
∫
Σ
Aa(x) ∧ ∗Ab(x).
Altogether, the Feynman integral corresponding to Figure I has a singular part equal to
(I) = (I)Lie(I)an (3.125)
≡ (1− τ
2) log −1/2
8pi
∫
Σ
CabA
a ∧ ∗Ab. (3.126)
Figure II. (one loop graph using 3 point vertices)
There are two possible types of Wick contractions that lead to divergences. For the first
type, a propagator joins both copies of dA. For the second, dA belongs to separate Wick
contractions. The number of possible Wick contractions in each case is 4. Call the resulting
Feynman diagrams (II1) and (II2), respectively.
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For (II2), regard each dA of 〈[A,A] ∧ ∗dA〉 as being contracted with the rightmost copy
of A in the [A,A] term of the other copy of 〈[A,A], ∗dA〉. So we get the Lie-algebraic factor
(II2)Lie = 〈[ea, ec], ed〉 〈[eb, ed], ec〉
= −〈[ea, ec], ed〉 〈ed, [eb, ec]〉
= −〈[ea, ec], [eb, ec]〉
= Cab.
For the analytic factor, we have
(II2)an = 4 · 1
4
·
(
1
2
)2 ∫
Σx×Σy
(
Aa(x) ∧
P
[0]
τ,(x,y)
• ∧ ∗dx •
)(
Ab(y) ∧ • ∧ ∗dy•
)
(3.127)
P
[0]
τ,(x,y)
Using Lemma 3.27 to evaluate the derivatives of the P
[0]
τ,(x, y) in terms of the Green’s
functionsG(x, y), and then using Lemma D.1 to simplify the resulting integral of derivatives
of Green’s functions, we have
(II2)an = 4 · 1
4
·
(
1
2
)2 ∫
Σx×Σy
(
Aa(x) ∧
(
(1+τi∗)⊗dy
)
G(x,y)
• ∧ ∗ ∧ ∗• ) (3.128)•)(Ab(y) ∧ •(
dx⊗(1+τi∗)
)
G(x,y)
≡ − 1
16pi2
∫
Σx
∫
1/2<|w|<1
(
Aa(x) ∧ (1 + τi∗)eµ1(x)
)
ν2µ2×(
Ab(expx(w)) ∧ (1 + τi∗)eµ2(expx(w)
)
ν1µ1
wν1wν2
|w|4 (3.129)
Only the terms even in w survive in (3.129). Hence, stipulate ν1 = ν2 =: ν in the above, in
which case, the factor ν1µ1ν2µ2 becomes 
2
νµ where µ1 = µ2 =: µ. Thus, we get
(II2)an = − 1
16pi2
∫
Σx
∫
1/2<|w|<1
(
(1− τi∗)Aa(x) ∧ eµ(x)
)
× ∗
(
(1− τi∗)Ab(expx(w)) ∧ eµ(expx(w)
)
2νµ
(wν)2
|w|4 d
2w
≡ − 1
16pi2
∫
Σx
(1− τi∗)Aa(x) ∧ ∗
(
(1− τi∗)Ab(x)
)∫
1/2<|w|<1
1
2
d2w
|w|2
=
(1− τ2) log −1/2
16pi
∫
Σx
Aa(x) ∧ ∗Ab(x)
Here, we used that ∫
1/2<|w|<1
(wν)2
|w|4 d
2w =
1
2
∫
1/2<|w|<1
|w|2
|w|4d
2w
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by radial symmetry. So altogether, we obtain
(II2) ≡ (1− τ
2) log −1/2
16pi
∫
Σ
CabA
a ∧ ∗Ab. (3.130)
For (II1)Lie, we have a Wick contraction of the two dA’s; let the other Wick contraction
be on the right-most A’s. We get the Lie-algebraic factor:
(II1)Lie = 〈[ea, ec], ed〉 〈[eb, ec], ed〉
= −Cab
For the analytic factor, we have
(II1)an = 4 · 1
4
·
(
1
2
)2 ∫
Σx×Σy
(
Aa(x) ∧ • ∧ ∗dx
P
[0]
τ,(x,y)
•)(Ab(y) ∧ •) ∧ ∗dy• ) (3.131)
P
[0]
τ,(x,y)
As with (II2)an, using Lemma 3.27 to evaluate the derivatives of the P
[0]
τ,(x, y) in terms of
the Green’s functions G(x, y), and then using Lemma D.1 to simplify the resulting integral
of derivatives of Green’s functions, we have
(II1)an = 4 · 1
4
·
(
1
2
)2 ∫
Σx×Σy
(
Aa(x) ∧ • ∧ ∗
(dx⊗dy)G(x,y)
•)(Ab(y) ∧ • ∧ ∗• ) (3.132)
P
[0]
τ,(x,y)
≡ 1
4
∫
Σx
∫
|w|<1
(
Aa(x) ∧ •
)(
Ab(expx(w)) ∧ •
P
[0]
τ,(x,expx(w))
)
(−∂wν∂wνGR2 (x, expx(w)))d2w
(3.133)
≡ 1
4
∫
Σx
∫
|w|<1
(
Aa(x) ∧ (1 + τi∗)eµ(x)
)(
Ab(expx(w)) ∧ (1 + τi∗)eµ(expx(w))
)
×
1
2
GR
2
 (x, expx(w))(−∂wν∂wνGR
2
 (x, expx w))d
2w (3.134)
≡ 1
8
log −1/2
2pi
∫
Σx
(1− τi∗)Aa(x) ∧ ∗(1− τi∗)Ab(x) (3.135)
=
(1− τ2) log −1/2
16pi
∫
Σx
Aa(x) ∧ ∗Ab(x). (3.136)
Here, we used Lemma 3.26 in (3.134). So altogether, we get
(II1) ≡ −(1− τ
2) log −1/2
16pi
∫
Σ
CabA
a ∧ ∗Ab. (3.137)
Altogether, the Feynman integral corresponding to Figure II satisfies
(II) = (II1) + (II2)
≡ 0.
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Figure III. (ghost loop)
Here we have two fermionic propagators, P
[1]
τ, = Q
†,[1]
t G
[2]
BV, and P
[−1]
τ, = Q†,[−1]G
[0]
BV,,
corresponding to contracting A† with X and vice versa. The Lie-algebraic factor we get is
(III)Lie = 〈ea, [ec, ed]〉 〈eb, [ed, ec]〉
= −〈[ea, ec], ed〉 〈[eb, ec], ed〉
= −〈[ea, ec], [eb, ec]〉
= Cab.
For the analytic factor, we have to compute
(III3)an = 2 · 1
4
∫
Σ×Σ
(Aa(x) ∧ • ∧
P
[−1]
τ, (x,y)
•)(Ab(y) ∧ •∧•)
P
[1]
τ,(x,y)
(3.138)
where the 2 is a symmetry factor arising from the fact that P
[1]
τ, and P
[−1]
τ, can arise from
either of the two copies of the full propagator Pτ,).
For any given fixed x, let z and z¯ be local holomorphic-antiholomorphic coordinates in
w-space (with respect to the complex structure on TxΣ). Thus if w = (w
1,w2), where we
make the identification TxΣ ∼= R2 equipped with the standard complex structure, then
z = w1 + iw2
z¯ = w1 − iw2.
Let e = 1√
2
dz and e¯ = 1√
2
dz¯ be normalized holomorphic and anti-holomorphic 1-forms,
respectively. Likewise, let ∂e =
√
2∂z and ∂e¯ =
√
2∂z¯ be normalized holomorphic and anti-
holomorphic tangent vectors, respectively. The holomorphic and anti-holomorphic part of
the exterior derivative on TxX, and their adjoints, can thus be expressed as
∂ = dz ∧ ∂z =
√
2e ∧ ∂z ∂¯ = dz¯ ∧ ∂z¯ =
√
2e¯ ∧ ∂z¯
∂∗ = −
√
2∂z¯ι∂e ∂¯
∗ = −
√
2∂zι∂e¯ .
(Note that ∂ subscripted by a variable denotes the partial derivative with respect to that
variable whereas ∂ by itself denotes the holomorphic part of the exterior derivative in w-
space. Likewise for ∂¯.)
On Ω1(Σ; g) = E [0], the identity tensor with respect to the BV convolution-pairing is
−i(e¯⊗ e− e⊗ e¯),
where the second factor is regarded as an element of E [1]. So
G
[0]
=0,BV (x, expx(w)) ≡
i
4pi
log(zz¯) (e¯⊗ e− e⊗ e¯) (3.139)
Q†,[−1]τ G
[0]
=0,BV (x, expx(w)) = −Ψ∗
(
(1− τ)∂∗ + (1 + τ)∂¯∗
)
G
[0]
=0,BV (x, expx(w)) (3.140)
≡ − i
√
2
4pi
(
(1− τ)1
z¯
1⊗ e¯− (1 + τ)1
z
1⊗ e
)
(3.141)
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In the above, we are interested in  = 0 owing to Remark D.2.
On Ω2(Σ; g) = E [2], the identity tensor with respect to the BV convolution pairing is
given by
ie ∧ e¯⊗ 1 ∈ E [2] ⊗ E [−1].
So
G
[2]
=0,BV (x, expx(w)) ≡ −
i
4pi
log(zz¯) (e ∧ e¯⊗ 1) (3.142)
Q†,[1]τ G
[2]
=0,BV (x, expx(w)) = −Ψ∗
(
(1− τ)∂∗ + (1 + τ)∂¯∗
)
G
[2]
=0,BV (x, expx(w)) (3.143)
≡ i
√
2
4pi
(
(1− τ)1
z¯
e¯⊗ 1− (1 + τ)1
z
e⊗ 1
)
(3.144)
Notice the difference in sign between (3.141) and (3.144); this implicitly accounts for the
fermionic sign rule.
We can now compute (III)an via Lemma D.1, Remark D.2, and formulas (3.141) and
(3.144). Proceeding from (3.138), we have
(III)an ≡ 1
2
· −(1− τ
2)
8pi2
∫
Σx
∫
1/2<|w|<1
(Aa(x) ∧ e¯(x))(
Ab(expx(w)) ∧ e(expx(w))
d2w
zz¯
)
+ c.c. (3.145)
Here, only terms with both a z and z¯ contribute to the singularity in the product of
Q
†,[1]
τ G
[2]
=0,BV and Q
†,[−1]
τ G
[1]
=0,BV (by symmetry), and c.c. stands for complex conjugate
(arising from switching e and e¯ in 3.145). We have∫
Σx
∫
1/2<|w|<1
(Aa(x) ∧ e¯(x))
(
Ab(expx(w)) ∧ e(expx(w))
1
zz¯
)
+ c.c.
≡
∫
Σx
(Aa(x) ∧ e¯(x)) ∗
(
Ab(x) ∧ e(x)
)∫
1/2<|w|<1
d2w
|w|2 + c.c.
= 2pi log −1/2
∫
Aa(x) ∧ ∗Ab(x).
It follows that
(III) ≡ −(1− τ
2) log −1/2
8pi
∫
CabA
a ∧ ∗Ab. (3.146)
Proof of Theorem 3.25: From the above computations, we find that
(I) + (II) + (III) ≡ 0.
Thus, the limit (3.100) is finite since all divergences cancel. 
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4. Exact Asymptotics vs. Perturbation Theory
The relation (1.11) for λφ4 theories in dimensions two and three have been established,
where it is known that n-point correlation functions have asymptotic expansions in small λ
equal to the formal series one obtains from perturbation theory (in fact, the latter can be
Borel resummed to recover the n-point functions exactly) [24, Ch 23.2]. Such results do not
directly address our line of inquiry however, since for scalar field theories, both perturbative
and nonperturbative calculations involve the same scalar field and therefore use identical
formulations. What makes the investigation of this paper notable is that it compares two
different formulations: lattice (group-valued fields) versus continuum (Lie-algebra valued)
fields.
For Yang-Mills theory, the central difficulty is that while limλ→0 〈Wf,γ〉Σ in two-dimensions
can be evaluated by determining the asymptotics of heat kernels on Lie groups, the compu-
tation of 〈Wf,γ〉Σ,pert, to all orders in λ is comparatively much harder to perform. Indeed,
for Coulomb gauge, as the order in λ increases, one has an increasingly complicated set of
Feynman integrals to calculate. While holomorphic gauge is simpler since the theory be-
comes free (i.e. the interactions I do not contribute to Feynman diagrams), the integrals one
has to contribute are still highly nontrivial. This arises from G being nonabelian (the non-
trivial case), since then the combinatorics of Wick contractions arising from Lie-algebraic
insertions into Wilson loop operators complicates the analysis.
Nevertheless, we are able to obtain the following results. To distinguish between limits
of functions and the limits of asymptotic series we are about to perform, let a.s.
λ0→0
〈Wf,γ〉Σ
denote the asymptotic series in λ0 corresponding to the λ0 → 0 limit of 〈Wf,γ〉Σ, and
similarly for a.s.
λ→0
〈Wf,γ〉Σ. In what follows, we assume, as we always have, that the function
f is trace in an irreducible representation of G so as to make use of the formula (3.10) for
computing perturbative Wilson loop expectations.
Theorem 4.1. Let γ be a simple closed curve. Then
a.s.
λ→0
〈Wf,γ〉S2 = 〈Wf,γ〉S2,hol (4.1)
In particular, the above equality holds in the decompactification limit:
lim
S2→R2
a.s.
λ0→0
〈Wf,γ〉S2 = 〈Wf,γ〉R2,hol . (4.2)
Proof. Theorem 4.3 shows that the left-hand side of (4.1) is given by a Gaussian ma-
trix integral. On the other hand, the work of [25], shows that 〈Wf,γ〉S2,hol, for γ a circular
contour, agrees with the same Gaussian matrix integral. For general γ, we can find a dif-
feomorphism mapping γ to a circular contour and which preserves the area of the regions
complementary to γ (following the lines of the proof of Theorem 3.21). Thus, the result for
general simple closed curves now follows from the invariance of holomorphic gauge under
area-preserving diffeomorphisms via Theorem 3.22. 
The next result indicates a subtlely in the various limits and gauges that arise in two-
dimensional Yang-Mills theory. We have from [35] that
〈Wf,γ〉R2 = a.s.λ0→0 〈Wf,γ〉R2 = 〈Wf,γ〉R2,ax . (4.3)
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On the other hand, we have the following
Theorem 4.2. We have
lim
S2→R2
a.s.
λ0→0
〈Wf,γ〉S2 6= a.s.λ0→0 〈Wf,γ〉R2 , (4.4)
i.e. decompactification and small coupling asymptotics do not commute. Consequently,
a.s.
λ0→0
〈Wf,γ〉R2 6= 〈Wf,γ〉R2,hol . (4.5)
That is, the perturbative expansion in holomorphic gauge on R2 does not agree with the
asymptotics of the exact expectation. Consequently, we have the following nonequivalence
of gauges:
〈Wf,γ〉R2,ax 6= 〈Wf,γ〉R2,hol = 〈Wf,γ〉R2,C . (4.6)
Proof. Let γ be a simple closed curve. The left-hand side (4.4) is computed to all
orders in (4.10). The right-hand side is determined from
〈Wf,γ〉R2 =
∫
G
Kλ0|R|(g)f(g)dg
=
(
e−λ0|R|∆/2f
)
(1)
= e−λ0|R|c2(ρ)/2 dim ρ (4.7)
where f = tr ρ and c2(ρ) is the quadratic Casimir for the irreducible representation ρ. The
functions (4.7) and (4.10) are not equal. In fact, they define entire functions in λ0, and so
their series expansions about λ0 = 0 are not equal. In particular, Example 1 at the end of
this section shows that (4.7) and (4.10) can disagree at second order in λ0. Hence, (4.4)
follows, and from Theorem 4.1 so does (4.5). Since a.s.
λ0→0
〈Wf,γ〉R2 = 〈Wf,γ〉R2,ax via [35], we
also have (4.6). 
We provide some explicit computations of the small coupling asymptotics of 〈Wf,γ〉S2 for
γ a simple closed curve. The final answer is remarkably simple.
Theorem 4.3. Let γ be a simple closed curve on S2. Define
% = λ
|R1||R2|
|S2|2 (4.8)
where R1 and R2 are the two regions in the complement of γ. Then for any compact Lie
group G, we have as λ→ 0
a.s.
λ→0
〈Wf,γ〉S2 =
1
(2pi%)d/2
∫
g
f(exp(X))e−|X|
2/2%dX. (4.9)
In the decompactification limit (in which |R2|/|S2| → 1, where R2 is the unbounded region
of γ viewed as a subset of R2), we obtain
lim
S2→R2
a.s.
λ0→0
〈Wf,γ〉S2 =
1
(2pi|R1|λ0)d/2
∫
g
f(exp(X))e−|X|
2/2|R1|λ0dX. (4.10)
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Proof. Let H be a maximal torus of G with Lie algebra h. For the time being, we
normalize our inner product 〈·, ·〉 on g so that the volume form it induces on g is the
normalized Haar measure on G. This is so that the normalized Haar measure dg occurring
in the definition (2.1) of the heat kernel Kt coincides with the Riemannian volume induced
from the bi-invariant metric determined by 〈·, ·〉. (Otherwise, we will pick up awkward scale
factors in what follows.) Let dY and dX denote the volume forms on g and h induced from
the Haar measure on G and H, respectively.
Let h be a regular element of H. We have the exact formula [13, Section 7.2]
Kt(h) =
∑
Y ∈exp−1(h)
1
(2pit)d/2
(detY (exp∗))
−1/2 e−
|Y |2
2t
+ st
12 , (4.11)
which expresses the heat kernel on a compact Lie group as a sum over geodesics. Here, s is
the scalar curvature of G, detY (exp∗) is the determinant of the differential of the exponential
map exp : g → G at Y ∈ h, and | · | is the norm with respect to the inner product on g.
This determinant can be written as
detY (exp∗) =
j(exp(Y ))
J(Y )
, (4.12)
where j and J are ad-invariant functions on G and g given by
j(exp(Y )) =
∏
α∈R+
|eα(Y )/2 − e−α(Y )/2|2
J(Y ) =
∏
α∈R+
|α(Y )|2, Y ∈ h.
Here, R+ is the set of positive roots of G. Thus the leading t→ 0 asymptotics of Kt(h) for h
near 1 is given by the term of (4.11) with Y of smallest length, in which case |Y | = dist(h, 1).
Let ti =
λ|Ri|
|S2| , so that t1 + t2 = λ. Let W denote the Weyl group of G. Then by the
Weyl integration formula
1
Kt1+t2(1)
∫
G
f(g)Kt1(g)Kt2(g)dg =
1
|W |Kt1+t2(1)
∫
H
f(h)Kt1(h)Kt2(h)j(h)dh (4.13)
where dh is Haar measure on H. The asymptotics of (4.13) is determined entirely by the
integral in a neighborhood of 1. Using (4.11) and keeping only the leading shortest geodesic
term, (4.13) as λ→ 0 is asymptotically equal to
(t1 + t2)
d/2
|W |(2pi)d/2td/21 td/22
∫
h
f(exp(Y ))e
− |Y |2
2t1 e
− |Y |2
2t2
(
j(exp(Y ))
J(Y )
)−1
j(exp(Y ))dY
=
1
|W |(2piρ)d/2
∫
h
f(exp(Y ))e−|Y |
2/2%J(Y )dY. (4.14)
On the other hand, this last integral is just
1
(2piρ)d/2
∫
g
f(exp(X))e−|X|
2/2%dX (4.15)
by the Lie algebra version of the Weyl integration formula.
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Suppose now our inner product on g is not the Haar inner product but c2 times it. Ob-
serve that this scaling can be absorbed into the ∗ appearing in the Yang-Mills action, which
has the effect of scaling areas by c−2. In particular, we replace % 7→ %/c2 in (4.15). This
is equivalent to replacing the Haar inner product with c2 times it, i.e., our chosen inner
product. Thus, (4.15) holds for the general case. 
Remark 4.4. In the proof of (4.9), we neglected exponentially small contributions to
(4.11) arising from non-minimal length geodesics joining the identity element of H to h.
Such geodesics have nontrivial winding and we can regard their contribution to Kt(h) as
“instanton contributions”.
In [25], additional computations are done that provide an explicit check of Conjecture 1
to all orders in λ, namely the case of products of Wilson loops formed out of concentrically
nested circles. The author has also done nontrivial partial checks in the case of a figure
eight loop to second order in λ.
Example 1. Let G = SU(2) equipped with the bi-invariant metric induced from trace in
the standard representation on g. We want to compute the exact asymptotics of 〈Wχm,γ〉S2
where χm is trace in the m-dimensional representation. Define the function
F (%) = e−%/4(2− %). (4.16)
As λ→ 0, we have
〈Wχm,γ〉 ∼
{
F
(
(m− 1)2%)+ F ((m− 3)2%)+ · · ·+ F (%) m even
F
(
(m− 1)2%)+ F ((m− 3)2%)+ · · ·+ F (22%) + 1 m odd. (4.17)
Indeed, we use (4.15) or (4.14) with
f = χm(exp(θI)) = e
i(m−1)θ + ei(m−3)θ + . . .+ e−i(m−1)θ
where we have the generators
I =
(
i 0
0 −i
)
, J =
(
0 −1
1 0
)
, K =
(
0 −i
−i 0
)
for su(2). So (4.14) becomes∫
su(2)
χm(exp(X))e
−|X|2/2%dX =
∫
R3
χm(exp(x1I + x2J + x3K))e
−|x|2/% d3x
(pi%)3/2
=
4
(pi%3)1/2
∫ ∞
0
χm(exp(θI))e
−|θ|2/%θ2dθ.
This yields (4.17).
On the other hand, on R2 we have 〈Wf,γ〉 is given by∫
G
Kλ0|R|(g)χm(g)dg = e
− (m2−1)λ0|R|
4 m (4.18)
since ∆χm =
m2−1
2 χm. In particular, the S
2 → R2 limit of (4.17), in which % becomes
λ0|R|, does not equal (4.18), beginning at second order in λ0.
QUANTUM YANG-MILLS THEORY IN TWO DIMENSIONS 53
5. Discussion and Further Directions
We conclude with some natural questions and directions for future research.
1. Why do we obtain asymptotic series that are entire functions? The explicit asymptotic
series we obtain Theorem 4.3 all define entire power series (for f a polynomial function such
as trace) in the coupling constant. Yang-Mills theory being free in axial and holomorphic
gauges may make this consequence seem natural. On the other hand, the philosophy of
resurgence theory [20] predicts that our series expansions should be non Borel-summable
owing to the presence of instantons. At present, we have no way of reconciling this predic-
tion with what is actually the case.
2. Compute asymptotics of more complicated Wilson loops. The asymptotic formula (4.9)
and its generalization to products of Wilson loops obtained from nested, non-intersecting
simple closed curves [26] suggests that perhaps similar asymptotic formulae can be obtained
for Wilson loops involving more complicated curves. What is remarkable about these for-
mulas is that they are given by simple Gaussian integrals over the Lie algebra that are of
the type appearing in random matrix theory. It would be of interest to investigate how
complicated one may make a Wilson loop and still continue to obtain such formulas for
exact asymptotics (to all orders).
3. Consider more general topologies. In extending our results on the independence of the
choice of gauge-fixing to surfaces of higher genus, the Batalin-Vilkovisky formalism would
have to be carried out in the case when one has zero modes for the bosonic kinetic operator
(corresponding to having a continuous moduli of flat connections). Since this difficulty is
a finite-dimensional complication orthogonal to the infinite-dimensional nature of quantum
field theory, we do not anticipate any fundamental obstacles albeit the technical details
may be quite involved. Perhaps a very interesting scenario to consider would be to consider
compact surfaces with boundary. Here, boundary conditions come into play and we have
not considered how the two formulations, exact and perturbative, line up in this regard.
On the other hand, in higher genus, relating the asymptotics of the exact expection to
perturbation theory may prove to be difficult, since now the set of flat connections about
which to do perturbation theory becomes nontrivial. For each flat connection, we obtain a
corresponding propagator formed out of the Green’s operators for the Laplacian twisted by
the such a flat connection. It is unclear to what extent explicit computations can be done
for nontrivial flat connections.
4. Find a priori analytic relationships between the lattice and continuum formulation of
quantum gauge theories. This is of course not a new question but a very difficult one, since
the basic variables in the two formulations are of different natures (Lie group elements versus
Lie-algebra valued 1-forms). So while an infinitesimal group element being approximated
by an element in the Lie algebra provides the basis for how one discretizes the continuum
theory, without precise estimates, one cannot establish any clear relation between the two.
A resolution of this question would presumably shed light on some of the above questions
and observations we have made.
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Appendix A. Graded Vector Spaces
A (real) graded vector space V is a vector space together with a decomposition V = ⊕i∈ZVi
into vector spaces Vi in degree i. If v ∈ Vi, then |v| = i denotes its degree. An element is
even or odd according to whether its degree is even or odd, so that we have a corresponding
decomposition of V = Vev⊕Vodd by parity. An ordinary vector space yields a graded vector
space concentrated in degree zero.
For ordinary vector spaces V , one has the familiar notion of Symn(V ) and Λn(V ), the
symmetric and exterior powers of V . For graded vector spaces, one defines symmetric
powers in the graded sense. Namely, let ⊗nV be the graded vector space whose graded
components are
(⊗nV )i =
⊕
i1+···+in=i
Vi1 ⊗ · · · ⊗ Vin .
We have an action of Symn such that a transposition of adjacent elements acts via
u⊗ v 7→ (−1)|u|·|v|v ⊗ u.
Then Symn(V ) is the Symn-invariant subspace of ⊗nV with respect to the above action.
We write
Sym(V ) =
⊕
n≥0
Symn(V )
to denote the total symmetric algebra on V . That is, Sym(V ) ∼= Sym(Vev) ⊗ Sym(Vodd)
as an algebra, with Sym(Vev) the symmetric (in the ordinary sense) algebra on Vev and
Sym(Vodd) the exterior algebra on Vodd.
If V is a graded vector space, then its dual space V ∗ is the graded vector space given by
V ∗i = (V−i)
∗,
that is, the degree i component of V ∗ is the dual space of V−i. In this way, the evaluation
pairing
V ∗ ⊗ V → R
is a degree zero map.
Definition A.1. Given a graded vector space V , a function on V is an element of Sym(V ∗).
A vector field on V is an element of Sym(V ∗)⊗ V .
For V an ordinary vector space, the above coincides with the ordinary notion of a poly-
nomial function or polynomial vector field.
A (linear) map f : V → V ′ of graded vector spaces has degree p if f(Vi) ⊂ V ′i+p. If the
degree is not specified, it is understood to be degree zero. The commutator of two maps
f, g : V → V of degrees |f | and |g| is defined using the appropriate sign rule:
[f, g] = fg − (−1)|f ||g|gf.
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A.1. Directional derivatives. The space (V ∗)⊗n denote the space of n-multilinear maps
from V ⊗n to R. It has a natural action of Symn induced from the one on V ⊗n. For v ∈ V ,
define the contraction operator
∂v : (V
∗)⊗n → (V ∗)⊗(n−1)
v∗1 ⊗ · · · ⊗ v∗n 7→
∑
i
(−1)|v|(|v1|+···+|vi−1|)v∗i (v)
(
v∗1 ⊗ · · · ⊗ v∗i−1 ⊗ v∗i+1 ⊗ · · · ⊗ v∗n
)
. (A.1)
In other words, ∂v is the directional derivative with respect to v, where in the graded setting,
it is a derivation of degree |v| using the above signed Leibniz rule.
More generally, given an element K = u⊗ v ∈ V ⊗2, we can define the operation
∂K =
1
2
∂v∂u. (A.2)
This operation extends bilinearly to any K ∈ V ⊗2 and depends only on the component of
K in Sym2(V ).
One can consider contractions using “non-constant coefficient” vector fields, i.e., elements
of Sym(V ∗)⊗ V . If fv ∈ Sym(V ∗)⊗ V , with f ∈ Sym(V ∗), then
∂fv = f∂v
Likewise, we have
∂vf = (−1)|f ||v|f∂v (A.3)
using the usual sign rules.
A.2. Infinite-dimensional case. The above considerations generalize to the infinite-dimensional
setting needed for quantum field theory. Instead of a finite-dimensional graded vector space,
we instead have the space of sections E of a graded vector bundle E over a smooth manifold
M . We leave the regularity of the elements of E unspecified (i.e. whether they are smooth
or distributional), it usually being clear from the context. The dual space E∗ of the smooth
elements of E consists of distributions on M valued in the dual bundle of E. Multilinear
functionals on E are elements of E∗ ⊗ · · · ⊗ E∗, where the tensor product is completed15.
Given v ∈ E , one defines ∂v : (E∗)⊗n → (E∗)⊗n−1 as above. Likewise for K ∈ E⊗2, which
we regard as an integral kernel of an operator (defined with respect to a pairing on E , see
Section 3.2), we can define ∂K as above. If K is not smooth, ∂K may be ill-defined when
evaluated on a multilinear functional. In particular, when K arises as the integral kernel of
a differential operator, one can obtain divergent Feynman integrals from the contractions
∂K applied to local functionals. An element of multilinear map (E∗)⊗n is said to be local if
is given by the integral of a polydifferential function of E over M .
15 We have C∞(M1 ×M2) = C∞(M1) ⊗ C∞(M2), where the right-hand side is completed in the sense
of nuclear Frechet spaces. This readily extends to the case of smooth sections of a vector bundle, so that
Γ(E1  E2) = Γ(E1)⊗ Γ(E2).
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Appendix B. Wick’s Theorem
Wick’s Theorem comes in two cases: bosonic and fermionic. The first case gives us a
combinatorial formula for the integration of monomials against Gaussian measures. We
assume the reader is familiar with this result and only record it here for notational pur-
poses. Consider Rd with the standard inner product (·, ·) and let A = Aij be a symmetric
nondegenerate d×d matrix. It determines a bilinear form (·, A·) and a normalized Gaussian
measure dµA =
(
detA
(2pi)d
)1/2
e−(x,Ax)/2ddx.
Lemma B.1. (Bosonic Wick’s Theorem) Consider the monomial f(x) = xi1 · · ·xi2n. Then∫
dµAf(x) =
1
2nn!
∑
σ∈S2n
Aiσ(1)iσ(2) · · ·Aiσ(2n−1)iσ(2n) . (B.1)
Here Aij denotes the inverse matrix of Aij.
As is well-known, the sum on the right-hand-side has an elegant description in terms of
Feynman diagrams. For further details, see e.g. [17, 36].
Next, consider the fermionic case of Wick’s Theorem. For this we have to introduce the
notion of integration over fermionic (odd) variables. Let V be an odd vector space spanned
by ξ1, . . . , ξd. Then we can define the partial integration operator
∫
dξi by∫
dξi = ∂ξi ,
where ∂ξi is defined as in (A.1). Thus, ∫
dξiξi = 1
and more generally, if f(ξ) does not depend on ξi, then∫
dξiξif(ξ) = f(ξ)∫
dξif(ξ) = 0.
We write
∫
dξd . . . dξ1 as shorthand for
∫
dξd · · ·
∫
dξ1. Thus,∫
dξd . . . dξ1 ξ1 . . . ξd = 1
and ∫
dξd . . . dξ1 ∂ξif(ξ) = 0
for all i.
Suppose we have an even number of Grassman variables d = 2m. Given a nondegenerate
skew-symmetric matrix Aij , we get the bilinear expression ξiAijξj/2, which we abbreviate
as (ξ, Aξ)/2. Letting dµ = dξ1 . . . dξd, we have the following:
Lemma B.2. We have ∫
dµe−(ξ,Aξ)/2 = Pfaf(A).
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Let
dµA = Pfaf(A)
−1dµe−(ξ,Aξ)/2
denote the normalized “Gaussian measure” on odd variables. We can integrate (polynomial)
functions in the ξi against this density. We have the identity
Aik∂ξk(e
−(ξ,Aξ)/2f(ξ)) = e(−ξ,Aξ)/2
(− ξif(ξ) +Aik∂ξkf(ξ))
Letting f(ξ) = ξj and integrating both sides, we conclude that∫
dµAξiξj = A
ij . (B.2)
Iteration of this yields the following formula:
Lemma B.3. (Fermionic Wick’s Theorem) Consider the monomial f(ξ) = ξi1 · · · ξi2n.
Then ∫
dµAf(ξ) =
1
2nn!
∑
σ∈S2n
(−1)σAiσ(1)iσ(2) · · ·Aiσ(2n−1)iσ(2n) . (B.3)
It is often the case that the set of odd variables is partitioned into two separate sets,
ω1 . . . , ωm and their corresponding “conjugate” variables ω
∗
1, . . . , ω
∗
m. Moreover, we are
given the bilinear expression ω∗iBijωj with Bij is an arbitrary matrix, which we abbreviate
by ω∗Bω. One can think of this as letting ξk = ω∗k and ξm+k = ωk for 1 ≤ k ≤ m and
A =
(
0 −B
B 0
)
(B.4)
in the above. Let dµ = dω∗1dω1 · · · dω∗mdωm.
Lemma B.4. ∫
dµe−ω
∗Bω = detB.
Since
Pfaf(A) = (−1)(m2 )det(B)
dξ1 · · · dξ2m = (−1)(
m
2 )dω∗1dω1 · · · dω∗mdωm,
the formulas in Lemmas B.2 and B.4 agree.
We suppose Bij is invertible. Let dµB =
1
detBdµe
−(ξ∗,Bξ). From
Bik∂ω∗k(e
−(ω∗,Bω)f) = e(−ω
∗,Bω)
(
− ωif +Bik∂ω∗kf
)
,
we have ∫
dµBωiω
∗
j = B
ij , (B.5)
or equivalently ∫
dµBω
∗
i ωj = −Bij . (B.6)
One can attribute this minus sign to the minus sign that occurs in
A−1 =
(
0 B−1
−B−1 0
)
(B.7)
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so that (B.2) and (B.5–B.6) agree.
Remark B.5. The above considerations explain the convention that fermionic loops in
quantum field theoretic computations are weighted with a minus sign. This is a basis
dependent statement, however. One should regard (B.3) as fundamental, with (B.6) a
consequence of a particular (albeit common) parametrization.
One can unify the bosonic and fermionic cases of Wick’s Theorem using the framework
of graded vector spaces. Let A(·, ·) be a symmetric pairing on a graded vector space V , i.e.,
an element of Sym2(V ∗), which is nondegenerate. Such a pairing determines a dual pairing
P on V ∗ which is an element of Sym2(V ). We call P the propagator.
If we pick a basis vi (of homogeneous degree elements) for V , then if Aij = A(vi, vj), we
have P = Aijvivj . Define
dµA = cA
∏
dvie
−Aijvivj/2
with cA chosen so that so that
∫
dµA = 1. We have the following:
Lemma B.6. (Wick’s Theorem, unified version) For f a (polynomial) function on V ,∫
dµAf(x) = (e
∂P f)(0). (B.8)
Here, ∂P : Sym
n(V ∗) → Symn−2(V ∗) is the Wick contraction operator, defined as in
Section A.1, and
e∂P =
∞∑
n=0
(∂P )
n
n!
is the sum over all Wick contractions weighted with the appropriate symmetry factor.
The right-hand side of (B.8) is evaluated at zero so that the maximal number of Wick
contractions have been made (in the Feynman-diagrammatic picture, we only sum over
vacuum diagrams, i.e. those without external legs).
Appendix C. Explicit BV computations
Here we elucidate some of the abstract details of Section 3.2 and perform explicit com-
putations. Let us start by making a general remark about functionals, following the presen-
tation in Section A, in order to clarify bothersome sign issues. We have our space of fields
E . It is the space of sections of a graded vector bundle over a base manifold Σ. Functionals
are elements of Sym(E∗). This means that if we are given a functional S ∈ Sym(E∗), a
permutation of its arguments induces an appriopriate sign change in the value of S. This is
not to be confused with the differentio-geometric manipulation of the expression that defines
S.
Example C.1. In the 2d Yang-Mills setting, consider the functional I ∈ Sym3(E∗) given
by
I(A,A,X) =
∫
Σ
〈A ∧ ∗[A,X]〉 .
Here we have expressed I as a polynomial (the first and second arguments are evaluated
on the same element A), rather than as a symmetric multilinear map evaluated on distinct
inputs. Note how [A,X] = −[X,A], so that the pairing [·, ·] does not obey the proper sign
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rule when interchanging A with X (since A is even and X is odd). However, the symmetry
property of S means that we define, e.g.
I(X,A,A) = I(A,X,A) = I(A,A,X).
Thus, when we perform computations such as {F,G}, it is important to note not just
the expression that defines F but also the manner in which F was defined as an element of
Sym(E∗), i.e., the ordering of the inputs. In the above example, this distinguishes the order
of elements in the functional S (which obeys graded vector space sign rules) from the order
of elements in the operation [·, ·], which obeys the usual rule for the Lie bracket of different
forms.
C.1. Functional Derivatives. Our goal is to express the BV functional derivative and BV
bracket explicitly using functional derivative notation. This functional derivative notation,
while formal-looking, is a very convenient (and standard) computational ansatz for carrying
out the evaluation of rigorously defined, though abstract, operations. Namely, it is a way
of expressing the directional derivative (see A.1) in the infinite-dimensional setting in such
a way that an explicit coordinate system is used (although all results are independent of
which choice).
First we start in the finite-dimensional setting [39], in which we have a finite-dimensional
graded vector space with a BV-pairing 〈·, ·〉 (i.e., nondegenerate, skew-symmetric, degree
−1). Suppose we are given a BV-symplectic coordinate basis xi, ξj , i.e.〈
∂xi , ∂ξj
〉
= − 〈∂ξj , ∂xi〉 = δij ,
with xi and ξj even and odd, respectively. For any function F , we have
δBV F = ∂ξiF∂xi + (−1)|F |∂xiF∂ξi
= ∂xi [∂ξiF ] + ∂ξi [∂xiF ]
where in the last line, the [·] means we regard the inside expression as a coefficient of the
vector field on the left and not an expression to be differentiated. This is consistent with
the definition
∂vF = (−1)|v|
〈
v, δBV F
〉
.
Moreover, it follows from the definition {F,G} = ∂δBV FG that
{F,G} = ∂ξiF∂xiG+ (−1)|F |∂xiF∂ξiG.
The integral kernel of the identity operator with respect to BV convolution, defined as in
(3.42) but with the BV-pairing at hand, is equal to K0 = ∂xi ⊗ ∂ξi + ∂ξi ⊗ ∂xi . So the BV
Laplacian is given by
∆BV = ∂K0
= ∂ξi∂xi
Example C.2. In 2D Yang-Mills, we have the BV-pairing (3.40). Pick local coordinates
xµ on Σ. This gives us the following local “basis” of functional derivatives
δ
δXa(x)
,
δ
δAaµ(x)
,
δ
δA†,aµ (x)
,
δ
δXaµν(x)
.
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This is just another way of writing the restriction of an element of E (which is a section of
a bundle over Σ) to the point x, which yields an element dual to the coordinate evaluation
monomials at x, i.e. the monomials Xa(x), Aaµ(x), A
†,a
µ (x), Xaµν(x). Thus,
δ
δAaµ(x)
Abν(y) = δ
abδµνδ
(2)(x− y), etc.
We have a corresponding local coordinate volume form dV µν := 12µνdx
µ∧dxν Any local
action functional S can be (locally) written in the form∫
Σ
dV µνS
where S is the action functional density associated to S (and dV µν).
We can write the BV-pairing (3.40) formally as16〈
δ
δAµ(x)
,
δ
δA†ν(y)
〉
BV
= δ(2)(x− y)dV µν = −
〈
δ
δA†ν(x)
,
δ
δAµ(y)
〉
BV
(C.1)〈
δ
δX†µν(x)
,
δ
δX(y)
〉
BV
= δ(2)(x− y)dV µν = −
〈
δ
δX(x)
,
δ
δX†µν(y)
〉
BV
(C.2)
We have
δBV S =
∫
Σ
d2x
(
(−1)|S| δ
δψ(x)
S δ
δψ˜(x)
+
δ
δψ˜(x)
S δ
δψ(x)
)
,
where δδψ varies over all even functional derivative basis elements
δ
δAaµ(x)
, δδXµν(x) and
δ
δψ˜(x)
varies over all corresponding odd dual basis elements µν
δ
δA†,aν (x)
, δδXa(x) . The
∫
d2x is just
notation for a formal sum over all x, i.e. δBV S acts at every x ∈ Σ. It is now easy to verify
that
∂φS = (−1)|φ|
∫
Σ
dV µν
〈
φ, δBV S〉
BV
for any φ.
Next, for  > 0, let K(x, y) denote the integral kernel of e
−∆, with Kψ,ψ˜ (x, y) its
components with respect to basis elements ψ and ψ˜. Then the regulated BV-Laplacian is
given by
∆BV,S = K
ψ,ψ˜
 (x, y)
δ
δψ(x)
δ
δψ˜(y)
S.
This is well-defined for  > 0 since then K(x, y) is smooth. On the other hand, if S is a
local action functional, in which case, it is supported on the small diagonal inside E⊗n if
S is of polynomial degree n, then ∆BV0 S is ill-defined since K0(x, y) is the delta-function
along the diagonal.
16Note the minus sign occurring on the right-hand side of (C.1) has to do with the skew-symmetry of the
wedge-product of 1-forms. Had we switched ν and µ, there would be no minus sign, as is consistent with
the BV-pairing being the wedge pairing on 1-forms.
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Now we consider S arising from terms in the Yang-Mills action functional. The quadratic
part is given by
Skin = Skin,bos(A,A) + Skin,fer(A
†, X)
=
1
2λ0
∫
〈A, d ∗ dA〉BV −
1
λ0
∫
Σ
〈
A†, dX
〉
BV
=
1
2λ0
∫
dV µνAaµ(x)(d ∗ dAa)ν(x)−
1
λ0
∫
Σ
dV µνA†,aµ (x)(dX
a)ν(x)
So
Q = λ0{Skin, ·}
=
∫
d2x
(
(d ∗ dAa)µ(x) δ
δA†,aµ (x)
− (dXa)µ(x) δ
δAaµ(x)
− (dA†,a)µν(x) δ
δX†,aµν (x)
)
= Q[1] +Q[0] +Q[2].
Note that
{Skin, Skin} = 0 (C.3)
since Q2 = 0.
We check the master equation (3.52), which decomposes into 3 parts (according to ghost
number 1, 2, 3 respectively). Since S = Sbos + Sgh − ICE , we have
{Sgh, Sbos} = −Q[0]I¯bos −Q[1]I¯gh + 1
2
{I¯gh, I¯bos} = 0 (C.4)
1
2
{Sgh, Sgh} − {ICE , Sgh} = −Q[0]I¯gh + 1
2
{I¯gh, I¯gh} −Q[2]I¯CE + {I¯CE , I¯gh} = 0 (C.5)
{ICE , ICE} = 0, (C.6)
where I¯gh = λ0Igh, I¯CE = λ0ICE . We verify each of the above equations.
We have (C.4) since {Sgh, Sbos} yields the change in Sbos under an infinitesimal gauge
transformation, and Sbos is gauge-invariant.
Next, for (C.5), with Igh = Igh(A
†, A,X), we have
−Q[0]I¯gh(A†, X1, X2) =
(∫
d2x (dX1)
a
µ(x)
δ
δAaµ(x)
)
I¯gh(A
†, A,X2)+↔
= −
∫ 〈
A†, [dX1, X2]
〉
+↔
= −
∫ 〈
A†, d[X1, X2]
〉
,
where the operation ↔ is symmetrization (in the graded sense) over X1 and X2. Here, we
have a minus sign occurring in the above due to having to move −Q[0] past A† to functionally
differentiate the second argument A. We have
{I¯gh, ·} =
∫
d2x
(
[A,X]aµ(x)
δ
δAaµ(x)
+ [A†, X]aµ(x)
δ
δA†,aµ (x)
− (A† ∧A)aµν(x)
δ
δXaµν(x)
)
(C.7)
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The minus sign in the last term occurs because it arises from
δ
δXa(x)
Igh(A
†, A,X)
δ
δX†,aµν (x)
,
and the odd derivation δδXa(x) has to move past the fermionic A
† in the first argument of
Igh(A
†, A,X) to functionally differentiate the 3rd position. Thus,
1
2
{I¯gh, I¯gh}(A†, A,X1, X2) = 1
2
(∫ 〈
[A,X1] ∧ [A†, X2]
〉
+
∫ 〈
[A† ∧X1], [A ∧X2]
〉)
+↔
= −1
2
∫ 〈
[A† ∧A], [X1, X2]
〉
+↔
= −
∫ 〈
A†, [A, [X1, X2]]
〉
.
Finally, for ICE = ICE(X
†, X1, X2), since
{I¯CE , ·} =
∫
d2x[X1, X2]
a(x)
δ
δXa(x)
,
we have
−{I¯CE , Sgh}(A†, A,X1, X2) = 1
λ0
∫ 〈
A†, dA[X1, X2]]
〉
where as before, we pick up an additional minus sign for moving the the odd vector field
{I¯CE , ·} past the first argument A† to the third argument of Igh. Altogether, summing the
terms on the left-hand side of (C.5), the equation holds.
Finally (C.6) follows from
{I¯CE , I¯CE}(X†, X1, X2, X3) =
∫ 〈
X†, [[X1, X2], X3]
〉
−
∫ 〈
X†, [X1, [X2, X3]]
〉
+↔
= −
∫ 〈
X†, [X2, [X1, X3]]
〉
+↔
= 0,
where we symmetrize over the all the Xi’s and the last line follows from the Jacobi identity.
Appendix D. Some Singular Integral Computations
For computing the divergences of Feynman diagrams, we have to compute integrals
formed out of (derivatives of) the Green’s function. In dimension two, only the leading
order singularity of the Green’s function contributes to the singular part of Feynman di-
agrams. Hence, the singular parts of the integrals we consider can be recast explicitly as
singular integrals on R2.
On R2, the Green’s function for the Laplacian ∆ is given by
GR
2
(w) = − 1
2pi
log |w|. (D.1)
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We also have its heat-kernel regulated version
GR
2
 (w) =
∫ L

e−t∆dt
=
∫ L

1
4pit
e−|w|
2/4tdt. (D.2)
where L is a fixed, albeit arbitrary constant. (Different choices of L will only change GR
2

by a smooth term, but a finite L must be chosen to ensure convergence of (D.2), unlike the
case of Σ compact).
Let ≡ denote equality up to terms which are finite as  → 0. We have the following
integral computations:
Lemma D.1. Let f be any smooth function. Then
∫
|w|<1
∂wµG
R2
 (w)∂wνG
R2
 (w)f(w) d
2w ≡ 1
4pi2
∫
1/2<|w|<1
wµwν
|w|4 f(w) d
2w (D.3)
=
δµν log 
−1/2
4pi
f(0). (D.4)
Consequently,
−
∫
|w|<1
(
∂wµ∂wµG
R2
 (w)
)
GR
2
 (w)f(w) d
2w ≡ log 
−1/2
2pi
f(0). (D.5)
The first equation will be used in the evaluation of the Feynman diagrams (II2) and
(III) from Section 3.4. The second of these will be used to estimate the Feynman diagram
(II1).
Proof. We have
∫
|w|<1
∂wµG
R2
 (w)∂wνG
R2
 (w)f(w) d
2w =
1
64pi2
∫
|w|<1
wµwν
|w|4
(∫ L/|w|2
/|w|2
1
t2
e−1/4tdt
)2
f(w)d2w.
(D.6)
We split this integral into two regions: |w| < 1/2 and |w| > 1/2. For the first region,
the integral is uniformly bounded in  since ∂wµG = O(
−1|w|) as w → 0. For the second
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region,
1
64pi2
∫
1/2<|w|<1
wµwν
|w|4
(∫ L/|w|2
/|w|2
1
t2
e−1/4tdt
)2
f(w)d2w
≡ 1
64pi2
∫
1/2<|w|<1
wµwν
|w|4
(∫ L/|w|2
0
1
t2
e−1/4tdt
)2
f(w)d2w
=
1
4pi2
∫
1/2<|w|<1
wµwν
|w|4 e
−|w|2/4Lf(w)d2w
≡ 1
4pi2
∫
1/2<|w|<1
wµwν
|w|4 f(w)d
2w.
The first line follows from ∫ /|w|2
0
1
t2
e−1/tdt = e−|w|
2/
and ∫
1/2<|w|<1
e−|w|2/
|w|2 d
2w
being finite as  → 0. Equation (D.3) now follows, with the right-hand side leading to a
logarithmic singularity as  → 0 for µ = ν. Equation (D.5) then follows from integration
by parts.
Remark D.2. One can regard Lemma D.1 as stating the heat-kernel regularization is
equivalent to “point-splitting regularization” (for the kinds of integrals under consideration),
where the latter involves letting  = 0 in the propagator but excising an 1/2 tubular-
neighborhood of the singular locus w = 0 (thus we “split” apart singular terms). This is
evident for (D.3), which involves two terms that have first derivatives of GR
2
 . For (D.5),
one has to interpret the point-splitting appropriately. Here, when  = 0, two derivatives of
the Green’s function yields a delta-function at w = 0, which when separated from the other
singular term by a distance of 1/2, yields the right-hand side of (D.5).
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