Monte Carlo Sampling Bias in the Microwave Uncertainty Framework by Frey, Michael et al.
ar
X
iv
:1
90
2.
05
97
9v
1 
 [s
tat
.A
P]
  1
5 F
eb
 20
19
Monte Carlo Sampling Bias
in the Microwave Uncertainty Framework ∗
Michael Frey1, Benjamin F. Jamroz2, Amanda Koepke1, Jacob D.
Rezac2, and Dylan Williams2
1Statistical Engineering Division, National Institute of Standards and Technology,
Boulder, Colorado 80305, USA
2Radio Frequency Division, National Institute of Standards and Technology,
Boulder, Colorado 80305, USA
February 19, 2019
Abstract
Uncertainty propagation software can have unknown, inadvertent
biases introduced by various means. This work is a case study in
bias identification and reduction in one such software package, the Mi-
crowave Uncertainty Framework (MUF). The general purpose of the
MUF is to provide automated multivariate statistical uncertainty prop-
agation and analysis on a Monte Carlo (MC) basis. Combine is a key
module in the MUF, responsible for merging data, raw or transformed,
to accurately reflect the variability in the data and in its central ten-
dency. In this work the performance of Combine’s MC replicates is
analytically compared against its stated design goals. An alternative
construction is proposed for Combine’s MC replicates and its perfor-
mance is compared, too, against Combine’s design goals. These com-
parisons are made within an archetypal two-stage scenario in which
received data are first transformed in conjunction with shared system-
atic error and then combined to produce summary information. These
comparisons reveal the limited conditions under which Combine’s un-
certainty results are unbiased and the extent of these biases when these
conditions are not met. For small MC sample sizes neither construc-
tion, current or alternative, fully meets Combine’s design goals, nor
does either construction consistently outperform the other. However,
for large MC sample sizes the bias in the proposed alternative construc-
tion is asymptotically zero, and this construction is recommended.
Keywords: Monte Carlo sampling, sampling bias, statistical software,
statistical uncertainty propagation, systematic error, statistical exper-
iment
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1 Introduction
Modern national, industrial, and academic laboratories engaged in high-
precision metrology rely on statistical software for multivariate and func-
tional measurement uncertainty propagation and analysis. This software is
typically highly complex and flexible and often has a Monte Carlo basis.
Even in software well-designed from a statistical perspective, biases can be
inadvertantly introduced due variously to flaws in statistical procedures, the
algorithms that support them, or the algorithms’ coding. Statistical exper-
iments are a natural and powerful way to test for such biases. We report
the results of a case study of a microwave measurement uncertainty software
package, called the Microwave Uncertainty Framework (MUF), in which a
significant heretofore unknown bias in the software was detected, charac-
terized, and corrected. This case study shows that elementary statistical
performance testing can successfully identify such biases.
State-of-the-art microwave measurement relies on high-speed instrumen-
tation including vector network analyzers (VNAs) operating in the frequency
domain, temporal sampling oscilloscopes, and an array of other instruments,
often used simultaneously in the same experiment. The refined measure-
ments made possible by these arrangements allow investigators to, for ex-
ample, identify the multiple reflections created by small imperfections in mi-
crowave systems, capture distortions due to the systems’ frequency-limited
electronics, and study the role of noise. Statistical analysis of the data from
this mix of instrumentation, including the conduct of uncertainty analy-
ses, often involves shifts between the time and frequency domains. These
shifts require that microwave uncertainty analyses account, particularly, for
statistical correlations among the measurement uncertainties. To see this,
consider that imperfections in microwave systems are often the source of
unwanted reflections and attendant power losses. These temporal effects
Fourier-map into the frequency domain as ripples with a characteristic pe-
riod related to the inverse of the reflections’ time spacing. The VNA is
currently the most accurate instrument for measuring these multiple reflec-
tions, and the errors made by this frequency sampling instrument typically
manifest themselves as correlated time domain errors in the magnitudes,
shapes, and positions of the multiple reflections. Statistical uncertainties in
VNA measurements cannot be transformed correctly into the time domain
without accounting for correlations created by the domain transformation
[1].
Microwave measurement instrumentation with its often voluminous data
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production and the data-analytic need to track statistical correlations have
motivated three automated approaches for statistical uncertainty analysis,
the METAS VNA Tools II software package [2], the Garelli-Ferrero (GF)
software package [3], and the MUF. The METAS and GF software packages
support microwave multi-port network investigations, and offer fast, efficient
sensitivity analysis implementations [4].
The MUF is a software suite created, supported, and made publicly
available by the Radio Frequency Division of the U.S. National Institute of
Standards and Technology. The MUF has capabilities similar to those of
the METAS and GF software packages, while supporting radio frequency
engineering applications beyond network analysis. The MUF’s general pur-
pose is to provide automated multivariate statistical type A- and type B-
evaluated [5] uncertainty propagation and analysis on a Monte Carlo (MC)
basis [6] accessible through user-friendly interfaces. The MUF’s MC capa-
bility preserves non-Gaussian features of measured multivariate microwave
signals, identifying systematic biases, for example, in signal calibration and
processing steps. The MUF is composed of functional modules selectable
by the user as needed for analyses. These include Model modules to flex-
ibly represent microwave system elements. Model modules are useful, for
example, for building calibration models, and they can be cascaded to rep-
resent increasingly complex systems. Other processing modules, termed
here Transform modules, are available to perform oscilloscope and receiver
calibrations, Fourier transforms, and other user-defined custom analytical
transformations. Combine is a key module in the MUF, responsible for
merging data, raw or transformed, to accurately reflect the variability in
the data and in its central tendency. Combine is designed to be used at any
point in extended analyses where repeated measurements must be merged.
This flexibility is a powerful feature of the MUF.
This paper presents an analysis of the Combine module in the MUF.
Because of the MUF’s distributed, multi-user, multi-purpose nature, Com-
bine can be executed at different stages of uncertainty propagation analysis.
We study a common use of Combine described by the two-stage scenario
diagrammed in Fig. 1. In the first stage of this scenario, multivariate data
are joined with shared systematic error in a bank of Transform modules and
then, in the second stage, the transformed data are combined within the
Combine module. Transform’s outputs take the form of nominal values of a
selected mathematical transformation with associated uncertainties. Trans-
form’s outputs in this form allow us in our two-stage scenario to study and
assess Combine’s operation in which its inputs with their associated uncer-
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Figure 1. Two-stage MUF use scenario in which J > 1 data vectors
~Yj are transformed in conjunction with MC-generated shared system-
atic error ~Sq to produce nominal values ~N
(T)
j and corresponding MC
replicates ~M
(T)
jq . These results are then merged in the Combine mod-
ule to produce a combined nominal value ~N (C) with MC replicates
~M (C)q .
tainties are used to produce a summary mean output with an associated
uncertainty. Combine represents the uncertainty in the summary mean in
various fashions but provides the most detail in the form of a sample of
MC replicates. Our analysis of Combine focuses specifically on the bias in
the mean and covariance of these MC replicates. This analysis reveals that
Combine’s construction of MC replicates is fundamentally biased, and we
propose an alternative construction that effectively eliminates this bias.
The remainder of the paper is organized as follows. In Sect. 2 we ana-
lyze Combine’s performance in the two-stage scenario diagrammed in Fig. 1,
showing that the sample mean of the MC replicates has zero bias and giving
an analytical expression for the bias in the covariance of its MC replicates.
This covariance bias is studied for specific cases of additive, multiplicative,
exponential, and phase error. In Sect. 3 we propose an alternative con-
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struction for Combine’s MC replicates and show that the sample mean of
Combine’s MC replicates has zero bias. We put tight bounds on the cor-
responding covariance bias and show that this bias is asymptotically zero;
in this latter regard the proposed construction is better than the current
method. Estimation bias is the primary concern in MC sampling, but MC
estimation variability is also an issue. In Sect. 4 we continue our compar-
ison of the current and alternative MC replicate constructions, comparing
the variability in their sample means and sample covariances. We conclude
in Sect. 5 with summary remarks supporting adoption of the proposed al-
ternative MC replicate construction method in place of Combine’s current
method. For the results presented in the following sections, we assume
without note that the usual technical conditions pertain, that functions are
measurable, that moments of sufficient order exist, etc.
2 Bias in the Combine module
We suppose in the two-stage scenario in Fig. 1 that the J > 1 data vectors
~Yj (of length K) are identically distributed and mutually independent and
write ~Yj ∼ (~µ,Σ) to identify the mean ~µ and covariance matrix Σ of ~Yj.
We also suppose that the MC-generated, length-K errors ~Sq, q = 1, ..., Q
are identically distributed, mutually independent, and independent of the
sample of data vectors ~Yj. The mean and covariance of ~Sq are ~Sq ∼ (~ν,Υ).
The covariance Σ represents random uncertainty in the measurement of
~µ while the errors ~Sq are systematic post-measurement errors introduced
among the ~Yj due, for example, to calibration adjustments.
Each data vector ~Yj in Fig. 1 is operated on individually by Transform,
producing for ~Yj a nominal value
~N (T)j = F (
~Yj , ~ν) (1)
for j = 1, ..., J and a sample of vector Monte Carlo (MC) replicates
~M (T)jq = F (
~Yj , ~Sq) (2)
for q = 1, ..., Q. The superscripts in (1) and (2) signify that these are
Transform outputs in the first stage in our scenario. The MC replicates
in (2) vary for a given ~Yj only according to random replicates from the
distribution of ~Sq. The same Q random replicates ~Sq are used to create each
~Yj ’s sample of MC replicates. This models systematic errors that are shared
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among the ~Yj. The Transform module can similarly implement unshared
systematic errors by using independent sets of ~Sq for each ~Yj , but the need
for this capability rarely arises in application.
The transformation F in Transform has the general form
F (~y,~s) =


f(y1, s1)
...
f(yK , sK)

 (3)
where yk and sk are the kth components of the vectors ~y and ~s, respectively.
The scalar-valued function f is a user-specified parameter in Transform.
Some choices of f are f(y, s) = y + s, f(y, s) = ys, f(y, s) = sin(y + s),
and f(y, s) = ys, representing additive, multiplicative, phase, and expo-
nential error, respectively. Transform also has many optional parameters,
among them two matrix parameters, TY and TS . When, for example, the
user specifies a matrix value for TY , F is applied to TY ~Y instead of ~Y .
The matrix parameter TS operates similarly. Mathematically, TY and TS
in the specification of F are redundant; for example, we can without loss of
generality take TY = I by substituting TY ~µ and TYΣT
T
Y for ~µ and Σ, re-
spectively. The optional use of TY , though, gives Transform representational
flexibility, allowing it, for example, to implement the Fourier transform of
~Yj . The covariance Σ of ~Yj is interpreted as the error covariance associated
with measurement of ~µ, so Σ and TY reflect unrelated physical processes
and have distinct modeling roles. The matrices Υ and TS play similarly
distinct modeling roles.
Combine in Fig. 1’s two-stage scenario produces a nominal value ~N (C)
for the transformed data and a sample of MC replicates ~M (C)q to describe
the distribution and, particularly, the uncertainty of the transformed and
combined data. These Combine outputs are given by
~N (C) =
1
J
J∑
j=1
~N (T)j = F¯ (
~Y•, ~ν) (4)
and
~M (C)q = M¯
(T)
•q +
1√
J
UC
√
DC ~Zq (5)
where M¯ (T)•q = F¯ (~Y•, ~Sq) and ~Zq ∼ N(~0, I), q = 1, ..., Q. Further, the ~Zq are
independent of both the M¯ (T)•q and UC
√
DC. The matrices UC and DC are
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the unitary and diagonal members, respectively, of the eigendecomposition
Σˆ ~N (T)
j
= UCDCU
T
C of the sample covariance matrix
Σˆ ~N (T)
j
=
1
J − 1
J∑
j=1
( ~N (T)j − N¯ (T)• )( ~N (T)j − N¯ (T)• )T (6)
associated with the nominal vectors ~N (T)j at Combine’s input.
The vectors ~Zq in (5) model standard normal variation along the princi-
pal axes of Σˆ ~N (T)
j
. These standard normal variates are scaled by the standard
deviations in
√
DC and then rotated byUC onto the coordinate axes of Σˆ ~N (T)
j
to reflect the variability of the transformed data at Combine’s input. The
components of the ~Zq are chosen to be normally distributed based on the
assumption that the number J of Combine inputs and their independence
are together great enough to support a Central Limit Theorem approxima-
tion. We present the ~Zq as normally distributed because this is how they are
generated in Combine. Only in subsection 4.2, however, is this distributional
assumption necessary to our results.
The nominal value ~N (C) in (4) produced by Combine is a natural, in-
tuitive summary of the central tendency of the transformed data provided
that the transformed data are unimodal with little skew. The purpose of
the MC replicates ~M (C)q is to indicate central tendency under more general
conditions as well as to summarize the spread and distributional shape of
the estimated central tendency. Formally, Combine is designed to produce a
sample of MC replicates whose mean M¯ (C)• is an unbiased estimator of the
vector E[F¯ (~Y•, ~Sq)] and whose covariance
Σˆ ~M (C)q
=
1
Q− 1
Q∑
q=1
( ~M (C)q − M¯ (C)• )( ~M (C)q − M¯ (C)• )T (7)
is an unbiased estimator of the covariance V [F¯ (~Y•, ~Sq)] of the vector F¯ (~Y•, ~Sq).
In other words, the MC replicates in (5) should satisfy
E[M¯ (C)• ] = E[F¯ (
~Y•, ~Sq)] (8)
and
E[Σˆ ~M (C)q
] = V [F¯ (~Y•, ~Sq)]. (9)
7
We note for later use that under the conditions of our two-stage scenario
the estimands in (8) and (9) can be expressed as
E[F¯ (~Y•, ~Sq)] = E[F (~Yj , ~Sq)] (10)
and
V [F¯ (~Y•, ~Sq)] =
1
J
V [F (~Yj , ~Sq)]
(11)
+
J − 1
J
Cov[F (~Yj , ~Sq), F (~Yj′ , ~Sq)]
with j 6= j′. Our analysis, summarized in Proposition 1 below, of the MC
construction in (5) shows that Combine meets design goals (8) and (9) only
under certain conditions, and that without these conditions Combine exhibits
bias.
Proposition 1: Suppose that, in the two-stage scenario in Fig. 1 , we have
J > 1 independent, identically distributed data vectors ~Yj ∼ (~µ,Σ). Also
suppose we have Q independent, identically distributed errors ~Sq ∼ (~ν,Υ).
Assume the sets of ~Yj and ~Sq are independent. Suppose further that the
Transform outputs ~N (T)j = F (
~Yj, ~ν) and ~M
(T)
jq are given by (1) and (2) with
F as in (3), and the Combine outputs ~N (C) and ~M (C)q are given by (4) and
(5). Then
E[M¯ (C)• ] = E[F¯ (~Y•, ~Sq)] (12)
and
E[Σˆ ~M (C)q
] = V [F¯ (~Y•, ~Sq)] +
1
J
Ψ (13)
where Ψ is the difference of two K×K covariances
Ψ = V [F (~Yj , ~ν)]− V [E[F (~Yj , ~Sq)|~Yj ]]. (14)
Proposition 1 establishes that the design goal in (8) is generally met by
the MC replicates in (5), but the design goal in (9) is not. The covariance
in the sample of MC replicates is biased by an amount Ψ/J . We will see in
the next section that this bias can be positive or negative. We first prove
the two parts (12) and (13) of the proposition.
Proof of (12): We first note that E[M¯ (C)• ] = E[ ~M
(C)
q ] since the ~M
(C)
q are
identically distributed. Then, conditioning on the factor UC
√
DC in (5) and
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using that ~Zq and UC
√
DC are independent, we have
E[M¯ (C)• ] = E[E[M¯
(T)
•q +
1√
J
UC
√
DC ~Zq|UC
√
DC]]
= E[E[M¯ (T)•q |UC
√
DC]] +
1√
J
E[UC
√
DC]E[~Zq].
Since E[~Zq] = ~0, this yields E[M¯
(C)
• ] = E[M¯
(T)
•q ] = E[F¯ (~Y•, ~Sq)], which proves
(12). ⊓⊔
To prove (13) in the proposition, we need four lemmas, which we state
here. Their proofs are given in the appendix. Lemma 1 concerns the sample
covariance of cross-correlated vectors. Lemmas 2 and 3 are elementary con-
ditioning argument-based results for auto- and cross-covariances. Lemma 4
is used here and in the proofs of subsequent propositions.
Lemma 1: Let ~Xj ∼ (~µ,Σ) for j = 1, ..., J , J > 1 with sample covariance
Σˆ =
1
J − 1
J∑
j=1
( ~Xj − X¯)( ~Xj − X¯)T.
Let Cov[ ~Xj , ~Xk] = E[( ~Xj−E[ ~Xj ])( ~Xk−E[ ~Xk])T] be the cross-covariance of
~Xj and ~Xk, and suppose the ~Xj are cross-correlated with Cov[ ~Xj, ~Xk] = Σ
′
for all j 6= k. Then E[Σˆ] = Σ−Σ′.
Lemma 2: Let ~Z ∼ (~0, I) be independent of the vector-matrix pair
( ~A,B). Then V [ ~A+B~Z] = V [ ~A] + E[BBT].
Lemma 3: Let ~Z1, ~Z2 ∼ (~0, I), and suppose ~Z1, ~Z2, and ( ~A1, ~A2,B) are
mutually independent. Then Cov[ ~A1 +B~Z1, ~A2 +B~Z2] = Cov[ ~A1, ~A2].
Lemma 4: Let ~S, ~S′ be independent, identically distributed random vec-
tors independent of the random vector ~Y . Let F (~Y , ~S) be a vector function
of ~Y and ~S. Then Cov[F (~Y , ~S), F (~Y , ~S′)] = V [E[F (~Y , ~S)|~Y ]].
Proof of (13): The MC replicate vectors ~M (C)q created by Combine are cor-
related with common cross-covariance Cov[ ~M (C)q , ~M
(C)
q′ ]. Therefore, according
to Lemma 1,
E[Σˆ ~M (C)q
] = V [ ~M (C)q ]−Cov[ ~M (C)q , ~M (C)q′ ] (15)
with q 6= q′. Using definition (5) for ~M (C)q , Lemma 2, definition (2) for ~M (T)jq ,
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and the eigendecomposition Σˆ ~N (T)
j
= UCDCU
T
C , we have
V [ ~M (C)q ] = V
[
M¯ (T)•q +
1√
J
UC
√
DC ~Zq
]
= V [M¯ (T)•q ] +
1
J
E[UCDCU
T
C ]
= V [F¯ (~Y•, ~Sq)] +
1
J
E[Σˆ
(T)
~Nj
]. (16)
The Transform nominal values ~N (T)j in (1) are independent and identically
distributed so
E[Σˆ
(T)
~Nj
] = V [ ~N (T)j ] = V [F (
~Yj , ~ν)] (17)
and (16) becomes
V [ ~M (C)q ] = V [F¯ (~Y•, ~Sq)] +
1
J
V [F (~Yj , ~ν)]. (18)
Now consider the cross-covariance Cov[ ~M (C)q , ~M
(C)
q′ ] in (15). Using defini-
tion (5) for ~M (C)q , Lemma 3, and definition (2) for ~M
(T)
jq , we have
Cov[ ~M (C)q ,
~M (C)q′ ] = Cov
[
M¯ (T)•q +
1√
J
UC
√
DC ~Zq, M¯
(T)
•q′ +
1√
J
UC
√
DC ~Zq′
]
= Cov[M¯ (T)•q , M¯
(T)
•q′ ]
=
1
J2
Cov

 J∑
j=1
F (~Yj , ~Sq),
J∑
j′=1
F (~Yj′ , ~Sq′)


=
1
J
Cov[F (~Yj , ~Sq), F (~Yj , ~Sq′)], (19)
the last equality holding because the data vectors ~Yj are independent. Ap-
plying Lemma 4 to the covariance in (19) and substituting the result along
with (18) back into (15) proves (13). ⊓⊔
2.1 Example error models
Proposition 1’s point is that the MC replicates produced by Combine in
our two-stage scenario have a covariance bias Ψ/J . In the remainder of
this section we evaluate Ψ for various error models, showing that Ψ can be
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positive, negative, or zero. Where Ψ is non-zero, we show in the univariate
case K = 1 that the relative bias
relbias[Σˆ ~M (C)q
] =
E[Σˆ ~M (C)q
]− V [F¯ (~Y•, ~Sq)]
V [F¯ (~Y•, ~Sq)]
(20)
approaches ±20% in one example and even 200% in another.
Additive error: The function f in (3) is f(a, b) = a+ b for additive error.
In this case F (~y,~s) = ~y + ~s and
E[F (~Yj , ~Sq)|~Yj ] = E[~Yj + ~Sq|~Yj ]
= ~Yj + E[~Sq]
= F (~Yj , ~ν)
so Ψ in (14) is identically zero. Thus for additive shared systematic error
Combine’s MC replicates have both zero mean bias and zero covariance bias.
Multiplicative error: The function f in (3) is f(y, s) = ys for multiplica-
tive error and the kth component of F (~Yj , ~Sq) is f(Yjk, Sqk) = YjkSqk where
Yjk and Sqk are the kth components of ~Yj and ~Sq. We have
E[f(Yjk, Sqk)|~Yj ] = E[YjkSqk|~Yj ]
= YjkE[Sqk|~Yj ]
= Yjk νk.
Therefore E[F (~Yj , ~Sq)|~Yj ] = F (~Yj , ~ν) and Ψ = 0. This shows that for mul-
tiplicative shared systematic error Combine’s MC replicates have both zero
mean bias and zero covariance bias.
Phase error: The function f in (3) is f(y, s) = sin(y+s) for phase error.
In this case the covariance in Combine’s MC replicates can be biased. We
focus on the univariate case K = 1 in which we have scalars, Yj and Sq, and
the phase error is uniformly distributed, Sq ∼ Unif(−δ, δ), δ > 0, with mean
ν = 0 and range 2δ. We note first that
E[sin(Yj + Sq)|Yj = y] = sin y sin δ
δ
.
Therefore
V [E[sin(Yj + Sq)|Yj ]] = V
[
sinYj sin δ
δ
]
=
sin2 δ
δ2
V [sinYj]
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and, using ν = E[Sq] = 0,
Ψ = V [sin(Yj + 0)]− sin
2 δ
δ2
V [sinYj]
=
(
1− sin
2 δ
δ2
)
V [sinYj]
> 0.
To assess the relative size of the bias associated with Ψ > 0 above,
we consider the extremal case where δ = π and where Yj is ±π/2 with
equal probabilities. Then Ψ = 1, V [sin(Yj + Sq)] = 1/2, and Cov[sin(Yj +
Sq), sin(Yj′ + Sq)] = 0 for j 6= j′. Using (11), we find that the relative bias
(20) associated with the MC sample variance is
relbias[Σˆ ~M (C)q
] =
1
J
Ψ
V [F¯ (~Y•, ~Sq)]
=
1
J
1
1
J
1
2
+ J−1
J
0
= 2.
Here the relative bias is 200% for any sample size J . This albeit exteme
example demonstrates that very large relative biases are possible with Com-
bine’s current method of MC replicate construction.
Exponential error: The function f in (3) is f(y, s) = ys for exponen-
tial error. In this case the covariance in Combine’s MC replicates can be
positively or negatively biased. We focus on the case K = 1 of uniformly
distributed scalars, Yj and Sq. For this case we find that Ψ is broadly, but
not always, negative.
Let Yj ∼ Unif[a, b] and Sq ∼ Unif[1 − α, 1 + α], 0 ≤ α ≤ 1. We have
ν = E[Sq] = 1 so Ψ in (14) is V [Yj ]− V [k(Yj)] where
k(y) = E[ySq ] =
y sinh(α ln y)
α ln y
.
Using V [Yj ] =
1
12
(b− a)2 and evaluating V [k(Yj)] numerically, we find that
Ψ is slightly positive for small b, as shown in Fig. 2. Otherwise, in the region
0 ≤ a ≤ b ≤ 8, Ψ is negative, increasingly so for larger ranges 2α and b− a.
In the cases presented in Fig. 2 for exponential error, the covariance
Cov[F (~Yj , ~Sq), F (~Yj′ , ~Sq)] = Cov[Y
Sq
j , Y
Sq
j′ ]
is positive. According to (11), then, the relative bias (20) associated with
Ψ is strongest at the smallest sample size J = 2, in which case
relbias[Σˆ ~M (C)q
] =
Ψ
V [Y
Sq
j ] + Cov[Y
Sq
j , Y
Sq
j′ ]
.
12
Numerical evaluation of this expression yields the results presented in Fig.
3. At its strongest the relative bias approaches ±20% for α = 0.95.
3 An alternative MC construction
The previous section shows that Combine’s MC replicates ~M (C)q in (5) gener-
ated for the two-stage scenario in Fig. 1 fail to fully meet Combine’s design
goals (8) and (9). We propose in this section an alternative construction ~M (A)q
for Combine’s MC replicates. Like the ~M (C)q replicates in (5), the proposed
~M (A)q replicates meet goal (8). Unlike the ~M
(C)
q replicates, the ~M
(A)
q replicates
essentially meet goal (9), doing so arbitrarily closely for sufficiently large
MC replicate sample size Q.
Let
~M (A)q = M¯
(T)
•q +
1√
J
UA
√
DA ~Zq (21)
where M¯ (T)•q = F¯ (~Y•, ~Sq) and ~Zq ∼ N(~0, I), q = 1, ..., Q. Further, the ~Zq
are independent of both the M¯ (T)•q and UA
√
DA. In this alternative construc-
tion the matrices UA and DA are now the unitary and diagonal members,
respectively, of the eigendecomposition Σˆ
M¯
(T)
j•
= UADAU
T
A of the sample
covariance
Σˆ
M¯
(T)
j•
=
1
J − 1
J∑
j=1
(M¯ (T)j• − M¯ (T)•• )(M¯ (T)j• − M¯ (T)•• )T (22)
associated with the means M¯ (T)j• of the MC samples at Combine’s input.
Proposition 2 below shows that basing the sample variability of the stage-
two Combine MC replicates on the stage-one MC means M¯ (T)j• instead of on
the stage-one nominal values ~N (T)j essentially removes the bias Ψ/J identified
in Proposition 1. This reduced bias is explained in some part by the greater
information retained by using the MC means instead of the nominal values:
the M (T)jq = F (
~Yj , ~Sq) reflect nonlinearities in F across the full distribution
of ~S, while the nominal values ~N (T)j = F (
~Yj, ~ν) are only exposed to F at the
mean ~ν of the ~Sq distribution.
Proposition 2: Let the set-up be the same as in Proposition 1 except
that the Combine-stage MC replicates in Fig. 1 are given by ~M (A)q in (21).
Then
E[M¯ (A)• ] = E[F¯ (~Y•, ~Sq)] (23)
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Figure 2. Bias factor Ψ with exponential error. The data Yj and the
exponential error Sq are both uniformly distributed, Yj ∼ Unif[a, b]
and Sq ∼ Unif[1−α, 1+α]. The bias factor Ψ is negative everywhere
except in the small blue patches where Ψ > 0.
14
Figure 3. Relative bias of Combine’s MC sample variance with ex-
ponential error. The data Yj and the exponential error Sq are both
uniformly distributed, Yj ∼ Unif[a, b] and Sq ∼ Unif[1 − α, 1 + α].
The relative bias approaches ±20% for α = 0.95.
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and
E[Σˆ ~M (A)q
] = V [F¯ (~Y•, ~Sq)] +
1
JQ
Φ (24)
where Φ is the difference of two K×K covariances
Φ = E[V [F (~Yj , ~Sq)|~Sq]]− V [E[F (~Yj , ~Sq)|~Yj ]]. (25)
Proof: The proof of (23) is the same as that of (12) because ~Zq and
UA
√
DA in (21) are again independent. To prove (24), we first note that the
arguments based on Lemmas 1, 2, and 3 early in the proof of (13) apply also
here, giving
E[Σˆ ~M (A)q
] = V [ ~M (A)q ]−Cov[ ~M (A)q , ~M (A)q′ ] (26)
with
V [ ~M (A)q ] = V [F¯ (
~Y•, ~Sq)] +
1
J
E[Σˆ
M¯
(T)
j•
] (27)
and
Cov[ ~M (A)q , ~M
(A)
q′ ] =
1
J
V [E[F (Yj , Sq)|Yj ]], (28)
in which case
E[Σˆ ~M (A)q
] = V [F¯ (~Y•, ~Sq)] +
1
J
(
E[Σˆ
M¯
(T)
j•
]− V [E[F (Yj , Sq)|Yj ]]
)
. (29)
Using Lemma 1, we write E[Σˆ
M¯
(T)
j•
] in (27) as
E[Σˆ
M¯
(T)
j•
] = V [M¯ (T)j• ]−Cov[M¯ (T)j• , M¯ (T)j′•]. (30)
Next,
V [M¯ (T)j• ] = V

 1
Q
Q∑
q=1
F (Yj , Sq)


=
1
Q2
Q∑
q=1
Q∑
q′=1
Cov[F (Yj , Sq), F (Yj , Sq′)]
=
1
Q
V [F (Yj , Sq)] +
Q− 1
Q
Cov[F (Yj , Sq), F (Yj , Sq′)]. (31)
The Sq in (31) are independent and identically distributed so, applying
Lemma 4, V [M¯ (T)j• ] in (30) becomes, from (31),
V [M¯ (T)j• ] =
1
Q
V [F (Yj , Sq)] +
Q− 1
Q
V [E[F (Yj , Sq)|Yj ]]. (32)
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Similarly, the covariance Cov[M¯ (T)j• , M¯
(T)
j′•] in (30) is
Cov[M¯ (T)j• , M¯
(T)
j′•] = Cov

 1
Q
Q∑
q=1
F (Yj, Sq),
1
Q
Q∑
q′=1
F (Yj′ , Sq′)


=
1
Q2
Q∑
q=1
Q∑
q′=1
Cov[F (Yj , Sq), F (Yj′ , Sq′)]
=
1
Q
Cov[F (Yj , Sq), F (Yj′ , Sq)]
=
1
Q
E[Cov[F (Yj , Sq), F (Yj′ , Sq)|Sq]]
+
1
Q
Cov[E[F (Yj , Sq)|Sq], E[F (Yj′ , Sq)|Sq]]
=
1
Q
V [E[F (Yj , Sq)|Sq]]. (33)
Substituting (32) and (33) back into (30) yields
E[Σˆ
M¯
(T)
j•
] =
1
Q
V [F (Yj , Sq)] +
Q− 1
Q
V [E[F (Yj , Sq)|Yj ]]
(34)
− 1
Q
V [E[F (Yj , Sq)|Sq]].
Finally, substituting this back into (29) proves (24). ⊓⊔
For the scalar case K = 1 the relative bias
relbias[Σˆ ~M (A)q
] =
1
JQ
Φ
V [F¯ (~Y•, ~Sq)]
(35)
associated with the MC sample variance in Proposition 2 has simple bounds,
given in the following proposition. Following the proof of this proposition,
we show by simple examples that these bounds are tight.
Proposition 3: The relative bias in (35) satisfies
0 ≤ relbias[Σˆ ~M (A)q ] ≤
1
Q
. (36)
Proof: We prove first that the relative bias in (36) is non-negative. The
variance of a random variable X can be expressed by
V [X] =
1
2
E[(X −X ′)2] (37)
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where X,X ′ are independent and identically distributed. Using conditional
versions of (37), we have
Φ = E[V [F (Yj , Sq)|Sq]]− V [E[F (Yj , Sq)|Yj ]]
= E
[
1
2
E[(F (Yj , Sq)− F (Y ′j , Sq))2|Sq]
]
− 1
2
E
[
(E[F (Yj , Sq)|Yj ]− E[F (Y ′j , Sq)|Y ′j ])2
]
.
Define ∆(y, y′, s) = F (y, s)− F (y′, s). Then
Φ =
1
2
E[∆2(Yj , Y
′
j , Sq)]−
1
2
E
[
E2[∆(Yj, Y
′
j , Sq)|Yj , Y ′j ]
]
=
1
2
E
[
E[∆2(Yj , Y
′
j , Sq)|Yj , Y ′j ]
]− 1
2
E
[
E2[∆(Yj , Y
′
j , Sq)|Yj , Y ′j ]
]
=
1
2
E
[
V [∆(Yj, Y
′
j , Sq)|Yj , Y ′j ]
]
.
Variance is non-negative so Φ ≥ 0, proving the lower bound in Proposition
3. To prove the upper bound we note first that, applying Lemma 4 to the
scalar case V [F¯ (Y•, Sq)] of the target variance in (11), we have
V [F¯ (Y•, Sq)] =
1
J
V [F (Yj , Sq)] +
J − 1
J
V [E[F (Yj , Sq)|Sq]
=
1
J
E[V [F (Yj , Sq)|Sq] + V [E[F (Yj , Sq)|Sq].
Then the relative bias given in (35) is
relbias[Σˆ ~M (A)q
] =
1
JQ
E[V [F (Yj , Sq)|Sq]− V [E[F (Yj , Sq)|Yj ]
1
J
E[V [F (Yj , Sq)|Sq] + V [E[F (Yj , Sq)|Sq]
≤ 1
JQ
E[V [F (Yj , Sq)|Sq]
1
J
E[V [F (Yj , Sq)|Sq]
=
1
Q
, (38)
establishing the upper bound in (36). ⊓⊔
In the remainder of this section we look at the examples of additive and
multiplicative error to see that the bounds in Proposition 3 on the relative
18
bias of the MC sample variance Σˆ ~M (A)q
are tight.
Additive error: In this case F (~y,~s) = ~y + ~s and Φ in (25) is
Φ = E[V [~Yj + ~Sq|~Sq]]− V [E[~Yj + ~Sq|~Yj]]
= E[V [~Yj ]]− V [~Yj +E[~Sq]]
= 0. (39)
This shows that Proposition 3’s lower bound is tight for the scalar case
addressed there. More generally, it shows for additive shared systematic
error that Combine MC replicates constructed according to (21) have both
zero mean bias and zero covariance bias.
Multiplicative error: We focus on the univariate case K = 1 in which we
have scalars, Yj and Sq. Then
Φ = E[V [YjSq|Sq]]− V [E[YjSq|Yj]]
= E[S2q ]V [Yj ]− E2[Sq]V [Yj]
= V [Sq]V [Yj]. (40)
The corresponding relative bias for our case K = 1 is
relbias[Σˆ ~M (A)q
] =
1
JQ
Φ
V [F¯ (Y•, Sq)]
=
1
Q
V [Sq]V [Y¯•]
V [Y¯•Sq]
=
1
Q
V [Sq]V [Y¯•]
V [Sq]V [Y¯•] + V [Sq]E2[Yj ] + V [Y¯•]E2[Sq]
(41)
where in the last step we used the product rule for variance [8]. Expression
(41) is less than or equal to 1/Q, achieving 1/Q for E[Yj ] = E[Sq] = 0, show-
ing that the upper bound in Proposition 3 is tight. Thus, for multiplicative
error with the alternative MC sample construction, the relative covariance
bias can be as great as 100% in the extreme case Q = 1; but for typical user
choices of Q it is no greater than a small fraction of a percent.
We conducted a computer experiment as a numerical check on the upper
bound in Proposition 3 and, in particular, on (41) for relative bias in the
case of multiplicative error. Combine MC samples with sizes ranging from
Q = 3 to Q = 300 were constructed per the proposed alternative method for
the univariate case (K = 1) with independent standard normal datasets Yj
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Figure 4. Results of an experiment confirming the tightness of the
upper bound 1/Q on the relative bias of the sample variance with
the proposed alternative construction of Combine MC replicates.
of size J = 4 and independent standard normal errors Sq. For each sample
size 10,000 MC samples were created and their 10,000 sample variances
were averaged. These averaged sample variances were compared against the
target variance
V [F¯ (~Y•, ~Sq)] = V [Sq]V [Y¯•] = V [Sq]
V [Yj ]
J
= 1/4
to estimate for each Q the relative bias in the MC sample variance. The
estimated relative biases are plotted in Fig. 4. According to (41), the esti-
mated relative biases should agree with the solid red line in Fig. 4 given by
relbias = 1/Q. They do agree to within experimental uncertainty.
4 Relative variability
Sections 2 and 3 compared Combine’s current and proposed alternative con-
structions of MC replicates from the standpoint of bias in the MC sample
means and covariances. Specifically, Propositions 1 and 2 established that
the MC sample means M¯ (C)• and M¯
(A)
• are each unbiased. These propositions
also established that MC sample covariance Σˆ
2
~M
(C)
q
is biased, while the bias
of Σˆ
2
~M
(A)
q
is asymptotically zero as Q→∞. In this section we complete our
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comparison of the two constructions by considering the differences in the
variabilities of their MC sample means and covariances.
4.1 Relative variability in MC sample means
The MC sample means with the current and alternative MC constructions
(5) and (21) are, respectively,
M¯ (C)• = M¯
(T)
•• +
1√
J
UC
√
DCZ¯•,
(42)
M¯ (A)• = M¯
(T)
•• +
1√
J
UA
√
DAZ¯•.
The difference in their degrees of variability (their covariances) is given by
the following proposition.
Proposition 4: Consider the two-stage scenario in Fig. 1 with the same
set-up as in Propositions 1 and 2. Then
V [M¯ (C)• ]− V [M¯ (A)• ] =
1
JQ
Ψ− 1
JQ2
Φ (43)
with the matrices Ψ and Φ as defined in (14) and (25).
Proof: Lemma 2 yields for the MC sample means in (42) that
V [M¯ (C)• ] = V [M¯
(T)
•• ] +
1
JQ
E[Σˆ ~N (T)
j
],
V [M¯ (A)• ] = V [M¯
(T)
•• ] +
1
JQ
E[Σˆ
M¯
(T)
j•
],
in which case
V [M¯ (C)• ]− V [M¯ (A)• ] =
1
JQ
E[Σˆ ~N (T)
j
]− 1
JQ
E[Σˆ
M¯
(T)
j•
].
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Using the definitions of Ψ and Φ and the results in (17) and (34) for E[Σˆ ~N (T)
j
]
and E[Σˆ
M¯
(T)
j•
], we find
V [M¯ (C)• ]− V [M¯ (A)• ]
=
1
JQ
V [F (~Yj , ~ν)]− 1
JQ
(
1
Q
V [F (~Yj , ~Sq)]
− 1
Q
V [E[F (~Yj , ~Sq)|~Sq]] + Q− 1
Q
V [E[F (~Yj , ~Sq)|~Yj ]]
)
=
1
JQ
Ψ− 1
JQ
(
1
Q
V [F (~Yj , ~Sq)]
− 1
Q
V [E[F (~Yj , ~Sq)|~Sq]]− 1
Q
V [E[F (~Yj , ~Sq)|~Yj ]]
)
=
1
JQ
Ψ− 1
JQ2
(
E[V [F (~Yj , ~Sq)|~Sq]]− V [E[F (~Yj , ~Sq)|~Yj ]]
)
.
Recalling definition (25) for Φ, this proves the proposition. ⊓⊔
For sufficiently large finite Q, the sign of the difference in the covariances
V [M¯ (C)• ] and V [M¯
(A)
• ] is determined by Ψ in (43). We saw in Sect. 2 that Ψ
can be positive, negative, or zero, so depending on the form of the Transform
error model F (~Yj , ~Sq) either of the two estimators M¯
(C)
• or M¯
(A)
• can exhibit
less variability. According to (43), when Ψ is positive, the alternatively con-
structed MC replicates ~M (A)q are better than the current ~M
(C)
q both because
their sample mean M¯ (A)• exhibits less variability and because their sample
variance Σˆ
2
M¯
(A)
j•
is asymptotically unbiased. When Ψ is negative, the picture
is mixed: ~M (A)q exhibits greater variability than ~M
(C)
q , but ~M
(C)
q is biased.
All these considerations of the relative variabilities of M¯ (C)• and M¯
(A)
• are,
of course, dominated by Proposition 4’s main import that the difference in
their variabilties is asymptotically zero,
V [M¯ (C)• ]− V [M¯ (A)• ] = 0 for Q→∞.
4.2 Relative variability in MC sample covariances
We consider in this subsection the difference in the variabilities of the MC
sample covariances with the current and proposed alternative constructions,
limiting our considerations to the univariate (K = 1) case. For K = 1
M (C)q = M¯
(T)
•q +
Zq√
J
√
S2
N
(T)
j
(44)
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where N (T)j = F (Yj , ν) and
S2
N
(T)
j
=
1
J − 1
J∑
j=1
(
N (T)j − N¯ (T)•
)2
.
Even with the restriction K = 1, assessing the variance of the sample vari-
ance of the M (C)q in (44) is difficult, necessarily involving fourth moments.
Because the Zq in (44) are normal, the following lemma (proved in [7]) is
useful.
Lemma 5: Let Xn = µn + σZn for n = 1, ..., N where σ and the µn
are constants and the Zn are mutually independent and standard normal-
distributed. Let
u2 =
1
N − 1
N∑
n=1
(µn − µ¯)2, S2X =
1
N − 1
N∑
n=1
(Xn − X¯)2.
Then E[S2X ] = u
2 + σ2 and
V [S2X ] =
2
N − 1σ
4 +
4
N − 1σ
2u2. (45)
Let M¯ (T)• be the set of Q MC sample means M¯
(T)
•q . Conditioned on M¯
(T)
•
and S2
N
(T)
j
, Combine’s MC replicates M (C)q in (44) are independent and nor-
mally distributed with means M¯ (T)•q and variance
1
J
S2
N
(T)
j
. Then according to
Lemma 5,
E[S2
M
(C)
q
|M¯ (T)• , S2N (T)
j
] =
1
J
S2
N
(T)
j
+ S2
M¯
(T)
•q
and
V [S2
M
(C)
q
|M¯ (T)• , S2N (T)
j
] =
2
Q− 1
1
J2
S4
N
(T)
j
+
4
Q− 1
1
J
S2
N
(T)
j
S2
M¯
(T)
•q
where
S2
M¯
(T)
•q
=
1
Q− 1
Q∑
q=1
(
M¯ (T)•q − M¯ (T)••
)2
.
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Then
V [S2
M
(C)
q
] = V [E[S2
M
(C)
q
|M¯ (T)• , S2N (T)
j
]]
+E[V [S2
M
(C)
q
|M¯ (T)• , S2N (T)
j
]]
= V
[
1
J
S2
N
(T)
j
+ S2
M¯
(T)
•q
]
+
2
Q− 1
1
J2
E
[
S4
N
(T)
j
]
+
4
Q− 1
1
J
E
[
S2
N
(T)
j
S2
M¯
(T)
•q
]
. (46)
A parallel calculation for the alternatively constructed MC replicates
M (A)q = M¯
(T)
•q +
Zq√
J
√
S2
M¯
(T)
j•
yields
V [S2
M
(A)
q
] = V
[
1
J
S2
M¯
(T)
j•
+ S2
M¯
(T)
•q
]
+
2
Q− 1
1
J2
E
[
S4
M¯
(T)
j•
]
+
4
Q− 1
1
J
E
[
S2
M¯
(T)
j•
S2
M¯
(T)
•q
]
. (47)
We have, therefore, from (46) and (47) that
V [S2
M
(A)
q
]− V [S2
M
(C)
q
]
≈ V
[
1
J
S2
M¯
(T)
j•
+ S2
M¯
(T)
•q
]
− V
[
1
J
S2
N
(T)
j
+ S2
M¯
(T)
•q
]
+O(1/Q)
≈ 1
J2
(
V [S2
M¯
(T)
j•
]− V [S2
N
(T)
j
]
)
+O(1/Q). (48)
We now pursue expressions for the difference in the two variances in (48) in
the cases of additive and multiplicative error.
Additive error model: For f(y, s) = y + s we have M¯ (T)j• = Yj + S¯• and
N (T)j = Yj + ν where ν = E[Sq]. Then S
2
M¯
(T)
j•
= S2Yj and S
2
N
(T)
j
= S2Yj so
V [S2
M¯
(T)
j•
]− V [S2
N
(T)
j
] = 0. (49)
Multiplicative error model: For f(y, s) = ys we have M¯ (T)j• = YjS¯• and
N (T)j = Yjν. Then S
2
M¯
(T)
j•
= S¯2•S
2
Yj
and S2
N
(T)
j
= ν2S2Yj . The factors S¯
2
• and
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S2Yj are independent, so using the product rule for variance [8], we find
V [S2
M¯
(T)
j•
]− V [S2
N
(T)
j
] = V [S¯2•S
2
Yj
]− V [ν2S2Yj ]
= V [S¯2• ]E
2[S2Yj ] + E[S¯
4
• ]V [S
2
Yj
]− ν4V [S2Yj ]. (50)
Let τ , ω, and ψ be the second, third, and fourth central moments of Sq, and
let φ be the fourth central moment of Yj . Moment results for the sample
mean and sample variance in [9, 10] then yield
E[S2Yj ] = σ
2,
V [S2Yj ] =
φ4 − σ4
J
+
2σ4
J(J − 1) ,
E[S¯4• ] = ν
4 +
6ν2τ2
Q
+
3τ4 + 4νω3
Q2
+
ψ4 − 3τ4
Q3
,
V [S¯2• ] =
4ν2τ2
Q
+
2τ4 + 4νω3
Q2
+
ψ4 − 3τ4
Q3
.
It then follows from (50) that
V [S2
M¯
(T)
j•
]− V [S2
N
(T)
j
] = σ4
(
4ν2τ2
Q
+
2τ4 + 4νω3
Q2
+
ψ4 − 3τ4
Q3
)
(51)
+
(
6ν2τ2
Q
+
3τ4 + 4νω3
Q2
+
ψ4 − 3τ4
Q3
)(
φ4 − σ4
J
+
2σ4
J(J − 1)
)
.
This suggests generally for multiplicative error that, for Q→∞,
V [S2
M
(A)
q
]− V [S2
M
(C)
q
]→ 0. (52)
Computer experiments were done to check the approximation in (48)
for the difference in the variances of the MC sample variances. According
to results (49) and (52), the difference in the variances should be zero and
asymptotically zero for additive and multiplicative noise, respectively. These
results were confirmed in experiments with different distributions for Yj and
Sq and different data sample sizes J . The results in Fig. 5 are typical. The
plots in Fig. 5 show the estimated relative difference
reldiff =
Vˆ [S2
M
(C)
q
]− Vˆ [S2
M
(A)
q
]
Vˆ [S2
M
(C)
q
] + Vˆ [S2
M
(A)
q
]
, (53)
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the top plot for a case of additive noise and the bottom plot for a case of
multiplicative noise. In each plot the data and noise are standard normal-
distributed and J = 4. The plotted relative differences defined by (53) have
a potential range of ±100%. Each plotted point in Fig. 5 is estimated from
an independent set of 100,000 computer trials. The experiment results in
Fig. 5 and corresponding results obtained for other distributions and sample
sizes confirm (49) and (52) under broad conditions.
Current minus Alternative
Additive
error model
3 10 30 100 300 1000 3000
-15
-10
-5
0
5
10
15
MC sample size, Q
R
e
la
ti
v
e
d
if
fe
re
n
c
e
(%
)
Differences in variances of sample variances
Current minus Alternative
Multiplicative
error model
3 10 30 100 300 1000 3000
-15
-10
-5
0
5
MC sample size, Q
R
e
la
ti
v
e
d
if
fe
re
n
c
e
(%
)
Differences in variances of sample variances
Figure 5. Simulation-estimated relative differences in the variances of
the MC sample variances based on the current and proposed alternative
methods, for additive error (top) and multiplicative error (bottom).
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Our aim with results (49) and (52) was to discover whether either method
of constucting MC replicates dominates the other with respect to variance
of the MC sample variance. These results, and the experiments confirming
them, indicate that neither MC replicate construction method dominates
the other when the error is additive or multiplicative. For error models
beyond the additive and multiplicative cases, little analytical headway seems
possible, so we turn directly to computer experiments.
Presented in Fig. 6 are experiment results obtained for the phase and
exponential error models. The top plot in Fig. 6 shows the relative difference
(53) of variances for phase error for the extremal case discussed in Sect. 2
in which the error Sq is distributed Unif[−π, π], the data Yj are −π/2 and
π/2 with equal probabilities, and J = 4. The middle and bottom plots
show two cases of exponential error, both in which the data and exponential
error are uniformly distributed, Yj ∼ Unif[0, b] and Sq ∼ Unif[1− α, 1 + α],
with b = 8 and α = .95 in the middle plot and b = 1 and α = .95 in
the bottom plot. These two cases of exponential error are the two cases
in Fig. 3 where the relative bias of Combine’s MC sample variance is most
extreme—approaching ±20%.
The results in Fig. 6 show that neither MC construction method dom-
inates the other by having consistently smaller variance in its sample vari-
ance. In the middle plot the relative difference (53) in variances is negative,
meaning that the sample variance with the current method has less variabil-
ity. In the bottom plot, though, also with the exponential error model, the
sample variance with the alternative method has less variability. Also, the
three plots illustrate that the relative difference in variances can exhibit dif-
ferent degrees and types of transient behavior for small Q. The bottom plot
shows almost no transient change, while the middle plot shows significant
transient change before settling toward a limiting non-zero relative differ-
ence. The top plot shows that the relative difference in the variances can
even change sign before approaching its limit value.
5 Summary remarks
The MUF is a powerful tool for uncertainty modeling and analysis relating
to data obtained in high-precision microwave experiments, and the Combine
module is a key component of the MUF. We compared the MC replicates
currently constructed by Combine with those based on an alternative con-
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Figure 6. Simulation-estimated relative differences in the variances of
the MC sample variances based on the current and proposed alternative
methods, for phase error (top) and exponential error (middle and bottom).
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struction, using bias and variance of the MC sample mean and sample co-
variance as performance measures. We showed first that, with the current
method of Combine MC replicate construction, the MC sample covariance is
biased. Examples showed that this bias can be unacceptably large—200%
in one extreme example and approaching ±20% in others—and cannot be
reduced to a tolerable level by choosing the MC sample size Q sufficiently
large. The MC sample covariance using the alternative construction for MC
replicates is also biased, but this bias is asymptotically zero with Q.
Bias is the primary concern in MC sampling and the distinction, the cur-
rent method being biased and the alternative being asymptotically unbiased,
is the two construction methods’ most important difference. Looking beyond
bias to the difference in the variabilities of the MC sample means with the
two methods, we showed that this difference is asymptotically zero, with nei-
ther method dominating the other for small Q. Comparing the variabilities
of the MC sample variances was similarly nuanced and non-determinative:
in the cases of additive and multiplicative error, the difference in the vari-
ances of the sample variances is zero or asymptotically zero, while for phase
and exponential error, neither method consistently out-performs the other.
We showed in this case study of bias in uncertainty propogation software
that our proposed alternative MC replicate construction method has an im-
portant advantage with regard to MC sample covariance bias, while lacking
any clear disadvantage relative to the current method. Consequently, the
current method of constructing MC replicates in the MUF Combine mod-
ule is set to be replaced with our proposed alternative. This study shows
both that unknown, inadvertent biases are potentially present in even well-
designed statistical software and that statistical experiments can successfully
identify these biases. We urge that statistical performance tests be standard
for modern software uncertainty propagation tools, and we anticipate that
the statistical approach used here will be useful to future analyses of MUF
performance and of the performance of other similar statistical software for
uncertainty propagation.
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Appendix
We prove the four lemmas used in the proof of Proposition 1.
Lemma 1: Let ~Xj ∼ (~µ,Σ) for j = 1, ..., J , J > 1 with common cross-
covariance Cov[ ~Xj , ~Xk] = Σ
′ for all j 6= k. Then E[Σˆ] = Σ −Σ′ where Σˆ
is the sample covariance matrix
Σˆ =
1
J − 1
J∑
j=1
(
~Xj − X¯
)(
~Xj − X¯
)T
. (54)
Proof:
E[Σˆ] = E

 1
J − 1
J∑
j=1
~Xj ~X
T
j −
J
J − 1X¯•X¯
T
•


=
J
J − 1E[
~Xj ~X
T
j ]−
1
J(J − 1)

 J∑
j=1
E[ ~Xj ~X
T
j ] +
J∑
j 6=j′
E[ ~Xj ~X
T
j′ ]


=
J
J − 1(Σ+ ~µ~µ
T)− 1
J − 1(Σ+ ~µ~µ
T)− (Σ′ + ~µ~µT)
= Σ−Σ′. ⊓⊔
Lemma 2: Let ~Z ∼ (~0, I) be independent of the vector-matrix pair
( ~A,B). Then V [ ~A+B~Z] = V [ ~A] + E[BBT].
Proof:
V [ ~A+B~Z] = V [E[ ~A+B~Z|B]] + E[V [ ~A+B~Z|B]]
= V [E[ ~A|B] +BE[~Z ]] + E[V [ ~A|B] +BV [~Z]BT]
= V [E[ ~A|B] +B~0] +E[V [ ~A|B] +BIBT]
= V [E[ ~A|B]] + E[V [ ~A|B]] + E[BBT]
= V [ ~A] + E[BBT]. ⊓⊔
Lemma 3: Suppose ~Z1, ~Z2, and ( ~A1, ~A2,B) are mutually independent
30
with ~Z1, ~Z2 ∼ (~0, I). Then Cov[ ~A1 +B~Z1, ~A2 +B~Z2] = Cov[ ~A1, ~A2].
Proof:
Cov[ ~A1 +B~Z1, ~A2 +B~Z2]
= Cov[E[ ~A1 +B~Z1|B], E[ ~A2 +B~Z2|B]]
+E[Cov[ ~A1 +B~Z1, ~A2 +B~Z2|B]]
= Cov[E[ ~A1|B], E[ ~A2|B]]
+E[Cov[ ~A1, ~A2|B]]
= Cov[ ~A1, ~A2]. ⊓⊔
Lemma 4: Let ~S, ~S′ be independent, identically distributed random vec-
tors independent of the random vector ~Y . Let F (~Y , ~S) be a vector function
of ~Y and ~S. Then Cov[F (~Y , ~S), F (~Y , ~S′)] = V [E[F (~Y , ~S)|~Y ]].
Proof:
Cov[F (~Y , ~S), F (~Y , ~S′)]
= Cov[E[F (~Y , ~S)|~Y ], E[F (~Y , ~S′)|~Y ]] (55)
+E[Cov[F (~Y , ~S), F (~Y , ~S′)|~Y ]].
The two functions E[F (~Y , ~S)|~Y = ~y] and E[F (~Y , ~S′)|~Y = ~y] are identical so
the first covariance on the right in (55) is V [E[F (~Y , ~S)|~Y ]]. Also, F (~Y , ~S)
and F (~Y , ~S′) are conditionally independent given ~Y , so their conditional
covariance on the right in (55) is zero. ⊓⊔
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