Introduction
SVD is a matrix decomposition technique having wide range of applications, such as image/video compression, real time recommendation system, text mining (Latent Semantic Indexing (LSI)), signal processing, pattern recognition, etc. Computation of SVD is rather simpler in case of centralized system where entire data matrix is available at a single location. It is more complex when the matrix is distributed over a network of devices. Further, increase in complexity is attributed to the real-time arrival of new data. Processing of data Email addresses: ratnik.gandhi@ahduni.edu.in (Ratnik Gandhi), amoli.rajgor@iet.ahduni.edu.in (Amoli Rajgor) over distributed stream-oriented systems require efficient algorithms that generate results and update them in real-time. In streaming environment the data is continuously updated and thus the output of any operation performed over the data must be updated accordingly. In this paper, a special case of SVD updating algorithm is presented where the updates to the existing data are of rank-1.
Organization of the paper is as follows: Section 3 motivates the problem of updating SVD for a rank-1 perturbation and presents a characterization to look at the problem from matrix-vector product point of view. An existing algorithm for computing fast matrix-vector product using interpolation is discussed in Section 4. Section 5 introduces Fast Multipole Method (FMM). In Section 6 we present an improved algorithm based on FMM for rank-1 SVD update that runs in O(n 2 log 1 ) time, where real > 0 is a desired accuracy parameter.
Experimental results of the presented algorithms are given in Section 7.
For completeness we have explained in details matrix factorization (Ap- 
Related Work
In a series of work Gu and others [1, 2, 3, 4] present work on rank-one approximate SVD update. Apart from the low-rank SVD update, focus of their work is to discuss numerical computations and related accuracies in significant details. This leads to accurate computation of singular values, singular vectors and Cauchy matrix-vector product. Our work differs from this work as follows:
we use matrix factorization that is explicitly based on solution of Sylvester equation [5] to reach Eq. (20) that computes updated singular vectors (see Section 3.2). Subsequently, we reach an equation, Eq. (24) (similar to equation (3.3) in [2] ). Further, we show that with this new matrix decomposition we reach the computational complexity O(n 2 log 1 ) for updating rank-1 SVD.
SVD of Rank-One Perturbed Matrices
Let SVD of a m × n matrix A = U ΣV . 1 Where, U ∈ R m×m , Σ ∈ R m×n and V ∈ R n×n , where, without loss of generality, we assume, m ≤ n. Let there be a rank-one update ab to matrix A given by,
and letÛΣV denote the new(updated) SVD, where
An algorithm for updating SVD of a rank-1 perturbed matrix is given in Bunch and Nielsen [6] . The algorithm updates singular values using characteristic polynomial and computes the updated singular vectors explicitly using the updated singular values. From (1),
From (3) it is clear that the problem of rank-1 update (1) is modified to problem of three rank-1 updates (that is further converted to two rank-1 updates in (4)).
From (2) and (3) we get,
Refer Appendix Appendix A Eq. (A.6) for more details. Similar computation for right singular vectors is required.
The following computation is to be done for each rank-1 update, i.e., the procedure below will repeat four times, two times each for updating left and right singular vectors. From (4) we have,
whereā = U a 1 . From (6) we have,
B =CDC (Schur-decomposition).
From (8) and (6) we get,ŨDŨ
After adding the rank-1 perturbation to U DU in (5), the updated singular vector matrix is given by matrix-matrix product
Stange [5] , extending the work of [6] , presents an efficient way of updating SVD by exploring the underlying structure of the matrix-matrix computations of (10).
Updating Singular Values
An approach for computing singular values is through eigenvalues. Given a matrixŜ = S + ρuu , its eigenvaluesd can be computed in O(n 2 ) numerical operations by solving characteristic polynomial of (S + ρuu )x =dx, where [7] has shown that the above characteristic polynomial has following form.
Note that in the equation aboved is an unknown and thus, though the polynomial function is structurally similar to Eq. (24), we can not use FMM for solving it.
Recall, in order to compute singular valuesD of updated matrixÂ we need to update D twice as there are two symmetric rank-1 updates, i.e., for
we will update B = D + ρ 1āā Eq. (6) and similarly for
we will update B 1 =D + ρ 2bb .
At times, while computing eigen-system, some of the eigenvalues and eigen- 
Updating Singular Vectors
In order to update singular vectors the matrix-matrix product of (10) is required. A naive method for matrix multiplication has complexity O(n 3 ). We exploit matrix factorization in Stange [5] that shows the structure of matrixC to be Cauchy.
From (7) and (8) we get,CDC
Equation (12) is Sylvester equation with solution,
Simplifying L.H.S. of (13) forC we get,
Where,C = c 1 . . . c n and from R.H.S. of (13), c i ∈ R n are columns of the form,
. . .
Simplifying (15) further we get,
Thus, denotingα as −ρ 1 (ā 1 c i1 +ā 2 c i2 ) we get,
Placing (16) in (15) and we have,
Therefore for each element of c i ,
Equation inside the bracket of (17) is the characteristic equation (11) From Eq. (16) matrix notation forC can be written as
Where, |c i | is the Euclidean norm of c i . From (18) it is evident that the C matrix is similar to Cauchy matrix andC is the scaled version of Cauchy matrix C. In order to update singular vectors we need to calculate matrix-matrix product as given in (10). From (18) and (10) we get,
Where,û i = u iāi and i = 1, . . . , n.
Where, U 1 = û 1 . . .û n and U 2 = U 1 C.
Trummer's Problem: Cauchy Matrix-Vector Product
In (19) there are n vectors in U which are multiplied with Cauchy matrix C.
The problem of multiplying a Cauchy matrix with a vector is called Trummer's problem. As there are n vectors in (19), matrix-matrix product in it can be represented as n matrix-vector products, i.e., it is same as solving Trummer's problem n times. Section 4 describes an algorithm given in [9] which efficiently computes such matrix-vector product in O(n log 2 (n)) time.
FAST: Method based on Polynomial Interpolation and FFT
Consider the the matrix -(Cauchy) matrix product U 2 = U 1 C of Section 3.2. This product can be written as
The dot product of each row vector of U 1 and the coulmn vector of the Cauchy matrix can be represented in terms of a function of eigenvalues µ i , i = 1, . . . , n,
Hence in general,
Equation (24) can be shown as the ratio of two polynomials
The FAST algorithm [9] represents the a matrix-vector product as (24) and (25). It then finds solutions to this problem by the use of interpolation. The FAST algorithm of Gerasoulis [9] has been reproduce in Appendix C.
Matrix-vector product using FMM
The FAST algorithm in [9] has complexity O(n log 2 n). It computes the function f (x) using FFT and interpolation. We observe that these two methods are two major procedures that contributes to the overall complexity of FAST algorithm. To reduce this complexity we present an algorithm that uses FMM for finding Cauchy matrix-vector product that updates the SVD of rank-1 perturbed matrix with time complexity O(n 2 log( 1 )).
Recall from Section 3.2, update of singular vectors require matrix-(Cauchy) matrix product U 2 = U 1 C, This product is represented as the function below.
We use FMM to compute this function.
Fast Multipole Method (FMM)
An algorithm for computing potential and force of n particles in a system is given in Greengard and Rokhlin [10] . This algorithm enables fast computation of forces in an n-body problem by computing interactions among points in terms of far-field and local expansions. It starts with clustering particles in groups such that the inter-cluster and intra-cluster distance between points make them wellseparated. Forces between the clusters are computed using Multipole expansion.
Dutt et al. [11] describes the idea of FMM for particles in one dimension
and presents an algorithm for evaluating sums of the form,
Where, {α 1 , . . . , α N } is a set of complex numbers and φ(x) can be a function that is singular at x = 0 and smooth every where. Based on the choice of function, (28) can be used to evaluate sum of different forms for example:
where, φ(x) = 1 x . Dutt et al.
[11] presents an algorithm for computing summation (29) using FMM that runs in O(n log( 1 )).
Summation using FMM
Consider well separated points {x 1 , x 2 , . . . , x N } and {y 1 , . . . , y M } in R such that for points x 0 , y 0 ∈ R and r > 0, r ∈ R.
For a function defined as f : R → C such that
where, {α 1 , . . . , α k } is a set of complex numbers. Given f (x), the task is to find f (y 1 ), . . . , f (y M ).
Rank-One SVD update
In this section, we present Algorithm 6.1 that uses FMM and updates Singular Value Decomposition in O(n 2 log( 1 )) time.
6.1. Algorithm: Update SVD of rank-1 modified matrix using FMM 
Note that the Schur decomposition of Steps 2 and 3 are computed over constant size matrices and thus the decomposition will take constant time. λi−µ .
Compute U 2 = U 1 C as n matrix-vector product. Where each row-column dot product is represented as a function
for each µ i . ( 1 )).
Proof. Follows from Algorithm 6.1 and Table 1 .
Section Complexity Operation
Update singular values solving 
Numerical Results
All the computations for the algorithm were performed on MATLAB over a machine with Intel i5, quad-core, 1.7 GHz, 64-bit processor with 8 GB RAM.
Matrices used in these experiments are square and generated randomly with values ranging from [1, 9] . The sample size varies from 2 × 2 to 35 × 35. For computing the matrix vector product we use FMM Algorithm (instead of FAST Algorithm) with machine precision =5 −10 .
In order to update singular vectors we need to perform two rank-1 updates (A.6). For each such rank-1 update we use FMM. Error is computed using the equation (32) [5] , whereÂ is the perturbed matrix,ÛΣV T is the approximation computed using FMM-SVDU and maxσ is the directly computed maximum eigenvalue ofÂ. Table 2 shows the accuracy of rank-1 SVD update using FMM-SVDU for varying sample size. Figure 4 shows plot of the accuracy of FMM-SVDU with varying sample size. 
Conclusion
In this paper we considered the problem of updating Singular Value Decomposition of a rank-1 perturbed matrix. We presented an efficient algorithm for updating SVD of rank-1 perturbed matrix that uses the Fast Multipole method for improving Cauchy matrix-vector product computational efficiency. An interesting and natural extension of this work is to consider updates of rank-k. [10] L. Greengard, V. Rokhlin, A fast algorithm for particle simulations, Journal of computational physics 73 (2) (1987) 325-348.
[11] A. Dutt, M. Gu, V. Rokhlin, Fast algorithms for polynomial interpolation, integration, and differentiation, SIAM Journal on Numerical Analysis 33 (5) (1996) 1689-1711.
Appendix A. Matrix Factorization
We consider the matrix factorization in [5] . Let SVD of a m × n matrix A = U ΣV . Where, U ∈ R m×m , Σ ∈ R m×n and V ∈ R n×n . Here it is assumed that m ≤ n. Let there be a rank-one update ab to matrix A Eq. (A.1) and let UΣV denote the new(updated) SVD, where a ∈ R m , b ∈ R n .
In order to find SVD of this updated matrixÂ we need to computeÂÂ andÂ Â because left singular vectorÛ ofÂ is orthonormal eigenvector ofÂÂ and right singular vectorV ofÂ is orthonormal eigenvector ofÂ Â . 
Similarly for computing right singular vectors do the following.
The following computation is to be done for each rank-1 update in Eq. (A.6) and Eq. (A.7) i.e. the below procedure will repeat four times, two times each for updating left and right singular vectors. From Eq. (A.6) we have,
From Eq. (A.9) we have, 
Appendix B. Solution to Sylvester Equation
In Section 3.2 we discussed method for updating singular vectors. For the same we derived solutions to (12) using Sylvester equation. In this section we present details of how this solution can be obtained.
For simplicity consider the case where the dimension of all the matrices (C, 
Equating L.H.S and R.H.S we get,
Where, In this section we present FAST Algorithm [9] that computes functions of the form (24) using polynomial interpolation in time O(n log 2 n).
Compute the coefficients of g(x)
in its power form, by using FFT polynomial multiplication, in O(n(log n) 2 ) time.
Decription: Uses FFT for speedy multiplication which reduces complexity of multiplication to O(n log(n)) from O(n 2 ). of the form below.
Where, i = 1, . . . , p.
STEP 4 Description:
Consider Chebyshev polynomials of the form
Where, j = 1, . . . , p. 
Where, i = 1, . . . , p and j = 1, . . . , p. Compute local expansions using far-field expansion using p × p matrix defined as below. 
