We develop a numerical method for realizing mean curvature motion of interfaces separating multiple phases, whose areas are preserved throughout time. The foundation of the method is a thresholding algorithm of the Bence-Merriman-Osher type. The original algorithm is reformulated in a vector setting, which allows for a natural inclusion of constraints, even in the multiphase case. Moreover, a new method for overcoming the inaccuracy of thresholding methods on non-adaptive grids is designed, since this inaccuracy becomes especially prominent in area-preserving motions. Formal analysis of the method and numerical tests are presented.
Introduction
This work develops a method to compute the length-shortening evolution of interfaces between an arbitrary number of phases in arbitrary dimension under the constraint that the area of each phase is preserved throughout time. Such evolutions often appear in situations where interfaces move according to their geometry, while the mass of each phase remains constant (e.g., grain boundaries in ternary alloys, crystal growth, multiphase flows or formation of soap film bubbles). In these examples, the motion is driven by the decreasing energy of the internal interfaces, which are out of equilibrium. This kind of motion also has applications in image processing (denoising, segmentation), in biology (modelling of vesicles and blood cells), in the description of isolated gravitating systems in general relativity [1] , and other research fields.
Strictly speaking, since area preservation is a global constraint, one cannot consider a constrained curvature flow directly. Therefore, we have to start from a more basic aspect of the motion, such as the energy. In particular, we consider the constrained steepest descent of the "length energy" of each interface, which counts the measure of interfaces weighted by their corresponding interfacial tensions. The steepest descent of the length energy without any constraint gives the classical mean curvature flow. On the other hand, in the case of two phases, the area-constrained gradient flow of this energy corresponds to evolution by mean curvature, minus a time-dependent term (equal to the average mean curvature over the interface). The situation is analogous for more than two phases but the nonlocal term has a complicated form which depends on the configuration of each interface.
The subject is also mathematically interesting, because it is one of the most simple problems with nontrivial limiting behavior. It is well known that mean curvature flow shrinks uniformly convex smooth hypersurfaces smoothly to a point in finite time. On the other hand, the area-preserving mean curvature flow converges to the solution of the isoperimetric problem, i.e., a sphere [2, 3, 4, 5] . However, the area-preserving flow may drive general embedded hypersurfaces to self-intersections, as was shown in [6] . On the other hand, [7] and [8] proved that if the initial surface is sufficiently close to a sphere then it converges to the sphere even if it is not initially convex. Due to the complexity of the multiphase case, there are only a few results concerning the stability of junctions under area-preserving flow, see [9, 10] and the references therein.
Since evolution of surfaces is an intensely studied subject of practical interest, a number of analytical and numerical methods have been developed to treat motion by mean curvature. Many of these methods can be applied to the constrained motion addressed here; let us summarize the known results with emphasis on the multiphase case and volume preservation.
Perhaps the most basic approach is to use the definition of the motion itself. That is, in the two-phase case, one computes the evolution of the interface directly from its velocity:
v(x) = (−κ(x) + κ a )n(x), a.e. x ∈ ∂P (t),
where P (t) denotes the region occupied by one phase, κ is the mean curvature and κ a is the average mean curvature over the whole interface. Algorithms based on this idea are called front tracking methods [11, 12] . They directly approximate the interface based on the Huygens' principle and are effective for computing the evolution of smooth surfaces without topological changes. Although this method is simple in principle, if interaction of different parts of the interface occurs, a complicated decision algorithm is necessary to proceed with the computation, and this becomes increasingly more involved in higher dimensions. Higher dimensions and a larger number of phases also complicate the calculation of curvatures and their averages over the interfaces. A more general framework is provided by the level set approach which, thanks to its implicit representation of the interface, is able to deal with topological singularities and nonsmooth data. In this approach, the initial interface ∂P (0) is expressed as the 0-level set of a function φ(x, 0), and the mean curvature flow is achieved as ∂P (t) = {x; φ(x, t) = 0}, where φ is the viscosity solution of the Hamilton-Jacobi equation
The constrained flow can be realized in this setting by considering the areaconstrained gradient flow of the length energy functional written in terms of the level set function L(∂P (t)) = δ(φ(x, t))|∇φ(x, t)| dx, where δ denotes the Dirac delta function. It is still necessary to calculate the curvature values, but this method can be extended to the multiphase setting by introducing as many level set functions as there are phases and imposing an additional constraint so that the level sets do not overlap or create vacuums (see [13] or [14] ). However, such a constraint has an unwanted impact on the flow [15] and the phase areas are not adequately preserved during the computations. The first problem was solved in [15] and [16] by employing signed distance functions. Area-preserving motions are also addressed in these works but are limited to two-phase flows. Another multiphase modification of the level-set method, which has some similarities to our own approach, was developed in [17] , where the constraint of [13] was replaced by a projection step. However, the impact of the projection on the dynamics of the interface was not analyzed. The area-preserving mean curvature flow arises as a limit of the following nonlocal mass-preserving diffusion equation [18, 19, 20] 
where W is a double-well potential and ε is a small parameter related to the width of the diffuse interface. It has been shown that, under suitable conditions, the set
} approximates P (t) with error O(ε 2 | log ε| 2 ). Based on this fact, the so-called phase field methods represent interfaces by thin layers in the solution and thus the resolution of this internal layer requires a very fine mesh. On the other hand, this approach handles topological changes without trouble and does not require explicit computation of curvatures. An interesting computational analysis for the multiphase case is given in [21] .
The basic idea of this paper is to use another approach, often referred to as a thresholding method. We adapt the so-called BMO algorithm (sometimes also called the MBO algorithm), which was discovered by Merriman, Bence and Osher in [22] , to generate multiphase area-preserving motion. As far as is known to the authors, the existing works (except [14] ) do not treat the approximation of multiphase length-shortening flow under area constraints.
The BMO algorithm exploits the fact that short-time diffusion of the characteristic function of a region enclosed by an interface (i.e., its convolution with the Gaussian kernel), evolves the interface according to its mean curvature. More precisely, the characteristic function of a region is evolved for a short time by the heat equation and then a thresholding step is carried out to obtain the new interface (given by the 1/2-level set of the diffused function). The main advantage of this approach is that it naturally treats topological changes, produces no intercalary regions and does not require explicit computation of curvatures. Moreover, it is numerically attractive because of its stability and low computational complexity.
This thresholding method was applied to multiphase flow in [22] , while [23] uses the BMO algorithm for constructing two-phase area-preserving curvature flow. However, the latter method lacks theoretical support, and it is not clear how to extend it to more than two phases and to more general motions. We therefore introduce a different approach, which is also based on the BMO method. Our method can treat any number of phases in any dimension and can be extended to more general motions, such as mean curvature motion with transport.
The difficulty of the multiphase constrained flow is that the phases influence each other not only locally via the shape of their interface, but also globally via their areas. The idea used to overcome this complication is to formulate the original multiphase BMO method in a vector-valued fashion and to realize the area constraint by considering a constrained gradient flow. This constrained flow presents a computational difficulty, due to the fact that the interfacial velocities are slower when compared to the flow without area preservation. That is, since the interface must move at least the distance of the grid size at each time step, this places unreasonable restrictions on the grid resolution used in the numerical implementation. We are able to overcome these restrictions by introducing a technique of temporary and localized refinement.
The paper is organized in the following way. In section 2, we introduce the area-preserving mean curvature flow, as well as the BMO algorithm for its approximation. We discuss the numerical algorithm in section 3, and section 4 concerns its implementation. Section 5 presents a number of numerical examples and analyses of errors and model parameters. The appendix includes a number of theoretical results requiring technical computations. 
. Two-phase case
We first fix the meaning of the terms "area" and "length" used in the sequel. Working in m-dimensional space, the word "area" shall mean the m-dimensional Lebesgue measure of the region corresponding to a phase, i.e., in 3 dimensions it regards the volume. The word "length", on the other Mean curvature flow is related to systems whose energy depends on the length of their surface, e.g., soap films. We will explain the basic equations for curves in the two-dimensional plane, since the derivations in higher dimensions are similar but lack transparency. Accordingly, let us consider a smooth Jordan curve γ contained in a subregion Ω as in figure 1. Let the curve be parametrized:
and in such a way that the enclosed region P is on the left side of the curve. Then the length of the curve is given by
The gradient flow of the above energy can be found from its first variation. That is, for any smooth closed curve
where κ is the curvature, n is the unit outer normal to the curve γ at a given point and where we integrate with respect to arc length l:
In the general m-dimensional case one obtains the same formula as (1) , where κ means the trace of second fundamental form divided by m. Hence, the fastest shortening of the curve occurs for the flow with normal velocity equal to minus (a multiple of) the mean curvature.
Next we consider the curve-shortening flow under the constraint of area preservation. The area functional for region P reads
and its first variation is
Analogously, in any dimension the variation turns out to be the normal vector at each point of the hypersurface. Following the construction in [24] , we introduce a time-dependent Lagrange multiplier λ(t) for the area constraint and express the velocity of the area-constrained mean curvature flow by
A precise expression for the the multiplier λ can be obtained in the following standard way. From the fact that the area is preserved one has
Hence it follows that the integral of −κ + λ over the curve γ vanishes at each time. This yields
That is, the Lagrange multiplier expresses the average mean curvature along the interface.
Multiphase case
We briefly derive the velocity of interfaces moving by area-preserving mean curvature flow in the multiphase two-dimensional setting. We assume that the number of phases k is finite and that the interfaces between different pairs of phases form a finite collection of arcs. The boundary γ i of phase region P i can then be written as the union of the interfaces from all other phase regions:
Here γ ij denotes the interface between phases P i and P j , and the index l expresses the fact that each interface may have several disjoint parts. In the following, however, we omit the decomposition using index l since it has no influence on the computations. Each interface γ l ij is considered as an oriented curve, which has the region P i on its left side. For any point interior to the interface γ ij we define the normal n as the unit vector pointing into the phase with larger index, i.e., n is the outer normal to P i if i < j. We remark that some of the curves γ ij may be empty.
The energy of the system, considering arbitrary surface tension τ ij for γ ij , is
This value is to be minimized under the condition of constant areas, that is,
Introducing Lagrange multipliers λ i , i = 1, . . . , k − 1, for each of the constraints, the constrained variation reads
where ϕ ij , i, j = 1, . . . , k, denotes a smooth perturbation within γ ij . From this it follows that the magnitude of normal velocity v ij for interface γ ij (i < j) in the direction of n will be
Here δ jk denotes the Kronecker delta, which arises from the redundance of the area constraint for phase P k (it follows from the constraints on the other phases and the fixation of the domain).
Explicit representations of the Lagrange multipliers can be obtained as follows. Let us denote by L ij the length of interface γ ij , by L i the length of the boundary of phase region P i , and by κ ij the average mean curvature through interface γ ij times the tension τ ij :
Then the preservation of phase area P i gives the condition
Since the above holds for i = 1, . . . , k − 1, we obtain a system of linear equations for λ 1 , . . . , λ k−1 :
For a given configuration, the solution to this system gives the Lagrange multipliers. For example, in the case of three phases, as in figure 2 , one has the velocities:
a , i = 1, 2, 3, represent the average mean curvatures along the whole boundary of each phase, weighted by the surface tension. When phases P 1 and P 2 are separated, i.e., when L 12 = 0, the above formulae reduce to the form of the two-phase flow from section 2.1.1. The extension of the above calculations to higher space dimensions is natural, as we use only the notions of interfaces and their oriented normals.
BMO algorithm
For the sake of clarity, we explain our method in three successive steps. First we summarize the original idea of the BMO algorithm for two phases when no area constraint is present. Then we describe the existing algorithm for an arbitrary number of phases, again without area constraint, and reformulate the algorithm in a vector-type setting. In the third step we finally design the method for multiphase area-preserving motion.
Two-phase motion without area constraint
We describe the BMO algorithm for the case when only two phases are present. This algorithm works in any space dimension. Given an initial interface γ, we take P to be the region enclosed by this interface (and possibly by the boundary of the region Ω where the motion is considered) and define its characteristic function χ as
The new interface after a time ∆t will be the boundary of the -level set of the solution to the heat equation at time ∆t with initial datum χ. The two-phase algorithm thus reads as follows:
1. Given a region P , set χ to be its characteristic function. 2. Solve the heat equation with initial condition χ:
3. Update χ as the 1 2 -level set of u(∆t, ·):
The evolved interface is now the boundary of the set {x ∈ Ω; χ(x) = 1}. 4. Go back to step 2 to proceed with the computation for the next time step.
It has been rigorously shown, in a general framework including topological changes, that this algorithm converges to motion by mean curvature as ∆t → 0 [25, 26, 27] .
Here we remark that the Neumann boundary condition in the diffusion step guarantees that the interface will touch the boundary of Ω with right angle. Other boundary conditions, such as Dirichlet conditions pinning the interface at the boundary, may be used according to necessity.
Multiphase motion without area constraint
We next address the case of multiple phases. The idea of sharpening separately diffused characteristic functions (one for each phase) was introduced in [22] . The algorithm is as follows.
Given regions
by solving the heat equation with initial condition χ i up to time ∆t. 3. Update χ j as the characteristic function of the set where u j has the largest value amongst all solutions u i :
The new interfaces are the boundaries of the sets {x ∈ Ω; χ i (x) = 1}.
4. Go back to step 2 to proceed with the computation for the next time step.
The above algorithm can be reformulated to obtain an equivalent algorithm using a single vector-valued heat equation. This is essential for implementing the area constraint and for dealing with more general motions.
We prepare k reference unit vectors p i , i = 1, . . . , k, of dimension k − 1, each corresponding to a phase P i . They are defined as the vectors pointing from the centroid of a standard k-simplex to its vertices (cf. figure A.12 in the appendix). Hence, there are infinitely many possible k-tuples but the relative distributions of the vectors are identical. See Appendix A for a simple way to construct these vectors.
Using the vectors p i , the multiphase algorithm can be written as follows:
2. Solve the vector-valued heat equation with initial condition u 0 :
3. Update u 0 by identifying the reference vector which is closest to the solution u(∆t, x):
This redistribution of reference vectors determines the approximate new phase regions after time ∆t. 4. Go back to step 2 to proceed with the computation for the next time step.
The equivalence of our algorithm with the original BMO can be shown by considering the functions
Since u is the solution to the linear vector-valued heat equation, we have
Moreover, since from the construction of p i it holds that p i · p j = 1/(1 − k) for i = j, we can readily check the identity
where χ i is the characteristic function of i-th phase region. It follows that w i is identical to the solution u i of the scalar heat equation from the original algorithm for each i = 1, . . . , k. From the definition of w i it is immediate that
which proves the equivalence of both algorithms.
Remark. The reference vectors are related to the position of wells in the phase field approach. Indeed, the idea of the BMO algorithm for the case of two phases originated in a simple splitting scheme for the singularly perturbed reaction-diffusion equation
where W is a double-well potential. Here, the splitting scheme consists of two steps. The first step solves the heat equation u t = ε∆u, which corresponds to the diffusion step of the BMO algorithm, and the second solves
. This corresponds to the thresholding step if the equation is solved for sufficiently long time. Here we can see that the thresholding values 0 and 1 in the BMO algorithm correspond to the positions of the two wells of W . Accordingly, if we want to calculate three-phase motion, we can look at the problem from the viewpoint of constructing a suitable well-type potential. A potential with three wells at different positions along a scalar axis would obviously yield incorrect results, because the strength of the wells would not be equivalent. Therefore, we have to increase the number of variables for the potential and construct the wells in a symmetric way. The reference vectors introduced above then give the coordinates of the positions of the wells.
Multiphase motion with area constraint
The paper [23] presents an area-preserving BMO method for 2 phases. The authors adjust the height at which the thresholding occurs in such a way that the resulting area of the level set is preserved. Such a level set is guaranteed to exist by the maximum principle and one can compute that the thresholding height has to be changed from
where κ a is the average mean curvature along the interface. However, when three or more phases are present, each interface has a different average mean curvature and the thresholding heights become different. One could try to use a different thresholding height for each phase but then the global interaction would be ignored and the phases may overlap or create vacuums, especially when they are initially touching. Therefore, we suggest a different approach incorporating the area constraint into the diffusion process. In this method, a heat equation with a nonlinear source term expressing the area preservation of level sets is solved. Subsequently, the solution is sharpened at a fixed height.
The mentioned nonlinear heat equation corresponds to the gradient flow of the functional
in the constrained set
where A i denotes the given area of phase P i . For simplicity, we consider only the case when one type of interface divides one type of phase into multiple regions, like in a soap froth. When multiple phases and interfaces with nonuniform properties are present, a different form of the energy J has to be adopted [28] . Let us consider the two-dimensional two-phase case as in figure 1 to understand the meaning of this gradient flow. Our argument is formal and we simplify the exposition by discretizing time and adopting the numerical approach from the next section, which is based on the method of Rothe [29] .
Let the curve γ denote the 1 2 -level set of a scalar function u and call the region enclosed by this curve P . We assume that an initial function u * is given and we search for the minimizer of the integral
under the constraints
Here h denotes the length of the discrete time step and A is the required area.
Note that by perturbing function u in regions away from the -level set, one can readily deduce that the minimizer u satisfies, in a weak sense , the following
Now consider a perturbation of u of the form u + δu, which is allowed to affect the 1 2 -level set. The corresponding change in the level curve can be written in the form α(γ + δγ), δγ = (δγ 1 , δγ 2 ), where α is a constant depending on δγ and whose role is to adjust the area to the correct value. Because of constraints (6) and (7), we cannot choose δu arbitrarily. However, we can select an arbitrary δγ, find an appropriate constant α, and use the corresponding δu.
We compute the variation of functional J remembering that u may not be smooth across the interface γ:
Here w P denotes the value of a function w taken as a limit from inside of P . The symbol w Ω\P has the analogous meaning. Due to (8) , on the interface we have
We next to rewrite this identity in terms of the arbitrary perturbation δγ.
To this end, we use the fact that the phase area is preserved to obtain
Here, the symbol ≃ means that the equation holds up to second order in terms of δγ or δu. From this we can compute the value of α − 1 which will be needed later:
Condition (6) means
Using a Taylor expansion and (9) we obtain that, on γ, one has
Expressing δu from (10) as
Noting that
we arrive at the interface condition
Similar calculation can be carried out in the multiphase setting, see Appendix C for more details. In view of the derived condition on γ and the results regarding two-phase free boundary problems in [30] , we can reformulate the variational problem in the following way: Find a minimizer u λ ∈ H 1 (Ω) of the functional
According to the results in [30] , we can expect that this minimization problem is in a sense equivalent to looking for a weak solution of the problem
where µ is a Radon measure given by
for a suitable space-independent function λ. Here the symbol H 1 means the one-dimensional Hausdorff measure. This type of problem is known as the two-phase parabolic free boundary problem [31, 32, 33] .
Having deduced the partial differential equation corresponding to the constrained gradient flow, let us return to the considerations concerning the BMO method. Formal calculation shows that the BMO method using the parabolic equation (12) instead of the heat equation evolves interfaces with normal velocity equal to minus mean curvature, plus a space-independent term:
Thus, if λ is chosen appropriately, the area-preserving mean curvature flow is realized. Since the derivation of the above relation is rather technical, we present it in Appendix B. Minimization of (11) is much easier to implement than the constrained minimization (5) or the partial differential equation (12) . In each time step of the BMO algorithm, if for some λ we obtain that the area of {x; u λ (x) > 1 2 } is equal to the given value A, then u λ becomes a solution to our original problem. However, it is not clear how to calculate such a λ or even if such a function exists. For the two-phase case we see that λ should be half of the average mean curvature, but determining the Lagrange multiplier for the multiphase case is complicated. Moreover, one of the advantages of the BMO approach is that it does not require the computation of curvature values, so we want to avoid the direct calculation of λ.
Therefore, based on the results in [34] we approach (5) by using the method of penalization and consider minimization of the functional
where ε is a small positive number and the penalty function is defined by
Penalization techniques of this type for stationary problems were analyzed in [34, 35, 36] and other works. The general conclusion of these treatments is that the penalized solutions converge as ε → 0 to a solution of the corresponding PDE or of the original constrained minimization problem. Moreover, it was discovered that, in order to obtain the solution of the original problem, it is not necessary to carry out the limit ε → 0, since the exact minimizer is obtained for some sufficiently small but positive value of ε. Although the analysis of the time-dependent problem has not yet been addressed, this observation is essential to justify the robustness of the penalty method, at least in the stationary case.
Remark. A hint at another approach to approximating the constrained minimization can be obtained from the works developing the theory of singular perturbations [31, 32, 33] . The solution is realized as a limit of solutions to heat equations singularly perturbed by a nonlinear source term. The results also cover the time-dependent problem but are at the moment limited to free boundary conditions independent of the solution. The application of this approach to problems of the type (12), where λ is a nonlocal term depending on the solution (such as the average mean curvature of level sets), is an open problem, which we would like to address in the future.
In closing this section we note that, except for the paper [36] , the constrained multiphase (vector-type) problem is almost unexplored. We provide here a formal analysis of the convergence of the BMO algorithm for the constrained multiphase problem. Although this analysis is an important part of the present work, we defer it to Appendix C in order to make the main text less tortuous.
Numerical computation
In this section, we present a discrete algorithm for realizing constrained multiphase mean curvature flow and give the details of its numerical implementation.
The numerical algorithm
In treating the multiphase motions, the reformulated BMO process, stated in terms of a vector-valued heat equation as in section 2.2.2, is approximated by use of a minimizing movement. A discretization in time is used to build approximate solutions by successively minimizing time-independent functionals; hence this setting conveniently allows one to include constraints via penalization. Each minimizer then corresponds to the solution of a vector-valued elliptic problem with Lagrange multipliers appearing on the free boundaries.
Namely, the heat equation of the BMO algorithm is solved by means of a vector-type discrete Morse flow (DMF) [29, 37] . In the unconstrained case, at each step of the BMO algorithm we have to solve equation (3) for a time ∆t. Given regions P i , i = 1, . . . , k, we start the DMF by constructing a function u 0 such that u 0 (x) = p i if x ∈ P i , and set w 0 = u 0 . We choose a large positive integer K which determines the time step of the flow, h = ∆t/K. Then, to obtain the approximate interface position after time ∆t, for n = 1, ..., K we inductively minimize the following functional over H 1 (Ω; R k−1 ):
To evolve the interface for a time T , our method takes M = T /∆t and repeats the following for m = 1, ..., M:
2. For n = 1, ..., K, compute w n to be the minimizer of J n (w) over H 1 (Ω; R k−1 ). 3. Obtain u m by thresholding:
The sequence of functions {u m } M m=0 then gives an approximation to the (unconstrained) multiphase motion. Figure 3 shows the basic characteristics of the method for a four-phase problem, but see section 4 for a clarification of the initial condition.
In treating area-constrained motions, one can see that the minimization aspect of our reformulated algorithm should allow the inclusion of area constraints via penalization. For example, denoting the prescribed area of region P i by A i , the energy functional can be modified:
Here ǫ > 0 is a small penalty parameter and the areas corresponding to w are obtained from the sets
Here we note that the penalty (15), which is used in our numerical computations, is slightly different from the theoretical form (13) . However, we prefer this form, since it is more simple and gives satisfactory results. 
Implementation of the method
The numerical implementation of our method uses the finite element method to approximate the functional values (15) , and minimizers are found by gradient descent. The domain is triangulated into a finite number of elements, over which we assume that the function is continuous and a linear interpolation between node vectors. The solution to the vector-type equation (C.8) is thus approximated by successive minimizations of (15) until arriving at the thresholding step. As noted in the introduction, and which is well-documented, simple thresholding by (4) is known to inhibit the motions obtained by computing with the BMO algorithm (see [38] ). We now briefly explain the troubles which may occur.
Before thresholding, the interface is a level set of the finite element solution to the heat equation, and, in the volume-preserving case, approximately satisfies the prescribed area constraint. However, applying the original formulation of the thresholding (4) at the nodes of the mesh would then alter the position of the interface. This causes two difficulties, the most significant being that, upon proceeding to the next minimizer, the interface may fail to move (thus becoming stationary). That is, since each evolution is obtained via a heat equation, the diffusion process must proceed long enough so that the grid resolution resolves the movement of each interface across the elements. On the other hand, if the diffusion proceeds too long, the approximation of the mean curvature flow looses its accuracy; hence certain configurations do not permit a suitable time step. Additionally, due to the constraints on the area of each phase, the normal velocity of the interfaces tends to be much slower than that of the unconstrained motion, especially near the stable state. Therefore this issue is particularly relevant to our current problem. The second issue is that the enclosed areas cannot be preserved with sufficient precision after this thresholding.
We are able to overcome these issues by use of the following. Just prior to the thresholding step (i.e., after obtaining w K ), we indicate the elements that span interfaces by e * j , record the interfacial geometry, and then threshold by (4) . Upon the next minimization, which is the first minimization of the next BMO step, whenever we come to an indicated element, we recall the geometry of the interfaces and compute the value of the functional (15) by means of a triangulation of the element. In particular, the value over an indicated element is obtained by the values over a set of convex polygons, each denoted by R i . These regions are determined by the element nodes and the intersection of the recorded interfaces with the element edges (see figure  4) :
For a candidate minimizer u, the value of the discretized term in the functional (14) is then computed:
and the contributed areas for the penalty terms meas(e * j ∩ P i ) = meas(R i ). are accumulated. By such an approach, we are able to realize interfacial motions whose configuration and precision of enclosed area are not altered by truncations. Moreover, this approach allows one to alleviate the restrictions on the time and space discretization of the standard BMO algorithm (see the analysis in section 4.1.1).
Numerical tests
This section presents numerical analysis and a number of numerical examples of the application of our method to area-constrained flows. We use P 1 Lagrange finite elements in each of the computations. Thus, after assigning the appropriate vector p i ∈ R k−1 to every node of the mesh (see figure A.12 for low-dimensional visualizations of these vectors), we note the jagged shape of each initial condition. Although curvatures are not defined for such initial conditions, our diffusion-based algorithm is able to handle their evolution without trouble.
The physical interpretations are as follows. We configure a given number of bubbles into the shapes shown in the figures and then let them evolve. As we assume that there are no inertial forces, the evolution by the steepest descent (with area preservation) of the length energy (2) can thus be thought of as expressing the slow movement of the bubbles. By examining the data, we note that the so-called symmetric Herring condition (junctions meeting at 120
• ) appears to be satisfied at junctions (see figure 4 for a close-up inspection of one such junction).
We again mention that the process described in (16) is essential in computing these motions. Indeed, as the area-preserving interfacial evolution tends to be slower than motion by mean curvature flow, the well-known time and grid spacing restrictions of the BMO become particularly relevant [39] . Nevertheless, recalling the interfacial geometry after thresholding allows us to avoid such complications, and can also be used for the non-constrained BMO with the same result. That is, our method also works for large ratios of grid and time step sizes, for which the original BMO becomes stationary. Moreover, formal analysis and numerical tests show that this approach does not alter the characteristics of the target motion.
It is also worth stating that another technique for handling the restriction of the BMO algorithm on non-adaptive meshes is through the use of signed distance functions. This method was developed in [38] , where it was shown that it gives satisfactory results and we would like to extend the method used there to the multiphase constrained case.
Convergence analysis 4.1.1. Analysis of error
This section examines the behavior of our method in comparison to the standard BMO. We refer to the standard method as BMO, and to our own algorithm (which utilizes the thresholding from section 3.2) as BMO * . We examine the error of our method when applied to a simple test problem. By symmetry, a circle of initial radius r 0 which is evolving by mean curvature flow remains a circle whose radius r(t) satisfies the following ordinary differential equation:
With an initial condition obtained from the target radius r 0 = 0.35, we vary grid and BMO time step sizes, and compute the solution by use of the BMO and BMO * algorithms. The output of the program is a list of interface nodes {(P x i , P y i )} i . Circles were fitted to these points at each time level by minimization of the functional
with respect to the centre coordinates (C x , C y ) and radii r. We measure the error of the method by the time-average of the absolute difference between the radius of the fitted circle and the exact radius:
Here L denotes the number of time steps until the radius is zero. The error table for the standard BMO algorithm is as follows: We confirm that when the time step decreases to a certain size (relative to the gird), the BMO method halts (this is indicated by the symbol "-"). The critical ratio of space to time step size is approximately 20.
On the other hand, by computing the same evolutions with the BMO* algorithm, we find that it is able to deal with a much wider range of parameters (critical ratio around 400). The initial condition is an approximation to a circle of radius r 0 = 0.35 obtained from the area-preserving BMO * method with penalty parameter ǫ = 10 −6 . The error table is as follows: Overall, we see that both algorithms approximate the solution, and that the additional partitioning of the BMO * algorithm is beneficial. For finer meshes, both algorithms show a tendency of stagnating errors when the space mesh is refined. This fact could be attributed to the properties of the DMF scheme. However, we note that the point of this partitioning is not to improve the error per se, but to relax the time and grid restrictions inherent to the standard BMO.
Analysis of penalty parameter
Here we perform an error analysis for the two-phase area-preserving case. Since the velocity of the area-preserving motions tends to be much slower than in the non-constrained case, the use of the BMO * should be preferred over the standard BMO.
We take two non-intersecting circles of radii r a = 0.1996 and r b = 0.1384 and identify them as the same phase. Then the area preservation condition implies that the radius of the larger circle will grow as the smaller circle's radius shrinks. The evolution of the radii follows the equations
We use a numerical method to compute a precise approximation to the solution of the above system and compare the result to that obtained by our penalty method. In the BMO* method, the domain [0, 1] × [0, 1] is triangulated into 14536 elements, ∆t = 2.5 × 10 −4 , and K = 30. The results are ploted in figure 5 .
Weak penalties with ǫ = 10 0 , 10 −1 , 10 −2 give almost the same result, and the larger circle shrinks slightly although it should grow. For increasing strength of the penalty the results approach the correct solution with the larger circle growing as the smaller shrinks. Finally, penalties ǫ = 10 −5 , 10 −6 , 10 −7 give almost identical results, which are only slightly different from the exact solution. This finding agrees with the theoretical prediction mentioned at the end of section 2.2.3; namely that we should obtain the exact solution for sufficiently large penalties. The solutions for large penalties indeed do not change, and their slight deviation from the exact solution is caused by the discretization. In conclusion we can say that the penalty method behaves well, since for each grid resolution there exists a range of penalty coefficients for which the solution is independent of the penalty strength and appropriately approximates the exact solution.
Analysis of the multiphase area-preserving algorithm
In order to test the performance of our multiphase area-preserving algorithm, we compute the stationary solution corresponding to two 2-dimensional soap bubbles attached to a wall. It can be rigorously shown that the steady shape is composed of three circular arcs meeting with 120
• angles at the triple junction and with 90
• angles at the walls. Moreover, the radii of the arcs satisfy the well-known condition where r 1 and r 2 are the radii of the bubbles and r 12 is the radius of their common arc. When the initial volumes of the bubbles are given, it is possible to compute the above radii analytically.
This analytical solution is compared to the numerical solution in figure 6 . The numerical solution was obtained by running the area-preserving threephase method for sufficiently long time, until the interfaces stopped moving. The domain [0, 1] × [0, 1] was triangulated into 14536 elements, ∆t = 2.5 × 10 −4 , K = 30, ǫ = 10 −6 , and the fitting method from section 4.1.1 was used to obtain the circle radii. Although the area differs slightly from the prescribed value, the configuration of the numerical solution, including the triple junction, agrees well with the analytic solution relative to the resolution of the grid.
Multiphase flow
Here we present two examples of multiphase mean curvature flows.
A triple bubble
We begin by examining the motion of four phases, where the three bubbles initially touch each other ( figure 7 ). The area of each phase is different, and 
A nine phase flow
In the present computation, nine phases are positioned throughout the domain. After assigning the appropriate vector to each node location and detecting the interfaces, we have the initial interfaces as shown in figure 8 . The bubbles cling to the lower boundary and, eventually, the top most bubble slides itself in between two others. This shows that the method can naturally handle topological changes.
The (15) is again added for each phase and its parameter is ǫ = 10 −6 . The absolute errors in the areas were able to be maintained within 10 −4 . Figure 8 : The initial condition, evolution after 500∆t, and the stable configuration.
Interaction of interfaces
The proposed method can also handle interactions of interfaces, such as merging and attaching.
Two-phase coalescence
We first consider a computation involving two phases. One phase is initially separated into two distinct parts and is configured in such a way that, in the course of the interface evolution, the two parts eventually come into contact with each other. The parameters are as in section 4.2.1.
When the two parts touch, a topological change occurs, and the evolution continues until reaching a stable configuration (a circle); see figure 9 . We note that, due to the diffusion process of our method, the initially separate phases attract each other slightly. Nevertheless, this attraction decreases extremely fast with the distance of the phases. However, for this reason, capturing the precise behavior at the moment of the topological change is difficult. Of course, this unwanted attraction can be reduced by refining the time step and grid resolution. The prescribed volumes were maintained to within an absolute error of 10 −4 . Figure 9 : Merging of two regions corresponding to the same phase.
Three phase coalescence
In this computation, we place three phases throughout the domain. Two are configured to be initially separate, but so that they eventually touch. 
An additional transport term
Here we deal with a generalization of the constrained mean curvature flow to include a transport term. For simplicity, we shall focus on the two-phase case which can be described by a scalar model.
Let us consider the partial differential equation (compare to (12)),
where f is a specified function of space. It can be shown in a fashion similar to Appendix B that the application of the BMO process to (17) leads to the motion of interfaces with normal velocity
where κ is the mean curvature andλ is a function of time that guarantees the preservation of area.
In the numerical computations, one uses the method described in section 3.1 minimizing the following penalized functional over H 1 (Ω):
where A is the enclosed area of the bubble which should be preserved over time and A(w) is the measure of the set {w ≥ 1/2}. We apply the explained method to carry out a simple two-dimensional simulation of gas bubbles rising from the bottom of a container filled with a viscous liquid (see also [40] ). In this case we set f = βy, where y is the coordinate direction of gravity and β is a constant expressing buoyancy. We consider the case of a bubble having the shape of a partial ellipse and initially positioned at the bottom of the container. Figure 11 shows the evolution at four distinct times for two different initial shapes. The results were obtained using the parameters ∆t = 10 −3 , K = 20, ǫ = 0.001, and β = 20.5. We compute under Neumann boundary conditions which means that the bubble will always touch the bottom with right angle. The motion is a result of the balance between the buoyant force pushing the bubble upwards and the surface tension force pressing the bubble towards the bottom. For the bubble on the left, the adhesive force is prevalent so it attaches itself to the boundary and then comes to a rest in a stationary shape. The bubble on the right has a shape for which the buoyant force wins and the bubble detaches itself from the boundary. After detaching, the bubble becomes circular and continues moving upward. The possibility of a straightforward inclusion of a transport term into the numerical algorithm as explained above is extremely important in applications where two or more phases interact at the interface, such as through buoyancy in our simple example. We believe that it is possible to proceed in this direction and design effective algorithms for various interaction problems.
Conclusion
We developed a method for approximating constrained multiphase curvature-driven motions. Our method is based on the BMO algorithm, which was reformulated in terms of a vector-valued heat equation. We derived the nonlinear PDE which governs the corresponding constrained evolutions and used it to formally prove convergence in the multiphase setting.
The vector-valued BMO algorithm was implemented employing the discrete Morse flow and it was found that the variational nature of this approach allows one to consider constraints via additional penalty terms. Using this idea we were able to realize multiphase area-preserving interfacial motions that are free of the defects of other methods.
By detecting the precise locations of the interfaces we are able to compute the area of each phase at a high precision and thus impose the area constraints. This geometric information is also retained after the thresholding step, which was found to alleviate the BMO's standard restrictions on the spatial and time-step resolutions, for both the constrained and nonconstrained problems.
In closing, we remark that it would be interesting to investigate our algorithm in relation to the recent threshold dynamics utilizing signed distances functions [38] , and to consider its position in applications.
Appendix A. Construction of reference vectors
For the sake of completeness, we include a method for constructing the vectors corresponding to the regular simplexes.
The computation of the reference vectors can be done by first considering the standard (k−1)-simplex in R k and rotating its vertex vectors in a suitable way. Particularly, the standard (k − 1)-simplex is given by and if we translate the simplex in such a way that its centroid lies in the origin, the vertices will be
We fix an orthonormal basis for the (k−1)-dimensional hyperplane containing the simplex. A convenient way is to take the first translated vertex above as the first basis vector (after normalization) and construct the remaining vectors as follows:
Denoting Q k the matrix having q k 1 , . . . , q k k−1 as its rows, we obtain the reference vectors as the normalized projection of p * i , i = 1, . . . , k, into this orthonormal system, i.e, evolves according to its curvature κ, plus a constant factor λ, plus an error term which approaches 0 as T → 0. Here P (0) is a given initial region, P (t) denotes {x : u(x, t) > }, and µ is a Radon measure given by
for a suitable function λ. We assume that λ(0) can be defined so that λ is a smooth function in [0, T ]. We consider the coordinate system as in figure B.13, where the point (0, 0) lies on ∂P (0) and the outer normal n to P (0) at this point is the vector (0, 1). We assume that inside the cube Q = {(x 1 , x 2 ) : |x 1 | ≤ 1, |x 2 | ≤ 1} the boundary of P (0) is given by the graph of a function γ : (−1, 1) → (−1, 1) ,
Then γ ′′ (0) is equal to minus the curvature κ of ∂P (0) at the point (0, 0). Moreover, we assume that for a sufficiently short period of time, ∂P (t) can be written as the graph of a function γ(t, x 1 ) in the same coordinate system.
Let v be the normal velocity of P (0), i.e.,
.
Writing the explicit solution to the heat equation with a source term, we have that u(t, 0, vt) is equal to
By the results of [26, 41] , the first integral on the right-hand side is equal to
Let us denote the second integral on the right-hand side by I. Our goal is to show that
We split the integration domain into two parts as follows:
dS(x) ds
First we show that the second integral I 2 is exponentially small: = O(e −α/t ), for some α > 0. In the above calculations we use the change of variable σ = 1/4(t − s) and we assume that ∂P (s) has finite length for s ∈ [0, T ] and that λ(s) is bounded for s ∈ [0, T ].
In the case of I 1 we use the fact that the boundary of the domain is a graph and employ Green's theorem. We use the notation ρ = √ t − s in order to simplify the formulae. Further, we perform a change of variables z 1 = x 1 /ρ, z 2 = (x 2 − vt)/ρ to obtain the value of I 1 as 1 + γ ′ (s, ρz 1 ) 2 dz 2 dz 1 ds = I 11 + I 12 .
In the sequel, we shall need the asymptotic properties of the arc-length We derive the equation and free boundary conditions for the case of multiple phases. Since the technical aspect is similar to that of the two-phase case, we will give only the main ideas.
Let us denote the phase regions by P i , i = 1, . . . , k, and the interface between regions P i and P j by γ ij . The symbol u i will mean the value of the inner product u · p i , where p i is one of the reference vectors constructed in Section 2.2.2. The simplest situation for three phases is depicted in figure  C. 14. Here the whole sets {u i = u j }, i, j = 1, 2, 3 are shown, and the parts of these sets corresponding to the interfaces are drawn with thicker lines. We consider an arbitrary interface γ ij . A function u : R m → R k−1 (m = 2 in the above figure) can be expressed as a linear combination of reference vectors in the following way:
Here p ij = (p i −p j )/|p i −p j | is a unit vector orthogonal to L ij = span{p l , l = i, j}, and β = u ij where u ij := u · p ij . Since p ij = −p ji and u ij = −u ji , we will use the symbols u ij and p ij only for indices i, j satisfying i < j to avoid confusion. From the condition u i = u j on γ ij and since u i > u l inside P i whenever i = l, we obtain
On the other hand, using the relation p i · p j = −1/(k − 1), we compute the Dirichlet functional as
In view of the separateness of conditions on α l , β in (C.2), we can proceed similarly as in the two-phase case to arrive at a free boundary problem corresponding to the steepest descent of J under area constraints |P l | = A l , l = 1, . . . , k:
u t = ∆u in P l , l = 1, . . . , k, (C This assertion is natural from a formal standpoint of the theory of Lagrange multipliers, since only the phase areas, multiplied by Lagrange multipliers λ l , are added to the Dirichlet integral. However, this can be also proved by calculations of the first and inner variations of the functional. We present just an outline of the calculation of (C.6) for a selected interface γ ij , i < j < k. Equations (C.4) and (C.5) are immediate and the identity (C.7) is derived in an analogous way as (C.6). The idea is to decompose u again as in (C.1) and consider the following perturbation:
ε (x))p ij , in a neighborhood of γ lm . This means that the function u lm satisfies a scalar equation of the type (12) and thus the condition (C.6) holds for all admissible i, j. In the same vein, we can use the calculation from Appendix B to show that each interface moves with normal velocity equal to minus mean curvature plus a space-independent term, resulting in area preservation.
