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Techniques for Automatic Large Scale Change 
Analysis of Temporal Multispectral Imagery 
Ryan A. Mercovich 
Chester F. Carlson Center for Imaging Science 
College of Science,  
Rochester Institute of Technology 
Abstract 
Change detection in remotely sensed imagery is a multi-faceted problem with a wide variety 
of desired solutions. Automatic change detection and analysis to assist in the coverage of 
large areas at high resolution is a popular area of research in the remote sensing community. 
Beyond basic change detection, the analysis of change is essential to provide results that 
positively impact an image analyst’s job when examining potentially changed areas. Present 
change detection algorithms are geared toward low resolution imagery, and require analyst 
input to provide anything more than a simple pixel level map of the magnitude of change 
that has occurred. One major problem with this approach is that change occurs in such large 
volume at small spatial scales that a simple change map is no longer useful. This research 
strives to create an algorithm based on a set of metrics that performs a large area search for 
change in high resolution multispectral image sequences and utilizes a variety of methods to 
identify different types of change. Rather than simply mapping the magnitude of any change 
in the scene, the goal of this research is to create a useful display of the different types of 
change in the image. 
The techniques presented in this dissertation are used to interpret large area images and 
provide useful information to an analyst about small regions that have undergone specific 
types of change while retaining image context to make further manual interpretation easier. 
This analyst cueing to reduce information overload in a large area search environment will 
have an impact in the areas of disaster recovery, search and rescue situations, and land use 
surveys among others. By utilizing a feature based approach founded on applying existing 
statistical methods and new and existing topological methods to high resolution temporal 
multispectral imagery, a novel change detection methodology is produced that can 
automatically provide useful information about the change occurring in large area and high 
resolution image sequences. The change detection and analysis algorithm developed could be 
adapted to many potential image change scenarios to perform automatic large scale analysis 
of change.
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Chapter 1:  Introduction 
Remotely sensed satellite imagery is widely used for change analysis. The automation of 
change analysis is an ongoing challenge for the remote sensing community.  Present change 
detection algorithms are geared toward relatively low resolution imagery, and they require 
analyst input to provide anything more than a simple map of the magnitude of change that 
has occurred. One problem with this approach is that at smaller spatial scales, so many 
changes occur in a typical scene that a simple change map is not nearly as useful. The 
proposed method is to create an algorithm that performs a large area search for change in 
high resolution multispectral image sequences and utilizes topological methods to identify 
different types of change. Change occurs in many ways, the first being expected changes 
between two scenes; this is non-salient change. Additional types of change are the salient, 
unexpected, or anomalous changes, the change induced by new objects in the scene, and the 
change from objects within the scene transforming. Rather than simply map the magnitude 
of any change in the scene, the goal of this research is to create a useful display of the 
different types of change, particularly in high resolution imagery. By utilizing a feature based 
approach founded on applying existing statistical methods and new and existing topological 
methods to high resolution multispectral imagery, a novel change detection method will be 
produced that can automatically provide useful information about the change occurring in 
large area image sequences. 
The intellectual merit of this project derives from the exploration of a new regime of satellite 
imagery parameters. The spatial, spectral, and temporal characteristics of the recently 
launched WorldView-2 system provide a new image product that can be exploited to 
perform automatic change analysis in unique and important way. The research also attempts 
to study the closing gap between multispectral and hyperspectral imagery. The eight narrow 
bands of the WorldView-2 multispectral sensor may be enough to employ analysis 
techniques typically reserved for hyperspectral imagery. The techniques outlined in this 
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document are used to interpret large amounts of imagery and provide useful information to 
an analyst about small regions that have undergone specific types of change. This analyst 
cueing to reduce information overload in a large area search environment will have an 
impact in the area of disaster recovery, search and rescue situations, and land use surveys. 
 Project Description 1.1 
This research attempts to develop algorithms based on the characteristics of the WorldView-
2 platform, and applicable to many systems, that facilitate large area change analysis to 
identify and classify changing areas and present them in a way that reduces the volume of 
information typically presented to an analyst for large area search and change detection. The 
initial outcome of this research was the exploitation of multispectral multi-temporal imagery 
with the characteristics of Digital Globe’s WorldView-2 platform, with a strong emphasis on 
the multi-temporal aspects. Multi-temporal image exploitation is in general a very broad 
topic. Many problems exist for which multi-temporal data may provide an improved 
solution. The area of change detection was chosen to provide direction to and limit the 
scope of the project, although change detection is itself an incredibly broad topic. 1.1.1 What is Change Detection? 
Change detection is a widely varied field within remote sensing. By anything but the most 
simplistic definition it is arguably the most subjective problem in the remote sensing world. 
Most existing research on multispectral change detection is in the low spatial resolution and 
low temporal frequency regime, focusing on pixel level change in bi-temporal images [1, 2, 
3]. Even in that regime, how change is identified is not straightforward. There are many 
metrics to compare the pixels of multiple images and identify those that have changed; the 
simplest of these is simply to take the difference between the digital counts of two pixels. 
The perhaps obvious problem with this method is twofold. First, it is very difficult to say 
with certainty that a pixel in image one is the same physical location as the same pixel in 
image two. This is the registration problem, and it is safe to assume that this problem, while 
ever present, will be sufficiently overcome by advanced geo-location technology which is 
accurate to within a few pixels. Second, it is difficult to say, when utilizing multi-spectral 
imagery, what the spectral signature of a pixel is, and how that spectrum may change even if 
the material has not. This is the problem of inconsistent sensing conditions. If we could 
always work in the reflectance space, and find, with confidence, the reflectance spectrum of 
each pixel, it would be easy to determine when the materials changed. However, this, 
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although feasible with the right sensors, is not practical. Generally, the methods proposed 
will be applicable to any imagery, regardless of its radiometric accuracy, and the methods will 
not rely on any known characteristic spectra to identify materials or changes. The two 
problems of accurate identification of ground locations and consistent units for image data 
are the first two issues to address in any change detection scheme. 
Even assuming those initial problems can be solved, simply reporting that a given pixel has 
changed is uninteresting and generally not useful unless an analyst will be able to examine all 
the imagery to identify important changes. The interpretation of that change is where the 
critical analysis can be performed. Typically, interpretation of change is performed by highly 
trained analysts, very slowly and very expensively. With the right techniques, it is possible to 
automate some of this analysis. The most difficult question when analyzing a series of 
images becomes not what pixels have changed, but what can be said about the change that 
has occurred. The answer is that change can be classified into a few standard modes of 
occurrence. The aim of this project is to develop a set of change features that report 
information about not only the magnitude of change that has occurred in a scene but about 
the type of change as well. 
  Overview  1.2 
First, some definitions are in order. Multi-temporal, multi-spectral change detection is a very 
specific title, but still there is room for interpretation. Multi-temporal here is defined not 
only as repeated imagery of the same scene, but repeated on a relatively high frequency 
revisit. Typical temporal satellite imagery analysis utilizes bi-temporal imagery separated by 
perhaps several months or years [1]. The type of temporal resolution examined in this 
research shifts toward multi-temporal with images once a week or every few days or even 
daily using oblique angles in the case of World View 2. The spectral component is also 
limiting. Although still strictly multispectral, the sensor of interest is the one on board Digital 
Globe’s WorldView-2 platform, and it has 8 narrow bands between 0.4 and 1.2 um [4]. This 
increase in spectral resolution beyond other typical platforms allows for more accurate 
spectral comparison to be drawn between pixels. Spectral resolution refers to an increased 
spectral sampling and decreased bandwidth or the number of bands per micron. In Figure 1, 
the increased spectral resolution is displayed in the form of a plot of the relative spectral 
response of all 9 WorldView-2 bands. The 8 spectral bands are labeled by their Digital Globe 
assigned names [4]. 
Chapter 1: Introduction 
4 
 
WV2’s high spatial resolution sensor has increased spectral sampling and range compared to 
QuickBird (4 bands) or IKONOS (4 bands) [5, 6, 7]. Although the ground sample distance 
(GSD) of the multispectral pixels is still two to three meters (depending on look angle), this 
combination of spatial and spectral resolution combined with an agile platform that can have 
fast revisit times is something new to the satellite remote sensing world.  
The increased spatial resolution and spectral resolution compared to previous platforms raise 
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Figure 1: World View 2 relative spectral response. 3 of the 8 
spectral channels have peaks in regions outside the high resolution 
panchromatic band’s response 
Worldview-2 Characteristics 
• High resolution 
– 46 cm panchromatic at nadir 
– 52 cm at 20° off-nadir 
• 8 spectral bands (~0.4 - 0.9 μm)  
– 1.84 m GSD at nadir (2.08 m at 20°) 
• 1.1 day revisits at 1m GSD (assumed highly oblique) 
• 3.7 day revisits at full resolution 
• 16.4 km swath width 
• Orbit: 770 km, 100 minute period, sun-synchronous 
• 6.5 m geo-location accuracy 
Figure 2: WV2 satellite sensing platform characteristics 
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several questions about the utility of such a sensor. In Figure 2 some detailed characteristics 
of the WorldView-2 platform are shown. With the increased number of narrow spectral 
bands, the sensor may characterize ground spectra accurately enough that techniques 
typically reserved for hyperspectral data could be utilized. Additionally, some of the new 
bands have specific characteristics that assist in a variety of applications. The coastal blue 
band, for example, could provide utility to water studies, as the energy detected by such a 
band can penetrate further into water; the coastal band also allows the potential 
differentiation between two types of chlorophyll used to access vegetation health based on 
the spectral location of absorption features. The very high spatial resolution may enable the 
detection and identification of ground features typically only spectrally analyzed from aerial 
sensing platforms. Utilizing an agile platform, short revisit times could be exploited to 
introduce slow moving target tracking or near real time change detection.  
  
Figure 3: Spectral and spatial resolution of several sensing systems. 
The resolution characteristics (left) of WV2 put it in a new region of 
the spectral/spatial space. The third dimension of this image system 
space is temporal resolution (right). Smaller font indicates higher 
spatial resolution. 
Figure 3 shows the relative spatial and spectral resolution of several common sensing 
platforms. In addition, a third dimension can be included in that space based on the 
potential temporal resolution. Temporal resolution refers to the number of images per day. 
Based on the combination of increased spatial, spectral, and temporal resolution, this sensing 
platform can—with the help of improved algorithms—improve change detection and 
analysis beyond what has been available before. This research attempts to develop 
algorithms based on the characteristics of WV2, and applicable to many systems, that 
facilitate large area change analysis to identify and classify change areas and present them in 
Space based 
hyperspectral 
WorldView-2 
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such a way that reduces the volume of information typically presented to an analyst for large 
area search. 
 Objectives 1.3 
This research is undertaken to achieve one overarching objective, the development of 
methods for exploitation of multispectral multi-temporal imagery with the characteristics of 
the WV2 sensor. Further to this broad initial objective, the areas of change detection and 
clustering were chosen as the principal areas of interest for this research. Based on this main 
objective, several criteria for success are outlined below: 
• Examine existing methods for change detection 
utilizing multispectral imagery and determine their 
applicability to higher spatial resolution and spectral 
sampling. 
• Research hyperspectral methods for change detection 
and determine their utility for WV2’s more coarsely 
sampled spectra. 
• Develop new methods for change analysis tailored to 
the characteristics of WV2 type sensors. 
• Develop new methods for automatic clustering based 
on atypical image data models. 
• Combine existing and new methods in a robust and 
fully automatic change analysis scheme for use on large 
area data sets. 
The primary end deliverable will be the combination of many new and existing techniques 
into a MATLAB toolbox to create a set of change features to identify and classify change in 
large scale imagery. The presentation will be an analyst cueing map to highlight areas of 
different types of change and indicate pixels of importance while still maintaining image 
context.  
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Chapter 2:  Background 
Historically, change detection has been approached with a large amount of analyst input [1, 
8, 9]. While many methods have been developed, often simple image difference techniques 
are enough to lead the analyst in the right direction to manually measure the amount of 
change that occurred and what that change means. The difference maps are useful for large 
scale temporal imagery where the change identified could be used to task high resolution 
sensors to the area. Additionally, these approaches work best when the volume of imagery is 
such that it can be readily examined in a reasonable amount of time. With modern 
technology, the imaging response in situations where change detection would be needed 
(such as disasters like the 2010 Haiti earthquake) is so thorough that there is simply too 
much imagery over too large a physical area to be manually processed. 
Large scale changes, on the order of tens to hundreds of meters, do not occur as frequently 
in nature as those on the order of one or two meters; for this reason, the large pixels of 
systems like Landsat tend to show change induced by human intervention or obvious large 
scale natural processes like flooding, forest fires, and seasonal change. This inherent likely 
cause of spatially small image changes (few pixels) seen in large scale imagery makes 
automatic change analysis on a small scale relatively unimportant. If an anomalous change 
occurs over several pixels where each pixel is 30m on a side, that change is almost certainly 
interesting to an analyst. Conversely, if the same number of pixel changes occur on a 2m 
scale, it is hard to say if the change is of interest or not. Because the high resolution of WV2 
will lead to the identification of many more changes than low resolution systems, some 
automated methods are required to classify those changes. 
The problem of too much imagery with too many high resolution changes is a common 
theme in this research. Existing methods, while useful, are limited in their application to the 
area of automatic large area change identification and analysis. An additional theme is the 
complex nature of identifying salient changes and separating them from the expected 
pervasive ones.  
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 Identifying Image Changes 2.1 
The process begins with determining what parts of the change image are different than the 
base image.  Many methods exist that can assist with this rudimentary change detection. 
Because this is the initial step in the process, the goal is to maximize change detection with 
reasonable risk for false alarms. Many methods for detecting change are outlined in the 
sections that follow. However, simply identifying change is not enough. Assigning a level of 
importance to the change found is the crux of a useful large scale automatic change 
detection process. 
 
Figure 4: Example scene to scene changes. Are these shadow and 
illumination changes uninteresting or important? 
The above example scene exemplifies the primary issue in automatic change detection, 
determining when a change in radiance is an interesting or important change. A changing 
illumination condition causes an apparent change in the scene in Figure 4. Roof tops may 
reflect more (in the specular lobe) and shadows change shape or direction. Even in a 
perfectly formed reflectance space there is still the aforementioned registration problem of 
confirming that each pixel can be tied with certainty to a specific ground location. Because 
changes are so prevalent and subjective, a reasonable goal for change detection is to require 
that an algorithm find all the changes in the scene, and gauge its success on the number of 
areas of a scene that can be identified as unchanging. The change in Figure 4 can easily be 
identified by an analyst as uninteresting change. If this tile were presented along with other 
change tiles as the end result of a wide-area change detection search, it could be easily 
discarded after brief visual inspection. However, a large number of such tiles with 
unimportant change could overload the analyst whose job it is to process the data. Hopefully 
the methods outlined in this work will be found to be useful to aid in the separation of 
uninteresting change from salient change. Types of change and the methods used to detect 
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and discriminate them are discussed in extended detail in section 4.2 , Cross image 
equalization. 
 Data Assumptions 2.2 
Typically remote sensing data are assumed to fit a standard set of statistical and geometric 
models. The statistical model most used is the multivariate normal Gaussian distribution. 
This assumes that each material in a scene which is imaged is equivalent to a random per 
band sampling of a Gaussian distribution with the material’s expected value for a given band 
representing the mean of that distribution. This model has proven to be insufficient for 
characterizing a wide variety of scenes that contain a high level of clutter and a wide 
variability in materials and illumination conditions. High resolution multispectral image data 
does not always fit a Gaussian data model. 
To combat this problem, many geometric models to represent the data have been introduced 
such as the linear mixing model. The linear mixture model makes the assumption that all 
pixels within a given subspace can be represented as linear combinations of the endmembers 
of a convex hull, and their constituent components can be extracted through un-mixing [8]. 
The endmembers are considered to be pure pixels of each material in the scene. While this 
method is not necessarily flawed, it makes the enormous assumption that pure pixels for 
each material imaged are identifiable in the scene. It also breaks down when illumination 
conditions vary drastically so that it is difficult to discern the spectrum of materials due to 
the lack of available light (such as in heavy shadow). 
One goal of this research is to include methods that make a very limited number of data 
related assumptions and combine those methods with others based on the more traditional 
linear mixture, linear subspace, or statistical data model to create a robust multifaceted 
change detection scheme.  
Methods for dimensionality reduction will largely be avoided because of the limited 
information available in multispectral data from the onset. Dimensionality reduction is 
however, not to be confused with data rotation or restructuring. Many methods exist to 
rotate data to improve the separation of the pixels. The principal components analysis (PCA) 
can be used as a data rotation that remaps the data in such a way as to project the data onto 
axes with maximal variability. The process of rotating the data to improve cluster separation 
and decrease within group variability is one that can be very useful for clustering. Many 
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clustering methods, such as n-cuts (discussed below) and the later referenced Laplacian 
Eigen Maps (section 7.5.1) use a rotation to transform the data in such a way that planar 
cluster decision surfaces can be more successful. Spectral data can be thought of as filling a 
convex hull defined by the end members of the classes, or it can be thought to lie on a 
multidimensional manifold which is generally curled upon itself (representing cluster overlap 
and variability). If that manifold can be unfurled in the correct way, the spectral clusters will 
appear well separated and tightly grouped, easily distinguishable from each other. 
 Existing Methods 2.3 
Change detection methods of interest for this research are widely varied. Because typical 
change detection research is targeted at very specific problems, there are few methods that 
apply themselves well to automatic large area change analysis. Existing techniques can be 
broken up into a few categories: those aimed at change on a large scale using LANDSAT 
data, methods targeted at high revisit rate such as change detection in video or low frame 
rate surveillance systems, hyperspectral image difference techniques, tile-based change 
detection, and object level change detection. Additionally, object level change detection 
techniques require a successful object identification or clustering step to achieve their results, 
so the clustering techniques known as k-means, ISODATA, normalized cuts, gradient flow, 
and Gaussian maximum likelihood are also of interest. 2.3.1 LANDSAT techniques 
Land use studies are a common application for change analysis. Because of its long period of 
service and the readily available data, the thematic mapper (TM) aboard LANDSAT 5 and 
the enhanced thematic mapper (ETM+) on LANDSAT 7 are both widely used for change 
detection, and many algorithms have been written specifically for use with imagery from 
those systems. While many of these algorithms are not exclusive to LANDSAT data, they 
are particularly suited to the characteristics of the LANDSAT sensors. These techniques are 
certainly applicable to other imagery, but most fail because of the difficulty in registering 
high resolution imagery with sub-pixel accuracy. 2.3.1.1 Change vector analysis for vegetation change 
One technique for change analysis is known as the change vector [10, 11]. Change vector 
analysis is a pixel level process where pixels of the same location at different times are 
compared and the change in grey level for a specific band of interest is mapped to produce a 
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change vector. The intensity value of a pixel is compared, typically with the Euclidean 
distance, at time one and time two and a vector is drawn between them (see Figure 5). The 
change in the value is descried by a vector that is larger than some sphere of acceptable 
noise. For the analysis of vegetation change, Lorena [12] primarily used the work of Malila 
[10] to compare the “greenness” (G) and “brightness” (B) of LANDSAT pixels of the 
Brazilian Amazon forest. Creating change vectors from two composite bands allowed for 
four types of change to be identified. Increase in G with decrease in B indicated forest 
regrowth, decrease in G with increase in B indicated deforestation, and so on. This type of 
change analysis and classification is very effective on large pixels which can be accurately 
registered with sub-pixel precision and when the type of change being examined falls into a 
few specific and more importantly identifiable categories. For a high resolution large area 
change analysis problem, where the type of change is largely unknown, using change vectors 
to classify change is not feasible. 2.3.1.2 Secondary feature based methods (Vegetation index) 
LANDSAT has long been used to measure the vegetation index (VI) in large regions. The 
change in these vegetation indices can be used by simple image differencing to examine the 
change in certain regions. Singh [13] summarizes the use of the vegetation indices for change 
detection. The vegetation index is a band ratio to indicate vegetation health. 
Figure 5: Change vector analysis example, demonstrating a changed 
and unchanged pixel. 
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While the vegetation index differences are simple per pixel subtraction based methods, they 
represent a trend toward the classification of change, like the change vector analysis, which 
can be useful. This type of metric could be used on a tile level to produce a score to identify 
and classify the type of change that has occurred in the tile. Some types of vegetation change 
would be uninteresting salient change, like defoliation of deciduous trees in the fall, and 
others might be useful to present, such as deforestation. 
Algorithms for low-resolution imagery all have the advantage that expected changes are land 
cover changes and will result in change in radiance that is very large compared to pervasive 
radiance changes [1, 13]. Although WV2 has a similar spectral composition, the vastly 
increased spatial resolution means that many techniques for LANDSAT will work poorly 
with WV2. Higher resolution leads to increased clutter and decreased effectiveness of 
examining the relative radiance change. LANDSAT is useful for finding comparatively large 
scale change; the small scale changes of WV2 scale will need unique methods to be properly 
identified. 
The high resolution of WV2 detects such small ground objects that the scale of change 
which could be identified is altered drastically. So much, in fact, that pixel level methods 
become impractical for certain scene types. At a pixel level scale with one or two meter 
square pixels, small changes to single pixels can be so large that they wash out the detection 
of more subtle but larger scale change. The spatial resolution of the imagery limits the type 
of change that can be identified. Smaller changes can be identified in high resolution data, 
while large changes or more subtle ones are simply masked by the overwhelming number of 
small changes.  2.3.2 High temporal rate techniques 
Certainly methods developed specifically for detecting small changes in high resolution 
imagery have been studied. However, these techniques are typically for very high temporal 
resolution (e.g. video) [14] or for identifying specific changes in a scene where very little has 
changed at all (e.g. finding a known target at a new location) [15]. These techniques generally 
are not designed to be applicable to unsupervised large area search. 
The use of change analysis in video surveillance is widespread. Often this type of analysis 
attempts to combine many well registered base images to produce a background and then 
subtract a change image of interest from the background set. This method of background 
subtraction is outlined in [14]. Radke, describing the work of Jain and Chau [16], among 
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others, describes the method of utilizing the temporal consistency of sequential images to 
eliminate the background and identify change. In general, these methods assume that each 
pixel should be modeled in time by a Gaussian distribution. By collecting all the samples for 
each pixel and computing their first order statistics, anomalous pixels can be identified by 
their distance to the overall distribution in time at each pixel location. A sequence of k 
images, each with n pixels, is represented by a set of n Gaussian distributions with k points in 
each. Change is identified where pixel values are independent and no-change where they are 
dependent as expected. 
Clearly this method relies on the exact registration of images and a large database of images 
to work with. While this type of change detection is successful for largely static surveillance 
video, it is only loosely applicable to satellite remote sensing. The combination of multiple 
base maps is likely to be necessary in satellite work, especially in change analysis of a 
frequently imaged region and similar techniques may be useful in the right scenario. 2.3.3 Covariance based image difference methods 
Many well studied methods for change detection relate to image subtraction and pixel level 
comparison. The image difference is the per pixel subtraction of digital counts. This 
extremely simple technique can provide useful results if many criteria are met. The images 
would need perfect registration and very consistent illumination. To combat the 
shortcomings of the simple image difference, many more advanced techniques working on 
the same basic principle have been created.  2.3.3.1 Chronochrome 
Shaum and Stocker created a method known as chronochrome [17, 18, 19] which has been 
applied to change detection [20]. The chronochrome method attempts to predict the linear 
transformation in the image data between two sensing situations based on the first and 
second order statistics of the data. The data from day one is used to predict what the data 
will look like if imaged under the same conditions as day two. Any deviation in this 
prediction is considered to be a change. 
For a given data set where 𝑥𝑖 is a pixel in image one and the mean is subtracted so the 
expected value of 𝒙 is zero, the covariance is given by 
 𝐗 = 〈𝑥𝑥𝑻〉  (2.3 .1) 
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Similarly, the second image is described by 𝒚 and the cross covariance is C = 〈𝑦𝑥𝑇〉.Utilizing 
the notation of Theiler [20] to describe the anomalousness of a change pixel, 
 𝓐(𝑥,𝑦) = [𝑥𝑻𝑦𝑻]𝐐�𝑥𝑦� (2.3 .2) 
where 𝐐 is square symmetric and a function of 𝐗, 𝐘, and 𝐂.  All the covariance based change 
methods discussed will output a scalar value for each pixel representing the amount of 
change or anomalous change that is predicted to have occurred. This measure of 
anomalousness is given by the RX algorithm [21] for anomaly detection. To detect change, 
chronochrome utilizes an estimator for the values in the change image where the change 
image is assumed to differ from the base by a certain linear transformation, 𝑳. This estimator 
is based on the assumption that the pervasive change from one image to another is mostly 
linear and the change an analyst is looking for is non-linear and can be identified by finding 
the error in the estimator which is identified with the aforementioned RX method. 
The linear transformation that minimizes the error in the estimator is found to be 𝑳 = 𝑪𝑿−1 
[20, 17]. The error is minimized because this method hopes to find small change in a large 
mostly unchanged scene. After implementing the method in a whitened space where 
 x� = 𝑿−𝟏𝟐x , (2.3 .3) 
 𝑪� = 𝒀−𝟏 𝟐� 𝑪𝑿−𝟏 𝟐� , (2.3 .4) 
and performing some additional equation manipulation, the projection matrix can be written 
as: 
 𝑸�𝒄𝒉𝒓𝒐𝒏𝒐𝒄𝒉𝒓𝒐𝒎𝒆 = �𝑰𝒙 𝑪�𝑻𝑪� 𝑰𝒚 �−𝟏 − �𝑰𝒙 𝟎𝟎 𝟎�. (2.3 .5) 
The chronochrome technique also works in the opposite direction, from the change image 
to the base image.  In that case the transform is 𝑳′ = 𝑪𝑻𝒀−𝟏, and the projector becomes 
 𝑸�𝒄𝒉𝒓𝒐𝒏𝒐𝒄𝒉𝒓𝒐𝒎𝒆
′ = �𝑰𝒙 𝑪�𝑻
𝑪� 𝑰𝒚
�
−𝟏
− �
𝟎 𝟎
𝟎 𝑰𝒚
�. (2.3 .6) 
Where 𝑁𝑥 and 𝑁𝑦 are the identity matrices of the same size as the 𝑿 and 𝒀 covariance 
matrices. The chronochrome technique works well on very accurately registered imagery. 
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For an agile wide-coverage space based multispectral sensor with 2-3 meter pixels, sub-pixel 
registration accuracy is not always guaranteed. The increased data from high resolution 
sensors for the same area coverage also calls into question the validity of a global 
covariance’s accuracy in describing the distribution for very large images. Furthermore, the 
decrease in spectral fidelity can limit the effectiveness of the covariance equalization. A 
poorer representation of the pixel spectrum, due to decreased spectral sampling and 
increased bandwidth, will lead to a poorer estimation of the linear transform between 
images. Additionally this method continues to utilize multivariate normal first order statistics 
to model data that often are poorly modeled by a Gaussian distribution. 2.3.3.2 Covariance Equalization 
Recognizing that the requirement on sub-pixel registration was a boon to the chronochrome 
technique of calculating the cross covariance matrix directly, Schaum and Stocker developed 
the similar technique of covariance equalization [17, 19]. In covariance equalization, the 
estimator 𝑳 is designed to not contain the cross-covariance. Specifically,  
 𝑃 = 𝑌𝟏 𝟐� 𝑅𝑋−𝟏 𝟐�  (2.3 .7) 
where 𝑹 is an orthonormal matrix. In other words, its rows and columns are linear 
independent basis vectors of the subspace it describes. The choice of 𝑹 can depend on the 
imagery, but the authors indicate that the identity matrix 𝑰 works well [17]. The error in the 
transform and the anomalousness in that error are as follows: 
 error = y − 𝑃x (2.3 .8) 
 𝓐(x, y) = e𝑻〈ee𝑻〉−1e (2.3 .9) 
The covariance equalization method works the same way to detect change as chronochrome 
with an anomaly detector, such as RX, identifying anomalies, equation (2.3 .9), in the error 
matrix, equation (2.3 .8), of the estimator of the linear transformation from image one to 
image two. These techniques are a type of anomalous change detection (ACD). A third 
method of this type developed by Theiler [20] will be utilized in this research directly and is 
discussed in more detail in section 4.5 , Change metrics. 
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Figure 6: Example post classification change detection 
2.3.4 Post classification change detection 
Some change detection, known as feature based change detection, uses image features to 
identify change rather than pixel differences. These methods typically perform some type of 
feature classification or clustering and then compare the results between two images. This 
type of technique works well to identify interesting changes. Rather than simply indicating 
that change has occurred on certain pixels, these methods can identify new features or 
missing features or changing features. This type of method is straight forward to implement, 
assuming the feature classification process is successful. If two temporal images can be 
classified such that the classes represent the same materials, a class difference analysis can be 
used to identify change. Temporal data has also been used to improved classification, but 
these methods assume no change has occurred and are not of interest to change detection. 
The easiest way to perform post-classification change analysis is with a class map difference 
image. Assuming that each class has been labeled the same way in images a time one and 
time two, regions where no change occurred would result in a difference of zero while 
positive or negative changes would indicate a transition between classes. The number of 
classes in an image defines the number of potential changes to occur. Often results of a class 
level change analysis are presented as a matrix indicating the membership of each class in the 
base image and the change image. In Figure 6 an example presentation for post classification 
change detection is shown, with an example change image displayed for reference. The 
classification and change detection performed was for demonstration of the presentation 
only. 
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The results from this type of method are often the most useful, as the changes are not only 
identified but can be labeled based on the class they changed from and to [13, 22]. The 
various values in the class map difference image can be labeled to produce an output that 
displays specific types of change, i.e. deforestation, urbanization, new development, erosion, 
etc. A notional example of class-map based change difference images is shown in Figure 6. 
The difficulty with post-classification change detection is that is relies on high accuracy 
classification of two separate scenes. This is a daunting task with respect to wide area search 
or change analysis.  2.3.5 Tile based change detection 
Recently research on tile based change detection, as opposed to pixel based methods, has 
increased. Tile based change detection is useful for large area change detection where the 
volume of information presented to an analyst can be significant and overwhelming. Recent 
work by both Ziemann et al. [23] and Schlamm et al. [24] has examined approaching change 
detection on a tile scale.  
The work by Schlamm used the characteristics of the local point density of tiles in an image 
to identify change. The point density plot is a measure of the number of pixels that fit within 
a sphere in the hyperspace as that sphere increases in size. As the sphere grows the number 
of pixels within it grows as well, creating a monotonically increasing plot. This plot of 
number of pixels versus the volume of the sphere has a characteristic slope and tail length. 
In real image data the plots taper off asymptotically producing a tail. As the distribution of 
data becomes more multivariate normal, the tail length decreases. The tail is minimal for 
uniformly distributed data. Figure 7 shows a PDTL plot for the image pixels shown. When 
the plot is created for the nearly Gaussian tree class alone, the plot has an almost non-
existent tail.  
The point density plot tail length was originally used to calculate the inherent dimensionality 
of the hyperspace the data populate; however, with modification it showed promise as a 
change detector. The change detection scheme utilized the difference between the point 
density plot tail length for each tile of a base image and a change image. Each tile was then 
scored with a delta point density tail length (Δ𝑃𝑃𝑃𝑃) to produce a relative ranking of the 
amount of change in each tile of the image. In Figure 8, the PDTL plots are shown for two 
image tiles. The change in the tiles is measured by the change in the length of the tail of the 
plot. 
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Figure 7: PDP plots for a six class image (top right) with the data 
shown (top left), for all 6 classes and for a single class (trees). 
The PDP plot is effectively a loglog plot of the cumulative histogram of the edge lengths 
from one pixel (the pixel nearest the mean) to every other image pixel. Other PDP plots are 
examined later based on different starting pixels (see section 4.5  Change metrics). 
 
Figure 8: Example 𝚫𝑷𝑫𝑻𝑳 plot used to detect change. 
Another tile based method, developed by Zeimann [23] calculates the volume of the 
hyperspace containing the pixels within a tile and uses that estimate to identify changing 
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scene content. The method utilized the square root of the determinate of the Gram matrix 
to calculate the volume of the n-parallelotope (in n-dimensional space) which contains the 
data. The Gram matrix of a set of 𝑘 vectors, 𝑣1, 𝑣2, … 𝑣𝑘 , is a square symmetric matrix 
where each entry is the inner product described by 
 𝑮(𝒊, 𝒋) =  〈𝒗𝒊,𝒗𝒋〉, 𝒊, 𝒋 ∈  𝟏,𝟐, …𝒌   (2.3 .10) 
The volume of the space is calculated for increasing dimensions until it reaches zero. The 
volume decreases as dimensionality increases; the simple example of the volume of a plane 
in three dimensions serves as an illustration to this possibly confusing statement. Once the 
third dimension, of length zero, is added to the multiplication, the total volume goes to zero 
as well. The monotonically decreasing volume as a function of dimension represents an 
estimate of the number of end-members needed to describe the scene, or loosely the 
number of end-member materials present in the scene. End-members are considered to be 
the vertices of the the n-parallelotope that encloses the data. Physically, an ideal end-member 
is a pure (un-mixed) pixel containing just one material, and one end-member would exist for 
each material in the image. Realistically, especially for cluttered scenes, true pure end-
members do not exist for all scene containing materials. Change detection using the estimate 
of the volume is performed by finding changes in the peak magnitude of the volume 
estimate for a given image pair. Using this metric, a per tile change score can be calculated. 
Both methods, the Δ𝑃𝑃𝑃𝑃 and the Gram matrix volume estimate, described here could 
have application in the final large scale change analysis scheme outlined in this work. 2.3.6 Object level change detection 
Another change detection technique is called object level change detection. Hazel [25] 
developed a methodology for utilizing an object identification system for change detection. 
The methodology he outlined worked by examining an image series to extract objects and 
features and to classify objects and associate them between scenes. To associate the objects a 
site model was initialized with the base image and subsequently updated as new or different 
objects were associated or identified to have changed. After the objects were associated, 
change detection was performed to identify new, moved, or missing objects. 
The object identification and extraction process was performed by identifying anomalies and 
then performing region growth on the result. The separate regions were then labeled as 
objects. The crux of this change detection method was the object association. Objects must 
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be linked with each other between scenes or false changes will be identified. In his approach, 
Hazel identified a number of features about each object that could be used to associate 
them. For example, the center of the object’s position, the size of the object, and the overlap 
of their areas (across image 1 and image 2). After comparing these features, the change 
objects can be identified and presented as an anomaly change map. This object level change 
detection represents a part of the goal of this project: to provide information about what 
change is occurring rather than just change identification.  2.3.7 Clustering methods 
For each of the last three techniques described above, an assumption is made that the 
imagery can be clustered or segmented successfully and accurately in one way or another. 
Many methods exist to cluster or classify spectral image data. Some of the most common 
methods include k-means and Gaussian maximum likelihood (GML), which represent 
automatic and supervised cluster respectively. Additional methods for automatic clustering 
which are of interest for this research are k-means [26], ISODATA [27], normalized cuts 
[28], and gradient flow [29, 30]. Automatic clustering is a requirement for any successful 
large scale approach to cluster or object level change detection. The supervised clustering of 
a high resolution image is tedious and infeasible for any large area approach that targets 
limited processing time for an end product. While often GIS information is used to aid in 
clustering, the methods of interest are data driven and attempt to cluster based only on the 
image data available, including temporal sets if available. 2.3.7.1 GML clustering 
The Gaussian maximum likelihood clustering method is a supervised method. For these 
methods, an image is clustered according to some training data. The training data is generally 
specified by visual inspection or with the help of ground truth and or GIS information by an 
image analyst. Like many clustering methods the GML method assigns pixels to a class based 
on a discriminate function. Such a function provides a scalar score identifying the probability 
that a pixel belongs to a given cluster. The GML discriminate function [8] is based on the 
conditional probability of a pixel belonging to a particular class 𝜔𝑖. The idea of maximum 
likelihood estimation is based on the classic statistical work of R.A. Fisher [31]. Using Bayes 
theorem the probability of a class 𝜔𝑖 given a pixel 𝒙 is represented by: 
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 𝒈(x𝒊) = 𝐥𝐧�𝒑(x|𝝎𝒊)� + 𝐥𝐧�𝒑(𝝎𝒊)� (2.3 .11) 
where 𝜔𝑖 represents the a priori class probabilities. Assuming that the data are modeled well 
by a multivariate normal distribution (thus the name Gaussian maximum likelihood) the 
conditional probability can be expanded to result in the following discriminate function: 
 𝒈(x𝒊) = 𝐥𝐧�𝒑(𝝎𝒊)� − 𝟏𝟐 𝐥𝐧(|Σ𝒊|) − 𝟏𝟐 (x − µ𝒊)Σ𝒊−𝟏(x − µ𝒊). (2.3 .12) 
The discriminate function for each class is calculated for every pixel and the maximum of 
that function for each pixel is the class the pixel is assigned to. The latter half of the 
discriminate function contains the Mahalanobis distance, or statistical distance to the mean, 
which is why the GML classifier is sometimes referred to simply as the weighted 
Mahalanobis classifier (weighted by class probabilities). This supervised method, while using 
one of the more simplistic decision rules, is much more accurate that unsupervised methods 
at placing pixels into the correct cluster than, assuming the correct cluster is characterized by 
the training data (and that the data can be roughly modeled with a normal distribution). The 
assumption that each pixel is represented by the training data is not one to be taken lightly 
when working with large high resolution data sets with many regions containing unknown 
ground information. Supervised clustering, while not feasible for a fast large area clustering 
over an unknown region, can be well utilized as a benchmark for automatic clustering of a 
well-known scene. 2.3.7.2 K-means clustering  
The k-means clustering method is an automatic method and is almost purely data driven. 
The method begins with a single user input (other than the image to be clustered), the 
estimated number of clusters (𝑘) within the scene. The k-means method then uses an 
iterative process to divide the data into the predetermined number of groups. First 𝑘 
random pixels are selected as the means of the clusters. The rest of the pixels are grouped 
with the nearest mean vector. The subsequent groups are then used to calculate new means 
to which all the pixels are then reassigned, again based on the nearest mean in the Euclidean 
sense. The use of the Euclidean distance is not strictly required for k-means, but it is the 
most often implemented. The process iterates until a certain threshold of reassigned pixels is 
reached after the new means are calculated. K-means groups the data using linear decision 
surfaces. Two examples of k-means clustering are shown in Figure 9. Because the decision 
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surfaces are linear, the k-means method works well to cluster scenes with few materials or 
large pixels, but for scenes with many small clusters and a high degree of image clutter, the 
method produces generally poor results due to the large overlap of clusters in the data space. 2.3.7.3 ISODATA clustering 
ISODATA clustering is a near relative to k-means. ISODATA is given a range for the 
number of clusters rather than a single value and the algorithm is allowed to optimize the 
groups to the best value. After any iteration the ISODATA method can remove groups 
containing too few pixels or merge those with a high level of overlap. Additionally, clusters 
with too much within group variability can be split. ISODATA produces results very similar 
to k-means and in high clutter regions it tends to optimize to the upper limit of the user 
selected range. Generally speaking, especially in urban environments, there are typically far 
more reasonable spectral clusters in the data cloud than predicted by most human observers 
examining an image. 2.3.7.4 Normalized cuts segmentation 
The normalized cuts segmentation process is typically utilized for color imagery rather than 
multi- or hyper-spectral. The method attempts to represent the image as a mathematical 
graph and utilize the graph adjacency matrix to iteratively segment the data. The 
methodology was introduced by Shi and Malik [28] in 2000. To represent the image as a 
graph, the authors used the simplest approach of creating an adjacency between each pixel to 
its two nearest spatial neighbors, specifically the pixel directly to the left and directly below 
the pixel of interest. Each of these edges was labeled in what is known as the graph 
adjacency matrix. The adjacency matrix is an 𝑛 × 𝑛 matrix (for a set of 𝑛 nodes) with each 
entry, 𝐴(𝑖, 𝑗), indicating the presence or lack of an edge between those two nodes with a one 
or a zero. The degree of a node (deg(𝑣𝑖)) is the number of edges incident with that node. 
This spatial creation of pixel adjacencies may work for a typical RGB picture of people or 
   
Figure 9: An area where k-means is still useful (left) and one 
where it causes confusion (right) 
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scenery where adjacent pixels have a high probability of color similarity, but a more 
sophisticated approach for edge identification would need to be taken for aerial or satellite 
spectral imagery (such an approach is described in section 4.4  and 3.3 ). Further 
development of n-cuts has examined the use of other edge identification techniques and 
edge weighting functions [32]. 
Having established the 𝑛 × 𝑛 adjacency matrix, the matrix is manipulated to create what is 
known as the graph Laplacian. The normalized graph Laplacian is also an 𝑛 × 𝑛 matrix. Its 
entries are given by:  
 
 
(2.3 .13) 
Where 𝑣𝑖  and 𝑣𝑗  are vertices in the graph or image pixels. The image is segmented based on 
the signs the individual elements of the eigenvector corresponding to the second smallest 
eigenvalue of the Laplacian matrix. Each pixel is assigned to one of two groups depending 
on the corresponding sign of the eigenvector elements. Each group is then processed 
iteratively, starting with the creation of the adjacency matrix, until the desired number of 
segments is achieved.  
While normalized cuts segmentation works well to identify regions in RGB imagery, they are 
generally spatially contiguous and much larger relative to the entire image than those that 
need to be segmented in remote sensing data. The normalized cuts method is difficult to 
implement for large multispectral imagery due to the inherent computational expense 
required to solve the full eigenvector problem to find the smallest eigenvectors of the very 
large Laplacian matrix. Additionally, the n-cuts method segments the image recursively with 
no mathematically defined stopping condition. The segmentation is also halted if the graph 
representation of the image has any disconnected components, which can occur if the 
adjacencies are determined spectrally rather than spatially. 2.3.7.5 Gradient flow clustering  
Gradient flow clustering is a recent method developed by Basener [30]. The methodology is 
based on the local pixel density in the spectral space and the way the density gradient of a 
cluster flows toward the pixels of highest density within it. Imagine each pixel vector being 
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connected to its 𝑘 nearest spectral neighbors based on the Euclidean distance. Pixels with 
many more than 𝑘 connections are in areas of high local density and by this method belong 
at the center of a cluster. 
Figure 10 shows a representation of three clusters (upper left), and the graph when each 
pixel is connected to its six nearest neighbors. The bottom of Figure 10 shows the flow of 
the density gradient, with each pixel being assigned a direction of flow toward the center of 
its cluster. To calculate this gradient flow, a function is defined using the number of edge 
connections in the local area to represent the negative of the local density. The gradient flow 
is then constructed with the negative density acting as the sink and the cluster centers acting 
as the basins. The partial differential equation (PDE) system for the gradient flow of local 
density is iterated a number of times (user selected) to smooth the results so too many 
density centers are not defined. The goal is to define high density cluster centers rather than 
simply all points of high density. This smoothing influences the eventual number of clusters 
in the cluster map. In the PDE system, pixels are assigned a value of gradient flow indicating 
the density center to which they point and thus the cluster to which they belong. 
The gradient flow algorithm is a novel method because it requires no image specific input 
from the user other than the number of smoothing iterations; it defines the best number of 
clusters to use based on the density map of the image data. Additionally, the gradient flow 
Figure 10: Gradient flow, reproduced from Basener [30]. 
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decision surfaces for cluster membership are non-linear and the method makes no 
assumptions about the inherent distribution of the data in the hyperspace. The method 
works well but does have difficulty in some scenarios and still outputs a single final cluster 
map.  
 Chapter summary 2.4 
Existing research related to change detection is extensive for medium to large scale 
resolution; the research for high resolution is relatively limited. The techniques described in 
the previous sections are mostly applicable to any type of imagery, but some are more suited 
to low-resolution imagery. The difficulty in applying these techniques to high resolution 
imagery is in the increased spectral variability of materials at finer spatial scales and the 
increased scene clutter from more clearly resolved small objects. The change detection 
framework developed in this work and described in detail in Chapter 4 will utilize a variety 
of new methods but will also leverage the existing techniques as discussed when possible. As 
part of the change detection research, a new technique for automatically clustering image 
data was developed. This novel method will be described in the next chapter.  
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Chapter 3:  Topological Clustering 
In addition to the overall goal of change characterization, and as a means to achieving it, 
automatic clustering was closely examined, and a novel method to perform clustering was 
developed. With the idea of utilizing topological methods to create a clustering based on data 
structure and pixel relationships, and automatic clustering methodology could be created 
without a reliance on statistical models.  
Automatic image clustering and segmentation is an ongoing problem for imaging science, 
and is a method used in the feature based change analysis process. Clustering is the process 
of dividing an image into groups of pixels that identify the materials within the scene. The 
goal of clustering, as opposed to classification which attempts to label groups of pixels as 
specific materials, is to combine pixels with a certain level of spectral similarity [1]. Clustering 
typically assigns each pixel to a single group, although a subset of clustering methods known 
as fuzzy-classifiers use a probability to assign pixels to clusters rather than discrete labels. 
Most clustering is currently done with an analyst identifying sample regions and then finding 
all parts of an image that are similar enough to the training sample regions. This is 
supervised classification. Many supervised clustering techniques are very successful, such as 
Gaussian maximum likelihood, Gaussian kernel classification, neural networks, and support 
vector machines [1, 8]. One major difficulty in automating this process, especially for high 
spatial resolution imagery, is the variability in the number of classes or materials present in 
the scene and the time consuming aspect of identifying training regions.   
The number of classes identified in a scene depends on a surprising number of factors. First, 
and most obviously, the number of different materials actually in the scene will limit the 
number of classes that can be accurately separated. Often, especially in regard to high 
resolution imagery, it is necessary to strike a balance between classifying every material and 
creating a useful class map. For example, in one scenario it may be necessary to identify the 
difference between types of crops in a set of fields and in another situation simply 
identifying all the regions that contain any crops would be desirable.  Each classification 
problem will have its own unique desired solution. Any problem with multiple solutions, all 
with a certain level of validity, becomes inherently difficult to automate.   
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At high resolution spatial scales, with pixels on the order or 1-2 meters, variations within 
what a human analyst may identify as a single material or class are extensive. One way to 
overcome this within class variability problem is to use a recursive classifier that identifies 
pixels within regions with increasing variability. If a clustering algorithm first identifies a 
large body of water and then currents, waves, or other inconsistencies within that body of 
water, this could be considered an improvement to the most wide-spread automatic 
classification methods in use today. If each region in a class map can be labeled as a sub-
region of another larger region then it becomes easier to interpret the relationship between 
automatically created regions.   
 Modularity clustering 3.1 
The recursive method used in this research is based on the theory of the modularity of 
groups within networks. In social network theory, networks, represented mathematically 
with graphs, consist of nodes and edges. A node is just a point in any n-dimensional space 
and an edge connects two nodes. In graph theory self-connected nodes are possible, but in 
regard to image pixels, these have no physical meaning. To represent an image as a graph, it 
is necessary to visualize the image in an n-dimensional space, where n represents the number 
of bands in the imagery. Each pixel becomes a node, and edges can be drawn between pixels 
with a certain similarity or connectedness. There are 𝑛 nodes and 𝑚 edges in a graph. The 
number of connections (edges) incident with a node is the degree of that node. The degree 
of node 𝑖 is a scalar that counts the number of other nodes adjacent to node 𝑖. Now the 
adjacency matrix can be defined. The adjacency matrix 𝑨 is 𝑛 ×  𝑛, and it has a zero at 𝐴𝑖𝑗 
where nodes 𝑖 and 𝑗 are not adjacent and a one where they are adjacent. It is important to 
note that the edges are not an inherent part of imagery; they are drawn based on some 
metric to determine which pixels are similar enough to warrant an edge between them. The 
drawing of edges to turn a collection of pixels into a graph is a focal point of this method, 
and the success of this edge creation determines the success of the later separation of the 
graph into regions/classes. 
Several metrics can be utilized to draw edges between similar pixels. The most straight 
forward method is to take a pixel and compare it to every other pixel and determine if they 
are similar enough based on a standard distance function to be connected with an edge. This 
strategy is fundamentally flawed because of the enormous computational requirements for 
anything but very small images. Further, the criterion for connecting edges is poorly defined. 
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Another method is to perform a nearest neighbor search using some knowledge of the 
structure of the data. Many different algorithms exist to preprocess data sets for fast nearest 
neighbor searches. The fast nearest neighbor search using the ATRIA tree structure [33] is 
one such method which is well known and straightforward to implement. 
The fast k-nearest neighbor search (KNN) method utilizes a tree structure of the data 
known as ATRIA. ATRIA is a triangle inequality based algorithm [33]. The ATRIA structure 
is essentially a loose clustering of the data by recursively splitting the data around a central 
point within each cluster. At each level of the ATRIA tree, each point is present in only one 
cluster. The actual nearest neighbor search is accelerated using the ATRIA structure because 
only a certain portion of the clusters need to be searched to find the k nearest neighbors of a 
given pixel. Only rarely will a point have neighbors outside the cluster being searched and 
require additional time to locate the neighbor. 
To prune the results of the KNN search to increase the quality of the edges drawn, several 
methods are implemented. For any given pixel, the k nearest neighbors will likely include 
some pixels which are quite similar to the pixel and some which are simply close enough to 
be among the k nearest neighbors but not close enough to belong to the same overall 
cluster. The edges drawn to those pixels are poor edges and therefore must be limited. To 
limit these edges a threshold is used related to the expected distance of the pixels. Edges 
which are greater than a certain (tunable) percentage of the mean edge length for a given 
pixel’s k-nearest neighbors can be discarded. More issues concerning edge creation and 
pruning will be addressed later on. 
 
Figure 11: Example of edge creation and clustering in n-D space. 
Each pixel (node) is connected (adjacent) to its 2 nearest neighbors. 
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In Figure 11, each dot represents a pixel or node in the data. Each pixel is connected to its 
two nearest neighbors. Because a given pixel could be one of the two nearest neighbors of 
many pixels, some have more than two edges. The number of pixels in a group with more 
than k edges is an indication of the density of pixels in that group. 
Once the image has been represented as a graph, the modularity of that graph can be used to 
split it into two or more sub-graphs. Modularity is a measure of the difference between the 
number of edges within a selected group of pixels and the number of edges expected in a 
random group with the same degree distribution [34, 35, 36]. Newman defines a vector 𝑠, 
where the vertex 𝑖 belongs in group one if 𝑠𝑖 = 1 and in group two if 𝑠𝑖 =  −1. Modularity, 
𝑄, is described as 
 𝑄 = 14𝑚��𝐴𝑖𝑗 − 𝑘𝑖𝑘𝑗2𝑚�𝑠𝑖𝑠𝑗
𝑖𝑗
 . (3.1 .1) 
where 𝑚, is the total number of edges, 𝑨 is the adjacency matrix of the graph, and 𝑘𝑖 is the 
degree of node i. The adjacency matrix will be sparsely populated; although its 𝑛 × 𝑛 size 
could be a memory burden, a sparse implementation makes it manageable. Equation (3.1 .1) 
can be simplified by converting to matrix form where it becomes  
 𝑄 = 14𝑚𝒔T𝑩𝒔 , (3.1 .2) 
and where 
 𝐵𝑖𝑗 = 𝐴𝑖𝑗 − 𝑘𝑖𝑘𝑗2𝑚 . (3.1 .3) 
The matrix 𝑩 in equation (3.1 .3) is called the modularity matrix. The graph is split by 
finding the vector 𝐬 that maximizes 𝑄 in equation (3.1 .2). Newman demonstrates that an 
approximate maximum for 𝑄 can be obtained, and efficiently calculated, by setting the 
entries of 𝐬 as either +1 or -1 according to the signs of the entries in the eigenvector of the 
modularity matrix 𝑩 with the largest positive eigenvalue. Pixels whose corresponding 
eigenvector entries are positive are in group 1 and those that are negative belong in group 2. 
The magnitude of the eigenvector entry is an indication of the quality of the group 
membership. The normalized cuts method [28], described previously in section 2.3.7.4, finds 
the smallest eigenvalue of the graph Laplacian, a modified adjacency matrix, analogous to the 
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modularity matrix. Although n-cuts splits based on an eigenvector of a matrix derived from 
the adjacency matrix, the modularity requires the identification of the largest eigenvalue 
rather than the smallest and therefore allows for much faster processing of very large 
datasets using the power method to find the necessary eigenvector. 
To separate a graph into more than two groups, Newman cautions against simply removing 
the edges and recalculating the modularity eigenvector [34]. This note of caution is applicable 
when the graph contains preexisting edges. In this application, the graph is a variable 
association of pixels in an image. The edges drawn between pixels are chosen and not an 
inherent part of the image. Because the image pixels are not part of a pre-defined graph, 
using modularity with imagery allows for additional flexibility to redraw the graph without 
changing the network. It is simple and practical to redraw the graph for each group of pixels 
and run the modularity algorithm from the beginning. This technique leads to the best split 
for each possible subset of pixels. The distribution of edges could be very different for the 
graph representing a given subset of pixels than it was previously as a sub-graph of the full 
set of pixels. Using a new graph instead of the existing arrangement at each level yields the 
best split.  
It is an important distinction between modularity and other common automatic clustering 
methods that the modularity technique makes divisions of the pixels recursively with non-
linear decision surfaces. For each split the decision surface is defined based on the maximal 
modularity of the graph that was created to represent the pixels in that group. The decision 
surfaces are unrestricted and can take any shape. 
Splitting the graph into many groups iteratively has the advantage over traditional automatic 
clustering methods that additional information can be maintained about each level of the 
clustering algorithm. Rather than a simple cluster color map, the output of the modularity 
method can include information about a cluster’s “parent cluster” and the quality of the split 
(from the modularity 𝑄 value) that created the cluster. This allows for the resultant cluster 
map to have a variable level of detail (LOD). A notional cluster tree is shown in Figure 12. 
The cluster tree indicates the path each cluster has taken through the process and 
importantly which cluster it was derived from. 
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Figure 12: An example output of group splitting with modularity. 
Each cluster can be labeled with a unique identifier that indicates the 
path it took through the various splits; additionally, a quality score for 
each split can be maintained. 
The fully un-supervised modularity technique uses some simple stopping criteria to prevent 
over clustering. First, the character of spectral imagery and the knowledge of the scene 
content can be used to define a smallest group size for which a split will be attempted. This 
group size threshold does not limit the size of the smallest clusters, but instead limits the size 
of the smallest group for which an additional split will be attempted. This simple size 
threshold supersedes the modularity parameter discussed below. In real imagery the analyst 
may be uninterested in any clusters smaller than a certain level, and the simple group size 
threshold will limit clusters of such a size. In much of this research groups with less than 3-
5% of the total image pixels are not split another time.  
For the second parameter a threshold for 𝐐 is used. Only splits that produce a 𝐐 value 
greater than a certain threshold are allowed. Based on testing by this author and reported in 
the literature related to the development and verification of modularity for networks, the 
threshold for 𝐐 for a good quality split is 0.4. A value above 0.35, for a relatively small group 
of pixels, is still a reasonably good split. However, for very large networks, on the order of 
100,000 nodes, these values break down. At a level near a large sized image on the order of 
10 million nodes the thresholds break down. The best approach is to limit the split based on 
the modularity only for groups smaller than some reasonable percentage of the total image. 
This adjustable parameter should be set at some initial value, and then scaled based on the 
size of the group being split. Based on images ranging from 100x100 to 1000x1000 pixels, 
threshold values near 0.35 have worked well in this research to limit over-clustering in real 
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imagery. However, the threshold should be dramatically lowered, by a factor of 4 for 
example, for groups containing more than half the total image pixels. The threshold works 
best with the images tested as part of this research when it varies quadratically based on the 
group size toward the maximal value for groups with approximately 1000 nodes. The best 
technique would be to perform some type of analysis to develop an appropriate threshold on 
typical imagery for the desired application before implementation of this method. This 
tuning can help the user reach the desired granularity of the end cluster map. Nevertheless, 
without tuning the threshold, and setting a low threshold to allow over-clustering, the final 
cluster map can be stepped backward until a desirable result is identified. One problem with 
backing up from an over-clustered image is that some splits that may be too fine for the 
desired application could have occurred early in the process where other groups remain 
heterogeneous. This early over-clustering is related to the imbalanced hierarchal tree that 
modularity inherently produces, discussed in detail in section 7.5.1. The modularity value of 
a given split does appear to be lower for groups containing many sub-clusters even if the 
group split off is very tightly clustered. It could be beneficial to attempt some estimate of the 
number of clusters in a group and allow that estimate to weight the modularity threshold. A 
low estimate, near one or two, would force a higher threshold for 𝐐 while a high estimate 
would relax the modularity threshold. One example of such a cluster estimate is discussed in 
section 4.5.6. 
 
Figure 13: Example modularity based variable level of detail 
cluster map 
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 Modularity provides a solution to a difficult problem in clustering, the automated clustering 
of pixels into spectrally similar groups with no a priori definition of the number of clusters or 
materials. In addition to being a fully autonomous clustering algorithm, modularity provides 
a unique set of information about the clustering process.  
In addition to the final cluster map, a tree can be created representing the clustering process. 
At each level of the algorithm, information about the current group membership and the 
quality of the split that created those groups is stored. This information can be used to assist 
with change detection utilizing variable LOD clustering trees rather than the more basic 
cluster maps. An example of a VLOD clustermap created with the modularity clustering 
method is shown in Figure 13. 
 Verification with simple data 3.2 
The modularity method has an intuitive processing flow. The data are examined and similar 
pixels are assigned pairwise adjacencies. Adjacencies are determined based on the kNN 
approach with the Euclidean distance or spectral angle as the similarity metric. The 
eigenvector associated with the largest eigenvalue provides a two cluster split of the data. 
The clustering is performed based on the sign of the eigenvector containing the most 
information about the data. However, because of its drastic departure from well-studied 
spectral image clustering techniques, a simplistic example clustering will hopefully provide 
useful understanding for the reader. 
.   
Figure 14: The data and its graph, edges drawn for 100 neighbors. 
The clusters in the upper left and lower right contain 300 rather than 
200 points each. 
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Table 3-1: The means and covariance matrices used to create the four 
distributions. 
Distribution Means Cov matrices 
1 -3.4811 -3.4759 0.2559 0.5352 
   0.5352 1.272 
2 2.6116 2.531 1.0058 0.7077 
   0.7077 1.2471 
3 -4.4515 1.0071 0.4044 0.1844 
   0.1844 0.3747 
4 5.4043 -2.3081 2.2462 0.2381 
   0.2381 0.0407 
 
The simplistic data used will be a combination of Gaussian distributions at first, then a 
combination of Gaussian distributions in the presence of a spanning uniform distribution (to 
represent noise). Each result will be compared with k-means to show the difference in 
approach. Figure 14 shows an example of the data used. 
The first dataset contains 1000 pixels, 200 from two distributions, and 300 each from two 
others. Four distributions were sampled to create the data, so ideally 4 total clusters are 
present in the data. The data are simple two dimensional vectors. The distributions used 
have the means and covariance matrices shown in Table 3-1. 
At the third level of the modularity method, the upper right plot in Figure 16, the correct 
clustering is very nearly achieved. The k-means result does not achieve the correct grouping 
with 𝑘 = 4, and only gets close at 𝑘 = 5 (see plots in Figure 15). Although neither technique 
reaches the ideal clustering without intervention, the modularity clustering method shows 
improvement over k-means for two primary reasons. First it arrives at a total of 7 clusters 
without user input. The number of clusters depends on the number of neighbors used to 
define the pairwise adjacencies in the image and the decision of the author to set the 
threshold modularity score required to split. The modularity threshold was set to 0.30. This 
somewhat relaxed threshold shows a slight over clustering of the two distributions with 
more samples. Second, modularity improves on k-means because each level relates to the 
level previous. Each new cluster is a sub-cluster from the cluster map before it.  
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Figure 15: K-means clusterings, progressing from 2 to 10 clusters. 
Note the shifts in the number of sub-clusters in the various 
distributions as the total increases. For example, k-means with 6 
clusters has no relation to k-means with 7 clusters. 
 
Figure 16: Modularity clustering, convergence after 5 levels with Q 
threshold set to 0.30. 
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One problem with the modularity result is the clearly incorrect grouping beginning in the 
first level in which some red pixels clearly belong to an alternate cluster. One reason for 
these errors is that the adjacency matrix created could have mistakenly included too many 
between cluster edges. This sensitivity to the number and quality of edges used to define the 
graph based on image pixels is a cause of variability and error in the modularity clustering 
method. 
 Edge identification and graph creation 3.3 
Although it is easy to identify the nodes of a graph created to represent a multispectral 
image, drawing the edges is more difficult. Edge creation itself is not a simple task for the 
topological clustering method, but the goal of edge creation for clustering is: draw edges 
between pixels that are highly similar. Although many methods for calculating the spectral 
similarity of two pixels exist—coming largely from the target detection field—those that 
perform well and are efficient for multispectral data without utilizing the full image statistics 
are relatively few. The following discussion of this edge selection process was reported at the 
2011 IEEE WHISPERS conference [37]. 
The selection of edge adjacencies when creating a graph representation of an image is 
paramount to the success of any method exploiting the adjacency matrix. The edges selected 
depend greatly on the methodology used when the adjacency matrix is analyzed. For a 
method like the edge length histogram, the goal is to define all the relationships in the image 
and examine how they change. The true edge length histogram would only be represented by 
a complete graph, where every node is connected to every other node. Because images 
contain so many nodes it is in the interest of efficiency to attempt to estimate the complete 
graph with a less dense representation. The optimal edge density of that representation is not 
well known. The threshold for the fewest edges needed to characterize the distribution of 
edge lengths is an open area of investigation. 
Contrary to the methods requiring the representation of an image as an approximated 
complete graph, the modularity method (and n-cuts, in the most successful implementations) 
requires edges that have some physical meaning. Each edge represents a measure of 
similarity between the pixels it connects. The edges have lengths, but for the purpose of the 
optimal modularity method the edge matrix is a true binary adjacency matrix to improve 
computational efficiency. Because the adjacency matrix is binary, a threshold must be set at 
some edge length to reduce the complete graph. Alternatively, edges could be identified 
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using an intelligent selection algorithm to avoid finding the wrong edges to begin with. 
Determining the proper length at which to threshold edges to exclude them from the 
adjacency matrix is not a simple task. For example, consider a pixel connected to its 50 
nearest neighbors. Assume that pixel lives in a cluster with only 30 pixels in it. In this 
scenario such a pixel will have 20 connections to another cluster (or clusters). Now assume 
the opposite scenario; a pixel is in a tight cluster of 500 pixels. Using just 50 neighbors leaves 
the pixel disconnected from 450 pixels which have a physical similarity to the 50 with which 
it is connected.  
There is clearly more investigation to be done to determine the best way to select the 
number of edges to use in the graph representation of an image depending on both the size 
of the image and the desired utility of the eventual adjacency matrix. One technique that 
improves the process borrows from the simple methodology of spatial edge selection. Rather 
than select neighbors strictly from the global pixel set, some edges are forced to be selected 
from a small local neighborhood. 
The process of representing an image as a graph can be quite straightforward. The simplest 
technique, and one used often for high resolution gray scale or RGB imagery, is to connect 
pixels based on their spatial proximity. This is known as a simple grid graph [28] and is 
shown in Figure 17. 
 
Figure 17: An example construction for a grid graph for the three 
pixels highlighted. Adjacency is assigned based on spatial relationship 
instead of spectra (here adjacencies are made with the right and lower 
neighbors). 
A more advanced but still straightforward method is to use a distance metric, such as the 
Euclidean distance, in the spectral space to connect a pixel to its 𝑘 nearest neighbors (kNN), 
as seen in section 3.1 , Figure 11. Another distance based technique would involve 
connecting all pixels within a certain spectral distance, 𝑑 [28]. This method is known as the 
radius technique because all pixels within a certain radius are connected. The difficulty of 
this technique is in the selection of the distance or radius, 𝑑. Each distance based technique 
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relies on a distance metric to determine edge closeness. Of many possible distance metrics, 
the Euclidean distance and spectral angle are used here and in the following techniques. 
While the Mahalanobis distance is undesirable in situations where graphs are being used 
because Gaussian models do not fit the data structures, other distance metrics like the 
spectral angle or the L2 distance can be very useful. 
The process of exhaustively searching for neighbors based on distance becomes increasingly 
time-consuming as the dataset increases in size. To perform this search more efficiently, 
methods have been developed for fast nearest neighbor search [33]. One such method, 
developed to utilize several different distance metrics is the ATRIA kNN search discussed 
previously.  
The ATRIA method to find the kNN in a data set can use either the Euclidean distance or 
the spectral angle. Although it can provide a better relationship between image pixels, the 
spectral angle method does have some downfalls, specifically in relation to very dark spectra. 
Ideally the Euclidean distance and spectral angle measures would be utilized simultaneously, 
with relative weights so they can be compared. The ATRIA kNN search method allows for 
spectral angle and Euclidean distance to be weighted and used concurrently, the difficulty is 
now in selecting a weighting for the Euclidean distance that does not depend on the data 
space of specific images. 
One method to determine the appropriate weights automatically, so they vary depending on 
the image content and data type/units, is to calculate them for each image using the average 
distance to the pixels around the mean. By first selecting the image pixel nearest the image 
mean, and then finding its 100 (or any other number determined to sufficiently characterize 
the distances) nearest neighbors with Euclidean distance and spectral angle, the relative 
weights can be assigned.. The average weight of 100 (for example) pixels for both spectral 
angle and Euclidean distance can be used to oppositely weight the distance for the rest of the 
pixels. Euclidean distance can be weighted by the average spectral angle and spectral angle by 
the average Euclidean distance. This weighting allows the benefits of the spectral angle to be 
utilized particularly for pixels of large magnitude. 3.3.1 Locally weighted nearest neighbors 
One problem with the kNN techniques is that the graphs produced are often not fully 
connected. Connected graphs are those in which a path (along edges) exists from any point 
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𝑛 to any other point 𝑚 and are desirable for many graph theory clustering methods [28, 38, 
34]. Grid graphs are fully connected by design. One way to ensure a connected graph is to 
create a 𝑠𝑝𝑎𝑛𝑛𝑖𝑛𝑔 𝑡𝑟𝑒𝑒 in the data in addition to the edges defining the community 
structure. The spanning tree is a graph where every node is connected, but no cycles (or 
loops) exist. This process can be computationally expensive if done in a way that does not 
alter the graph’s community structure (i.e. the minimum spanning tree). The minimum 
spanning tree spans the full graph with the minimum total distance, which is computationally 
prohibitive to find on a large data set. 
To combat the connectivity problem without adding additional compute time, a new method 
combining the kNN and grid techniques is proposed. This technique selects a certain 
number of edges from a specific local spatial neighborhood surrounding the pixel in 
question. Then a larger selection (𝑘) of edges is made from the global image. An example of 
this process is shown in Figure 18. It is possible and often likely that the best spatially near 
neighbors will be identified in the global set as well, but this technique helps combat the 
spatially non-uniform connectivity of the graph when a pixel may not have any local 
neighbors within the first 𝑘 nearest global neighbors. For each pixel the selection of the first 
𝑘𝑙 neighbors is forced to come from the same local spatial region as that pixel. For example, 
when 25 neighbors are desired for a pixel 𝑥, the first 5 (𝑘𝑙) might come from the 30 nearest 
pixels in a spatial sense, while the remaining 20 come from the global dataset for a total of 
𝑘 = 25 neighbors. 
 
 
Figure 18: The locally weighted method takes spectrally similar pixels 
from the local neighborhood and the global data. Forcing some pixels 
from the local neighborhood improves graph connectivity. 
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In addition to forcing the local neighbors to improve connectivity, the distance metric can be 
adjusted to improve adjacencies. The local neighbors can be identified using the spectral 
angle. The spectral angle can be a poor metric for finding global neighbors because of its 
performance when applied to very dark spectra. Very dark pixel vectors can have a 
directional component that varies greatly with a small amount of image noise (fixed noise 
has a greater effect on very small values). This can lead to dark pixels being made falsely 
adjacent to bright pixels based on the spectral angle. However, for pixels in the same small 
spatial region the spectral angle can help to find adjacencies for pixels in and out of shadow. 
The dark spectra are much more likely to belong to the same material as nearby bright 
spectra in small local regions. The local weighting can also be applied to each of the 
following techniques. 3.3.2 Mutual k-nearest neighbors 
The mutual kNN method is similar to the kNN method but instead creates an edge 𝑢𝑣 
between pixels 𝑢 and 𝑣 if and only if 𝑢 is one of the kNN of 𝑣 and 𝑣 is one of the kNN of 
𝑢. This method produces a variable number of neighbors for each pixel, based on their local 
(in the spectral space) groupings. This method puts an emphasis on mutual neighbors and 
therefore clusters of similar pixels.  
One problem with this method is that outliers often remain disconnected from the graph. 
Additionally, the 𝑘 selected has an impact on the size of clusters identified. A large 𝑘 can 
falsely treat many small clusters as part of the same large background cluster and a small 𝑘 
can leave small groups (but too big to be anomalies) disconnected from the graph. To 
maintain connectivity a minimum number of neighbors (which ignores the mutual neighbor 
requirement) can be implemented. 3.3.3 Density weighted k-nearest neighbors 
For the proposed density weighted approach, the goal is to minimize the impact of pixels 
outside clusters. Each pixel is assigned a co-density score using 𝑘𝑚𝑎𝑥 nearest neighbors. The 
co-density score is proportional to the sum of the distances to 𝑘𝑚𝑎𝑥 neighbors divided by 
𝑘𝑚𝑎𝑥 .  Threshold conditions are then applied to the distribution of co-density to provide 
several different values of 𝑘 for the graph creation. Those pixels with the lowest density have 
few neighbors, while those with the highest use closer to 𝑘𝑚𝑎𝑥 neighbors. From practical 
testing it appears that the threshold values, 𝑘𝛿 , should increase non-linearly. Pixels with 
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lowest density should have few neighbors, those with average density should be near 𝑘𝑚𝑎𝑥
2
, 
and those with high density should be nearly 𝑘𝑚𝑎𝑥.  
 
Figure 19: Co-density distribution for 80 neighbors of an image. 
Although usually very Gaussian, co-density distributions can take 
other forms depending on scene content and number of neighbors 
used. A typical maximum for this purpose is around k=100. 
The best graph creation results in practice were obtained with six different 𝑘 values based on 
the distribution of co-density. Because it is generally well represented by a normal 
distribution (as shown in Figure 19), the six density thresholds were selected based on the 
standard z-scores of the co-density histogram. The lowest of the size thresholds was z-score 
-2, followed by -1, 0, 1 and 2. The thresholds selected were not extensively tested, but were 
instead chosen intuitively. Based on the assumed selection of 𝑘𝑚𝑎𝑥 = 100, the lowest 
density pixels would have 10 neighbors, z-score of -1 would have 20 neighbors, followed by 
35 neighbors, then 70 and 100 for example. The choice of the specific neighbor weighting is 
not critical to the success of the metric as long as the low density pixels have few neighbors 
and the high density pixels have many. One problem with this approach is when a small very 
tightly grouped cluster has a high enough density based on 𝑘𝑚𝑎𝑥  to contain many edges. For 
example, if a cluster of 50 pixels is so dense that even for 100 neighbors (where ~50 of them 
would be outside the cluster) it still has high density, the pixels in the cluster may be over 
connected outside their own cluster. This type of situation occurs rarely however in real 
imagery which contains many mixed pixels between clusters to smooth out the density. 
Although the best result may come from a density weighted approach, the best method to 
implement for clustering on a large scale is the mutual kNN technique with forced local 
edges. Analysis of these methods is discussed further in section 5.3 . The mutual-kNN 
method has very nearly the same success as the density weighted technique, but is much 
easier to implement and requires far less computational time. The speed of the 
implementation versus the success of a given method is clearly a trade-space which must be 
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examined for specific application. Because the extent of testing is low, and the success of 
both methods is so far sufficiently similar, the faster mutual-kNN method will be used in 
this research where speed of processing is important because of the number of images to be 
analyzed.  
The mutual kNN technique uses forced local edges; these local edges can be subjected to the 
same mutual requirement if desired, but if the number of forced local edges is low, it makes 
the most sense to keep local edges regardless of their mutual connectivity. That is, the local 
edges should be counted both to and from the neighbors in order to ensure they remain 
once the adjacency matrix is subjected to the binary 𝐴𝑁𝑃 operation of the mutual kNN 
technique.  
Ideally, the graph representation matrix to use would be a distance matrix with distance 
weights for all edges rather than the binary adjacency matrix. The weights are the distances 
defined by the chosen distance or similarity metric used in the kNN search. Additionally, the 
best data representation would come from a complete graph. Because a complete distance 
matrix is impractical to process for anything but the smallest images, it must be 
approximated as well as possible. The determination of the best edge selection technique 
could be a very valuable area for further research. If implemented properly, the combination 
of a mutual kNN search using a specified radius for edges and a minimum spanning tree 
would create the best representation of the community structure, especially for clustering. 
The key to such a technique is in the identification of the proper radius to use for each pixel. 
The correct radius would be one that provides high within cluster connectivity without 
connecting a pixel near the middle of any given cluster to a pixel near the middle of any 
other cluster. Clearly the choice of the correct radius is a difficult problem that would need 
to adapt to different types of imagery. 
 Chapter summary  3.4 
The modularity clustering technique is a new approach to spectral image clustering that does 
not rely on any typical spectral image processing data models. Rather than utilizing image 
statistics, vector subspaces, or spectral mixing, the modularity technique uses a graph 
representation of the image to cluster. How to arrive at an accurate graph representation of 
the image data is not obvious, but several methods have been employed. The graph based 
clustering defines clusters based on non-linear decision surfaces. Cluster size is not limited 
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unless one is imposed by the user. Based on results shown later and reported in Mercovich, 
et al. 2011 [39], the modularity clustering is successful at producing a traditional cluster-map 
of image data which can be well modeled by traditional methods as well as data where typical 
models are distorted by clutter. Additionally, the modularity technique produces a variable 
level of detail cluster-map output and a cluster tree that have additional utility in image 
analysis. The departure from typical data models and the useful outputs in addition to a 
simple cluster map make the modularity method a useful technique for automatic clustering. 
As part of this research some verification of the modularity is conducted and modularity 
clustering is compared to typical automatic clustering methods. Additionally its success in 
change detection is assessed. The modularity clustering method is not a problem free 
method. The verification, comparison to other methods, and difficulties and deficiencies of 
modularity clustering are examined later in sections 5.4 , 5.5 , and 7.5.4 respectively.  
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Chapter 4:  Change Analysis 
The methods proposed for this research are selected and designed to be applicable to large 
area change analysis based on WV2 type imagery. These methods include metrics for 
identifying pixel level, cluster level, and tile level change, metrics for grouping change based 
on type, metrics for identifying change based on graph representation of images, techniques 
to relatively normalize the images, and methods of combining the results of such metrics for 
presentation. The combination of change detection methods to produce change analysis 
rather than simple detection is one of the main areas of focus of this research. Additional 
methods related to clustering, specifically detecting changes in clusterings, are developed in 
the hope that they will favorably influence the change analysis process. 
Change is defined differently on a pixel level versus a tile level. Tile based change detection 
hopes to examine a subset of an image and determine if that subset as a whole has changed. 
Tile change is about measuring change in the distribution of all the pixels rather than change 
in magnitude or direction of specific pixels. Pixel base methods are traditionally more 
familiar to remote sensing scientists and involve measuring single pixels to examine their 
change between images. Although they identify very different phenomenology, the process 
for tile and pixel based methods are similar. Both begin with the identification of regions 
across images covering the same area on the ground, then some measure is made of the 
image data to determine some characteristic of it. The comparison of the image data 
characteristics between one image and another for the same ground locations is change 
detection. 
The techniques used in this research have the additional self-imposed caveat that they are 
primarily designed around identifying change based on the structure of the data cloud. No 
spectral libraries are used to pick out certain changing materials, no spatial filters are used to 
identify objects of interest, and for the most part traditional statistical models are avoided in 
the hope that a better data model will lead to a more accurate characterization of the data 
cloud’s structure. This limitation is imposed to focus on a deficiency in most existing data 
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models, and to find solutions that are not affected by the short-comings of statistical, 
subspace geometry, or linear mixture data models.  
A limited number of ways exist to identify and characterize change based on the data cloud 
in and of itself. First, and perhaps most obviously, is to assign a characteristic shape to the 
data clouds of two images and measure the morphism that occurs between the time states. 
One method to perform this type of analysis is to define the shape of a data cloud by 
calculating the mean of the data and measuring the shift in that mean. Each method used to 
perform change analysis in this research can be considered a measure of the transformation 
process between the data clouds of two images. A key factor in this type of analysis is that all 
transformations of the data cloud that occur due to processes unrelated to ground based 
change need to be corrected before quality comparisons can be made. 
Throughout this section, several methods are proposed and discussed in detail. Although 
some methods are more developed than others, each plays an important role in the final 
product. Of course some methods are more successful than others, and even more methods 
may still be waiting to be discovered or adapted to change detection. The modular nature of 
the feature based algorithm approach allows any change metric to be removed or added at 
any time as long as it is appropriately scaled. Each topic described in this chapter is just a 
part of the overall algorithm/scheme/method/goal of this research. Any reference to this 
overarching method is a reference to the very general large area change analysis problem 
described in the Objectives section. 
 Feature based algorithm 4.1 
To produce a change analysis method that is robust and useful for an analyst, a feature based 
approach will be utilized. For a given image set with a base image and a change image, the 
data will be divided into a number of subsets of the full images. For each tile, a set of 
features can be calculated and the results used to provide a visual queuing map to be used by 
an analyst looking for change. Previously the word feature has been used to describe an object 
or cluster within an image, here it refers to the image derived score of a given metric being 
calculated. The change features are designed to identify specific types of change, and the 
output can be displayed as a false color tile map to overlay on the original imagery. The tiles 
will be presented in a way that bright areas indicate a high probability that change occurred. 
Each color will represent a different type of change. 
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Figure 20: Example change types and change analysis workflow. 
Note, the speculative change metrics used here may not identify the 
changes described and the result is displayed for demonstration only. 
The process of large area change analysis is one with many steps. The diagram in Figure 20 
shows a workflow for the process. The process begins when images are equalized and tiled. 
Image chips are brought in and then metrics are applied to identify three (or more) specific 
types of change. Because the end presentation and the metric design is tile based rather than 
pixel based, the first step is the spatial segmentation of the imagery. Only after the image is 
segmented can the metrics begin to be applied, to each segment, and the various change 
scores assigned. However, before the images are even segmented, the base maps and change 
maps must be equalized so the data live in the same n-dimensional space.  
 Cross image equalization 4.2 
At different times an image of the same scene will look different even if nothing on the 
ground has changed. A combination of issues including illumination changes, sensor 
orientation, sensor noise, and atmospheric changes cause radiance images to appear very 
different from day to day and season to season. Because the change detection methods 
described will inherently be used to compare a change image to a base image acquired under 
different circumstances, some cross image equalization will need to be performed. 
Additionally, if possible, many base maps will be combined to decrease the likelihood that 
pervasive image induced change is being identified instead of the interesting and real scene 
changes. The use of multiple base images would be of importance in a scenario where the 
change caused by a single event is the change of interest. The multiple base maps would 
Base image(s) 
Change image 
Change 
metrics 
New/missing 
objects 
Changing 
objects 
Background 
change 
New/missing
objects 
Changing 
objects  
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mitigate the small every day changes in the scene and help emphasize those caused by the 
event of interest. 
Many techniques for image equalization exist and have been heavily studied. One such 
technique is the method of utilizing pseudo-invariant features [8, 40]. This technique 
compares the digital counts over areas that are uniform and known to be unchanging (an 
abandoned parking lot for example) and performs a calibration based on the linear shift in 
the data. Pseudo-invariant feature calibration works very well [40], but requires the manual 
identification of these areas of no change, and can break down for imagery taken from 
widely different sensor-illumination-target geometries. For these reasons, when automatic 
equalization is required a more simplistic and fully automated approach should be used. 4.2.1 Exact histogram matching 
Because it is assumed that the sensor target geometries will be changing in unpredictable 
ways, compensating for that change will not be feasible. The optimal solution in this 
Figure 21: Example result of histogram matching techniques. Tile A 
is the original data; B—image 2 normalized to image 1; C—image 1 to 
2; D—both normalized to a uniform histogram; E and F—to two 
different width Gaussian histograms. 
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complex scenario is to utilize a simplistic approach that will undoubtedly increase false 
alarms in some specific situation but should overall reduce false alarms across the wide area 
search. Histogram matching is a very basic method that has some drawbacks that may be 
desirable for the purposes of this change detection algorithm. While traditionally, histogram 
matching has been avoided as an image equalization technique for change studies because it 
masks subtle large area changes [8], in an algorithm designed to minimize pervasive 
background changes and identify smaller anomalous changes it could be very powerful. 
While histogram matching in its most basic form is a simple look up table (LUT) matching 
of two 1-dimensional histograms, the process is only an approximation. Rather than use the 
approximate LUT method, previous work in the field is utilized to implement exact 
histogram matching [41]. Exact histogram matching is a technique to match images with 
discrete histograms more accurately than utilizing an approximate look up table. The process 
consists of three basic steps [41]. Given an image with 𝑛 pixels having 𝑃 gray levels, the 
histogram is described as 𝐻 = {ℎ0,ℎ1, … , ℎ𝐿−1} where ℎ𝑙 is the number of pixels with gray 
level 𝑙. The exact histogram matching is performed by ordering the pixels in a strict sense 
and then splitting the ordered pixels into 𝑃 groups such that group 𝑗 has ℎ𝑗  pixels. Finally, 
for the pixels in group 𝑗, assign the gray level 𝑗. The ordering of the pixels is where this exact 
matching method deviates from a simple LUT method. The above three step process works 
easily when the number of pixels at each gray level matches the histogram to be specified. 
However, problems arise when the split comes in the middle of a group with the same gray 
value. If those values are lumped into the bin, then the histogram matching is not exact, but 
if they are not then the image content is poorly preserved even though the histogram is 
exactly matched. By utilizing some local filtering and utilizing pixels in reasonably sized 
neighborhoods during the strict ordering process the authors of [41] developed a technique 
to maintain image content and more nearly exact histograms.  
Figure 21 shows the result of three different types of histogram matching. Although 
histogram based equalization greatly changes the appearance of multispectral imagery when 
applied to each band, it does put the imagery on a more level playing field for comparison. 
The best choice of a histogram to match an image to is not clear. In this research, the most 
success is realized when the histogram of the change image is matched to that of the base 
image. Equalization of the per-band histogram greatly alters the structure of the data in the 
n-D space, and it is possible that all the histogram based equalization techniques will alter 
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the data structure too much to make them relevant with regard to the graph based 
techniques. 4.2.2 Statistical image equalization 
Using the methods outlined previously in 2.3.3.2, covariance equalization can be used as an 
image equalization technique. The process involves computing the covariance and cross-
covariance of the mean subtracted data, and then projecting the day two data into the same 
space as the day one data. The main assumption is made that the image as a whole does not 
change much between the days. This is generally accurate for scenes, but there are definitely 
situations in which the full scene content has an effect on the mean and covariance that goes 
beyond the largely linear atmospheric transfer effects. 
To perform covariance equalization, the image data must be de-meaned, or centered at the 
origin. Then the image-1 covariance (𝑋) and image-2 covariance (𝑌) are calculated. The 
covariance equalization based estimate of the day one data, based on the day two statistics is 
given by 
 
𝑦𝑒𝑠𝑡 = 𝑃𝑦𝑥 
𝑃𝑦 = 𝑌12𝑁𝑋−12 (4.2.1) 
where 𝑁 is the identity matrix of the same dimensions as 𝑌 and 𝑋. The projection of the day-
1 image into the day-2 space and the projection of the day-2 image into the day-1 space can 
produce slightly different results. 
 
Figure 22: Original GeoEye Haiti imagery displayed using raw image 
digital counts and tone-mapped to the same range. 
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A good example of when relative equalization is important is when imagery is completely un-
calibrated. One image set with no relative calibration is from the 4-band GeoEye-1 [7] 
sensor captured over Port Au Prince, Haiti in August 2009 and January 2010.  
 
Figure 23: Many equalization methods for the Haiti image set. From 
top to bottom, covariance equalization forward, cov. equal. reverse, 
QUAC atmospheric correction. The base images are on the left and 
change images on the right. 
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The imagery, when displayed over the same data range is useless for comparison. A cropped 
region from the Haiti image set is shown in Figure 22. The figure shows the image data tone-
mapped to the same digital counts for display. The visible difference in the imagery 
demonstrates the difference that would occur if the data clouds were compared in the un-
calibrated state. This display problem is corrected in typical software such as ENVI by using 
a different tone-mapping, but this tone-mapping does not adjust the data clouds, simply the 
displayed image.  
Figure 23 shows examples of covariance equalization in the forward and reverse direction as 
well as the QUAC atmospheric correction [42] for comparison. The QUAC atmospheric 
correction attempts to empirically extract surface reflection without using radiation transfer 
equations. The forward covariance equalization estimates the image 2 data based on the 
image 1 statistics. The reverse estimates the image 1 data based on the image 2 statistics. The 
images are shown tone mapped to the same digital counts in the same way the images in 
Figure 22 were displayed. A successful equalization will produce images that look the same 
when mapped to the same data range. The similar visual appearance when mapped to equal 
ranges indicates the data clouds (shown in Figure 24) are similarly overlapping.  
 
Figure 24: Data clouds before and after covariance equalization. 
Red: base image, blue: change image. 
Although original developed for hyperspectral data, the covariance equalization is quite 
successful at equalizing un-calibrated data and can perform well for a large image even with 
just 4 spectral bands (this image is roughly 1000 ×  1000 pixels). The QUAC atmospheric 
correction may work for some imagery, but for this image in particular one problem with 
radiometric type calibration is illustrated. In Figure 23 the QUAC images do not look the 
same, and their data clouds do not overlap well. The failure to overlap the data clouds is due 
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to a thin atmospheric cloud layer that causes dramatic scattering in the pre-event image. The 
atmosphere influences the image heavily, so it is hard to compensate for in an automatic 
way. The automatic relative equalization is a better option than atmospheric correction only 
when the image as a whole has changed very little. The assumption that the entire image is 
mostly unchanged on a very large spatial scale is very important to the relative equalization 
process. If the images have changed on a very large spatial scale, relative equalization may 
wash out important changes. 4.2.3 Fast large image equalization 
While the statistical covariance equalization method outlined in the section above works well 
on many images, at spatial resolutions and spectral sampling similar to WV2, there are some 
issue, especially for large images and different sensing geometries.  
One specific problem is caused by solar glint on specular surfaces. When solar glint on 
highly reflective surfaces causes a dramatic change at the extremes of the global distribution, 
the first order image statistics can be falsely skewed. A large change to the extreme bright 
regions in an image can have a pronounced effect on the mean and covariance even if the 
clusters within the image have changed very little. An important aspect of image equalization 
for data driven change detection is important to note here. At the global image scale, when 
considering large images, the goal of equalization is to shift the data such that the clusters 
from image A overlap the same clusters in image B in the data space. The basic assumption 
is made that the full images are mostly the same from one time to another. 
Figure 25 shows that for a simple case when a distribution is considered as a single large 
cluster, the mean can be an accurate representative measure of the required linear shift to 
equalize the images. In the upper two notional distributions, image 1 on the left and image 2 
on the right, the shift (represented by the red line) is only minor. Even though the 
distribution has stretched in one direction and shifted, the mean still works well to overlap 
the data. The more realistic (but still extraordinarily simple) case on the bottom half of the 
figure shows a group of four overlapping distributions with large unfilled areas and 
demonstrates a situation where the mean of the global dataset is a poor representation. In 
this case calculating the mean of only the center portion of the distribution, excluding 
outliers, is a better approach. 
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Figure 25 Example cross image calibration by linear shift. In the first 
image pair, the single class is well represented by its mean. The 
complex inter-class relationships in the second pair show that the 
mean (or the mean and variance) is not always a reliable representation 
of the data for a global linear shift. 
The red line represents a shift in the notional mean; the green line represents the linear shift 
in the data clusters that should be corrected. While utilizing the covariance in addition to the 
mean as in covariance equalization attempts to adapt to this scenario, the data structure for 
large spectral images, as has been discussed previously, tends to have gaps that are poorly 
modeled by first and second order statistics. A more simplistic approach is to calculate the 
shift of the data excluding extreme outliers. By simply discarding the 5% of pixels furthest 
from the population mean and shifting data based on the sample mean, a much closer 
approximation to the real shift in the data is found. The technique of discarding the furthest 
5% of pixels as outliers then calculating the shift in the sample to adjust the data is Fast 
Large Image Equalization (FLIE). Five percent of the pixels were removed to ignore the 
most extreme global image pixels that skew the image mean. Because this technique is 
applied only to very large images, it is thought that it would be unlikely that more than 5% of 
the pixels would change drastically in a way that skews the mean. The 5% figure was selected 
based on a few example images and could be adjusted as needed for images with a large 
amount of spectral glint for example.  
Figure 26 shows the result of FLIE on the cropped region of the Haiti image set discussed 
previously. The FLIE result looks visually like a mix between the QUAC atmospheric 
correction and the covariance equalization results in Figure 23, and this is exactly where it 
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should be. The FLIE method relates the data clouds and still relies on the assumption that 
the image as a whole is mostly unchanged, but it does so without removing all of the image 
wide change that may have occurred. 
 
Figure 26: FLIE equalization of Haiti 2010 image set. 4.2.4 Normalizing multiple base images 
Combining multiple images without change into a single base map obviously implies that 
they can be registered with pixel perfect accuracy. With even a single pixel misregistration 
the risk of drastically altering the base image is a real problem. Assuming that registration is 
given, the unchanging images should be combined on a per pixel basis. The combination of 
multiple unchanging base images into a single base map helps properly characterize the 
unchanging background. Each band will be assigned a value based on the median of all the 
values for those base maps. For each band 𝑖 from an image pixel 𝑥 the combined value is: 
 𝑥𝑖𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 = 𝑚𝑒𝑑𝑖𝑎𝑛�𝑥𝑖𝑡0 , 𝑥𝑖𝑡1 , 𝑥𝑖𝑡2 , … , 𝑥𝑖𝑡𝑛�. (4.2 .2) 
The median is utilized to reduce the impact of outliers. This helps to mitigate the problems 
raised by one image having a local misregistration or a small unexpected anomalous change 
that is not desired in the base map. 
Spatial averaging or smoothing of the base maps could also be beneficial to large area change 
detection. Even if multiple base maps are not available, median filtering in the spatial sense 
with a small kernel can reduce the impact of small scale variations and improve the 
identification of larger changes. The use of this type of filtering depends on the desired 
changes to be identified. Subtle changes with many pixels on target would not benefit as 
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greatly as smaller but more pronounced changes, for example searching for small objects 
that are inherently very different from the background. However, as with any spatial 
resolution reduction, it is very possible that the change information could be smoothed away 
completely. The data in the research are not spatially filtered. The choice to perform spatial 
filtering depends on many factors regarding the desired size of the changes identified and the 
amount of noise and the scene content. 4.2.5 Radiometric equalization 
Any adjustment of data from a single collect that maintains radiometric integrity is 
calibration rather than equalization. The practice of full radiometric calibration and the 
transfer to ground reflectance is generally of limited use for multispectral data because the 
spectral sampling is too sparse to perform an effective atmospheric modeling with the image 
data alone. In the absence of accurate ground truth and accurate weather data, performing a 
full calibration of multispectral data is incredibly difficult or very unreliable. However, some 
of the same concepts apply to radiometrically match data from two collects. For radiometric 
calibration, physical principles are used rather than techniques to force the datasets to 
overlap in the n-dimensional data space. 
Two types of radiometric equalization are implemented in parts of this research. First, 
radiometric equalization based on the difference in solar geometry is performed on some of 
the WV2 imagery in this research (as discussed in sections 5.1.8 and 5.7.1). Second, relative 
radiometric equalization is performed using the method of pseudo-invariant features (PIF) as 
described by Schott and Salvaggio in [8] and [43]. The radiance data from two images are 
matched by performing a linear transformation based on the observed shift in the radiance 
of known un-changing materials such as old asphalt and rooftops. Many other techniques 
for relative image calibration are written about in the literature [8], these two were selected 
based on the high relative level of success for their simplicity of implementation. 
To transform using PIF, a linear shift and scaling is determined using the statistics of the PIF 
class pixels. The linear shift is described by  
 
where 
 
and 
𝑃𝐶𝑡2 =   𝑚𝑃𝐶𝑡1 + 𝑏 . 
𝑚 = 𝜎1
𝜎2
 , 
𝑏 = 𝜇1 − 𝑚𝜇2 . 
(4.2.3) 
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In equation (4.2.3), 𝑃𝐶𝑡𝑖 represents the image digital counts of the PIF class at time 𝑖, 𝜇𝑖 
represents the mean of the digital counts of the time 𝑖 PIF class, and 𝜎𝑖 represents the time 𝑖 
PIF standard deviation. If multiple PIF classes are used, the slope and intercept for the 
various PIF classes can be compared to find a mean and variance to remove any outliers. 
More details on the PIF transformation done on the data for this research are discussed in 
section 5.7.1, Image calibration. The PIF equalization was not performed on all imagery 
because it contradicts the automatic emphasis of this approach. The process of going into 
the imagery to find suitable PIF class ROI is time consuming, and for regions with unknown 
ground truth can be unreliable.  4.2.6 Radiometric concerns 
It should be clear that obtaining a high quality change analysis depends on having a relative 
radiometric calibration of the data. The image to image calibration of digital counts has been 
addressed throughout this section. Methods of relative calibration for multispectral change 
detection are somewhat crude because the spectra provided by multispectral sensors are at 
best poor representations of a material’s true spectrum. Because these change detection 
techniques rely on just a basic relative calibration of digital counts, the real radiometric 
accuracy of the data is of little concern. The characteristics of the agile WV2 platform in 
particular lead to a complicated challenge to get all the pixels on the same level for 
comparison.  
• Oblique (off-nadir) imagery leads to a shift in the 
sensor reaching radiance as the path length is changed. 
• Atmospheric unpredictability causes image wide 
variation to radiance values. 
• Multiple oblique look-angles of the same scene 
introduce opposite shifts in sensor reaching radiance; 
the near pixels in image 1 become the far pixels in 
image 2. 
• Changing solar-angle for images at different time of day 
leads to variation in the intensity of reflected solar 
radiance. 
• Seasonal solar declination and earth-sun distance 
changes cause similar variation in solar radiance even 
for images taken at the same time of day. 
These challenges are impossible to address with any fully automatic scheme. It is assumed 
that before being brought into the change analysis machine presented in this research, the 
imagery has been adjusted by some relative calibration scheme (like those described in this 
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section). The image to image equalization of per-band histograms and median filtering of 
multiple base-images will limit the success of the change analysis if the image data are 
drastically un-calibrated or contain dramatic, large scale, image-wide change. Radiometric 
calibration is generally the best approach, but is not always feasible, especially for 4-band 
data without ground truth. 
The relative matching methods described each have strengths and weaknesses. For much of 
the data used in this research, the method that discards outliers before shifting to account 
for illumination and or atmospheric conditions is the best choice. The FLIE method is fast, 
automatic, and works well for un-calibrated imagery, for images acquired only a short time 
apart, and for imagery with no ground truth available for more extensive correction. The 
covariance equalization, while a powerful use of the image covariance to project the data 
form time 1 into the time 2 space, can fail by over equalizing when one image has a large 
outlier group that dramatically alters the image statistics such as a large area of spectral glint. 
The final choice for which method to use can be made while running the algorithm, and that 
choice can vary from image set to image set. 
 Spatial image segmentation 4.3 
The second major step in the change analysis process is spatial segmentation. Because pixel 
perfect registration is rarely a reality, it will be most useful if the proposed methods are 
applicable to poorly registered imagery. The assumption is made however, that modern GPS 
tracking can register any scene to within at least a few pixels of accuracy. To overcome the 
pitfalls of imperfect registration, the data can be segmented spatially or tiled. This will result 
in a change map that sacrifices effective resolution, by using tiles instead of pixels, in favor 
of robustness against registration errors. Moving to a tile based technique provides further 
advantages as well. Because the information in single tiles or small local groups of tiles is 
largely irrelevant to the change identified in other tiles, parallel processing can be exploited 
to drastically increase the computational performance of the overall algorithm. Additionally, 
the tile based technique moves beyond single pixel change detection and allows the analysis 
of distributions of pixels containing far more information to determine if change has 
occurred. Lastly, the final presentation of the results (discussed further in 4.6 ) on a tile level 
provides good visual context for an analyst viewing the change results. 
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Each image tile will be analyzed with each change metric and a change score for each type of 
change will be applied. The details of the weights of each metric for each type of change 
described in 4.1  are as yet undetermined, and will be addressed in section 6.2 . 
To segment the image, methodologies are borrowed from photogrammetry theory related to 
the creation of aerial flight lines for stereoscopy. Rather than simply tile the image with 
adjacent tiles, where a small misregistration at the edge of a tile could appear as a major 
change, an overlapping method is used. If each tile has a forward lap of only forty percent, 
then each tile will contain information also contained in two other tiles in that row. 
Comparing the change results for each metric across tiles will help to improve the results by 
reducing or eliminating edge artifacts, where a small error near the edge of a tile could appear 
to be a large change. Certainly redundancy will hurt the computational performance of the 
entire algorithm (even in a highly parallel implementation), so the overlap will be tunable. 
The overlap scheme could also be used to associate the per-tile clustering results from 
modularity to each other and to the entire scene. 
 
 
Figure 27: Spatial image segmentation—example overlapping scheme 
In addition to a simple overlap to prevent edge artifacts showing up as changes, the tiling 
will be performed at multiple tile sizes. Because each of these change metrics will look at the 
distribution of pixels or materials, a situation could arise where large changes go unnoticed. 
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Imagine a tiled image with large regions of smooth materials like water. A single tile could be 
too small and cover only a portion of a lake. If that water tile in the base image were then 
covered completely by a cloud in the change image, some metrics used would see one 
smooth homogenous surface change to another smooth homogenous surface and fail to 
label that as a change. To combat this, the method will start with smaller tiles and then 
progress to larger ones in areas that could pose this problem. If a metric determines that 
change has occurred in many pixels surrounding one or more tiles where it is determined 
that no change has occurred, the tests will then be run on a tile large enough to cover the 
whole region. While this practice will slow the overall algorithm, it will help to ensure a high 
accuracy rate for determining regions that have possibly changed. 
 
Figure 28: Tile size example, base image left, change image right. In 
this example sequence the four central tiles may show no change for 
some metrics in use. In this case, larger tiles would also need to be 
used in this area. 
The adaptive tile sizing could potentially be implemented automatically on a selective basis. 
In the example in the figure above, the border sections of the new object would be identified 
as changed, but the central tiles changed from solid blue to solid red. These full tile changes 
may be missed by certain metrics and in this case the need for a larger tile size in this region 
could be identified by observing many change tiles surrounding one or more non-change 
tiles.  
Another adaptive tiling option would be to utilize a method of spatial segmentation such as 
superpixel segmentation. One such method known as SLIC superpixels [44] has been 
developed and published along with a wide variety of source code and executable code that 
would make it relatively easy to implement. The superpixel idea comes from standard RGB 
imagery, however the technique can be applied to aerial or satellite remote sensing data of 
sufficiently high resolution.  
1 2 
3 4 
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Figure 29: Several superpixel segmentations of an RGB image, shown 
at two different spatial scales [45]. 
Superpixels are contiguous spatial regions with a certain level of similarity. Performing 
superpixel segmentation on a base map would result in an automatic tiling scheme. Each 
superpixel could be treated as a tile and change in the content could be examined in parallel. 
The exact method for automatically identifying adaptive regions and selecting regions that 
need to be examined with larger tile sizes is beyond the scope of this research, but several 
possible implementations could be imagined and are discussed more in section 7.5 , Future 
work. 
 Classifying change 4.4 
Each metric outlined so far has inherent properties that make it suited to detecting a certain 
type of change. The key to creating an algorithm to produce results that provide visual cues 
to the analyst is to determine what type of change each metric identifies best. The 
assessment of each metric is detailed in section 5.7 . Each type of change in the scene can be 
highlighted differently in the end result to provide increased information to the analyst. 
Additionally, the combined results could be further highlighted, where more than one type 
of change is present. The type of change of interest will vary with application. 
 
 
 
 
 
 
 
 
Figure 30: Each type of change could be classified by the 
combination of different metrics 
Types of change 
• Objects change in shape 
• New objects in scene 
• Small anomalous change 
• Background and expected 
change 
Change Metrics 
• Covariance based 
• Modularity based 
• Signature based 
• Graph based 
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The statistical methods outlined previously that utilize the covariance matrix search for 
change on a pixel level. The change identified is anomalous change, change that is dissimilar 
to the rest of the change in the image. The anomalousness of the change detected is directly 
related to the quality of the change detection itself, so the same limitations discussed above 
apply.  
The topological clustering analysis generally leads to the identification of change at a larger 
scale. Changes to cluster membership and the number of clusters on the tile scale indicate 
changing objects within or the addition of new objects into the region.  The size of the pixels 
and the tiles used during the process affect the size and type of change identified.  
Each metric identifies change in a different way which can be exploited to label the change 
as different types. Figure 30 displays the four types of change this method hopes to classify 
and links them to the change metrics that will best characterize them. The pixel level 
background or expected change and the small anomalous changes will be most easily 
identified by the pixel level detectors. Object level changes like new objects in the scene or 
objects that change size or shape or location will be more easily identified by the cluster level 
change metric. 4.4.1 Identifying background change 
Background changes in the imagery present an interesting problem. In high resolution 
imagery, more change is able to be detected over an equivalently sized area imaged with a 
low resolution sensor. Because of this, more change is detected that is part of the 
background or salient change. This background change can cause an increased number of 
false alarms, to the point where nearly every section of the image is identified as having 
changed. Detecting background change can help suppress its influence on the desired 
change detections. 
To detect background change, we must start with the assumption that most of the change in 
the image is background change. Across a wide field of view, even at high resolution, most 
of the change in a scene will be background change. These changes include things like trees 
leaning with the wind from a different direction, atmospheric changes, seasonal foliage 
changes, and even parallax related issues from varied sensing geometry. Although having 
access to a large number of base maps can improve the characterization of the scene, it is 
not always feasible. To suppress the background change, several basic image wide change 
methods will be used to weight the tiles with the level of background change within them. 
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Certainly this poses a problem for tiles that contain background change and interesting 
change. To avoid the suppression of correct identifications, the background change could be 
characterized by the difference in the sub-pixel anomalous change detection change map of 
equation (4.5 .4) and the simple difference change map (discussed in 4.2 ). Initial testing 
suggests that although the pixel level metrics detect a different set of changes from feature 
based ones, the background change can be characterized in general by the difference 
between ACD and the simple difference because the main success of ACD is background 
suppression. While the ACD change map still contains many changes that might be 
considered background, it does limit the background more than the simple difference, 
generally without any missed identifications. This result will be used to identify tiles 
suspected to contain only background change so they can be darkened in the end result. This 
feature of the ACD change map will be examined in section 6.2 . 4.4.2 Types of change 
To create a characterization of change more rigorous than the initially proposed categories 
shown in Figure 30, change can be grouped into four characteristic types based on its spatial 
and spectral character. First, change can occur on a small or large spatial scale. Clearly this is 
not true one or the other, but is instead a continuous scale from sub-pixel to full tile (or 
image) change. For the purpose of this work, consider small spatial change to be on the 
order of 1-5% of a tile or image changing. A large spatial change is when a large portion, 
perhaps 30% of an image or tile changes in the same or similar way. These categories of 
change are the ones utilized extensively in the change detection verification experiments (see 
section 5.7 ).  
Several metrics provide utility for identifying spectral change on a small spatial scale. Many 
such methods are pixel based change maps that rely on precise registration. The metrics 
utilized in this work for small change identification can be pixel based, but also adapt to a 
tiled approach. The tiling, as discussed previously, avoids the need for precise registration. 
Small spatial change is best detected with the methods that focus on the changing outliers in 
an image sequence. Typically, small scale spatial changes in otherwise static scenes are caused 
by image anomalies which manifest as outliers in the data space. An example small scale 
change is shown in Figure 31. Metrics that are expected to succeed on this type of change 
identification are the Δ𝑃𝑃𝑃𝑃 (see section 2.3.5) and other edge length measures (discussed 
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later in section 4.5.6), the graph volume, and the Outlier portion of the SHift-OUTlier 
method (section 4.5.8). 
 
Figure 31: Example small scale change. Soccer goals placed in a field. 
June 2010 right, September 2010 left. 
The process of identifying large spatial changes has some similarity to small spatial changes, 
and some of the same metrics can still detect change on a large spatial scale. First it is 
important to define what a large spatial scale means. In the context of this work, large spatial 
scale is measured with pixels rather than physical size.  
 
Figure 32: Example of large scale change. A new parking lot and 
sidewalk network constructed. June 2010 right, September 2010 left. 
The number of pixels that change is the important limiting factor for these metrics. 
Although pixels exhibit varying phenomenology depending on the physical size of pixels, 
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these metrics are still calculated the same way regardless of the spatial resolution of the 
imagery. Large spatial extent (scale), an example of which is shown in Figure 32, can be 
thought to be anything more than half of a given tile, or in the case of the mostly 50 x 50 
tiles used in this work, anything more than ~1000 roughly contiguous pixels. Clearly this is 
not a very rigorous definition. This is by design. In reality, change does not fit into two size 
categories; it is represented best, like many things, by a continuum.  
The spectral character of change can be classified as either subtle or dramatic. Again this is 
really a scale including everything from a change of very small magnitude in one band to a 
dramatic shift in every image band. Let us consider a subtle change to be a change larger 
than the image noise, but still not obviously visible to someone just looking at an image. An 
example subtle change is the grass to the north (top) of the new parking lot in Figure 32 
going from dry and brown to healthy and green or the dirt section in the far upper left 
becoming slightly more red in color. A dramatic change should be thought of as the type 
that is immediately obvious in a flicker test or even just a side by side comparison of images. 
The small scale example in Figure 31 is a dramatic spectral change. These definitions are very 
general, and they should be. Change detection is very subjective and depends on the image 
content and the desired result.  
A subtle spectral change can be any spatial scale, but depending on the size of it, identifying 
such changes requires different metrics. The most common un-interesting change in an 
image sequence is subtle change due to variable vegetation health within the same season, or 
uncorrected atmospheric and illumination differences. These subtle changes are generally 
pervasive, or image wide, but often can occur more or become more noticeable in certain 
areas of the image, specifically large mostly uniform regions. A subtle spectral change is one 
that has little noticeable effect on the overall characteristics of the data cloud. An image wide 
subtle change could be easy to detect, but subtle and spatially small changes are certainly the 
hardest to identify. 
Change of a dramatic spectral nature is generally what is identified as interesting change by 
someone looking at an image. The major changes in Figure 31 and Figure 32 are very 
dramatic spectral changes. The soccer goals in the first figure are dramatically brighter and of 
a different spectral shape than the grass they replaced. This type of change is generally easy 
to identify. Metrics that examine the distribution and distance to outliers will easily find this 
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change on a small scale, while dramatic change on a large scale is easily detectable in a 
change to the image mean.  4.4.3 Visualizing change in the n-D data space 
It is important, when considering creation of a data driven change detection metric, to have 
an understanding of how change in an image manifests in the n-D data space. It is easy to 
see the change as it occurs in the examples above. The examples below display the same 
change in a two dimensional representation of the eight dimensional space in which the 
WV2 data resides.  
Figure 33 shows what change on a small scale can look like in the data space. The circled 
pixels which make up the soccer goals are largely separated from the rest of the distribution. 
The best way to detect these small changes is to examine how the outliers in the distribution 
change. A limitation of this approach is that only changing pixels that become more or less 
distant to the distribution will be detected by a metric measuring the change in outlier 
distance. The highlighted pixels in the detection plane are circled in the plot of the data 
space. If a small scale change happens and the pixels stay within a cluster or move from one 
to another it will be very hard to detect, and impossible with a metric measuring the change 
in outlier distance.  
The example in Figure 34 shows large scale change in the n-Dimensional image space. It is 
clear that the distribution of the pixels in the tile in question has changed significantly from 
one image to the next, but it is not entirely different. Because both tiles contain roughly the 
same materials but in different abundances, a metric like the cluster membership based on 
modularity clustering would be a good change metric for this type of tile. Metrics which 
identify outlier change would miss such drastic change in a cluttered tile such as this one. 
Metrics measuring the change in the full distribution may also miss this tile because the 
average density of the full nD space of the tile is roughly the same. 
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Figure 33: Example small scale change in the data space. Left: 
September pixels, projection of bands 2, 3, and 7, right: June pixels 
with same projection, inset: Sept. and June images with and without 
pixels highlighted. Highlighted pixels in the left plot are shown in red 
on both images in the inlay. 
   
Figure 34: Example of large scale change in the nD space. Change is 
visible as the reorganization of clusters.  
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4.4.4 Grouping change 
Many issues arise when comparing changes from different metrics and identifying the type 
of change that each detects and then grouping them together. The combination of various 
metrics is problematic if the scores are not carefully normalized. Once the primary change 
identified by each metric has been determined, the metrics targeting the same type of change 
will need to be combined. If one metric meant to identify new objects scores a given tile low 
and another metric scores it high, some weighting will need to be applied to produce a final 
score. Each metric will need to be tested on its own against a dataset with known or 
otherwise well-defined changes to assess their correct identification and false alarm rates. 
Only then can the metric scores be properly combined. In some cases a metric may detect 
more than one type of change. In this scenario it may be used to weight another metric but 
only on the tiles for which they agree (limiting the effect of the secondary type of change 
identified). 
In this research, the methods used to combine metrics are simplistic because more testing 
would be required to determine the usefulness of complex weighting of metrics detecting 
similar types of change. Some techniques to combine metrics are a summing of similar 
metrics, a majority vote system with binary metrics, performing other binary operations with 
differently related metrics, or other combination systems. Based on the testing performed on 
pseudo-synthetic tiles, discussed in section 5.7 , the most useful combination is the simple 
sum of the normalized metric scores. Because most metrics agree with at least one or two 
others on correct identifications and are often isolated for false alarms, summing the scores 
works well to suppress many false alarms. A majority vote system could provide better 
results if the metrics could be easily converted to binary scores. If an obvious threshold 
location exists, binary scores and majority vote could be utilized. Majority voting could miss 
some changes that are only identified in a small number of metrics, and does not provide 
increased performance over summing other than a more clear detection threshold. 4.4.5 Summary of change classification 
The important points to note related to classifying and characterizing image change are that 
it is not a well-defined problem and that even when it is defined, the definitions can change 
with every scene and image set. Realistically, automatic analysis of change should be limited 
to identifying regions that have not changed or have only changed in one specified way. Any 
further analysis should really take the desired outcome of the change detection into account. 
R.A.Mercovich, Ph.D. Dissertation - 2012 
69 
 
 Change metrics 4.5 
To create a feature based metric that can classify change, many separate methods will need 
to be combined to create a description of the change between images. Changes occur on 
many levels, the first, and most obvious, is on the pixel level. Second, changes occur on an 
image wide basis. Third, change happens on a cluster level. Finally, some change that occurs 
is expected or non-salient change.  The first step in the overall process is to identify what has 
changed between the images utilizing the data alone. Next, the real change needs to be 
separated from the change artifacts, the change that appears to be but is not. Third, the real 
changes need to be separated into unexpected change and expected change. Finally, the 
unexpected change can be analyzed further to group different types of change together. 
Each of the change metrics has a role in creating the final picture of the unexpected change 
that occurs throughout the image. This process of identifying change on a pixel, region, and 
cluster basis and classifying it as real expected change or real background change will be 
carried out for each tile in an image set producing a set of scores for each tile. 
A variety of change metrics will be combined in this feature based approach. Statistical and 
signature based methods that work on detecting pixel level change will be used for 
characterizing the background change and separating it from the change of interest. 
Topological methods will be used to cluster data, to examine the way clusters are changing, 
and help to identify and separate out the new or missing objects and the changing objects. 
Additionally some graph theory based metrics will be used as an initial indication of change 
within a tile. The four main methods of interest are the statistical covariance based change 
detection which is a modification by Theiler [20] of Schaum and Stocker’s covariance 
equalization [17], the pixel level spectral angle mapper to draw direct pixel level comparisons 
between images, the modularity method for clustering data into a hierarchical tree which can 
be used for change analysis, and measures of the density of the graph representation of each 
tile to help determine the overall scale of the change within it.  4.5.1 Statistical Approaches 
Certainly there is something to be gained from utilizing the previous work of many 
researchers on statistical change detection. From the previous discussion, it is clear that 
covariance based metrics are the most reliable and successful at simply identifying change. 
While these methods do not explicitly reach the stated goal of classifying change, they can be 
indirectly utilized because of the types of changes these methods identify. 
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The most useful statistical approach identified in the literature, the one which will be 
adopted as a feature of the proposed change detection and classification scheme, was 
developed by Theiler (2009). Hyperbolic Anomalous Change detection (ACD) [20] utilizes 
previous covariance based methods such as Schaum’s chronochrome algorithm [19] which 
was described in the Covariance based image difference methods section (section 2.3.3) and 
builds on them further. 
The chronochrome method utilizes the covariance of each scene and the cross-covariance 
between the two. Theiler develops the chronochrome method into several new change 
detection techniques. The methods compute a measure of anomalous change (𝒜(𝐱,𝐲)) for 
each pixel in the scene. To aid the reader, equations (2.3 .2) (2.3 .3) (2.3 .4) and (2.3 .5) 
from section 2.3.3 are copied below: 
 𝓐(x, y) = [x𝑻y𝑻]𝐐�x𝑦� (2.3 .2) 
 x� = 𝑿−12x , (2.3 .3) 
 𝑪� = 𝒀−12𝑪𝑿−12, (2.3 .4) 
 𝑸�𝒄𝒉𝒓𝒐𝒏𝒐𝒄𝒉𝒓𝒐𝒎𝒆 = �𝑰𝒙 𝑪�𝑻𝑪� 𝑰𝒚 �−𝟏 − �𝑰𝒙 𝟎𝟎 𝟎�. (2.3 .5) 
Here 𝑥 and 𝑦 are image pixels, 𝑿 and 𝒀 are covariance matrices of the corresponding 
images, and 𝑪 is the cross covariance. The identity matrices 𝑰𝑥 and 𝑰𝑦 are the same size as 𝑿 
and 𝒀 respectively. 
For the method of interest in this research, hyperbolic anomalous change detection, Theiler 
defines anomalous changes as those changes with high mutual information. The probability 
of a value for a specific pixel 𝐱 or of a pixel 𝐲 is compared to the joint probability of 𝐱 and 
𝐲. Utilizing a Gaussian distribution to represent the data, and making the assumption that a 
Gaussian represents the data well enough, the projection matrix 𝑸 (in the whitened data 
space) is found to be [20]: 
 𝑸�𝒉𝒚𝒑𝒆𝒓𝒃𝒐𝒍𝒊𝒄 = �𝑰𝒙 𝑪�𝑻𝑪� 𝑰𝒚 �−𝟏 − �𝑰𝒙 𝟎𝟎 𝑰𝒚�. (4.5 .4) 
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By visual inspection, this equation is quite similar to the chronochrome technique (eq.(2.3 .5) and (2.3 .6)), and can be thought of as running both directions of chronochrome 
simultaneously; meaning, in practical testing, the hyperbolic result contains some elements 
that can be found in each of the chronochrome techniques but not both. 
Applying the hyperbolic anomalous change detection method to a large area will yield a 
change map of that same large area. Much like a simple anomaly map, the change map will 
show anomalous changes as bright pixels. This map will be used to identify locations for 
which more rigorous change analyses can be performed. One downside to this method is 
that it is very sensitive to changes or errors in geo-rectification or registration. Although not 
as sensitive as a simple image difference, applying any covariance based method to data 
misregistered by just a few pixels will result in many large and very bright false alarms. To 
combat these initial false alarms and improve the overall change analysis method’s 
robustness to registration errors, some adjustments must be made.  
By running this metric in a tile based detection scheme, and potentially combining its results 
with several other metrics, the registration false alarms can be largely suppressed. To convert 
this pixel based method to a tile based one, a threshold will be applied and any change above 
the given threshold will be summed across the tile. The threshold is selected based on the 
skew and kurtosis of the distribution of change scores for any given tile. The histogram of 
change scores from the hyberbolic ACD method is typically very long tailed. The positive 
skew means a mean greater than the mode, for positive unimodal distributions. Setting the 
threshold at the mean will allow the few higher scores to affect the sum more than the many 
low scores. This emphasizes the interest in anomalous change. Tiles with positively skewed 
scores will use the mean as a threshold, while those with close to zero skew will use the 
mean plus the standard deviation. This change will help ignore tiles with nearly all pixels 
reporting very low change. For tiles with almost all pixels reporting large change, the 
distribution will not be as long-tailed. In this case, the mean plus standard deviation may be 
too great a threshold, so tiles with a high percentage of pixels changing may be affected. 
However, this method is designed around finding small changes not large ones. Such full tile 
changes will likely be missed by the equalization method so the choice of threshold will have 
little effect on tiles of this type. 
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4.5.2 Signature based metrics 
In some ways change detection can be imagined as a target detection problem. The signature 
for each location in the scene is given in the base image. The job of the change detection 
scheme is to locate the signature in the change image and determine if it is, a) in the same 
location and b) still the same signature. Determining the location of a pixel can be left to the 
registration and ortho-rectification problem. While it is not always guaranteed, sub-pixel 
registration at a reasonably high resolution, 2-3 m GSD for example, is feasible. Even 
assuming that part a is solved, comparing the signature of a given pixel to one in an image 
from a different time with multispectral imagery is a difficult challenge on its own.  
Spectral target matching is a heavily researched field with many robust techniques which 
work very well for hyperspectral data. One of the most wide-spread techniques is the 
spectral matched filter (SMF). The SMF utilizes background statistics at an image level or 
local level to project the target into the matched filter space. Although designed for HSI, this 
technique can work with multispectral data, but it requires the computation of first order 
statistics of the background. Because the target detection—for change detection—will be 
performed for every pixel in the base image, those computations become very time 
consuming. To avoid the need for local background statistics and simplify searching 
neighboring pixels, the target matching tool known as the Spectral Angle Mapper (SAM) will 
be utilized [8, 46]. The SAM technique measures the angle between two pixels in the n-D 
space, and if it is small enough, those pixels are considered to be the same material. It is 
described by the following equation: 
Where, as above, 𝑥𝑖 is the pixel of interest and 𝑥𝑗 the pixel for comparison. 
While it is not the most robust spectral target detection method (particularly for sub-pixel 
targets), it is simple and requires very few computational operations. It is likely that other 
more sophisticated but still relatively fast to process target detection methods, such as the 
spectral matched filter (SMF), would more accurately describe the similarity between the 
pixel in the base map and one of a few change pixels, however this may or may not provide 
an improvement to the utility of this metric. 
 𝜃𝑖𝑗 = cos−1�𝑥𝑖 ⋅ 𝑥𝑗�  (4.5 .5) 
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Figure 35: The spectral angle spectral similarity metric measures the 
angle between pixels in the n-D space. 
The change detection output from the target detection method is a simple change map. 
Bright pixels indicate those that are changed, and their relative brightness indicates the 
amount of change. This target detection based approach, with the base image pixel 
representing a target, will be used in conjunction with other methods to identify primarily 
background change. Because even after image normalization there will be some variation in 
spectral angle for every pixel, this technique provides a good method for calculating the 
background change. Background change will be represented largely by the low intensity 
pixels on the SAM change map. The average change for the low intensity pixels can be used 
on a tile level to identify tiles that have limited overall change and can be left dark in the 
eventual analyst presentation (discussed in section 4.6 ). The utility of this method in the 
overall scheme is similar to that of a simple image difference map. A fast metric that can 
identify the absolute maximum potential change with no penalty for false alarms is useful to 
characterize the background and identify regions where no further processing needs to be 
performed. Using this method to suppress background change is an area of future 
development of this research. 4.5.3 WorldView-2 and 𝚫𝐍𝐃𝐕𝐈 
The DigitalGlobe WorldView-2 (WV2) platform is an excellent advancement of commercial 
high resolution multispectral sensors, and as such can take particular advantage of band 
ratios like the NDVI. Because of the increased spectral sampling provided by WV2, a variety 
of vegetation suppression techniques can be utilized more effectively for change detection 
than previous sensors. The normalized difference vegetation index (NDVI) is typically 
considered to be found by the ratio of the difference between the near infrared (NIR) and 
visible (VIS) digital counts and the sum of the NIR and VIS. NDVI is calculated by: 
Band 1 
Ba
nd
 2
 
Sample j θ 
Sample i  
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 𝑁𝑃𝑁𝑁 = 𝑁𝑁𝑅 − 𝑁𝑁𝑆
𝑁𝑁𝑅 + 𝑁𝑁𝑆  . (4.5.6) 
Because WV2 contains three separate NIR bands (spectral bands 6,7, and 8; the Red Edge, 
NIR1, and NIR2), it is possible to calculate a variety of NDVI scores. Often the NIR 
wavelength band pass used for NDVI is 700-1100nm, and the corresponding VIS band pass 
is 400-700nm. These band passes correspond directly to two specific bands of the Advanced 
Very High Resolution Radiometer (AVHRR) imaging instrument [47] originally used to 
develop the metric [48]. However, because WV2 has narrower than typical multispectral 
bands, additional knowledge can be used. The chlorophyll in plants absorbs light in the 400-
700nm range while the structures of the cells reflect NIR energy at a rate relative to their 
health. The absorption due to chlorophyll occurs most strongly between 400 and 500nm and 
600 and 700nm [49]. Using various combinations of the Blue and Red bands (centered near 
450 and 650nm respectively) and the three NIR bands the vegetation health can be well 
estimated. The best combination to use for NDVI depends on several factors and is beyond 
the scope of this research.  
A simple image difference of two scenes’ NDVI scores can be used as a change detection 
method for vegetation change. In this research, the NDVI score at time 1 is subtracted from 
the NDVI score at time 2. This technique identifies an increase in vegetation health index 
(VHI) as positive change and a decrease in VHI as negative change. Change in vegetation 
health works well as a change suppression metric for expected seasonal foliage variation. The 
expected seasonal or weather related NDVI change can be compared with the measured 
change to determine if an image has changed in the expected way or in an unexpected way. 
In a tile based change detection scheme, tiles with the expected NDVI change score can be 
used to suppress false alarms from other metrics. Tiles with NDVI scores other than what is 
expected can magnify other metrics to promote the relative importance of the change within 
them. For example, vegetation growth in a time of expected decline may be uninteresting to 
an analyst looking for new human activity in a natural scene, while decline during a time of 
expected flourishing would be of great interest to the same analyst. The implementation of 
NDVI change in this research is limited to aiding in the determination of what is changing in 
a particular tile. Depending on the data and the change that is desired to be identified, the 
NDVI change score would have varying roles. 
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4.5.4 Using clusters to identify change 
Clustering has been used in the past for change detection, where the results of the 
clustering—the cluster map—are examined to identify regions that change. Typically, the 
change is identified as a type of image difference. The difference-map between the clustering 
at time 𝑡0 and 𝑡1is found by performing a simple image subtraction of the cluster maps [50, 
51]. This basic method still relies on perfect registration and presumes that a clustering can 
be completed on an image wide scale that accurately identifies the proper cluster for each 
pixel and that the clusters representing a material 𝑌 at 𝑡0 have the same digital count as those 
representing 𝑌 at 𝑡1. As an improved method, the number of clusters and the cluster 
membership are compared across images. If the change image has more clusters, this 
indicates new materials are present in the scene. A change image with drastically different 
cluster distribution indicates a change in the scene due to a change in the relative abundance 
of the materials. This second method works well for very small scenes where a change in the 
number of clusters likely represents something new in the scene. These types of analysis are 
clearly based on the assumption that the clustering result is a true representation of the 
number of materials in the scene.  
 
Figure 36: An example tree showing the group identity (GID) at each 
level of modularity clustering. Node size represents group 
membership. At each level of the algorithm, more clusters are 
represented. For a typical large image, the cluster tree will not be as 
well balanced. This cluster tree can be used for change detection or 
other applications. 
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The modularity method provides a new level of information, the path taken by the cluster 
through the clustering process. As seen in Figure 12 on page 32 and in Figure 36 above the 
modularity clusters have unique identifiers that describe their parent clusters. At each level of 
the clustering, the change between two image segments’ clusters can be calculated. At an 
earlier level, a change in clustering indicates a larger magnitude change in the image. More 
granular changes can still be identified at the later clustering level, but they often represent 
more slight changes in spectra. By calculating the difference in class membership at each 
level of the modularity method, a change score can be computed for each tile.  
One basic way to do this is to compute the percentage of pixels that change class. At a level 
𝑃, for a given cluster 𝑘𝑖𝐿 , with 𝑛𝑖𝐿  pixels belonging to it (and a group membership of 𝑛𝑖
′
𝐿
  in 
the change image), the change calculation is found by: 
 𝑪𝑪𝑳 =  𝟏𝟐𝑳���𝒏𝒊𝑳 − 𝒏𝒊′𝑳�𝒏𝒊𝑳 + 𝒏𝒊𝑳′ � .𝒊  (4.5 .7) 
In words, this class change (𝐶𝐶) is the percent of pixels that changed class at a particular 
level between image 𝑋 and image 𝑋′ scaled by the level where the change occurred. This 
technique requires clusters to be associated spectrally across images. Because modularity can 
reach a different number of clusters depending on scene content, it is unreasonable to expect 
an automatic approach like this for images clustered separately. To generate spectrally 
associated cluster-maps for two tiles, the tiles can be clustered by grouping all the pixels 
from both images together. Then, after the clustering, the spatially separate tiles can be 
recreated, and the two tiles will have associated clusters. Clusters that are different after the 
tile recreation indicate changes. Because more dramatic spectral changes cause pixels to 
change group membership earlier in the modularity process, a class change at the first split 
has a larger weight toward the total change. The total change is then just the sum of those 
per level class changes. This metric for class change is basic, but it does take advantage of 
the additional variable LOD clustering the modularity method provides. Future methods 
may be developed using the path a pixel takes through clustering as a type of spectrum to 
compare to that same pixel’s (or group of pixels) path in a subsequent image, this technique 
is addressed in section 7.5 , Future work. 
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4.5.5 Further exploitation of cluster trees 
The cluster tree produced by the modularity clustering method can be very useful for change 
detection. For tile based change detection schemes, the modularity classifier can be run in 
several ways. First, both tiles can be classified with the data combined, as described for the 
class change technique. The combined data is clustered and then separated after the 
clustering based on which image it belongs to. This method is useful to directly compare the 
number and size of the clusters in each tile. If the tile clustering maps are highly similar after 
combined clustering, then little change has occurred. If they have significant differences, the 
cluster tree can be analyzed or they can be clustered independently to further analyze the way 
the tiles have changed. 
      
 
Figure 37: Tiles from time 1 and time 2 with widespread subtle 
change shown in false color (NIR, R, B) to emphasize variations (a.), 
with a cluster-map from an early level (b.), and data clouds for clusters 
(c. and d.). 
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In Figure 37, the data clouds are shown at both splits in question. Although the first split 
(labeled c in the figure) segments out the road pixels, the next level data cloud (labeled d.) 
involves more separation between image times than of scene content (visible in the cluster-
map labeled b). The plot in Figure 37 d. shows only the blue pixels from the Figure 37 c. 
plot. They are split into red and blue, the blue pixels are representing the dark blue cluster in 
Figure 37 b. and the red represent the light blue cluster; the dark red and dark yellow clusters 
are not shown in the plot because they are represented by the red pixels from the Figure 37 
c. plot. Zooming in to the data space shown for the level 2 split would show a gap between 
the group highlighted red (the grass pixels from the time 2 image) and the rest of the blue 
nodes. In real imagery (rather than this synthetically assembled tile) this type of problem 
occurs less often because increased pixel mixing blurs the material clusters so they are more 
likely to overlap even with subtle variations.  
To suppress such mistakes, information from other metrics can be used to reduce the score 
of tiles like this if desired. Specifically low scores in a metric examining the change in the 
data mean and outlier distances, like the ShOut method’s SHift and OUTlier scores  or the 
PDTL score (see sections 2.3.5, 4.5.6, and 4.5.8), could be combined with the modularity 
measure to suppress this type of false alarm. For example, if the distribution change and 
outlier change scores do not agree, a high modularity score can help to confirm the presence 
of possibly important change. 
The combined clustering is useful for comparing clusters directly, however to estimate the 
number of materials in an image the tiles can be clustered separately or combined. In the 
current implementation, the tiles are combined and clustered (which increases compute time 
non-linearly) so that the cluster maps can be directly compared in addition to the number of 
clusters in each image. If the only metric of interest is the estimate of the number of clusters 
the tiles could be clustered separately. However, it is possible that the modularity method 
may take a different approach through the clustering process to reach a similar result in the 
presence of change. That is, modularity may determine the same number of clusters for two 
tile’s clustered separately when change has occurred. If combined and clustered they would 
have a different result. Overall, it is the best practice to perform a simultaneous clustering to 
ensure that the modularity clusters at each level are being selected based on the same image 
features and new objects are correctly identified as new clusters rather than incorrectly 
related to, for example, a sub-cluster present in one image but not the other. By using the 
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combined clustering to calculate the change in the number of clusters, the change can be 
calculated at each level of modularity and a weighted sum can be used for the total change to 
increase the impact of changes occurring at the earlier levels and therefore changes of a more 
dramatic nature. The modularity cluster estimate weights the cluster change by the inverse of 
the level it occurs at. However, the weight is less dramatic because any cluster change 
occurring at one level will by definition still occur at the next but it may be suppressed by an 
imbalanced increase in the number of clusters in the opposite tile at the next level. Because 
the initial assumption is made that tiles contain similar content from one time to the next, 
that is most tiles in the image have little to no change, this type of flip-flop in the number of 
clusters does not occur often. One option to address the changing number of clusters is to 
examine the number of new clusters in a tile at each level rather than the difference in total 
clusters at each level. This approach is discussed briefly in section 7.5 , Future work. 4.5.6 Graph metrics 
In addition to the spectral clustering method of Modularity and subsequent analysis of 
clusters, a graph representation of an image or image tile can lead to other metrics for 
change detection. The graph is represented with the adjacency matrix, or weighted adjacency 
matrix (which contains a distance rather than just a 1 where nodes are connected). By 
analyzing this matrix it is likely that areas of change can be identified. Methods of direct 
change detection utilizing the graph representation of an image are non-existent in the 
literature. However, methods do exist, principally from network theory, to detect changes 
within the structure of a graph. Clearly there is an opportunity to utilize this graph structure 
for change detection, and specific methods are currently being examined and evaluated for 
their utility in large scale change analysis. 
As an example metric, the edge length histogram for the graph representation of an image 
can be utilized. The edge length histogram contains the distribution of edge lengths in a 
region, tile, or cluster depending on the source. The edge length histogram (ELH), many 
examples of which are shown in Figure 38, does seem to have consistent characteristics 
based on the number of materials present in a tile and the way those materials change. It can 
report a similar result to the subspace volume estimation and PDTL methods described in 
section 2.3.5, and it would be most useful for identifying tiles where the number of materials 
may have changed in order to process them and the surrounding region in more detail. 
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Below are two pairs of changing tiles from 4-band GeoEye-1 data collected over Indonesia 
and their edge length histograms. 
 
Figure 38: Example images with edge length histogram plots. 
The top two images show no change and bottom two show more significant change. The 
histograms show the count of edges versus their distance. The scales on the histograms are 
unimportant here, only the general shapes of the curves are important. 
The edge length histogram has three features that can be used, the peak amplitude, the width 
of the peak (full width half max), and the tail length. These features vary depending on scene 
content and combinations or ratios of those features can be exploited to provide a 
description of the scene and change in it. Additionally, other features could easily be 
calculated like the skew or kurtosis if the distribution fits a normal model well. Some are 
clearly combinations of different distributions, especially the bottom tile pair in Figure 38.  
In addition to the ELH, several metrics can be examined directly from the graph depending 
on how the graph is created. Characteristics of the graph such as the longest path length, the 
length of the shortest longest walk or the length of different specific edges can provide some 
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insight into the structure of a data distribution. Although not utilized in current work, these 
metrics could be further analyzed for their utility in the future. 4.5.6.1 Edge length distributions and alternate PDP starting locations 
A variety of edge length distributions can be extracted from any data distribution. For 
example, starting at a point 𝑥𝑖 , the distance to every other edge can be computed. The edge 
lengths will form a distribution that will vary based on the structure of the data and the 
starting location. Starting at a central location such as the mean will produce a distribution 
that can be exploited to create a cumulative distribution of the edge lengths, otherwise 
known as the point density plot (PDP) discussed in 2.3.5. Using another starting location, 
such as the origin or the point closest to or farthest from it can yield a different distribution 
which can be exploited in a similar way to the PDP for change detection. Additionally, the 
edge distribution of an entire graph can be used rather than only for one point. 
The Δ𝑃𝑃𝑃𝑃 can be insensitive to change occurring at the dark end of the spectral 
distribution. To create an analogous metric specifically sensitive to dark change, the 
distribution of edge lengths using the brightest image pixel or the darkest image pixel as a 
starting location can be used instead of the pixel nearest the image mean. To illustrate the 
effect of shifting the starting locations, consider the following example plots.  
 
Figure 39: Example distributions with changing outlier clusters. The 
image is a tile from the Rochester 2010 image set, June on the left and 
September on the right. 
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In Figure 39 the data for two image tiles (inset) from images collected over Rochester, NY 
by the WV2 platform in 2010 are shown. In the June 2010 image (left) a road appear dull 
and gray, in the September 2010 image the road has been repaved and the pixels have shifted 
toward the origin. For the example above, the Δ𝑃𝑃𝑃𝑃 score starting at the image mean 
indicates a very low change because the pixels that shift are not as far from the mean as 
some of the other pixels. Using a Δ𝑃𝑃𝑃𝑃 score with the starting location for the PDP at the 
lowest magnitude pixel shows a larger change. The Δ𝑃𝑃𝑃𝑃 raw scores cannot be compared 
directly because the plot tails are of different length, but the sensitivity to change can. The 
sensitivity can be measured as the change in tail length compared to the length of the tail. 
The Δ𝑃𝑃𝑃𝑃 when starting at the pixel furthest from the mean has a Δ𝑃𝑃𝑃𝑃:𝑃𝑃𝑃𝑃 ratio ten 
times greater than the same ratio when starting at the mean for this image. When the change 
in area under the curve is used as a metric the difference is even more pronounced. The 
pixels that shift are highlighted in gray. This one example does not indicate that the PDP 
plots should always be used one way or another, but simply that they are capable of 
detecting different types of change with different levels of sensitivity. 4.5.6.2 Modified graph volume 
Various versions of a measure of the graph volume have been studied for use as a change 
detection method [52]. It can be modified in several ways depending on the desired utility. 
The graph volume itself can be measured in multiple ways. The method used here has been 
called the normalized edge volume (𝑁𝐸𝑁) and is found by  
 𝑁𝐸𝑁(𝒢) = ∑ 𝑤𝑖𝑗{𝑢𝑖,𝑣𝑗}𝜖ℰ
∑ deg(𝑢𝑖)𝑢𝑖∈𝒱 . (4.5.8) 
Here 𝑢 and 𝑣 are nodes in the graph, 𝑤𝑖𝑗 is the distance between the nodes or weight, and ℰ 
and 𝒱 are the edge set and vertex set. The 𝑁𝐸𝑁 is a scalar measure of an entire graph. The 
sum of the weighted edges in the graph is divided by the sum of the degrees of the nodes in 
the graph. This method measures the overall spread of the graph normalized by the number 
of edges. Graphs with low 𝑁𝐸𝑁 values are very spread out or have a low number of edges, 
and those with high 𝑁𝐸𝑁 have a low spread or a high number of edges. Those two features 
can combine to create inconsistency in the 𝑁𝐸𝑁.  
The inconsistency in 𝑁𝐸𝑁 score can occur in several possible situations. As an example, 
consider Figure 40 where four 𝑁𝐸𝑁 plots are shown, each for two images. Data from the 
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four total image tiles are shown alongside the plots. The image tile used is a synthetically 
assembled selection of WorldView-2 image pixels. The creation of this and other tiles is 
described in more detail in section 5.7.3. The 𝑁𝐸𝑁 score is plotted versus the number of 
neighbors used to create the graph (loosely proportional to the number of edges in the 
graph). The data-sets are randomly generated from large sets of ROI class pixels (see section 
5.7.3). Each image was scored 10 times, with each plot shown as a separate line on the graph. 
 
Figure 40: 𝑵𝑬𝑽 plots for four comparisons of four sets of data. The 
data are from two time states and two change states as shown in the 
four projected data plots. The 𝑵𝑬𝑽 scores, each calculated 10 times, 
are plotted versus the number of neighbors used to generate the score. 
As expected, the 𝑁𝐸𝑁 increases with the number of edges in the graph. Additionally, the 
first three plots show the expected change between one image (red lines) and another (blue 
lines) for each choice of number of neighbors, k. However, the 𝑁𝐸𝑁 for the fourth case 
begins lower and then moves higher in image B (t1 c1) compared to image A (t2c2). This 
test contains four image tiles from two time states (t1 and t2) and two change states (c1 and 
c2). The unchanged image (c1) contains 3 clusters, and the change image adds 3 more much 
smaller clusters. The large clusters contain vegetation which naturally undergoes change 
from time 1 to time 2. Additionally, because of how the images are generated, there is some 
variation even in the unchanging materials of the same time state. The first case compares 
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the image at time 1 vs. time 2 while both have the same scene content (i.e. no real change, 
c1). In this case, the image from time 1 has a higher 𝑁𝐸𝑁 overall, indicating (correctly) that 
the data are more densely packed. The same occurs when the change 2 images are compared 
using time 1 and time 2 data (bottom left). Although the scene content is the same, the time 
1 image scores higher with the 𝑁𝐸𝑁. Because time 1 data are denser than time 2, when the 
change is introduced to add several small clusters away from the main three, the 𝑁𝐸𝑁 for 
time 2 change image does not increase enough to overcome the time 1 unchanged image 
until more than 80 neighbors are used to create the graph. This relationship between the 
spread of the data and the number of neighbors used depends entirely on the image content 
and can change dramatically from scene to scene. In general testing, with real imagery 
containing more mixed pixels than these synthetic tiles, this type of reversal occurs less 
often. One way to overcome this problem is to increase the number of neighbors used to 
create the graphs for 𝑁𝐸𝑁 analysis. By using more edges, the 𝑁𝐸𝑁 approaches the expected 
true value given by the complete graph. One technique for adding edges without 
overburdening the computational time is to select a small subset of pixels to be connected to 
all of their neighbors. The complete edge information for this small subset of pixels helps to 
push the 𝑁𝐸𝑁 toward the value for the complete graph. However, the number of total 
neighbors must be increased dramatically to produce consistent results with these fully 
connected pixels, so many that the computational time becomes a burden for practical 
application.  
Figure 41 shows a case where the 𝑁𝐸𝑁 is calculated using a subset set of fully connected 
pixels. The produce an 𝑁𝐸𝑁 score that more closely mirrors the score for the complete 
graph, several pixels are selected to have all their neighbors mapped. The increased number 
of long edges helps to push the estimated 𝑁𝐸𝑁 toward the true complete graph 𝑁𝐸𝑁 with 
fewer total edges. The example in Figure 41 shows data that changes only between time state 
1 and time state 2. The pixels are unchanged (except for variations in random assignment 
from ROI classes) between change states. In this case, the 𝑁𝐸𝑁 estimate relationships (blue 
lines vs. red lines) are more consistent. Even though there is a reversal after a certain number 
of edges are used to generate the score, all the comparisons reverse at the same point, and it 
is only when many more than the typical number of neighbors is used (400 neighbors vs. the 
typical 50 or 100). 
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Figure 41: NEV plots versus number of neighbors using a subset of 
fully connected pixels (highlighted red in the data plot). 
These examples illustrate some of the potential problems with the 𝑁𝐸𝑁 as an estimate of the 
data structure for change detection. Depending on how the 𝑁𝐸𝑁 is generated, the 
relationships between one data cloud and another can reverse. One way to overcome the 
issues is to use a small subset of fully connected nodes. The fully connected nodes help the 
𝑁𝐸𝑁 score increase its precision. 
Another method to overcome this problem is to change the way the graph is constructed. 
Using a radius based edge identification method (see 3.3 ) can reduce the dependence on the 
number of neighbors, instead making the 𝑁𝐸𝑁 dependent on the radius threshold of edge 
identification. The 𝑁𝐸𝑁 should be more sensitive when using a radius approach to neighbor 
identification, but the implementation is more computationally intensive and unless an 
absolute distant metric is used, the selection of a radius depends directly on scene content so 
it is not attempted here. Instead, the 𝑁𝐸𝑁 will be understood to have a tendency for 
increased missed detection or false alarms depending on the relationship of the within 
cluster and between cluster spread of the data in a given base image and change image.  4.5.7 Estimating community structure in image derived graphs 
The graph representation can be used with a method like optimal modularity to create a 
clustering, or another approach can be taken to estimate only the number of clusters in a 
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data cloud, ignoring the pixel by pixel grouping. To estimate the number of clusters, the 
histogram of edge lengths between a given pixel and every other pixel can be further 
exploited. Pixels within the same cluster have a characteristic histogram of edges lengths, 
with peaks near the spectral distance from a given pixel to every other cluster in the image. 
Plotting the total edge lengths of all the pixels, i.e. the complete graph, as a histogram would 
show peaks where pixels belong to certain clusters, the average number of peaks in each 
histogram (one for every image pixel) would be a good estimate of the number of clusters. 
The total distance or total edge length of any one pixel is the sum of the distances to all the 
other nodes in the graph.  
Clearly, using the total distance for all pixels (i.e. the complete graph) is a computational 
burden, and selecting a subset would increase computational efficiency. A large enough 
random subset of pixels would make it likely that there are some pixels from every cluster. If 
enough pixels are selected, the number of peaks in a histogram plot of the per pixel total 
edge lengths is still an indication of the number of clusters in the data. Unfortunately, the 
peaks of a histogram plot of the total distance for a given number of pixels can easily overlap 
depending on the relative relationship between clusters. Two clusters equidistant to a third 
would look instead like a single large cluster.  
A more accurate and consistent measure is to utilize the histogram of the total co-density of 
all the pixels. The total co-density of a pixel refers to the sum of the distances to its 
neighbors or the average of those distances. The co-density can also be calculated per 
neighbor; in which case the 𝑖𝑡ℎ co-density of a pixel is simply the distance to the 𝑖𝑡ℎ 
neighbor or the 𝑖𝑡ℎ neighbor edge length. The calculation for the 𝑖𝑡ℎ co-density depends on 
the desired distance metric, in this research the Euclidean distance is used. 
Each pixel in a cluster has a characteristic total co-density when distances to all other pixels 
are included in its measure. Although the co-density of each pixel in a cluster is slightly 
different, the within cluster variations are significantly smaller than the between cluster 
variations. Figure 39 shows a data set that is a combination of four different normal 
distributions. The figure also shows the histogram of the total co-density of each pixel for 
three different randomly generated datasets with the same statistical distributions. 
Although successful at identifying a number of clusters for well separated data, problems 
arise for the characteristic total co-density and total co-density histogram methods described 
previously for data with a large number of widely mixed pixels as is typically seen in real 
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image data. To develop an estimate of the number of clusters in a data cloud with heavily 
mixed pixels, a modified technique is utilized. Rather than examining the distribution of edge 
lengths for a single pixel, or the histogram of the total co-density of each pixel, the average 
edge length to each neighbor is used [53]. Similar to the total co-density, but instead of a 
total co-density based on individual pixels, a function is developed plotting the average 𝑖𝑡ℎ 
co-density as function. The function will be approximately monotonically increasing, and it 
will have steps where the neighbor in question is on average much further than the previous 
one. As the number of neighbor distances and highest degree of co-density are increased and 
approach the number of pixels, the plot can be used to estimate the number of clusters in 
the data. 
Conceptually, the average 𝑖𝑖𝑡ℎ co-density plot could be considered an average of the PDP 
for many or all pixels in the image. By estimating the number of steps in the plot, an estimate 
of the number of clusters in the data cloud can be reached.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 42: Example 2D data and histograms of total co-density (total 
neighbor distance). The histograms are count versus scaled co-density 
with no meaningful units. 
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To decrease computational time, neighbor distances are only measured for a small random 
subset of data. As long as enough random samples are selected that each cluster is likely to 
be well represented, this technique will tend to arrive at the same number of clusters as 
measuring the neighbor distances for all pixels. 
Examination into the proper threshold for the smallest random subset that does not 
adversely affect the precision of the estimate will be explored briefly. To improve the utility 
of this estimate as an estimate of the true number of clusters in a data set (rather than a 
relative estimate for change detection) this threshold and some other parameters will need 
further examination. Several methods can be utilized to identify the steps in the plot. 
Essentially, the task becomes a signal detection problem. The signal and noise are of variable 
magnitude depending on image content.  
Figure 43 shows two sets of data, one for some manually selected real image water pixels 
containing 9 clusters and another with a set of mixed materials including grass, tress, water, 
and buildings. The data are shown along with their corresponding average neighbor distance 
(𝐴𝑁𝑃) plots and the approximate derivatives of the 𝐴𝑁𝑃 plots. Again, the 𝐴𝑁𝑃 plot is the 
distance to the 𝑖𝑡ℎ neighbor (the 𝑖𝑡ℎco-density) averaged over all (or a subset of) the image 
pixels. The first few edges will be very short and have relatively high variance so they are 
ignored for these plots. For the same reason, the furthest few neighbors are not included 
because a few far outliers cause a sharp edge increase. The exact optimal values for the 
percentage of pixels to exclude from the long and short neighbors are as yet unknown. After 
some testing values around 5% for short edges and 10% for long edges were determined to 
work well to eliminate the edge effects. Figure 44 and Figure 45 show some test plots. 
To determine the number of clusters using the 𝐴𝑁𝑃 plots, the peaks of the approximated 
derivative plot can be counted. Figure 43 b. and e. show post threshold plots of the 
approximated derivative of the 𝐴𝑁𝑃 plots. Peaks are sometimes easy to identify (e.g. the 
multi-cluster water pixels in Figure 43 c.) and sometimes requires careful processing (e.g. the 
mixed image in Figure 43 f. containing trees, grass, water, and buildings). The processing of 
the data, which can be treated like a time series, consists of smoothing the 𝐴𝑁𝑃 plot, finding 
the approximate derivative and accepting only values greater than a slope of a desired 
threshold, performing convolution with a window function, and then identifying local 
maxima. To smooth the data, the moving average smoothing operation is utilized. The 
moving average is a low pass filter with coefficients equal to the width of the window. 
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Figure 43: Example data from two data sets (c. and f.), their 
associated 𝑨𝑵𝑫 plots (a. and d.), and 𝑨𝑵𝑫 derivatives (b. and e.). 
The 𝑨𝑵𝑫 derivatives are after removing low positive slope values. 
Data is from WV2, top is a selection of water pixels, bottom contains 
trees, grass, buildings and cars on a parking lot. 
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Figure 44: 𝑨𝑵𝑫 plots for a single Gaussian distribution. 
The distribution, no edges removed, 2% top and bottom removed, 
5% top and bottom, 10% top and bottom, and 20% top and bottom. 
Because it is computationally very fast and performs well enough for a wide variety of test 
data, the moving average was determined to be a good trade between processing speed and 
detection performance. Other smoothing functions could be utilized, but cause excess 
processing time for the same or very similar results. The smoothing operation before 
calculating the approximate derivative helps to eliminate small fluctuations in neighbor 
distances caused by image noise.  
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Applying a threshold to the derivative ensures that only regions with a slope steeper than the 
threshold be checked for peaks. Without this threshold, small variations causing positive 
slope could be identified as false peaks. The 𝐴𝑁𝑃 plot is normalized to utilize a maximum 
average distance equal to the maximum number of neighbors. After this normalization, the 
𝐴𝑁𝑃 plot of a single Gaussian distribution with the edges truncated would have a slope of 
about 1, as shown in Figure 44. Figure 45 shows a similar characteristic slope for a single 
uniform distribution. These plots provide a guideline for the best edge-truncation to bring 
the average slope close to one.  
 
 
Figure 45: 𝑨𝑵𝑫 plots for a uniform distribution with varying 
amount of edge truncation. Top to bottom, left to right, data cloud, 
no neighbors removed, 2% from top and bottom, 5% from top and 
bottom, 10% from top and bottom, 20% from top and bottom. Blue 
line is constant slope of 1, for reference. 
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Figure 46: 𝑨𝑵𝑫 plots for two equal covariance Gaussian datasets. 
Top to bottom, left to right: the data, 𝑨𝑵𝑫 plot for equal sized 
distributions, 𝑨𝑵𝑫 plot when one distribution has twice as many 
pixels, 𝑨𝑵𝑫 plot when one distribution has 5% more pixels. 
When two distributions are tested, the results vary depending on the size of one distribution 
compared to the other. Figure 46 shows what happens when two equal covariance Gaussian 
distributions are tested. The first example is when both distributions have the same number 
of pixels. The 𝐴𝑁𝑃 plot has only one discontinuity, and the derivative would have just one 
peak, falsely indicating a single cluster. Luckily equal sized, equal covariance Gaussian 
distributions do not occur in real images. Doubling the size of one cluster relative to the 
other provides two large jumps, visible in the second 𝐴𝑁𝑃 plot in Figure 46, making the two 
clusters easily detectable. The third 𝐴𝑁𝑃 plot shows what happens when one cluster has just 
five percent more pixels than the other, the two clusters are still quite easy to detect.  
When adding a third equal covariance cluster roughly equidistant to the other two, it 
becomes necessary to only use the first half the total pixels for the co-density to avoid 
clusters being counted twice. That is to say, when more than two equidistant clusters are 
present, the peaks in the plot will occur in the first half of the plot then again in the second 
half for the same clusters. Although some strange situations occur when using combinations 
of equal covariance Gaussian distributions or many very well separated and highly normal 
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distributions, this estimate works especially well for real image data in which this 
arrangement of clusters is unlikely to occur. The mixing that occurs in real imagery smoothes 
the large variations in the AND plots and reduces the occurrence of the multiple counting 
that occurs when similar distributions are evenly spaced. Additionally, real images tend to 
not have several clusters of approximately the same size. More often one large distribution 
or cluster (the background content) is surrounded by many smaller ones. 
The filtering of the derivative via convolution helps enhance peaks before the identification 
of local maxima. A convolution with a triangle filter with a window slightly narrower than 
the smoothing function helps to enhance the signal and smooth the baseline. Peak 
identification is carried out using the well tested EXTREMA function for MATLAB [54]. 
The EXTREMA function finds local maxima through a series of heuristic tests. Figure 47 
shows an example of peak identification in the filtered 𝐴𝑁𝑃 derivative plots from Figure 43. 
The water data represents a difficult situation where many similarly sized and similarly 
distributed clusters are arranged with well-defined between cluster separations. The average 
number of clusters found for the water pixels after 100 trials using a subset with 25% of the 
Figure 47: Example peak identification for water pixels (left) 
and the mixed image (right). 
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total pixels was 9.199 with a standard deviation of 0.3623. Reducing the number of pixels 
used to 10% yielded an estimate of 8.945 with a standard deviation of 0.4708. The result 
with 10% of the pixels was achieved in less than half the time. Further, when the first 5% of 
neighbors were ignored for the 𝐴𝑁𝑃 plot, the estimate was 8.090 with a standard deviation 
of 0.2876 using only 10% of the image pixels. This result indicates that the initial neighbors 
contribute greatly to the variance in the estimate. Because there are several outliers for which 
the neighbor distance increases dramatically early on, the first part of the AND plot can be 
very noisy.  
The mixed material image contains grass, tree, water, and building pixels. The grass and tree 
pixels are each grouped into a single large cluster, the water pixels are the same as the 
previous example with 9 tightly grouped clusters, and the buildings are generally divided into 
two elongated clusters with many outliers. The estimate for the mixed material data using 
10% of the 20621 total pixels was 11.280 with a standard deviation of 0.7003. Using only 5% 
of the total pixels for the 𝐴𝑁𝑃 plot and ignoring the first and last 10% of neighbors the 
estimate was 10.609 with a standard deviation of 0.7506. The more heavily mixed data allows 
a larger percentage of the neighbors to be ignored, and the larger data set allows for a smaller 
percentage of total pixels to be used both without a large penalty in the quality of the 
estimate.  
Again the process of estimating the number of clusters involves finding a certain number of 
neighbors (co-densities) for a certain number of pixels. Both the number of neighbors and 
the number of pixels need to be high enough to characterize the data well. If all neighbors 
are used, the first and last peak in the 𝐴𝑁𝑃 derivative will be due to edge effects from very 
short and very long edges and should be ignored. To avoid edge effects, at least 5% of the 
neighbors should be ignored from the short and long ends of the 𝐴𝑁𝑃 plot. Further cluster 
number estimation results using the 𝐴𝑁𝑃 plots are addressed in section 5.6 . 
The number of pixels that should be used to calculate the average co-density depends on the 
number of pixels in the data and the number and size of clusters. Enough pixels need to be 
used to make it likely that many regions of the data cloud are represented. If an image 
contains 10,000 pixels and 9,500 are in on cluster, there may be a problem using a subset of 
pixels to characterize the full dataset. However, even if all the pixels used are in the main 
cluster, they will still have long edges to the other clusters. If a situation occurs where a 
certain cluster has no representative pixels used and contains less than 5% of the total pixels, 
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it could be missed using the guidelines suggested here. To perform the most accurate 
estimate of the number of clusters, the full co-density of every pixel would need to be 
calculated. This involves calculating the distance from every pixel to every other pixel and 
can quickly become computationally prohibitive for all but the smallest images.  
One more characteristic of the 𝐴𝑁𝑃 plots is that the distance from one maximum to the 
next is roughly the size of the cluster. The magnitude of the cluster peak, or the steepness of 
the slope of the 𝐴𝑁𝑃 plot, is an indication of the separability or compactness of the cluster. 
Finally, the location of the cluster peak provides some indication of the size of the cluster as 
well. Peaks to the far left (at the low co-density end) indicate clusters with fewer pixels, while 
those at the right indicate spatially large clusters and sometimes many equally distant outliers. 
This measure or estimate of the data requires more testing to be fully trusted as a reliable and 
accurate measure of the number of clusters in the data. However, as a relative indication of 
the number of clusters in one data cloud compared to another similar data cloud (i.e. for 
change detection) it works quite well. Of course, for changes to a very small number of 
pixels this metric, like other measures of the full distribution, will have difficulty. 4.5.8 ShOut metric 
One metric created at RIT as part of the tile based change detection approach is known as 
ShOut [55]. The ShOut metric is a pairing of two scores, the SHift or change in the mean of 
a tile and the change in the distance to OUTliers. The mean is calculated based on all pixels 
in a tile and an outlier is the single pixel with the greatest Euclidean distance in the spectral 
space to the image mean. The mean shift and change in outlier distance have been modified 
in this research. To isolate the desired characteristic of the distribution, an outlier reduced set 
can be used to find the mean. By calculating the mean after removing the top 2-5% of 
outliers, the mean shift score will give a better indication of the changing background in a 
tile. Similarly, the outlier change is modified to include more than a single outlier. To reduce 
the sensitivity of the metric, a larger group of outliers can be used; for example, the furthest 
1-2% of pixels from the outlier reduced mean. Calculating outliers based on their distance to 
the outlier reduced mean helps avoid missed outlier detections when a small group of very 
distant outliers causes a shift in the global mean, reducing the distance between the 
background and the outlier cluster. Although the described adjustments may affect single 
pixel changes, these are unlikely to be of importance in a large area tile based method. 
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4.5.9 Summary of change metrics used as tile features 
The metrics discussed above all have possible utility for the feature based approach outlined 
so far. After testing on many different data sets, certain methods have proven more reliable 
and consistent than others. Additional verification to determine their utility for identifying 
certain types of change will be performed on the following methods. 
Table 4-1: Summary of change metrics. 
 
 
 Visualization of change detections 4.6 
Thus far the methods discussed have referenced many types of output, from typical gray 
scale change maps to change masks to cluster maps and cluster membership trees. All of 
these outputs need to be combined and displayed in a useful way to the analyst. The 
overarching goal of any large scale search—change detection, anomaly, or other—algorithm 
is to display the results in such a way that the volume of information examined by the 
human analyst is reduced. To be the most useful, the output must be presentable in the same 
software used to display the base imagery. It is even better if the output can be shown as an 
overlay of the original imagery, leaving it intact.  
To accomplish these presentation goals, a scaled brightness overlay will be utilized to display 
the results of the change detection. Typical change detection results are presented with a 
1 Data spread measures (2 scores) 
a. Normalized Edge Volume (NEV, section 4.5.6.2) 
b. Outlier reduced [95%] mean SHift (section 4.5.8) 
2 Outlier change measures (4 scores) 
a. Δ𝑃𝑃𝑃𝑃 for dark, middle, and bright start points 
(sections 2.3.5 and 4.5.6.1) 
b. OUTlier distance of top 2% outliers (section 4.5.8) 
3 Cluster estimates (2 scores) 
a. 𝐴𝑁𝑃 cluster estimate (codensity clusters, section 4.5.7) 
b. Modularity number of clusters estimate (section ) 
4 Cluster change (1 score) 
a. Modularity cluster similarity (𝐶𝐶) score (section 4.5.4) 
5 Pixel methods (4 scores) 
a. Hyperbolic ACD (Theiler, section 4.5.1) 
b. Covariance equalization (Schaum, section 2.3.3.2) 
c. Δ𝑁𝑃𝑁𝑁 for WV2 (section 4.5.3) 
d. Spectral angle change detection (section 4.5.2) 
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change map or a change mask. A change map displays changes as bright pixels and non-
changes as dark (Figure 48 [b]), similar to a target detection map. A mask would be a map 
that is used to scale the brightness of the pixels in an image. For large area change detection, 
a pixel level mask is hardly useful. One, or even ten, bright pixel(s) is rarely enough to make 
a good visual assessment of change within a scene containing millions of pixels. A scaled tile 
mask provides the advantage of better context for visual analysis and information reduction 
when tiles that contain no change can simply be removed. 
 
Figure 48: Example output from change detection. (a) Original image 
pair, left; (b) Per-pixel change map, center; (c) Scaled tile overlay, right 
The overlay can be performed in one or all of the bands for straight change detection. The 
scaled data can come from one or both of the images. If the scaled data come from the 
change map and the base map, one band form each could be displayed in the red and green 
band, with the scaled detection map in the blue band. Alternatively, combinations of 
different metrics can be used to identify specific types of change which can be displayed in 
alternate bands. One common method is to display missing objects in red and new objects in 
blue, the red is fled blue is new paradigm. An alternative using would be to put important 
change in red, scaled brightness information in green, and background change in blue. 
 Chapter summary 4.7 
The process discussed in the preceding section contains many elements which can be used 
or ignored in potential change analysis situations. The calibration or equalization of the base 
image and the change image may be performed in a variety of ways. If calibration and 
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equalization are both utilized the calibration should of course always take place first. In 
general, multiple equalizations are not recommended. Further, the decision to tile an image 
involves the selection of tile size and amount of tile overlap. Additionally, because this work 
contains the combination of many metrics, choices can be made to include some or all of the 
specific change metrics. The metrics chosen and the tiling performed then have an impact 
on the way metric scores are combined. If tiles overlap, the combination must be adjusted to 
account for more scores in the overlapping regions. 
 
Figure 49: Flow chart for feature based change analysis. 
The work flow in Figure 49 provides a visual representation of the algorithm. As described 
at the beginning of this chapter, the change analysis process begins with identification of the 
base image or images and the change image(s). If more than one image is used to represent 
the unchanged ground in the base map or the changed ground in the change map, they must 
be combined accordingly (discussed in section 4.2.4). Once the base map and change map 
are created from the imagery (the base map is simply the image of the unchanged ground 
state if only one base image is used) they must be calibrated or relatively equalized. The 
relative equalization for calibrated imagery will adversely alter the physical correspondence to 
real units of radiance or reflectance. Once the images are equalized, the spatial tiling is 
performed. In this research only non-overlapping tiles are examined. The technique for 
creating a tiling with overlapping tiles is implemented in the Matlab toolbox, but is not used 
for the test imagery within this research. After calibration and tiling, the metrics summarized 
in are run on tile pairs simultaneously. This process is performed in parallel, with each tile 
pair running through all metrics in a different processing thread. Once the metric scores are 
calculated, they can be combined and one or more output overlays for the image can be 
created.   
Define base 
and change 
images 
Calibration/ 
equalization 
Spatial tiling 
Calculate raw 
metric scores 
Normalize 
scores across 
scene 
Combine 
metrics and 
display 
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Chapter 5:  Experimental Verification 
To perform any type of change detection experiment, a wide variety of data is most useful. 
Typically such data would be collected over a region where real changes can be induced 
between images. Additionally, the temporal resolution (revisit time) should match the 
targeted algorithm design. Because of the inherent difficulty of change detection algorithms 
to reject false alarms due to pervasive scene and imaging related changes, real data are more 
desirable than synthetic to test algorithms. The advantage of synthetic data, if the pervasive 
changes can be simulated well, is that the ground truth is complete and algorithm 
performance can be assessed much more accurately. 
For this research only real data will be utilized to test the overall large area change detection 
scheme and the individual methods that compose it. Some testing of the automatic 
modularity clustering method was performed using synthetic data, and it was determined 
that the available synthetic data does not represent the structure found in real imagery in a 
way that is conducive to topological methods. 
 Data 5.1 
A wide variety of data is used throughout this research. The data can be grouped into three 
categories: real hyperspectral imagery, real multispectral imagery, and synthesized test scenes 
from real image pixels, referred to as pseudo-synthetic data. Although the combination of 
pixels creates synthetically assembled scenes, this data comes from real image pixels, and as 
such is still considered real data. 
Real temporal multispectral data at these spatial resolutions is typically only available from 
aerial sensing platforms. Luckily the DIRS group has been collecting aerial imagery for many 
years and has a variety of data available for which change detection algorithms could be 
applied.  Ideal change detection test data would have solid ground truth available and 
contain many real changes along with a wide variety of pervasive imagery related changes 
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such as varied illumination conditions. Unfortunately, this type of data is hard to come by. 
So far, four sets of hyperspectral data have been identified with which to conduct change 
analysis testing.  5.1.1 Cooke City 2006 - HyMap 
The first set of data is from the airborne hyperspectral sensor HyMap. The data are from an 
area near Cooke City, MT taken during July of 2006 [56, 57]. The GSD for the imagery is 2-
3m and the spectral resolution is 126 narrow bands between .45 and 2.5 microns. The 
calibrated radiance spectrum can be resampled to match the WV2 response functions. Six 
different images from the same day are available, so the temporal resolution is unrealistic for 
a satellite sensor which has revisits on the order of days rather than hours. Each image 
contains several known targets that change in known ways and also many unknown changes, 
for example moving cars. 
 
Figure 50: Cropped RGB HyMap image from Cooke City, MT 5.1.2 RIT 2005 - MISI 
The second data set comes from a 2005 aerial series over the RIT campus. The RIT 
developed MISI sensor [58, 59] flew over the RIT campus seven times throughout the 2005 
summer from June to October. During this time, several known changes occurred, as well as 
numerous unknown changes typical to an urban scene. The imagery is very high spatial 
resolution and the hyperspectral data covers the WV2 spectral response well. The difficultly 
with the 2005 RIT imagery is that it is poorly roll corrected and contains a varying terrain 
which causes projective registration issues. Although the images are poorly registered, the 
data are still very useful for change detection studies. This difficult data presents a real world 
worst case scenario test for the algorithm performance. 
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The RIT imagery contains many changes that can be easily identified due to access to the 
area currently and in the past. A few examples of visible changes are two large painted 
targets on an asphalt parking lot, various changes in parking lot fill, building under 
construction, and the natural landscape changes from June to October in upstate NY. 
 
Figure 51: Part of RIT’s campus captured with MISI June 21 and 24. 
Note the large light and dark tiles painted on the parking lot in the 
June 24 image (right). 5.1.3 Targets – COMPASS 
An additional hyperspectral image set was collected over two consecutive days in June of 
2004 by the COMPASS system. This small section of the image will provide a good test for 
small target change.  
 
Figure 52: COMPASS hyperspectral image without (left) and with 
(right) change targets. 5.1.4 Forest Radiance - HyDice 
One final set of hyperspectral data near the required GSD is the Hydice forest radiance 
scene [60]. In the scene several known targets are parked in a field, and then moved into the 
shadows for a second image. Although very little else (other than shadow) has likely changed 
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in this scene, it will provide a good test to again compare the performance of hyperspectral 
data to the same data resampled to the WV-2 response. 
 
Figure 53: HyDice Forest scene with (top) and without (bottom) 
exposed targets. 5.1.5 Indonesia 2004 and Haiti 2010 - QuickBird 
Two high quality sets of data are available from recent natural disasters. However, these 
image sets, from the 2010 Haiti earthquake and the 2004 Indonesia tsunami, are only four-
band multispectral imagery. The four band data, RGB and near IR, is not as reliable when 
utilized for many metrics in this research. However, these data sets provide a good real 
world application and a difficult reduced dimensionality challenge to the algorithm testing.  
The tsunami imagery was captured with the QuickBird sensor in the middle of 2004 and in 
early 2005. The QuickBird sensor has 4 bands with peaks at 0.485, 0.56, 0.66, and 0.83 
microns [5]. Each image is nearly 4k x 4k, and so this imagery provides a good test for the 
algorithm’s robustness with large area search. 
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Figure 54: Example section of before and after QuickBird tsunami 
imagery, normalized with Gaussian histogram match. 
 
The low spectral resolution imagery from Haiti was captured with the GeoEye-1 platform. 
GeoEye-1 has four bands with similar centers to QuickBird [5, 6]. The pre-event image was 
taken in August of 2009, and the post-event image in January of 2010.  In addition to the 
low spectral resolution imagery from Haiti, there was also imagery collected by the WV-2 
satellite. Although the pre-event imagery is not yet available for this research, it could be in 
the near future. If the WV2 data is acquired, an interesting study for the future extension of 
this research would be to compare the change detected with GeoEye-1 and WV2 of the 
same scene. 
 
Figure 55: Cropped GeoEye-1 image over Haiti, pre- and post-
event 
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5.1.6 Rochester WV2 Data 2010 – WorldView-2 
In addition to the potential WV-2 dataset from the Haiti disaster, a set of WV-2 images from 
Rochester, NY is available now. As part of a collaborative effort with Digital Globe, the 
DIRS lab has recently acquired two images of the RIT campus and surrounding area from 
June and September 2010. The June image was acquired at a time when the sun was ahead of 
the satellite. The sun-sensor geometry caused a high level of glint on specular surfaces in this 
image. However, this imagery is a great test set with known changes at true WV-2 response 
and GSD, rather than another hyperspectral sensor resampled. Within the entire image set a 
large area containing RIT and the nearby airport was selected for analysis. This region is 
roughly 4000 by 2000 pixels and contains a wide variety of change. The images from this 
collection will be a primary source of data for the evaluation of the change metrics outlined 
in this work.  
To create an empirical test, a large set of randomly generated tiles will be created using 
manually selected ROI classes and a material map meant to exemplify a wide variety of 
change.  
 
Figure 56: World View 2 imagery of Rochester in June (left) and 
September (right) of 2010 
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One additional important factor for this imagery was the rainfall leading up to each collect. 
Although the last two weeks of May 2010 saw just a cumulative 1/10 of an inch of 
precipitation, nearly 0.7 inches of rain fell the first two days of June, just before the collect. 
In the weeks leading up to the September image there was well over 1” of precipitation, with 
most of it occurring about a week before the collection. Because of the rainfall patterns, the 
vegetation health index in the June image is significantly higher than the September image 
(and can be seen as brighter white on the left side of Figure 57). This is the largest pervasive 
change in the image other than the solar glint mentioned previously. The change in the 
vegetation will need to be accounted for in any metric attempting to identify important 
change 
  
   
Figure 57: NDVI images and luminosity histograms for the 
Rochester scene in June (left) and September (right) 2010. 5.1.7 WV2 IEEE Data Fusion Challenge images – WorldView-2 
Another sponsored challenge using DigitalGlobe WV2 data is the IEEE Data Fusion 
contest. This contest makes available several successive images over Rio de Janeiro, Brazil on 
the afternoon of January 19, 2010. These images are taken just minutes apart at sensor 
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elevation angles ranging from -20 to +20 degrees as the satellite passes overhead. While 
change analysis would be near impossible comparing the first and last images, using the 
whole set and performing change detection between adjacent time states may lead to some 
interesting results. The results for these pairs can be seen in the appendices. 5.1.8 WV2 sensor details revisited 
As discussed previously, Digital Globe’s WorldView-2 platform provides many new benefits 
in the multispectral imaging world. Primarily, the spectral sampling is increased compared to 
WorldView-1 (high resolution panchromatic) and the similar QuickBird (4 band MSI) 
products. Although the eight bands of WV-2 represent a large step forward for MSI, the 
sampling rate is still insufficient for accurate spectroscopic analysis like what is possible with 
HSI. However, the characterization of and differentiation between materials with certain 
spectral characteristics will be easier and more reliable with eight bands rather than four.  
 
Figure 58: The relative spectral response for WorldView-2. 5.1.8.1 WV2 Geo-location 
Additional advancements achieved by WV2 include a high spatial resolution and increased 
revisit rate (see Figure 2). The nominal GSD, the effective spatial resolution, is ~2 meters at 
20 degrees away from nadir viewing. Additionally, ground pixels are mapped with 6.5m geo-
location accuracy, or about 3 pixels in the spectral bands. This leads to geo-registration 
accuracy between two images of within 6 pixels. The registration error does not take into 
account 3D registration effects due to varied ground elevation and viewing geometry. WV2 
is known as an agile platform, meaning that it can aim at different angles to see desired areas 
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on the ground that it is not directly over. An extreme example of these effects is shown in 
Figure 59. 
 
Figure 59: Illustration of extreme registration error due to the camera 
viewing angle. The peak of the mountain in the blue image is much 
further north on the projected image plane than the same point in the 
green image. 
The platform agility leads to the 3D registration errors which can be quite pronounced in 
areas with a high degree of elevation change and when the viewing geometry of two passes is 
dramatically different. The varied viewing geometries often lead to difficulty in change 
detection because of the dramatically different appearance of objects and terrain that have 
not in fact changed at all. Ideally, for successful change detection, two images from similar 
viewing geometries should be used. When examining two images of the same scene with 
different camera viewing angles, effective change detection becomes difficult because the 
images show a large amount of change even when the ground objects remain the same. 5.1.8.2 WV2 Focal plane registration 
The focal plane used on the push-broom style WV2 sensor presents some challenges for 
image analysis. The array is designed with several modules laid down side by side to create 
rows. The four total rows are arranged vertically so that the top row contains the RGB and 
NIR1 bands, the middle two rows contain the panchromatic pixels and the bottom row 
contains the coastal (C), yellow (Y), red edge (RE), and NIR2 bands. The relatively wide gap 
between the two groups of 4 spectral bands creates between band registration issues that 
must be corrected. The gap induces a time delay between adjacent bands in the image, by 
some measures of up to 0.25 seconds [61]. Figure 60 shows the focal plane array layout. 
N
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Figure 60: WV2 sensor array diagram (spacing is not to scale).  A 
large gap containing the panchromatic band exists between the two 
multispectral sensor groups. Image courtesy DigitalGlobe [62]. 
In early WV2 imagery, a poor correction was performed and severe edge effects can be 
observed when viewing combinations of spectral bands not in the same row of the sensor 
array, e.g. R with Y or a 3 channel view containing NIR2, RE, and B. However, DigitalGlobe 
has since developed a bilinear interpolation scheme to improve the correction. The updated 
correction applied by DigitalGlobe to the spectral pixels does an acceptable job for most 
applications, however, the separation between the rows causes another problem. The space 
between the rows allows objects in motion to move a sometimes significant distance 
between the time the RGB and NIR1 pixels are sampled and the time when the sampling of 
C, Y, RE, and NIR2 occurs. Although it causes difficulty in this research, this time delay 
between band groups could be exploited in interesting ways, such as measuring the velocity 
of moving objects in a scene. 
Unfortunately, the data used for this research is largely interpolated with the nearest 
neighbor scheme, leaving many between band edge and motion artifacts. Figure 61 shows 
several examples of sensor induced artifacts. The first example is a parked car that is affected 
by resampling. The car is shifted by a full pixel between adjacent (in the spectral space) 
bands. The second example shows a car on a highway (~65 mph) shifted by three pixels 
between spectral groups. Calculating the time delay for a 4 meter vertical displacement of a 
vehicle moving at an approximate vertical velocity of 16.6 m/s (using the example in Figure 
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61) confirms a 0.24 s delay. The final example is the same car in two bands of the same 
spectral group with no noticeable shift. On a typical push broom sensor, the largest shift is 
seen between bands whose peak responses are furthest apart rather than adjacent bands. 
 
 
 
Figure 61: WV2 bands from different multispectral groups show 
misregistration caused by an offset in the focal plane arrangement.  
Image pairs from top to bottom: A still car in the yellow band (0.608 
𝝁𝒎) and the green band (0.546 𝝁𝒎) is offset by a full pixel; a moving 
car in yellow band and green band; the same car in the blue (0.478 
𝝁𝒎) and NIR1 (0.831 𝝁𝒎) bands.  5.1.8.3 WV2 Calibrated radiance 
The WV2 image pixels are referred to by DigitalGlobe as calibrated radiance values. 
DigitalGlobe performs a variety of proprietary corrections to the data to create well balanced 
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color photographs. DigitalGlobe also provides calibration factors that must be used to 
correct the image digital counts if the most accurate radiometric analysis is desired. 5.1.8.4 WV2 Conversion to top of atmosphere radiance units 
Converting the WV2 image digital counts to top of atmosphere radiance (TAR) is outlined in 
DigitalGlobe documentation [62] and derived from Schott [8]. The image digital counts are 
radiometrically corrected by DigitalGlobe  (𝑞). The band averaged radiance is scaled by a 
per band absolute calibration factor (𝐾) which contains a pre-launch laboratory measured 
calibration factor and acquisition specific calibration parameters. The effective radiance is 
 𝑃 = 𝐾 ∙ 𝑞. (5.1 .1) 
The process involves utilizing calibration factors provided by data vendors. The absolute 
calibration factors are different for each acquisition. The effective spectral radiance is  
 𝑃𝜆 = 𝑃Δ𝜆 = 𝐾 ∙ 𝑞Δ𝜆   � Wm2 𝑠𝑟 𝜇m�. (5.1 .2) 
The Δ𝜆 term is the effective spectral bandwidth, which is given in the WV2 image 
description file. The values of the effective spectral bandwidth are different for each band 
but stay the same for all WV2 imagery. 5.1.8.5 WV2 Solar geometry correction 
Because change detection naturally compares images between different times, it is important 
to adjust the imagery for the correct solar illumination conditions. The ever changing Earth-
Sun distance and solar illumination angle can have a dramatic effect on the TAR values. To 
correct the imagery for the reduction (or increase) in solar irradiance because of the 
projected area and inverse square effects the standard equations [8]  
 𝐸2 = 𝐸1𝑟12𝑟22   (5.1 .3) 
and 𝐸𝜃 = 𝐸0 cos(𝜃)  (5.1 .4) 
can be combined to reach: 
 𝐸′ = 𝐸cos(𝜃) 𝑟𝑒𝑠2 . (5.1 .5) 
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In equation (5.1 .3) the irradiance at one location 𝐸1 is compared to the irradiance at a 
second location 𝐸2 when the sources are located at radii 𝑟1 and 𝑟2. In equation (5.1 .5) 𝐸’ is 
the adjusted irradiance, 𝐸 is the exoatmospheric irradiance, 𝜃 is the solar zenith angle, and 
𝑟𝑒𝑠 the mean Earth-Sun distance on the day of the collect. Because of the proportionality of 
radiance to irradiance, the exoatmospheric irradiance can be replaced with the spectral TAR 
to produce the adjusted spectral TAR 
 𝑃𝜆
′ = 𝑃𝜆cos(𝜃) 𝑟𝑒𝑠2 . (5.1 .6) 
Finding the 𝑟𝑒𝑠 involves several calculations using the time of the collect and known solar 
position factors.  The earth-sun distance squared divided by the cosine of the solar zenith is 
the solar calibration factor. 
To find the earth sun distance, several calculations are performed using the method from the 
US Naval Observatory website [63]. The earth-sun distance is computed as 
 
where 
 
 
 
 
 
 
 
and 
𝑟𝑒𝑠 =   1.00014 − 0.01671 cos𝑔 − 0.00014 cos 2𝑔 ,  
𝑔 = 357.529 + 0.98560028 𝑃 , 
𝑃 = 𝐽𝑃 − 2454545.0 , 
𝐽𝑃 = 𝑓𝑙𝑜𝑜𝑟�365.25 (𝑦𝑒𝑎𝑟 + 4716)�+ 𝑓𝑙𝑜𝑜𝑟�30.6001 (𝑚𝑜𝑛𝑡ℎ + 1)� + 𝑑𝑎𝑦+ 𝑈𝑃24 + 𝐵 − 1524.5 , 
𝐴 = 𝑓𝑙𝑜𝑜𝑟 �𝑦𝑒𝑎𝑟100 � , 
𝐵 = 2 − 𝐴 + 𝑓𝑙𝑜𝑜𝑟 �𝐴4� , 
𝑈𝑃 = ℎ𝑜𝑢𝑟 + 𝑚𝑖𝑛60 + 𝑠𝑒𝑐3600 . 
(5.1.7) 
If the imagery was acquired in January or February, a correction factor of one is subtracted 
from the 𝑦𝑒𝑎𝑟 and 12 is subtracted from the 𝑚𝑜𝑛𝑡ℎ for the Julian day calculations. 
The adjusted TAR can be further corrected to obtain a top of atmosphere (TOA) 
reflectance. Although the reflectance at the top of the atmosphere ignores atmospheric 
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absorption and scattering effects, it can be useful when comparing to other multispectral 
data. The reflectance is calculated by adjusting the radiance by the band averaged 
exoatmospheric irradiance (𝐸𝑒𝑥𝜆), 
 𝜌𝑇𝑂𝐴 = 𝑃𝜆′ 𝜋𝐸ex𝜆 . (5.1 .8) 
The effective exoatmospheric irradiance can be calculated the same way as the effective 
radiance using the per band Δ𝜆 term given with the imagery. Back substitution results in an 
equation for TOA reflectance in terms of the image derived constants and the 
exoatmospheric irradiance: 
 𝜌𝑇𝑂𝐴 = 𝐾 ∙ 𝑞Δ𝜆 ∙ 𝑟𝑒𝑠2cos(𝜃) ∙ 𝜋𝐸𝑒𝑥𝜆 = 𝐾 ∙ 𝑞 ∙ 𝑟𝑒𝑠2 ∙ 𝜋Δ𝜆 ∙ 𝑐𝑜𝑠𝜃 ∙ 𝐸𝑒𝑥𝜆  . (5.1 .9) 
For the techniques outlined in this research, the solar geometry corrected TAR will be a 
sufficient stopping point for adjusting the WorldView-2 image digital counts. Without 
having sufficient ground truth and atmospheric information to perform atmospheric 
compensation, the conversion to reflectance is difficult. The purpose of conversion to 
reflectance for this work would be the cross-image equalization. Even with some 
atmospheric information, reliable conversion would be difficult and its utility limited for the 
mostly data cloud based methods of this work.  5.1.9 Synthetic data 
Synthetic data, in particular data generated with RIT’s DIRSIG tool, is often used for 
algorithm assessment. Some advantages of synthetic data for change analysis assessment are 
that it can be accurately ground truthed, that the changes (both pervasive and interesting) 
can be completely controlled, and that a large number of perfectly registered images can be 
obtained easily. Unfortunately, for change detection research, synthetic data poses a 
problem. Synthetic data could certainly be utilized for an apples-to-apples comparison of 
change detection algorithms, but because the only things that change in the image are those 
that are manually changed, it would be difficult to use only synthetic data to assess a change 
analysis process where characterizing and masking the background or pervasive change is of 
the utmost importance. Additionally, in limited testing, many metrics struggle to identify 
what should be easy to detect changes in synthetic data. For these reason, synthetic data is 
not used in this research but remains an area of consideration for future work. 
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5.1.10 Synthetic tiles from real image pixels 
To create a semi-synthetic or pseudo-synthetic data set which could serve as a comparative 
base for many change detection schemes, real data can be separated into classes and then 
synthetic images can be assembled by drawing pixels from those classes. After examination 
of the imagery acquired from the DigitalGlobe WorldView-2 8-band challenge, it is clear that 
the Rochester 2010 image pair contains many real changes in the form of expected 
environmental shifts, unexpected natural changes, expected man-made changes, and 
unexpected man-made changes. A careful selection of ROI from the images was performed 
to produce a large database of classes which are used to generate semi-synthetic tiles for 
change analysis (see 5.7.3 Pseudo-synthetic tile creation). 
 Experiment A: Verification of pixel based 5.2 
methods 
To verify the success of pixel based change detection, a small experiment was performed 
using three small datasets with known small changes and limited unknown changes. The data 
used comes from the RIT 2006 image sets. This collect has hyperspectral imagery with a 
GSD on the order of 2-3 meters with several known changes. The image set contains 
changes in the form of a construction site and many parking lots changing from mostly 
empty to mostly full. Because there are significant clutter pixels to confuse the change 
detection, this data represents a close analog to a real world problem when looking for 
change over urban areas. 
To test the pixel based methods, the data were scored with a metric and the top 20% of 
those detections were examined to determine the level of real change detected. The pixel 
based methods used were the full complement of anomalous change detection methods 
described in Theiler (2008) and the signature based approach of the windowed spectral angle 
mapper. The hyperbolic technique was identified as the best.  
Figure 62 shows a crop near a construction site on the RIT campus in 2006. The June and 
September images are shown along with a pixel levels change map overlain on the 
September image. Figure 63 shows the change maps for the hyperbolic anomalous change 
detection (see section 4.5.1) on a pixel level. The hyperspectral results are comparable to the 
WV2 results. The change map is dominated by registration errors.  
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Figure 62: Crop of the 2006 aerial hyperspectral image over RIT. 
Left: June, center:  September, right: change map overlay 
 
Figure 63: Change maps from hyperspectral and WV2 resampling. 
Top: left, full spectrum; right, WV2 sampled, bottom: left, top 20% of 
detections peak normalized to 95% from full spectrum, right: top 20% 
peak normalized for WV2 spectrum 
The bottom half of Figure 63 shows the top 20% of detections peak normalized to show the 
top 5% at full magnitude. The detection maps are both successful at identifying the building 
construction area, with the WV2 resampled data identifying more changes at full brightness 
(indicating a higher detection rate for the construction site). The WV2 spectrum shows 
increased detection rate and decreased false alarm rate for obvious no change regions – seen 
as lower noise in the darkest regions in the right side of the upper half of the figure; this 
R.A.Mercovich, Ph.D. Dissertation - 2012 
115 
 
indicates that the WV2 resampling likely reduced the total noise in the image due to spectral 
averaging.  
Figure 64 shows the same trend for a different region. The resampled detection map shows 
the same features, suggesting this hyperspectral method works well for WV2 imagery. The 
subjective improvement is again likely due to spectral averaging during resampling leading to 
reduced noise.  
 
 
Figure 64: Second RIT 2006 cropped region with change maps. Top: 
left, June image; right, Sept. Image, bottom: left, full change map; 
right, WV2 sampled change map 
Overall, the pixel based methods work well when the image to image co-registration is near 
perfect. These methods are all designed to work best with hyperspectral imagery, and they 
do. However, even with the reduced spectral sampling of WorldView-2, some success is 
realized.  
 Experiment B: Assessing edge 5.3 
identification 
To test the four graph construction methods described in section 3.3  (kNN, locally 
weighted kNN, density weighted kNN, and mutual kNN) an experiment is performed 
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utilizing two different graph segmentation techniques [37]. The goal of this experiment is to 
determine the value of the advanced edge identification techniques for clustering. Each edge 
creation method discussed previously will be tested with normalized cuts segmentation [28] 
and modularity based segmentation [64, 39]. Both n-cuts and modularity clustering work on 
the same recursive splitting principle. For n-cuts, the graph is split based on the eigenvector 
associated with the second smallest eigenvalue of the 𝑃𝑎𝑝𝑙𝑎𝑐𝑖𝑎𝑛 𝑚𝑎𝑡𝑟𝑖𝑥; for modularity 
the largest eigenvector of the 𝑚𝑜𝑑𝑢𝑙𝑎𝑟𝑖𝑡𝑦 𝑚𝑎𝑡𝑟𝑖𝑥 is used [34].  
Figure 65: The data used for analysis comes from the HYDICE 
forest radiance scene. For this comparison a small 𝟐𝟒𝟎 × 𝟏𝟑𝟎 pixel 
tile containing a variety of features was selected. 
Because each of these methods splits recursively from one large group to many small groups, 
the first split is of critical importance and any error there is maintained throughout the 
clustering. To test the various edge creation techniques, the first split alone will be analyzed. 
In addition to a variety of visual comparisons of the two class cluster map, the “optimal” 
first split was determined from manual analysis of the data structure for error comparison. 
The methods of modularity and n-cuts are not under examination here, instead only the 
methods used to create the graphs used in each technique are compared. 
The data used to compare the methods are from the well-characterized HYDICE Forest 
Radiance scene [60]. The section of the image used for this analysis is the small region 
shown in Figure 65 containing several man-made and natural features. The relatively small 
and simple scene was selected to make manual classification of specific features possible 
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using traditional methods, specifically the Gaussian maximum likelihood (GML). The 
manually identified features provide “truth” data to compare the graph creation techniques. 5.3.1 Visual results 
 The first graph created utilized the simple kNN method with 60 neighbors for each pixel 
identified as edges. The number of neighbors chosen was a compromise between quality 
(many neighbors) and speed (few neighbors). This methodology does not account for the 
length of the edges in any way and places excess weight on outliers in the data. 
 
Figure 66: The graph and first modularity split with cluster map overlay for 
the simple kNN method with k=60. Blue nodes are black pixels. 
In Figure 66, the plot and the accompanying cluster map indicate that this method produces 
a “noisy” split, with many errors. From the plot of the graph, it is easy to see the over 
connectivity of the pixels that do not seem to belong to large groups. Although the graph is 
only plotted in two dimensions (750nm vs. 430nm), it is easy to see that some anomalous 
pixels are too well connected to the clusters with many long edges. This over connectivity of 
anomalies negatively impacts clustering. The cluster map inlaid in Figure 66 is a binary map 
showing the first split of the modularity clustering method. Errors in the grouping in this 
split (i.e. materials that are split between groups) are maintained throughout the recursive 
clustering and would best be avoided at this early stage. However, the results that follow 
show that the clustering improves with other techniques for edge creation.  
Although not obvious in the compressed view (in a spatial and spectral sense), the graph 
from the density weighted method in Figure 67 shows far fewer over-connected nodes and 
total edges used. The binary cluster map and the coloring of nodes in Figure 67 show the 
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grass pixels are no longer split between groups. The green pixels represent the grass and the 
blue pixels the trees, roads, and man-made objects. 
Figure 68 shows the binary cluster map result for the locally weighted, mutual, and density 
weighted kNN methods from left to right for both modularity and n-cuts. The first level 
segmentation clearly improves compared to the simple kNN type and allows the use of 
fewer total neighbors. To better visualize the result compared to the manual “truth” map, 
error images are created using exclusive image differences. The “truth” was defined based on 
selecting training data for GML by visually examining the features found with modularity, 
therefore the shadows region and the tents which are part of the other group for the first n-
cuts split appear to increase the error incorrectly. 
Figure 69 shows the first split cluster error maps for modularity with two different graph 
construction methods and n-cuts with two construction methods. The binary error maps 
show the best estimate of the incorrectly identified pixels (shown in white). The n-cuts 
clustering shows the shadow and tents as error in the better result, but this is not truly an 
error. The important result is that the image content is split so that clearly similar materials 
belong to the same group. In the poorer simple kNN result, the modularity clustering splits 
the grass pixels between two groups and the n-cuts clustering splits the tree pixels and the 
man-made tent/vehicle pixels between groups.  
 
Figure 67: This plot of the graph using the density weighted kNN 
technique (𝒌𝒎𝒂𝒙  =  𝟓𝟎) shows much better data conformity than the 
graph in Figure 66. 
It is clear that compared to simple kNN, the more advanced methods for graph construction 
(specifically the density weighted kNN) introduced here drastically improve clustering 
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techniques for hyperspectral imagery. These results also apply to multispectral imagery, 
where graph based techniques can offer even greater improvement over traditional methods. 
An additional impact of the advanced methods is the decrease in total neighbors searched 
and in edges used (i.e. less computing resources). 
 
 
Figure 68: Three 2-class cluster maps for modularity (right) and n-
cuts (left) using: a. local (𝒌 = 𝟐𝟎,𝒌𝒍 = 𝟏𝟎), b. mutual (𝒌𝒎𝒂𝒙  = 𝟓𝟎), and c. density kNN 
�𝒌𝒎𝒂𝒙  = 𝟓𝟎,  𝒌𝜹 = 𝟑, 𝟏𝟏𝟎 𝒌, 𝟏𝟑 𝒌, 𝟑𝟒 𝒌, 𝟗𝟏𝟎 𝒌,𝒌�. 
 
Figure 69: Here the error images are shown for the simple and 
density weighted methods for modularity and n-cuts. From left to 
right: original image, GML derived “truth” map, error image 
modularity simple kNN, error modularity density kNN, error n-cuts 
simple, error n-cuts density (error pixels are white). 5.3.2 Summary 
The success of graph theory metrics and methods applied to imagery are dependent on the 
successful representation of an image as a graph. Turning an image into a graph is not a 
straightforward endeavor. Careful consideration must be taken when deciding which type of 
graph will work best.  
Especially for clustering, it is clear that a graph representation that puts emphasis on 
representing the inherent community structure is desirable. The density weighted technique 
for generating a graph appears to put the most emphasis on the data’s underlying community 
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structure. Conversely, anomaly detection and potentially target detection methods may 
require less emphasis on community structure and number of connections and more 
emphasis on the weight of the connections. The methods described in this paper all assume 
that an edge is binary, but clearly the distance or similarity between the end points can be 
applied to create weighted graphs. While similar, weighted graphs may have different 
properties and exhibit different phenomenologies for clustering. 
 Experiment C: Initial analysis of 5.4 
modularity 
Early work developing the modularity clustering techniques led to several examinations of 
the clustering technique on a qualitative level. The figure below shows an example of a 
cluttered region in which the benefits of modularity clustering stand out. 
Mercovich [39] examined the success and merit of the modularity based clustering, and an 
experiment using real satellite image data is performed. From an available image from the 
WorldView-2 platform, several regions of specific materials are identified and assembled into 
a composite image. This test ensures knowledge of the number of classes while maintaining 
some real within class variability. However, the composite images do lose a large amount of 
the between class variability present in the real image. The modularity clustering is compared 
to k-means, ISODATA [27], and gradient flow [30], all with reference to the manually 
selected truth data. The regions of interest (ROI) are selected based on image context and a 
general familiarity with the region. To demonstrate the strength of modularity clustering in 
the presence of between class clutter, a section of the real image with many of the same 
materials will also be compared. 
 
Figure 70: Results of modularity clustering. Modularity cluster 
map (middle) on a tile from a sample WV2 image (left) with 
ISODATA for comparison (right). 
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The decision to use a composite image was made to provide a useful visual interpretation of 
the success of each clustering method. Additionally, in the composite image, the true 
number of materials is able to be estimated with less uncertainty than the full image. Two 
composite test images will be used, one with six materials and the other with the same six 
from image one and two additional materials with increased clutter. 5.4.1 Imagery 
The imagery used was captured by WorldView-2 in September 2010 over Rochester, NY and 
was kindly made available by DigitalGlobe for research use. In Figure 71 a portion of the  4200 × 3000 (approximately) pixel image is shown along with two composite images 
constructed from the selected ROI. The image is mapped to a two meter projection. 
This specific image was selected because of the wide variety and abundance of realistic 
materials. The materials in image one are grass, trees, dirt, water, dark pavement, and light 
pavement. In image two, classes made up of car pixels and roof top pixels were added. The 
top six tiles of image two are identical to image one; the colors appear different because of 
slightly different scaling for visualization. 
   
Figure 71: Imagery used for modularity clustering. a. The original 
image used (left) with some selected regions highlighted. b. A 
representative tile containing all 8 ROI. c. The six class test image 
contains (clockwise from left) healthy grass (red), dark pavement 
(yellow), water (magenta), dirt (cyan), light pavement (blue), and trees 
(green). d. The 7th and 8th classes added to the bottom of the second 
test image contain cars (teal) and rooftops (maroon).  
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5.4.2 Material selection 
Because the classes used were easily identifiable and the region well-known, ground truth 
taken during the collect was unnecessary to select regions for this test. For each class 
between roughly 3000 and 5000 pixels were selected from the entire image. To create the 
50x50 tiles desired to compose the test images of uniform materials, the selected regions 
were reduced in size by taking the 2500 pixels nearest to the center of each distribution. The 
spectral angle was used as a distance metric.  
By eliminating the outliers in the selected groups, any errors made while selecting the pixels 
were minimized. For only the tile containing car pixels the 2500 pixels furthest from the 
mean were used to remove erroneous pavement (which all the cars were parked on) pixels 
from the group. This inversion of the previous method also emphasized the increase in 
image clutter provided by the car pixels. 
The pixels selected represent a realistic variety of classes and realistic distribution within a 
class. One somewhat unlikely characteristic of the composite images is the percentage of 
each material in the scene; however, the a priori class probabilities are not used in any method 
tested. 5.4.3 Assessment of difficulty 
For any study of clustering, some analysis of the difficulty in the clustering attempted must 
be made. Although these composite images were created to have a finite number of classes, 
there is still a realistic amount of variability within each group. In Figure 72a above, the first 
composite image was loaded in the IDL/ENVI n-D visualization tool. With this tool groups 
of pixels representing each class were selected with relative ease and with no errors based on 
visual inspection. The planar seperation between the clusters in the three band projection in 
Figure 72a indicates that this is an easy clustering problem, but this is just one view of the 
data that happens to show high separability of the data. Although it is relatively easy to 
separate the materials from each other, close inspection of the groupings suggests that 
several of the classes have multiple subgroups. Upon inspection of the second image, it is 
clear that the addition of roof and car pixels makes the task of seperating the classes very 
difficult. Even a manual classification (shown in Figure 73) using the Gaussian maximum 
likelihood with training data was only moderately successful at separating cars, dark 
pavement, and roof tops. The GML results on image two (with the added clutter) show that 
there is distinct variability in the data, and as expected, the supervised classification result 
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depends largely on how much training data is used. While image one represents an ideal 
situation for cluster separability (as seen in Figure 72a), the second image clearly 
demonstrates a more difficult task, with the addition of cluster overlapping image clutter. 
 
  
 
 
Figure 72: Image data clouds for for the composite images. In image 
one (a., bands 2, 5, and 7), separating the classes is relatively easy by 
visual examination of the data, but some classes appear to have several 
subclasses, especially the water (blue). In image two (c., bands 2, 5, 
and 7 shown) the addition of roof tops and cars greatly increases the 
“clutter” in the image. The transitional state (b.) shows the effect of 
the building class pixels compared to the car class. Axis labels and 
scales are the same in all three sub-figures. 
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Figure 73: The second test image (left) and its GML based manual 
classification map (right) using the training data shown (left overlay).  5.4.4 Methods for comparison 
For comparison, the modularity clustering method will be compared with other widely used 
techniques. First the ENVI implementation of both k-means and ISODATA will be utilized. 
Additionally, a topological technique known as Gradient Flow will be tested. The 
unsupervised methods of k-means and ISODATA require the user to input a number of 
desired clusters. Gradient flow only requires the number of neighbors and number of 
smoothing iterations, parameters described by the author of the method [30]. Modularity 
clustering also uses a user defined number of edges as well as several other parameters 
discussed previously in section 3.2  and further in section 7.5.1.  
In modularity clustering, the most important parameters that can vary are the modularity 
measure and the size of minimum groups to split. The modularity measure assesses the 
quality of a given split, and any split with a value below the threshold used will not be split 
by the algorithm. The minimum class size defines the smallest group of pixels for which an 
additional split will be attempted. The minimum group size prevents over clustering. These 
parameters can significantly affect the clustering depending on how they are varied from the 
default, but they do not require specific knowledge derived from interpreting the imagery. 
The number of edges can be set based on the size of the pixels on the ground and a very 
rough estimate of the scene (very cluttered or very simple). Smaller pixels (higher resolution 
imagery) require more edges and a lower initial threshold of the modularity. The modularity 
measure can also be varied depending on the progress of the algorithm. For an initial split, 
the threshold should be low, once a certain predetermined number of splits have been made, 
increasing the threshold can prevent unwanted splitting of relatively well defined groups. 
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5.4.5 Modularity clustering results 
For this experiment, although the number of classes used was defined in the test imagery, 
there is still significant variability in each class which can be seen in the nD visualization in 
Figure 72. First the modularity results will be examined for the 6 and 8 class cases.  
 
 
  
Figure 74: The modularity clustering process for the 6 class test 
image for two different sets of parameters. Top row: modularity 
measure and number of neighbors high, bottom row: modularity 
measure medium and number of neighbors high. Notice that even the 
traditionally well-defined classes are found to have several sub-clusters 
when the parameters are relaxed. 
In Figure 74, the modularity results can be seen as the algorithm progresses with two sets of 
parameters. As the algorithm progress, from left to right, it is possible to see the various 
materials being separated out. The majority of the water pixels are split in the very first 
iteration, indicating that the water is a high-density cluster very dissimilar from the rest of the 
image.  
In the first set of images in Figure 74, the number of edges used for each pixel is very high, 
and the adjacency matrix is weighted to indicate a pixel similarity measure. The second set 
shows a more realistic approach where the number of neighbors is smaller in proportion to 
the total number of pixels.  For both runs the number of neighbors used was much higher 
Original Level 1 Level 3 Level 4 Level 5 
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(𝑘 = 500 and 𝑘 = 350) than what is needed in real imagery. Because the data structure has 
been severely limited by the image compositing process (the between class distances are 
much greater than within class distance), the number of edges needed to create a good 
approximation of the data structure is greatly increased. Real images have a much greater 
proportion of mixed pixels than are present in this data. In the first composite image there 
are very few mixed pixels at all. The second run shows a good separation of the water classes 
which clearly contain several sub-groups in Figure 72. 
Two thresholds were used to limit the process. First, by the choice of the class size threshold 
such that no groups with less than five percent of the total image pixels were analyzed to be 
split another time; this threshold was generally not needed because the second threshold 
nearly always stopped the process before clusters with less than 5% of the total image were 
created. The second threshold was the modularity measure threshold. A value of 0.4 was 
used for groups with less than half the total pixels. This allowed the very large groups to split 
even if they were found to have a low modularity score, which is often the case because they 
contain several large sub-groups. In general values greater than 0.4 indicate a good split with 
0.3 being acceptable for large groups with more than 1000 nodes [34]. 
 
    
Figure 75: The modularity clustering process in progress on test 
image 2. As groups are split off, the criteria for splitting becomes 
gradually higher. By level 4 it is clear that the tiles containing dark 
pavement, cars, and roof-tops are highly similar (confirmed by looking 
at the data cloud in Figure 72b).  
For test image two, the process progresses similarly to image one except that the bottom two 
tiles (cars and roof tops) appear to have a large number of pixels assigned to the same 
Level 2 Level 4 Level 6 Level 12 
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clusters as the dark pavement tile. This is in line with expectation because these tiles most 
likely contain much of the same dark asphalt material. By the end of the process, although 
the car and roof tiles contain many pixels in the same group as the dark pavement tile, they 
also contain several new clusters which are not present in the rest of the tiles. 
    
    
Figure 76: For image one (top row) the results for k-means (12 
classes), ISODATA (8-24 classes-24 found), gradient flow (14 classes 
found), and modularity (16 classes). Image two results (bottom row) k-
means (16 classes), ISODATA (24), gradient flow (15), and modularity 
(16). 
The modularity scores for imagery seem to agree with the literature on maximal modularity 
for graphs with far fewer nodes [34], except in the case when the number of nodes (number 
of pixels) is very large and the group contains many very large sub-groups. To combat this 
disagreement, the modularity threshold is reduced for large groups, in this test when the 
number of pixels in a group being split is more than half the total pixels the threshold was 
removed. Even though the split would not be optimal, we assume that the imagery contains 
no group with more than half the pixels so we require it to be split. In these cases the 
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modularity score’s reliability is decreased largely because the approximation of the 
community structure using efficient kNN methods for a large set of data is not as reliable. 
When the data cloud is very large, it becomes computationally impractical to use enough 
neighbors to create an accurate representation of the data with a graph. In practice with real 
data the number of neighbors required to sufficiently represent the image is on the order of 
𝑘 = 50, depending on the method used to create edges. 5.4.5.1 Comparison to existing methods 
In Figure 76 the results for the six and eight class image are shown for k-means, ISODATA, 
and gradient flow. For the six class image, k-means was set to 12 clusters (chosen assuming 
that each class as identified had approximately two sub clusters), ISODATA was allowed to 
vary between 8 and 24 classes (it arrived at 24 in its solution) and gradient flow was set to 
use 35 neighbors and perform 8 smoothing iterations (it arrived at 14 classes for the image).  
The eight class image had the following parameters: k-means, 16 classes; ISODATA, 8-24 
(again selected 24); and gradient flow found 24 classes with the same parameters as used in 
image one. The modularity parameters were as described above. The choices for the 
expected number of classes demonstrate an issue with ISODATA and k-means; even when 
the tiles were manually identified to contain a single class, it is not clear that just one cluster 
is sufficient to characterize the data. 5.4.5.2 Analysis of results 
The results shown above demonstrate the strengths of the modularity based clustering 
technique and of graph theory based clustering of spectral imagery. Although the k-means 
method does a good job of clustering this data, this is not all that should be apparent here. 
Each time, k-means was given a specific number of clusters based on the number of 
materials identified to create these composite images. This required input of the specific 
desired number of clusters and severely limits k-mean’s usefulness. The ISODATA method 
has a difficult time with determining an appropriate number of clusters to use. In both cases 
ISODATA went directly to the upper limit for the number of available clusters. Modularity 
and gradient flow both demonstrate an ability to determine the number of materials in a 
given scene without receiving the expected number of clusters as an input. 
Although the colorings change in the modularity method (right side of Figure 76), the top six 
tiles in image two are clustered nearly identically to their corresponding tiles in image one. 
The gradient flow technique also shows good consistency in clustering moving from a 
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relatively simple image to a more cluttered one. The extra clusters for both methods are 
exclusively in the extra tiles of the image. Almost all of the car and building tiles are 
identified as either new classes or as part of the light and dark pavement and dirt materials. 
Additionally the topological techniques, and specifically the modularity method, show an 
ability to identify subtle variability within otherwise tightly clustered materials. In both k-
means and ISODATA the water tile is always a single class, when clearly (from looking at 
the RGB image and the data cloud in the nD space) some very distinct sub-clusters are 
present. 
 
Table 5-1: Test image 2 cluster analysis for k-means. 16 total clusters, 
grouped to reconcile with truth information. 
 Cluster 14-16 2-3 12 1 9-10 13 4-8 11 
Tile 1 (Grass) 99.0%  1.0%      
2 (Dark pavement)  100.0%       
3 (Trees) 21.9%  78.1%      
4 (Water)    100.0%     
5 (light pavement)     99.0%  1.0%  
6 (Dirt)      87.7%  12.3% 
7 (cars)  27.1%  1.6% 12.4% 2.1% 51.6% 5.2% 
8 (rooftops)  50.9%   4.7%  44.4% 0.0% 
 
Table 5-2: Test image 2 cluster analysis for modularity. 15 clusters, 
grouped to reconcile with truth information. 
 Cluster 5-6 10-11 3 13-14 8-9 1,2, and 7 4 12 
Tile 1 (Grass) 100.0%        
2 (Dark pavement)  98.7%     1.3%  
3 (Trees) 0.4%  98.9%   0.7%   
4 (Water)    100.0%     
5 (light pavement)     100.0%    
6 (Dirt)      100.0%   
7 (cars)  9.9%  0.5% 20.4% 3.8% 33.0% 32.4% 
8 (rooftops)  16.9%   5.8% 0.2% 17.9% 59.2% 
 
 
Table 5-1 and Table 5-2 each show a confusion matrix for the clustering of test image two 
versus the original ROI used to create the composites. Table 5-1 shows the k-means results, 
and Table 5-2 shows modularity. Each tile is made up of 2500 pixels that were selected to 
contain the labeled material; the percentages in the tables indicate the portion of each tile 
covered by the cluster or clusters shown. Modularity does the best at placing the cars and 
rooftops, considered together, into new clusters. It is important to note that the clusters are 
grouped based on the cluster label per tile along the top row of each table. More than one 
cluster per tile was found because of the sub-clusters in the class pixels. 
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5.4.5.3 Analysis of real image tile 
As an additional comparison, a small portion of the full image (see Figure 4) containing 
many of the ROI were clustered with k-means, ISODATA, gradient flow, and modularity 
clustering. While an in-depth analysis was not performed, the visual comparison 
demonstrates the increased utility of a variable level of detail cluster map. 
 
 
Figure 77:  The cluster maps for the representative tile created using 
(from left to right) k-means with 7 and 11 classes and 2 levels of 
modularity (k=150, 7 classes, 11 classes).  
The modularity results are shown in Figure 77 at two stages in the same test run. While the 
k-means 7 class image attempts to show the best way to split the whole image into 7 groups, 
the modularity 7 class image should be thought of as the first 6 classes and the yet-to-be-
grouped pixels. The k-means results are not bad here, but they do have some interesting 
errors. The water and dark pavement in this image are assigned to the same class in both the 
7 and 11 class images. In this situation, the cluster tree that can be produced with modularity 
can be very useful. A different type of reduced class image could be obtained by working 
backward from the base of the final cluster tree up to the points where each group initially 
branched off. 5.4.5.4 Algorithm efficiency 
In its current implementation, the modularity clustering is the slowest technique when 
compared to k-means, ISODATA, and gradient flow. However, with improved coding 
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techniques it is expected that modularity could run in less than 𝒪(𝑘𝑛2) operations, where 𝑘 
is the number of clusters and 𝑛 the number of pixels. Although order 𝑛2 operations would 
seem to make large images prohibitive, on modern personal computers clustering a 4k × 4k 
image in minutes would be feasible. Because of the recursive nature of this process and the 
independence of sub-groups, this technique would scale well in a heavily multithreaded 
implementation. With the most efficient execution, the difference in run time would be 
minimal. 
 Experiment D: Further modularity testing 5.5 
To improve and extend the results from section 5.4 , a slightly altered version of the 
experiment was run again to obtain a more statistically significant comparison of modularity 
to other automatic clustering methods. The original ROI used were expanded and validated 
using a careful manual image analysis. This time 25 percent of the pixels in each class were 
removed based on their distance to the distribution with the exception of the car class. For 
the car class, the 25 percent of pixels nearest from the mean were removed.  
The outliers were discarded to improve the class separability. In Table 5-3 the percentage 
overlap of each class is displayed, calculated using the Bhattacharya Coefficient (BC). From 
section 3.3 : For the multivariate Gaussian distribution (which each class fits well with the 
exception of buildings/rooftops and cars), the BC is given by 
 𝐵𝐶 = 𝑒(−𝐷𝐵) , (5.5.10) 
where 𝑃𝐵  = 18 (𝜇1 − 𝜇2)𝑇Σ−1(𝜇1 − 𝜇2) + 12 ln� det Σ�det Σ1 det Σ2� , (5.5.11) 
and 𝜇𝑛 is the class 𝑛 mean, Σ𝑛 is the class 𝑛 covariance matrix, and Σ = Σ1+Σ22  is the 
combined covariance. 
The defined classes were compared using their BC represented as a percentage of overlap. 
The clusters only overlap in a few situations. The grass and trees have some overlap, as 
would be expected of two healthy vegetation classes. The buildings class, even though the 
pixels were selected from rooftops only, has a fair level of overlap with other clusters, most 
significant with what would be expected, light and dark pavement. 
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Table 5-3: Bhattacharya Coefficient percentage overlap, pre-removal 
of outliers 
 
Grass Trees Light Pvmt Dirt Dark Pvmt Water Buildings Cars 
Grass 0 0.5336 0 0 0 0 0 0 
Trees 0.5336 0 0 0 0 0.0007 0.0023 0.0047 
Light Pvmt 0 0 0 0.0034 0.0001 0 2.9735 0.2218 
Dirt 0 0 0.0034 0 0.0001 0 0.3624 0.1652 
Dark Pvmt 0 0 0.0001 0.0001 0 0.0202 12.3606 0.6299 
Water 0 0.0007 0 0 0.0202 0 0.1906 0.1143 
Buildings 0 0.0023 2.9735 0.3624 12.3606 0.1906 0 18.2926 
Cars 0 0.0047 0.2218 0.1652 0.6299 0.1143 18.2926 0 
 
Table 5-4: Bhattacharya Coefficient percentage overlap, post-removal 
of outliers. 25% of pixels removed. 
 
Grass Trees Light Pvmt Dirt Dark Pvmt Water Buildings Cars 
Grass 0 0.242 0 0 0 0 0 0 
Trees 0.242 0 0 0 0 0 0 0 
Light Pvmt 0 0 0 0.0002 0 0 0.5809 0.1222 
Dirt 0 0 0.0002 0 0 0 0.0193 0.0539 
Dark Pvmt 0 0 0 0 0 0 10.8327 0.1191 
Water 0 0 0 0 0 0 0.0114 0.0268 
Buildings 0 0 0.5809 0.0193 10.8327 0.0114 0 4.0301 
Cars 0 0 0.1222 0.0539 0.1191 0.0268 4.0301 0 
 
The overlaps between cars and the light and dark pavement and buildings may be surprising 
at first, but consider the size of vehicle in the image. Each car is perhaps 2-4 pixels. Both 
selecting a region of densely packed vehicles or individual pixels that are part of a vehicle will 
lead to some mistaken identification of road and parking lot surfaces. The cars selected were 
always taken from full parking lots using the method of selecting regions of densely parked 
vehicles.  
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Figure 78: One of the 1000 six class and eight class images, created 
by random arrangement class tiles built up using random pixel 
assignment from the manual identified ROI in the original image. 
To understand the effect of adding clutter, examine the following figure. In Figure 79, all the 
pixels are displayed for the six class case. The 7th class is added in middle of the figure and 
the 8th at the bottom. The seventh class, buildings, appears to be an extension of the light 
and dark pavement classes. This is expected. Building rooftops are largely light or dark 
asphalt. Some brown, and other color, building roofs were selected, but metal roofs were 
avoided. The final class of cars represents well the problem of high resolution image clutter. 
The class is spread out between and beyond the other man-made materials, the light and 
dark pavement and buildings classes. Even though the pixels were selected to contain only 
cars parked on asphalt parking lots, the class is incredibly diverse. So diverse, perhaps, that it 
looks to be a combination of extended variation in the dark pavement class and noise.  
The anomaly reduced ROI data from each of the eight materials was then used to randomly 
create one hundred 25 x 25 pixel tiles of that class. From those 800 randomly generated tiles 
1000 images each were created for the 6 class case and the 8 class case by randomly selecting 
tiles to fill the required class positions. This method allows the use of real radiometric image 
data from the WorldView-2 sensor in creating a randomized synthetic image 
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Figure 79: All the pixels for the eight classes (2500-6000 per class). 
The classes are easily distinguishable in the 6 class case (top). Adding 
the building class extends the light and dark pavement classes to one 
another. The cars class creates even more clutter.  
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When generating the tiled material image, the two cases (6 and 8 class) were maintained to 
examine the improvements made by modularity in the face of highly cluttered data. Example 
images are shown in Figure 78. 
The tiles were subjected two clustering schemes and analyzed using two metrics. For the 
metric analysis, two scores were used, the number of clusters per tile and the overall accuracy 
in classifying each tile. While the first attempts to assess the utility of a clustering method, 
the second metric is a measure of the clustering methods accuracy. Each of these scores is 
described in more detail in the results below. 
It is clear from the data displayed Figure 79 that the classes selected have well defined sub-
clusters. For example, the water class is easily divided into as many as nine such sub-clusters, 
as shown in Figure 80. 
 
Figure 80: A different projection of the water pixels from Figure 79 
The data contain at least nine visible clusters in this projection. The 
data were manually selected from many more than nine image 
locations in the Sept 2010 Rochester image. 
The visible within class variability adds to the challenge of properly clustering the data. Is the 
proper clustering the one in which the clusters represent the data structure or the one that 
represents the human image analysts intuition? This question is significant for all materials, 
not only water. The manually selected healthy grass pixels were selected because they had a 
very high NDVI score compared to all the grass in the image. Even using a vegetation index 
to isolate only the healthiest grass, there is significant within class sub-clustering to be 
considered. 
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Figure 81: The grass pixels displayed in a new projection. 
However you interpret the data for the grass pixels displayed in Figure 81, it would be 
difficult to say that there is only one well defined cluster. These examples of sub-clusters 
illustrate well the over-clustering problem inherent to automatic methods. What appears to 
be an over clustered image may in fact be a better representation of the data structure than 
what a typical analyst interpreting the image would expect. 5.5.1 Results for modularity and k-means 
To assess the success of modularity on the six class and eight class images, two metrics are 
used. The first is a count of the number of 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 𝑝𝑒𝑟 𝑡𝑖𝑙𝑒. Each tile is assessed by 
manual examination in the nD space to determine the number of sub clusters in each tile 
that should be found. The number of 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 𝑝𝑒𝑟 𝑡𝑖𝑙𝑒 found by both modularity and k-
means can then be compared to those values. The number of 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 𝑝𝑒𝑟 𝑡𝑖𝑙𝑒 was 
calculated not based on the number of unique clusters, but based on the number of clusters 
in a tile where that tile contained the largest number of pixels in that cluster in the image. 
This method eliminated double counting of clusters due to mislabeled pixels. Using this 
technique, the second metric, the 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 of each tile, can also be assessed. The clusters 
as found using the method above are considered as being “owned” by a given tile. The 
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percentage of pixels in a given tile that belong to this set of “owned” clusters is the 
percentage of that tile that is considered correctly classified, or the 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦. For example, 
in tile 1, whose pixels come from the Healthy Grass class, imagine there are 4 different 
unique cluster labels, a, b, c, and d. Each of those four labels represents a cluster which 
contains a certain number of pixels in the entire image. In this example imagine that tile 1 
contains more pixels with label a than any other tile, so cluster a is owned by tile 1. 
Therefore tile 1 has one 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑝𝑒𝑟 𝑡𝑖𝑙𝑒. Using this information, the percentage of tile 1 
pixels classified as being in cluster a is the 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 of tile 1. 
Each method, k-means and modularity, has certain parameters. To increase the utility of the 
study, k-means was allowed to attempt 8, 10, 12, and 20 clusters for each image. The selected 
values were chosen based on testing several values on both images to determine the 
tendencies of k-means clustering to find sub clusters and the optimal number of clusters 
identified by modularity. Modularity clustering was only limited by the minimum cluster size 
and a threshold on the modularity measure. The minimum cluster size threshold means that 
any group containing fewer than 2% of the total pixels for both images was prohibited from 
further splitting. Groups can still achieve any number of pixels, but are not split further once 
they are below the threshold. The modularity measure threshold was set to a maximum of 
0.3 and adjusted down depending on the size of the cluster. From the modularity literature, 
as discussed in section 3.2 , the value of 0.4 is good for a small graph with perhaps 1000 or 
fewer nodes. For larger graphs, a low value can still indicate a good split. For this 
experiment, the modularity measure threshold was reduced based on the number of pixels in 
a group relative to the total number of pixels. The reduction used was: 
𝑄𝑡ℎ𝑟𝑒𝑠ℎ𝑔𝑟𝑜𝑢𝑝 = 𝑄𝑡ℎ𝑟𝑒𝑠ℎ �1 − 𝑝𝑖𝑥𝑔𝑟𝑜𝑢𝑝𝑝𝑖𝑥𝑡𝑜𝑡𝑎𝑙 � , 
where 𝑄𝑡ℎ𝑟𝑒𝑠ℎ𝑔𝑟𝑜𝑢𝑝 is the sub-group threshold, 𝑄𝑡ℎ𝑟𝑒𝑠ℎ is the initial threshold, 𝑝𝑖𝑥𝑔𝑟𝑜𝑢𝑝 is 
the number of pixels in the group to be split and 𝑝𝑖𝑥𝑡𝑜𝑡𝑎𝑙 is the total number of pixels in the 
data. The threshold was sufficient to prevent over-clustering of small groups whilst still 
allowing the split of larger groups. Additional modularity parameters are related to the 
creation of the adjacency matrix, for which mutual kNN was used. The maximum number 
of neighbors was set to be the greater of 25% of the pixels in the group to be split or 150, 
and the weighting of the distance metrics used to find edges was set to be 1:15,000 for L2 
distance and spectral angle. This weighting ratio is an input to the ATRIA kNN search, and 
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allowed the spectral angle and Euclidean distance to have distances similar to each-other and 
to be used simultaneously. The 1:15,000 ratio was chosen because of the range of digital 
counts in this specific imagery. The functions of these minor parameters in the modularity 
clustering are described in further detail in Appendix A. 
Shown in Figure 82 through Figure 85 are several graphs with the results of this test. The 
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 and number of 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 𝑝𝑒𝑟 𝑡𝑖𝑙𝑒 (as described above) are displayed as 
histograms for each tile. The results for k-means are only displayed for the k=12 case, with 
the remaining cases shown in Appendix C: Supplemental plots. 
The results show that modularity is truly better at determining an appropriate clustering for 
an image based on the structure of the data. Although k-means 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 is higher for most 
cases, the 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 𝑝𝑒𝑟 𝑡𝑖𝑙𝑒 measure demonstrates k-means’ tendency to create equally 
sized and evenly distributed clusters in the data space. Although the water pixels have clearly 
more sub-clusters as shown in Figure 79, k-means always divides the clusters roughly equally 
among the image tiles. Modularity assigns a clear ranking of the number of clusters within 
each tile with water being consistently the highest; water does have the most well-defined 
clusters based on examination of the data structure. 
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Figure 82: Modularity results for 1000 six class trials. 
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Figure 83: K-means accuracy and clusters per tile results for 1000 six 
class trials. 
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Figure 84: Modularity accuracy (top) and clusters per tile (bottom) 
results for 1000 eight class trials. 
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Figure 85: K-means accuracy (top) and clusters per tile (bottom) 
results for 1000 eight class trials. 
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K-means has the additional issue, related to its tendency to create equally sized clusters, of a 
certain degree of randomness to the number of clusters per tile. Examining the images in 
Figure 86—three randomly selected runs from the set of 1000 images—it is clear that there 
is little consistency in the assignment of the additional clusters (beyond the 6 or 8 expected 
depending on the image) especially in the tree and dark pavement tiles. 
    
Figure 86: Three randomly chosen runs from the eight class image 
for k-means with k=12. Notice the dark pavement tile (upper right) 
contains 3, 1, and 2 clusters and that the building class is more 
strongly mixed with the car and dirt tiles (the 3 bottom right tiles) 
rather than the light and dark pavement class as might be expected. 
Even the modularity metric, which of itself places no weight on the size of a cluster 
struggled to differentiate all the water sub-clusters. Because the modularity clustering 
method relies on an imperfect representation of the image data as a graph, very small clusters 
that are close together in the data space can easily be missed. This downfall can be corrected 
by adjusting the number of neighbors used during the graph creation process when specific 
types of imagery are analyzed. When there is a specific interest in separating sub clusters of 
water for example, adjusting the edge creation and modularity measure parameters can 
produce a better result. Additionally, in real data, more natural between cluster material 
mixtures would lead to better separation of dense clusters near each other. The edge creation 
process over-connects separate clusters when the clusters are very small. Natural material 
mixing causes overlapping clusters which results in between cluster buffer zones in the 
spectral space containing the mixed pixels; these buffer zones can prevent over-connected 
clusters by soaking up more of the nearest neighbor edges that would, in a synthetic 
scenario, be connected to a nearby but separate cluster. 
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Overall, the utility of modularity proves itself in the automatic selection of a good number of 
clusters needed and the ability to find clusters of drastically different sizes, demonstrated 
effectively by the better assignment of sub-clusters and mixed clusters in this experiment. 
 Experiment E: Enumerating clusters in a 5.6 
data cloud 
To verify and develop the cluster estimation method discussed in 4.5.7, Estimating 
community structure in image derived graphs, a test was performed utilizing a combination 
of the data already analyzed for the verification of modularity clustering and some real 
images with known scene content. A large number of trials helped to verify a reasonable 
minimum for the percentage of total pixels to utilize to find the average neighbor distances. 
Again, the number of pixels used must be low to reduce the memory and computational 
burden of finding all neighbor distances. The percentage determined to successfully 
characterize the data was 10% of the total pixels, up to a maximum of 10,000. Additionally, a 
minimum number was set at the lesser of 250 pixels or half the total pixels for very small 
datasets. 
The initial data used came from the same WV2 image of Rochester, NY in September, 2010 
used for the modularity clustering verification (see section 5.3  and 5.5 ). Each ROI class was 
carefully examined to determine a reasonable expected number of clusters. Then, 
combinations of those pixels were tested as well. The number of expected clusters varies as 
the size of the clusters and their overall separation varies. Although on close examination the 
water pixels are in 9 or 10 clusters, they are so tightly grouped and distant from most other 
materials that it cannot be expected that a global measure of clusters would count all 9 sub 
clusters, some are simply washed out in the noise in the average neighbor distance measure. 
Finally, two real image tiles were tested as well. The real image tiles were a hyperspectral tile 
from the HYDICE forest radiance data set, and two WV2 tiles from some sample imagery 
taken of Rochester, NY. 
   
Figure 87: Real image tiles, one from HYDICE and two from WV2. 
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Table 5-5: Results for graph based material estimation after 100 trials 
for each material. 
Class Total pixels 
Estimated 
clusters 
Measured 
clusters 
Cluster 
location 
Grass 3561 1-2 1 0.05 (N/A) 
Tree 6729 1 1 0.90 (N/A) 
Water 4173 9 9.76 1.05 
Dirt 4257 2-3 4.20 1.79 
Light pavement 3360 2-3 2.68 1.09 
Dark pavement 2747 1-2 1.13 1.00 
Buildings 6158 6-7 8.77 1.36 
Cars 3199 2 (many outliers) 4.96 1.65 
Trees, grass (veg) 10290 2-3 2 0.93 
Grass and water 10902 8-11 9.70 0.73 
Veg. and water 14463 9-12 10.12 0.85 
First 6 (2000 each) 12000 10-18 13.06 0.72 
All 8 (7-8: 500px) 13000 12-20 14.95 0.93 
Test image 
HYDICE 84000 6-8 7.15 1.12 
Test image WV2-1 2500 5 6.96 1.23 
Test image WV2-2 10000 12-20 14.10 0.82 
 
Results for the single classes are generally as expected. For the combinations, the most 
interesting are the combination of the first 6 classes and of all 8 classes. When all 6 classes 
are combined, there is very little overlap between any two clusters, however, the grass and 
tree clusters and the water and dark pavement clusters are very close respectively. For this 
reason, the total number found is a bit lower than the sum of the individual classes. The 
water sub-clusters are simply too close together to be completely differentiated. Although 
this method does not identify specific clusters, the location of the cluster peak on the plot 
can give an indication of how tightly grouped it is relative to the total dataset. Average 
cluster location is defined as the mean of the cluster peak indices divided by center neighbor 
index. An average location value of one would indicate that the cluster peaks are on average 
distributed evenly across the derivative plot. A value close to 2 suggests that the clusters are 
weighted heavily by several outlier pixels or clusters. The average location is not valid when 
only one cluster is found. The most tightly grouped clusters are the 9 individual water 
clusters, of which only a few are found with each iteration (sometimes 4, 5, or 6).  
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Figure 88: Example peak detection for 6 class case, water peaks 
highlighted. 
The results not matching the estimates are generally accounted for by examining the position 
of the detected peaks. Peaks to the far right of the 𝐴𝑁𝑃 derivative plot (see section 4.5.4) 
indicate a sharp increase in edge distance for very distance neighbors. Essentially, these very 
distant neighbors represent outliers in the distributions and clusters that are very widely 
spread (composed of mostly equally distance outliers) compared to the rest of the clusters in 
the data. For distributions with a large set of outliers, many of the cluster peaks will be at the 
far right edge of the plot. For example, the dirt class contains on average 4.2 clusters. The 
average location (shown in the right column of Table 5-5) of the cluster compared to the 
center neighbor is 1.79.  
 
Figure 89: Example of noise causing identification of false peaks. 
Left is an unfiltered approximate derivate plot and right is the peak 
identification of the filtered result. 
Another problem in the estimate of clusters manifests in the 𝐴𝑁𝑃 derivative plot. Because 
the average neighbor distance can include the neighbor distances for even the most extreme 
outlier pixels, the plot can have a dramatically changing slope and therefore a noisy 
approximate derivative plot. The noise in this plot can sometimes cause false peaks, 
examples of which are shown for the building class in Figure 89. The rounded peak near the 
right side of the plot shows three peaks where one would likely be the correct number. 
Visual inspection of the signal on the left suggests perhaps 7 peaks, while 11 are identified 
for this particular trial in the filtered result on the right.  
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Further comparisons of cluster materials should be performed to develop better default 
parameters for the scaling of short and long edges and the width of the smoothing kernels. 
Optimization of the smoothing functions and perhaps a custom designed peak identification 
routine could easily improve the precision of the method. 
 Experiment F: Assessment of tile based 5.7 
change metrics 
This experiment was performed to assess the change metrics with real WorldView-2 data. 
The test region was selected to be the Rochester, NY area to enable educated identification 
of ground object, features, and materials. To eliminate unknown features playing a 
significant role, a large part of this experiment focused on the validation of change metrics 
using pseudo-synthetic image tiles.  These tiles were created by mapping real image pixels 
from a variety of manually identified ground materials onto material maps that were created 
to match the characteristic change that each metric is capable of detecting. 5.7.1 Image calibration 
Because the end goal is an accurate assessment of the success and validity of each change 
metric, the data need to be valid as well. Because the data used is from the multispectral 
WorldView-2 sensor and was collected without significant ground truth, propagating the 
sensor reaching radiance all the way back to a reliable surface reflectance is difficult or near 
impossible. The best solution was determined to be the conversion of sensor reaching 
radiance to the top of atmosphere radiance (TAR) using the absolute sensor calibration 
factors provided by DigitalGlobe (discussed in section 4.2.5), and then adjusting each 
image’s TAR to match the standard solar illumination conditions of 1 AU solar distance and 
nadir solar zenith angle. Table 5-7 and Table 5-6 show the calibration factors and solar 
correction parameters used for the Rochester, 2010 WV2 imagery.  
 
Table 5-6: Table of solar correction parameters 
Date Time Julian day 𝒅𝒆𝒔 (𝐀𝐔) 𝛉𝒛𝒆𝒏 (deg) Scale factor 
2010-06-02 16:29:37 2,455,350.18723 1.01423787 22.2° 1.111039154 
2010-09-01 16:18:33 2,455,441.17957 1.00915215 36.6° 1.268517554 
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Table 5-7: Top of Atmosphere calibration factors. 
June 2010 
Abs. Cal. Factor 
𝑲 
Sept 2010 
Abs. Cal. Factor 
𝑲 
WV2 Effective 
bandwidth 𝚫𝝀 
9.295654 x 10-3 9.2956540 x10-3 0.0473 
1.783568 x 10-2 1.2608250x10-2 0.0543 
1.364197 x 10-2 9.7130710 x10-3 0.0630 
5.829815 x 10-3 5.8298150 x10-3 0.0374 
1.103623 x 10-2 1.1036230 x10-2 0.0574 
5.188136 x 10-3 5.1881360 x10-3 0.0393 
1.224380 x 10-2 1.2243800 x10-2 0.0989 
9.042234 x 10-3 9.0422340 x10-3 0.0996 5.7.1.1 Pseudo-invariant features normalization 
The method of pseudo-invariant features [43] was discussed in section 4.2.5 Radiometric 
equalization. Table 5-8 shows the slope and intercept calculated from a selection of eight 
PIF classes from the September 2010 Rochester WV2 image. The June image was adjusted 
to match the September image. The direction of the transform should not affect the results. 
The classes selected came from several regions of the image. Each class contained more than 
2000 samples to improve the result. Each class mean and standard deviation were examined 
to determine if the class was negatively impacting the error in the transformation. If any 
were determined to have a negative impact they were removed because the pixels were likely 
not to belong to the set of PIF in the image. 
Table 5-8: PIF Transform data for June and Sept 2010 RIT images 
WV2 
Ban
d 
Sept PIF 
mean 
June PIF 
mean 
m b June PIF 
Estimate
d 
Sept 𝝈 𝝈 𝝈𝒆𝒔𝒕.
𝝈𝒎𝒆𝒂𝒔. Full band 𝝈 relative error 
1 10884.94 9066.81 0.86 2952.23 10785.17 68.00 105.04 1.34 2.0% 
2 11249.21 9704.66 0.91 2338.31 11164.94 115.01 150.36 1.21 1.2% 
3 9357.90 8278.20 0.98 1105.39 9192.76 138.22 200.51 1.48 2.0% 
4 8851.23 8100.93 1.02 536.10 8769.52 163.26 283.30 1.79 3.3% 
5 8467.93 7766.90 1.06 243.77 8453.77 179.70 227.11 1.36 1.4% 
6 7654.82 7484.99 1.05 -307.72 7545.90 155.70 294.70 1.99 5.0% 
7 7365.78 6821.36 1.16 -533.56 7354.11 159.48 357.89 2.60 4.7% 
8 4732.41 4771.12 0.98 178.90 4849.10 97.48 250.18 2.25 5.9% 
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In the table above, the per-band details of the slope and intercept for the linear transform 
are displayed. It is not surprising to see that the most dramatic shift occurs in the blue end of 
the image spectrum (bands 1-3) as the atmosphere has the largest impact on transmittance in 
that region. Additionally, the NIR bands have increased error because the PIF classes are 
generally low response in those bands compared to the vegetation that dominates them. The 
second to last column displays the ratio of the standard deviation of the estimate of the June 
image and the average standard deviation of the PIF classes for that band from the real June 
data. This value should be close to one. Below one indicates that the estimate is within the 
deviation of the class pixels. A value of two indicates that the expected value of the estimate 
falls within approximately one standard deviation of the mean of the class. However, the 
spectral radiance units here are scaled by a factor of 100 (𝑊𝑚−2𝑠𝑟−1𝝁𝒎−𝟏𝟏𝟎−𝟏 instead of 
𝒏𝒎−𝟏), so the deviations are shown scaled by the per-band full image standard deviation in 
the last column to give a better indication of the impact on the image data. The final column 
is the difference between two ratios: the estimated image PIF class standard deviation to 
estimated full image per band standard deviation ratio and the measured PIF class standard 
deviation to measured full band standard deviation ratio. This difference in ratios indicates 
that the new estimated data has the same (within the stated percentage error) standard 
deviation of the PIF class pixels as the original June image had for those same pixels. 
 
Figure 90: Example of PIF corrected image for September and June. 
From left to right: September image, June uncorrected, June 
corrected. Images are scaled to the same values for display and are in 
top of atmosphere solar corrected radiance units of 
𝑾𝒎−𝟐𝒔𝒓−𝟏𝝁𝒎−𝟏𝟏𝟎−𝟏.  
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Figure 91: Spectral profile comparison for PIF normalization. 
Left, Sept; mid, June original; right June estimated. The spectral profile 
is quite dramatically shifted for the blue side of the spectral response 
plot. 
Figure 90 displays a comparison of corrected and uncorrected June 2010 data with calibrated 
September data on the left. Note the much darker overall scene in the un-corrected June 
data. Figure 91 shows example spectral profiles for the same point in the calibrated 
September image, the before PIF equalization June image, and the after PIF equalization 
June image. The data are a much closer match after PIF equalization. 
 
Figure 92: Atmospheric transmittance showing the WV2 window. 
Lower transmittance suggests a greater impact on radiance due to 
atmospheric variability in WV2 bands 1-4. 
Although the error in the estimated image data is now higher after the PIF matching, the 
data from both images are now in a space that can be compared using a variety of data 
driven techniques. 
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5.7.2 Image registration and cropping 
For the methods in this research, it is assumed that imagery is presented in a cropped and 
registered manor such that the images are the same spatial size and are viewing the same 
ground region. The imagery provided by DigitalGlobe used over Rochester was provided in 
GEOTIFF format 10 km × 10 km tiles. The images are already georeferenced; this makes 
the task of registration and cropping relatively easy. Facilitated by the known latitude and 
longitude and known GSD of the map projection of 2 meters the imagery was mosaicked 
and a region containing the Rochester airport and RIT campus was selected. 
The data are spatially registered quite well, but do suffer from some WV2 specific issues. 
First, as discussed in 5.1 , the geolocation accuracy of WV2 is limited. Second, because the 
agility of the WV2 platform was utilized, the images were taken at different viewing angles, 
creating 3D registration errors due to terrain changes. No attempt was made to perform a 
manual registration to improve the slight errors in parts of the images affected by these 
issues.  5.7.3 Pseudo-synthetic tile creation 
This experiment is performed as an attempt to identify the specific types of change detected 
best by each of the change metrics discussed in section 4.5.8. To isolate the metrics and the 
type of change as variables and to create a statistically significant number of trials the 
decision was made to use synthetic image tiles. The tiles are not fully synthetic however, as 
real image data was used to generate them. To generate the tiles, image pixels from a variety 
of classes were carefully selected using manual image interpretation and knowledge of the 
imaged ground regions. The classes used and their descriptions can be seen in Table 5-9. The 
manually identified pixels were then randomly mapped onto a manually generated material 
map designed to show the desired types of change. To create a statistically significant study, 
1000 images were created using the random pixel mapping. The examples that follow are just 
one of these 1000 test images. 
The material classes identified are displayed in the table below. The classes were chosen to 
create test tiles that mimic the real changes observed in the imagery. Much of the change 
between the June and September images is in the form of vegetation health. One way to 
avoid this change is to implement a vegetation mask, which as described in section 4.5.3, 
WorldView-2 and ΔNDVI, can be easily created using the extended spectral sampling of 
WorldView-2 imagery compared to other multispectral imagery.  However, because such 
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vegetation masks may not always be desirable, many classes with vegetation and vegetation 
change were selected to allow the assessment of change metrics in the presence of pervasive 
vegetation change. 
 
Table 5-9: Table of classes used to create pseudo-synthetic tiles 
Material Pervasive change description 
Grass-Healthy Very little change 
Grass-Dry/Healthy Dry to healthy 
Grass-Healthy/Dry Healthy to dry 
DeciduousTree-
Unchanged Very little change 
TreeChange Unspecified tree canopy change 
Asphalt-Unchanged Little change (older asphalt) 
Asphalt-NewUnchanged Little change (newer asphalt) 
Asphalt-Resurfaced Light to dark (resurfaced) 
Water-River None 
Water-JuneGlint Spectral glint to normal 
Water-Pond None/little 
Water-PondGlint Spectral glint to normal 
Water-Change Shallow water, little algae to much algae 
Dirt-Unchanged Little change, some darker 
Dirt-ConstructionArea Random change from vehicle activity 
FarmSoil-NoChange Some darkening (likely moisture) 
FarmSoil-Change Field turned 
FarmField-LittleChange Field planted, similar VHI 
FarmField-Planted Dirt to planted crops 
Rooftop-Light Little change 
Rooftop-Dark Little change 
Rooftop-Metal Brighter to darker 
Cars Random changes, random assortment of car pixels 
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Figure 93: Pseudo-synthetic tiles created for four image states.  
From top to bottom: material map, time 1 (June) - change 1 (no 
change), time 1 - change 2 (with change), time 2 (Sept.)- change 
1, time 2 - change 2. 
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To create the specific types of changes desired, the manually identified material classes were 
combined in a variety of ways. The types of change selected were on two spatial scales. First, 
small changes were used. Small changes are on the order of 3-5% of the pixels changing in a 
given tile. However, no rigorous definition was used when the material map tiles were 
created. Change considered small change by an image analyst in real imagery could be 
anywhere from perhaps 1-10% of the region examined changing. Pixel level or sub-pixel 
changes would be considered very small changes and were not considered in this study, 
primarily due to the fact that the high spatial resolution and low spectral sampling of the 
imagery make individual pixels difficult to examine. The types of small change selected were 
bright change, dark change, natural change, and man-made change among natural 
background. These same four types of change were used to create large spatial scale tiles as 
well. In the large scale change tiles, more than 30% of the image pixels changed between 
scenes. 
Once the desired tile types were chosen, the material maps were manually created. The 10 
tile material maps, shown at the top of Figure 93, were then used to create the four different 
images. Each image was randomly created by mapping pixels from the 25 ROI to the shapes 
defined by the material maps. 5.7.4 Pseudo-synthetic tile results 
The analysis of the pseudo-synthetic tiles was performed using all 13 change metric scores 
summarized in section 4.5.8. For each tile, the expected change was also determined. Each 
tile was compared using six different combinations of the four image states shown. First, the 
two base maps (time 1-change 1 or time 1 base and time 2-change 1 or time 2 base) were 
compared to each other, then the two change maps (time 1 change and time 2 change), 
followed by the time 1 base map with the time 1 change map, and then the base versus 
change for time 2. The final two comparisons were the time 2 base image to the time 1 
change image and the time 1 base map versus the time 2 change map. Those 6 comparisons 
are ordered roughly in terms of increasing level of change, except certain scenarios where the 
change came strictly from the changing image data between time 1 and time 2, such as tile 
two. Change detected between the base maps at different times and between the change 
maps at different times generally comes only from real pervasive image changes seen in the 
image set caused by changing vegetation health and spectral glint due to solar geometry 
differences. 
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5.7.4.1 Tile 1 
The first tile, at the top left of each 10 tile image in Figure 93, shows a large bright change. 
Starting on the left edge of the tile, it begins with a dark road represented by the dark asphalt 
class followed by a light asphalt class road edge or sidewalk, to the right is a healthy grass 
field with unchanging trees to the far right. The change state adds a notional road network 
under construction represented by light asphalt and dirt. The dirt class at time 2 has some 
regions that undergo darkening, likely due to increased rain just before the image was 
collected. Other than the dirt class, the primary image change occurs due to the manual 
created change and the randomized assignment of pixels. Some brightening of the vegetation 
in the NIR bands occurs from June to Sept. 
The change that occurs in tile 1 is visible in the data plots shown in Figure 94. In general the 
clusters in the data cloud become less well separated between change states as mixing at the 
edges of materials becomes a stronger factor. It is important to note that the grass and tree 
pixels at time 1 look a lot like a single anvil shaped cluster (at the lower right of the first two 
plots in Figure 94). 
 
Figure 94: Tile 1 and its 3-band projected data cloud for each image 
state. From left to right: Time 1 change 1(Initial/base map/no 
change); time 1 change 2 (change map/change state); time 2 change 1; 
and time 2, change 2. 
At time two the grass and trees are easily grouped into 3 separate sub clusters. The largest 
change in the data cloud occurs at the bright end of the long clusters to the left of the plot. 
These clusters represent the asphalt in the base image and the dirt and asphalt in the change 
image. Although the number of clusters increases, their detectability in the data cloud 
decreases because the between cluster distances become much smaller between the initial 
state and the change state due to increased cluster size and mixing. To simplify the image 
state names, the time one base map will be referred to as t1b, the change map as t1c, and so 
on. Taking the data changes described into account, the expected change ranking of the six 
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comparisons is, from lowest to highest: t1c/t2c, t1b/t2b, t2b/t1c, t1b/t1c, t2b/t2c, t1b/t2c. 
The 6 comparisons of image states can be thought of in groups of two. First, the time 1 base 
maps and change maps are compared to their time 2 counterparts. Second, the base maps 
are compared to the change maps within the same time state, and third, the cross-time cross-
change comparisons are made. Depending on the data, the change will increase, decrease, or 
stay the same across each pair. 
The observed results are shown below in Figure 95 for all metrics, scaled by percentage. The 
bars should increase in size from bottom to top if the metric agrees with the prediction. Of 
more importance is that the bar segments for the base vs. base and change vs. change should 
be smaller than all other bars. However, because of the aforementioned clustering difference 
in the two base maps, the base vs. base score will be larger for metrics measuring the cluster 
distribution. 
 
Figure 95: Relative change scores for pseudo-synthetic tile 1. 
To further assess the scores and their ability to differentiate change, the scores – scaled from 
-1 to 1 – can be plotted versus the image states used for the comparison. The plot of all 
metrics shown in Figure 96 is very difficult to interpret, but after removing some obviously 
poorly functioning metric for this tile, a trend emerges. Clearly the metrics that focus on the 
cluster distribution of the data cloud score changes involving the time 2 base map higher 
because of the distribution of the grass and tree clusters. As stated previously, the grass and 
tree pixels are heavily mixed at time 1 and much less so at time 2. Figure 97 shows the 
similar metrics for tile 1. 
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Figure 96: All metric scores, pseudo-synthetic tile 1. 
 
Figure 97: Selected metric scores for pseudo-synthetic tile 1. 
Although these scores were all calculated for 1000 trial images, the scores are plotted as 
means without error bars to simplify the interpretation of the crowded plots shown in this 
and the following figures. The only metrics with significant error, greater than 2%, are the 
metrics that estimate the number of clusters in each distribution. Because each trial was 
estimating whole number of clusters, there is inherently more room for error when the 
number of clusters is low (5-7) as is the case for this tile. To compound this, the error 
doubles for change detection because estimates are made for two data clouds. One extra 
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cluster in image 1 and one fewer cluster in image 2 results in a 2 cluster error in the change 
score. When the average un-weighted cluster difference scores are between 1 and 4 like they 
are for the co-density cluster estimate metric, this error is significant. For the 1000 trials for 
tile 1, the error in the co-density and modularity cluster estimates was 20%. 
One metric stands out as scoring every comparison highly. The covariance equalization 
process was converted from a pixel method to a tile method (described in section 4.5.1). To 
create a tile score, a threshold was applied to the per-pixel metric and all data points above 
the threshold were summed. Because a threshold was applied to all pixel scores, the choice 
of the threshold greatly affected the tile score. Although each score is high, the four change 
comparisons did score higher than the two non-change comparisons. Even though the 
detectability of the change was lower with the threshold used, the metric could still be useful. 5.7.4.2 Tile 2 
The second image tile, to the right of the first tile in Figure 93, shows a large dark change. 
Dark change is defined as a change that does not drastically affect the average image 
brightness. The pixels from tile 2 come from the same ROI at each image state. The only 
change that occurs is due to real world activity and seasonal variation. The tile consists of 
five regions, four farm regions around a central region of grass pixels. The four farm regions 
clockwise from left are farm soil with little change, farm field with little change, farm soil 
plowed or turned over, and farm field planted. The change in this tile is dramatic between 
any combination of different time states and almost nothing between images of the same 
time as shown in the data clouds in Figure 98. 
 
Figure 98: Tile 2 and its data cloud (3-band projection) for each 
image state. 
The change in tile 2 is characteristically different than most of the other tiles. The only 
changes occur between time states. Because the pixels selected were mostly naturally 
changing pixels, the base maps are the same as the change maps at the same time except for 
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random pixel assignment differences. So the comparisons between time 1 and time 2 states 
should be the only ones that display a high change score. 
 
 
Figure 99: Plots for the relative and scaled scores for pseudo-
synthetic tile 2. 
It is clear that all metrics (shown in Figure 99), with the exception of the covariance 
equalization, perform well on this tile. The covariance equalization is able to detect the 
change, but the dynamic range of the change score is very low. Again, this is due to the 
creation of the tile based score from a pixel based metric. It is likely that the threshold used 
to move the pixel-based score to a tile-based one, which was selected based on some analysis 
of test tiles, was too low for this tile and too many pixels were summed. The low threshold 
caused the inclusion of many pixels with low change scores which in turn boosted the un-
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changing tile score. This score continues to suffer from the same issue throughout the test. 
Stretching the data rather than peak-normalizing could improve the score in some cases, but 
in this tile it simply rated all comparisons too high. 5.7.4.3 Tile 3 
Image tile 3 contains a large scale natural change. The materials in the image base map are 
(from left to right), trees, grass (healthy), grass (dry to healthy), dirt, and water (river), then 
repeating in the opposite order. The tile represents a river at a low level in the unchanged 
state and semi-flooded in the changed state. The dirt is removed and some water area (from 
the water – change class) is added. In the time 1 change map image the water – change pixels are 
shown as the expanding river bank. At time 2, the water – change pixels show a large amount 
of algae. Although the likelihood of the same change occurring in nature might be low, the 
idea is to approximate a large scale spectral changes that might occur in nature. Algae growth 
in a flooded area of a riverbed is certainly plausible. 
 
Figure 100: Tile 3 and data cloud at each image state. 
This tile contains some interesting change between several different image states. Between 
the image data shown in Figure 100 at time 1 and the image at time 2 the number of clusters 
(or more specifically the between group distances) increases significantly. However, between 
image states at the same time, the change map has fewer clusters in both cases. The expected 
change for this tile, based on examining the data displayed and several different projections, 
will increase mostly in the expected way from t1b/t2b at the low end to t1b/t2c at the high 
end. However, the base map of time 1 has pixels with much higher brightness than the base 
map at time 2, so it is likely that pairs involving the time 1 base map will be skewed higher. 
This difference is most noticeable in the SHift metric. The relative scores are shown as 
stacked bar plots in Figure 101. These plots are again normalized to represent relative 
percentage for each comparison of time and change states. 
R.A.Mercovich, Ph.D. Dissertation - 2012 
161 
 
 
Figure 101: Relative scores, pseudo-synthetic tile 3. 
Because so many different changes occur in this tile, the plots can be separated to show 
different types of change that are identified. First the metrics that utilize the shift in the 
distribution and the change in outlier distance are shown in Figure 102 with the easy to 
interpret NDVI change score for reference. The other metrics should not necessarily follow 
the NDVI score, but they can be affected by changes to the NDVI. 
 
Figure 102: Selected change metrics, tile 3. 
Figure 103 shows the metrics more sensitive to outliers along with the cluster counting 
methods of the co-density based and modularity based cluster estimations. These scores 
mostly follow the expected trend upon examining the data in the spectral space. Because of 
the increased brightness mentioned previously, the time 1 base image comparisons tend to 
score higher than the analogous comparison with the time 2 base image. 
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Figure 103: Outlier sensitive metrics for Tile 3. 
After examining the first three tiles, some trends are developing. Although the PDTL metric 
is excellent at identifying change at the edges of the distribution, it does not differentiate 
much between amounts of change. The cluster counting methods are successful at 
identifying change, but only identify change in the number of clusters, not their locations. 
The locations of the clusters identified with the 𝐴𝑁𝑃 plot or the cluster means from the 
modularity method could be exploited to provide an additional metric, or the cluster 
estimation could be simply combined with another metric to modulate it. It is not 
unexpected that the modularity and co-density/𝐴𝑁𝑃 plot methods generally agree with each 
other’s assigned change scores. Even though these metrics take dramatically different 
approaches to counting clusters, and reach different results for the total number of clusters 
(modularity generally finds more clusters than the co-density method), the trends between 
different time states are in good agreement. 5.7.4.4 Tile 4 
Tile 4 represents large scale man-made change. The tile contains a dark asphalt road, grass, 
and a dirt area in the base map. The change map shows several roof-tops and some of the 
dirt pixels have changed to the dirt – construction area class (containing some random 
construction vehicles and materials). The rooftops come from the light dark and metal 
classes. The change in this tile is most drastic between opposite change states, especially the 
time 1 change image which contains metal roof pixels from a region of specular glint. 
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Figure 104: Tile 4 and data cloud for each image state. 
As seen in the 3 band plots in Figure 104, the change in tile 4 occurs most drastically 
between the time 1 change tile and anything it is compared to. The bright spectral reflection 
from the metal roof pixels stands out in nearly every metric. The variety of change at play 
here makes the ranking for this tile difficult to define. Is the most drastic change the bright 
reflection or the change in number of clusters? Ideally, the change will increase starting with 
a low score comparing the base maps and change maps, then higher scores as base maps are 
compared to change maps, then highest when different times and change states are 
compared. From least to greatest, the expected change for tile 4 should be: t1b/t2b, t1c/t2c, 
t2b/t2c, t1b/t2c, t1b/t1c, and t2b/t1c. The solar glint in tile t1c bumps the time 1 base versus 
time 1 change comparison higher than the others comparing against the time 2 change image. 
Figure 105 shows the scores for all metrics while Figure 106 shows two selected groups 
which are well correlated to each-other. 
 
Figure 105: Scores for all metrics, pseudo-synthetic tile 4. 
Some metrics are affected by the brightness peak in t1c 
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Figure 106: Two change score groups for pseudo-synthetic tile 4. 
The secondary features and spectral angle are unaffected by the 
brightness peak in the t1c image. 
The secondary feature metrics (Figure 106, bottom) estimating the change based on the 
changing number of clusters perform better on the comparison of the change maps for this 
tile. They are unaffected by the spike in brightness when comparing the time 1 change map 
and time 2 change map. Because these metrics look at only the number of clusters they can 
miss changes when the number of clusters does not change, but do not have false alarms 
when the brightness changes drastically but the number of clusters does not. The t1c/t2c 
comparison is negative, indicating that t2c has fewer clusters than t1c. This trend is due to 
the increased between cluster distances at t1c. 
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5.7.4.5 Tile 5 
Tile 5 is one of two control tiles. The tile contains each of the 25 ROI classes in equal 
amounts. The only change that occurs between change states is due to the random 
assignment of class pixels. As can be seen in the data, the time 1 images have much brighter 
peaks due to the reflection in the spectral lobe for some materials, as well as a slight shift in 
the NIR bands because of increased vegetation health in June compared to September. 
 
Figure 107: Tile 5 and data cloud for each image state. 
The spectral space data for tile 5 shown in Figure 107 displays change similar to tile 2. No 
change occurs between change states and some change occurs between time states. The 
change between any two time states should be approximately equal. Some metrics are 
directional, so the change scores in Figure 108 are equal but of the opposite sign. 
 
Figure 108: Pseudo-synthetic tile 5 change metrics. 
With the exception of t2b/t1c, the metrics behave exactly as expected. The increased spread 
of scores in the fifth trial is likely due to some erratic assignment of pixels or selection of 
ROI during the image creation process. The same increase in variance was seen in tile 2 
which had the same type of change. 
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5.7.4.6 Tile 6 
Tile 6, bottom row left in Figure 93, contains a small scale bright change, displayed in the 
spectral space in Figure 109. This tile contains just light pavement and dark pavement for the 
initial state. Two vehicles, a small metal roofed structure, and a small area of dirt are added in 
the change state. Again due to specular glint, the time 1 change image has the greatest 
magnitude of change compared to any other image state. In fact the brightness change is so 
dramatic that a higher change score from time 1 change to time 2 change than from time 1 no 
change to time 2 change might be expected. In this situation, an estimate of the number of 
materials in the scene could help reduce the impact of the high magnitude changes.  
 
 
Figure 109: Tile 6 and data cloud for each image state. 
 
 
Figure 110: Relative scores for al metrics, pseudo-synthetic tile 6.  
The bottom two bar segments should be the smallest if the metric is 
performing optimally. 
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Figure 111: Metric scores for each comparison image pair, tile 6. 
Potentially the spectral angle could be useful to assess spectral change in the presence of 
dramatic brightness differences, but the specular glint on the metal roof essentially turns 
those pixels into solar spectra. Figure 110 shows the relative scores for each image state 
comparison and Figure 111 contains the plots of the normalized scores for all metrics and 
those selected that followed the expected trend. The metrics which do not perform as 
expected are generally affected by the very strong image brightness increase in the time 1 
change image. 
The scores for most of the metrics agree on the trend of the change across each image pair. 
Because they are directional (i.e. the change map had fewer clusters compared to the base 
map), some metrics give negative scores. The co-density cluster estimate stands out here 
because it has less peaking due to the brightness of the changed objects at time 1, but still 
follows the trends of the other metrics. The modularity cluster metric has a similar pattern, 
but the average standard error in the modularity metric for this tile was 21.6% while the co-
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density standard error was close to 10%. Other metrics had significantly lower error, low 
enough that none of the scores would overlap due to the variance. Again because the cluster 
estimates are finding whole numbers, the error is quickly compounded for small tiles with 
few clusters. 5.7.4.7 Tile 7 
The tile containing small scale dark change includes largely natural materials. The tile initial 
state contains a small number of dirt pixels, a large region of healthy grass, and an area of dry 
grass. The change map adds a small area of water in the upper center of the image. At time 
2, the dry grass becomes healthy grass. The addition of the water combined with the 
brightening of the dry grass results in a very small difference in average brightness between 
time 1 initial and time 2 changed. 
 
Figure 112: Tile 7 and data clouds for each image state. 
Because the change in tile 7 occurs in the form of three small new clusters, the cluster 
counting methods should excel at detecting it, if the clusters are large enough compared to 
the tile to be identified. The expected change based on the data clouds, shown in Figure 112, 
for tile 7 would be, from lowest to highest: t1c/t2c, t1b/t2b, t2b/t2c, t2b/t1c, t1b/t1c, then 
t1b/t2c. This manually interpreted expected change weights the additional clusters heavily. 
The additional clusters will be less impactful on the metrics when the grass pixels change 
brightness as well. However, if certain metrics key onto the change in brightness of the grass 
from time 1 to time 2, the scores for cross time comparisons could be skewed higher than 
across change states. 
In fact, in many metrics, the brightness change in the grass pixels greatly affects the cross 
time comparisons. The magnitude change of the large number of grass pixels was much 
more impactful than the addition of a small number of water pixels. Any comparisons across 
time states were scored much higher simply because of this relatively large change.  
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Figure 113: Normalizes metric scores for tile 7. 
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This tile illustrates an interesting problem of detecting small spatial change in the presence of 
more spectrally subtle but spatially larger change. Surprisingly, the mean-shift method does 
the best job identifying the expected change trend based on the additional water pixels. 
However, this result may be very specific to this data; the mean-shift method discards a 
small percentage of outlier pixels before calculating the apparent shift. 
In this tile, those outliers were a part of the changing grass pixels and not the additional 
water pixels, effectively increasing the weight of the additional water pixels on the mean-
shift. One interesting trend in this tile is the final comparison of t1b/t2c. It would appear, 
based on the data clouds, that this comparison would be scored with higher change then the 
rest, however it is lower for many metrics. It is unclear why this occurs, but one possibility is 
that the change occurs in both the bright end of the image in the grass pixels and the dark 
end of the image in the addition of water. These two changes may have a cancelling effect on 
some of the metrics because they happen to occur somewhat symmetrically about the mean, 
at least in some of the image bands. The last group of metrics includes the NDVI score for 
comparison. These metrics, although sometimes of opposite sign due to the directionality 
differences, seem to follow the same trend as the NDVI score, indicating that the water 
pixels do not stand out in the presence of the natural grass changes. 5.7.4.8 Tile 8 
The eighth tile contains small scale natural change. Following the same river bed theme as 
tile 3, the initial state contains a river or stream surround by grass and trees. The grass 
nearest the trees is dry at time 1 and healthy at time 2. The change state swaps the dirt pixels 
on the river edge with water-change pixels. The right bank of the stream contains water-change 
pixels in all images. This tile represents a slight overflow of a stream in the presence of an 
increase in vegetation health. The real world analog would be a rainy period followed by 
warm sunny days promoting vegetation and algae growth.  
 
Figure 114: Tile 8 with data clouds for each state. 
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Again in this tile, the subtle change that affects a large number of pixels mostly washes out 
the dramatic change that affects a small number of pixels. The biggest change is seen 
between time states rather than between change states. 
 
 
Figure 115: Scaled change metric scores for tile 8. 
Although most metrics struggle with this tile, some prevail. The selected metrics shown 
above do identify some trends correctly. The comparison of base maps has more change 
than the comparison of change maps, and the time 1 base to change has a more significant 
change than time 2 base to change. It is not clear from examining the data which direction 
the final pair should lean. For this type of data, and the type of change being identified, the 
metrics examining the structure of the whole data cloud rather than one measure of it are 
most successful. The NEV change detector performs well in this tile because it identifies the 
changing spread of the data cloud rather than the small shift that occurs for many of the 
pixels. 
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5.7.4.9 Tile 9 
The final changing tile contains the small scale man-made changes. In this tile, a small patch 
of dirt in the initial state becomes an asphalt rooftop surrounded by a border of dirt-
construction site pixels. This tile represents a building being constructed in an area already 
containing some man-made activity. Tile 9 is likely the most difficult change to detect, as it is 
small in scale and spectrally subtle. 
 
Figure 116: Tile 9 and data clouds for each state. 
Figure 117 shows several plots of relative scores for tile 9. This tile contains just one small 
change from dirt to rooftop. The increased vegetation health at time 1 compared to time 2 is 
a much more significant change in the data space, and many metrics demonstrate this as 
shown in the bottom part of the figure. Metric scores that show high change between time 
states are keying on the changing vegetation health. In this tile the hyperbolic pixel based 
method actually does very well, and is the metric that best detects the expected real change 
(when ignoring the vegetation change as uninteresting pervasive change). All raw scores for 
this tile are relatively low magnitude compared to other tiles, so the variance in the scores 
has a much greater impact on the relative relationships.  
Tile 9 is the most difficult change to successfully detect in this test. Because it is slight in 
both size and spectral character, it is difficult to say whether those metrics that succeed are 
identifying the change in an accurate way, or by chance. To fully characterize each metric’s 
ability to detect small subtle changes, a more extended experiment would be needed with a 
wider variety of small subtle changes to use as examples. The same can be said for each 
other method and the relative success of the metrics. This experiment uses only one example 
(sampled 1000 times) of each type of change. 
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Figure 117: Metric scores for pseudo-synthetic tile 9. 
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5.7.4.10 Tile 10 
The final tile is a second control tile. This tile contains pixels from the healthy grass class 
only. Between images at the same time the only change is due to the random assignment of 
image pixels. The scores for this tile closely mirror the tile 5 score, except they are even 
lower in magnitude; consequently individual plots are not shown here. 
 
Figure 118: Tile 10 with data clouds for each state. 5.7.5 Relative scores for full 10 tile images 
In addition to computing the scores on a per tile basis relative to each metric, the greater 
utility of this test may be in plotting the metrics normalized for the ten tile image as a whole. 
To compare the metrics’ success at detecting different types of change, each metric was 
weighted across the entire 10 tile image for each time sequence. The highest scoring tile for 
each sequence was scaled to 1 and the lowest to 0. For this comparison, the sequence 
examined is the time 1 base versus change map. The expected trend is to see the most 
change in tile 1 (upper left), tile 4(top row fourth column) and tile 6 (lower left). Tiles with 
the least change for t1b/t1c are tile 2, 5, and 10. These three tiles should have near zero 
change because the only change in them comes from the random pixel assignments.  
The results agree with the visual prediction, and all tiles score are above the (three) control 
tiles for this time series except tile 9 which was predicted to be extremely difficult to detect. 
The sum of the weighted scores shown in Figure 120 provides a clear result that agrees with 
the prediction. Error bars are simply standard error. 
The same comparison can be made for each of the other 6 change pairs. The most useful 
however will be to examine the time 1 base versus time 2 base and the time 1 base versus 
time 2 change because pervasive change is not present and the success of the metrics can be 
assessed directly. Time 1 base versus time 2 base should show nearly the opposite graph 
compared to t1b/t1c. However, because some material ROI were more well-defined at time 
1 or time 2, the variation in the image tiles is more than simply random pixel assignments. 
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The shift in vegetation health in particular skews these scores higher. Still, tile 2 and tile 5 
should be well above the others. 
 
Figure 119: Time 1 base and time 2 change pseudo-synthetic images. 
 
 
Figure 120: Full image relative change score for time 1 base to time 2 
change. 
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Figure 121: Time 1 base and time 2 base pseudo-synthetic images. 
 
 
Figure 122: Full image relative scores for t1b/t2b. 
Although the scores individually do not appear to show a distinct trend, when examined 
together the expected result emerges. Because many of the t1b/t2b scores span a much 
smaller range relative to the previous change pair, and the predominant change in these tiles 
is vegetation, the individual metrics do not show the same level of agreement as the previous 
comparison. Tiles 7 and 10 have small peaks because of the level of change to the 
vegetation.   
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Chapter 6:  Change Analysis Results 
 Initial Results 6.1 
The algorithm produces results in a variety of ways. The tile based change detection of the 
modularity cluster analysis provides a shaded tile overlay on top of the original imagery. 
Bright tiles have high relative change.  
 
Figure 123: Example result from cluster tree based change detection. 
Top left, base image original, right change image; middle left base 
image normalized, right change image normalized; bottom left change 
results over base, right change results over change image. 
The result shown in Figure 123 was obtained after performing modularity based clustering 
on each tile and using the class change metric described in 4.5.4. This single metric was used 
alone here, later many metrics will be combined to produce better change detection and 
some change classification. 
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Although this small region with many man-made structures (which naturally change 
appearance due to illumination conditions) has several bright “change” areas that may in fact 
be false alarms, several regions with insignificant or no change have been darkened as 
desired. In the full scene, the amount of data reduction is even greater. To provide the 
potential analyst with an interpretable amount of data, very dark tiles could be removed 
altogether and a simple series of tiles with important changes could be presented. Because 
the tiles contain some contextual information, unlike a pixel level change map, they can be 
presented independently of the full image with some utility. To provide additional change 
information, a pixel level change map for each tile could be overlaid with transparency in a 
tinted shade such as red to indicate which specific pixels have changed in the scene. 
 
Figure 124: Comparison result from hyperbolic change detection. 
Even on this small area, it is clear that the pixel level change detection 
is difficult to interpret independent of the original imagery at high 
resolutions. 
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As a comparison to the proposed tile based methods, a pixel level change detection result is 
shown in Figure 124. The images show the Cooke City scene without (top) and with 
(bottom) targets in a field (highlighted in the red box). This change map is the result of the 
Hyperbolic Anomalous Change Detection method described in 4.2 . In this small region it is 
already difficult to interpret the change detection information. Certainly the bright spots are 
easily identified as changes, but the context is difficult to see without examining the original 
imagery as well. For a large area, it would be very difficult to examining the entire scene for 
changes and then the original imagery for the context. 
 Full image analysis 6.2 
To provide some examples for real world imagery, several of the metrics were run on large 
images with some level of known change. The large image results should provide an 
indication of the utility of the tile based large area change detection method. Large regions of 
the images are identified as unchanged and can be ignored. Further analysis of small image 
regions containing several tiles can show areas where the metrics are able to detect certain 
change successfully.  6.2.1 Metric combinations to detect change 
The change metrics discussed in 4.5  and verified in 5.7  still lack a well-defined method of 
combination. As discussed in section 5.7.5, the most appropriate weighting of each metric 
seems to be the simple sum of the normalized change scores. By summing the scores, the 
metrics are allowed to work together to emphasize correlated change detections and 
suppress false alarms which are typically un-correlated between metrics. Other combinations 
could be utilized to detect specific types of change, but to access the success of such 
combinations would require ground knowledge that is currently unknown. 6.2.2 Tile based change detection: Indonesia 2004 
The Tsunami damage in this image causes change to occur along almost the entire coast. 
Some changes are picked up in the water and also inland. These regions do have certain 
interesting changes as shown in the subsequent close-up views. Figure 125 shows the 
original image pair for the Indonesia 2004 data. The first image is the pre-event, and the 
second is post-event. The 2004 Tsunami washed away large regions of coastline and caused 
extensive devastation of the land. Additionally, some activity in the water was reduced and 
clouds have come and gone. Results of the metrics outlined in Table 4-1 and weighted with 
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the simple sum are shown in Figure 126. The metrics are all converted to normalized 
absolute change metrics (negative change is set to positive) and summed with the exception 
of the NDVI change score. The NDVI change metric is instead inverted to suppress 
expected vegetation related change. Although much change in the scene is vegetation related, 
the inversion of the NDVI score helps to counter the sensitivity of the modularity class 
change metric (see section 4.5.4 and 0) to vegetation. 
Closer inspection of regions of the image show successful change detections for a variety of 
change. Figure 127 shows a region with many tiles containing large scale spectrally dramatic 
change. Much of the coastline in this area changes from grass and trees to water and dirt. 
These changes are strongly identified in many metrics, so this region contains many of the 
most significant changes in the images. Conversely, Figure 128 displays a region with mostly 
unchanged land and a few small changes in the water. The metrics sensitive to spatially small 
outlier change, such as Δ𝑃𝑃𝑃𝑃, Hyperbolic ACD, and OUTlier pick up these changing 
objects in the water and score them very highly. Additionally, these changes can be large 
enough that the co-density cluster estimate and the modularity cluster estimate score them 
highly as well.  
Figure 130 shows an example small scale change for the combined metrics; the Δ𝑃𝑃𝑃𝑃 and 
the co-density material estimate among other metrics also detected the small boat change (as 
seen in Figure 129). Figure 131 shows example change maps from the full image for co-
density cluster estimate and the Δ𝑃𝑃𝑃𝑃. The co-density estimate has far more suspected 
false alarms in the inland forested regions, however, its detection performance for large 
change features is better. Because it is an estimate of the whole number of clusters in the 
data, the change metric is more prone to error. The Δ𝑃𝑃𝑃𝑃 score is prone to error as well. 
Example false alarms for these two metrics are shown in Figure 132. Similar false alarms 
occur for all metrics. The cause of the false alarms tends to vary for each metric, with each 
metric often identifying different false alarms compared to other metrics. This is a positive 
result when considering the sum of the metrics as the best detection technique. The varying 
detection of false alarms is shown in Figure 132 and Figure 133 where co-density and 
Δ𝑃𝑃𝑃𝑃 false alarms are juxtaposed. 
The false alarm identified by Δ𝑃𝑃𝑃𝑃 and shown in Figure 132 is caused by a shift in outliers 
in the presence of a very tightly grouped data cloud. The relative distance to the outliers 
changes significantly even though the image content does not. The specific pixels highlighted 
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show changing bright and dark outliers. The cluster estimate using co-density has false 
alarms caused by a different phenomenon. Even though the co-density change metric 
weights the changing number of clusters by the smaller of the two per tile cluster estimates, 
it is much closer to a discrete metric than any other score. Its discrete nature makes applying 
a threshold more difficult. Raw change scores of 1 or 0.5 could indicate a certain change (a 
new material in a scene with only 1 or 2 clusters), or the same scores could indicate an error 
within the precision of the cluster estimate itself. If a tile at time 1 contains two heavily 
overlapping clusters identified as a single cluster by the co-density estimate (a conceptually 
similar example is shown in Figure 133) and then at time 2 those two clusters have split 
slightly so that they are identified as 2, the raw change score for that tile would be 1. The 
cluster delta (|2 − 1| = 1) divided by the smaller of the two cluster totals (min(1,2) = 1). 
The false alarm example in Figure 133 is caused by this type of increased spread of the data. 
The detection map for the Tsunami image shows that the sum of the normalized metric 
scores is an effective combination to perform the best change detection. The individual 
metrics have both far more false alarms and missed detections than the combined map. If 
further change analysis of the detected change in the image is desired, it is possible to 
combine the directional metrics and determine what is new and what is missing. 
Additionally, the average NDVI score could be used as a vegetation suppression mask or as 
a water suppression mask. However, masking the tiles that are all vegetation in both images 
and the tiles that are all water in both images would eliminate many true change detections. 
The useful combinations of these metrics depend on the desired changes to be identified and 
highlighted. For an image such as this one, where the change can be well estimated based on 
the known event of the Tsunami, the further analysis of the change should be performed 
based on specific features of interest to the analyst. 
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Figure 125: Original Indonesia, 2004 Tsunami images. Top: before 
event, bottom: after event. 
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Figure 126: Full image results for Indonesia 2004. Top: Full detection 
result, bottom: top 20% of detections normalized to show top 5% at 
peak brightness. Blue: change score, green: change map band 2, red: 
all zero. 
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Figure 127: An area of heavy destruction and large scale dramatic 
change. This region comes from the second inlet from the North in 
the main image. Top shows the pre-event image, middle is post-event. 
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Figure 128: An area with very little damage and low change. The 
highlighted tile contains a single boat which would score very highly in 
the outlier based metrics. Top, pre-event; bottom, post-event.  
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Figure 129: The same region as in Figure 128 for PDTL (top) and co-
density cluster estimate (bottom). 
 
Figure 130: The single highlighted tile showing a boat in the base 
image and missing in the next. This type of change is readily detected 
by the outlier sensitive metrics. 
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Figure 131: Co-density (top) and 𝚫𝑷𝑫𝑻𝑳 top 10% change maps. 
Although the co-density estimate shows more detections over likely 
unchanged forest regions, it performs well along the coastline as well 
and detects more of the large scale changes a metric like 𝚫𝑷𝑫𝑻𝑳 can 
miss.  
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Figure 132: False alarm in PDTL score. Data clouds for base image 
(a.) and change image (b.); RGB tile from base image (c.),  change 
image (d.), base with highlighted outliers (e.), and change with outliers 
(f.); and the tile score images for the region for co-density clusters (g., 
0.00) and 𝚫𝑷𝑫𝑻𝑳 (h., 0.255). 
a. b. 
R.A.Mercovich, Ph.D. Dissertation - 2012 
189 
 
 
 
 
 
Figure 133: False alarm in co-density cluster estimate score. 
a. Data cloud for base image (3 potential clusters highlighted), b. data 
change image, c. false color base image (NIR, G, B), d. false color 
change image, e. change map co-density, f. change map 𝚫𝑷𝑫𝑻𝑳 
score. The increased image noise and amount of shadow increases the 
number of detected clusters to three in the change image compared to 
1 in the base image.  
a. b. 
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6.2.3 Tile based change detection: Rochester 2010 
In this image set, the most extreme changes occur in the areas containing many shopping 
centers, the airport, the RIT campus, and the bodies of water that show a large spectral 
reflection. The full images used are shown in Figure 134 after calibration and equalization 
using the methods discussed in 5.7.1. The red-boxes highlight areas of interest. The spectral 
reflections make change detection more difficult in this image because they are widespread 
and of large magnitude, effectively washing out other changes that occur in the image. Figure 
135 shows the detection maps for the sum of all metrics after normalization on a 0 to 1 
scale. The displayed color bands (in RGB order) are the June image band 3 (the green 
spectral band), the September band 3, and the tile-based change map. The top image shows 
the top 95% of the changes identified peak normalized to show the top 2% at peak 
brightness (effectively the full dynamic range). The bottom shows a more realistically useful 
display with a threshold at 70% of the change map band histogram. The top 30% of the 
detected changes are greatly influenced by the glint on the water and metal roofs. 
Some metrics, such as those that measure the number of clusters may be less affected by the 
spectral glint. However, when glint occurs on water, it can wash out a small section of water 
making it appear as if a new clusters has appeared in the data. In addition to the spectral glint 
on rooftops and water, there are several regions of known change in the image. First is an 
area around the RIT campus where the Empire State Games (New York State Olympics) 
were being held in June (shown in Figure 136a). Second, there are several areas of 
construction on the RIT campus (shown in Figure 136b, c, and e). Next, a variety of 
vegetation growth and farming activity is shown in Figure 136e and f. Finally, throughout the 
image, several parking lots appear to have been resurfaced (highlighted by red boxes in 
Figure 134). These regions serve as areas of further examination for each metric. For this 
data, the metrics referred to as the co-density cluster estimate, the modularity cluster 
estimate, the NEV change score, the local spectral angle score, and the Hyperbolic ACD 
score will be examined separately and in further detail. 
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Figure 134: Rochester 2010 image set, calibrated and equalized.  
Base image (June) top and change image (September) bottom. 
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Figure 135: Change map for combined scores, Rochester, 2010. Full 
score range (top) and top 30% of detections (bottom). Blue: change 
score, red: June band 3, green: September band 3. 
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Figure 136: RIT campus portion of the Rochester 2010 image set. 
June 2010, top; September 2010, bottom. Highlighted areas contain 
many types of change. 
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Figure 137: Combined result RIT detail (top, highest 30% of 
detections peak normalized at 95%), Modularity cluster estimates 
(bottom, highest 20% peak normalized to 95%) 
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Figure 138: Change results for RIT campus detail. Top: co-density 
clusters, bottom: NEV change (both top 20% of detections). 
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Spectral glint affects this image set dramatically. In the mind of an image analyst, the spectral 
glint is not a real change, but one caused by sun-sensor-target geometry. In the data space 
however, it is extremely difficult to separate this spectral reflection change from other 
interesting change, specifically in the case of the white tents from the Empire State Games. 
From the perspective of methods comparing the data based on the distribution of pixel to 
pixel edge distances the white tents on the grass in one image and missing in the next look 
almost identical to spectral glint on a pond in one image and absent in the next.  
The data cloud comparison in Figure 139 demonstrates this similarity. Even though the 
spectral reflection occurs only on water, and therefore it covers a much narrower range of 
spectral angle, the two data clouds change in a similar way. The use of spectral angle as a 
distance metric could work to suppress the solar glint effect, but it has other negative 
impacts when used exclusively for the metrics that require a pixel to pixel distance metric. In 
situations such as this one, an emissive band could help differentiate between spectral 
reflection changes and very bright new objects because spectral reflections would not show 
up in emission. However a bright new object with low emissivity could be missed if this 
were implemented. The use of emissive bands is just one possible area for further research, 
and their true utility to suppress the detection of spectral glint is unknown. 
Further, because it is among the easiest change to identify and scored highly in nearly every 
metric, the spectral reflection changes tend to over-power the other changes in the image 
when using a sum of real number scores. To combat this type of problem, a threshold could 
be applied to the individual change maps so that they could be combined with binary 
operations.  
A small region surrounding the RIT campus was selected to be further examined because it 
contains a variety of image changes. The original images shown in Figure 136 have regions 
of interest highlighted. Figure 137 displays the combined result in this region and the result 
form the modularity cluster estimate metric. Here it is clear to see that the modularity cluster 
estimate remains very sensitive to changes in vegetation and large scale changes (Figure 137 
region f.). As discussed in section 5.7 , the modularity cluster estimate is sensitive to 
vegetation because the characteristic change that occurs affects a large number of pixels in 
the same way in a typical tile. 
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Figure 139: Comparison of spectral reflection and white tents. 
June image pixels are red and September are blue. 
The combined result in Figure 137 does well detecting the regions of interest. Additionally, 
several tiles containing bright building rooftops (affected by the solar geometry and spectral 
reflection) are scored highly. Figure 138 shows the co-density and NEV detection maps for 
the RIT campus region. The NEV misses the change to the fields at the south because the 
data clouds for those tiles are similarly distributed despite the fact that many change from 
two or more clusters with dark dirt and some early crops in the June image to single clusters 
with light dirt after harvesting and plowing in the September image. The NEV is not as 
sensitive to subtle change affecting a large group of pixels. 
Close examination of the area around the Empire State Games tents (Figure 136a) reveals 
some tents to the west of the main group that are not detected by the change metrics. 
Specifically, the tile highlighted in Figure 140 has a good sized tent in one image that is 
missing in the next but it is assigned a very low score by almost every metric. One reason for 
this consistent missed detection is the addition of cars in the parking lot in the September 
image. The cars pixels are outliers similar to the tent pixels. The data cloud displayed in 
Figure 141 demonstrates the similarity of the data even with scene changes that may be 
obvious to a human observer. 
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Figure 140: Example missed detection in Rochester 2010 dataset. 
Left, co-density; middle, PDTL; right, modularity cluster estimate 
 
Figure 141: Data cloud for parking lot with tents (June, red), and cars 
(September, blue). 
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Aside from a small number of extreme outlier pixels in the June image, the two data 
distributions are very similar in the spectral space. To reduce the effect of this type of scene 
content, some type of spatial change detection could potentially be added to the feature 
based approach. Although no spatial change detection was studied in this work, its impact in 
addition to spectral measures could be examined in future work. 6.2.4 Tile based change detection: Haiti 2010 
This image is adversely affected by atmospheric conditions. The first image, before the 
disaster was captured looking through a very dense atmosphere or a thin cloud layer. 
Because the data collection conditions were so varied, and there is no ground truth or 
accurate spectral signature to perform reliable atmospheric correction, the accuracy of many 
change metrics is questionable. When sensing conditions have such a drastic effect on the 
image data, automatic analysis is very difficult. Further, when the changes are less obvious, 
and so spatially small and widespread, the interpretation of results is further exacerbated.  
This example image set was chosen because the potential for change detection after an 
intense earthquake should be very high. However, because of the resolution and quality of 
the imagery and the type of change that occurs, it is nearly impossible to detect anything 
meaningful. This example is mainly included in this research to illustrate the situation where 
meaningful change detection is just not possible for certain imagery where initially it is 
thought that it should be. Figure 142 shows the pre- and post-event images. The areas 
highlighted show some change that may be detected. The uppermost region labeled (a.) 
shows an empty lot in the pre-event with some buildings (perhaps large temporary 
structures) erected in the post-event image. The other two regions are roads that are 
obscured and could be detected consistently as changes.  
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Figure 142: 2010 Haiti earthquake pre- (top) and post-event. 
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Figure 143: Haiti 2010 earthquake image change map results. 
Clockwise from top, co-density cluster estimate, NEV, PDTL, and full 
image. All show top 30% of detection except co-density which shows 
the full range. 
These example results from the Haiti data demonstrate a difficult to overcome problem and 
a situation where generalized automatic change detection and analysis are of little utility. 
When the spatial resolution and spectral information are not sufficient to characterize the 
desired change, these automatic methods are of little use. The metrics are so widely varied it 
is hard to know which metric scores to trust. The reality of this image set is that the scene is 
too cluttered for meaningful automatic analysis at the resolution of this sensor. 6.2.5 Tile based change detection: COMPASS targets 
To compare the success of these methods using different spectral sampling, hyperspectral 
data can be resampled to represent different sensors. The COMPASS target scene provides a 
good example for this comparison. The scene is originally 256 bands, and was resampled to 
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match WV2’s response, and a 4-band sensor with peak response and FWHM similar to 
GeoEye-1. All metrics except the NDVI score were used. 
 
Figure 144: Impact of spectral sampling on change identification. 
From left to right: Hyperspectral, WV2 response, GeoEye1 response. 
Full range normalized summed metric scores displayed. 
The example in Figure 144 shows the effect of changing spectral response functions and 
sampling. The full spectrum result on the left provides the best detection map. When WV2 
resampling is used, the false alarms increase. The GeoEye1 bands have reduced detections 
and increased false alarms. Especially for changes in the presence of subtly varying 
vegetation, the full spectrum provides a useful improvement. Subtle vegetation changes have 
a smaller negative impact on false alarms when there is a more accurately sampled NIR 
spectrum. 6.2.6 Tile based change detection: Other data 
The Cooke City imagery presented in section 5.1  contains several known changes due to a 
target detection experiment. The forest radiance scene also has many known changes. Both 
images are of small regions and contain very spatially small changes. These examples further 
illustrate the successes and shortcomings of these metrics on hyperspectral data for small 
change targets. Because they fulfill a similar role in examining the change detection process 
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as the COMPASS image presented in section 6.2.5, the change map results for the Cooke 
City and Forest Radiance scenes are presented in the Appendices only. 6.2.7 Metric combinations to classify change 
To perform further change analysis automatically, it would be necessary to go beyond the 
simple sum of all or some metrics. One advantage of spatial tiling and a feature based 
approach is the flexibility it offers on the presentation side of the process. 
Because some metrics are directional or work well when contrasted against other metrics, a 
two tone change map can be utilized. Two examples of such two-tone change maps follow 
in Figure 145 for NDVI and in Figure 146 for a cluster estimation. These are just two 
examples of more complicated combination of change metrics that could be utilized to 
provide additional information to an analyst. The potential combinations that can be made 
require extended testing and validation which will be left for the potential future 
continuation of this project.  
The example in Figure 145 demonstrates the increased information available from a 
directional metric. When a directional metric has some degree of expected change, the 
opposite change occurring can be of interest. The interesting changes are the removal of 
tents from a grass field, the growth of fields during a time of expect seasonal vegetation 
decrease, and the growth of algae on a pond when pervasive image change suggests most 
vegetation is not growing. Figure 146 demonstrates the way directional cluster estimate 
metrics can be used in a traditional blue is new and red have fled change map. The increase 
in the cluster estimate can be labeled blue and the decrease red. These are just two of many 
potential future presentation and metric combination methods. 
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Figure 145: NDVI change used to identify interesting changes (red) in 
contrast to expected changes (blue). Overlay shows false color base 
image (left) compared to change image (right). 
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Figure 146: Modularity cluster number change used directionally to 
identify new objects and missing objects. 
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Chapter 7:  Summary 
The work discussed in this dissertation encompasses a wide variety of spectral data 
exploitation techniques for change detection and analysis. Techniques ranging from pixel 
based image subtraction type methods to higher level analysis of image cluster maps were 
used to determine the amount and type of change in imagery. Data-based or data-driven 
techniques, as discussed in this research, refer to methods that utilize only the structure of 
the spectral data cloud to draw conclusions about the data. The change examined came in 
the form of small and large spatial change of dramatic and subtle spectral nature. The goal of 
moving automatic change detection beyond simple image difference maps was achieved by 
using a tile-based analyst queuing map. By focusing on the change to the shape and character 
of the data cloud rather than of individual pixels or of general first and second order 
statistics, many difficulties related to achieving pixel perfect co-registration can be avoided. 
Realistic 2-3 pixel accurate geo-referencing is easily usable for change detection using most 
of the techniques demonstrated in this work, especially when applied to a tiled image. In 
practical applications, if working with HSI rather than multispectral, the value in improved 
change detection will likely come from improving co-registration so pixel based methods can 
be utilized. Hyperspectral data has much more information than multispectral imagery, and 
that extra information makes data cloud analysis less important. That is not to say that these 
methods would not work for HSI, just that traditional methods that better utilize the 
increased spectral sampling may be more reliable. However, for HSI data reduced using 
principal components to increase processing time or decrease noise, examining changes to 
the data structure could be very useful.  
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 Change detection framework 7.1 
The designed and developed framework for image change detection encompasses the steps 
outlined in section 4.7 . In Figure 147 below, duplicated from section 4.7 , the steps are 
outlined. In the research undertaken and reported on within this dissertation, many methods 
for each step of the process were considered. Some methods perform better than others, 
while some perform poorly and should be ignored until they can be developed further. What 
follows is a summary discussion of this author’s interpretation of the best methods utilized 
to perform each step of the process. 
 
Figure 147: Change detection work flow 
The first step in any change detection process is to acquire imagery and map overlapping 
regions to the same coordinate system. The process defined in this research relies on image 
data that is already mapped to a coordinate system. Specifically, images input into this 
change detection process must be of the same spatial dimensions. 7.1.1 Image combinations 
The area of base image combinations was not scientifically explored in this work, largely due 
to a lack of data with multiple largely unchanging base images and one change image. This is 
an area that could be useful to explore in future work. One idea for an approach applicable 
to wide area change detection, especially for a specific change event of interest, is to 
combine multi co-registered base maps using some form of outlier reduction (such as using 
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the median of multiple images as described in section 4.2.4). An outlier reduction technique 
relies on the assumption, when utilizing multiple base images, that the base images are the 
same. The general process would be to perform covariance equalization or some other 
calibration method on the multiple base images and then take the most common (mode) or 
central (median) digital count at each pixel. The median can be used, as described previously, 
but a more reliable measure would be similar to the mode. The use of the mode assumes 
multiple repeated measurements of the same value exist, and the likelihood that any given 
digital count is repeated enough in multiple samples of the same ground pixel is very low. 
However, a simple quantization or binning would show where the most common value for a 
given pixel lies. The average of the pixels that fall in the most bin could then be used as the 
desired pixel value. The bin size should be relatively small, but large enough to contain 
multiple counts in at least one bin. In a handful of proof-of-concept tests using 256 bins 
limited outliers without too much averaging. This concept as well as others could be 
explored in the future. Combining multiple base maps for change detection is an interesting 
opportunity for future research. 7.1.2 Image equalization 
The method of image calibration used depends heavily on the type of change detection used. 
However, most methods rely on the assumption that the change being identified is small 
relative to the image as a whole. That is, the image as a whole is mostly unchanged, and 
regions that are truly unchanged are identical in each image. With these assumptions in place, 
the best calibration methodology is to utilize a pseudo-invariant features approach, ideally 
utilizing image data that represents top-of-atmosphere-radiance (TAR). While some of the 
automatic equalization techniques worked well, the best success was realized when the data 
was more accurately equalized. Change can only be identified reliably if the unchanging 
portions of the data cloud at time 1 and time 2 reside in the same data space. 7.1.3 Change metrics 
The change metrics examined can be grouped into a few categories (as seen in Table 4-1 and 
reproduced in Table 7-1 below). Although some categories have multiple change metrics, 
any change detection scheme based on this feature based approach would only need to 
utilize one successful metric from each category. Based on the proof-of-concept testing and 
detailed experimentation performed in this research, the most promising metric from each 
category is shown in Table X.x below. 
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7.1.4 Types of change 
As discussed in Section 5.7 (the pseudo-synthetic tile study), each change metric has 
strengths and weaknesses in terms of the change it identifies. Table 7-1 shows the specific 
type of change, as defined in section 4.4 , that each metric best identifies. 
 
Table 7-1: Metric success related to type of change 
Type of change Metric category Successful metrics 
Small scale subtle Outlier change, cluster 
estimates 
Modified OUTlier portion of ShOut, 
AND estimate 
Small scale dramatic Outlier change, cluster 
estimates (depending 
on size) 
OUTlier, AND estimate, Modularity 
cluster estimate, PDTL Mean 
Large scale dramatic 
change (other than 
vegetation) 
Any non-pixel method PDTL Mean, Coden. Clusters, Spectral 
angle 
Large scale subtle 
change (other than 
vegetation) 
Cluster estimates, data 
spread measures 
SHift, Modularity clusters 
Large scale dramatic 
vegetation change 
Data spread measures SHift, NDVI 
Large scale subtle 
vegetation change 
Cluster estimates Modularity clusters, NEV 
Full tile change Data spread measures Mean SHift 
 
Table 7-2: Change metrics arranged by type 
Data spread 
measures 
Outlier 
change 
measures 
Cluster 
estimates 
Cluster 
changes 
Pixel 
methods 
NEV 
SHift (95% 
mean) 
Δ𝑃𝑃𝑃𝑃 mean 
Δ𝑃𝑃𝑃𝑃 max 
Δ𝑃𝑃𝑃𝑃 min 
OUTlier (2% 
outliers) 
AND 
estimate 
Modularity 
estimate 
Cluster 
similarity 
(CC score) 
Hyp. ACD 
Spectral angle 
Cov. 
Equalization 
Δ𝑁𝑃𝑁𝑁 
 
More important, perhaps, than the labeled type of change is the way the change manifests in 
the data space. For a specific change detection problem, certain types of data cloud changes 
could be examined. If, for example, the change of interest was an elongation of a subset of 
the pixels, such as shown in Figure 148a, a metric like ShOut would perform well. 
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If the data were some type of reorganization of clusters as shown in Figure 148b, then the 
AND estimate would be the best choice. For a new bright object with few pixels on target, 
like a single car or small building, PDTL or OUTlier would be best. For a forested region 
turning into a grassy field with some trees and some dirt, cluster estimates would be best. 
Each metric used has situations where it obtains optimal performance. Although the 
possible situations are too numerous to list and show explicitly, some thought about the type 
of change and the operating principles behind each metric would allow an analyst to match 
the metric to the type of change being searched for. Table 7-2 gives a general guide to the 
type of data-cloud change each metric can detect.  7.1.5 Score combinations 
Combining the scores from the various metrics is an open area, to be further examined in 
the future. Tentatively, the best approach to improve straight detection is to sum the metrics. 
Reasons for the straight detection rather than change classification are discussed in the 
following sections. The primary reason is the lack of clear trends in the metrics scoring of 
specific types of changes in the pseudo-synthetic tile experiment discussed in section 5.7 . 
With some refinement, a similar experiment could be conducted in an attempt to replicate 
and expand the results for a single type of change of interest. Rather than attempt to 
examine each of the 13 metrics on all 8 types of change, in future work the experiment could 
perhaps be run to examine a smaller set of metrics (the best performing ones) on a smaller 
subset of change types. 
 
data, time 1                  data, time 2 
  
 data, time 1                  data, time 2 
 Figure 148: Notional examples of change in image data clouds 
a. b. 
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7.1.6 Change framework summary 
The metrics and techniques presented in this summary are viewed by the author as the best 
hope for success moving forward with this type of change analysis. The modular nature of 
this methodology allows for other metrics to be utilized as well. If, for example, a metric was 
designed that performed very successfully at detecting new small objects, but had far too 
many false alarms on growing vegetation and changing shadows in forest scenes, its score 
could be damped by the inverse of metrics that score vegetation and shadow change highly. 
The modular nature of this approach lends itself to nearly unlimited future concentration 
into specific areas of interest. 
 Important change detection concepts 7.2 
Some realizations have been reached while conducting this work. The first and most 
important is that change detection is a difficult and highly variable problem. The best 
approach to change detection is to first identify exactly what you hope to detect and build an 
algorithm around that. The process of characterizing change into one of even a few 
categories is daunting and often unsuccessful. The three best types of change in an image 
that could be hoped to be classified by these methods are new/missing objects, changing 
objects, and background change. The second key idea is that change detection relies 100% 
on successful cross-image calibration. Whether this calibration is a relative one performed 
using an equalization or a normalization approach or an absolute one achieved using physical 
models to get data into the same units, it is of the utmost importance, especially for methods 
that measure subtle differences in the distances between pixels. From a whole image 
perspective, the idea that most of the image is unchanged is important, but not so important 
that the data should be forced to match without strong reasoning. The third and final 
important concept is that in testing a change detection metric designed around examining 
the changing data structure in the n-dimensional spectral space, it is more important to use 
test imagery whose data cloud accurately represents the desired real data than it is to use 
imagery with the same spectral character or GSD. Designing a method to find changing 
water pixels among vegetation with WV2 data will be more successful if designed around 
LANDSAT data of water and vegetation than if designed using WV2 urban scenes. These 
claims are based on the design of the metrics in this research around the data distributions 
rather than the spectrum or pixel size of the sensors. 
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 Idealized versus realistic change analysis 7.3 
At the start of this project, the types of change to be identified were viewed in an idealized 
way. The reality of creating a robust and automatic change classification algorithm is hard to 
realize because change detection is truly a very application specific problem. It is easy to 
imagine methods to detect new objects, missing objects, changing objects, and background 
change; however, as discussed throughout this work many issues cause most metrics in this 
research to be very prone to false alarms. For this reason the metrics in their current state of 
development are best utilized in combination to increase the detection rate and decrease the 
false alarm rate for change detection rather than in complicated combination to perform 
automatic change analysis. This should not suggest that combinations to identify specific 
changes cannot be made with the current metrics, only that such combinations depend on 
the desired change to be identified.  
Change in satellite imagery, as was addressed previously, is a subjective problem. Although a 
real change cannot be disputed, the nature of that change and its interest for the analyst 
certainly can. The direction of this project is toward the creation of a robust method for 
analysis of large area change imagery. The types and scope of changes are not specified and 
would need to be accounted for in many of the metrics for them to be most effective. Many 
methods described have multiple parameters for which default values could be defined but 
may have no real meaning in certain scenarios. As an example, what works to identify 
changing objects in one situation may not work at all when those objects are of completely 
different scale of size. The methods and results described in this work are widely variable 
and although may be applicable to other modalities of imagery due to their data driven 
nature, the specific characteristics of the meter scale multispectral imagery of interest here 
have not been ignored in the design of these methods. 
Of specific importance, as discussed in the results throughout section 6.2 , is the realization 
that the change which can be identified in imagery depends on the relative scale of the 
change to the imagery and specifically to the image clutter. Highly cluttered urban scenes, 
such as the Haiti 2010 scene, make it difficult to detect and classify even very widespread 
changes. Clutter, defined as the general size of variable or outlier-like scene objects, must be 
smaller in spatial scale than the change to be detected. Imagine an example scene or image 
tile which contains a large number of moving vehicles on a highway system surrounded by 
natural landscape. Identifying a large contiguous region of land within that scene which has 
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changed from grass to dirt is feasible but finding a car-port (a small metal structure) erected 
on the land is not. 
 Outcomes and Applications 7.4 
This work was conducted based on the global outcome of creating a robust and widely 
applicable large area change analysis scheme for multispectral imagery. Many techniques 
utilized derive their potential for success from the increased spectral sampling and coverage 
of the WV2 platform and systems like it. While traditional four or five band spectral imagery 
can be used with these methods, the results are not as good as with the 8-band WV2. The 
entire method outlined here is available as a suite of Matlab functions to process Geotiff and 
ENVI Img files. After analyzing many images, one of the best applications for these 
techniques are clearly in the area of immediate disaster response. Assuming that an area has 
been imaged, perhaps multiple times, before an event and can be imaged again after, the 
change analysis can be used to target an aid response. In this situation the speed and 
convenience of an automatic off-the-shelf change detection method can prove useful as 
opposed to or in addition to the manual interpretation of imagery. 
The large area change analysis techniques work to reduce the amount of visual information 
to a level that can be interpreted by an analyst and cue the human observer to areas, rather 
than pixels, that have changed in an important way. The presentation of color tinted tiles 
containing original image information can help to quickly provide visual context to the 
analyst. If important changed pixels are highlighted further in each tinted tile, the analyst can 
be even more quickly directed to the area of potential interest. The presentation utilizing the 
base image as the red band and the change image as the green band with a blue band change 
map overlay provides this type of useful visual queuing. The analysis and presentation of 
change information in unique and useful way are the main contributions of this work. 
Hopefully the metrics can be analyzed further so score combination can be utilized to 
identify the types of change described previously. After successful extended development of 
this research, a useful change classification product (one of the original project goals) could 
be developed for a wide variety of scenes. Overall, this project feels like a success. The topics 
and techniques discussed may require further analysis to generate an automatic change 
analysis machine, but the framework for such a process has been well-defined.  
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 Future work 7.5 
Throughout the process outlined so far, many problems or areas for further examination 
have been identified. This section attempts to deal with issues beyond the basic theory 
behind each method for change detection and analysis. Many problems addressed in the 
following section are open-ended and have no concrete solution yet, and they likely require 
extended consideration to be fully characterized. 
This dissertation covers several topics which require extended development. Below is a list 
of topics that provide ample room for improvement based on future research and 
development. 
• Optimal nearest neighbor search and defining the 
optimal radius for the radius edge identification 
method - 3.3  
• The role of the Laplacian Eigen Map space in edge 
selection or as a standalone metric 
• Modularity change detection optimization and 
clustering of large images 
• Additional types of change metrics(spatial) 
• Metric combinations for enhanced visualization - 6.2.7  
• Types of change and grouping change, correlating 
metrics with the change they detect - 4.2  
The broadest of these areas, and the most critical to the overall success of this research, is 
the last one listed. Identifying the types of change identified by each method is still an 
underdeveloped topic. Each topic listed above is addressed briefly below, and has been 
examined during the course of this research, but was never fully developed and so remains 
open for extended examination. 7.5.1 Preprocessing (Radius as a distance metric) 
The nearest neighbor search and the metrics that rely on it (PDTL, NEV, co-density, 
modularity clustering, and the modified ShOut method) depends predominantly on the 
distance measure used. The most obvious choice for determining the nearness of two points 
is the Euclidean distance.  
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7.5.2 Laplacian Eigenmaps for Preprocessing 
Other data preprocessing methods are also examined to improve the data representation 
before attempting to create a graph for modularity processing. Although traditional data 
reduction techniques such as principle components analysis or rotation alter the local 
structure of pixels, techniques have been developed that operate on related principles but do 
not damage the structure of the data space. One such technique, known as Laplacian 
Eiegenmap (LEM) data representation, has been developed by Meikhail Belkin and Partha 
Niyogi out of the University of Chicago math department [38, 65]. This method utilizes an 
analogy between the graph Laplacian and manifold operations to represent multi-
dimensional data in a geometrically motived way. Because this technique rearranges the data 
but maintains geometric local neighborhood information, it is very useful as a precursor to 
the modularity clustering technique. The LEM rearrangement allows better edges to be 
identified in the data. In an LEM representation, clusters are more separable in the n-D 
space. Figure 150 demonstrates the result of the LEM technique described below. 
 
 
Figure 149: Graph creation data flow with LEM preprocessing 
Perform modularity clustering on the 
preprocessed data 
Create a new graph to be used for modularity 
Tranform data into LEM space 
Create initial graph for LEM processing 
Non-linear normalization to reduce the impact 
of pixel magnitude 
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Figure 150: Data (top) and representation in n-D spectral space with 
corresponding LEM (center) and PCA (bottom) transforms. 
The LEM space provides the best cluster separability, as represented 
by the selection of colored regions of interest. It is clear that the 
manifold the data are projected onto in the LEM transform provides 
maximal between class and minimal within class separability. 
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To perform the LEM transform, the data are arranged in a graph, and an adjacency matrix 
(as defined in 2.3.7.4 Normalized cuts segmentation) is constructed. Of course, in this step 
we see a logical paradox. The LEM process is being utilized to improve edge creation, but in 
the LEM process, we need to create edges.  The best way to approach this is to use the 
previous preprocessing techniques to create the adjacency matrix for the LEM transform. 
Next the edges in the adjacency matrix are weighted to create a matrix 𝑊.  Using something 
known as the heat kernel (similar to the commonly used Gaussian kernel) [1, 38, 65], for 
connected pixels 𝑥𝑖 and 𝑥𝑗 , the weights are found by 
 𝑾𝒊𝒋 = 𝒆−�𝒙𝒊−𝒙𝒋�𝟐𝒕  (7.5 .1) 
and 𝑊𝑖𝑗 = 0 if 𝑥𝑖 and 𝑥𝑗 are not connected and 𝑡 is a parameter that changes depending on 
the kernel desired. The LEM space is then constructed by solving the generalized 
eigenvector problem: 
 𝑳v = 𝝀𝑫v. (7.5 .2) 
In the above equation, 𝑃 is the weighted graph Laplacian, 𝑃 = 𝑃 −𝑊, and the 𝑃 matrix is 
formed by: 
 𝑫𝒊𝒊 =  �𝑾𝒋𝒊.
𝒋
 (7.5 .3) 
The LEM transform provides a useful processing of the data into a reduced dimensionality 
space where clusters remain—or become more easily—separable. 
The Laplacian Eigenmap space described above can be utilized to improve the edge creation 
scheme, or it can be utilized itself for clustering which would work in a way similar to 
normalized-cuts described in section 2.3.7.3. It is possible that a more standard automatic 
clustering scheme performed directly in the LEM space may prove useful for change analysis 
as well, however it is as yet unknown what clustering method that might be and the role it 
would play in change detection. Although the LEM transform can help separate clusters in 
the data space, it adds significant processing time to the modularity clustering process for 
example, and removes the relationship between the data and what they physically represent. 
Largely because of the increased processing time, the LEM transform is not implemented in 
R.A.Mercovich, Ph.D. Dissertation - 2012 
219 
 
any of the change metrics developed for this work. The LEM space is an interesting area for 
future work in the area of new modeling methods and data structure analysis. 
The preprocessing of the data allows for more accurate assessment of pixel adjacencies to be 
made for the development of a graph representation of an image. Thus far the only 
considerations for edge creation have been spectral in nature. The only question to answer 
has been: Are these two pixels near enough in the n-D space to consider them adjacent? 
Perhaps this spectral-only method is not sufficient to generate a good graph representation 
of an image. The spatial proximity of two pixels can certainly play a role in the probability 
that they are the same material. Some consideration for spatial information needs to be 
added to the edge creation process; however, it is unclear at this time what role spatial 
information will play. This is a trade space akin to the compression of pixel brightness 
addressed previously. More research is required to determine the proper role of spatial 
information and pixel magnitude in the edge creation process. 7.5.3 Spatial limitations and resolution considerations 
Clustering in general becomes more difficult as the spatial resolution of imagery increases. At 
low spatial resolution, on the order of hundreds of meters per pixel, the world appears very 
smooth and clustering is not incredibly difficult. At spatial scales approaching tens of meters, 
materials become more difficult, but not impossible, to separate and group. At a scale where 
pixels are closer to the single meter scale, the world is very cluttered and the signal that 
reaches the sensor from that area is very small so signal to noise ratio is decreased as well. 
The reduced signal to noise and the increase in clutter makes clustering, even manually by 
visual examination, much more difficult. 
To further complicate the issue of resolution, image processing can be split into two 
domains based on image resolution. The first is the regime in which targets or features of 
interest are at the single pixel or sub-pixel level. In this mode of thinking, the overarching 
goal is to separate out the constituent components of a pixel and determine what materials 
are contained within it. The second domain, the super-pixel regime, is generally considered 
in relation to high resolution ground based photography where target and features of interest 
are always made up of a group of similar pixels. While it is easy to assume there is a 
threshold resolution where tasks can be easily divided into sub or super pixel problems, that 
line of thinking is incorrect. The super-pixel/sub-pixel decision can be made at any 
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resolution, and it depends not on the physical size of the pixels, but on the size of the targets 
of interest relative to the parameters and limitations of the sensing system. 
Finally the overall scale of imagery presents a problem for graph techniques; large area 
search is difficult due to the sheer volume of data. Creating a graph representation of an 
image that contains, for example, four thousand by four thousand pixels (roughly 224) would 
result in an adjacency matrix that contains 248 elements each containing at least one bit of 
information (32 gigabytes of data). While it is feasible to imagine using such a matrix in 
computations, anything more than a 1 or 0 at each entry (like the weighted adjacency matrix 
for example) makes the amount of memory needed grow astronomically. Imagine then, 
solving a generalized eigenvector problem (e.g. to implement the LEM transform of section 
3.3 ) using the 32 gigabyte matrix. Obviously these techniques have image size limitations if 
any type of speed is required in the algorithm processing. Many of these issues are addressed 
by moving to a tile space with just hundreds of pixels per tile rather than millions over the 
whole image. 7.5.4 Strengths and weaknesses of modularity clustering 
In section 3.2 , the modularity algorithm was tested with simple synthetic data. Figure 16 is 
shown again here (as Figure 151) to aid the extended discussion of those results. As stated in 
section 3.2 , the first problem with the modularity result is the clearly incorrect grouping 
beginning in the first level in which some red pixels are assigned to the incorrect cluster. 
Another cause of error is that the convergence during each iteration of the modularity 
method rarely occurs at a true global maximum. 
As an optimization problem, the identification of the largest positive eigenvalue of the 
modularity matrix of an image derived graph is difficult because of the precision required. 
The largest eigenvalues of the modularity matrix beyond 1000 𝑥 1000 take a long 
computational time to find without utilizing the power method. The large eigenvalues of 
such modularity matrices are also very close together, and the power method of iterating to 
find the largest value requires a large number of iterations to reach the global maximum. 
While it is possible to overcome these small errors and ensure a global rather than local 
maximum is reached, the computational cost is relatively high. The optimization problem 
described also makes the method of optimal modularity clustering a non-deterministic 
process as it is implemented with the power method. 
R.A.Mercovich, Ph.D. Dissertation - 2012 
221 
 
 
Figure 151: Modularity clustering, convergence after 5 levels with Q 
threshold set to 0.30. 
If the computational power to perform enough additional iterations or to simply use another 
method while solving the eigenvalue problem is not a concern, then the solution could 
indeed be the same every time. As a theory clustering with the optimal modularity method is 
deterministic, but as implemented for image data, slight variations and errors become 
apparent. 
Another consideration of the modularity method is the relationship between clusters and 
their parent groups. A traditional hierarchical clustering presumes that each cluster on a 
certain level of the tree is relatable to other clusters on the same level. That is, a hierarchical 
clustering method typically uses a symmetric cluster tree. The modularity optimization most 
often produces an asymmetric cluster tree for image data. Because of the characteristic 
distribution of mixed pixels creating heavy clutter in an image data cloud, the modularity 
method tends to first separate out tightly grouped clusters close to the edges of the 
distribution. At a given level of the modularity cluster tree with 8 clusters it is most common 
to have, for example, 7 clusters representing true physical relationships in the data while the 
8th cluster contains many unrelated sub-clusters waiting to be split further. 
One more pitfall of the optimal modularity clustering is the tendency to over-cluster data. 
Modularity was developed particularly for graphs of social networks. Some aspects of 
imagery seem to lead to over clustering of the data. The image derived graphs are split on 
too fine a scale, especially for high resolution imagery where the clusters of data representing 
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one material may have large variations. This over clustering is a problem among automatic 
clustering algorithms, and can be limited by choosing of parameters. Many automatic 
clustering schemes (k-means or ISODATA) require the input of a preselected number of 
clusters or at least a range. Modularity clusters pixels based on the relative quality of each 
split of the graph. A threshold can be set to limit the clusters created based on the quality of 
each split, and this does improve the over clustering. 
 Because of the subtle variation in edge selection, and the problem stated above of pixels 
being over-connected by the edge creation process, often small sections of clusters near each 
other are incorrectly grouped at an early level. These early mistakes lead to clusters 
incorrectly containing excess sub-clusters by the end of the process. To combat the over-
clustering caused by over-connected pixels, some measure of cluster overlap or similarity can 
be used to smooth the final result. Because most final clusters are nearly Gaussian, 
something like the Bhattacharya coefficient (BC) can be used as such a measure of cluster 
overlap. The BC is a measure of the overlap between two clusters or data distributions. For 
the multivariate Gaussian distribution, the BC is given by [66] 
 𝐵𝐶 = 𝑒(−𝐷𝐵) (7.5.4) 
 
𝑃𝐵  = 18 (𝜇1 − 𝜇2)𝑇Σ−1(𝜇1 − 𝜇2) + 12 ln� det Σ�det Σ1 det Σ2� (7.5.5) 
where 𝜇𝑛 is the class 𝑛 mean, Σ𝑛 is the class 𝑛 covariance matrix, and Σ = Σ1+Σ22  is the 
combined covariance. 
Additionally, some heuristic processing can be utilized to recombine clusters that may have 
low overlap but are adjacent only to each other while remaining far from other clusters. One 
other smoothing technique is to build a graph based on the clusters themselves and use the 
modularity algorithm or something similar to group the clusters. The distance metric 
between clusters could be the BC or something as simple as the distance between the means. 
These types of smoothing need to be fully examined through extended research before they 
can be implemented automatically with user tunable parameters. Future methods may be 
developed using the path a pixel takes through clustering as a type of spectrum to compare 
to that same pixel’s (or group of pixels) path in a subsequent image. The strengths and 
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weaknesses of modularity based clustering and further applications of the modularity cluster 
tree to change detection are one open area for future research. 7.5.5 Modularity clustering of large scenes 
For very large scenes the processing time required for modularity is a burden. To achieve the 
main benefits of modularity, a cluster tree and an automatic identification of the total 
number of clusters, it is possible to perform modularity clustering in a different way. The 
first task would be to perform modularity on a randomly selected subset of the full data. 
This random set would need to be sufficient in size to be likely to contain a representative 
sample of pixels from all the desired classes. Modularity clustering is quite fast 
(approximately one minute) for 100,000 samples, which should sufficiently characterize the 
data of even a very large 10 km x 10 km WV2 image with 2.5𝑥107 pixels.  For data 
dominated by one or two large classes, a fast k-means classification could be used to limit 
the selection of a random subset to equal portions of several k-means classes. The number 
of k-means classes limiting the selection of the random subset of the data would not 
influence the eventual number of classes produced by modularity. The limitation would 
ensure that random samples are selected equally from all regions of the data cloud. 
Once the random subset is defined and clustered using modularity, the resultant data can be 
used as training data to perform an automatic supervised clustering such as Gaussian 
maximum likelihood classification. To ensure high quality clusters, only modularity classes 
that are well described by a Gaussian distribution should be used; a simple normality test of 
the per-band histograms, like the Jarque-Bera test which uses the skew and kurtosis, to 
confirm that clusters have the rough characteristics of the normal distribution is sufficient to 
meet this criteria. If very few of the modularity clusters fit a normal distribution, the training 
data must be allowed to come from other non-normal clusters so that all the data are well 
represented.  
To maintain a cluster tree in this mode of operation, the supervised clustering could be 
performed multiple times. At first the statistics of every cluster on the modularity tree based 
on the subset of the data could be used as training data. Then each cluster found by 
whichever trained classifier was chosen could be clustered again using only its sub-clusters 
from the modularity tree based on the data subset as training data. During the initial 
clustering based on all modularity clusters, it is likely that the trained classifier would place 
most pixels into the broadest modularity classes. By subsequently clustering each cluster 
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using the statistics of only its sub-clusters as training data, the broad clusters are more finely 
grouped. Although the total processing time would be significant for a large image(but still 
far less than a full modularity clustering), this mode of operation has the advantage that a 
more traditionally defined hierarchical cluster tree is produced, where each level of the tree 
contains clusters with the same relationship to the global data cloud. 7.5.6 Superpixels and adaptive tiling 
Tile based change detection provides many advantages in metric designed and presentation 
of results. Using new methods to create adaptive tiles would help the process further. 
Adaptive tiles generated for the base image could be used on the change image so as not to 
allow large changes to affect the tiling. The superpixel methods briefly addressed in section 
4.3  could be examined to perform the automatic adaptive tiling. Designing these methods 
and conducting experiments to verify their success would be a good area for future research. 7.5.7 Metric Combinations 
Although it can be said that each method detects a certain type of change better than 
others—the simple difference detects mostly background change—it is not clear what 
combinations of metrics will lead to the three categories described in 4.1 , new or missing 
objects, changing objects, and background change. Additionally, those three categories may 
need revision as the project progresses. Perhaps an additional category of anomalous pixel 
level change or background vegetation change based on hyperboloic ACD or VHI change 
respectively should be included. The main concern for identifying different types of change 
is having a way to present them in a meaningful way. 
Some were outlined in section 6.2.7. Many combinations can be made when there are 13 
metrics, or more. The results for the pseudo-synthetic tiles presented in section 5.7  were a 
start on the metric correlation process. Correlating the detection characteristics of the 
metrics is the first step in creating useful metric combinations. Characterizing the change 
each metric best detects is another essential step which was begun in the pseudo-synthetic 
experiment. 
Combinations of the 13 metrics used in this research are obviously numerous. Determining 
the type of combinations and the method of combination (sums, weighted sums, binary 
operation, voting methods, etc.) is a vast area for examination and would require a variety of 
image sequences with many types of changes. 
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Appendices 
 Appendix A  7.6 
The MATLAB toolbox developed and all imagery used for this thesis are available from the 
Digital Imaging and Remote Sensing group (DIRS) at the Rochester Institute of Technology 
Chester F. Carlson Center for Imaging Science (CIS) upon request. 
 Appendix B: Display scaling of matched 7.7 
images in ENVI 
Display scaling is an important concept for change detection and can be confusing if not 
considered carefully. The ENVI software has the useful feature that it automatically scales 
images to a “linear 2%” mode for display. However, if not examined carefully, this mode 
could lead the user to incorrectly believe that the image data are more closely matched than 
they truly are. Often, companies such as Digital Globe will produce imagery that has a 
certain characteristic color when the RGB is viewed scaled by the linear 2% technique. For 
data driven techniques—most of the methods described in this document—it is of the 
utmost importance that image data which are the same across images are in the same part of 
the data space before any comparisons are made of any cross image data clouds that may 
have actually changed. Below are some examples (with subtle color variations best viewed on 
a screen rather than in print) of this apparent matching due to the linear scaling reduced by 
two percent of the per band dynamic range. Again, for radiance domain change detection 
with large imagery the basic assumption is made that unchanged ground cover should have 
the same spectrum as a baseline (image 1 must largely “match” image 2). 
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Figure 152: June and September Rochester WV2 data after 
converting to top of atmosphere radiance and correction based on 
solar geometry displayed with linear 2% scaling. 
 
Figure 153: The same data as the previous figure now manually scaled 
to the same data space. Clearly there are still non-linear (ie. per band) 
illumination and atmospheric corrections needed to move these image 
data into a space where they can be effectively compared. 
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Figure 154: Another portion of the same imagery as above after PIF 
matching of the June image. Diplay mode is linear 2%. This is still not 
the best method for comparing visually, but the data now live in the 
same space. 
 
Figure 155: PIF matched June and September images manually 
stretched to the same data range. Note that the “stretch” values are 
similar. Alternatively a similar range could be used on each band (this 
technique would still indicate a linear shift remains in the data). Linear 
2% stretching does not display the same parts of the data range for 
multiple images. 
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Figure 156: The linear scaling shown here is no better than linear 2% 
unless the images have calibration points in them, one fully black and 
one fully white. However, the data here would be much too dark for 
viewing if that were the case.  
These concerns apply to data in different formats as well. In the examples above, each image 
was stored as 16-bit integer data. Often imagery is stored in floating point form, and can 
suffer the same issues when multiple images are compared using a data driven approach. The 
same concern for the space the data cloud lives in must be considered when utilizing the 
ENVI Stretch Data tool. For example, on several occasions this author has seen the technique 
of using the Stretch Data tool recommended to quickly change a floating point image to a 16-
bit integer image. Although in general, 16-bit integer is useful for storing imagery with no 
units, or with scaled radiance units (𝑊𝑚−2𝑠𝑟−1𝜇𝑚−110−1 in the examples above), floating 
point is desirable for many calculations to reduce rounding error. Unfortunately, the ENVI 
Stretch Data tool performs a stretch (or data conversion) on each band rather than the full 
image, and therefor applies a non-linear translation to the image data. If a GUI method for 
converting data is desired the Stretch Data tool could still be used by applying it per band with 
customized range parameters and then recombining the image to produce the desired result. 
This method will work, but is much more time consuming than simple conversion with IDL 
or Matlab. 
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Figure 157: Drastic change in spectra of two data points after being 
"converted" to floating point data with the Stretch Data ENVI tool. 
Linear 2% visualization makes the images look the same. Although the 
left image is now in floating point form, the Stretch Data tool is to 
stretch each band to the same desired range, not to convert between 
data types.  
The techniques and cautions discussed here regarding data visualization and stretching are 
perhaps obvious, but can be extremely easy to overlook to users not accustomed to change 
detection in the spectral space. Perhaps when utilizing methods that compute the first order 
statistics of image distributions to characterize them or only comparing data within the same 
image the location of the data within the data space is less important, however when using 
methods that rely on comparing the shape of distributions of data points from one image to 
another the location of the data cloud is a critical consideration. Based on this author’s 
experience, a useful new feature in ENVI would be more display stretch methods based on 
the desired data range. Linear 0-255 (another ENVI stretch mode) is nice for 8-bit imagery. 
Perhaps linear 12-bit, 14-bit or #-bit (where # is user specified) would be more useful for 
today’s instruments. 
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 Appendix C: Supplemental plots 7.8 7.8.1 Additional NEV plots  
These plots relate to the example from 4.5.6.2 and the discussion of the Normalized Edge 
Volume. 
 
Sometimes NEV works as expected, little change due to the tile content (when none is 
present), and only showing change between times as shown in the image data 
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 At other times the NEV scores flip between states. In this example the Δ𝑁𝐸𝑁 is lower 
between time states than it is between change states. Also the different between change 
states at the same time is similar magnitude but opposite direction compared to the 
corresponding difference between change states. 
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7.8.2 Plots for 5.5  Experiment D: Further modularity testing 
The following plots provide additional data related to the experiment discussed in section 5.5 
. 
K-Means accuracy and clusters per tile plots for k=8,10, and 20 for the six class image. 
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K-Means accuracy and clusters per tile plots for k=8,10, and 12 for the eight class image. 
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7.8.3 Plots for 5.6  Experiment E: Enumerating clusters in a data 
cloud 
Below are the plots used to manually determine the number of clusters in the cluster 
estimation experiment. The plot shown is the best 3-band projection to visualize the clusters. 
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 Appendix D: Results images for extra data  7.9 
Images related to section 6.2.6 are shown here. Each image set contains, from left to right, 
the scene at time 1 (base image), time 2 (change image), and top 20% of change detections 
using the sum of all metrics. 
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