The results of the renormalization group are commonly advertised as the existence of power law singularities near critical points. Logarithmic and exponential corrections are seen as special cases and dealt with on a case-by-case basis. We propose to systematize the analysis of singularities in the renormalization group using perturbative normal form theory. Classification of all such singularities in this unified framework generates a systematic machinery to perform scaling collapses. We show that this procedure leads to a better handling of the singularity even in the classic case of the 4-d Ising model.
The results of the renormalization group are commonly advertised as the existence of power law singularities near critical points. Logarithmic and exponential corrections are seen as special cases and dealt with on a case-by-case basis. We propose to systematize the analysis of singularities in the renormalization group using perturbative normal form theory. Classification of all such singularities in this unified framework generates a systematic machinery to perform scaling collapses. We show that this procedure leads to a better handling of the singularity even in the classic case of the 4-d Ising model.
Emergent scale invariance is a key to many of our current scientific and engineering challenges, including cell membranes [1] , turbulence [2] , fracture and plasticity [3, 4] , and also the more traditional continuous thermodynamic phase transitions. The current formulation of the field is split between an admiration of universal power laws on one side and difficult calculations on the other. The study of emergent scale invariance typically jumps from measuring power laws times homogeneous functions directly into a scattered literature of logarithmic corrections and exponentially diverging quantities.
The renormalization group (RG) is our tool for understanding emergent scale invariance. At root, despite challenges of implementation, the RG coarse-grains and rescales the system to generate of ordinary differential equations (ODEs) for model parameters as a function of the observed log length scale . A fixed point of these flows represents a system which looks the same at different length scales; systems near criticality flow near to this fixed point. In cases where the flow can be linearized around the fixed point, the RG implies that observables near criticality are given by a power law times a universal function of an invariant combinations of variables; e.g. the magnetization m of the Ising model in the presence of a magnetic field h is m ∼ t β M(h/t βδ ).
Surprisingly often, the flows may not be linearized and quantities scale with logarithms or exponentials, as in the upper or lower critical dimensions and for exactly solvable systems like the 2d Ising model. These are the subject of a large literature which obscures the deep connections with the RG. Specifically, deviations arise in the Ising model in d = 1 [5] , 2 [6] , & 4 [7] , the tricritical Ising model in d = 3 [8] , the d = 2 XY model [9] , the surface critical behavior of polymers [10, 11] , van der Waals interactions in 3-d spherical model [12] , finite size scaling of the random field Ising model in d = 6 [13] , thermodynamic Casimir effects in slabs with free surfaces [14, 15] , the d = 2, 4-state Potts model [16] [17] [18] , percolation and the 6-d Potts model [19] , and many other systems.
Here we use normal form theory, developed to study bifurcations in dynamical systems, to arrange these systems into universality families of theories defined by their normal form, to identify new nonlinear universal terms which (like universal critical exponents) determine the universality class within the family, and to derive the natural invariant scaling combinations governing universal scaling functions. Dynamical systems theory tells us that many fixed points of differential equations can be linearized by a local polynomial change of coordinates; such fixed points are termed hyperbolic (top row, Table I ). The universality class within the hyperbolic universality family is determined by the linear eigenvalues near the fixed point; these eigenvalues give the universal critical exponents that predict the behavior near the fixed point for functions of one variable (e.g., M (t) ∼ t β ), and the invariant power-law combinations governing universal scaling functions (e.g., h/t βδ in M (t, h) ∼ t β M(h/t βδ )). As external parameters (like dimension) are varied, the fixed points can change qualitatively (split, merge, cross . . . ) at bifurcations, where one of the linear eigenvalues vanishes. At such bifurcations one must keep certain nonlinear terms in the flow that cannot be absorbed by a polynomial change of coordinates. Classic bifurcations include the pitchfork bifurcation, the transcritical bifurcation (exchange of stability), the saddle-node bifurcation, and the Hopf bifurcation. The corresponding transcritical and pitchfork universality families govern several classic statistical mechanical phase transitions (second and third rows, Table I ). Normal form theory also explains 'resonance' conditions where logarithms arise without a bifurcation (fourth row), and can be used to analyze more complex systems with higher codimension (multiple zero eigenvalues) or extra symmetries (fifth row).
Our machinery provides a straightforward method to determine the complete form of the critical singularity in these challenging cases. Our initial results are complex and interesting; they pose challenges which we propose to address in future work. We are also motivated by the challenge of incorporating higher order analytic and singular corrections to scaling, to address experimental systems as they vary farther from the critical point (where nonlinear terms in the RG flows become
TABLE I: Normal forms and universal invariant scaling combinations for traditional and intrinsically nonlinear renormalization-group critical points. The universal scaling of most critical points are power-law combinations of the control variables, derived from the linearized normal-form equations of hyperbolic RG fixed points. Many systems have well-studied logarithmic corrections, exponentially diverging correlations, or other singularities that we attribute to intrinsic nonlinearities in the RG flow equations. In blue are new universal terms predicted by our analysis of the corresponding dynamical system normal forms, which appear not to have been hitherto discussed in the literature. In green are terms we explain which have been previously observed using other methods [20] [21] [22] [23] [24] . The normal form equations are shown for the system in bold. (The variable y for the 4-d Ising model is defined in the text.) central). Finally, bifurcation theory is designed to analyze low-dimensional dynamical systems without detailed (experimental or theoretical) understanding of the underlying equations; our methods should similarly allow us to study critical phenomena like 2-d jamming [25] where logarithms are expected but no RG framework is available.
The approach we take is inspired by Wegner's early work [8, 20] , subsequent developments by Aharony and Fisher [26] , and by studies of Barma and Fisher on logarithmic corrections to scaling [27, 28] . Salas and Sokal's work on the 2-d Potts model [16] is similar in spirit to ours. Despite similar inclinations, none of these works make the complete connection to bifurcation theory, and all of them in the end approximate the true singularity using logarithmic corrections. The analysis presented here is general and applicable to all kinds of situations, ranging from old problems like the random field Ising model [29] , to newer research problems like jamming [25] .
In Table I we present common universality families and well-studied statistical mechanics systems governed by each. Traditional scaling analysis corresponds to the hyperbolic case, where it is possible to linearize around the fixed point. The pitchfork bifurcation shows up in the 2-d Random Field Ising model; it has a cubic term in the equations for w, the ratio of the disorder to the coupling [30] . We have derived that the correct equations require an additional w 5 term [31] , which was not included in previous work. The 2-d Ising model has a well known logarithmic correction to the specific heat, which Wegner associated with a t 2 resonance term in the flow equation [20] . A more complicated case is that of the 2-d XY model at the Kosterlitz-Thouless (KT) transition [32] . It has been shown that the simplest normal form of its flow equations (in the inverse-temperature-like variable x ∼ 1/T − 1/T c and the fugacity y) has an infinite number of universal terms, which can be rearranged into an analytic function f [24] (Table I) . We conjecture that the very similar transition observed in randomly grown networks [33, 34] is not in the KT-universality class, but rather is in the same universality family. It is not to be expected that a percolation transition for infinite-dimensional networks should flow to the same fixed point as a 2-d magnetic system, but it is entirely plausible that they share the same normal form. In particular, the universal terms for the KT family (Table I) are the Taylor coefficients of the function f , which we anticipate will differ between the XY model and grown networks.
We illustrate our methods by analyzing the intensively studied 4-d Ising model. It is usually stated that the magnetization M ∼ t 1/2 (log t) 1/3 , the specific heat C ∼ (log t) 1/3 and the susceptibility χ ∼ (log t) 1/3 /t with log log corrections [8] . We show in the supplementary material that the true singularity of the magnetization at the critical point is M ∼ t 1/2 W (xt −27/25 ) 1/3 , where W is the Lambert-W function defined by W (z)e W (z) = z, and x[u] is a messy but explicit function of the irrelevant variable u. (The traditional log and log-log terms follow from the asymptotic behaviors of W (x) at large and small x. The universal power 27/25 becomes manifest in the complete singularity, but is disguised into a constant factor up to leading logs.) In the text below, we derive in detail the finite size scaling form M (t, L) for system size L; the corresponding finite-size scaling collapses are shown in Figure 1 .
The study of critical points using the renormalization group was turned into a dynamical system problem by Wilson [35] . These RG calculations are done by first expressing the Ising model as a field theory with a quartic potential φ 4 . Then by coarse-graining and rescaling, one obtains the flow equations
where t is the temperature, f is the free energy and u is the leading irrelevant variable (given by the quartic term in Landau theory). The coefficients take the values, A = 1,B = 3,C = 5/6,D = 17/3, andĒ ≈ 32.54 [36] . The flow equation for u in this case takes the form of a transcritical bifurcation with parameter = 4 − d tuning the exchange of stability between the Gaussian (u = 0) and Wilson-Fisher fixed point (u = 0). Traditional bifurcation theory [37] uses the implicit function theorem to show that that there is a coordinate transformation which takes the above equations to what we shall call the implicit normal form:
Solving these equations gives the wrong power of the logarithmic corrections. This is because the standard theorem allows coordinate transformations like 1/(D log(1/u −D) + 1/u) which satisfy the implicit function theorem but do not preserve the analytic structure.
Instead, we shall follow a different mathematical approach, which performs polynomial changes of coordinates perturbatively. If all linear eigenvalues λ i of the flows are distinct and non-zero, which terms can be removed using analytic coordinate changes depends only on these λ i . This approach can be formulated elegantly as a linear algebra problem of the Lie bracket on the space of homogeneous polynomials [38] . Resonant terms, which cannot be removed, satisfy the condition i n i λ i = λ j , with non-negative integers n i and eigenvalues λ i . For more general cases-including bifurcations wherein some λ i = 0-'hypernormal form' [39] [40] [41] theory develops a systematic but somewhat more brute-force machinery to identify which terms can and cannot be removed perturbatively by analytic changes of coordinates; we shall refer to these theories combined as 'normal form theory'. Notice that we allow only polynomial coordinate changes in this procedure. Using polynomial changes of variables (which preserve the singularity) to simplify the equations as much as possible, with = 0 in 4-d, we find the (explicit) normal form
where for simplicity we here and hereafter use the symbols u, t, f to refer to the normal form coordinates. The 4-d Ising model has both a bifurcation and a resonance. The u 2 , u 3 and Aut terms come from the bifurcation and cannot be removed by an analytic change of coordinates. The t 2 term is a consequence of an integer resonance between the temperature and free energy eigenvalue, λ t = 1/ν = 2, λ f = d = 4. We have also used the freedom to rescale u and t to set some of the nonlinear coefficients to one. This defines D =D/B 2 and A =Ā/B. The resultant equations then have 2 parameters A and D which are universal, just like the eigenvalues of the RG flows.
Before examining the full solution of eqs. (4) to (6), we will first study the effect of each part of the RG flows. First, considering only the linear terms and coarsegraining until t( * ) = 1, the free energy is given by f ∼ t 2 . This is the mean-field result and also the traditional scaling form that RG results take in the absence of nonlinear terms in the flow equations. Second, we include the resonance between the temperature and free energy eigenvalue, which leads to an irremovable t 2 term in the flow equation for the free energy. This term cannot be removed by analytic coordinate changes, and yields the log correction to the specific heat. Third, the irrelevant variable u undergoes a transcritical bifurcation. Results in the hyper-normal form theory literature, as well as some articles in the high-energy theory literature [22, 23] recognize that the simplest form that the equation can be brought into is Equation 5. The solutions of eqs. (4) and (5) Following this analysis, the free energy is given by
The above scaling form allows us to predict the finite size scaling form of the free energy. Early finite-size scaling work [42] [43] [44] attempted scaling collapses with logs; recent work does not attempt collapses at all [45] . Finite size scaling requires an equation for the magnetic field, h, given by dh/d = 3h. The flow for h does not appear to 
We find u 0 = 0.4 for the 4-d nearest-neighbor hypercubic-lattice Ising model.
have an hu term even though in principle it could. This is a possibility in other systems as well, some terms in the normal form could be absent from the theory. To get a finite size scaling form, we coarse-grain till = log L, the system size. The free energy is then a function of three scaling variables, u(L), t(L) and h(L). Note that u(L) cannot just be ignored because it is a dangerous irrelevant variable. However we can account for it by taking the combination t(L)/(u(L)) 1/2 and h(L)/(u(L)) 1/4 as our scaling variables [46] . The scaling form of the free energy then depends on u 0 which we do not have a way to calculate in the simulation. Instead, we treat u 0 as a fit parameter in the scaling form of the susceptibility:
At the critical point t = 0, the function Φ must be analytic for finite L (since non-analyticity requires an infinite system size). Φ(0) is therefore a constant independent of L and u 0 at t = 0. Using this, u 0 may be estimated from χ at different values of L by fitting to its predicted
The magnetization is collapsed using the best-fit value of u 0 = 0.4. Figure 1 shows the scaling collapse of the magnetization and susceptibility. Though our collapses do not perform significantly better than the traditional logarithmic forms, we can predict that the correct form of the singularity will be more important for larger values of u 0 .
The other entries in Table I show preliminary results of our methods for several other systems. Our simulations for the 2-d non-equilibrium random-field Ising model (RFIM) clearly indicate that the bifurcation is transcritical -distinct from the pitchfork bifurcation governing the thermal equilibrium RFIM; we also explain observed corrections to the scaling form of the latter seen by Meinke and Middleton [21] . For the 1-d and 2-d Ising models, we have extracted the flow equations using exact results, and are exploring how our resulting scaling variables can absorb nonanalyticities in the flow equations and bypass nonanalyticities generated by Legendre transformations, and exploring connections with recent result from conformal bootstrap [47, 48] . More generally we are exploring whether interpolating between dimensions in a way that captures the correct singularities can improve scaling collapses in all dimensions. Finally, we are exploring the application of our methods to systems like jamming in 2-d [25] , where logarithmic corrections are observed but no renormalization-group theory is available. In general, we expect this fruitful confluence of dynamical systems theory and the renormalization group will not only clarify and illuminate previously known technical calculations, but will also facilitate quantitative analysis of experimental and theoretical systems farther from their critical points and before the underlying field theory is well understood. 
We are only interested in the dependence of the magnetization on t 0 because u 0 is an irrelevant variable, and so we can ignore the dependence on it. However, we have to be careful because u is a dangerous irrelevant variable and contributes to the leading singularity of the magnetization. One quick way to get the magnetization is to use the result from mean field theory 
where we have used the identity e aW (x) = x a /W (x) a which follows from the definition of the W function. Finally, near the critical point as t 0 → 0, the W function goes to infinity. So, ignoring the 1, we get M ∼ t 
which is the result quoted in the main text.
