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Abstract
We consider the Cauchy problem for the damped wave equation with absorption
utt −u+ ut + |u|ρ−1u = 0, (t, x) ∈ R+ × RN . (∗)
The behavior of u as t → ∞ is expected to be same as that for the corresponding heat equation φt −Δφ +
|φ|ρ−1φ = 0, (t, x) ∈ R+ × RN . In the subcritical case 1 < ρ < ρc(N) := 1 + 2/N there exists a similarity
solution wb(t, x) with the form t−1/(ρ−1)f (x/
√
t ) depending on b = lim|x|→∞ |x|2/(ρ−1)f (|x|)  0.
Our first aim is to show the decay rates
(∥∥u(t)∥∥
L2 ,
∥∥u(t)∥∥
Lρ+1 ,
∥∥∇u(t)∥∥
L2
)= O(t− 1ρ−1 +N4 , t− 1ρ−1 + N2(ρ+1) , t− 1ρ−1 − 12 +N4 ) (∗∗)
provided that the initial data without initial data size restriction spatially decays with reasonable polynomial
order. The decay rates (∗∗) are sharp in the sense that they are same as those of the similarity solution. The
second aim is to show that the Gauss kernel is the asymptotic profile in the supercritical case, which has
been shown in case of one-dimensional space by Hayashi, Kaikina and Naumkin [N. Hayashi, E.I. Kaikina,
P.I. Naumkin, Asymptotics for nonlinear damped wave equations with large initial data, preprint, 2004]. We
show this assertion in two- and three-dimensional space. To prove our results, both the weighted L2-energy
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1. Introduction
We consider the Cauchy problem for the semilinear damped wave equation with absorption:
{
utt −u+ ut + |u|ρ−1u = 0, (t, x) ∈ (0,∞)× RN,
(u,ut )(0, x) = (u0, u1)(x), x ∈ RN.
(1.1)
Our interests are in the asymptotic behavior of solutions when the data may be arbitrarily big
because of the absorbing term. The behavior is expected to divide into three cases depending on
the exponent ρ:
{1 < ρ < ρc(N) := 1 + 2/N (subcritical),
ρ = ρc(N) (critical),
ρ > ρc(N) (supercritical).
(1.2)
For the Cauchy problem for the corresponding semilinear heat equation
{
φt −φ + |φ|ρ−1φ = 0, (t, x) ∈ (0,∞)× RN,
φ(0, x) = φ0(x), x ∈ RN,
(1.3)
the nonnegative solution φ, roughly speaking, behaves
φ(t, x) ∼
⎧⎪⎨
⎪⎩
wb(t, x) := t−
1
ρ−1 f (x/
√
t ) (subcritical),
θ0G(t, x)(log t)−
N
2 (critical),
θ0G(t, x) (supercritical),
as t → ∞ (1.4)
(see Escobedo and Kavian [3], Escobedo, Kavian and Matano [4], Galaktionov, Kurdyumov and
Samarskii [6], and also the references therein), where f (x) =: g(r), r = |x| is a positive solution
of the ordinary differential equation{−g′′ − ( r2 + N−1r )g′ + |g|ρ−1g = 1ρ−1g, r ∈ (0,∞),
g′(0) = 0, limr→∞ r
2
ρ−1 g(r) = b ( 0),
(1.5)
G is the Gauss kernel
G(t, x) = (4πt)−N2 e− |x|
2
4t , |x|2 = x21 + · · · + x2N, (1.6)
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(solution of the linear equation), the semilinear term is estimated as∫
|φ|ρ−1φ(t, x) dx ∼ tρ(−N2 (1− 1ρ )) = t−N2 (ρ−1) as t → ∞.
Hence it is integrable on (0,∞) if ρ > ρc(N), so that the solution φ will behave like the solution
of the linear equation. While, if ρ < ρc(N), then the semilinear term plays a role as an essen-
tially nonlinear term, and the solution φ is expected to behave like the similarity solution of the
nonlinear equation. Hence the behavior (1.4) is reasonably divided by the critical exponent.
Recently, the precise diffusive structure as t → ∞ of the damped wave equation has
been investigated in Marcati and Nishihara [23], Nishihara [27,28], Hosono and Ogawa [13],
Narazaki [25], Ikehata and Nishihara [18], etc. We denote solution to
vtt −v + vt = 0, (t, x) ∈ (0,∞)× RN, (1.7)
(v, vt )(0, x) = (0, g)(x), x ∈ RN, (1.8)
by v = SN(t)g. Then, for example, in N = 3 the solution is explicitly shown in [27] to express
S3(t)g = e− t2 t4π
∫
S2
g(x + tω) dω + e
−t/2
4π
∫
|z|t
I1(
1
2
√
t2 − |z|2 )
2
√
t2 − |z|2 g(x + z) dz
=: e− t2 W3(t)g + J03(t)g, (1.9)
with the Lp–Lq estimates
∥∥J03(t)g − PN(t)g∥∥Lp Ct− 32 ( 1q − 1p )−1‖g‖Lq , t  t0 > 0,∥∥∂t(J03(t)g)∥∥Lq  C(1 + t)− 32 ( 1q − 1p )−1‖g‖Lq , t  0, (1.10)
for 1 q  p ∞, where PN(t)g is the solution to the linear heat equation with the data g (see
Section 3.3 below). Then the solution to (1.7) with
(v, vt )(0, x) = (u0, u1)(x) (1.11)
is given by
v = S3(t)(u0 + u1)+ ∂t
(
S3(t)u0
)
= J03(t)(u0 + u1)+ ∂t
(
J03(t)u0
)+ e−t/2W3(t)(u0 + u1)+ ∂t(e−t/2W3(t)u0)︸ ︷︷ ︸
W0(t;u0,u1)
. (1.12)
Equation (1.12) with (1.10) shows that the solution v behaves like the solution to the heat equa-
tion, because W0(t;u0, u1) decays exponentially. Thus, the solution u to (1.1) is expected to
behave like the solution φ to (1.3), i.e. (1.4). However, we have to remark two points.
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need some regularity on the data for the damped wave equation, since there is no smoothing
effect.
(ii) The nonnegative solution φ(t, x) in (1.3) has been treated in many cases. By the maximum
principle the nonnegative data φ0 yields the nonnegative solution φ(t, x), while the solution
u to (1.1) changes its sign in general. Especially, in the subcritical case with b = 0 in (1.5),
the similarity solution w0(t, x) = t−1/(ρ−1)f (x/√t ) is not unique, without the restriction
of non-negativity, and the behavior of φ(t, x) remains open when it may change its sign.
Hence, to obtain the profile of u to (1.1) in the subcritical case seems to be difficult.
We now present some known results on the damped wave equation. Kawashima, Nakao
and Ono [20] showed the global and unique existence of solution u ∈ C([0,∞);H 1) ∩
C1([0,∞);L2) (respectively ⋂2i=0 Ci([0,∞);H 2−i )) for any data (u0, u1) ∈ H 1 ×L2 (respec-
tively H 2 ×H 1) when 1 < ρ < 1 + 4/(N − 2), and the decay property
∥∥u(t)∥∥
L2 C(1 + t)−
N
2 (
1
r
− 12 )
for the data (u0, u1) ∈ (H 1 ∩ Lr) × (L2 ∩ Lr) (1 r  2) when 1 + 4/N < ρ  1 + 2/(N − 2)
(1 + 4/N < ρ < ∞ if N = 1,2) with N = 1,2,3. The decay rate seems to be the best possible
because the asymptotic behavior is expected to be the Gauss kernel. In fact, based on [20], Karch
[19] improved the behavior to
∥∥u(t, ·)− θ0G(t, ·)∥∥Lp = o(t−N2 (1− 1p )) (1.13)
for any data (u0, u1) ∈ (H 1 ∩L1)× (L2 ∩L1) and
2 p
⎧⎨
⎩
∞ (N = 1),
< ∞ (N = 2),
 2N
N−2 (N = 3),
where
θ0 =
∫
RN
(u0 + u1)(x) dx −
∞∫
0
∫
RN
|u|ρ−1u(t, x) dx dt. (1.14)
Hayashi, Kaikina and Naumkin [12] quite recently have shown that when N = 1,
u(t, x) ∼
⎧⎪⎨
⎪⎩
w0(t, x) = t−
1
ρ−1 f (x/
√
t ) (ρc(1)− ε < ρ < ρc(1)),
θ0G(t, x)(log t)−
1
2 (ρ = ρc(1)),
θ0G(t, x) (ρ > ρc(1))
(1.15)
for a small constant ε > 0. In the supercritical case (u0, u1) ∈ (H 2 ∩ W 2,1 ∩ L1,a) × (H 1 ∩
W 1,1 ∩ L1,a) (0 < a  1) is assumed (the notations are given below), and the gap ρc(1) <
ρ  1 + 4/1 remaining in [19] is covered. In the subcritical case (u0, u1) ∈ C3 × C2 with
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R1(u0 + u1)(x) dx > 0 is also assumed. For small data refer to Hayashi, Kaikina and Naumkin
[9–11]. In the subcritical case, Nishihara and Zhao [29] have shown the decay properties
(∥∥u(t)∥∥
Lp
,
∥∥∇u(t)∥∥
L2
)= O(t− 1ρ−1 + N2p , t− 1ρ−1 +N4 − 12 ), 1 p  ρ + 1, (1.16)
for the data satisfying eβ|x|2(u0,∇u0, u1) ∈ L2(RN) (β > 0), corresponding to the data in Es-
cobedo and Kavian [3]. Since the similarity solution satisfies
∥∥w0(t, ·)∥∥Lp = t− 1ρ−1
( ∫
RN
t
N
2
∣∣∣∣f
(
x√
t
)∣∣∣∣p dxtN/2
)1/p
= Ct− 1ρ−1 + N2p ,
the rate (1.16) seems to be the best possible.
Our purpose in this paper is divided into two parts. The first one is to obtain the decay prop-
erties in the subcritical case for the data in reasonable weighted space, which extends the initial
data class in Nishihara and Zhao [29]. It remains open to obtain the asymptotic profile, which
will be difficult, as stated above. For the proof, we apply the weighted energy method originally
developed in Todorova and Yordanov [33]. Note that the decay rates obtained are available in not
only the subcritical case but also the supercritical case ρc(N) ρ  1 + min(4/N,2/(N − 2)).
But in the supercritical case they are less sharp than the expected rate of the Gauss kernel. By
starting with this less sharp rate, to obtain the asymptotic profile θ0G(t, x) in the supercritical
case is the second aim. In fact, we will show
u(t, x) ∼ θ0G(t, x) when
{
ρc(N) < ρ  1 + 4N (N = 1,2),
ρc(N) < ρ < 1 + 3N (N = 3).
(1.17)
For the proof we combine the solution formula of a damped wave equation of the type of (1.9)
with the weighted energy method. The cases 1 + 3/N  ρ  1 + 4/N (N = 3) and N  4 still
remains open.
There have been many studies of the non-absorbing semilinear term problem [7,8,13–17,22,
24,31,32,34], etc., about the small date global existence and blow-up in a finite time, etc. See
also the survey papers by Levine [21], Deng and Levine [2], and the pioneering paper [5] by H.
Fujita, concerning the semilinear heat equations.
This paper is organized as follows. After stating the notations including already used ones, in
Section 2 the Lp-decay estimates of solutions to (1.1) in the subcritical case will be obtained.
Our first main Theorem 2.1 is stated in Section 2.1, and its proof will be given in Section 2.2.
In Section 3 the supercritical case will be treated. The second main Theorem 3.1 is stated in
Section 3.1. The L1-boundedness of the solution is given in Section 3.2. In Section 3.3 the
explicit formula of the solution is applied to obtain L∞-estimates. The proof of Theorem 3.1
will be completed in the final Section 3.4.
Notations. By f (x) ∼ g(x) as |x| → a we denote lim|x|→a{f (x)/g(x)} =: b (positive con-
stant). Especially, f (t, ·) ∼ g(t, ·) as t → ∞, f,g : R+ → X (Banach space) denotes ‖f (t, ·) −
g(t, ·)‖X = o(‖g(t, ·)‖X) as t → ∞, so that g(t, ·) is an asymptotic profile of f (t, ·) as t → ∞.
By C(a, b, . . .), Ca,b,... or c(a, b, . . .), ca,b,... we denote several positive constants depending on
a, b, . . . . Without confusions, we denote them simply by C,c.
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p = 2, its suffix Lp is often abbreviated. Wk,p and Hk = Wk,2 are the kth order Sobolev spaces.
For u(t, x) : R+ → Lp , u(t, ·) ∈ Lp,m = Lp,m(RN) means (1 + | · |/
√
t + 1 )mu(t, ·) ∈ Lp(RN)
together with
∥∥u(t, ·)∥∥
Lp,m
=
( ∫
RN
(
1 + |x|√
1 + t
)pm∣∣u(t, x)∣∣p dx)1/p.
When t = 0, Lp,m becomes a usual weighted Lp space of order m. Often ‖u(t, ·)‖Lp ,
‖u(t, ·)‖Lp,m , etc., are written simply as ‖u(t)‖Lp , ‖u(t)‖Lp,m , etc.
2. Subcritical case
2.1. Decay estimates of solutions
We consider the Cauchy problem (1.1) with
1 < ρ < ρc(N) = 1 + 2
N
, (2.1)
corresponding to the case where φ0(x) in (1.3) decays at infinity faster than |x|−2/(ρ−1), which
is the case where b = 0 in (1.5). Escobedo, Kavian and Matano [4] showed the behavior (1.4)1
in the subcritical case, including the case b > 0. Our aim in this section is to obtain the decay
estimates of solutions to (1.1) corresponding to the case b = 0. Roughly speaking, φ0 satisfies as
|x| → ∞
φ0(x) ∼ |x|−
2
ρ−1 −δ (δ > 0),
which implies
|x| 2ρ−1 −N−δ2 φ0(x) ∼ |x|−N+δ2 ∈ L2
(
RN
)
.
Hence, in the L2-framework the assumption
(
1 + |x|) 2ρ−1 −N−δ2 (u0,∇u0, u1, |u0| ρ+12 ) ∈ L2(RN ), δ > 0, (2.2)
is reasonable and extends the initial data class in Nishihara and Zhao [29] to a wider class. In
[29] the data satisfying eβ|x|2(u0,∇u,u1) ∈ L2(RN) (β > 0) were treated, corresponding to the
data in Escobedo and Kavian [3].
By denoting the solution space as
X(0, T ) = C([0, T ];H 1(RN ))∩C1([0, T ];L2(RN )), (2.3)
our first theorem is as follows.
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(N = 1,2) and that (u0, u1) ∈ H 1(RN) × L2(RN) with (2.2) for δ > 0 arbitrarily small but
fixed. Then the solution u(t, x) ∈ X(0,∞) to (1.1) uniquely exists, which satisfies for t  0:
∥∥u(t, ·)∥∥
L2,m  C(I0)(1 + t)−
1
ρ−1 +N4 , (2.4)∥∥u(t, ·)∥∥
Lρ+1,m  C(I0)(1 + t)−
1
ρ−1 + N2(ρ+1) , (2.5)∥∥(∇u,ut )(t, ·)∥∥L2,m  C(I0)(1 + t)− 1ρ−1 − 12 +N4 , (2.6)
together with
t∫
0
(
(τ + 1) 2ρ−1 −N2 +1+ε∥∥ut (τ, ·)∥∥2L2,m + (τ + 1) 2ρ−1 −N2 +ε∥∥(∇u, |u| ρ+12 )(τ, ·)∥∥2L2,m)dτ

{
Cε(I0), ε < 0,
C(I0) log (2 + t), ε = 0,
Cε(I0)(1 + t)ε, ε > 0,
(2.7)
where
I0 =
∥∥(1 + | · |)m(u0,∇u0, u1, |u0| ρ+12 )∥∥L2 < ∞ (2.8)
and
m = 2
ρ − 1 −
N − δ
2
> 0. (2.9)
Corollary 2.1. If ρ is restricted to be subcritical in the assumptions in Theorem 2.1, then the
decay estimates
∥∥u(t, ·)∥∥
Lp
 C(1 + t)− 1ρ−1 + N2p , ∥∥(ut ,∇u)(t, ·)∥∥Lq C(1 + t)− 1ρ−1 − 12 + N2q (2.10)
hold for ⎧⎨
⎩
1 p ∞ (N = 1),
1 p < ∞ (N = 2),
1 p  2N
N−2 (N  3),
1 q  2. (2.11)
2.2. Proofs of Theorem 2.1 and Corollary 2.1
The weighted energy method developed in Todorova and Yordanov [33] is applied to the proof
by combining the local existence theorem and the a priori estimates.
We choose the weight eψ(t,x) with
ψ(t, x) = m log
(
1 + a|x|
2 )
(2.12)
2 t + t0
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eψ(0,x)u0 ∼
(
1 + a|x|
2
t0
)m
2
u0 ∼
(
1 + |x|)mu0 ∈ L2(RN ),
etc., we can assume
eψ(0,x)
(
u0,∇u0, u1, |u0| ρ+12
) ∈ L2(RN ) (2.13)
by (2.2). The properties of ψ are as follows:
0 < −ψt < m2
1
t + t0 ,
|∇ψ |2
−ψt =
2am
1 + a|x|2/(t + t0)  2am, (2.14)
and, for
√
a|x|/√t + t0 K,
−ψt  m2(t + t0)
K
1 +K →
m
2(t + t0) (K → ∞). (2.15)
In fact, both
−ψt = m2
a|x|2/(t + t0)2
1 + a|x|2/(t + t0) and ∇ψ =
m
2
2ax/(t + t0)
1 + a|x|2/(t + t0) (2.16)
easily yield (2.14)–(2.15).
For the interval I = [τ, τ + t1], t1 > 0, and any fixed M > 0, we define the solution space
X1M(I) =
{
u ∈ C(I ;H 1)∩C1(I ;L2), eψ(t,·)(ut ,∇u,u)(t, ·) ∈ L2 with sup
t∈I
Eψ(t;u)1/2 M
}
,
where
Eψ(t;u) =
∫
e2ψ(t,x)
(|ut |2 + |∇u|2 + u2)(t, x) dx. (2.17)
The global existence theorem for (1.1) is well known in X(0,∞) (see [20]). We need the solution
u to remain in X1M(I) provided that Eψ(0; u0, u1) < M . The local existence theorem in X1M(I)
for {
utt −u+ ut + |u|ρ−1u = 0, t > τ, x ∈ RN,
(u,ut )(τ, x) = (uτ0, uτ1)(x), x ∈ RN
(2.18)
is given as follows.
Proposition 2.1. Let N  1 and 1 < ρ N/(N − 2) (N  3), 1 < ρ < ∞ (N = 1,2). For any
M > 0 and some constant C1 > 0, if (uτ0, uτ1) ∈ H 1 × L2 satisfies Eψ(τ ;uτ0, uτ1)1/2 M , then
there exists a time t1 = t1(M) depending only on M such that the Cauchy problem (2.18) has a
unique solution u(t, x) in X2C1M(τ, τ + t1).
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u
(n)
tt −u(n) + u(n)t = −
∣∣u(n−1)∣∣ρ−1u(n−1), t > τ,
with (u(n), u(n)t )(0, x) = (uτ0, uτ1)(x) is shown to be the Cauchy sequence in X12C1M(I) for t1 =
t1(M)  1. Hence the local solution u to (2.18) is obtained. The details are omitted (cf. appendix
in Nishihara and Zhao [29], Ikehata and Tanizawa [16]). But we note that
(∫
e2ψ |u|ρ+1 dx
) 1
ρ+1
 C
(∫
e
2
ρ+1 ψ |u|2 dx
) 1
2 (1−σ)(∫
e2ψ
(|∇u|2 + |u|2)dx) 12 σ
with σ = N(1/2 − 1/(ρ + 1) ), by the Gagliardo and Nirenberg inequality, given at the end of
this section. Hence, u ∈ X12C1M(I) implies ‖eψ |u|(ρ+1)/2‖ C(M). Therefore, we denote
E¯ψ(t;u) =
∫
e2ψ(t,x)
(|ut |2 + |∇u|2 + u2 + |u|ρ+1)(t, x) dx, (2.17)′
which is equivalent to Eψ(t;u) in (2.17).
The a priori estimates are given in the following.
Proposition 2.2. Let ρ be as in Proposition 2.1 and u be a solution in X1M(0, T ) to (1.1). Then it
holds that
E¯ψ(t;u)+
t∫
0
∫
RN
e2ψ(τ,x)
(|ut |2 + |∇u|2 + |∇ψ |2u2 + |u|ρ+1)(τ, x) dx dτ
 C0
∫
RN
e2ψ(0,x)
(|u1|2 + |∇u0|2 + u20 + |u0|ρ+1)(x) dx =: C(I0). (2.19)
Moreover, for
α(ρ) := 1
ρ − 1 −
N
4
, (2.20)
it holds that
(t + t0)2α(ρ)+εE¯ψ(t;u)+
t∫
0
(τ + t0)2α(ρ)+ε
∫
RN
e2ψ
(|ut |2 + |∇u|2 + |u|ρ+1)dx dτ
C(I0)+C
t∫
0
(τ + t0)−1+ε dτ, (2.21)
and
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∫
RN
e2ψ
(|ut |2 + |∇u|2 + |u|ρ+1)dx +
t∫
0
(τ + t0)2α(ρ)+1+ε
∫
RN
e2ψ |ut |2 dx dτ
 C(I0)+C
t∫
0
(τ + t0)−1+ε dτ (2.22)
for 0 |ε|  1.
Proof. Multiplying (1.1) by e2ψut and e2ψu, we get
∂
∂t
[
e2ψ
(
1
2
(|ut |2 + |∇u|2)+ 1
ρ + 1 |u|
ρ+1
)]
+ e2ψ
{(
1 − |∇ψ |
2
−ψt −ψt
)
|ut |2 + −2ψt
ρ + 1 |u|
ρ+1
}
− ∇ · (e2ψut∇u)+ e2ψ−ψt |ψt∇u− ut∇ψ |2 = 0 (2.23)
and
∂
∂t
[
e2ψ
(
uut + u
2
2
)]
+ e2ψ(|∇u|2 −ψtu2 + |u|ρ+1)
+ e2ψ(−2ψtuut − |ut |2 + 2u∇ψ · ∇u)− ∇ · (e2ψu∇u)= 0. (2.24)
Integrating (2.23) + ν · (2.24) over RN for small constant ν > 0, we have
d
dt
E˜ψ(t;u)+ H˜ψ(t;u)
:= d
dt
∫
RN
e2ψ
( |ut |2
2
+ νuut + ν2u
2 + |∇u|
2
2
+ |u|
ρ+1
ρ + 1
)
dx
+
∫
RN
e2ψ
{(
1 − |∇ψ |
2
−ψt −ψt − ν
)
|ut |2 − 2νψtuut + 2νu∇ψ · ∇u
− νψtu2 + ν|∇u|2 +
( −ψt
ρ + 1 + ν
)
|u|ρ+1
}
dx  0. (2.25)
For a suitable choice of parameters
CE¯ψ(t;u) E˜ψ(t;u) cE¯ψ(t;u),
H˜ψ(t;u)
∫
RN
e2ψ
(
u2t + |∇u|2 + |u|ρ+1
)
dx. (2.26)
Hence we have (2.19) by integration of (2.25) over (0, t).
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d
dt
[
(t + t0)2α(ρ)+εE˜ψ(t;u)
]+ (t + t0)2α(ρ)+ε[H˜ψ(t;u)− 2α(ρ)+ ε
t + t0 E˜ψ(t;u)
]
 0. (2.27)
Here we assert that
H˜ψ(t;u)− 2α(ρ)+ ε
t + t0 E˜ψ(t;u)
 c
∫
RN
e2ψ
(|ut |2 + |∇u|2 + |u|ρ+1)dx −C(t + t0)− ρ+1ρ−1 +N2 . (2.28)
In fact, since
H˜ψ(t;u)
∫
R
e2ψ
{(
1
2
− am− ν
)
|ut |2 + ν2 |∇u|
2
+ ν(−ψt)
(
1 − 2ν|ψt | − 2|∇ψ |
2
−ψt
)
u2 + ν|u|ρ+1
}
dx,
we have
H˜ψ(t;u)− 2α(ρ)+ ε
t + t0 E˜ψ(t;u)

∫
RN
e2ψ
{(
1
2
− 2am− ν − 2α(ρ)+ ε
t + t0
)
|ut |2 +
(
ν
2
− 2α(ρ)+ ε
t + t0
)
|∇u|2
+
(
ν
2
− 2α(ρ)+ ε
(ρ + 1)(t + t0)
)
|u|ρ+1
}
dx
+
∫
RN
e2ψ
{
ν
2
|u|ρ+1 + ν(−ψt)
(
1 − νm
t + t0 − 4am
)
u2
}
dx
− 2α(ρ)+ ε
t + t0 ·
ν(1 + ν)
2
∫
RN
e2ψu2 dx
=: I1 + I2 − I3. (2.29)
For fixed ν, 0 < ν < 1, we take t0  1 as (2α(ρ)+ ε)/(t + t0) < ν/2 (< 1/2 ), m/t0 < 1/2,
and then take 0 < a  1 as am < 1/8, so that both I1 and I2 have positive coefficients of |ut |2,
|∇u|2, etc. In order to estimate I3, we use I2 := I21 (first term) + I22 (second term). We divide
the integrand RN into two domains by large constant K  1:
I3 =
∫
√
a|x|√
t+t K
+
∫
√
a|x|√
t+t K
=: I31 + I32. (2.30)0 0
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I22 − I32  ν2(t + t0)
{
mK
1 +K
(
1 − νm
t0
− 4am
)
− (2α(ρ)+ ε)(1 + ν)} ∫
√
a|x|√
t+t0
K
e2ψu2 dx.
As K → ∞, ν → 0, a → 0
mK
1 +K
(
1 − νm
t0
− 4am
)
− (2α(ρ)+ ε)(1 + ν) → m− (2α(ρ)+ ε)= δ
2
− ε.
Hence, for sufficiently large K and small ν, a and ε < δ/4, we have
I22 − I32  0. (2.31)
Then
I31 
(2α(ρ)+ ε)ν
t + t0
∫
√
a|x|√
t+t0
K
e
2ψ · ρ−1
ρ+1 · e2ψ · 2ρ+1 u2 dx
 ν
2
∫
RN
e2ψ |u|ρ+1 dx +Cν
∫
√
a|x|√
t+t0
K
(t + t0)−
ρ+1
ρ−1 e2ψ dx
 I21 +Cν ·C(K)(t + t0)−
ρ+1
ρ−1 +N2
and hence
I21 − I31 −C(t + t0)−
ρ+1
ρ−1 +N2 . (2.32)
Combining (2.29)–(2.32) we have the assertion (2.28).
Thus, integrating (2.27) over [0, t] and using (2.26) and (2.28), we reach
(t + t0)2α(ρ)+εE¯ψ(t;u)+
t∫
0
(τ + t0)2α(ρ)+ε
∫
RN
e2ψ
(|ut |2 + |∇u|2 + |u|ρ+1)dx dτ
 C(I0)+C
t∫
0
(τ + t0)2α(ρ)+ε−
ρ+1
ρ−1 +N2 dτ
= C(I0)+C
t∫
0
(τ + t0)−1+ε dτ,
which shows (2.21). Moreover, integrating (2.24) over RN , multiplying it by (t + t0)2α(ρ)+1+ε ,
and integrating the resultant equation over [0, t], we have
R. Ikehata et al. / J. Differential Equations 226 (2006) 1–29 13(t + t0)2α(ρ)+1+ε
∫
RN
e2ψ
(|ut |2 + |∇u|2 + |u|ρ+1)dx +
t∫
0
(τ + t0)2α(ρ)+1+ε
∫
RN
e2ψ |ut |2 dx dτ
C(I0)+C
t∫
0
(τ + t0)2α(ρ)+ε
∫
RN
e2ψ
(|ut |2 + |∇u|2 + |u|ρ+1)dx dτ, (2.33)
which shows (2.22) by (2.21). 
Propositions 2.1 and 2.2 yield Theorem 2.1. In particular, if we take ε > 0 in (2.21) and (2.22),
and divide both sides by (t + t0)ε , then (2.4)–(2.6) hold. The technique of taking ε > 0 instead
of ε < 0 is found in Nishikawa [30]. Equation (2.7) follows from (2.21) and (2.22).
To show Corollary 2.1 we need the following lemma.
Lemma 2.1 (Gagliardo–Nirenberg). Let the exponents s, q, r (1  s, q, r ∞) and σ ∈ [0,1]
satisfy
1
s
= σ
(
1
r
− 1
N
)
+ (1 − σ) 1
q
(2.34)
except for s = ∞ or r = N when N  2. Then it holds that
‖u‖Ls C‖u‖1−σLq ‖∇u‖σLr (2.35)
for C = C(s, q, r,N).
Proof of Corollary 2.1. First we seek for the L1-estimate. Since ρ < 1 + 2/N , 2/(ρ − 1) > N
and m>N − (N − δ)/2 = (N + δ)/2. Hence
∥∥u(t, ·)∥∥
L1 =
∫
RN
(
1 + |x|√
1 + t
)−m
·
(
1 + |x|√
1 + t
)m∣∣u(t, x)∣∣dx

( ∫
RN
(
1 + |x|√
1 + t
)−2m
dx
)1/2∥∥u(t)∥∥
L2,m
 C(1 + t) N4 ∥∥u(t)∥∥
L2,m , (2.36)
which implies (2.10) with p = 1. A similar estimate to (2.36) with (2.6) gives the latter part of
(2.10) with q = 1. The Sobolev inequality with (2.4), (2.6) yields (2.10) with p = ∞ when
N = 1, and the interpolation estimates show (2.10) for all p, 1  p  ∞. When N = 2,
Lemma 2.1 yields (2.1) with 1 p < ∞. When N  3, (s, q, r, σ ) = (2N/(N − 2), ρ + 1,2,1)
in (2.34) and (2.35) shows (2.10) with p = 2N/(N − 2) and hence p  2N/(N − 2) from the
interpolation estimate. 
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3.1. Asymptotics to the Gauss kernel
The aim in this section is to show∥∥u(t, ·)− θ0G(t, ·)∥∥Lp = o(t−N2 (1− 1p )), 1 p ∞, (3.1)
where
ρc(N) < ρ  1 + 4
N
(N = 1,2), ρc(N) < ρ < 1 + 3
N
(N = 3) (3.2)
and
θ0 =
∫
RN
(u0 + u1)(x) dx −
∞∫
0
∫
RN
|u|ρ−1u(t, x) dx dt. (3.3)
Therefore, we require the initial data u0, u1 to be in L1(RN) since G(t, ·) ∈ L1(RN). In the
supercritical case ρc(N) < ρ  1 + 4/N , for 0 < δ  1
(
1 + |x|) 2ρ−1 −N−δ2 u0 = (1 + |x|)mu0 ∈ L2(RN )
is not enough for u0 to be in L1(RN), differently from the subcritical case. Therefore, we assume
(2.2) together with
δ > 2
(
N − 2
ρ − 1
)
(> 0) or 2m>N (3.4)
so that u0 ∈ L1(RN), etc. Then, similar to Corollary 2.1, we have
Corollary 3.1 (Corollary of Theorem 2.1). In addition to the conditions in Theorem 2.1, both
ρ > ρc(N) and (3.4) are assumed. Then it holds that
∥∥u(t, ·)∥∥
Lp
C(1 + t)− 1ρ−1 + N2p , ∥∥(ut ,∇u)(t, ·)∥∥Lq  C(1 + t)− 1ρ−1 − 12 + N2q (3.5)
with ⎧⎨
⎩
1 p ∞ (N = 1),
1 p < ∞ (N = 2),
1 p  2N
N−2 (N = 3),
1 q  2. (3.6)
The proof is completely same as that of Corollary 2.1. Note that
∫
N
(
1 + |x|√
1 + t
)−2m
dx  C(1 + t)N/2
R
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those estimates are less sharp, since ‖u(t)‖L1 is expected to be bounded in the supercritical case.
Therefore it is a key point to obtain the L1-boundedness of u in this section. As in Hayashi,
Kaikina and Naumkin [12], multiplying (1.1) by sgn(u) (= 1 (u > 0), 0 (u = 0), −1 (u < 0))
and integrating it over RN , we have
d
dt
∥∥u(t)∥∥
L1 +
∫
RN
(−u · sgn(u)+ |u|ρ)dx = − ∫
RN
utt sgn(u) dx,
d
dt
∥∥u(t)∥∥
L1 
∥∥utt (t)∥∥L1 .
Hence
∥∥u(t)∥∥
L1  ‖u0‖L1 +
t∫
0
∥∥utt (τ )∥∥L1 dτ. (3.7)
Since
∥∥utt (t)∥∥L1 C(1 + t)N/4∥∥utt (t, ·)∥∥L2,m (3.8)
as in (2.36), it is important in our method to obtain sharp decay estimates of a higher-order
derivative.
Thus, our second main theorem is the following.
Theorem 3.1. In addition to the assumptions in Corollary 3.1 suppose that
I1 =
∥∥(1 + | · |)m(∇u0,u0,∇u1)(·)∥∥L2 < ∞.
Then, there exists a solution u in C([0,∞);H 2) ∩ C1([0,∞);H 1) ∩ C2([0,∞);L2) satisfying
(u,∇u,ut ,u,∇ut , utt ) ∈ L2,m for (ρ,N) with (3.2), which has the asymptotic estimate (3.1)
with (3.3).
In Theorem 3.1 the solution space is adopted as
X2M(0, T ) =
{
u ∈ C(I ;H 2)∩C1(I ;H 1)∩C2(I ;L2), (u,∇u,ut ,u,∇ut , utt ) ∈ L2,m
with sup
0tT
∥∥(u,∇u,ut ,u,∇ut , utt )(t)∥∥L2,m M}.
The existence theorem is similar to Propositions 2.1, 2.2.
Remark 3.1. In the result in Karch [19], (u0, u1) ∈ (H 1 ∩ L1) × (L2 ∩ L1) is only assumed, so
that (1.13) (cf. (3.1)) holds for p < ∞ (N = 2), p  2N/(N − 2) (N = 3), not for p ∞. To
obtain (3.1) including p = ∞, the assumption (u0, u1) ∈ H 2 × H 1 (= H [N/2]+1 × H [N/2]) will
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tially the L∞-norm is used, and the assumption is crucial. However, we do not know whether the
asymptotics
u(t, ·) ∼ θ0G(t, ·) as t → ∞
holds in the weaker sense than (3.1) under the assumption in [19].
3.2. The integrability of ‖utt (t)‖L1 and L1-boundedness of u
Let u be the solution to (1.1) in Theorem 3.1. For the existence see Remark 3.2 in the final
part in this subsection.
Differentiate (1.1) in t , setting V = ut :
Vtt −V + Vt + ρ|u|ρ−1V = 0. (3.9)
The same as in (2.23) and (2.24), multiplying (3.9) by e2ψVt and e2ψV , we have
∂
∂t
[
e2ψ
(
1
2
(|Vt |2 + |∇V |2))]+ e2ψ{(1 − |∇ψ |2−ψt −ψt
)
|Vt |2
}
+ ρe2ψ |u|ρ−1VVt
− ∇ · (e2ψVt∇V )+ e2ψ−ψt |ψt∇V − Vt∇ψ |2 = 0 (3.10)
and
∂
∂t
[
e2ψ
(
VVt + V
2
2
)]
+ e2ψ(|∇V |2 −ψtV 2 + ρ|u|ρ−1V 2)
+ e2ψ(−2ψtV Vt − |Vt |2 + 2V∇ψ · ∇V )− ∇ · (e2ψV∇V )= 0. (3.11)
Integrating (3.10) + ν · (3.11), 0 < ν  1, over RN and using∣∣∣∣−
∫
RN
ρe2ψ |u|ρ−1VVt dx
∣∣∣∣ ν
∫
RN
e2ψ |Vt |2 dx +Cν
∥∥u(t)∥∥2(ρ−1)
L∞
∫
RN
e2ψ |ut |2 dx, (3.12)
we have
d
dt
F˜ψ(t;V )+ K˜ψ(t;V ) := d
dt
∫
RN
e2ψ
( |Vt |2
2
+ νV Vt + ν2V
2 + |∇V |
2
2
)
dx
+
∫
RN
e2ψ
{(
1 − |∇ψ |
2
−ψt −ψt − 2ν
)
|Vt |2 − 2νψtV Vt
+ 2νV∇ψ · ∇V − νψtV 2 + ν|∇V |2 + νρ|u|ρ−1V 2
}
dx
 Cν
∥∥u(t)∥∥2(ρ−1)
L∞
∫
N
e2ψ |ut |2 dx. (3.13)
R
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Lemma 3.1 (Estimate of ‖u(t)‖L∞ ). Under the conditions in Corollary 3.1 the following esti-
mates hold: {
‖u(t)‖L∞  C(1 + t)−
1
ρ−1 (N = 1),
‖u(t)‖L∞  C(1 + t)−
1
ρ−1 +μ (N = 2,3)
for an arbitrarily small constant μ> 0.
Let us continue the estimate without the proof of Lemma 3.1, which will be given in the next
subsection. A little bit different from (2.26)–(2.28), it holds that
{
CFψ(t;V ) F˜ψ(t;V ) cFψ(t;V ),
Fψ(t;V ) :=
∫
RN e
2ψ(|Vt |2 + |∇V |2 + V 2) dx
(3.14)
and
K˜ψ(t;V )− 2α(ρ)+ k − ε
t + t0 F˜ψ(t;V )
 c
∫
RN
e2ψ
(|Vt |2 + |∇V |2)dx −C(t + t0)−1 ∫
RN
e2ψ |ut |2 dx (3.15)
with k = 0,1,2. In fact, multiplying (3.13) by (t + t0)2α(ρ)+k−ε (0 < ε  1) and considering
(3.14) and (3.15) and Lemma 3.1, we have
(t + t0)2α(ρ)+k−εFψ(t;V )+
t∫
0
(τ + t0)2α(ρ)+k−ε
∫
RN
e2ψ
(|Vt |2 + |∇V |2)dx dτ
 CI 21 +C
t∫
0
(τ + t0)2α(ρ)+k−1−ε+μ
∫
RN
e2ψ |ut |2 dx dτ  C(I0, I1). (3.16)
The final term in the second line in (3.16) is estimated by C(I0) from (2.7) in Theorem 2.1, since
we can take μ = 0 (N = 1) or μ = ε/2 (N = 2,3). Moreover, integrate (3.10) over RN . Then by
combining it with (3.12) together with (2.14) we have the following inequality:
d
dt
∫
RN
e2ψ
(|Vt |2 + |∇V |2)dx + c ∫
RN
e2ψ |Vt |2 dx  C
∥∥u(t)∥∥2(ρ−1)
L∞
∫
RN
e2ψ |ut |2 dx. (3.17)
Hence, by multiplying (t + t0)2α(ρ)+3−ε and using Lemma 3.1 and (3.16) with k = 2, it holds
that
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∫
RN
e2ψ
(|Vt |2 + |∇V |2)dx +
t∫
0
(τ + t0)2α(ρ)+3−ε
∫
RN
e2ψ |Vt |2 dx dτ
 C(I0, I1). (3.18)
Especially,
t∫
0
(τ + t0)2α(ρ)+3−ε
∥∥utt (τ )∥∥2L2,m dτ  C(I0, I1). (3.19)
Again, back to (3.8),
t∫
0
∥∥utt (τ )∥∥L1 dτ  C
t∫
0
(1 + τ)N4 ∥∥utt (τ )∥∥L2,m dτ
= C
t∫
0
(1 + τ)N4 −(α(ρ)+ 3−ε2 ) · (1 + τ)α(ρ)+ 3−ε2 ∥∥utt (τ )∥∥L2,m dτ
 C
( t∫
0
(1 + τ)N2 −(2α(ρ)+3−ε) dτ
) 1
2
( t∫
0
(1 + τ)2α(ρ)+3−ε∥∥utt (τ )∥∥2L2,m dτ
) 1
2
.
Here
N
2
− (2α(ρ)+ 3 − ε)= −( 2
ρ − 1 −
N
2
)
−
(
3 − N
2
)
+ ε < −3
2
< −1
for (ρ,N) satisfying (3.2). Hence, by (3.7),
∥∥u(t)∥∥
L1  ‖u0‖L1 +C(I0, I1) C(I0, I1). (3.20)
Remark 3.2. The existence of the solution u is given by the local existence and the a priori
estimate as in Propositions 2.1 and 2.2. The a priori estimate on (u,∇ut ) is given in a similar
fashion in this subsection. Differentiating (1.1) in x with same notation V = ∇u as V = ut , we
have (3.9). Therefore the same story in this subsection holds except for the time-decaying orders.
In fact, instead of (3.12),
∣∣∣∣−
∫
RN
ρe2ψ |u|ρ−1VVt dx
∣∣∣∣ ν
∫
RN
e2ψ |Vt |2 dx +Cν‖u‖2(ρ−1)L∞
∫
RN
e2ψ |∇u|2 dx, (3.12)′
with a less sharp estimate on ∇u in (2.7). Hence, k in (3.16) can be taken only as k = 0,1, which
derives
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∥∥(u,∇ut ,∇u)(t)∥∥2L2,m +
t∫
0
(τ + t0)2α(ρ)+1−ε
∥∥(u,∇ut )(τ )∥∥2L2,m dτ
 C(I0, I1) (3.16)′
and
(t + t0)2α(ρ)+2−ε
∥∥(u,∇ut )(t)∥∥2L2,m +
t∫
0
(τ + t0)2α(ρ)+2−ε
∥∥∇ut (τ )∥∥2L2,m dτ
 C(I0, I1), (3.18)′
from which we have the solution u(t) in Theorem 3.1.
3.3. Proof of Lemma 3.1
Though the case N = 1 is already proved in Corollary 3.1, since we use the explicit formula
of solutions in the final subsection, again, to the linear damped wave equation{
vtt −v + vt = 0, (t, x) ∈ (0,∞)× RN,
(v, vt )(0, x) = (0, g)(x), x ∈ RN, (3.21)
we list all formulas (for N = 1,2,3, respectively)
v = S1(t)g =: J01(t)g = e
−t/2
2
∫
|z|t
I0
(√
t2 − |z|2
2
)
g(x + z) dz, (3.22)1
v = S2(t)g =: e−t/2W2(t)g + J02(t)g
= e
−t/2
2π
∫
|z|t
g(x + z)√
t2 − |z|2 dz +
e−t/2
2π
∫
|z|t
cosh
(√t2−|z|2
2
)− 1√
t2 − |z|2 g(x + z) dz, (3.22)2
v = S3(t)g =: e−t/2W3(t)g + J03(t)g
= e−t/2 t
4π
∫
S2
g(x + tω) dω + e
−t/2
4π
∫
|z|t
I1
(√t2−|z|2
2
)
2
√
t2 − |z|2 g(x + z) dz, (3.22)3
where Iν(y) is a modified Bessel function of order ν given by
Iν(y) =
∞∑
m=0
1
m!(m+ ν + 1)
(
y
2
)2m+ν
with the gamma function  (see, e.g., Courant and Hilbert [1], Nikiforov and Ouvarov [26]).
We have the following estimates.
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∥∥J0N(t)g∥∥Lp  C(1 + t)−N2 ( 1q − 1p )‖g‖Lq , t  0, (3.23)∥∥J0N(t)g − PN(t)g∥∥Lp  Ct−N2 ( 1q − 1p )−1‖g‖Lq , t > 0, (3.24)
and
∥∥W2(t)g∥∥L∞  Ct1− 2s ‖g‖Ls , t  0, 2 < s < ∞, (3.25)∥∥W3(t)g∥∥L∞  C(t ε3+ε ‖g‖L3+ε + ‖g∇g‖ 12L1), t  0, 0 < ε  1, (3.26)
where
PN(t)g = G(t, ·) ∗ g = (4πt)−N2
∫
RN
e−
|z|2
4t g(· − z) dz. (3.27)
Proof. The estimates (3.23), (3.24) with N = 1,3 are derived in Marcati and Nishihara [23] and
Nishihara [27]. In case of N = 2,
(
J02(t)− P2(t)
)
g = 1
4πt
( t2/3∫
0
+
t∫
t2/3
)∫
S1
(4te−t/2 sinh2 ( 14√t2 − ρ2 )√
t2 − ρ2 − e
− ρ24t
)
× g(x + ρω)ρ dρ dω +
∞∫
t
∫
S1
e−
ρ2
4t
4πt
g(x + ρω)ρ dρ dω
=: (X1 +X2)+X3. (3.28)
The last two terms X2,X3 decay exponentially. In fact, by the Hausdorff–Young inequality
‖f ∗ g‖Lp  C‖f ‖Lr‖g‖Lq ,
with 1 p,q, r ∞, 1/q − 1/p = 1 − 1/r , when r < ∞,
‖X3‖Lp  C
t
( ∞∫
t
e−
rρ2
4t ρ dρ
) 1
r
‖g‖Lq C(t1)e− t4 ‖g‖Lq , t  t1 > 0, (3.29)
and, since t2 − ρ2  t2 − t4/3 for t2/3  ρ  t and
e−
t
2 sinh2
(√
t2 − ρ2
4
)
 C exp
{
− t −
√
t2 − t4/3
2
}
= C exp
{
− t
4/3
2(t + √t2 − t4/3 )
}
 Ce− 14 t1/3,
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‖X2‖Lp  Ce− t
1/3
8 , t  t1 > 1. (3.30)
For X1 with t  t1 > 1
X1 = 14πt
t2/3∫
0
∫
S1
e−
ρ2
4t
(
exp
{
ρ2
4t
− t
2(t +√t2 − ρ2 )
}
t√
t2 − ρ2 − 1 +O
(
e−βt
))
× g(x + ρω)ρ dωdρ
=
t2/3∫
0
∫
S1
e−
ρ2
4t
4πt
(
1 + 1
t
O
(
ρ2
t
)
− 1
)
g(x + ρω)ρ dωdρ
and hence
‖X1‖Lp  14πt
( t2/3∫
0
e−
ρ2
4t
1
t r
O
(
ρ2
t
)r
ρ dρ
) 1
r
‖g‖Lq
 Ct−1−(1− 1r )‖g‖Lq = Ct−(
1
q
− 1
p
)−1‖g‖Lq . (3.31)
Combining (3.28)–(3.31), we have (3.24) when r < ∞. When r = ∞, to show (3.24) is easier
and omitted. For t  t1
∣∣J02(t)g∣∣ C ∫
|z|t
∣∣g(x + z)∣∣dz C(t1)‖g‖Lq
and
∥∥J02(t)g∥∥Lq C
( ∫
RN
( ∫
|z|t
1dz
)q(1− 1
q
) ∫
|z|t
∣∣g(x + z)∣∣q dz dx) 1q  C(t1)‖g‖Lq .
Hence for p  q ∥∥J02(t)g∥∥Lp  C(t1)‖g‖Lq , t  t1. (3.32)
Since ‖PN(t)g‖Lp  t−(1/q−1/p)‖g‖Lq , t  t1 > 0, (3.32) with (3.24) yields (3.23).
Next, we estimate the wave part. For s > 2 with 1/s + 1/s′ = 1,
∣∣W2(t)g∣∣ 12π
( ∫ ( 1√
t2 − |z|2
)s′
dz
) 1
s′ ‖g‖Ls|z|t
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2π
( 2π∫
0
t∫
0
(
t2 − ρ2)−s′/2ρ dρ dθ
) 1
s′
‖g‖Ls  Ct1− 2s ‖g‖Ls ,
which shows (3.25). For N = 3
∣∣W3(t)g∣∣ 14π
∫
S2
1 · t∣∣g(x + tω)∣∣dω C( ∫
S2
t2
∣∣g(x + tω)∣∣2 dω) 12
= C
( t∫
0
∫
S2
∂
∂ρ
(
ρ2
∣∣g(x + ρω)∣∣2)dωdρ
) 1
2
 C
( t∫
0
∫
S2
ρ
∣∣g(x + ρω)∣∣2 dωdρ + t∫
0
∫
S2
ρ2|g||∇g|(x + ρω)dωdρ
) 1
2
.
Hence for an arbitrarily small ε > 0 with 1/( 3+ε1+ε )+ 1/( 3+ε2 ) = 1
∥∥W3(t)g∥∥L∞ C
( t∫
0
∫
S2
ρ−
1−ε
1+ε dω dρ
) 1+ε
2(3+ε)( t∫
0
∫
S2
ρ2
∣∣g(x + ρω)∣∣3+ε dω dρ
) 1
3+ε
+C‖g∇g‖1/2
L1
, (3.33)
which implies (3.26). 
We are now ready to prove Lemma 3.1. The solution u(t, x) to (1.1) satisfies the integral
equation
u(t, ·) = SN(t)(u0 + u1)+ ∂t
(
SN(t)u0
)− t∫
0
SN(t − τ)|u|ρ−1u(τ) dτ (3.34)
and
t∫
0
SN(t − τ)|u|ρ−1u(τ) dτ
=
t∫
0
e−
t−τ
2 WN(t − τ)|u|ρ−1u(τ) dτ +
t∫
0
J0N(t − τ)|u|ρ−1u(τ) dτ
=: wN(t)+ hN(t). (3.35)
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∥∥SN(t)(u0 + u1)∥∥Lp C(1 + t)−N2 (1− 1p ), ∥∥∂tSN(t)u0∥∥Lp  C(1 + t)−N2 (1− 1p )−1 (3.36)
(see Matsumura [24] and [13,23,25,27]).
The case N = 2. By (3.5), (3.6) in Corollary 3.1 and (3.25),
∣∣w2(t)∣∣ C
t∫
0
e−
t−τ
2 (t − τ)1− 2s ∥∥|u|ρ(τ )∥∥
Ls
dτ  C
t∫
0
e−
t−τ
2 (t − τ)1− 2s ∥∥u(τ)∥∥ρ
Lρs
dτ
 C
t∫
0
e−
t−τ
2 (t − τ)1− 2s (1 + τ)−( 1ρ−1 − N2ρs )ρ dτ.
 C
t∫
0
e−
t−τ
2 (t − τ)1− 2s (1 + τ)−1−( 1ρ−1 − 1s ) dτ.
Hence, we take s > ρ − 1 to have ∥∥w2(t)∥∥L∞ = o((1 + t)−1). (3.37)
For h2(t),
∣∣h2(t)∣∣ C
t∫
0
(1 + t − τ)−1∥∥u(τ)∥∥ρ
Lρ
dτ  C
t∫
0
(1 + t − τ)−1(1 + τ)−( 1ρ−1 − N2ρ )ρ dτ
= C
t∫
0
(1 + t − τ)−1(1 + τ)− 1ρ−1 dτ  C(1 + t)− 1ρ−1 log (2 + t),
which, together with (3.34)–(3.37), shows Lemma 3.1 when N = 2.
The case N = 3. First estimate w3(t):
∣∣w3(t)∣∣ C
t∫
0
e−
t−τ
2
(
(t − τ) ε3+ε ∥∥u(τ)∥∥ρ
L(3+ε)ρ +
∥∥|u|2ρ−1|∇u|(τ )∥∥1/2
L1
)
dτ
 C
t∫
0
e−
t−τ
2
(
(t − τ) ε3+ε ∥∥u(τ)∥∥ρ
L(3+ε)ρ +
∥∥u(τ)∥∥ 2ρ−12
L2(2ρ−1)
∥∥∇u(τ)∥∥1/2
L2
)
dτ
 C
t∫
e−
t−τ
2
(
(t − τ) ε3+ε (1 + τ)−( ρρ−1 − N2(3+ε) )0
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C(1 + t)−( 1ρ−1 + 12 )− ε2(3+ε) +C(1 + t)−( 1ρ−1 + 34 ).
Here we note that (3.5) holds for p  2N/(N − 2) = 6, and hence (3 + ε)ρ  6 is necessary,
which requires the restriction ρ < 2 = 1 + 3/N . Also, 2/N < ρ − 1 < 3/N means 1/(ρ − 1) +
1/2 + ε/(2(3 + ε)) > 3/2 and 1/(ρ − 1)+ 3/4 > 3/2, which show∥∥w3(t)∥∥L∞ = o(t−3/2). (3.38)
Moreover, by L∞–L1 and L∞–L3/2 estimates
∣∣h3(t)∣∣ C
t/2∫
0
(1 + t − τ)− 32 ∥∥u(τ)∥∥ρ
Lρ
dτ +C
t∫
t/2
(1 + t − τ)−1∥∥u(τ)∥∥ρ
L3ρ/2 dτ
 C
t/2∫
0
(1 + t − τ)− 32 (1 + τ)−( ρρ−1 −N2 ) dτ +C
t∫
t/2
(1 + t − τ)−1(1 + τ)−( ρρ−1 −N3 ) dτ
 C(1 + t)− 32 −( ρρ−1 − 32 )+1 +C(1 + t)− 1ρ−1 log (2 + t)
 C(1 + t)− 1ρ−1 (1 + log (2 + t)),
which shows
∥∥h3(t)∥∥L∞  C(1 + t)− 1ρ−1 +μ, 0 <μ  1. (3.39)
Combining (3.34)–(3.36) with (3.38), (3.39), we have Lemma 3.1 when N = 3.
We have now completed the proof of Lemma 3.1.
3.4. Completion of the proof of Theorem 3.1
By the L1-boundedness of the solution u in Section 3.2 and the solution formulas (3.34),
(3.35), we have:
Lemma 3.3. Under the conditions in Theorem 3.1 the solution to (1.1) satisfies
∥∥u(t)∥∥
Lp
C(I0, I1)(1 + t)−
N
2 (1− 1p ) (3.40)
for (ρ,N) satisfying (3.2).
Proof. When N = 1, by (3.34) and Lemma 3.1
∥∥u(t)∥∥
Lp
 C(1 + t)− 12 (1− 1p ) +C
t∫
(1 + t − τ)− 12 (1− 1p )∥∥u(τ)∥∥ρ−1
L∞
∥∥u(τ)∥∥
L1 dτ0
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t∫
0
(1 + t − τ)− 12 (1− 1p )(1 + τ)−1 ·C dτ
 C(1 + t)− 12 (1− 1p )+ε, 0 < ε  1. (3.41)
Taking p = ∞ in (3.41) and applying (3.34) again, we have
∥∥u(t)∥∥
Lp
 C(1 + t)− 12 (1− 1p ) +C
t∫
0
(1 + t − τ)− 12 (1− 1p )(1 + τ)(− 12 +ε)(ρ−1) dτ
 C(1 + t)− 12 (1− 1p ) (3.42)
because (−1/2 + ε)(ρ − 1) < −1. When N = 2, by (3.34) and (3.35) with (3.36) and (3.37),
∥∥u(t)∥∥
L∞  C(1 + t)−1 +C
t∫
0
(1 + t − τ)−1(1 + τ)−1+μ(ρ−1) dτ
 C(1 + t)−1+μ(ρ−1)+ε
and, by use of this and (3.34), (3.35) once more, we easily have
∥∥u(t)∥∥
L∞  C(1 + t)−1 +C
t∫
0
(1 + t − τ)−1(1 + τ)−(ρ−1)+μ(ρ−1)2+ε(ρ−1) dτ
 C(1 + t)−1, (3.43)
which implies (3.40) together with ‖u(t)‖L1  C. In the case N = 3, by L∞–L1 and L∞–L3/2
estimates,
∥∥u(t)∥∥
L∞  C(1 + t)−
3
2 +C
t/2∫
0
(1 + t − τ)− 32 ∥∥u(τ)∥∥ρ−1
L∞
∥∥u(τ)∥∥
L1 dτ
+C
t∫
t/2
(1 + t − τ)−1∥∥u(τ)∥∥ 3ρ−23L∞ ∥∥u(τ)∥∥ 23L1 dτ
 C(1 + t)− 32 +C
t/2∫
0
(1 + t − τ)− 32 (1 + τ)−1+μ(ρ−1) dτ
+C
t∫
(1 + t − τ)−1(1 + τ)(− 1ρ−1 +μ) 3ρ−23 dτt/2
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 C(1 + t)− 1ρ−1 · 3ρ−23 +μ( 3ρ−23 +1).
Here we have used (1/(ρ − 1)) · (3ρ − 2)/3 < 3/2 because 5/3 < ρ (< 2). Moreover, since
(3ρ − 2)/3 > 1, we repeat the above estimate using new sharper estimate and taking μ > 0
arbitrarily small:
∥∥u(t)∥∥
L∞  C(1 + t)−
3
2 +C
t/2∫
0
(1 + t − τ)− 32 (1 + τ)− 3ρ−23 +μ( 3ρ−23 +1)(ρ−1) dτ
+C
t∫
t/2
(1 + t − τ)−1(1 + τ)− 1ρ−1 ( 3ρ−23 )2+μ(( 3ρ−23 )2+ 3ρ−23 ) dτ
 C(1 + t)− 32 +C(1 + t)− 1ρ−1 ( 3ρ−23 )2+μ(( 3ρ−23 )2+ 3ρ−23 +1).
Repeating this procedure k times until ((3ρ − 2)/3)k/(ρ − 1) > 3/2, we get
∥∥u(t)∥∥
L∞ C(1 + t)−
3
2 +C(1 + t)− 1ρ−1 ( 3ρ−23 )k+μ(( 3ρ−23 )k+···+ 3ρ−23 +1),
which implies (3.40) with N = 3. 
We now complete the proof of Theorem 3.1. The story is similar to Karch [19], and we only
sketch it. It is well known that∥∥PN(t)g − θ1G(t, ·)∥∥Lp = o(t−N2 (1− 1p )), 1 p ∞, (3.44)
for θ1 =
∫
RN g(x) dx (see [19, Lemma 3.2]). Hence, by (3.24)∥∥J0N(t)g − θ1G(t, ·)∥∥Lp = o(t−N2 (1− 1p )), g = u0 + u1. (3.45)
For the treatment of the “forcing term” we divide into four terms:
t∫
0
J0N(t − τ)f (τ, ·) dτ − θ2G(t, ·)
=
t/2∫
0
(J0N − PN)(t − τ)f (τ, ·) dτ +
t/2∫
0
(
PN(t − τ)f (τ, ·)−G(t, ·)
∫
RN
f (τ, y) dy
)
dτ
+
t∫
t/2
J0N(t − τ)f (τ, ·) dτ +G(t, ·)
∞∫
t/2
∫
RN
f (τ, y) dy dτ
=: F1 + F2 + F3 + F4. (3.46)
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θ2 =
∞∫
0
∫
RN
f (τ, y) dy dτ.
In our case f (t, ·) = −|u|ρ−1u(t, ·) and
∥∥f (t)∥∥
Lp
= ‖u‖ρLρp  C(1 + t)−
N
2 (ρ− 1p ) (3.47)
with N2 (ρ − 1) > 1. By (3.24)
‖F1‖Lp  C
t/2∫
0
(1 + t − τ)−N2 (1− 1p )−1(1 + τ)−N2 (ρ−1) dτ  C(1 + t)−N2 (1− 1p )−1. (3.48)
By (3.23)
‖F3‖Lp  C
t∫
t/2
∥∥f (τ)∥∥
Lp
dτ  C(1 + t)−N2 (ρ− 1p )+1
= C(1 + t)−N2 (1− 1p )−N2 (ρ−1)+1 = o(t−N2 (1− 1p )). (3.49)
As in [19] we have
‖F2,F4‖Lp = o
(
t
−N2 (1− 1p )). (3.50)
Similarly to (3.37), (3.38), we have
∥∥wN(t)∥∥Lp = o(t−N2 (1− 1p )). (3.51)
Therefore, by (3.36) and (3.44)–(3.51),
u(t, ·)− θ0G(t, ·) =
(
S(t)(u0 + u1)− θ1G(t, ·)
)+ ∂t(S(t)u0)
+wN(t)−
( t∫
0
J0N(t − τ)|u|ρ−1u(τ) dτ − θ2G(t, ·)
) (
w1(t) ≡ 0
)
= o(t−N2 (1− 1p )) in Lp (1 p ∞), (3.52)
which completes the proof of Theorem 3.1.
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