Abstract In large-scale supercomputers, the interconnection network plays a key role in system performance. Network topology highly defines the performance and cost of the interconnection network. Direct topologies are sometimes used due to its reduced hardware cost, but the number of network dimensions is limited by the physical 3D space, which leads to an increase of the communication latency and a reduction of network throughput for large machines. Indirect topologies can provide better performance for large machines, but at higher hardware cost. In this paper, we propose a new family of hybrid topologies, the k-ary n-direct s-indirect, that combines the best features from both direct and indirect topologies to efficiently connect an extremely high number of processing nodes. The proposed network is an n-dimensional topology where the k nodes of each dimension are connected through a small indirect topology of s stages. This combination results in a family of topologies that provides high performance, with latency and throughput figures of merit close to indirect topologies, but at a lower hardware cost. In particular, it doubles the throughput obtained per cost unit compared with indirect topologies in most of the cases. Moreover, their fault-tolerance degree is similar to the one achieved by direct topologies built with switches with the same number of ports.
Introduction
The size of large supercomputers has been growing year after year. The topmost machines of the top 500 supercomputer list [6] are being built up using hundreds of thousands of processing nodes. All these processing nodes work jointly to solve a given problem in as less time as possible. This joint work is performed thanks to the interconnection network that allows all the processing nodes to share data among them. The interconnection network must enable an efficient communication among all the processing nodes because it strongly impacts the performance of the whole system. Transmission time of data across the interconnection network adds up to the processing time, impacting the time required to run the applications.
The main design challenges of interconnection networks design are to provide low-latency communications, to reduce the execution time of applications, and a high network throughput, to allow as many simultaneous communications as needed, while providing a simple implementation at a reduced hardware cost.
In addition to performance and cost, another important feature of interconnection networks is their ability to provide fault tolerance. The high amount of hardware that can be found in an interconnection network in high-performance machines significantly impacts the probability of having a fault in the system. Each component may independently fail, and therefore, the probability of having a single fault in the whole system drastically raises with the number of elements that compose it. Thus, tolerating faults is also a basic requirement when designing an interconnection network, specially for a large machine.
Two of the most important design issues of the interconnection networks are the topology and the routing algorithm [11, 15] . Topology defines how the components of the system are connected, and the routing algorithm determines the path that is followed by packets from their source to their destination node. The topology of a network also impacts, to a large extent, its cost. Topologies usually adopt a regular structure to simplify their implementation, the routing algorithm and the possibility of expanding the network. Among the different taxonomies of regular topologies, the most commonly used one divides them into direct and indirect topologies [11, 15] .
Direct topologies usually adopt an orthogonal structure where nodes are organized in an n-dimensional space. Each node is composed of a router and a processing node. The nodes are connected in each dimension in a ring or array fashion. 2D or 3D direct topologies are relatively easy to build as each topology dimension is mapped to a physical dimension. Implementing direct topologies with more than three dimensions implies not only increasing its wiring complexity but also the length of its links when they are mapped to the 3D physical space. Indeed, the number of ports of the routers geometrically grows with the number of dimensions (as two ports per each dimension are required). The implementation limitation in the number of dimensions leads to increase the number of nodes per dimension, which increases the communication latency, negatively impacting performance. As a consequence, direct topologies are not the most suitable ones for large machines.
The alternative is to use an indirect topology. The main difference, compared to direct topologies, is that not all the routers have an associated processing node. The most common indirect topologies are multistage indirect networks (MINs) where switches are organized in a set of n stages. Indirect topologies provide better performance for a large number of processing nodes than direct ones. However, this is achieved using a higher amount of switches and links. Furthermore, their physical implementation is complex due to the fact that the wiring complexity grows with the number of processing nodes in the system, unlike direct topologies where complexity grows with the number of topology dimensions.
To overcome the limitations of direct and indirect topologies, in this paper we propose a new family of topologies where we combine the best features of both types of topologies. Other hybrid topologies have been proposed previously in the literature (see Sect. 6). However, most of them are hierarchical and, therefore, introduce long latency for the communication of non-local processing nodes and others are intended for particular purposes [10, 20] . In this paper, we propose a topology family that can be configured to meet different scenario requirements. We propose an n-dimensional topology, where the rings that connects the nodes in each dimension are replaced by small indirect networks. In this way, communication latency along each dimension no longer linearly grows with the number of nodes per dimension thanks to these indirect networks. On the other hand, the small size of this indirect topology allows a reasonable wiring complexity opposite to large indirect topologies. This combination results in a family of topologies that provides high performance, with latency and throughput figures of merit close to the ones obtained with indirect topologies, but at a reduced hardware cost. In addition, the fault-tolerance level is higher than or equal to the one provided by direct and indirect topologies.
Evaluation results show that the new proposed family of topologies can obtain similar or better performance results than the ones provided by indirect topologies, but using a smaller amount of hardware resources and with an easier implementation. In particular, they are able to double the throughput obtained per cost unit compared to the one obtained with indirect topologies in most of cases, and this difference is even higher when it is compared with direct topologies.
The rest of the paper is organized as follows. Section 2 presents some background. Section 3 describes the proposed family of topologies. The routing algorithms to be used are presented in Sect. 4 . Section 5 evaluates the new family of topologies, comparing it against direct and indirect topologies, and other recently proposed topologies. Some related works are commented in Sect. 6. Finally, some conclusions are drawn.
Direct and indirect topologies
In direct topologies, each node has its own router that connects it to a subset of the nodes of the system by means of point-to-point links. Direct topologies usually adopt an orthogonal structure, where nodes are organized in an n-dimensional space, in such a way that traversing one link produces a displacement in only one dimension; that is, all the links of the network are organized in several dimensions in a regular way, and each node has at least one link in each dimension. The symmetry and regularity of these networks greatly simplify its implementation and the routing algorithm, since the movement of a packet in a single dimension does not modify the number of hops remaining in the other dimensions to reach the packet destination. This kind of topologies is known as k-ary n-cubes. In what follows, to distinguish the topology parameters of both direct and indirect topologies, we will refer to this topology as k d -ary n d -cubes, 1 where k d is the number of nodes in each of the n d dimensions in a direct network. The total number of processing nodes in the system is given by N = k d n d . In these topologies, nodes are labeled by an identifier with as many components as topology dimensions { p n d −1 , . . . , p 0 }, and the component associated to each dimension ranges from 0 to k d −1 (i.e., nodes are numbered from 0, 0, . . . , 0
The identifiers of neighbor nodes in a given dimension only differ in the component corresponding to that dimension, while the remaining components have the same value. For instance, two nodes p y p are neighbors in the x dimension, if and only if p x = p x ± 1 and p i = p i for the rest of dimensions.
The most commonly used direct topologies are mesh, torus and hypercube. In a mesh topology, all the nodes of a dimension compose a linear array. In torus, all the nodes of each dimension form a ring. The hypercube is a particular case of a mesh where there are only two nodes in each dimension (k d = 2), which forces the number of dimensions (n d ) to be large enough to interconnect all the nodes of the system (i.e., n d = log 2 N ). Direct topologies have been used in several of the most powerful supercomputers, being the 3D-torus the most widely used one. For instance, the number two (Titan) and number three (Sequoia) of the November 2015 Top500 supercomputer list [6] use a torus.
For a given number of processing nodes N , direct topologies provide a richer connectivity as the number of dimensions increases. As the hypercube has the largest possible number of dimensions, it provides a better connectivity than meshes and tori, but at a higher cost, since it uses more links and it has a higher router degree (number of ports of the router).
Latency is related to the average distance, measured as the number of links that packets have to cross to reach their destination. Related to this, the diameter of a topology measures the maximum distance between two nodes of the topology using the shortest possible path between them. For a constant number of processing nodes
, diameter is increased as the number of dimensions (n d ) is decreased and the number of nodes per dimension (k d ) is increased. The increase of the distance traversed by packets also increases the probability of contention with other packets that are also crossing the network, which reduces network throughput. From this point of view, it may seem interesting to maximize the number of dimensions of direct topologies for a given number N of processing nodes. Nevertheless, other issues have to be considered. Direct topologies up to three dimensions can be implemented using relatively short links in the 3D physical space and with an acceptable wiring complexity, regardless of the size of the system. However, implementing a topology with more than three dimensions implies increasing the length of the links, since we have to map all the dimensions to the 3D physical space. In addition, they also require using routers with a higher number of ports (two bidirectional ports per each dimension are required, one per each direction in that dimension). So, direct topologies have some limitations for the implementation of large-scale machines, since they would require using a large number of nodes per dimension (k d ), which increases the diameter of the network and also the probability of contention which increases message latency of communications and reduces network throughput.
The alternative is to use indirect topologies. In these topologies, processing nodes do not have routing capabilities, since the router is separated from the processing node. 2 Routers become independent devices, known as switches. Processing nodes are connected to a switch of the network. Moreover, opposite to direct topologies, all the switches have not necessarily an associated processing node. In fact, most of the switches are usually connected to other switches but they are not connected to processing nodes.
The most common indirect networks are multistage interconnection networks (MINs). In MINs, switches are organized as a set of stages. Processing nodes are connected to the first stage, and the other stages are connected among themselves using a certain connection pattern that provides full connectivity among all processing nodes. Two different types of MINs can be defined. Unidirectional MINs (UMINs) use unidirectional switches and links, so the network is traversed by packets only in one direction. In this case, processing nodes are also attached to the last stage and a unique path between each source-destination pair is provided (using the minimum number of stages). Bidirectional MINs (BMINs) use bidirectional links and switches. So, to travel from a source to a destination processing node, packets travel upwards the network and then downwards. BMINs provide several paths between each source-destination pair.
In MINs, connection patterns between stages are based on permutations of the identifiers of the processing nodes. Depending on the connection pattern used among adjacent stages, several MINs have been proposed. The most widely used MIN in commercial systems is the fat-tree topology [25] , which is a BMIN. However, there are other more recent systems, like the one proposed in [8] , focusing on fault tolerance. Most of the high-performance interconnect vendors as Mellanox (manufacturer of the Infiniband technology) [3], Myricom (manufacturer of Myrinet) [4] or Quadrics (manufacturer of QsNet) [5] recommend to use a fat tree and provide specific switches for building this topology. Moreover, it has been used in some of the most powerful supercomputers. For instance, the Tianhe 2 and the Tianhe 1A supercomputers, the numbers 1 and 26, respectively, in the November 2015 Top500 list [6] use this topology.
The k-ary n-tree is the most widely used implementation of the fat-tree topology. In what follows, to distinguish the topology parameters of both direct and indirect topologies, we will refer to this topology as k i -ary n i -tree. 3 k i is the number of links that connect a switch to the next or the previous stage, and n i is the number of stages of the indirect network. So, each switch has 2k i bidirectional ports in fat trees (i.e. using switches with d × d ports, k i is d/2). A fat tree requires at least log k i N stages to interconnect N processing nodes. Each stage has N /k i switches, with a total of (N /k i )log k i N switches and N = k i n i processing nodes. 
In fat trees, the diameter of the network depends only on the number of stages, and it is given by 2n i , that is 2 log k i N , as in the worst case a packet must traverse upwards all stages and all stages downwards. Notice that, for a UMIN, the distance traversed by packets is always n i , regardless of the source and destination processing nodes. In summary, for a fixed number N = k i n i of processing nodes of an MIN, when the number of stages n i is increased, k i is decreased but the distance that packets have to traverse to reach the destination is increased. Also it should be taken into account that using high-degree switches fewer switches will be required, but each of them will be more complex. On the contrary, if we use low-degree switches, we will require more switches, but much simpler. Table 1 shows the diameter and bisection bandwidth for both types of topologies. As it can be seen, the bisection bandwidth is larger for indirect topologies-it depends only on N , without being divided-and the diameter of indirect topologies depends only on the number of stages while in direct topologies it depends on the product of n d and k d , which will lead in practice to larger diameters. In direct topologies, for a low number of network dimensions (remember that it is limited by the 3D physical space), the number of nodes per dimension will be high, negatively impacting diameter and bisection bandwidth. Indirect networks provide better scalability than direct networks, because they provide smaller diameters and shorter latencies for large network sizes. Nevertheless, they have a higher cost, because they require a high amount of switches and links, and their physical implementation is costly since the complexity of network wiring grows with its size, unlike direct topologies.
The KNS family of hybrid topologies
This paper proposes a new family of topologies for interconnection networks that allows to efficiently connect an extremely high number of processing nodes, given the huge size of current and near-future supercomputers [6] . We propose an hybrid topology based on combining an n-dimensional direct network with small indirect topologies. The aim is to combine the advantages of direct and indirect topologies to obtain a family of topologies that is able to connect a high number of processing nodes, providing low latency, high throughput and a high level of fault-tolerance at a lower hardware cost than indirect networks. In the proposed topology, the nodes of each dimension are connected through an indirect topology that allows to have a large number of nodes per dimension without negatively affecting performance.
The new family of topologies will use two different kind of switches in the network (although this is not entirely true, as we will see later). First, low-degree switches are used to connect processing nodes to each dimension and move packets across dimen-sions. We will refer to these switches as routers. They have, at least, one processing node attached to them and as many ports as dimensions. Nowadays, it is common that processing nodes are composed of a large number of cores, and the core count per processing node trend is to increase even further. So, these processing nodes need network interfaces with high bandwidth to avoid bottlenecks in the end processing node connection to the network. In fact, there are already some commercial solutions which use network interface cards with dual ports [1] . Considering the core count increase trend it is expected that the bandwidth requirements of end processing nodes will be even higher. Another key point of these network interfaces with several ports is that they provide fault tolerance. Using one port network interfaces causes having a single point of failure that will disconnect a high number of cores. Both, bandwidth and fault tolerance requirements will provoke increasing the number of ports in the near-future network interfaces.
In this paper, we take advantage of these network interface cards with several ports to implement the routers used in the new family of topologies.
Additionally to these routers, the proposed topology also uses other switches to implement the indirect networks that interconnect the routers of each dimension.
Description of the family
The newly proposed topology family arranges processing nodes and their associated routers (node) in n dimensions like a direct topology. But, contrary to mesh and torus topologies, routers of a given dimension are not only connected with their adjacent routers in that dimension. Instead, all the routers of a given dimension are connected by means of a small indirect network. This indirect network could be even a single switch, considering the number of ports of current commercial high-radix switches. However, if the number of routers per dimension exceeds the number of ports of the available switches, the indirect network will be arranged as a small MIN. We will refer to this MIN as the indirect subnet. This will provide a low latency communication among routers in the same dimension with a small hardware extra cost compared to direct topologies. In this way, the number of routers per dimension stops being a bottleneck from the point of view of the performance, as the time to communicate two routers of the same dimension is constant or grows logarithmically with the number of routers per dimension. Notice also that each router only requires a bidirectional link per dimension to connect to the switch of each dimension. On the contrary, a mesh or torus require two bidirectional links per dimension, one per neighbor node.
The proposed family of topologies is defined by three parameters. Two of them are inherited from direct networks: the number of dimensions n h 4 and the number of routers per dimension k h . The number of processing nodes it can interconnect is given by N = k n h h . In addition to these two parameters, there is an additional parameter, the number of stages of the indirect subnet, referred to as s h . This number depends on the number of routers per dimension k h and on the number of ports of the switches used to implement the indirect subnet (which will be referred to as d h ). The ratio between k h 2 ). We will refer to the new family of topologies proposed in this paper as k h -ary n h -direct s h -indirect (KNS), where k h is the number of routers per dimension, n h is the number of dimensions and s h is the number of stages of the indirect subnets.
In this paper, we have considered two different MINs to connect the routers of a given dimension. The first one is a BMIN, the fat tree. The second one is RUFT [19] , a UMIN derived from a fat tree using a load-balanced deterministic routing algorithm [18] , which requires less hardware resources. Figure 1 shows an example of the new topology with two dimensions (n h = 2), and four routers per dimension (k h = 4), with a total number of 16 routers. In this case, the routers of the same dimension are connected by a single 4-port crossbar. However, for a higher number of routers per dimension, say k h = 8 and the same switch size, an MIN should be used. In the case of using fat-tree subnets, for interconnecting the eight routers of each dimension, it will require three stages and 12 bidirectional 4-port switches, implementing in this way an 8-ary 2-direct 3-indirect. In the case of using RUFT as indirect subnets, it is also an 8-ary 2-direct 3-indirect but built with 4-port unidirectional switches. We will analyze in more depth the issues of using different indirect subnets in Sect. 5.
As it can be seen in Fig. 2 , the routers are connected to all dimensions through a different link (one per dimension). Notice that it is also possible to attach several processing nodes to the same router. Having more than one processing node attached to each router is known as concentration in the literature. In fact, the topology shown in the figure already has two processing nodes attached to each router. Only the corner processing nodes are shown in the figure for the sake of clarity. This introduces a new parameter on the topology family, p h , the number of processing elements that h . In Fig. 1 , two different components with switching capabilities can be distinguished. The switches 5 (in blue and labelled with a "S" in Fig. 1 ) are only connected to other switching components, whereas the routers (in pink and labelled with an "R" in Fig. 1 ) are used to connect the processing nodes to the network through several dimensions. These routers are connected on one side with processing nodes and on the other side with switches, and their degree is n h + p h , that is, the sum of the number of dimensions and the number of concentrated processing nodes. As it can be seen in Fig. 1 , if a crossbar is used as indirect subnet, switches allow packets to change to any position in a given dimension by traversing only two links, whereas routers allow to travel between dimensions. Thus as, at most, only two hops are performed per dimension, the diameter of the new topology is 2n h , which is a very low value. If an MIN is used instead of a crossbar as indirect subnet, the diameter of the network will be the diameter of the used MIN (for a fat tree, i.e. a BMIN, 2× the number of stages, which is expected to be a small number due to using high-radix switches) multiplied by n h , that is 2s h * n h . Table 2 summarizes the parameters that define the hybrid family of topologies. Notice that only one of d h or s h parameters is necessary, as the another one can be derived from the other parameters. In addition, the parameters that define traditional direct and indirect topologies are also shown.
The proposed hybrid topologies can take advantage of the high number of ports available in current switches. For example, edge switches of up to 36 ports are commercially available [2] , while chassis switches offer up to 648 ports [2] . With such switches, in most cases, a small MIN with only two or three stages or even a single switch will be enough to connect the routers in each dimension. As the MIN is very small, it will introduce low latency and it can be easily implemented with low wiring complexity.
On the other hand, as already stated, this topology can take advantage of new network interfaces (like the new commercial HCA cards [1] ) that have several ports to connect the processing nodes to the network. Using these network interfaces, the proposed topologies can be implemented by integrating the router into the processing node as part of the network interface. These network interfaces will have switching capabilities, so processing nodes equipped with these new network interfaces will be able, apart from injecting messages in the network, to route packets that are not destined to them to other processing nodes without ejecting messages from the network.
The resulting topologies could seem similar to BCube [20] or Hypercrossbar network [10] , but the great difference between our proposal and BCube is that the processing nodes do not eject messages from the network; the new topology family forwards the messages in the network interface which highly reduces latency. However, these cases could be considered as particular configurations of the KNS family of topologies.
The topologies proposed in this paper have several main advantages. First, they allow to highly reduce the diameter compared to direct topologies. This will lead to network performance improvements, decreasing latency and increasing network throughput. Additionally, the number of required switches and links is reduced compared to an indirect topology that connects the same number of processing nodes, as will be shown in Sect. 5. Therefore, it is expected that the proposed family of topologies reduces the cost of the network. Finally, it also provides a good fault-tolerance level (see Sect. 5).
Routing algorithms for the KNS family of topologies
In this section, we describe the routing algorithms proposed for the new family of topologies. We will first describe the ones proposed for k h -ary n h -direct 1-indirect topologies (i.e., a crossbar is used as indirect subnet). Then, we describe the ones proposed for the general case, that is, for KNS topologies, using a fat tree or a RUFT as indirect subnets.
First, we explain how routers and switches are labeled in the KNS topology. Each router is labeled as in meshes and tori, with a set of components or coordinates (as many as network dimensions) r n h −1 , r n h −2 , . . . , r 1 , r 0 . Each coordinate represents the position of each router in each of the dimensions. On the other hand, the switches are labeled by a 2-tuple [d, p] , where d is the dimension the switch is located at, and p is the position of that switch in that dimension. Notice that routers do not belong to any dimension, since they are connected to all of them, and packets change dimensions through them. On the contrary, switches do not allow changing the dimension packets are traversing, they just allow packets to move through that dimension.
Routing in k h -ary n h -direct 1-indirects
Although both deterministic and adaptive routing algorithms could be used, taking into account that adaptive routing may introduce out-of-order delivery of packets and that leads to a more complex implementation, in this paper, we will focus only on deterministic routing. The deterministic routing algorithm for k h -ary n h -direct 1-indirect topologies, which will be referred to as Hybrid-DOR, is a variation of the dimension-ordered deterministic routing algorithm (DOR) for meshes, adapted to the k h -ary n h -direct 1-indirect topology. In DOR, packets are routed through the different dimensions following an established order until the destination processing node is reached. At each dimension of the mesh, packets traverse several routers until the movement in that dimension is exhausted. On the other hand, as each mesh router has two links per dimension, packets must be forwarded in each dimension through the direction that guarantees the minimal path.
In Hybrid-DOR, network dimensions are also crossed in an established order to guarantee deadlock freedom, as in DOR. However, there is a unique link per dimension that connects the current router to a switch that allows directly reaching any of the processing nodes in that dimension. So, packets do not perform several hops at each dimension. Instead, in Hybrid-DOR, routers directly forward packets through the unique link of the dimension they have to traverse, and this link is connected to the corresponding crossbar that moves the packet to the destination component in that dimension. Notice that, contrary to meshes and tori, in k h -ary n h -direct 1-indirect topologies, it is not required to choose the direction at each dimension, as there is only one link per dimension. The routing in the switches is very straightforward since, they just must forward packets through the link indicated by the destination component in the current dimension, requiring just one hop to reach next router.
Next, we show the Hybrid-DOR pseudo-code for the routers and the crossbars of the network. The number of dimensions of the topology is n h and the destination and current router coordinates are given by x n h −1 , . . . , x d+1 , x d , x d−1 , . . . , x 1 , x 0 ,  and r n h −1 , . . . , r d+1 , r d , r d−1 , . . . , r 1 , r 0 , respectively. In the case of crossbars, the current switch is given by [d, p] (the pth switch of the d dimension). The chosen link to send the packet is returned in link.
As can be seen, routers select the next dimension to forward the packet, which it is also the link of the router to be used, since there is just one link per dimension, and crossbars merely select the link given by the destination coordinate of the corresponding dimension to reach the destination component in that dimension.
Routing in k h -ary n h -direct s h -indirects
In k h -ary n h -direct s h -indirect topologies, the crossbars are replaced by small MINs. As stated above, the MINs considered in this paper are fat trees or RUFTs. In these topologies, all the switches of a given fat tree or RUFT are always in the same dimension and in the same position relative to the routers. To identify the switches inside a given fat tree or RUFT, we extend the classical switch coordinates from MINs by including the coordinates of the MIN in the direct topology. In this way, the switch coordinates in k h -ary n h -direct s h -indirect topologies will be given by a 4-tuple [d, p, e, o], where d is the dimension the MIN belongs to, p is the position of the MIN in that dimension, e is the stage of the switch inside the MIN, and o is the order of that switch in that stage. Remember that d and p are the coordinates of the equivalent crossbar in k h -ary n h -direct 1-indirect topologies.
Since the routers are the same regardless of the indirect topology used, its routing algorithm is the same as the one shown for k h -ary n h -direct 1-indirect topologies. However, switch routing algorithm depends on the particular indirect network used.
First, we focus on the k h -ary n h -direct s h -indirect topology that uses fat trees in the indirect subnets. Despite the fact that a fat tree has several paths for each sourcedestination pair (i.e., it allows adaptive routing), we propose to use the deterministic routing algorithm presented in [18] since it is simpler and is able to outperform adaptive routing. We will summarize that routing algorithm here. Routing is composed of two subpaths. First, packets are sent upwards to the common ancestor switch of the source and destination processing nodes and, then, they are sent downwards to its destination. Traffic is balanced by carefully selecting the links to be used according to the destination processing node. In particular, the link to be used in both subpaths is given by the destination coordinate corresponding to the stage where the switch is located at. For instance, if a switch located at stage e 1 routes a packet whose destination (in the fat tree) is t n i −1 , . . . , t e 1 +1 , t e 1 , t e 1 −1 , . . . , t 1 , t 0 , then the packet is sent through the link k i + t e 1 in the upwards phase and through link t e 1 in the downwards phase.
Remember that k i is the arity of the switches of the fat-tree topology. Please see [18] for more details.
In the fat-trees subnets of the k h -ary n h -direct s h -indirect topologies, the routing algorithm is the same, but only the part of the destination identifier corresponding to the dimension the fat tree belongs to (i.e., x d in our notation) is used. In this way, the packet is delivered to the same router that would be reached through the corresponding crossbar in a k h -ary n h -direct 1-indirect topology.
This routing algorithm is shown below. Assume that destination coordinates are x n h −1 , . . . , x d+1 , x d , x d−1 , . . . , x 1 , x 0 , the dimension where the fat tree is located at is d, Get F T I denti f ier returns from x d the fat-tree coordinates to route locally in the fat tree, U pwards Phase returns true if the packet is in its upwards subpath, or false otherwise, and that the stage in the fat tree of the switch that is routing the packet is given by e:
Let us consider the case where RUFT is used in the indirect subnets of the KNS topology. In RUFT, there is a unique path between each source-destination pair and packets have to cross all the stages, reaching the last stage, which is directly connected back to the processing nodes. The link to be used by a packet at a particular switch is given by the destination component corresponding to the stage the switch is located at. Please see [19] for details. In this case, the pseudo-code for the switch routing algorithm is the following:
If Hybrid-DOR is used in the routers jointly with the aforementioned algorithms for the switches in the indirect networks, the resulting routing algorithm for the new topology is deterministic and deadlock free, since dimensions are crossed in ascending order in the direct topology and the routing algorithm used in the indirect networks has not any loop in its channel dependency graph [14] .
Network model
To evaluate the family of topologies proposed above, a detailed event-driven simulator has been implemented. The simulator models several topologies, including the new family of topologies presented in this paper, the KNS. This simulator uses virtual cut-through switching. Each switch has a full crossbar with queues of two packets both at their input and output ports. Credits are used to implement the flow control mechanism. We assumed that it takes 20 clock cycles to apply the routing algorithm; switch and link bandwidth has been assumed to be one flit per clock cycle; and fly time has been assumed to be eight clock cycles. These values were used to model Myrinet networks in [16] . In addition, for the new topology using RUFT as indirect subnet, the fly time of the long links that connects the output of the unidirectional MIN to the direct routers is assumed to be eight clock cycles per stage, to take into account that these links are longer.
We have performed the evaluation using several synthetic traffic patterns: uniform, hot spot, tornado, and complement. In the uniform traffic pattern, message destination is randomly chosen among all destinations. In the hot spot traffic pattern, a percentage of traffic is sent to a small subset of the processing nodes (5 % of nodes in this case) and the rest of the traffic is uniformly distributed. In complement, the destination processing node is obtained by complementing all the component bits of the source processing node. Therefore, in this traffic pattern, the destination processing node of all packets generated at a given source processing node is always the same. In tornado [28] , the destination is chosen in such a way that each packet travels n( k 2 − 1) hops. Regarding packet size, the results shown in this paper have been obtained for 256-flit packets. However, simulations with other packet sizes, such as 16, 128, and 512 flits has been performed, and the results are consistent with the ones shown here. For each simulation run, the full range of injected traffic (from low load to saturation) has been tested.
Performance results
In this section, we compare the KNS using different indirect subnets (crossbar, fat tree, and RUFT) against other well-known and frequently used topologies such as tori, meshes, and fat trees. Moreover, we also compare our proposal against the flattened butterfly (FB) topology because it is becoming a popular topology in recent research papers (see Sect. 6 for further details). The FB topology is a variation of the butterfly topology obtained from using high-radix switches that results in a direct topology. This topology can be seen as a generalized hypercube with concentration, as all the switches in the same dimension are directly connected, that is, there is a link from each switches to the others of the same dimension. Several FB configurations have been tested and compared to our proposal.
We have evaluated a wide range of network sizes, from 64 to 64 K processing nodes. Larger topologies have not been simulated due to simulator memory constraints. For direct topologies, we have tested different values of the number of dimensions and number of nodes per dimension. In particular, we have evaluated networks of two For the sake of clarity, only a subset of the most representative simulations is shown. Figure 3a shows results for 2D small networks (256 processing nodes) with uniform traffic. As it can be seen, the mesh is the network that achieves the lowest throughput, followed by torus and the FBs configurations. In this latter case, we have selected a 4-ary 3-cube and a 2-ary 7-cube FB with concentration to compare our proposal against a topology with a hardware of similar complexity, as we will show later (in Sect. 5.3). The next topologies that achieve a better performance are the two fat-tree configurations. However, the best absolute throughput is achieved by the family of topologies proposed in this paper. In particular, the different tested configurations ordered from lower to higher throughput are the topology that uses a RUFT with two stages as indirect subnet [16- Figure 3b , c shows how throughput is decreased in all the topologies as we increase the number of processing nodes in the network, keeping constant the number of dimensions in the direct topologies, and therefore increasing the number of routers (processing nodes) per dimension. In the case of mesh and torus topologies, throughput strongly decreases, as the average distance between two nodes is markedly higher than in the other topologies. Regarding the KNS topologies, all the tested configurations outperform both the FT and FB configurations analyzed. The best configurations are again the ones that use the tallest FT as indirect subnet. Notice that the different topologies have a different hardware cost, which is evaluated in following sections.
Uniform traffic pattern:
In Fig. 3a -c, we can also see the impact of using more stages in the MINs of KNS topologies. For the same number of routers per dimension, if we decrease the number of stages, the arity of the switches is increased, and a lower latency should be obtained. The plots show that the higher the number of stages, the higher the base latency (in more detail the zero-load latency) as more switches have to be crossed by packets. Surprisingly, networks with more stages also achieve more throughput. This effect is explained by the reduction of the head-of-line (HoL) blocking effect. For a given number of routers per dimensions, a taller FT uses smaller switches (i.e. with lower number of ports). As a consequence, each switch port is potentially demanded by a lower number of input ports and, hence, the effect of HoL blocking is reduced. From another point of view, with fewer stages, each indirect topology has less switches to serve the same number of routers. Thus, each switch has to deal with more traffic, leading to more HoL blocking effect and, hence, less throughput.
Let us analyze the base latency. In a k h -ary n h -direct 1-indirect, base latency does not depend on the number of routers per dimension. However, in KNS that uses MINs, the base latency increases with the number of processing nodes because the number of stages in the indirect subnets also grows to connect a larger number of routers. This effect is more prominent in RUFT, due to the fact that packets traverse always all stages since it is a UMIN topology. In the case of torus and mesh, base latency strongly depends on the number of nodes per dimension, as average distance between nodes is increased. Figure 4 analyzes the impact of the number of dimensions in the different topologies. We analyze a network with 64 K processing nodes implemented with a different number of dimensions. We can distinguish three different behaviors. First, mesh and torus topologies have a similar behavior. The higher the number of dimensions, the fewer the number of nodes per dimension, and the higher the achieved throughput. In addition, base latency decreases with the number of dimensions, because the average distance is reduced. However, the behavior of k h -ary n h -direct 1-indirect is different. Throughput also increases with the number of dimensions because the size of switches of the indirect network (a crossbar in this case) is reduced, and, hence, the pernicious effect of HoL blocking is reduced. However, base latency does not improve with the number of network dimensions. This is due to the fact that the number of hops that packets must perform also grows with the number of dimensions. Concerning the k hary n h -direct s h -indirect, they have a similar behavior to the previous one, but with a difference. The base latency, in this case, slightly decreases when the number of dimensions increases. Although network diameter increases with the number of dimensions, as started above, as there are fewer routers per dimension, indirect subnets have fewer stages, and, thus, packets have less stages to cross. Finally, the configurations of the FB shown (the ones with a hardware cost similar to the one of our proposal, see Sect. 5.3) and FT obtain an intermediate throughput value. Anyway, we would like to remark that the new family of topologies always obtains the best throughput regardless of the number of dimensions. Figure 5 shows the obtained results for this traffic pattern for different networks (4 and 64 K processing nodes). We can distinguish two different behaviors among the analyzed topologies. In torus, mesh, and FB topologies, the network is rapidly saturated. In the rest of topologies (all the KNS topologies, and fat trees), the network is able to cope with all the injected traffic. The reason is that, for this traffic pattern, as an optimal load-balanced routing algorithm [18] is used in FT and RUFT, the network resources are not shared among source-destination pairs. The same happens in the indirect subnets of the proposed family of topologies as they use the same routing scheme, and, in addition, links connecting routers and switches only forward packets between a source and a destination, since each router only has one processing node attached to it and a source processing node only generates traffic to a given destination. Thus, the path used by packets from a given source-destination pair is not shared with any other packets destined to another processing node. So, hybrid topologies and fat trees are clearly the winners for this traffic pattern, and direct topologies are not a good option.
Complement traffic pattern:
Tornado traffic pattern: For this traffic pattern, shown in Fig. 6 , we obtain similar results than in complement traffic pattern. The KNS topologies and fat trees are able to cope with all the injected traffic. Again, this very good behavior is due to the use of a load-balanced routing algorithm and the higher effective bisection bandwidth of these topologies.
Hot spot traffic pattern:
As expected, the concentration of packets sent to a few processing nodes makes the network saturate at a lower throughput than in other traffic patterns. As it can be seen in Fig. 7 , the worst topology is again the mesh; the torus saturates also slightly after it. The remaining topologies obtain a similar throughput, being the best one the hybrid topology that uses crossbars as subnets.
To summarize, the new family of topologies is able to obtain, in all analyzed traffic patterns and network configurations, equal or better performance results than the direct and indirect topologies evaluated for different traffic patterns.
However, each network topology has different complexity. In the next section, we estimate the complexity and cost of each network. Then, we will perform a comparison of topologies from a cost-performance point of view. 
KNS topologies refers to the arity of indirect switches
Cost-performance analysis
This section estimates and compares the hardware cost of each considered topology connecting the cost also with the performance of each of them. First, we will analyze, for each topology, the number of links and switches that it requires. However, these numbers of links or switches in isolation are not a good metric, since a network with more complex switches (which are more expensive) has a lower number of links and switches and (incorrectly) seems to be cheaper. Therefore, neither the number of links nor the number of switches by themselves are accurate metrics of the actual cost. This is why we will provide another way to measure the actual cost. Table 3 shows how to compute the number of links and switches for each topology (it also shows the number of direct routers for the new family of topologies). For example, in k h -ary n h -direct 1-indirect (i.e. it uses crossbar as subnets), if we have N processing nodes and p h concentrated processing nodes per each direct router, we will need N / p h or, what is the same, k n h h direct routers and one switch (crossbar) for each group of k h routers with the same dimension component. Then, we will need crossbars with k h ports (in this case k h is equal to k i because a single switch is used in each dimension) to connect the k h direct routers in each dimension, so we will need 
Notice that all links are bidirectional except those of the RUFT indirect subnets that use unidirectional links, and the same occurs with the switches. In the case of links, their cost is not halved, since much of the cost comes from the connectors. For this reason, and for easier comparison, we assume the same link cost for unidirectional and bidirectional links. Regarding switches, a switch with p unidirectional ports can be implemented using a switch with p/2 bidirectional ports. Table 4 shows these metrics for different configurations of 64 K-processing node topologies including also the performance results for the uniform traffic pattern. The network is 2D in the case of KNS, mesh, and torus topologies. For the FB topology, we have considered different configurations. As it can be seen, fat trees and the KNS topologies with more stages are the topologies that achieve the highest raw throughput (256-ary 2-direct 8-indirect-FT and -RUFT, and FT 2-ary 16-tree). However, if we also consider the cost, these topologies are composed of a higher number of links and switches. Specially in the case of the 256-ary 2-direct 8-indirect (FT and RUFT) and the FT 2-ary 16-tree. On the other hand, there are topologies that require a smaller number of switches, but these switches have more ports, so they may be more expensive. This is the case of the 256-ary 2-direct 1-indirect or FB 16-ary 3-cube 16-p.
To get an actual cost figure, we have calculated the cost (in $) that some of these configurations would have when implemented with real commercial products. We have used InfiniBand products with FDR technology of Mellanox [2] (February 2015) to calculate the cost. Table 5a , b shows the list price of switches depending on their number of ports. There are two different types of switches: edge and chassis switches. When preparing the budget, if there are no switches with the number of ports required by the configuration, we selected the next one with greater number of ports. For example, we needed to use 256-port switches for 256-ary 2-direct 1-indirect, so we selected 324-port switches. Table 6a , b shows the list price of links depending on their length. As copper links are limited to 5 m, if a longer link is required, fiber links must be used. We assumed an average length between cabinets (global links) of 10, and 2 m for connections in the same cabinet (local links).
The number of global and local links depends on the topology. For 256-ary 2-direct 1-indirect and 256-ary 2-direct 4-indirect with FT as subnets, the processing nodes of the same first dimension can be placed in the same cabinet or in two cabinets (one beside the other). The links of this dimension are local links, and the links of the second dimension are global links. Regarding the links interconnecting the stages of the MIN (a fat tree in this case), we assume that they are local, since each subnet fits in a cabinet. In flattened-butterfly configurations, for example FB 16-ary 3-cube 16-p, we use the same approach. The links of the first dimension are local because the processing nodes of the same first dimension are placed in one or two cabinets and the links of the remaining dimensions are global. In fat trees, the links which connect the processing nodes with the first stage are local, and the remaining links are global. In torus topology, the configuration is very similar to k h -ary n h -direct 1-indirect (local links for the first dimension and global links for the second dimension). However, in this case, a cabinet or a group of cabinets that contain processing nodes of the same first dimension are connected to the neighboring cabinet or group. So, they will be very close. For this reason, in this case we have used shorter global links of 5 m. As previously stated, multiport NICs can be used to implement the KNS topologies. There are currently commercially available dual-port NICs that may be used to implement KNS with two dimensions. With these NICs, neither direct routers nor links between processing nodes and direct routers are longer required. The prices of dual-port and single-ports NICs are shown in Table 7 .
Notice that all prices shown in Tables 5, 6 and 7 are for individual products. If we purchase them massively we will surely enjoy a great discount in all cases.
Using these data, we calculated the cost of some selected configurations, which are shown in Fig. 8 . The configurations shown are the cheapest ones that their performance is not very far to the configuration that obtains the highest throughput.
As can be seen in Fig. 8 , the 256-ary 2-direct 1-indirect configuration obtains the lowest absolute cost. The fat tree with 8 stages (FT 4-ary 8-tree)has a very high cost, despite having very good performance. In the case of torus, its cost is not very high, but it has a low performance. Flattened butterfly has a competitive cost, but it is not lower than the 256-ary 2-direct 1-indirect and it does not reach a better performance.
To allow a better comparison of both cost and performance, Table 8 shows the ratio between cost and performance. If we use KNS topologies, configurations with more stages have better throughput but also a higher cost and more latency. The same applies to fat-trees. The k h -ary n h -direct 1-indirect combines a good performance with a low cost. Although the torus configuration is not very expensive, it has a very poor performance. Flattened butterflies are not very expensive and obtain good performance. However, the k h -ary n h -direct 1-indirect configuration obtains the best absolute results in terms of performance-cost ratio. As it can be seen, the worst ratio is provided by the torus, followed by a configuration of the fat tree (FT 4-ary 8-tree).
Fault tolerance
The proposed topologies provide a lot of alternative paths for each source-destination pair, which is very important to tolerate faults. In this section, we will briefly analyze the fault-tolerance properties of the new topology.
In meshes, the worst case arises when a link connected to a corner node fails. As each corner node has a number of links equal to the number of network dimensions, the maximum number of faults that keeps the network connected is equal to the number of dimensions minus 1 (n d − 1). The torus topology tolerates more faults than the mesh due to the fact that packets can move in both directions of a dimension (in particular, 2n d − 1 faults). The fat-tree topology tolerates as many faults as the number of up or down ports of the switches minus one (k i − 1). In the FB, each router is connected to (k f − 1)n f routers, so it tolerates as many faults as (k f − 1)n f − 1.
In the case of the KNS family of topologies and considering faults in the links connected to routers, as long as a router is still connected to one dimension, it may forward packets, providing that the indirect subnet associated to that dimension is working. Therefore, at least, the number of tolerated faults is given by the number of dimensions minus 1. If the faults occur in the links of the indirect network, as long as one subnet of every dimension is working, they will also be tolerated. Remember that there are k h subnets per dimensions. Indeed, if fat trees are used as the indirect Throughput is measured in flits/cycle/node. Throughput/cost is measured in flits/cycle/node/$ subnets, several faults in each one of them are tolerated. Notice, though, that RUFT is not fault tolerant, since there is a unique path for each source-destination pair, so it tolerates 0 faults. However, even when using RUFTs as indirect subnets, as long as other indirect subnets of the same dimension are working, the number of tolerated link faults in different indirect subnets should be higher than the one of the links connected to routers. As a consequence, we conclude that the fault tolerance degree of the new topology is upper bounded by the maximum number of faults in the routers, that is, the number of dimensions minus one, n h − 1. This gives us the same fault tolerance as a mesh with the same number of dimensions.
Another analysis is also possible. Assume that we have routers with p ports available. With such a router, we could build a mesh with p 2 dimensions that tolerates p 2 − 1 faults or a torus with also p 2 dimensions that tolerates 2 p 2 − 1 = p − 1 faults. In the case of the KNS, we could built a p dimensional network that tolerates p − 1 faults, that is, for the same router degree, the KNS tolerates the same number of faults as a torus.
On the other hand, considering the rich connectivity of the newly proposed topology, a higher number of faults should be tolerated with a very high probability using a faulttolerant routing algorithm or reconfiguration mechanism. Finally, it must be noticed that routing should be also changed to fully support fault tolerance in all topologies. However, an in-depth analysis of both fault-tolerance probability and fault-tolerance routing issues is out of the scope of this paper.
We have not considered faults in injection links. Most topologies usually have a single link that connects the processing node to the network. If this link fails, the processing node will be isolated. Therefore, considering faults in the injection links, these networks will not tolerate any fault. However, in the KNS topology family (and also in tori and meshes), if the router is implemented inside each processing node (for instance using the HCA cards from [1]), the processing node is actually connected to the network through as many links as dimensions in the network, therefore, tolerating also faults in the injection links.
This results in a topology very similar to a generalized hypercube but attaching several processing nodes to the same switch. Therefore, the flattened butterfly, like the generalized hypercube, has a high cost, specially for large machines, which are the focus of our proposal. This topology is compared against our proposal in Sect. 5.
Other works propose the combination of several topologies, as we do in this paper. Most of them have been proposed for on-chip networks and, therefore, the target is different to ours. For example, in [26] , each core is connected to two different tree networks in an on-chip environment to overcome the poor performance provided by trees. This proposal is not suitable for large machines due to the complexity of the cable layout and the poor performance achieved even with two trees. Another proposal is the multi-ring topology [9] , which is composed of several interconnected rings.
Many of the proposals for on-chip networks are based on hierarchical topologies. Subsets of cores are connected by small local networks connected in turn, by a global network. This is not the case of the family of topologies proposed in this paper. Hierarchical designs are expected to have a higher latency and smaller throughput, since both networks must be traversed for most of the source-destination pairs. In [12] , the authors propose to use as local network a simple bus, and a mesh as global network. As can be expected, this is not an appropriate topology for a large machines due to the low performance provided by buses and meshes. The authors of [21] propose a tool to select the most suitable topology for a given network design. The tool explores the design space of hybrid Clos-torus networks. However, opposite to our proposal, the explored designs are hierarchical topologies, where local networks are Clos networks and they are connected by a global torus network. Another hierarchical topology is the DragonFly [17, 23] , which provides a topology that is based on grouping routers virtual routers to increase the effective radix of the network. This topology uses two different networks, one intra-group, and another one inter-group. For this topology, it is advisable to use a non-minimal global adaptive routing to balance the load across the global channels. These global channels, which link different groups, are long links, so that a high latency can be expected.
A topology closer to the new family proposed in this paper is the mesh of trees (MoT) introduced in [24] and later used also in NoCs [7] . It is based on an n-dimensional topology where the nodes of a given dimension are connected using a tree. This results in a particular case of our proposed family of topologies with very poor expected performance due to using a simple tree for connecting the nodes of a dimension. The Bcube [20] and Hypercrossbar networks [10] also resemble our proposal. Each processing node is connected to several dimensions using several NICs. A switch is used to connect the processing nodes of the same dimension. However, routing is performed through end-processing nodes, by ejecting packets from the network through a NIC and later reinjecting them through another one.
Finally, in [29] a topology that combines several tori networks is proposed. The proposal focuses on large supercomputers, but its applicability is limited to 2 16 processing nodes and its wiring layout is complex for large machines. The proposal starts from a 2D torus and provides bypass links in the diagonal direction as many times as needed. This proposal does not improve the number of hops in a single dimension, since no new links are added to connect nodes of the same dimension, but reduces the number of hops when traversing several dimensions. In addition, this topology has the same problem with deadlock-free routing than the WK recursive.
Conclusions
This paper proposes a new family of hybrid topologies, the KNS, for large-scale interconnection networks. It is based on an n-dimensional topology where the nodes of each dimension are connected through a crossbar or a small indirect topology (a fat tree or a RUFT in this paper). This results in a new family of topologies that provides high performance, with latency and throughput figures of merit close to the ones obtained with indirect topologies, but with a much lower hardware cost. In particular, from the throughput point of view, the new topologies with fat trees as indirect subnet are the best ones. Nevertheless, from the cost-performance point of view, the new topologies with crossbars as indirect subnets are the winners, as they are able to obtain better throughput per dollar compared to indirect topologies, and the differences are even higher when comparing to direct topologies. Moreover, in the new topologies with MINs as indirect subnets, as the indirect subnets are small, the layout of the new topologies is much simpler than the one for indirect topologies with the same number of processing nodes. Concerning fault tolerance, the proposed family of topologies is able to tolerate, at least, the same number of faults as a mesh with the same number of dimensions, regardless the topology used in the indirect subnets.
