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Introduction
Tourism represents one of the most relevant and fastest growing industries in the world. The decrease in travel costs, the rise of large inbound markets such as Russia and China, the increase in point-to-point flights and the ease of acquiring information on destinations are all elements that make the tourism sector a significant source of external revenues and a key driver of economic growth for local economies.
The economic literature has widely analyzed the role of international tourism in the development process at the country level (Ghali, 1976; Lanza and Pigliaru, 1994; Hazari and Sgro, 1995; Sinclair, 1998) . The so-called Tourism-Led Growth (TLG) hypothesis has been investigated in a number of empirical contributions in cross-country studies at the global level (Sequeira and Maçãs Nunes, 2008; Lee and Chang, 2008; Figini and Vici, 2010) and in time series analyses of individual countries in Latin America, Asia and Europe. 1 The effectiveness of tourism in driving economic growth has proven particularly strong for small economies specializing in tourism, such as several island states (Brau et al., 2007) . Regarding European countries in particular, tourism's positive role in influencing economic dynamics has been shown by Balaguer and Cantavella-Jordà In the literature cited above, the territorial unit of analysis is the country, and therefore, most contributions have focused on international tourism flows while neglecting domestic ones because they do not represent an additional source of external revenue for the nation as a whole. However, it should be noted that domestic tourists constitute the most important component of total tourism, and hence, they are expected to considerably influence local economic performance. According to the World Travel and Tourism Council (WTTC, 2012), domestic tourism flows (i.e., the journeys of resident tourists within their own countries) represented 70% of total tourism revenues in 2011.
Regarding Europe, in 2010, the number of holiday trips by European Union (EU) residents within their own countries surpassed one billion, with domestic tourist flows representing 77% of the total trips (European Union, 2011).
Therefore, to fully evaluate the role of tourism in economic growth, it is essential to consider both the domestic and the international tourism flows, and this can only be thoroughly accomplished when the analysis is conducted at the regional level. For a specific region, say Illes Baleares, it is irrelevant whether a tourist arrives from another area of Spain, say Madrid or Barcelona, or from abroad, say Paris or New York. In any of these cases, the arrival of this tourist represents a source of external revenue for the local economy that improves the regional performance. 3 However, primarily due to a lack of regional data, only two studies thus far have analyzed the relationship between tourism and economic growth at the regional level: Proença and Soukiazis (2005) for the regions of Portugal and Cortés-Jiménez (2008) for the Spanish and Italian regions. 4 The aim of this paper is to analyze the influence of domestic and international tourism on the economic growth rate over the period 1999-2009 for a wide and highly differentiated set of 179 regions belonging to ten European countries: Austria, France, Germany, Greece, Italy, the Netherlands, Portugal, Spain, Sweden and the United Kingdom. The territorial breakdown is based on Eurostat's NUTS (Nomenclature of Territorial Units for Statistics) classification, and we consider the NUTS2 level, which defines regions as the basic territorial unit for the application of regional policies.
The econometric analysis is based on a growth regression framework, derived from an augmented Cobb-Douglas production function (Mankiw et al., 1992) , where we specify the regional rate of per capita GDP growth as a function of tourism flows, as well as the standard right-hand side growth model variables. We also consider a wide set of controls to account for the geographical, social and institutional features of the regions.
In contrast to previous contributions, we adopt an empirical approach -based on spatial econometric techniques -which allows us to properly account for the role of spatial spillovers in influencing the local growth process. We thus provide original evidence on the crucial issue of positive externalities acquired from proximate territories.
As a proxy for tourism flows, we consider the number of nights spent in the destination region by domestic and international tourists. Given the lack of information on the monetary expenditures of tourists at the regional level, this indicator is more appropriate because it accounts 3 As is well-known, tourists have different expenditure potential, preferences and interests, and it is important for managers in the destination to differentiate among them. However, on average, a national visitor is as important for the aggregate revenue of the region as an international one. 4 Marrocu and Paci (2011) show that tourism arrivals positively affect the efficiency levels of European regions, as they provide valuable information on the external demand to the local economy.
for the length of stay, which varies across regions. However, to check the robustness of our results, the empirical model is also estimated using the number of arrivals.
The countries considered in this paper are highly representative of the tourism flows of Europe as a whole, as the tourists' overnight stays in the ten countries considered amount to more than 80% of total tourism in the EU. Thus, our analysis provides a wide-ranging and informative picture of the relationship between tourism and growth because it focuses on countries with varying degrees of specialization in tourism.
The paper is organized as follows. In section 2, we present the main features of tourism flows, which constitute our variable of interest in analyzing the regional growth process. In section 3, the empirical framework is discussed in conjunction with certain estimation issues. The dependent and explanatory variables are presented in section 4. The econometric results of the baseline model are presented in section 5, while some extensions and robustness checks are discussed in section 6. Section 7 concludes.
Tourism flows in Europe
In this section, we provide a brief overview of our variable of interest, tourism flows, which are considered an additional driver of economic growth in the European regions. We begin by analyzing the main figures at the country level and then examine the regional patterns in greater detail. It is important to note that our set of countries is highly differentiated, as it comprises highly developed and industrialized nations, such as Germany and France, and small, relatively less developed countries where the tourism sector plays a significant role, such as Greece and Portugal.
Moreover, the set of regions considered includes widely renowned tourism destinations, such as national capitals (Paris, London, Rome, Berlin and Madrid), cultural cities (Venice, Florence and Barcelona), top "sea & sun" destinations (Illes Baleares, Sardegna, Algarve, Andalucia and the Greek Islands) and mountains destinations in the Alps (Bozen, Tirol, Rhône Alpes). Moreover, our sample includes several other regions, both fast and slow growing, where tourism is not particularly developed. Such high sample variability is important to correctly assess the role of tourism in influencing economic performance in the overall economy.
In Table 1 , we report the number of overnight stays by domestic (which also include intraregional flows) and international tourists in the initial and final years of the period 1999-2009. The number of visitors' overnight stays is the most general indicator of tourism flows because it also accounts for the length of the stay. Overall, the total number of nights spent by tourists in the ten countries in 2009 amounts to 1.8 billion, and the domestic component accounts for the highest share (62%), which is quite stable over the decade. specialization in tourism activities is determined by common geographical features such as being located on the coast or in the mountains. Finally, the regions specializing in tourism are also characterized by relatively lower levels of per capita GDP, but exhibit higher growth rates (0.37%) with respect to the other regions (-0.03).
It is important to note that our sample includes several regions where the tourism industry is very small compared to other economic activities. This regional variability is essential to ensure that the econometric analysis can assess the role of tourism in regional economic performance, not only in areas specializing in tourism, but more generally in the full set of European regions.
The empirical framework
Estimation issues
Tourism's role in regional economic dynamics is analyzed using a growth model derived from a human capital augmented Cobb-Douglas aggregate production function à la MankiwRomer-Weil (1992) . In addition to the standard right-hand side variables included in traditional growth models, we also explicitly consider tourism flows as an additional potential driver of local economic performance and a set of controls at both the regional and national levels. As is widely recognized by economic growth scholars, there is no consensus in the empirical growth literature on which determinants should be included in a statistical model. Brock and Durlauf (2001) note that growth theories are "open-ended", as most of them are compatible, rather than mutually exclusive, meaning that the roles different factors play in the growth process can be investigated in a single model. In this study, we thus contribute to the current debate on the possible drivers of economic growth by analyzing whether tourism activities enhance our understanding of regional economic development while accounting for the documented role of institutional and geographical factors.
It is important to note that the evidence provided in this study, as is also the case in most empirical growth analysis, has to be interpreted with caution. As emphasized by Durlauf et al. (2009) , in growth analysis it is extremely difficult to identify proper causal effects because genuine sources of exogenous variability are very rare; almost every socio-economic factor can have an effect on growth and can in turn be influenced by growth. However, the analysis of income dynamics is valuable because it contributes to revealing (or ruling out) important correlations between growth and different economic factors.
The estimation of growth models at the regional scale entails addressing two important methodological issues. The first relates to the endogeneity of the regressors, and the second concerns cross-sectional dependence; as the observation units are regions, they typically exhibit significant spatial association. In the case of empirical growth models, the two issues are inherently intertwined, and a unique framework is required to address them both. The non-spatial empirical literature on economic growth has primarily focused on endogeneity issues, while spatial matters were simply addressed by including additional variables with geographical content (Durlauf et al., 2009 ). Therefore, most attention has been devoted to the question of how to address endogeneity problems, which may be caused by a number of different sources, namely, unobservable heterogeneity, measurement errors and reverse causality. One of the most effective approaches to address the endogeneity issue is based on the panel version of the Generalized Method of Moments (GMM) (Arellano and Bond, 1991; Blundell and Bond, 1998) , which has been widely applied in empirical studies, including those related to the analysis of the relationship between growth and tourism (see, among others, Cortés-Jiménez, 2008; Seetanah, 2011) . However, the GMM method requires the model to satisfy a potentially large number of moment conditions and, most important for a regional level analysis, it is derived under the assumption that the error term cannot be correlated across units. Therefore, such an assumption is rarely satisfied in the case of regional data due to the likely presence of spatial correlation 9 , which must be properly addressed. For this reason, differently from other recent contributions in tourism economics, we adopt an empirical approach that enables us to simultaneously account for endogeneity and spatial correlation.
At the regional level, spatial correlation is often the result of the spillovers generated by the interactions among agents, firms and institutions. The existence of positive externalities leads to the concentration of economic activities in particular areas, where inputs are made more productive, yielding increasing returns to scale and growth effects, as predicted by new economic geography models and endogenous growth theory (Romer, 1986) . However, the role of spatial spillovers in determining diversified growth paths and varying speeds of convergence has generally been overlooked in non-spatial growth empirics. Since the publication of the US regional convergence study by Rey and Montouri (1999) , spatial models have been adopted to investigate regional growth issues. As emphasized by Abreu et al. (2005) and Fingleton and López-Bazo (2006) , spatial dependence in long-run growth rates is primarily due to substantive economic mechanisms (factor mobility, knowledge diffusion and pecuniary externalities), the economic underpinnings of which have been analyzed in depth by agglomeration and economic geography scholars (Ottaviano and Thisse, 2004) .
In our analysis, we address the spatial association issue by augmenting the standard growth model with regressors featuring spatial patterns and we deal with the endogeneity problem by including the explanatory variables lagged by five periods. This lag is expected to eliminate the possible correlation between the error term and the regressors. As a robustness check, our main results are contrasted with a cross-sectional growth model, where the explanatory variables are included with a ten-year lag to further reduce potential endogeneity.
The empirical model
The empirical model that accounts for both endogeneity and spatial features is specified in per capita log-linearized form as follows:
where i=1, …, 179 regions, t=2004 and 2009, =5, j=1,…, 10 countries and  is the error term. is the annual average rate of per capita GDP growth, computed over two five-year periods, 1999-2004 and 2004-2009 . This procedure, standard in the empirical growth literature (Islam, 1995; Temple 1999) , enables us to avoid the undue influence of business cycle fluctuations, which would be reflected in year-on-year growth rates, and detect medium-to-long term growth patterns. Model (1) above is estimated by pooling the resulting observations for the two periods for the 179 regions.
Following the standard approach employed to estimate growth models (Durlauf et al. 2009 ), the right-hand side variables are included in the model lagged at their initial period values; in our case, this entails a five-year lag (=5). Such a lag allows us to consider a period long enough for the explanatory variables to exert their effects on the growth rate and reduce the potential problem of endogeneity due to simultaneous reverse causality. In addition to the number of nights of tourism stays (tourism), we include the initial period's level of per capita GDP (y) to control for convergence and catch-up dynamics and the traditional production inputs of physical capital stock (k) and human capital (hk).
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To account for the existence of proximity externalities, we also include spatial factors (SF) selected on the basis of the model specification, which will be discussed in detail in section 5.
Moreover, we include a set of regional controls gathered in the matrix X, a set of time invariant dummies for the 10 countries (CD) considered in this study and, finally, time dummies () to account for common shocks. The regional controls comprise the demographic and settlement structure, the endowments of technological and social capital, the degree of cultural diversity and first nature factors. 
Variables and data description
In this section, we provide detailed definitions of the variables considered in the estimation model, as well as a brief description of their main characteristics. For the sake of simplicity, the summary statistics presented in Table 3 refer to the whole period considered, 1999-2009; the detailed definitions and sources of the variables are reported in Appendix 1.
Our dependent variable is the annual average rate of real per capita GDP growth, which exhibits highly differentiated dynamics across regions, ranging from the minimum negative value of -2.6% in the Austrian region of Vorarlberg to the maximum of 4.4% in Attiki (Greece). The high variability in the per capita GDP growth rate is also indicated by the coefficient of variation, which exhibits the highest value of all of the variables.
Following a well-established literature (refer, among others, to Abramovitz 1986, Barro and Sala-i-Martin, 1991), we include the initial level of per capita GDP in the growth model, which is 10 Because all variables are included in per capita terms, the labor input is omitted. 11 Ideally, we should also include a measure of the degree of openness of the region among the explanatory variables; unfortunately, data on trade at the regional level are not available for Europe. The inclusion of the country dummies may account for the omission of variables, such as the degree of openness, as long as they are primarily characterized by national patterns.
expected to have a negative sign in the presence of a regional convergence process, and physical and human capital as main production inputs.
Our variable of interest, discussed in detail in section 2, is represented by tourism flows measured by the number of overnight stays, of which we consider both the domestic and international components. As argued previously, this variable is preferred to the number of arrivals, as it allows for a more thorough assessment of the contribution of tourism activities to overall economic performance. However, to check the robustness of our results, we also estimate the preferred model specification by including tourism flows measured in terms of arrivals.
The total stock of physical capital is calculated for each region by applying, over a long period beginning in the 1985, the perpetual inventory method based on gross investment in the previous year and assuming an annual depreciation rate of 10%.
12 This is a general measure that includes both private and public capital stocks.
The human capital variable accounts for the accumulation of intangible knowledge, which has been demonstrated to significantly affect economic dynamics at both the country (Benhabib and Spiegel, 1994) and regional levels (Dettori et al., 2012) . Our human capital indicator is expressed as the number of economically active individuals (in thousands) that have attained at least a tertiary education degree (ISCED 5-6). Mankiw et al. (1992) show that in the augmented formulation of the Solow growth model, human capital can be included either in terms of accumulation or in levels. In this paper, we prefer to employ the stock notion of human capital because, in contrast to measures such as enrolment rates 13 , it accounts for the contribution to the economy provided by active individuals who have attained the highest levels of education. Moreover, this variable is also supposed to account for the heterogeneity in efficiency growth across regions (Marrocu and Paci, 2013a) . Note that this approach has been followed in previous contributions in regional economics (Rodriguéz-Pose and Crescenzi, 2008; Sterlacchini, 2008; Fisher et al., 2009) .
The literature has shown that the growth process may also be influenced by other factors that characterize the local environment, and thus, we include them in the general specification of our model. These additional factors can be broadly divided into tangible and intangible assets. The latter, which usually include technological capital, social capital, education and creativity, have been found to exert a positive effect on local economic dynamics. On the other hand, tangible assets (population density, infrastructure and physical capital) may have both positive or adverse effects on economic growth. Depending on the territorial characteristics of the local economies, negative influences may arise as the result of congestion or crowding out effects.
The first factor considered refers to the demographic structure of the regions, and this is usually proxied by population density (computed as the resident population per square kilometer).
However, to account for the high territorial heterogeneity across the European regions, in this study we prefer a more complex index of the regional settlement structure, which is a discrete variable that defines six groups of regions according to both population density and city size. The resulting territorial hierarchy thus comprises regions with the least densely populated areas without urban centers, for which the index takes a value of one, up to regions with very densely populated areas and large cities, for which the index assumes the maximum value of six. Given its piecewise nature, this variable is considered more appropriate for capturing possible nonlinearities in population density. We expect a positive correlation with the growth rate because a high concentration of people implies greater local demand and a wider supply of local public services, which are expected to enhance firms' productivity growth (Ciccone and Hall, 1996) .
The second factor is technological capital that may be considered, at least partially, a public good generating external spillovers (Griliches, 1979) . Therefore, firms located in areas with intense technological activities exhibit greater productivity growth, and this in turn is expected to increase the performance of the entire local economy. Following a well-established literature (Griliches, 1990) , we employ the number of patent applications presented to the European Patent Office by inventors resident in the considered regions as the indicator for technological capital.
14 The economic performance of a region may also be influenced by its degree of social capital -a complex mixture of shared norms, ties and trust -which is expected to improve the economic growth of the local community by decreasing transaction costs and facilitating coordination among agents (Knack and Keefer, 1997) . It is difficult to measure a complex and informal phenomenon such as social capital (Glaeser et al., 2002) , and several indicators have been employed in empirical studies. In this paper, we employ the level of general trust as a proxy for regional social capital (La Porta et al., 1997) , which has been shown to positively affect the economic performance of European regions (Marrocu and Paci, 2013a) . More precisely, we use the share of the population who report believing that individuals are helpful, as reported by the European Social Survey.
15
14 Patent counts have the advantage of providing a long time span along with large regional and sectoral coverage; moreover, it has been proved that they are closely correlated with other measures of technology, like research and development expenditures and new products (Acs et al. 2002) . 15 Note that such indicator is time-invariant and for Germany, France and the United Kingdom it is available only at the NUTS1 level (macro-regions); therefore, we assume the same value for all NUTS2 regions included in the corresponding NUTS1 macro-region.
Another variable related to the concept of social capital is the level of tolerance, which signals the presence of an open society able to accept external population, attract innovative firms and highly educated and skilled people, who ultimately are expected to enhance economic performance (Florida, 2002) . As a measure of tolerance, we compute the share of population that has not mentioned the item "don't like as neighbors: immigrants/foreign workers" as a response in the European Value Studies (EVS) questionnaire. Moreover, following the traditional approach in empirical studies of growth since the seminal work by Barro and Sala-i-Martin (1991), we control for the possible influences of geographic first nature factors. More specifically, we include a climate indicator, proxied by the annual average temperature, which is expected to have a negative effect on regional performance. Finally, we include a full set of country dummies to control for institutional characteristics, common to regions belonging to the same state, and unobservable heterogeneity at the national level.
Econometric analysis
Model specification
Based on the discussion presented in the previous sections on the relevance of externalities generated by proximate regions, the first step of our estimation strategy involves selecting a model specification that properly accounts for substantive spatial dependence. In this case, the candidate models are the cross-regressive model, which entails the inclusion of spatial lags for the explanatory variable supposed to channel the external effects; the spatial autoregressive model, which includes the spatial lag of the dependent variable; and the spatial Durbin model, which requires the inclusion of spatial lags for the dependent and independent regressors. The first specification implies the existence of local spillovers, while for the other two specifications spillovers are global because they are propagated throughout the system of regional units through a complex structure of interactions (Anselin, 2003 and 2010) .
In our study we first investigate whether our data is consistent with the existence of global spillovers by estimating the spatial autoregressive specification and spatial Durbin one. Following the traditional specification approach in spatial econometrics, in the first stage of our analysis we estimate the non-spatial version (the SP term is excluded) of model (1) by applying the Generalized Least Squares (GLS) method and then we test the residuals for spatial dependence by applying the robust version of the Lagrange Multiplier (LM) tests. These are devised to detect either the existence of spatially correlated errors (spatial error) or the omission of a spatially lagged dependent variable (spatial lag). In performing the tests, we employ a weighting matrix whose entries are inversely related to the bilateral geographical distance for each pair of regions (in kilometers) 16 . The estimated model is reported in the first column of Table 4 . Spatial random shocks are not found to be relevant, 17 as only the spatial lag test is significant at the 10% level. However, estimation of the spatial autoregressive model resulted in a non-significant coefficient for the spatially lagged dependent variable and non-significant spillover effects. The spatial Durbin model yielded similar results, which are likely due to the very complex externalities structure implied by such specification that puts too strong a requirement on the data, especially at the territorial level considered in this paper (NUTS 2 regions). The interpretation of these findings is that our data are Table 4 . For this model specification, which is the most general one, some control variables were not significant; this is the case for technological capital, social capital, cultural diversity and climate. For some of these, we also consider alternative indicators, but they did not exhibit higher significance levels. For technological capital the alternative proxy was the stock (rather than the flow) of patents cumulated over the last five years or the share of R&D expenditures in GDP. For cultural diversity, we also consider the percentage of foreign born-population. The non-significant results for some control variables may be due to the quality of the data; the proxies currently available for a large set of regions considered at the NUTS2 level may be not sufficiently accurate to describe complex phenomena such as social capital or cultural diversity. 20 However, as such factors are highly persistent, it could also be the case that their effects are, at least in part, accounted for by the initial level of per capita GDP and by its spatial counterpart term.
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For parsimony, our preferred specification excludes the non-significant control variables and hence the estimated model reported in the third column of Table 4 represents the starting point of the investigation on the contribution of tourism activities to regional economic growth.
Baseline model results
In the model reported in the last column of Table 4 , the tourism variable, measured in terms of overnight stays, exhibits a significant and positive coefficient (0.27), indicating that the growth rate of regional income per capita is notably correlated with hospitality activities. The latter, if we cautiously rely on a causal interpretation of the estimated parameter, could be considered a relevant additional source of economic growth, especially for territories that do not have a comparative advantage in other types of production but are endowed with natural or cultural resources. We will address this issue in greater depth in section 6.1, where we discuss the evidence obtained for regions that specialize in tourism activities. The effect of tourism is strongly enhanced by the flows of visitors recorded in nearby areas, as the significant coefficient of the spatially lagged term is estimated at 3.65. This signals the relevance of the positive externalities occurring due to the flows of information associated with individuals' journeys, which can activate further tourist flows and increase the demand for the products experienced at the destination sites (Marrocu and Paci, 2011; Brau and Pinna, 2013) .
Focusing on the other results, we found that the coefficient of the initial level of per capita GDP, negative and highly significant, is consistent with the prediction of convergence and catchingup models. Its spatially lagged counterpart is also highly significant, with a positive and sizeable coefficient (1.23). This indicates the importance of being located within a wealthy area, where there 20 In order to check whether the results are due to high multicollinearity among the control variables included in model 2 of Table 4 , we have computed the Variance Inflation Factors (VIF) for the whole set of controls. They turned out to be well below the threshold value of 5 (the only exception being the technological capital with a VIF of 7), indicating that multicollinearity is not an issue in our estimated model. 21 A complementary explanation may relate to the fact that such variables might have a positive effect on the level rather than the growth rate of GDP (Dettori et al., 2012).
is significant potential to acquire the beneficial effects of agglomeration and knowledge diffusion, ultimately resulting in enhanced income dynamics. This result is reinforced for the regions that rank in the highest positions of the territorial hierarchy, as is demonstrated by the positive and significant coefficient of the settlement structure typology variable. Densely populated regions with large centers are likely to attract the most innovative, high value-added type of productions, and they are thus expected to exhibit more rapid growth.
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As emphasized by the substantial empirical growth literature initiated by the seminal paper by Mankiw et al. (1992) , human capital represents a highly relevant driver of economic growth; in our estimated model, it exhibits a significant and sizeable effect of 1.04. Highly educated individuals, especially those specializing in science and high-tech fields, tend to concentrate in large urban centers, where they play a crucial role in developing or enhancing the innovative productions discussed above (Marrocu and Paci, 2012) . Finally, the stock of physical capital does not turn out to significantly affect regional growth performance. The non-significant results for both physical and technological capital may be because, as we mainly consider the most advanced economies in Europe, they are likely to only have level effects and not additional growth ones. The latter, as noted in the discussion above, are primarily determined by intangible factors or particular activities, as is the case for tourism, which are increasingly characterized by high degrees of innovativeness and high-tech services to meet the increasingly demanding preferences of heterogeneous consumers.
Tourism components
Although the two components of tourism -domestic and international -are inherently associated (they exhibit a significant correlation coefficient of 0.43) because they are driven by the same fundamentals (e.g. the degree of attractiveness of a given region), we have also investigated whether some insights can be provided on their possible different effects on the local economic growth performance.
In order to avoid multicollinearity problems, in the models reported in columns (1) and (2) of Table 5 the two tourism components are included one at time. 23 The main result is that the domestic component is a more effective (0.30) indicator of the role hospitality activities play in economic growth than the international one (0.20). As discussed in the second section, the domestic component represents, on average, more than 60% of total overnight stays by tourists and exhibits a 22 Similar results were found when we included the simple population density variable. 23 Moreover, when they are both included in the same empirical model, the high standard errors yielded non-significant t-statistics for both components. The identification of the effect exerted by each component would require another estimation framework, one based on the specification of a simultaneous system that also accounts for the structural links between the two tourism components. However, this type of analysis is beyond the scope of this study. more stable pattern over time when compared to international tourists. The higher coefficient associated with the domestic tourists may be reasonable due to the fact that the domestic component also includes intra-regional overnight stays: at a finer spatial scale (provinces or municipalities) intra-regional flows may activate the same kind of positive externalities discussed for the baseline model.
It is noteworthy that the domestic component is associated with a sizeable effect due to tourists visiting contiguous regions. This result can be attributed to the intensity of information and knowledge flows that occur within the same country, and it is reasonable to argue that they are facilitated by common norms and beliefs and the absence of language barriers. In the case of the international component, the same term is not significant because interactions among international tourists are likely to be much more loose and volatile.
Additional growth effects are observed for tourists visiting regions in which the national capital city is located (specification 3 of Table 5 where, to save space, we only report the results of model that includes total tourist nights). This positive result (0.82), primarily driven by international tourists, is due to the European capital cities being the urban centers with the greatest historical, artistic and cultural heritage in the world, where world-renowned museums, famous churches and unique buildings (for instance, the Coliseum in Rome or the Acropolis in Athens) are located.
Finally, note that for all the three models reported in Table 5 , the evidence previously discussed on the determinants of regional growth other than tourism is confirmed. The only exception is the settlement typology index, which is no longer significant in model 3. This is likely because its effect is now subsumed by that exerted by the interaction term represented by the nights spent by tourists in regions with the capital city. These regions exhibit the highest values for the settlement typology index, eight regions out of ten take the maximum value of six and the other two (Stockholm and Lisbon) a value of five.
The evidence provided by the last model in Table 5 indicates that tourism may play different roles in economic growth depending on the characteristics of the territories. Therefore, in the next section, we propose a deeper investigation of this issue by extending the analysis and focusing on regional tourism specialization.
Model extensions and robustness analysis
Tourism specialization
To examine the different growth-enhancing effects of tourism, we perform a subsample analysis. We thus distinguish between regions exhibiting productive specialization in hospitality activities and regions specializing in other economic activities. Regions exhibiting a value of the tourism specialization index greater than 1.05 belong to the first group, which thus comprises 83 regions. 24 As explained in section 2, the specialization index is measured in terms of the regional share of beds available in tourist accommodation establishments relative to the regional share of GDP. 25 The regions specialized in tourism have been depicted in the two highest classes of Map 4
and comprise several islands and coastal regions and also small mountain regions in the Alps. The results in Table 6 are reported for both regions specializing in tourism and those that do not. The tourism coefficient for the first group is sizeable and highly significant, while for the second group significance is only obtained at the 16% level. It is worth noting that the tourism estimate obtained for the specialized regions is more than twice that observed for the full sample of regions (0.79 vs.
0.27). 26 The results reported for model 1 in Table 6 also confirm the relevance of tourism overnight stays spent in neighboring regions; note that the spatial lag term is computed with respect to all other regions, regardless of whether they specialize in tourism. It is interesting to note that the spatial lag of the tourism variable is also large in magnitude and significant in the case of the relatively non-specialized regions. This result seems to confirm the relevance of knowledge and information conveyed by tourists, which are spread beyond specialized territories and are effective in activating externalities beneficial to the growth process. These may be realized directly by tourists' day trips to locations close to their initial destinations or indirectly by increasing the production of goods and services demanded by proximate regions specializing in hospitality activities, as well as by the sharing of large sized infrastructures (ports, airports, conference and exhibition centers) which induce the emergence of territorial clusters.
It is important to highlight that regions highly specialized in tourism activities are on average characterized by lower levels of GDP per capita with respect to the full sample. This is reflected in the coefficient of the initial level of per capita GDP, which is much lower with respect to the estimates reported in the previous tables for the full sample. Moreover, less wealthy regions are often surrounded by regions with similar per capita income levels due to historically unfavorable agglomeration patterns, which have ruled out long-run growth types of specialization such as those related to high-tech production. In our estimated models, this is indicated by the nonsignificant coefficients of the spatial lag of the initial level of per capita GDP and the settlement 24 We have preferred to set 1.05 as cut-off point to exclude those regions that are very close the "neutral" value of 1. Indeed in the range 1-1.05 there are only 5 regions and even if we include them among our sample of specialized regions the estimation results do not change. 25 We also computed the index of relative specialization in terms of population rather than GDP. The estimation results are very similar given the high correlation coefficient (0.96) between the two measures of relative specialization. This confirms that our preferred indicator of specialization is robust to rescaling methods. 26 Similar results, not reported to save space, were also found when conducting the analysis by considering the domestic and international components of tourism nights. structure variable. Note that human capital is also found to be less growth enhancing for regions specializing in tourism.
The subsequent model results presented in Table 6 provide further evidence that tourism may have differentiated effects according to certain regional characteristics. The results reported for models 3 and 4 refer to the subsample of regions highly intensive in international tourism (45) 27 and the group of regions (90) with coastal territories, which are presumed to have a natural comparative advantage in attracting tourists. In both cases, the results indicate that tourism has a greater effect on growth than that reported by the baseline model; the coefficient on total tourism overnight stays is estimated at 0.48 and 0.35 for highly international tourism intensive regions and coastal regions, respectively. Conversely, this coefficient is substantially lower than that found for regions specializing in the tourism sector (model 1). The relevance of this specialization is confirmed when we re-estimate models 3 and 4 28 by restricting the sample to regions (22 cases) that are simultaneously specialized and intensively involved in international tourism (the tourism night coefficient is 0.72) or regions (57 cases) that are specialized and have coastal areas (estimated coefficient 0.94). Therefore, the evidence provided indicates that the differentiated effect of tourism activities is primarily due to supply side factors related to the prevailing regional production pattern.
It is worth noting that the results discussed above do not imply that it is always beneficial for a region to specialize in tourism. The pattern of productive specialization is not neutral with respect to growth outcomes over long time horizons. Being specialized in tourism may prevent a region from exploiting other specialization trajectories (such as those related to high-tech production), which may ultimately result in higher per capita income levels. Therefore, it is crucial for regions with a comparative advantage in hospitality activities to manage their resources with care, particularly when these take the form of natural (park areas, well-preserved beaches) or historical endowments. As emphasized by Lanza and Pigliaru (1994) and Brau et al. (2007) , territories specializing in tourism can charge high prices when supplying high quality "tourism products", and hence, their terms of trade can improve and compensate for lost growth due to not being specialized in high-tech production. 29 Moreover, high quality tourism services could also trigger effective complementarities in enhancing local production (food, restaurants and handcrafts) and innovative, knowledge-intensive services (telecommunications, transport).
Robustness analysis
In the final part of our analysis, we conduct robustness checks on the main results discussed above. In Table 7 , we report the results obtained by estimating the three variants of our baseline models in terms of arrivals, rather than overnight stays, which alternatively include the aggregate, domestic or international component. The main results regarding the influence of tourism on growth are confirmed, both as regional internal productive activities and in terms of spillovers acquired from proximate regions. All of the estimated coefficients are significant, and their magnitudes are larger than that reported for the case of the models considering the number of tourism nights, as each arrival accounts for approximately 3 overnight stays. The evidence on the relevance of the other explanatory variables in shaping the regional growth process is also substantiated; the only exception is the spatial lag of initial per capita GDP, which produces less robust results when the individual components of tourism are considered, while it confirms the evidence provided in the case of tourism nights for the aggregate indicator of hospitality activities.
Finally, in Table 8 , we present the results of models that include both the tourism nights and arrivals, estimated on a cross-sectional sample of regions. As recently argued by Hauk and Wacziarg (2009), cross-sectional estimation tends to be less affected by endogeneity because it is primarily based on between variation. In general, the tourism estimates are lower in magnitude with respect to those found for the models discussed in the previous section. Although the coefficient is only marginally significant (13% level) for total overnight stays and not significant for its international component, overall the cross-sectional results confirm previously discussed evidence on the positive and significant role of tourism activities in influencing regional economic growth.
Concluding remarks
The analysis presented in this paper was motivated by the increasingly important role played by the tourism industry in the world economy. The extensive empirical literature on the effects of tourism on long-run growth has largely analyzed international flows, as it has primarily focused on studies at the country level. As a consequence, domestic flows have been overlooked, as they did not represent a source of external revenues at the national level.
Moreover, the European scenario is characterized by large income disparities among territories because of the existence of localized knowledge spillovers and networks, which induce the spatial agglomeration of economic activities. Therefore, both academic scholars and policy-makers have shifted their attention from the national to the regional level when analyzing growth processes and designing policy interventions aimed at sustaining long-run sources of economic development.
Consequently, to assess the potential growth-enhancing effects of tourism flows in Europe, the most appropriate territorial level of analysis is the regional one, where not only the international but also the national component of visitors can significantly contribute to driving growth outcomes.
We investigate this issue within a spatial growth regression framework using a sample of 179 regions belonging to ten European countries over the period [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] . By accounting for more than 80% of total tourism flows, the sample is highly representative of the larger EU27 area and exhibits remarkable variability because it includes regions with very different types of tourism (sea & sun, mountains, natural and cultural destinations) and with varying degrees of specialization in hospitality activities.
The main results indicate that both the domestic and international components of tourism are significant drivers of regional economic growth in Europe. Moreover, for the domestic component, The results must be interpreted with caution because within an empirical growth framework, it is particularly difficult to identify truly causal relationships because of the inherent and unavoidable endogeneity. However, our results are consistent across a number of robustness checks.
These entail different model specifications, the use of an alternative indicator of tourism arrivals and the inclusion of additional controls for geographical, social and institutional features.
Significant correlations between economic growth and the tourism indicators are also found when the models are estimated using a cross-sectional sample referring to the entire period instead of the sample comprising two five-year sub-periods.
Finally, a remarkable result is found when the analysis is performed for the subsample of regions that are relatively more specialized in tourism services that exhibit, especially for domestic tourism, significantly higher effects with respect to the full set of regions. This result implies that both hospitality operators and policy strategies should be carefully designed to preserve the highquality value of the destinations' touristic assets, especially when they are in the form of natural endowments or represent cultural and historical heritage. This is expected to ensure a long-run The dependent variable is averaged over the periods 1999-2004 and 2004-2009 All explanatory variables refers to the inial year of each sub-period Log-transformed variables: GDP pc, physical capital, human capital and tourism Estimation method: Generalized Least Squares
All regressions include country and time dummies
The spatial weight matrix is the inverse distance matrix, max-eigenvalue normalized t-statistics in parenthesis (computed with roboust standard errors )
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