The accumulation of thermal time usually represents the local heat resources to drive crop growth. Maps of temperature-based agro-meteorological indices are commonly generated by the spatial interpolation of data collected from meteorological stations with coarse geographic continuity. To solve the critical problems of estimating air temperature (T a ) and filling in missing pixels due to cloudy and low-quality images in growing degree days (GDDs) calculation from remotely sensed data, a novel spatio-temporal algorithm for T a estimation from Terra and Aqua moderate resolution imaging spectroradiometer (MODIS) data was proposed. This is a preliminary study to calculate heat accumulation, expressed in accumulative growing degree days (AGDDs) above 10 °C, from reconstructed T a based on MODIS land surface temperature (LST) data. The verification results of maximum T a , minimum T a , GDD, and AGDD from MODIS-derived data to meteorological calculation were all satisfied with high correlations over 0.01 significant levels. Overall, MODIS-derived AGDD was slightly underestimated with almost 10% relative error. However, the feasibility of employing AGDD anomaly maps to characterize the 2001-2010 spatio-temporal variability of heat accumulation and estimating the 2011 heat accumulation distribution using only MODIS data was finally demonstrated in the current paper. Our study may supply a novel way to calculate AGDD in heat-related study concerning crop growth monitoring, agricultural climatic regionalization, and agro-meteorological disaster detection at the regional scale.
Introduction
Heat units or thermal time, introduced by Reaumut in 1730 to explain the relationship between the growth duration and temperature, has been successfully used in a variety of agricultural sciences (McMaster and Wilhelm, 1997) . The accumulation of heat units in a region usually represents the local heat resources. As a crucial driving factor to attain a certain phenological stage, those temperature-based agro-meteorological indices expressed in growing degree days (GDDs, °C·d), photothermal units (PTU, °C·d), and heliothermal units (HTU, °C·d) , are quite useful in agricultural management decisions such as crop growth monitoring, yield prediction, and the detection of phenological developments (Gordon and Bootsma, 1993) .
Advances in temporal and spatial resolution and ease of availability have made remotely sensed data derived from the moderate resolution imaging spectroradiometer (MODIS) instrument onboard the Terra and Aqua satellites the most commonly used data sets in agricultural and environmental applications at the regional and global scale. Numerous studies using MODIS products have developed a series of algorithms to carry out crop identification and mapping, phenophase detection, yield estimation (Sun et al., 2009) , and meteorological disaster monitoring. Studies have shown that temperature-based agrometeorological indices such as GDD, have vastly improved the precision of phenological event identification (McMaster and Wilhelm, 1997; Vina et al., 2004; Boschetti et al., 2009 ) and models of yield estimation (Teal et al., 2006; Sarma et al., 2008) .
Traditionally, temperature based thermal indices are available from the point calculation of field observations of near surface air temperature (T a , usually 1.5 m higher than the ground) from a limited number of meteorological stations. A few previous studies paid attention to the methodology for rasterizing accumulated heat units based on the Geographic Information System (GIS) interpolation (Liu et al., 2011; Ye et al., 2011) at the regional scale with the conventional methods such as kriging and inverse distance weighting (IDW) and modified IDW method improved by digital elevation model (DEM) (Li et al., 2010) . However, these indices are usually irregularly and sparsely distributed or unavailable from areas in complex terrain without meteorological stations; traditional geospatial interpolation approaches perform unreliably for some big and continuous scale models. Additionally, their results contain lots of uncertainty since the quality of interpolation is very much a function of the method employed (Hassan et al., 2007a) . Alternatively, the thermal images from remotely sensed satellites, usually give better spatial results (Florio et al., 2004) . MODIS provides an abundant series of land surface temperature (LST) products with different spatial and temporal resolutions from both Terra and Aqua platforms. The spatiotemporal patterns of MODIS LST-based GDD maps can preserve microhabitat-like effects better than interpolation maps from meteorological data (Neteler, 2010) . There are some previous studies that try to carry out such mapping of agro-meteorological indices by remotely sensed LST data. Hassan et al. (2007a) listed several previous studies providing long-term expression of GDD on the relationship between remotely sensed normalized difference vegetation index (NDVI) time series and GDD. Instead of this GDD-VI approach, Hassan et al. (2007b) focused on the methods using MODIS-based LST to calculate spatially continuous GDD maps at different spatial scales. Zorer et al. (2011) calculated accumulative Winkler Index (WI) or GDDs maps derived from aggregated daily MODIS LST of Terra and Aqua satellites to assess their suitability for viticulture of the region.
However, this work largely neglects the problem that the temperature in GDD calculations is designed by T a but not LST, which probably accounts for the over-estimation of remotely sensed index values relative to the true ground values. Mapping GDD from remotely sensed data, in actuality, is equal to mapping maximum and minimum T a . At present, MODIS LST has been used, with some difficulty, to estimate minimum and maximum near-surface T a with several categories of methods such as the statistic regression method, artificial neural network models, the temperature-vegetation index (TVX) method, and a method based on surface energy balance. Among those methods, the statistical method, often linking LST and other geographical parameters such as latitude, longitude, and continentality (distance from the sea), has been a classical and most accurate approach to model maximum and minimum T a at a local scale (Mostovoy et al., 2006; Cristóbal et al., 2008; Vancutsem et al., 2010) . Another problem in calculating GDD by optical remotely sensed data is the missing values due to clouds and other reasons. The reconstruction of T a maps is necessary to ensure the accuracy of long time accumulations. Some spatial interpolation algorithms such as volumetric spline interpolation (Neteler, 2010; Zorer et al., 2011) and temperature gradient-based interpolation (Ke et al., 2011) have been used to fill in the missing pixels in LST maps. A more complex method of filling gaps can be performed on the basis of the surface energy balance equation which estimates the cloudy pixel values from neighboring clear day pixels . Actually, clouds move over time, which makes merging multi-temporal satellite (e.g., Terra and Aqua platform) data with high temporal resolution an effective solution for the problem of missing pixels (Coops et al., 2007; Crosson et al., 2012) .
The objectives of the current study are as follows: (1) to provide a methodology taking advantage of the complementarity of the Terra and Aqua platform to spatio-temporally reconstruct maximum and minimum T a maps derived from MODIS LST data; (2) to evaluate the feasibility of employing accumulative growing degree day (AGDD) anomaly maps to characterize the 2001-2010 spatial and temporal variability of heat accumulation during the rice growing season in Jilin Province, China, and estimating the 2011 heat accumulation distribution using only MODIS data.
Materials and methods

General description of study region
The study region, Jilin Province, is situated in the centre of Chinese northeast region between 40°52′-46°18′ Latitude N and 121°38′-131°19′ Long E (Fig. 1 ). It has a temperate continental monsoon climate which features four distinct seasons with a hot rainy season, and receives an annual precipitation ranging from 400 to 600 mm. The annual mean air temperature is between 2-6 °C and an annual average sunshine duration of 2 259-3 016 h. The landforms vary from western plains and central low hills to the eastern high mountains, with altitudes ranging from 4 m along the Tumen River to 2 691 m on Changbai Mountain. The district's vertical climate zone supports many types of vegetation including meadow, crops, and needle\broad-leaved forest. Rice is the main food crop grown in Jilin Province, with a growing season of April to September. Therefore, the current study only assesses the local heat condition during this period of time.
Available data and pre-processing
In this paper, the details of available data sources with remotely sensed, meteorological and other geographic data were listed in Table 1 (Li et al., 2009; Neteler, 2010) . The values of the MOD11A2/MYD11A2 LST were calculated by averaging all the valid pixels under clear-sky during each 8-d period. This method may introduce uncertainty due to using clear sky samples to represent actual value from all sky average (Shen and Leptoukh, 2011 ) However, we selected MODIS 8-d LST to calculate the multi-year heat accumulations during the whole period of the rice growing season mainly for two reasons: (1) Comparing the daily products, 8-d products can minimize the loss of data due to clouds to a large extent, which is essential to retain a more reliable source for the estimation of T a . (2) There is a high consistency between the two estimations of heat accumulation from meteorological daily T a and 8-d composited mean T a with the slopes of linear regression around 1.0 and correlation coefficients over 0.99. It is reasonably assumed that the temporal resolution change of original data from daily to 8-d composition brings little error to the final heat accumulation estimation. Therefore, we chose to characterize the multi-year variation of rice growing season heat accumulation by using less data-intensive 8-d LST products.
Enhanced VI (EVI) time series were first calculated by blue, red, and near infrared bands from MOD09A1 based on the Eq. (1). Then an algorithm proposed by Sun et al. (2009) was implemented to remove the cloudy pixels which were identified by the information in the quality assessment (QA) layer. The MODIS land cover type product contains multiple classification schemes, which were derived from observations spanning a year of Terra and Aqua data. In this study, we extracted all water pixels labeled by the plant functional type (PFT) scheme in MCD12Q1 of each year and then aggregated multi-year water pixels into one water mask. All of the MODIS-derived values were extracted from the MODIS pixel where the meteorological stations located. No aggregation technique was used in the current paper since there is a complex elevation gradient in the eastern study area.
The meteorological data for the Jilin Province (daily minimum and maximum temperature) were provided by the Jilin Provincial Meteorological Bureau for the period 2001-2011. Corresponding to the DOY 105-273 of MOD/MYD11A2 products, we employed the simple average method for daily maximum and minimum air temperature data at 8-d intervals from 50 meteorological stations to compose corresponding 8-d mean maximum air temperature (T a-max ) and 8-d mean minimum air temperature (T a-min ) for each station over the rice growing season of all 10 years. Additionally, we use the same periods of T a-max and T a-min data to calculate 8-d mean meteorological derived GDD (Meteo-GDD) based on Eq. (2), 8-d accumulated Meteo-GDD (Meteo-AGDD) based on Eq. (3), and Meteo-AGDD anomaly based on Eq. (4). All of the above meteorological indices were used for model construction and accuracy verification of corresponding remotely sensed estimated data. It is worth noting that this study found that when DEM data was used, a high correlation with correlation coefficient R=0.923 was observed between 1 000 m pixel resolution DEM and actual elevation of 50 meteorological stations. Therefore, the minimal variation of elevation values after being resampled into 1 000 m from the original 30 m can be totally ignored during the following model fitting and spatial interpolation.
Thermal indices and validation index
For this work, annual time series of EVI from DOY 105 to DOY 273 were calculated at each pixel from 8-d MOD09A1 data using the formula developed by Huete et al. (2002) :
where ρ blue , ρ red , and ρ NIR are blue, red, and near infrared bands in MOD09A1, respectively. For MODIS sensor, L (=1) is the canopy background adjustment, C 1 (=6) and C 2 (=7.5) are aerosol resistance coefficients, and G (=2.5) is a gain factor. Instead of NDVI, we used EVI data as an indicator for analyzing the impacts of vegetation coverage on the relationship between near surface air temperature and LST since EVI exhibits sensitivity across high vegetation densities and atmospheric effects, and shows better performance in the downscaling study of GDD maps (Hassan et al., 2007a) . The reason why we selected an 8-d surface reflectance product to calculate EVI rather than directly employing the 16-d composited EVI product (MOD13Q1) was because the former product has the same temporal resolution of 1 000 m with 8-d LST product.
There are numerous modified expressions on the basis of the original concept of GDD. In recent years, an increasing number of scientists have defined GDD as the daily thermal-time above the base temperature for plant growth (McMaster and Wilhelm, 1997; de Beurs and Henebry, 2004; Vina et al., 2004; Sarma et al., 2008) , and have taken AGDDs as the index representing heat summation during the whole growing period (Yang et al., 1997; Wang et al., 2001; Vina et al., 2004; de Beurs and Henebry, 2010 
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where T max-t is reconstructed complete T max (8-d mean maximum air temperature estimated from the MODIS daytime LST image) at DOY t , T min-t is reconstructed complete T min (8-d mean minimum air temperature estimated from the MODIS nighttime LST image) at the same period. T base is the minimum temperature threshold for crop growth, which varies among species. T upper is the maximum temperature threshold for crop growth. Usually 10 °C is the base temperature for thermophilous crops such as rice (Islam and Sikder, 2011) ; therefore 10 °C is set to be the base temperature and 40 °C as the upper limit in the current study. When calculating GDD, the following adjustments were carried out: T min is set to equal to T base if T min is lower than T base , and set to T upper if T min is higher than T upper , while T max is set to equal to T base when lower than T base and equal to T upper when higher than T upper .
To simplify the equation, the quantity [(T max +T min )/2] is sometimes used instead of daily mean air temperature (Morrison et al., 1989; McMaster and Wilhelm, 1997) . However, there was no significant variation between the two interpretations of GDD equation during the period of crop growth, and the equation with T max and T min used in this paper is the most commonly used for application in crop study since it can remove impacts on the crop growth from extreme high and low air temperature (McMaster and Wilhelm, 1997) .
We accumulated each 8-d interval GDDs over the growing season by simple summation when GDD exceeded the base of 10 °C by the equation from de Beurs and Henebry (2004):
where GDD t is the 8-d AGDDs at DOY t and AGDD t is the GDDs accumulated from the beginning of the time period till DOY t+7 . GDD calculated by T max and T min images at DOY t only means the average GDD for 8 d during the period of DOY t and t+7 . Therefore, every pixel in each GDD image needed to be multiplied by 8 first when it was accumulated into AGDD, which can express the meaning that AGDD is the summation of daily GDD. In this paper, we accumulate GDDs by beginning with DOY 105 and ending with DOY 280 . When GDD t was greater than zero, AGDD t was added, otherwise it was ignored. Based on the formula, if we choose 10 °C for rice physiology lower limit temperature as the base temperature in GDD, the value of AGDD is equal to the value of effective accumulative temperature spending 10 °C (de Beurs and Henebry, 2004) . AGDD anomaly (AGDD a ) indicates the departure from one year AGDD to the multi-year average level. The equation of AGDD anomalies is as given below: a AGDD AGDD AGDD,
where AGDD ai is AGDD anomaly at the year of i, AGDD i is accumulated GDDs from DOY 105 to DOY 273 at the same year, AGDD is the average of 10 years AGDD from DOY 105 to DOY 273 . The consistency between all the meteorological data and corresponding remotely sensed estimated data is evaluated by the mean bias error (MBE), mean absolute error (MAE), and root mean squared error (RMSE).
The MBE is given by:
where x i and y i are the measured and estimated values from meteorological station and MODIS data, respectively, and n is the number of data pairs. In the study, MBE can explain the average over or underestimation of estimated data from the true value.
The MAE and RMSE are given by:
As the name suggests, the MAE is an average of absolute errors and the RMSE is a quadratic scoring rule which measures the average magnitude of the errors. In statistics, both quantities are used to measure how close predictions or estimation are to the true observation, with RMSE giving a relatively high weight to large errors. The parameters of these two equations are the same as those for MBE. Usually, lower values are desirable.
Data processing steps
The details of the algorithm in this study are shown in Fig. 2 . The five main steps were hereinafter described in sequence.
The first step is the filtering of low-quality quality control (QC) values due to clouds or other processing failures of each of the LST images. The QC SDSs for LST and emissivity provide quality information on algorithm results for each pixel, which can be extracted by reading the bits in the 16-bit unsigned integer (Wan, 2007) . We determined the good quality (valid) LST pixels according to the following criteria: mandatory QA flags=pixel produced, good quality; data quality flag=good; emissivity flag=average emissivity error ≤0.01; LST error flag: 00=average LST error ≤1K.
Only those good quality pixels were used for model fitting. After quality filtering and converting LST values from Kelvin to Celsius (LST C =LST K × 0.02−273.15), to link the LST Day /LST Night , EVI, and elevation with actual maximum/minimum T a from meteorological stations by multiple stepwise regression analysis, the optimal regression model with biggest adjusted R 2 value was applied to estimate fitted daytime and nighttime T a maps from Terra and Aqua platforms, respectively.
The third step was the temporal merging of fitted T a maps at each 8-d period. For the year of 2003-2010, the 8-d synthetic maximum air temperatures (T max ) were merged from two fitted daytime T a maps (T max-Terra and T max-Aqua ) of the same 8-d period. For example, the T max map of DOY 105 is the merging result of T max-Terra of DOY 105 and T max-Aqua ) of DOY 105 . The algorithm of temporal merging is as follows: for a given pixel, if both input maps have the fitted values, the value of the synthetic T max map is the average of T max-Terra and T max-Aqua . If only one of two fitted values was present in the maps, that single value was used. Otherwise, if neither of the two maps had the fitted values, it was kept as an invalid value and was set aside for filling by spatial interpolation in the next step. Similar algorithms were carried out to produce the synthetic T min map from T min-Terra and T min-Aqua images of the same 8-d period. It is worth mentioning that temporal merging from two platforms was not implemented for the T max and T min maps of 2001 and 2002 since we could only acquire the complete available data of Terra satellite before 2003; therefore, for [2001] [2002] , T max and T min were directly substituted by daytime fitted T max-Terra and nighttime fitted T min-Terra , respectively.
The residual invalid pixels presenting in the synthetic T max and T min images were spatially interpolated with an algorithm inspired by Neteler (2010) which is based on regression analysis between surface temperature and elevation in each sliding window of the original image. If there were more than 10% valid T a pixels per sliding window and existing a regression relationship built by those 10% valid T a with corresponding DEM, the remaining invalid pixels will be filled by this regression relationship with DEM, otherwise it skipped to the next sliding window. This process was implemented until all the invalid pixels of whole image were filled. Twenty-four pixels were taken as the best sliding window radius in the current paper after the repeated test. More algorithm details can be seen in the literature (Neteler, 2010; Ke et al., 2011) .
Finally, GDD and AGDD and AGDD anomaly were calculated by using synchronous completely reconstructed T max and T min for every 8-d period in the rice growing season of each year, and then verified against corresponding ground meteorological stations' data.
Results
Maximum and minimum T a estimation and model validation
The basic mechanism for estimating air temperatures with remotely sensed LST relies on the intense heat exchange between land surface and atmosphere. In this study, air temperature was modeled as a function of EVI, elevation, and MODIS LST. Given the seasonality effect of the relationship between T a and LST, models were established for four different MeteoMax/Min T a remotely sensed LST data across three seasons during the rice growing season. Thus, a total of 12 regression models were created for each of LST Day-Terra , LST Night-Terra , LST Day-Aqua , and LST Night-Aqua for three different seasons, corresponding to data from 50 meteorological stations which were listed in Table 2 . On the whole, compared with Aqua, RMSE of maximum air temperature (T max ) modeled by Terra daytime LST was lower, the same as minimum air temperature (T min ) modeled by Terra nighttime LST.
Some literature also pointed out that T a estimated from Terra MODIS LST data has a smaller deviation with ground observation than the estimation derived from Aqua MODIS LST data . For 40% of the test samples, seasonal statistics show the lowest RMSE value of 1.780 and 1.958 °C in Terra and Aqua fall models for T max estimation and 1.554 and 1.598 °C in summer models for T min estimation. Spring models showed the poorest performance in estimating both T max and T min from Terra and Aqua daytime/nighttime LSTs.
Reconstruction of estimated T a maps and accuracy validation
3.2.1 Temporal merging of T max and T min from Terra and Aqua T a estimation
There is a large amount of temporal and spatial missing pixels accounted for by clouds and low quality in LST data (Crosson et al., 2012) . Here, we introduced a spatio-temporal algorithm to fill those gaps in estimated T a images with two main strategies: firstly, temporally merged images of two acquired times and secondly, spatially interpolated in the current merged image. The object of this two-steps reconstruction for estimated T a images over the entire study area was to deal with the significant problem of missing data in determining GDDs. The performance of the temporal reconstruction was illustrated in Fig. 3 . For the DOY 105 of 2003, the T max-Terra image shows the pattern of T max with large invalid areas (cloudy area and an area with a large LST retrieval error) in the southeast and smaller regions in the central area, Models were assessed based on coefficient of determinations (R2) and RMSE of fitting and test data, respectively. ** Significance at p<0.0001. Referring to the season category reported by Crosson et al. (2012) (Fig. 3a) and T max-Aqua (Fig. 3b) into T max (Fig. 3c) , there was a small area of concentrated invalid pixels allocated in the eastern region. We assure that the temporal merging of maps from Terra and Aqua platforms can introduce higher quality T a pixels reflecting true temperature values when the cloudy condition varies quickly between two satellite's overpass times. After this temporal merging step, the remaining pixels present in the synthetic images were spatially interpolated with an algorithm based on the relationship between surface temperature and elevation in each sliding window on the original image (Neteler, 2010) , then a series of complete T max /T min images were reconstructed. The Fig. 3d showed the eventual result after two-step reconstructions.
We defined the percentage of valid air temperature pixels out of the complete number of pixels covering the study area as the coverage rate. Thus, a coverage improvement rate means an increased pecentage of valid pixels from either the Terra-based T a map or the Aqua-based T a map as compared to the temporal-merged T a map. The coverage improvement rate of temporally merged T max /T min images from Terra/Aqua T max /T min and eventual average coverage rate of merged T max /T min were displayed in Table 3 . Because the Aqua MODIS data of the rice growing season can only be completely acquired from 2003 onwards, we only compared the coverage improvement rate for the years of 2003-2010. Generally, data from satellite images taken in the afternoon are more frequently interrupted by cloud, therefore it is not surprising that Table 3 reveals a remarkably better improvement for Aqua platform than for Terra platform, with annual average coverage improvement rate ranges of 5.60%-7.22% for T max-Terra , 9.56%-14.53% for T max-Aqua , 4.84%-5.86% for T min-Terra , and 13.85%-17.72% for T min-Aqua images over eight years. Eventually, the average spatial coverage during the rice growing season for eight years could reach 84.07% for merged T max image and 85.54% for merged T min image. For seasonal analysis (Fig. 4) , the improvement was the most significant for the summer season with the average spatial coverage 
Precision validation of T max and T min estimation
We spatially interpolated the remaining pixels by adjacent good quality (clear-day) pixels. This method may introduce uncertainty since cloudy areas may have had lower solar irradiation and T a than clear areas. However, it is an inevitable defect of optical remote sensing that the accurate estimation of some pixels will be impossible due to cloud cover. In the current paper, we only focus on the supposition whether or not the reconstructed T a can be taken as a proxy for real T a to estimate the heat accumulation. To clarify how many errors were introduced in each different reconstruction steps, the precision validations of all pixels in each 8-d T max and T min image were calculated respectively for the following two categories: good pixels and invalid pixels. Good pixels are those T a estimation pixels from LST data after QC filter and temporal merging, which can be taken as the high quality T a pixels of clear sky. The invalid pixels are the remaining pixels from cloudy sky and low quality in the product and are filled by the spatial interpolation.
It could be seen in Tables 4 and 5 
CIR (%) CR (%) Year T-T max A-T max T-T min A-T min M-T max M-T min
Table 4 Precision validation of T max
Good pixel
Invalid pixel All pixel Year MBE (°C) The comparisons between time series of meteorological and MODIS-derived maximum and minimum air temperature at each 8-d period are shown in Fig. 5 . To reflect the overall level of the study area, the values in the curves were the averages of T a values at each 8-d interval from 50 meteorological stations and the 50 MODIS pixels corresponding to the stations' positions. Overall, the reconstructed estimation of minimum temperature fitting was better than the maximum temperature fitting. It can be seen from the Fig. 5b that 10-year fitted T min from MODIS data basically had a consistent pattern with the T a-min measured by meteorological stations, except for a tiny discrepancy in the peak of every year. Obviously, T min estimations are quite good in spring and autumn and acceptable in the summer of each year; the average MAEs of all 10 years for spring, summer and fall season are 0.944, 1.231, and 0.917 °C, respectively. However, two almost overlapping curves showed the fact that T min was capable of actually reflecting T a-min . By contrast, difference curve from meteorological T a-max minus MODIS-derived T max had a larger fluctuation over the "0" value line (Fig. 5a) . Ten-year average MAE between T max and T a-max ranges from 1.697 to 2.541 °C, with 2.592 °C for 'spring days', 1.648 °C for 'summer', and 2.446 °C for 'fall', respectively. The time series of T a-max and T max basically raised and declined synchronously during the whole 10 years, except when there is a sudden drop of actual weather change.
The complex effects of vegetation cover on the heat exchange between LST and near surface air temperature can probably account for the discrepancies between meteorological observation and MODIS estimation. Another potential explanation is the possible situation of one or many of the meteorological stations near residential areas, in which case they would be influenced by the urban heat island.
Comparing meteorological and MODISderived GDDs and AGDDs
The differences between Meteo-GDD and MODIS-GDD at each 8-d period spanning the year of 2001-2010 are shown in the Fig. 6 to analyse the error sources from different 8-d periods. The gap was a comprehensive reflection of the difference between reconstructed T max /T min and ground T a observation. A comparison between meteorological and MODIS-derived AGDD with the period of entire rice growing season was carried out to display the discrepancy at each 8-d period (Fig. 7) . It is clearly that there was quite a good agreement during the earlier period of the growing season in spring and summer time. The MODIS-derived AGDDs become slightly lower than the meteorological-derived AGDDs since the fall with largest error at the end of the growing season with 10-year mean difference of 157.7 °C⋅d. The same results are found in the statistics in each year of the 2001-2010. The reason for this negative difference is under investigation. However, our result of the annual variation of AGDDs with the DOY is similar to the finding of Neteler (2010) , who also demonstrated that AGDDs from reconstructed MODIS LST were systematically slightly lower than those calculations from meteorological stations in the fall time. Except for the overall comparison, the correlation coefficient between meteorological and remotely sensed AGDDs estimation of 50 stations in every 8-d periods is also analyzed (Fig. 8) . The result showed that the correlation coefficients of AGDDs in the spring stage were unstable among ten years with relatively low values. This is probably because the air temperature in spring time is apt to experience a recovering warm fluctuation of around 10 °C, which is difficult to capture with satellite data. The adjustment scheme for lower and upper temperatures in GDD calculation would account for these larger gaps in spring time. It has become constant with R values more than 0.7 since DOY 145 of all 8-d periods in ten years. From the above, our result gives a powerful demonstration of the capability to employ remotely sensed AGDD to assess the accumulative heat condition in later rice growing season. Table 6 . The accumulated heat derived from MODIS data was basically consistent with the calculated value from T a from meteorological stations. Overall, 10-year correlation coefficient R value between two categories AGDDs ranged from 0.73 to 0.86, which were all above the 0.01 significant levels. This indicates that there was an underestimation of MODIS-derived AGDDs from meteorological AGDDs with 10-year average MBE of 156.75 °C·d, amounting to almost 10% of the relative error. This result can be explained by the underestimation of T max and T min in the later growing season, especially in the fall (Fig. 5) . The RMSE of 10 years spans from 143.91 to 236.81 °C·d. However, the interannual variation trend of MODISderived AGDDs was almost the same with the heat accumulation calculated from meteorological data. We evaluated this interannual variation by AGDD a ; the departure from one-year AGDD to the average of 10 years (Fig. 9) . MODIS-derived AGDD a and meteorological AGDD a both showed the lower heat accumulation of the years of 2002, 2003, 2005, 2006, and 2009 with negative values, while better heat conditions in 2001, 2007, 2008, and 2010 with positive values. Compared to AGDDs, the correlation between two AGDD a was less high (only seven years over the significant level) because the multi-year universal models adopted to estimate T max /T min were not ideal for all 10 years. We chose these universal models because they are better at comparing the interannual variation by removing the uncertainty caused by single models, and forecasting the accumulative heat resource in the later year without using meteorological data.
Using MODIS-derived indices
An illustration of AGDD anomaly maps at 1 km spatial resolution was produced for the [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] 
Estimating GDDs and AGDDs by only using MODIS data
Only MODIS data for 2011 were chosen to evaluate the estimating ability of MODIS indices (GDD, AGDD) to reflect the true ground heat condition without T a data being taken to be modeled. A total of 44 maximum and minimum T a maps of each 8-d period of 2011 were calculated by employing the 12 T a -LST regression models built by 2001-2010 data sets (Table 2 ) and then spatio-temporal reconstruction.
The average discrepancies between MODIS reconstructed T a , GDDs, AGDDs and corresponding meteorological values were compared in the forms of MBE, MAE, RMSE, and R (Table 7) The scatter plots of all data pairs in 50 meteorological stations of 22 8-d period during the growing season (total 1 100 pairs) of 8-d GDDs and AGDD were displayed in Figs. 11a and 11b , respectively. Compared with the correlation coefficient of 8-d GDDs with R 2 of 0.82, there was a much higher correlation between two AGDDs data sets with R 2 of 0.98. The discrepancies derived from remotely sensed data in real-time monitoring could be reduced to some extend in the long process of accumulation. In conclusion, methodology of estimating remotely sensed accumulative heat time from MODIS data proposed by this current paper is feasible to reflect the ground true heat condition. This would be an advanced replacement of raster maps of such agro-meteorological indices interpolated from meteorological data with GIS.
Except for the quantitative analysis, the spatial pattern of AGDD of the rice growing season in 2011 was validated by the GIS interpolation of meteorological AGDD from 50 ground stations by employing the algorithm proposed by Li et al. (2010) (Fig. 12) . Nearly the same spatial distribution of heat accumulation of the rice growing season was shown in the two images. Compared with the traditional GIS interpolation method, remotely sensed accumulative heat estimation exhibited better performance in characterizing microclimates and spatial continuity. This was particularly evident in the northwestern and southeastern parts of the study region.
Discussion and conclusions
Estimation of air temperature and filling in missing values due to clouds and low quality pixels are the main critical issues in GDD mapping by satellite data. To solve the problems above, we first adopt the classical multi-regression model to estimate the maximum and minimum T a from LST images, and then implement a novel spatio-temporal algorithm that combines the temporal merging MODIS LST-based T a maps at four different acquired times from the Terra and Aqua platform with spatial interpolation based on the temperature gradient with elevation change. The reconstructed T a images were then used to map agro-meteorological indices expressed in GDDs and AGDDs. When compared with the traditional estimation of ground agro-meteorological indices from the limited number of meteorological stations, remotely sensed accumulative heat estimation exhibits superior performance in microclimates.
In this paper, MODIS 8-d composite LST products (MOD11A2) were demonstrated to be a feasible approach to mapping the heat accumulation for the crop growing season at the regional scale. The statistical analysis reveals high correlations, over the 0.01 significant level of agro-meteorological indices (GDDs and AGDDs), between estimates from meteorological stations and MODIS LST data. However, the discrepancy between MODISderived AGDDs and ground-derived true values becomes a little large in the later stages of the growing season. GDD is designed to be calculated by daily maximum and minimum T a and AGDD is the summation of daily GDD. Therefore, 8-d accumulated GDD calculated with 8-d average GDD would lead to more errors in GDD and AGDD estimation comparing with the summation of eight actual daily GDDs. A crucial avenue for further research concerns the reconstruction of daily LST-based T a estimation for cloudy days, which to some extent can improve the accuracy of remotely sensed GDDs to satisfy the quantified needs of GDD-related remote sensing studies for agriculture and climatology.
Aside from the limited success in applying AGDD and AGDD anomaly map to evaluating the spatio-temporal pattern of heat condition for a whole crop growing season, forecasting future MODISderived GDDs and AGDDs with the LST-T a models constructed by data from previous years was demonstrated to be feasible. Furthermore, it is suggested to employ our methodology to monitor crop growth and identify crop phenological stages by estimating GDDs reaching a certain threshold. Our study may supply a novel approach to heat-related study concerning crop growth monitoring, agricultural climatic regionalization, and agro-meteorological disaster detection at the regional scale.
