We study the behaviour of weak solutions (as well as their gradients) of boundary value problems for quasi-linear elliptic divergence equations in domains extending to infinity along a cone.
Introduction
Let B 1 (O) be the unit ball in R , ≥ 2, with the center at the origin O and G ⊂ R \B 1 (O) be an unbounded domain with the smooth boundary ∂G. We assume that G = G 0 ∪ G R , where G 0 is a bounded domain in R , G R = { = ( ω) ∈ R :
is the unit sphere.
We consider the following boundary value problem for the elliptic second order divergence quasi-linear equation: Recently in [12] D. Wiśniewski investigated the behavior of weak solutions to the boundary value problems (Dirichlet, Neumann, Robin and mixed) for linear elliptic divergence second order equations in a neighborhood of the infinity for an unbounded cone-like domain. There was found the exact exponent of the solution decreasing rate under the minimal smoothness assumptions on the problem coefficients.
After creating the linear theory, a number of mathematicians [4, 6, [8] [9] [10] took the study of semi-linear elliptic problems in unbounded domains. The problem of existence and nonexistence of positive solutions to a weak linear second-order divergence type elliptic equation in an unbounded cone-like domain was studied in [6] .
We introduce the following notation: • ∂C: the lateral surface of C { 1 = cos (ω 0 /2)},
• Ω: a domain on the unit sphere S −1 with smooth boundary ∂Ω obtained by the intersection of the cone C with the sphere S −1 , ∂Ω = ∂C ∩ S −1 ,
• G = {( ω) : < < ω ∈ Ω} ∩ G, the layer in R ,
• Γ = {( ω) : < < ω ∈ ∂Ω} ∩ ∂G, the lateral surface of layer G ,
We use standard function spaces C (G) with the norm | | G , the Lebesgue space L (G), ≥ 1, with the norm G , the Sobolev space W (G) with the norm ;G . We define the weighted Sobolev spaces V α (G), for an integer ≥ 0 and a real α, as the spaces of distributions ∈ D (G) with the finite norm
A function ( ) is said to be a weak solution of problem (QL) provided that ( ) ∈ C 0 (G) ∩ V 1 0 (G) and satisfies the integral identity
Remark 1.2.
In the case of the Dirichlet boundary condition we assume, without loss of generality, that ∂G∩D = 0 implies ∂G∩D = 0.
Lemma 1.3.

Let ( ) be a weak solution of (QL). For any function η(
holds for a.e. > R 1.
Proof. Let χ ( ) be the characteristic function of the set G . We consider the integral identity (II), replacing η( ) by η( )χ ( ). As a result we obtain
be the Dirac distribution lumped on the sphere = . Using formula (7') of [5, subsection 3, § 1, Chapter 3],
we obtain, see [5, subsection, § 1, Chapter 3, Example 4],
The lemma is proved.
The following conditions will be needed throughout the paper: Let 1 < < < , ≥ 0, 0 ≤ µ < ( + − 1)/( − 1) be given numbers; 0 ( ) α 1 ( ) and 0 ( ) be non-negative measurable functions; (
be Carathéodory functions continuously differentiable with respect to ; ( ) be Carathéodory and continuously differentiable with respect to function ∂G × R → R with the properties:
In addition, suppose that the functions ( ξ) are continuously differentiable with respect to ξ variables in
× R and satisfy in M M 0 the following conditions:
where A( ) is a function Dini-continuous at zero.
We shall consider the substitution
By virtue of assumption 6), the identity (II loc ) takes the form
It is easy to check that coefficients A , = 1 , do not depend on explicitly.
Our assumptions regarding problem (QL) take the following form:
Our main result is the following statement. 
where
and
Then there exist R 0 > R 1 and a constant C 0 > 0 independent of such that [7, 11] , then there exists a constant
Preliminaries
We shall use well-known formulae related to the spherical coordinates ( ω), see either [3, § 1.3] or [2, § 1.2] . C = C (· · · ), = (· · · ) denote the constants depending only on the quantities appearing in parentheses. In what follows, the same letters C will (generally) be used to denote different constants depending on the same set of arguments.
We need some auxiliary statements and inequalities.
The eigenvalue problem for the -Laplacian in a bounded domain on the unit sphere.
Let − → ν be the exterior normal to ∂C at points of ∂Ω. Let γ(ω), ω ∈ ∂Ω, be a positive bounded piecewise smooth function on ∂Ω. We consider the eigenvalue problem for the -Laplace-Beltrami operator, > 1, on the unit sphere,
which consists of determination of all values (eigenvalues) for which (NEVP) has weak solutions ψ(ω) = 0 (eigenfunctions); here
where ∂ D Ω ⊆ ∂Ω is the part of the boundary ∂Ω for which we consider the Dirichlet boundary condition.
Definition 2.1.
A function ψ is said to be a weak solution of problem (NEVP) provided that ψ ∈ W 1 (Ω) ∩ C 0 (Ω) and satisfies the integral identity
Remark 2.2.
= 0 is not an eigenvalue of (NEVP). In fact, setting η = ψ and = 0 we have
We characterize the first eigenvalue ( ) of the eigenvalue problem for the -Laplacian by
The proof of existence of > 0 and associated eigenfunction ψ(ω) can be found in [3, Chapter 8] 
with the sharp constant 1/ ( ). 
provided that integrals on the right are finite.
Proof. Consider the inequality (W ) for the function ( ω). Multiplying it by
α+ −1
and integrating over ∈ ( ∞), we obtain the desired inequality (10).
Lemma 2.5.
(Ω) for almost all > R 1 and
Let ( ) be the smallest positive eigenvalue of problem (NEVP) and γ(ω) be a positive bounded piecewise smooth function on ∂Ω. Then for almost all > R
where Ξ( ) is determined by (7) .
Proof. Writing the function V ( ) in spherical coordinates yields
Differentiating it with respect to we obtain
Case ≥ 2. Using the Cauchy inequality and next the Young inequality with = /2, = /( − 2) we obtain
Applying the Friedrichs-Wirtinger type inequality (W ) we see that
Because |∇ ω / | ≤ |∇ | and
In this way, (16) takes the form
Now, by a direct calculation, we find that there exists
Hence and from above we derive the required (12) for ≥ 2.
. Therefore using the Young inequality with = , = /( − 1), we have
Next, applying the Friedrichs-Wirtinger type inequality (W ) we obtain
Let us choose ε = {( − 1) ( )} ( −1)/ . Hence the inequality above gives
But, because of |∇ | 2 = 2 + |∇ ω | 2 / 2 and the Jensen inequality, we can conclude that
From this and (17) it follows that
Substituting here ε chosen above and recalling (7), (13) we get the desired inequality (12).
The Cauchy problem for a differential inequality
Theorem 2.6.
Suppose that V ( ) is monotonically decreasing, nonnegative differentiable function defined on
where P( ) Q( ) are nonnegative continuous functions defined on [R ∞) and V 0 is a constant. Then
For the proof we refer to [3, Theorem 
Maximum principle
In this section we consider one of the possible cases of deriving a priori L ∞ (G) estimate of the weak solution to problem (QL). We first observe that there exists R * > 1 such that | ( )| < 1 for all ∈ G R * . We denote G * ≡ G \ G R * and introduce the set A( ) = { ∈ G * : | ( )| > }.
Theorem 3.1.
Let ( ) be a weak solution of (QL) and let assumptions 1), 3b), 4), 5) hold. Suppose, in addition, that ( 0) ∈ L /( −1) (∂G),
For the proof we refer to [2, Theorem 6.5, § 6.3].
Local estimate near the infinity
The weak solution of problem (QL) is locally bounded at the infinity. More precisely, we have Theorem 4.1.
Let ( ) be a weak solution of problem (QL). Let assumptions 1), 2), 3a), 4), 5), 6) be satisfied and, in addition,
, where C > 0 depends only on ,
We refer to the proof of [2, Theorem 6.6, § 6.4].
Integral estimates
At first we shall obtain the global estimate for the Dirichlet integral.
Theorem 5.1. 
Assume ( ) is a weak solution of the problem (QL). Suppose that M
Proof. We first make the substitution (1) . By the assumption 6), identity (II) takes the form
where coefficients A B G are defined by (3) . Putting η( ) = ( ) we obtain
We observe that
Now, according to assumption 4') we have G( ) ≤ ( 0). Next, by 1'), 3a'), since ς −1
(1 − ςµ) < 1 (by (1)), we obtain
Returning to the function ( ) we obtain the desired estimate (19).
Now we establish the local integral weighted estimate. 
where ψ( ) is defined by (6) with (7).
Proof. We first make the substitution (1). By Theorem 5.1, we have
The substitute η( ) = ( ) in the identity (2) yields
By virtue of assumptions 1'), 3a'), 4'), 5), 7') and since µς < 1, we obtain
Applying Lemma 2.5 we can rewrite the latter relation in the form
Now we estimate the integral over Ω on the right hand side in (22). The Hölder inequality for integrals yields
Next, from the inequality (W ), the inequality |∇ ω | ≤ |∇ |, and formula (13) we conclude that
Now, according to (23)- (24), we have
Next, in virtue of the Young inequality and inequality (10) with α = − we get
by assumption 5) and (21). Now, (22)- (27) yield
In this way, from (28), in virtue of assumption (4), we have the Cauchy problem (CP) from Section 2 with
On account of (20) we have
The solution of (CP) is determined by (18) from Theorem 2.6. Direct calculations give
where = const ( ( )). Thus, the theorem is proved.
The power modulus of continuity near the infinity for weak solutions
Proof of Theorem 1.4. We consider the function ψ( ), > R 1, determined by (6) . By Theorem 4.1 with = ,
where is given by (1) . Hence, in virtue of inequality (W ) regarding to the notation (11), we get
by inequality (29). Next, (30)-(32) yield
Now from (31), by assumption (5), it follows K ( ) ≤ K 1− / ψ( ). From this and by (33) we have
Eventually, in virtue of (1), from (34) we establish the first desired estimate (8). ( ) ( ). Then the function ( ) satisfies
Now we apply our assumption about a priori estimate of the gradient modulus of the problem (QL') solution as an estimate inside the domain and near a smooth boundary portion 
Putting now | | = 2 /3 we obtain the estimate
But by (1),
From (34) and (36) we establish the second desired estimate (9).
Examples
Example I ( = 2)
Let
We consider the following problem:
We make the substitution (1), denote µ = µς,
and consider our problem for the function ( ),
Our goal is to find the exact solution of this problem in the form ( 
We consider separately two cases: µ = 0 and µ = 0.
Case µ = 0.
The solution of our equation has the form ψ(ω) = A cos(ωΛ) + B sin(ωΛ). In order to find A B, from the boundary conditions we obtain the system
Since A 2 + B 2 = 0, the system determinant must be equal to zero; this means that Λ is defined via the transcendent equation
Then we find the eigenfunction
Now we investigate some particular cases of the boundary conditions. Dirichlet problem: α ± = 0, γ ± = 1. Equation (38) Case µ = 0.
By setting (ω) = ψ (ω)/ψ(ω), we arrive at a problem for (ω),
By integrating the equation of our problem we find
Now, from the boundary conditions we obtain
and equation for the needed λ − :
Thus tan Figure 3) where 
