We review basic concepts from economics and finance relevant to product development. Case studies are used to demonstrate how these concepts relate to complex design decisions within the producing enterprise, with a specific formulation for product portfolios. We conclude with a proposed synthesis of engineering design, economics and finance under a single decision-making model.
Introduction
In recent years the engineering design community has expanded its quest to address analytically design intent, particularly as it is manifested within a producing enterprise, see, for example, Thurston and Locascio (1994) ; ; Thurston (1999) ; McConville and Cook (1996) ; Cook (1997) ; Donndelinger and Cook (1997) ; Hazelrigg (1998 Hazelrigg ( , 2000 ; Marston and Mistree (1998) ; Marston et al. (2000) ; Scott and Antonsson (1999) ; Whitcomb et al. (1999) ; Allen (2000 Allen ( , 2001 ; Chen et al. (2000) ; Gu et al. (2002) ; Azarm (2000, 2002) ; Markish and Willcox (2002a,b) ; ; Wassenaar et al. ( , 2004 ; Georgiopoulos (2003) ; Cooper et al. (2003) ; Georgiopoulos et al. (2005) ; Michalek et al. (2004) ; Kim et al. (2004) . These investigators, while following different approaches, have shown that designers can and should not only balance technical tradeoffs but also account more directly for the needs of users and producers, positioning engineering tradeoffs in a societal context. In such a view, technical objectives not only compete amongst each other but also generate a long chain of effects that influence purchasing behavior, firm growth, regional economics and environmental policies.
In this article we review some basic concepts that are the building blocks for modeling economics and finance considerations in the context of product development. Along the way we will use case studies to demonstrate how to incorporate these concepts in design decision making. We conclude with proposing a simple synthesis of engineering design, economics and finance in a single design optimization model.
Users and producers
The product design decision-making process involves matching customers' demand for differentiation with the firm's capacity to supply differentiation (Grant, 1998, p.221) . Differentiation translates to uniqueness and involves all the activities the firm performs. The direct utility that consumers gain from a bundle of observable product attributes (i.e., tangible differentiation) in conjunction with socioeconomic, psychographic and demographic considerations, (i.e., intangible differentiation) are driving purchasing behavior.
The ability of the firm to satisfy demand for differentiation profitably to a large extent depends on a set of product decisions x that encompass engineering design x d and business x b decisions. In turn business decisions x b encompass economic decisions x e , such as product pricing and production output decisions, and financial decisions x f such as product valuation and investment timing. The optimal combination of x d , x e and x f would lead to increased profitability π:
First the relevant mathematical models of economic decisions will be reviewed. Financial decision models review will follow. A case study will help to demonstrate the respective disciplinary models. This case study will serve as a platform to present a holistic product development decision model at the end.
Economic decisions
The evaluation criterion of economic decisions is the summation of monetary costs and benefits at one instant of time. In this section we will focus on two decisions: product pricing and production output.
The demand curve is the main tool used in economics that links the quantity of a product the consumer is willing to buy to the price of that product. One can do a quick experiment to understand the idea behind the demand curve. Let us assume that a university professor is considering buying laptops for her research laboratory. At a price of $2000 she may buy two laptops, one for research presentations and one for herself. At a price of $1000 she may buy two more for her most productive students. At a price of $400 she may end up buying laptops for all six students. From this example we conclude that the professor's demand curve is downward sloping. Let us assume that we can do the same experiment for all the professors at the university. Assuming that a single price can be charged, then we can sum all the individual demand curves and obtain the university professors' aggregate demand curve. The latter will tell us how many laptops a manufacturer can sell at $2000, $1000 and $400 to the university. Assuming that the demand curve is indeed downward sloping and linear, then the following equation models the relationship between price P and quantity Q (Pindyck and Rubinfeld, 1997, p.21,31 )
where θ is the intercept and λ = ∆Q ∆P is the slope of the demand curve; λ is the change in quantity associated with a change in price.
But what does the slope of the demand curve represent? From calculus we know that λ = ∆Q/∆P captures the change in quantity demanded from a change in price. Dividing by the original level of quantity and price we derive a normalized quantity called the price elasticity of demand
Given that when we increase price usually the quantity falls, the price elasticity of demand is a negative number. This fall in demand is the consumer's response to a pricing decision set by the decision-maker. Therefore, it models consumer preferences towards a specific product attribute, which is price. If the price elasticity is less than one in magnitude the consumers are inelastic and a change in price will not affect substantially the quantity demanded. The opposite applies when the price elasticity is greater than one and customers are elastic with respect to changes in price.
In the absence of cost we can formulate the following unconstrained op- 
where revenue is the product of price and quantity. If we were to decide on a single price then the solution of Eq. (4) is the largest rectangle under the demand curve (see Figure 1 ). In the presence of cost Eq. (4) becomes maximize {revenue -cost} with respect to {quantity}.
Design scenario: Demand curve formulation
We consider decisions to be made by an automotive manufacturing firm that markets premium-compact (PC), among other, vehicles in the US. This market segmentation adopted in the study follows the J.D. Power classification for vehicles in the United States. The firm is assumed to operate in a mature industry where complementary assets (Teece, 1986) , such as access to distribution channels, service networks, etc., are given. Finally, the decision-maker is assumed to be playing a game against nature, namely, the firm's strategy is affected by an exogenously-generated random state not by competitive interaction. The firm wishes to design new engines and transmissions for the PC segment. Representative of the PC product, the automatic transmission versions of the Chevrolet Cavalier LS Sedan has been selected and simulated using the Advanced Vehicle Simulator (ADVISOR) program (Wipke and Cuddy, 1996) . The monthly profit is defined as
where P is the price, q the quantity, and C the average total cost of producing a vehicle. We draw the relationship between the price P of each product and the quantity q demanded from the observed demand for final goods. Knowing two different points on the demand curve we can use the arc elasticity of demand, see Eq. (3), which is defined as:
where P , q are the averages of the known prices and quantities, at the two points.
In years 2000 and 1999, General Motors PC vehicles (Chevrolet Cavalier and Prizm, Pontiac Sunfire, Saturn S-series) did not undergo a major design change. Using two pairs of data points (P 1/99 , q 1/99 ), (P 1/00 , q 1/00 ) (see Table  1 ) (WardAuto, 1998-00) we compute the price elasticity of the GM PC segment as equal to −4.9. The price elasticity of all US automobiles has been found to be between −1 and −1.5 (Irvine, 1983) . For individual models price elasticities have been found to be between −3 and −6.7 (Berry et al., 1995) . For example in Berry et al. (1995) the price elasticity of the Chevrolet Cavalier was found to be −6.4. It is reasonable to assume that the price elasticity of demand for all GM PC vehicles is less than the elasticity of an individual model in that segment.
Although there was no observed change in quality -which could be a reason for a shift in the demand curve -of vehicles in GM PC segment from 1999 to 2000, other factors that affect demand may have taken place. To use the estimated elasticity we assumed that between the two years there was no major change in consumer's income, product advertising, product information available to consumers, price and quality of substitutes and complementary goods, and population (Clyde, 2001) .
Using the average values of two data points (P , q) we derive the demand curve for the PC segment:
Assuming a linear relationship between cost and output,
the total profit for one time period is
Eq. (9) assumes that the marginal cost is constant, that is, for every unit increase in output, the average total cost increases by c 0 (Pindyck and Rubinfeld, 1997, p. 236) , which is set at $13,500 for the PC segment. Eq. (9) also assumes that the firm is operating at its minimum efficient scale. The economic profit is
and the optimum is
The demand curve of the product development firm
Let us review again Eq. (2). At each period of a multi-period decision time horizon the decision-maker is facing pricing and output decisions. This observation modifies Eq. (2) as follows: where t is the period we are at. At time period t the decision-maker will choose the price of the product P t and the quantity produced q t . This would essentially mean that economic decisions are moving along the demand curve, Fig. 1 . But given that there is a unique rectangle with maximum area under the demand curve, what is the motivation behind a time sequence of pricing and output decisions? The answer is that there are many factors that have changed Eq. (2). To name a few, since the previous period (t − 1) the income of the consumer may have contracted, the price and quality of substitutes may have risen, and the population in the area under consideration may have decreased. All those factors would translate to a shift in the demand curve. This shift asks for new decisions. The decision-maker is updating her decisions to estimate the maximum area rectangle under the new demand curve, see Fig. 2 . The shifts in the demand curve are represented as follows (Pindyck (1988) ; Trigeorgis (1998, p.290); Bollen (1999) ):
where θ t is now a time-dependent intercept that moves away from or towards the origin. The assumption here is that the slope of the demand curve λ is not changing as frequently as θ. Going back to our question, is it reasonable to assume that λ is not changing as frequent as θ? In the short-run the answer is positive. It takes time for people to change their consumer habits (Pindyck and Rubinfeld, 1997, p.35 ). However, one should pay special attention to the product under consideration and the elasticities of both supply and demand.
Here it is assumed that consumer behavior will not change during the life-cycle of the product.
In the case where an evaluation of an investment opportunity is under consideration the decision-maker is facing the ever-changing demand curve. How could he cope with this uncertainty? Fortunately, there is available theory that allows treatment of it. Using information available now, namely, information on past changes in θ and the deviation of those changes from their long-run trend this source of uncertainty can be modeled. Still a critical piece will be missing, which is the future information that generates shocks on the demand of the product. Therefore, the uncertainty model should combine deterministic with stochastic information. The deterministic one should include past observations (old information) and the stochastic one will involve a simple random number generation (or Monte Carlo Simulation) simulating new information that is unknown to the decision-maker today.
Two possible ways to model the future values of θ are the additive and multiplicative models:
where u(i), i = 0, 1, . . . , N −1 are random disturbances that cause the θ value to fluctuate in the i-period (i = 0, 1, 2, . . . , H), and a is a constant. Once u(0) is given, based on θ(0), which is the intercept of the demand curve today, progressively we can find future values. Therefore, values of θ depend only on the value at the most recent previous time and the random disturbance. By taking the natural logarithm of both sides of the multiplicative model we have ln
We proceed by modeling the random variable ln u(i). We define the randomwalk process z as
(t i ) is a normal random variable with mean 0 and variance 1. By taking the limit of the random walk process Eq. (17) at ∆t → 0 the Wiener process (or Brownian motion) is obtained (Luenberger, 1998, p. 306) :
The generalized Wiener process is defined as
where z is a Wiener process, a, b are constants and X(t) is a random variable. The Ito process (Luenberger, 1998, p. 308 )
is a generalization of Eq. (19). We assume that the random variable ln u(i) has expected value E[ln u(i)] = ν and variance σ 2 . We can then describe ln u(i) as a generalized Wiener process
where z is a Wiener process. Then from Eqs. (16), (21) ∆ ln
where µ = 1 2 σ 2 + ν is a correction term necessary when one changes variables in Ito processes (Luenberger, 1998, p.309) . Eq. (22) is termed the Geometric Brownian Motion. The full equation scheme is as follows:
Historical data on θ allows the estimation of µ and σ. By generating random numbers (i) and having the value of θ today then we can estimate ∆θ(t). To obtain θ(1) = θ(0) + ∆θ(t).
If one follows Eq. (14) as the representation of the demand curve, one assumes that all factors other than the price of the product are random disturbances. While many factors are indeed random, others are not. As stated earlier, in corporate strategy literature the product design decision-making process involves matching the customer's demand for differentiation with the firm's capacity to supply differentiation. Therefore, the supply of differentiation is a choice made by the firm. If the level of product differentiation at time t is different from that at time (t − 1) a shift in Eq. (14) will be realized. A simplified version of the Berry Levinsohn and Pakes (BLP) method (Berry, 1994; Berry et al., 1995 Berry et al., , 1998 Nevo, 2000) will help us model the consumer demand for product differentiation.
The BLP method, as it is presented here, requires an a priori consumer market segmentation. Segmentation is different from differentiation (Grant, 1998, p.220) . Segmentation is concerned with where the firm competes, e.g., consumer groups, and geographic regions. Differentiation is concerned with how the firm competes in the particular segment making its product different from that of its competitors. An assumption being made in this chapter is that market segmentations at times t and (t + 1) are the same. Although in the short-run this assumption is most likely to hold, in the long-run it does not. The value network of the consumer is dynamic. Static market segmentations, which are based on socioeconomic categories, have failed to address consumers' preferences in the past, see, e.g., the General Motors case in Grant (1998, p.227) . A change in market segmentation depends both on supply and demand. For example, the elasticities of supplying product reliability in the automotive industry were inelastic in the late 1980s. The demand for reliability asked for redesign of manufacturing processes not only by the automotive manufacturers but by their suppliers as well. As a result Japanese automotive firms, which were relatively more elastic and thus had greater capacity to supply differentiation, met first the demand for differentiation both in the European and in the U.S. markets. To conclude, both market segment definition and the frequency of reviewing it are left at the discretion of the decision-maker.
Let us define a few terms. α are observed product characteristics, e.g., horsepower, fuel efficiency, and price P ; ξ are unobserved product characteristics, e.g, style, prestige, reputation, and past experience; δ is the mean utility level (numerical measure of consumer preferences) obtained from consuming a product τ in the segment under consideration
where φ is the market segment aggregate observed component of utility for the product characteristic κ. Let us assume that market share depends only on mean utility levels:
At the true values of utilities δ and market shares s, Eq. (25) must hold exactly. If Eq. (25) can be inverted to produce the vector δ = s −1 (s), then the observed market segment shares uniquely determine the means of consumer utility for each product τ . If M is the market segment size, that is, the number of consumers in the market, the output quantity sold is
The consumer may choose to purchase an outside product τ = 0 instead of L products within the segment. The market share of product τ is then given by the logit formula
with the mean utility of the outside product normalized to zero,
so δ τ is uniquely identified directly from a simple algebraic calculation involving market shares. Thus the logit suggests a simple regression of differences in log market shares on (α τ , P τ ). From past observations on the number of firms within the market segment φ can then be estimated. When (28) is solved the product attribute κ sensitivity of demand would be equal to ∂M s ∂φ κ .
Having estimated the sensitivity we can then estimate the product attribute κ elasticity of demand. One needs to make a few back-of-the-envelope calculations before exercising Eq. (28). First a definition of market segment size M is needed. Often publicly-held firms are listing their sales in dollar values per segment. In this case M is equal to the sum of all sales in the market. If this is not the case, one can acquire volume data from market research firms. The estimation of the market size of the outside product requires some judgement. In the case where one wants to exercise Eq. (28) for compact cars, then it is reasonable to assume that the outside product consists of all other market segments and the market of used cars. It cannot be overstated, that the calculation of Eq. (28) is very sensitive to the definition of the outside product.
In the case where one needs to take into account the price and attribute levels of a product's substitutes, Eq. (28) will give unreasonable cross-price elasticities. The cross-price elasticities represent percentage change in quantity demanded by one percent change in the price of competing products (Pindyck and Rubinfeld, 1997, p.32) . For the decision-maker interested on substitution patterns, the full version (Berry et al., 1995) of the BLP method addresses this problem.
We conclude this section by laying out the multidimensional demand curve of the firm for a given market segment, namely:
Here Eq. (14) is augmented to include the impact of product characteristics on demand. Now we can assemble the entire demand model by including the calculation of θ from Eq. (23):
Here are the necessary steps to construct the demand curve of the product development firm Eq. (30):
• The product market segment needs to be defined first. One can use publicly-available definitions from market research firms.
• Observations of market shares of competing products and their respective levels of product attributes need to be collected. The time brackets of these observations ask for special attention. The decision-maker may be tempted to collect a large sample to improve the fidelity of descriptive statistics. However, technological changes may have improved the quality of the product, regardless of consumer preferences.
• Estimation of the market size and the size of the outside product comes next. Based on Eq. (28) product attributes sensitivities of demand λ α are then estimated.
• Having completed the study of the market segment we shift our focus to the firm itself. A time interval where the product attributes are fixed needs to be identified. For the defined time interval observations of price and demand need to be collected.
• Based on these observations the drift µ and volatility σ need to be estimated. Given that θ follows a stochastic process, calculation of the (deterministic) µ and volatility σ need to be treated appropriately.
Having estimated µ, σ, λ α Eq. (30) can be now constructed. This is the product demand curve for a specific market segment and will be used for product decisions for the estimated life-cycle.
The estimation of Eq. (30) is decomposable. It captures sensitivities of the consumer towards product attributes and product demand uncertainty. The latter allows us to generate random paths of the future, which allows the decision-maker to project future cash-flows necessary for investment valuation.
Design scenario: Single vehicle decision model
The design of new engines and transmissions allows the firm to market a product with improved performance. From Berry et al. (1995) we know the miles per dollar and horsepower to vehicle weight elasticities of demand for Chevrolet Cavalier are 0.52 and 0.42, respectively. That is a 10% increase in miles per dollar and horsepower to vehicle weight ratio will boost demand by 5.2% and 4.2% respectively. We will use these elasticities as representative for the PC segment. From Eq. (29) we define the demand curve as follows,
where HP is horsepower, w weight in tens of pounds, and M/$ the number of ten miles increment one could travel for one dollar. The fuel economy ratings for a manufacturer's entire line of passenger cars must average at least 27.5 miles per gallon (mpg). Failure to comply with the corporate average fuel economy (CAFE) limit, L i , results in a civil penalty of $5 for each 0.1 mpg the manufacturer's fleet falls below the standard, multiplied by the number of vehicles it produces. For example, if a manufacturer produces 2 million cars in a particular model year, and its CAFE falls 0.5 mpg below the standard, it would be liable for a civil penalty of $50 million. Specifically, for each vehicle τ , the penalty (or credit) c CAF E due to CAFE is
Fuel economy f e is measured in miles per gallon M/G and it is an engineering attribute computed in terms of the design decisions by the ADVISOR model (Wipke and Cuddy, 1996) . The CAFE regulation can only hurt the firm's profits, not contribute to them. The PC segment allows the firm to get credit for less fuel efficient vehicles that yield higher profits. Therefore each PC vehicle sold generates the opportunity for the firm to reap those profits. In a following section we will study the impact of CAFE in a portfolio of two vehicles, one fuel efficient and one fuel inefficient.
The economic profit is
where CAFE is equal either to CAFE penalty or to contribution of credit. The optimum is
We portray Eq. (35) in Fig. 3 where monthly profits are depicted on the acceptable values of engine size in kW and final drive ratio. Profits have been calculated based on Eq. (34). We can observe that the lower and upper engine size bounds yield the maximum profit for the firm. The lower engine size bound corresponds to a fuel efficient vehicle, while the upper bound corresponds to a fuel inefficient one. Given that we have not yet accounted for technical requirements some of the designs may be infeasible. Therefore, Eq. 35 was derived from an incomplete decision model.
We formulate a design problem by taking into account the CAFE regulation of Eq. (33). Then we will solve the problem without Eq. (33) to understand the impact of government intervention in the supply of the final product. 
This is the first step towards the synthesis model that will emerge in the conclusion of this chapter. We will solve the design model Eq. (36) twice. First by taking into account the cost of CAFE in computing profits π as stated in Eq. (34). The impact of regulation on the incentives of the firm to supply differentiation will be quantified by estimating profits without taking into account the CAFE cost (or credit) component (Eq. 33).
The optimization algorithm employed to solve Eq. (36) is DIRECT (Jones, 2001) . In Table 2 the solution in each of the two cases is presented.
The two designs deviate substantially. In the case where CAFE is taken into account the firm has the incentive to design a fuel efficient vehicle (left point on Fig. 3) . The time 0 to 60 and 0 to 80 constraints are active. In the absence of regulations the fuel economy constraint becomes active. Under this scenario the vehicle has 80% increased horsepower (right point on Fig.  3) . The firm realizes a 6% increase in profits. As the case study continue to evolve we will see that this increase is insignificant compared to the profits realized by supplying differentiation to the higher segment.
Investment decisions
The evaluation criterion of investment decisions is the summation of monetary costs and benefits across time. The decision of interest is whether or not one should sacrifice current consumption for future consumption.
Let us assume that the university professor will discussed earlier is now considering to invest $100,000 in a real estate property that will yield a n/a Profit (single period) $63M ($78M including CAFE) $67M return of $110,000 a year from now. However, she is also considering a trip to Jamaica after correcting the final exam two weeks from now. Assuming that the return of the real estate investment is riskless, there should be a financial institution willing to lend her money today. Assuming that the interest rate at the capital markets is 5 percent, the university professor could borrow $110,000/1.05, which is equal to $104,762. That is present value = future value 1 + interest rate .
Therefore, the net present value of the real estate investment is $104,762 -$100,000 = $4,762. That is net present value = future value 1 + interest rate − investment.
A year from now she will be able to pay off the loan from the return that the investment will yield. Now, let us assume that a colleague of the university professor has access to this investment opportunity but has different preferences towards consumption. Unlike her, he prefers to travel to Michigan's Upper Peninsula after the exams and consume the accumulated wealth a year from now. The present value of the investment is $110,000/1.05 = $104,762. Although they have different preferences towards consumption they both agree that the net present value of the investment is $110,000/1.05 -$100,000 = $4,762.
The case where the two university professors are shareholders of the same firm is now considered. Let us assume that the required real estate investment is equal to $10M. Regardless of their preferences, they would both authorize the management of the firm to invest in this opportunity. The net present value would now be equal to $0.47M. If the two colleagues own 100 shares each, out of the total 10M outstanding shares, then from this investment opportunity they would increase their wealth by 100 × $0.47M/10M = $4.7.
In the previous example we did valuation of the real investment opportunity under certainty. The risk of the firm not getting $11M return was zero. Unfortunately, this is rarely the case. Investments in assets other than Treasury bills encompass many uncertainty factors that translate to risk. Relaxing the certainty assumption we demonstrate valuation under uncertainty.
Let us assume that the probability the publicly-held firm will gain $11M from the real estate investment is 80%. Many economics analysts have raised concerns regarding a possible burst in property prices. In that case the real estate is expected to have a value of $9M. Let us assume that the probability of such an event to occur is 20%. The net present value of this investment is
− $10M = $95K. Therefore, it is advisable that the firm should undergo this investment.
So far, we made the assumption that the firm needs to make the investment decision today. Let us assume that the real estate company has enough opportunities available such that the firm can invest a year from now. Essentially, this relaxes the assumption of absence of flexibility in the decision-making process. The firm can adopt a "wait and see" approach. A year from now the decision-maker would be able to see if the economists were right in their projections regarding the assumed property-price bubble. The valuation question now turns to the following: How much is the option to invest a year from now worth to the firm? In the case where the analysts are right, then the net present value is
1.05 2 = −$900K. In the case where, say, the chairman of the Federal Reserve Board is right and property prices will indeed rise, then the net present value of the investment is $11M −$10M
1.05 2 = $900K. In both cases we have a three-period investment (today, period one and period two) and therefore we need to discount twice the expected profit to obtain the net present value. Taking into account the probability of each likely event the value of this option is equal to 0.8 × $900K + .2 × (-$900K) = $540K. Given that the firm could exercise the option today and get $95K, the price of the option is equal to $540K -$95K = $445K. If the real estate company asked for a fee of more than $445K to reserve the right for the publicly-held firm to decide a year later whether to exercise the option to buy, then the firm should forego the investment opportunity.
Let us now assume that the university professor was hired by the real estate firm as a consultant. Her project is to find the net present value of an investment decision the firm is facing. In her personal investment decision we assumed that the discount factor or opportunity cost of capital is equal to 5% (equal to the rate of a Treasury bill). What is the appropriate discount rate for the firm's investment decision?
Let us assume that the stock of the firm is listed in the stock exchange. By using historical data of the past performance of the stock one can exercise the following regression:
where r is the return of the firm's stock, r m is the return of the capital markets as proxied by the S&P500 index, is the error of the regression, a and β are constants and E denotes expectation. The slope β models the sensitivity of the firm's stock return for 1% variation in the market return. This can be represented as follows:
where Cov starts for covariance and Var for variance. Based on certain assumptions that concern the behavior of the investors and the conditions for perfect and competitive capital markets (Trigeorgis, 1998, p.44) it is assumed that any investor can invest a portion (β%) of her wealth at the S&P500 with E(r m ), so that its covariance with the capital markets is unity (β = 1). She can then borrow (1 − β%) at a "risk-free" rate r f so that its covariance with the capital markets is 0 (β = 0). Her return would be
The intercept of Eq. (41) is the risk-free interest rate r f and its slope the market risk premium [E(r m ) − r f ]. Therefore an investor should be willing to hold a stock with a particular β only if is compensated by a return equal to Eq. (41). In our example, the expected risk premium on the stock of the firm should be equal to
which is called the Capital Asset Pricing Model (CAPM). The CAPM is essentially modeling how much more (or less) risky is the stock of a firm relative to the market. If the β of the firm's stock is two that means that it is twice as risky as the expected market risk premium [E(r m ) − r f ]. The β of the stock is calculated based on Eq. (39). If the firm does not have any debt then the appropriate discount factor for the investment that the firm is considering should be calculated based on Eq. (42). In the case were the firm does have debt then this makes the investment more risky. Assuming the firm has an amount of debt equal to D, and market capitalization (number of shares multiplied by the stock price) equal to E, where E stands for equity, then the total value of the firm is equal to (D + E). Then the Weighted Average Cost of Capital (WACC) is equal to
where r is the cost of equity calculated by Eq. (42) 
This would be the situation we assume in the studies described in the following chapters.
The investment decision that the firm is facing can be summarized in the following unconstrained optimization model maximize {net present value(future cash flows, investment cost, risk)} with respect to {invest now or, invest never or, invest later}.
Design scenario: Portfolio decision model
We now expand the design scenario to consider an automotive manufacturing firm that markets premium-compact (PC) and full-size sport utility (SUV) vehicles. This market segmentation follows the J.D. Power classification for vehicles in the United States.
The firm wishes to design new engines and transmissions for both PC and SUV segments. The PC and SUV segments are low and high profit margin segments, respectively. The Energy Policy and Conservation Act of 1975 required passenger car and light truck manufacturers to meet corporate average fuel economy (CAFE) standards applied on a fleet-wide basis. There are K units of monthly capacity currently in place for both segments, and so K is fixed, representing a capacity constraint. It is assumed that this capacity is not expandable. The decision-maker faces the following decisions: How should the units of capacity be allocated between the two segments in order to maximize the firm's value? What should the performance specifications for engines and transmissions be and how do these specifications affect the resource allocation decision? How much is this investment worth to the firm's stock owners?
We formulate the following decision model as maximize N P V with respect to {x τ , q τ }, τ = 1, 2 subject to
where NPV is the net present value, q is the vector of supply decisions (monthly production quantities q 1 , q 2 ), x τ is the vector of engineering design decisions (engine sizes and final drive ratios) for each vehicle. The equality is a production constraint that fixes the total available production, the first inequality is an enterprise constraint that will not allow Corporate Average Fuel Economy (CAFE) penalties to be paid for the selected product mix, and the two vector inequalities are engineering constraints. Eq. (46) is a special case of the design portfolio problem (Eq. 83) where government intervenes in the decision-making process of the firm. We will use the index τ = 1, 2 for the two products, but we will also use the subscripts PC and SUV instead of τ = 1 and τ = 2, respectively when convenient.
Net present value is the aggregation of future monthly cash flows or profits π τ minus the investment cost I over the life H of product τ with a weighted average cost of capital:
The monthly profit is defined as
where P τ is the price, q τ the quantity, and C τ the average total cost of producing vehicle τ .
We will first derive the model for the problem where instead of the NPV we maximize simply the monthly profits π τ . In Section 3 using price and quantity data points from years 2000 and 1999 we estimated the demand curve for the PC segment. For the GM SUV segment (Chevrolet Tahoe and Suburban, GMC Suburban/Yukon and Yukon XL) we used data points from the years 1999 and 1998 (P 1/98 , q 1/98 ), (P 1/99 , q 1/99 ) (WardAuto, 1998-00) where no major design change took place as well, finding the elasticity to be equal to −2.3.
We assume that for each segment between the two years there was no major change in consumer's income, product advertising, product information available to consumers, price and quality of substitutes and complementary goods, and population (Clyde, 2001) . We further assume that the two goods are independent, namely, a change in the price of the compact car has no effect on the quantity demanded for the sport utility vehicle.
For demonstration purposes we assume that the horsepower to weight elasticity of demand of the traditional luxury segment is close to the SUV one. In Berry et al. (1995) the Cadillac Seville horsepower to weight elasticity of demand is found to be 0.09. In this segment the miles per dollar elasticity of demand is found to be close to 0. This essentially means that the customer of that segment is satisfied with the current level of fuel economy performance.
The demand curves for both segments are
where HP is horsepower, w weight in tens of pounds, and M/$ the number of ten miles increment one could travel for one dollar. Assuming a linear relationship between cost and output,
Eq. (73) becomes
Eq. (50) assumes that the marginal cost is constant, that is, for every unit increase in output, the variable cost increases by c 0 , which is set at $13,500 and $18,500 1 for the PC and SUV segments, respectively (Pindyck and Rubinfeld, 1997, p. 236) . We have assumed that the firm is operating at its minimum efficient scale (Besanko et al., 2000, p.73) .
For the period 1992 to 2001 the CAFE penalty was non-positive and approximately zero for DaimlerChrysler, Ford, and General Motors (WSJ, 1/28/2002) . This is represented as follows:
Note that the CAFE regulations can only hurt the firm's profits, not contribute to them. They function as a set of internal taxes (on fuel inefficient vehicles) and subsidies (on fuel efficient vehicles) within each firm (KoujianouGoldberg, 1998). Hence, the cost of each product, Eq. (50), is modified to be
where
CAF E , and c τ CAF E is equal either to CAFE penalty or to contribution of credit to the portfolio. For example, if the PC vehicle generates $3M of credit but the penalty incurred to the SUV is $2.5M then Cost P C CAF E would be equal to $2.5M. For a portfolio of n products the value of Cost τ CAF E is then redefined as:
(54) where U(c τ CAF E ) is equal to 1 when c τ CAF E is negative and 0 when nonnegative.
As mentioned early in this section, the microeconomic model suggests that in each monthly period the firm should produce the quantity that maximizes total profit during that period:
(55) For positive quantities of production q τ , Eq. (55) can be solved analyti-cally and the global optimum is
is the interior optimum, and
is the boundary optimum.
From the derivation above we see that the enterprise-wide problem Eq. (46) can be partitioned to production and design problems (see also section Section 5). The production problem is Eq. (55) 
The firm's product demand (q τ t ) D for product τ at time t is expressed as a product of the two sources of uncertainty defined above, namely, market product demand Q and market share M :
(q τ t ) D is a 1 × 84 vector and represents a random walk in the future. During the first 24 months of product development and production start-up time we have null sales.
If the actual demand exceeds the optimal capacity of the plant the firm will sell only at capacity. Thus, if the actual demand (q τ t ) D is less than the optimal capacity q τ * of the plant then the firm will supply only as much as the demand permits. That is, the actual supply (q τ t )
S is given by
The assumption is that the firm does not possess flexibility in adjusting capacity. If that were not the case then an appropriate theory of capital budgeting would have been needed to model the resource allocation decision. We assume that future cash flows generated by a product's commercialization are only imperfectly predictable from the current observation. The probability distribution is determined by the present, but the actual path remains uncertain (Dixit, 1992) . We consider product demand and the firm's market share as the two main sources of uncertainty.
To describe future product demand we assume that the automotive product demand Q follows Geometric Brownian motion. Seasonality (Tseng and Barz, 1999) and life-cycle considerations (Bollen, 1999) can be also taken into account.
Here µ∆t and σ √ ∆t are the expected value and the standard deviation, respectively, of ∆Qt Qt in ∆t. To simulate the path followed by Q we divide the life of the source of uncertainty into 73 monthly intervals from January 1995 until January 2001. The value of Q at time ∆t (i.e., February 2001) is calculated from the initial value of Q (i.e., January 2001), the value at time 2∆t is calculated from the value at time ∆t and so on (Hull 2000) . One simulation trial involves constructing a complete path for Q using 73 random samples from a normal distribution. Data provided by J.D. Power & Associates for the period between January 1995 and January 2001 (see Table 4 ) have been employed for the estimation of the expected growth rate µ and volatility σ.
The Ornstein-Uhlenbeck or mean-reverting process is used to model mar- Table 4 : Market share data of a major US automotive manufacturer for the premium-compact segment ket share uncertainty M .
Here α is the speed of reversion, M is the "normal" level of M , i.e., the level to which M tends to revert. By running the nonlinear regression (Dixit and Pindyck 1994 
from data provided by J.D. Power & Associates (see Table 4 ) for the period between January 1995 and January 2001 we estimate
whereσ is the standard error of the regression. As we noted in in the presentation of Eq. (23) in the mathematical finance and economics literature (Bollen, 1999; Pindyck, 1988) product demand uncertainty is also described by the intercept θ of Eq. (32). That essentially describes random shifts of the demand curve -with the same slope λ. This approach would require in addition to historical demand data, pricing data that are unavailable. In the present treatment we decided not to use hypothetical data, thus maintaining the credibility of actual results in the context of the assumptions made.
Collecting Eqs. (51), (53), (54), (56) and (59) for the PC segment we get the complete calculation of the monthly profit. A similar set of equations holds for the SUV segment.
(64) From Eq. (51) after substituting q τ for (q τ t ) S using Eq. (59) and C τ using Eq. (53) we get the monthly profit π t τ * over the eighty four month sales period for product τ .
During the first 24 months we have null profits. Recall that we assume the decision to develop the new engines and transmissions has already been made, and so the decision facing the firm now is one of resource allocation. Upon determining the optimal production ratio, this decision will be implemented immediately. Hence, the decision contains no embedded real option, which simplifies the net present value calculation. The time period T for both products is estimated to be seven years or eighty four months, and includes the product development, production start-up, and sales periods. The present value, P V , of discounted future payoffs π τ t * is formally represented as an integral over the space of sample paths of the underlying stochastic processes X and Y
where n = 100, 000. The exponent r, the weighted average cost of capital, is estimated as in Eq. (43)
where r d is firm's cost of debt, t c tax rate, D market value of debt, E equity, and r e is the cost of equity estimated by the Capital Asset Pricing Model (CAPM) (Brealey and Myers (2000) and Section 4):
where r f is the risk-free rate, (r m − r f ) the market risk premium, β firm stock's sensitivity to fluctuation of the market as a whole. Using the values in Table 5 we estimate the weighted average cost of capital of a publicly traded US automotive manufacturer to be 9.4%. By using a single r for all 84 months we are making the assumptions that the firm's capital structure (the debt to equity ratio D/E) and the risk of the firm to its shareholders would remain the same for all 84 months.
To estimate the P V we generate a 100,000 random walks resulting in a 100, 000×84 matrix. Discounting all future payoffs π τ tn * across the probability space we get a 100, 000 × 1 matrix. The present value is the average of those 100,000 numbers (see also Fig. 4) . Note that Eq. (66) does not take into account working capital.
Subtracting the fixed capital investment needed (I = $3B) we calculate the net present value Figure 4: Expected present value
Other investment costs are ignored; for example, the cost of building the production facility plant is considered a sunk cost because we assume the plant has already been built. The NPV expression in Eq. (69) is the stochastic calculation of the objective in the model of Eq. (57). This NPV criterion is based on the optimal economic conditions (Bollen (1999) ; Trigeorgis (1998, p.291) ) computed in Eq. (56), the uncertainty of future cash flows Eqs. (60) and (61), and the engineering performance Eq. (33).
Bounds on vehicle performance attributes define the constraints for each product and its corresponding market segment. These "engineering" constraints are expressed in terms of the design variables using the ADVISOR program, cited earlier.
The model in Eq. (70) involves four variables and sixteen constraints (eight each for the PC and SUV segments of the engineering design model). The complete model of Eq. (70) is now assembled using the expressions derived in the preceding sections.
n with respect to {x} subject to (final drive) P C ≥ 2.5 (final drive) P C ≤ 4.5 (final drive) SU V ≥ 2.5 (final drive) SU V ≤ 4.5 (engine size) P C ≥ 50(kW) (engine size) P C ≤ 150(kW) (engine size) SU V ≥ 150(kW) (engine size) SU V ≤ 250(kW) (fuel economy) P C ≥ 27.3(mpg) (acceleration 0 to 60) P C ≤ 12.5(s) (acceleration 0 to 80) P C ≤ 26.3(s) (acceleration 40 to 60) P C ≤ 5.9(s) (5-sec distance) P C ≥ 123.5(ft) (max acceleration) P C ≥ 13(ft/s 2 ) (max speed) P C ≥ 97.3(mph) (max grade at 55mph) P C ≥ 18.1(%) (fuel economy) SU V ≥ 12.8(mpg) (acceleration 0 to 60) SU V ≤ 9.8(s) (acceleration 0 to 80) SU V ≤ 22.8(s) (acceleration 40 to 60) SU V ≤ 5.0(s) (5-sec distance) SU V ≥ 154.5(ft) (max acceleration) SU V ≥ 15.4(ft/s 2 ) (max speed) SU V ≥ 100.4(mph) (max grade at 55mph) SU V ≥ 18.6(%) (70) We now present the results obtained by solving the valuation problem posed in Eq. (70). The divided rectangles (DIRECT) optimization algorithm (Jones, 2001 ) was used. DIRECT can locate global minima efficiently without derivative information, when the number of variables is small, as in this case. It is often inefficient at refining local minima, and so a sequential quadratic programming algorithm was combined with DIRECT to find solutions in a more efficient manner.
Optimization problems were solved for two different production capacities: 50,000 and 20,000. The optimal solutions found are shown in Table 6 .
Prior to interpreting the results recall that Eq. (70) is a portfolio design problem with scarce resources. That is, the sum of the optimal quantities of each segment is greater or equal to the manufacturing resources of the firm. One can interpret the results by paying attention to production quantity q, the regulatory penalty (or credit) per vehicle, and the vector of design variables (i.e., engine size, final drive). Specifically:
• At the small capacity level of 20,000, the small quantity of produced compact vehicles calls for high fuel efficiency of the compact car and average performance of the sport utility vehicle.
• At the high capacity level of 50,000, the quantity of compact vehicles has enough scale to mitigate the regulatory penalty, while improving the performance of the sport utility vehicle by a 28% increase in engine size.
From a public policy point of view, the CAFE regulation can be interpreted as an active constraint to consumer preferences. As long as the consumer asks for more horsepower, and the producer can materialize this preference in terms of profit, the fuel efficiency regulatory constraint would be active. A question of interest is whether or not new technologies can make the CAFE constraint inactive and at what cost.
We proceed in the next section with the synthesis of the economic, investment and engineering decision models.
5 The design decision model of the product development firm
For a single segment and a single product affecting demand, at time instance t the inverse demand curve is from Eq. (30)
Revenue R t is equal to price times quantity
and profit π t is equal to revenue minus cost
where the cost is time dependent due to learning curves and economies of scale and is also a function of the production quantity. Let us assume that the cost function is a quadratic function of the quantity produced (Pindyck (1988) ; Pindyck and Rubinfeld (1997, p.239) ; Trigeorgis (1998, p.290 
The profit maximization problem is as follows
Setting the first derivative with respect to quantity equal to zero, the optimum is found to be q (1 + W ACC) t with respect to x subject to g(x) ≤ 0 (82) where g(x) are functional engineering constraints, which are part of a standard engineering decision model.
For initial resources R the firm will form a portfolio of n products τ ∈ {1, 2, . . . , n}. We let the portfolio be defined by w = w 1 , w 2 , . . . , w n , which denotes the resources allocated to each product, and corresponding designs x = x 1 , x 2 , . . . , x n . The portfolio problem of the firm is maximize w T n NPV n with respect to w, x subject to w n = 1 w T n I n ≤ R g(x) ≤ 0.
(83)
Conclusion
Product design involves different disciplines that are linked with each other. The designer needs to acknowledge this linking for optimal decision-making. Engineering decisions and investment decisions are linked with respect to time. Both are long-term irreversible decisions (with respect to economic decisions) that will affect the firm during the product life-cycle. Engineering decisions and economic decisions are linked with respect to customers' purchasing choice. Price, technical characteristics, macroeconomic conditions and demographics will play a role in shaping consumer's behavior. The key concept that emerges is that product technical characteristics are outcomes of engineering decisions and need to be treated simultaneously with all other enterprise factors affecting final choice. Technical characteristics will remain largely unchanged during the life cycle, while it is most likely that economic decisions and macroeconomic conditions will change. Therefore, engineering decisions will affect economic decisions across the life-cycle.
One can argue that the uncertainty present in economics and finance prevents us from relying seriously on results of models such as those presented above. However, as economist Arnold Harberger puts it: "...I think we must take it for granted that our estimates of future costs and benefits (particularly the latter) are inevitably subject to a fairly wide margin of error, in the face of which it makes little sense to focus on subtleties aimed at discriminating accurately between investments that might have an expected yield of 10 1 2 percent and those that would yield only 10 percent per annum. As the first order of business we want to be able to distinguish the 10 percent investments from those yielding 5 or 15 percent... (Harberger, 1972) ". This type of thinking is consistent with that of engineers who build models of physical artifacts to predict their behavior under uncertainty.
We conclude by recalling the hypothesis stated in a seminal paper of Stabell and Fjeldstad (1998) . According to their proposition firms that are focusing on problem-solving activities can be modeled as "value shops": Their flow of activities is not linear, but iterative between activities and cyclical across the activity set. In this chapter we validated their hypothesis. Optimal decisions in one discipline depend on the optimal decisions of the other. Therefore product design is not a linear forward-looking process but rather an iterative process among disciplines. 
(%)
36.93 (%) Fleet CAFE 0 -$7.9M NPV(7 year period) $7.3B $9.36B
