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Abstract
The neural network has proven to be an effective machine learning method over the
past decade, prompting its usage for modelling language, among several other domains.
However, the latent representations learned by these neural network function approxima-
tors remain uninterpretable, resulting in a new wave of research efforts to improve their
explainability, without compromising on their predictive power.
In this work, we tackle the problem of disentangling the latent style and content vari-
ables in a language modelling context. This involves splitting the latent representations
of documents, by learning which features of a document are discriminative of its style and
content, and encoding these features separately using neural network models. To achieve
this, we propose a simple, yet effective approach, which incorporates auxiliary objectives:
a multi-task classification objective, and dual adversarial objectives for label prediction
and bag-of-words prediction, respectively. We show, both qualitatively and quantitatively,
that the style and content are indeed disentangled in the latent space, using this approach.
We apply this disentangled latent representation learning method to attribute (e.g.
style) transfer in natural language generation. We achieve similar content preservation
scores compared to previous state-of-the-art approaches, and considerably better style-
transfer strength scores.
Our code is made publicly available for experiment replicability and extensibility.
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Chapter 1
Introduction
Natural Language Processing (NLP) is a sub-field of Artificial Intelligence (AI) that
deals with the understanding and generation of natural human languages.
In recent times, many of the tasks traditionally addressed by statistical NLP methods
have been moving towards the adoption of neural networks, in an effort to learn more
expressive models of language. This includes tasks like machine translation, dialogue mod-
elling, abstract summarization, document classification, etc.
In this work, we address the problem of neural disentanglement of style and content in
text. We build a unified model that learns separately regularized latent spaces, thereby
isolating both style and content. The main benefit of doing this is that the separate latent
representations are now interpretable on a macro-level with respect to the style, as we
control the flow of style-related information in the model.
As an added benefit, this disentangling model can also be directly applied to the problem
of text style transfer. This is analogous to style transfer in computer vision [Gatys et al.,
2016]. The requirement of the style transfer task in the vision domain is to transfer the
visual style from one image to the other, as illustrated in Figure 1.1. Stylistic transfer
in text is based on a similar premise, wherein, given an arbitrary body of text and a
predefined style - governed by a set of one or more attributes like sentiment, emotion,
tense, authorship, etc. - a new body of text can be generated, such that it incorporates
the predefined style its generation is being conditioned on. We evaluate the efficacy of
our method by generating text conditioned on any of a given set of discrete ‘labels’ (used
interchangeably with ‘attribute’ or ‘style’ henceforth).
Novel text synthesis in multiple styles can be used in application areas including:
1
(a) (b) (c)
Source: https://github.com/fzliu/style-transfer
Figure 1.1: Visual Style Transfer: (a) Content, (b) Style and (c) Synthesized Images
• Personalized styles in conversational agents.
• Converting involved pieces of text into a lucid format.
• Generation of additional high-quality plausible source sentences to augment an ex-
isting dataset.
The task of style transfer in context of text was first introduced by Xu et al. [2012] as
a statistical model that attempted to paraphrase bodies of text in a different style using a
simple phrase replacement strategy. A few examples from this paper are shown in Table
1.1. Although fairly crude, this retrieve and replacement strategy is effective, given a large
dataset with enough phrase context overlap. Since the overwhelming adoption of neural
network based models in the NLP community, there have been several recent bodies of
work that break new ground in this area. These are discussed in the chapter dedicated to
related work.
1.1 Problem Statement
The objective of this work is to perform an exploratory analysis of previous methods
and test novel hypotheses that tackle the problem of the disentanglement of latent spaces
of artificial neural networks and its applications to linguistic style transfer.
We operate under the following constraints and assumptions in our formulation of the
problem:
2
Input Output
i will bite thee by the ear for that jest . i ’ ll bite you by the ear for that joke .
what further woe conspires against mine
age ?
what ’ s true despair conspires against
my old age ?
how doth my lady ? how is my lady ?
hast thou slain tybalt ? have you killed tybalt ?
an i might live to see thee married once
, i have my wish .
if i could live to see you married, i ’ ve
my wish .
benvolio , who began this bloody fray ? benvolio , who started this bloody fight
itself ?
what is your will ? what do you want ?
call her forth to me . bring her out to me .
Source: Xu et al. [2012]
Table 1.1: Authorship Style Transfer from Shakespearean Plays
• The model is singular, with no conditional execution branch based on desired at-
tribute i.e. there is only one decoder and the number of decoders does not scale with
the number of distinct transferable attributes.
• The corpus of labelled text is non-parallel i.e. for instance, there are no predefined
pairs of (document1, document2) for style labels ∈ (1, 2), as would be commonly seen
in neural machine translation corpora.
• The corpus is annotated with the current attribute each document possesses e.g. each
document has a corresponding ‘positive’ or ‘negative’ label if the task is to perform
sentiment transfer.
• Optionally, a lexicon of words that are statistically likely to be associated with each
distinct class label would be useful, but is not required. If present, it could be used
primarily to evaluate how well content has been preserved in a generated sentence,
without penalizing a potential change in vocabulary caused by the transferring of
style.
1.2 Contributions
Our main contributions in this work can be stated as follows:
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• We present a comprehensive review of the current literature on linguistic style trans-
fer. It is a quickly evolving sub-area in NLP and a considerable amount of work has
been done in the last year itself.
• We propose a combination of methods that have worked well independently, including
the use of adversarial learning and multi-task learning objectives as regularizations
on the latent space of neural models.
• We propose the usage of a novel bag-of-words adversary and a style dropout reg-
ularization that are aimed at further increasing the potency of latent space dis-
entanglement and auto-encoding accuracy. Our model is novel in the aspect of a
dual-adversary regularization as well.
• We empirically show that embeddings in the latent space are regularized like we
intend them to be, by training auxiliary classification tasks and plotting embedding
samples, a feature that is absent in contemporary approaches that use discrete labels
or embedding matrices to represent style. Our model is able to disentangle latent
representations of style and content, and also obtains a good separation of classes in
the style latent space.
• We show that our model outperforms current state-of-the-art models in neural text
attribute style transfer, despite not explicitly training a style transfer objective.
• We devise new metrics to evaluate text content preservation quantitatively, which is
still an open research problem, since the corpora used is non-parallel. Most of the
contemporary works either do not measure text content preservation, or use human
evaluation, which is time consuming and doesn’t scale to large corpora.
• Our implementation is open-sourced for inspection, improvement, extension and
replicability.
In this chapter, we have provided the motivation for the problem being addressed, and
stated our contributions. The next chapter will delve deeper into the background required
for an understanding of the models we implement and evaluate.
4
Chapter 2
Background
2.1 Natural Language Generation
Natural Language Generation (NLG) is a sub-field of Natural Language Processing
that attempts to generate sequences of words that resemble natural human languages.
Traditionally, this was done either by using production rules of a predefined grammar, or
by performing statistical analyses of existing human-written texts to predict sequences of
words, based on their occurrence probabilities [Cambria and White, 2014]. Markov-chain
text generators are an example of the latter, popularized by their usage in parody text
generation [Jelinek, 1985].
This broad classification of problems has multiple applications including, but not lim-
ited to:
• Neural machine translation (NMT), in which the generation objective is to produce
a semantically similar sentence in a target language, given a sentence in a source
language [Bahdanau et al., 2014, Cho et al., 2014a, Luong et al., 2015a, Wu et al.,
2016].
• Dialogue generation, in which the objective is to produce a natural and syntacti-
cally correct response to a provided utterance [Cavazza and Charles, 2005, Li et al.,
2016a,b, 2017].
• Text summarization, which eliminates superfluous and non-pertinent information in
a body of text, to express the idea using fewer words [Barzilay and Elhadad, 1999,
Gong and Liu, 2001, Conroy and O’leary, 2001].
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• Data-to-text report generation, which utilizes structured data, sourced from a rela-
tional data format, to fill out a text template [Goldberg et al., 1994, Reiter, 2007,
Gatt et al., 2009].
2.2 Multi-Layer Perceptrons
Multi-layer perceptrons (MLP) are widely used in the neural network literature as
the simplest vanilla artificial neural network. An MLP typically comprises one or more
hidden layers that learn intermediate representations before producing an output layer. A
simple MLP classification architecture for MNIST digits [LeCun et al., 2010, Deng, 2012]
is depicted in Figure 2.1. The network is represented as a directed graph containing nodes
and edges, where each node represents a neuron and each edge represents a learned weight.
Each weight here is a model parameter. In this example, the weight between two successive
layers are densely interconnected. Given a layer of m nodes and a subsequent layer of n
nodes that are densely connected, we require m∗n edges (or weights) to connect the nodes
of these two layers. These m ∗ n edges form a matrix representing the model parameters
that transform a vector represented in the first layer to a vector represented in the second
layer.
In terms of function approximation, a multilayer perceptron can be thought of as nested
function calls on the input x. For example, assume that the intermediate layers approx-
imate the functions f1 and f2, and the output layer approximates the function f3 in the
example presented in Figure 2.1. We can then say that the relation of the output dis-
tribution y with respect to the features in the input sample x would be described as
y = f3(f2(f1(x))). The back-propagation of the objective loss over the weights of the net-
work is achieved by using the chain-rule to differentiate this nested function. The gradients
thus obtained are then used to update the weights, thereby changing how the output layer
is computed during the next iteration of computation through the directed graph [LeCun
et al., 1989].
The activation functions applied at each layer could either be linear or non-linear. The
most popularly used non-linear activation functions are sigmoid, tanh, ReLU etc., which
are typically used in the intermediate layers of the network. In the case of multi-label
prediction problems, the output layer is typically a softmax distribution over the possible
output classes. The softmax activation is simply the binary logistic regression classifier
that generalizes to multiple classes, since the output of the softmax function can be used
to represent a categorical distribution (Equation 2.1).
6
Source: http://corochann.com/mnist-training-with-multi-layer-perceptron-1149.html
Figure 2.1: Multi-Layer Perceptron
P (y = j | x) = e
xTwj∑K
k=1 e
xTwk
(2.1)
An MLP classifier is trained by minimizing a cross-entropy loss between the predicted
softmax distribution y and the true distribution y′
Hy′(y) := −
K∑
i
y′i log(yi) (2.2)
where K is the total number of classes.
2.2.1 Dropout
Dropout is a regularization technique used during the training of neural networks. It
was proposed by Srivastava et al. [2014] as a simple method to prevent a model from over-
fitting the approximately learned function on the training data. The idea of dropout is to
randomly ignore a set of neural network weights i.e. randomly set function parameters to
0 during each instance of the forward pass, as shown in Figure 2.2.
7
Source: Srivastava et al. [2014]
Figure 2.2: Dropout
Each neuron / unit is dropped out with a predefined probability, which can be viewed
as a model hyperparameter. This allows for more generalized and robust functions being
learned by minimizing the co-dependence of neurons on each other. Dropout has also been
empirically shown to improve experiment results on several supervised learning tasks in
vision, speech recognition, document classification and computational biology [Srivastava
et al., 2014].
2.3 Convolutional Neural Networks
A convolutional neural network (CNN) [LeCun et al., 1995] is a specialized neural
network that is optimized for feature extraction from local regions in data, for instance a
specific object in an image, or a specific attribute in a body of text. Using densely connected
multi-layer perceptrons for feature extraction from all the pixels of an image increases the
number of parameters and slows down the training process. Instead, convolutional networks
use shared weights over the source data that are called ‘filters’.
The ‘convolution’ within a convolutional neural network is implemented using a filter. A
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filter is a learned function that transfers an arbitrary spatial representation of the image,
say 3px ∗ 3px, into a single value and this is done for all the similar spatial zones in
the image. 2-dimensional convolutions are used to process features in images and video
because of their inherent spatial nature. A 1-dimensional equivalent could be used to
extract features from contiguous regions of text, usually 3 to 5 words [Kim, 2014]. These
features are then sub-sampled to reduce the dimensionality for subsequent layers. This is
typically achieved by max-pooling or average-pooling, which simply requires aggregating
all the spatially proximal region activations produced by the convolutional layer.
The strategy of stacking convolutional and pooling layers allows the network to learn
parameters that are translation invariant. In simpler words, an object can be identified
regardless of its location in an image, and an attribute can be identified regardless of its
position in a body of text.
An example CNN architecture is presented in Figure 2.3.
Source: https://commons.wikimedia.org/wiki/File%3ATypical_cnn.png
Figure 2.3: Convolutional Neural Network
Since their inception, CNNs have been proven to achieve state-of-the-art results in
multiple task settings within vision and language, especially with the use of deep convolu-
tional architectures [Lawrence et al., 1997, Krizhevsky et al., 2012, Karpathy et al., 2014,
Kalchbrenner et al., 2014, Kim, 2014, Hu et al., 2014].
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2.4 Recurrent Neural Networks
Recurrent neural networks (RNNs) are a sub-class of artificial neural networks that are
commonly used for sequence processing. Its units forms a directed graph that operates on
a sequence of inputs in a temporally-distributed manner. This makes them a useful tool
for extracting features from arbitrary length sequences of input like audio or text. The
optimization problem an RNN tries to solve is to predict the next element in a sequence
given the historical context, as shown in Equation 2.3.
P (w1, · · · , wT ) =
T∏
i=1
P (wi|w1, · · · , wi−1) (2.3)
The language model is built in such a way that the features extracted from the sequence
at time-step t depend on the features observed during the time-steps 0 · · · t−1. A graphical
depiction of a temporally-unrolled RNN is shown in Figure 2.4.
Source: https://commons.wikimedia.org/wiki/File:Recurrent_neural_network_unfold.svg
Figure 2.4: Recurrent Neural Network
The most recent and useful variants of recurrent units provide the ability to retain
‘memory’ of the context in which the current features are to be extracted. In the domain
of language processing, this typically implies that the recurrent unit has a stored memory
of the previously observed words in a sequence, and this property grants it the ability to
learn context as part of the feature space. The prominent variants of recurrent units used
in neural networks to extract features from sequences using a memory mechanism, are Long
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Short-Term Memory (LSTM) units [Gers and Schmidhuber, 2001] and Gated Recurrent
Units (GRU) [Chung et al., 2014].
Recurrent networks in the domain of natural language processing are used frequently
for both natural language understanding (NLU) tasks, as well natural language generation
(NLG) tasks [Bengio et al., 2003, Morin and Bengio, 2005, Mikolov et al., 2010]. Similar to
the manner in which recurrent networks can extract features from arbitrarily long sequences
of vectorized text, they can also be used to produce text sequences from a unit vector
representation of text, as represented in Figure 2.5.
This is achieved by conditioning the generation of the first word of text either on some
latent variable produced by a model, or by sampling from a generative distribution, and
conditioning the generation of each subsequently predicted word on the word that was
predicted in the previous time-step, until the model predicts an end-of-sentence (EOS)
token.
Source: http://www.wildml.com/2015/09/recurrent-neural-networks-tutorial-part-1-introduction-to-rnns
Figure 2.5: Recurrent Encoder-Decoder Model
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2.4.1 Long Short-Term Memory
As described in the previous section, recurrent neural networks (RNN) learn repre-
sentations of the data over temporal sequences, like text or audio features. However, in
practice, RNNs don’t seem to be able to assign priorities to which of the past data they
choose to ascribe a higher importance to. This is detrimental to their usage in tasks that
require processing of long sequences of data like in text, audio or video processing. This
lack of ability to learn long-term dependencies in the input features is shown in previous
work by Bengio et al. [1994].
Long Short-Term Memory (LSTM) units, as described first by Hochreiter and Schmid-
huber [1997], seek to address this issue by explicitly modelling how much to retain and
forget at each time-step during the RNN’s training procedure.
Source: https://isaacchanghau.github.io/post/lstm-gru-formula
Figure 2.6: Long Short-Term Memory Unit
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The structure of an LSTM is depicted in Figure 2.6. An LSTM is comprised of three
distinct gating layers internally - namely the forget gate, input gate and output gate -
that determine its outputs: the new cell state and hidden state. As can be seen in Figure
2.6, the cell state Ct passes through the LSTM mostly unperturbed, which is intended to
address the problem of vanishing gradients [Hochreiter, 1998].
The forget gate uses a sigmoid activation to squash the values of the output of the pre-
vious time-step between 0 and 1, which can be understood as being semantically equivalent
to deciding how much of the previous cell state to forget.
ft = σ(Wf ∗ [ht−1, xt] + bf )
The input gate also uses a sigmoid activation on the previous hidden state, which is
multiplied by the candidate cell state Cˆt. The value thus obtained is then multiplied by
the forget-gated previous cell state to form the next cell state.
it =σ(Wi ∗ [ht−1, xt] + bi)
Cˆt =tanh(Wc ∗ [ht−1, xt] + bc)
Ct =ft ∗ Ct−1 + it ∗ Cˆt
Now that we have obtained the cell state, we propagate that through to the next time-
step. To obtain the hidden state, we use an output gate, again with a sigmoid activation,
to gate the cell-state and create the hidden-state for the next time-step.
ot =σ(Wo ∗ [ht−1, xt] + bo)
ht =tanh(Ct)
The efficacy of LSTM-backed RNNs is evident from the prevalence of their usage in
language modelling literature [Sundermeyer et al., 2012, Gers and Schmidhuber, 2001,
Graves and Schmidhuber, 2005] 1.
2.4.2 Gated Recurrent Units
Gated Recurrent Units (GRU) [Cho et al., 2014b] are similar to LSTMs in that they
possess gating mechanisms to assist with long-term dependency learning. They differ from
LSTMs in a few aspects, like the merging of the input and forget gates into a single update
gate. They also merge cell state and hidden state, emitting only a single output vector
after the computations within the cell. Figure 2.7 depicts the internal GRU states and
gates.
1https://karpathy.github.io/2015/05/21/rnn-effectiveness
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Source: https://isaacchanghau.github.io/post/lstm-gru-formula
Figure 2.7: Gated Recurrent Unit
GRUs are simpler to work with in practice due to their having only a single output.
They have been used interchangeably with LSTMs as memory units for recurrent neural
networks [Chung et al., 2015, Fu et al., 2018].
2.5 Autoencoders
Autoencoders are models that are parameterized to convert arbitrary data into a latent
representation (encoder), and recover the original data back from the latent representation
(decoder). In this setup, the dimensionality of the latent representation is usually much
smaller than that of the actual data. A simple autoencoder architecture is depicted in
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Figure 2.8.
Source: http://mlexplained.com/2017/12/28/an-intuitive-explanation-of-variational-autoencoders-vaes-part-1
Figure 2.8: Model Architecture: Autoencoder
By training a model to reconstruct data that is funnelled through a lower dimensional
representation, two objectives can be achieved simultaneously:
• The encoder weights of the model could be used to extract the most salient features
of the data in a compressed representation, which is a better input feature format for
downstream processing or learning algorithms. [Hinton and Salakhutdinov, 2006]
• The decoder weights of the model could be used as a generator. Given that we can
sample from the distribution of the existing latent representations learned, or from a
predefined prior (in a variational autoencoder), we can generate plausible novel data.
In the context of natural language, the encoder can be utilized as a sentence-encoding
feature-extractor and the decoder can be utilized as a generative model. Autoencoders are
also able to de-noise data given pairs of noisy and regular data, by learning a de-noising
function, which can then be used for actual noisy data. These properties make autoencoders
a good framework to utilize to implement sequence-to-sequence models, wherein both the
encoder and decoder weights of the model are parameterized by neural networks that
process and generate sequences of data, respectively.
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2.5.1 Variational Autoencoders
Variational autoencoders (VAEs) [Kingma and Welling, 2013] are a probabilistic vari-
ant of autoencoders. The general structure of a VAE is the same as that of a deterministic
autoencoder, with an encoder that learns a compressed latent space and a decoder that
learns a function to map the latent space into the original data. In contrast with the
deterministic autoencoder, a variational autoencoder parameterizes representations of the
latent mean and variance as separate spaces. The method of variational inference requires
placing conjugate priors on the mean and variance of the hitherto unknown latent rep-
resentation. The encoder is then trained to learn the approximate posterior distribution,
and the decoder is trained to generate novel data using samples taken from the prior dis-
tribution. The family of distributions used for this purpose is Gaussian. A simple VAE
architecture is depicted in Figure 2.9.
Source: http://mlexplained.com/2017/12/28/an-intuitive-explanation-of-variational-autoencoders-vaes-part-1
Figure 2.9: Model Architecture: Variational Autoencoder
In addition to the reconstruction loss that a deterministic autoencoder uses, a met-
ric of distance is used to evaluate how closely the learned representations of mean and
variance resemble a Gaussian distribution with mean 0 and unit variance i.e. N (0, I).
The co-variance matrix is treated as an identity matrix for the sake of simplicity. The
Kullback-Leibler (KL) divergence [Kullback and Leibler, 1951] is used to penalize learned
representations that do not resemble the prior. However, we cannot compute the KL di-
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vergence directly. Instead we compute an alternative objective that is equivalent to the KL
divergence up until an added constant. This is called the evidence lower-bound (ELBO).
The ELBO objective maximized in a variational autoencoder model is given in Equation
2.4:
ELBO(q) = Eq(z)[(log(p(x|z))]−KL(q(z)||p(z)) (2.4)
Simultaneously, for the decoding step, we sample from the prior, utilizing the re-
parameterization trick to ensure that the model remains differentiable. As a result, the
decoder is trained as a generative network that can randomly sample from the prior and
generates plausible data that is similar to the input distribution. The decoder being able
to act as a generative model independently is what sets a VAE apart from a deterministic
autoencoder.
2.6 Word Embeddings
Prior to the usage of matrix factorization and neural models to learn continuous word
representations, the numerical representations used for words and documents were one-hot
representations, word-ngrams [Brown et al., 1992] or tf-idf weighted statistics. Word-
ngrams are useful for expressing probability distributions of word occurrences in a corpus.
Higher order ngrams (bigrams, trigrams, four-grams etc.) also take into account the context
of nearby words, and can be used to construct language models.
However, these methods use discrete word or character occurrence counts to represent
words and documents, and these representations scale with the size of the input corpus
vocabulary for word-based models. This makes discrete word representation based language
models computationally inefficient for large corpora with diverse vocabularies. Character-
based models, on the other hand, are liable to produce invalid words and don’t work as
well with recurrent memory units as words do [Bojanowski et al., 2015]. These methods
are also ineffective at modelling semantic inter-word relationships.
Word2Vec, which aims to alleviate these problems, is a vector space model that embeds
words into a continuous space. Also, semantically similar words in Word2Vec are embedded
in nearby spaces [Mikolov et al., 2013a,b, Le and Mikolov, 2014]. Word2Vec can model
the corpus vocabulary in two different ways, namely CBOW and Skip-gram. The CBOW
model predicts a target word from context words, whereas the Skip-gram model does the
opposite and predicts target words from a single context word. Both model types are
shown in Figure 2.10
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Source: Mikolov et al. [2013c]
Figure 2.10: Word2Vec Model
The Word2Vec model is a simple shallow neural network, with single input, hidden
and output layers. The hidden layer is of arbitrary size, called the embedding size. The
embedding size is usually much lower that the vocabulary size, which is reminiscent of
an autoencoder that learns a compressed salient representation of the words. The one-
hot encoded input is transformed into its context or target word, depending on whether
the algorithm chosen is CBOW or Skip-gram. This transformation is parameterized by
the shallow neural network. After the model converges, the network weights connecting
the input and the hidden layer can be used as parameters to obtain dense, continuous
representations of words.
A surprising outcome of this embedding model is that translations within the learned
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vector space seem to emulate semantic (gender, tense) as well as factual relationships
(country-capital), as shown in Figure 2.11.
Source: https://www.tensorflow.org/tutorials/word2vec
Figure 2.11: Word2Vec Relationships
Word embedding neural models are also shown to be implicitly factorizing a word-
context matrix by subsequent work in this area [Levy and Goldberg, 2014].
2.7 Sequence-to-Sequence Modelling
Also abbreviated in the literature as Seq2Seq, this is a class of models that learns
functions to transform one sequence into another. First introduced by Sutskever et al.
[2014], Seq2Seq is a flexible framework for modelling transformations made to arbitrary
length sequences, typically using a neural encoder-decoder framework. In the field of
natural language processing, the main tasks that benefit from such an encoder-decoder
framework are those for which there exists two distinct distributions of text, and the
model is trained to learn the mapping from one to the other. Similarly it can also be used
for sequence autoencoding tasks, by learning to reconstruct sequences.
Sutskever et al. [2014] define a sequence-to-sequence model that learns a function (Equa-
tion 2.5) to map a sequence of inputs x1, · · · , xT to a sequence of outputs y1, · · · , yT ′ , where
the initial state h is set to the hidden LSTM representation of x1, · · · , xT .
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p(y1, · · · , yT ′|x1, · · · , xT ) =
T∏
t=1
p(yt|h, y1, · · · , yt−1) (2.5)
This makes the Seq2Seq model an ideal framework using which one can implement
solutions to several natural language generation tasks like neural machine translation,
dialogue generation, text summarization, etc.
2.8 Generative Adversarial Networks
Goodfellow et al. [2014] presented a novel generative model that utilizes the idea of a
game-theoretic competition between a generative model which is a decoder, and a discrim-
inative model which is a classifier. The general idea is to train the discriminative model,
also known as the adversary, to be able to discriminate between the synthetic distribution
that the generator model produces, and a true distribution that the generator trying to
mimic. Figure 2.12 depicts a sample GAN model architecture.
Source: https://deeplearning4j.org/generative-adversarial-network
Figure 2.12: Model Architecture: Generative Adversarial Networks
In the original formulation of adversarial training, which involves using a binary classi-
fier, the generator learns weights to map a randomly initialized latent variable z to a data
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distribution x that it is unaware of. The discriminator is trained using the true distribution
and samples generated by the generative model, with the objective to discriminate the true
samples from the generated samples. The generator on the other hand, attempts to maxi-
mize the discriminator’s classification error without directly modifying the discriminator’s
parameters, thereby producing plausible samples that mimic the true distribution. In this
manner, both the generator and discriminator are simultaneously trained to both produce
better synthetic samples, as well as differentiate between real and synthetic samples respec-
tively. This min-max game is represented by Equation 2.6, where D is the discriminator,
G is the generator and V is the value-function or loss-function of the generative model.
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))]. (2.6)
This property the generator model’s parameters possess - of translating random noise
into plausible data samples - is used in areas of research within computer vision and natural
language processing to produce novel data samples. Also, adversarial learning as a principle
is an effective tool to ensure that a feature space is devoid of any arbitrarily chosen set of
known attributes. We use this property of adversarial learning in our model to assist with
the disentanglement of stylistic attributes.
2.9 Visual Style Transfer
The idea of neural style transfer was originally proposed by Gatys et al. [2016]. In the
task described in the paper, the authors use two distinct images as input. The first image
contributes the content, and the second contributes the style. The objective is to generate
a final image that contains all of the physical objects visible in the first image, but depicted
in the style (hue, brush strokes, texture, etc.) visible in the second.
The features, as with most of the state-of-the-art image processing techniques, are
extracted from the images using Convolutional Neural Networks (CNNs) [LeCun et al.,
1998], the deep neural network variants of which have been widely successful at image
recognition tasks such as object recognition in the ImageNet dataset [Krizhevsky et al.,
2012].
As depicted in Figure 2.13, subsequent layers of the CNN learn incrementally higher
level features in both the style image and the content image. These learned features for the
style and content images are stored for future use. To generate the final image, the authors
begin with a random white noise image. This image is passed through both networks, the
parameters of which extract both its style features and its content features.
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Source: Gatys et al. [2016]
Figure 2.13: Artistic Style Transfer in Images
This model uses two training objectives:
• Minimize the the element-wise mean squared difference between the style features
computed for the style image and the white-noise image.
• Minimize the the mean squared difference between the content features of the content
image and the white noise image.
The overall training loss is a linear combination of the above objectives, and is used to
iteratively modify the white-noise image until it has the style features of the style image
and the content features of the content image.
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In this chapter, we discussed the background needed to understand the methods used
in our research and other related work. The next chapter builds on the fundamentals
established here, and discusses previous attempts at neural disentanglement in the context
of linguistic style transfer, as well as methods that do not use disentanglement as the basis
of their style transfer model.
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Chapter 3
Related Work
In the past year, the works by Hu et al. [2017] and Ficler and Goldberg [2017] ex-
pound the applicability of ‘attribute-conditioned’ generation to linguistic style transfer
tasks. Both of these methods - as opposed to the historically used paraphrasing techniques
[Xu et al., 2012] - utilize neural network models [LeCun et al., 2015] to parameterize the
style transfer function.
Further work presented by Shen et al. [2017] and Fu et al. [2018] propose the idea of
removing attribute information from latent representations using adversarial learning. In
this section we discuss these works in detail, along with mentions of the other prominent
work done in this area.
3.1 Disentangling Factors of Variation
Mathieu et al. [2016] propose the idea of a generative model that learns to separate
the factors of variation by splitting the latent space into two codes: one that is relevant to
solving a specialized task, and one that is not.
They use a variational autoencoder to learn the generative model, and utilize adversarial
training to disentangle the latent space of specific attributes. In their evaluations, they
use image datasets like MNIST [LeCun et al., 2004, 2010], Sprites [Reed et al., 2015] and
Extended-YaleB [Georghiades et al., 2001].
Handwriting style, body type, hair, position, illumination, etc. are some of the at-
tributes chosen to disentangle from the latent space. This disentanglement is done by
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training a discriminator, following Goodfellow et al. [2014], to provide a negative training
signal to the generative model if it is able to successfully discriminate training samples
based on the given attribute. Once the model is converged and is capable of producing
representations devoid of the chosen style or attribute, it can be used to generate new
instances of data. Using known representations, and changing the controlled attribute,
novel samples can be produced.
3.2 Information Maximizing Generative Adversarial Nets
InfoGAN [Chen et al., 2016] is another work that attempts to increase the interpretabil-
ity of latent representations by utilizing regularizations on the latent space. They propose
doing this by maximizing the mutual information between the generated distribution and
a subset of variables in the latent space.
The authors present a modification to the GAN objective [Goodfellow et al., 2014], to
encourage the learning of interpretable representations. This is done by maximizing the
mutual information between a fixed small subset of the GAN’s noise variables and the
observations. This approach attempts to learn a disentangled latent representation in an
unsupervised manner. In addition to the regular noise variables that a GAN generates
novel samples from, the authors use additional categorical and continuous variables under
certain sampling constraints. For example, on the MNIST dataset [LeCun et al., 2010],
the authors use a categorical latent variable of size 10, with the probability of sampling
each of those variables discretely as 0.1. These categorical variables are used to represent
the 10 distinct digits (labels) present in the MNIST dataset. In addition, they sample two
continuous variables sampled from the uniform distribution U(−1, 1), intended to model
the angle and shape of the handwriting style.
In the vanilla formulation of the GAN, the decoder might well chose to ignore these
additional latent variables by minimizing the magnitude of the parameters learned between
these variables and generated samples. To avoid this, the authors propose the usage of an
information maximization objective as an auxiliary training objective. This can be viewed
as a regularization intended to force the usage of these additional variables during sample
generation.
Using this approach, the authors are able to generate MNIST digits in various handwrit-
ing styles by changing the continuous variables, and alter the numerical value represented
in the generated image by changing the categorical variable, as shown in Figure 3.1. Here
c1 represents the categorical variable discussed above and c2, c3 represent continuous vari-
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ables. They also test this method on faces [Liu et al., 2015, Paysan et al., 2009] and chairs
[Aubry et al., 2014].
Source: Chen et al. [2016]
Figure 3.1: InfoGAN: Tweaking Latent Variables
However, this method does not provide a way of explicitly controlling what attribute
is represented in each additional latent variable. Samples need to be generated first to
understand which features have been represented in the latent variables.
3.3 Controlled Generation of Text
Hu et al. [2017] use a variational autoencoder trained with the reconstruction objective
and a KL divergence minimization objective on the latent space with respect to a prior
p(z), as described in the original variational auto-encoding paper by Kingma and Welling
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[2013]. In addition to the reconstruction objective, the authors use additional discrimina-
tive training signals to adapt the desired attributes of the generated text. These training
signals are propagated back to the encoder.
Consider a source corpus x and an encoder that is parameterized to generate a latent
code z. z is a variational latent space that resembles a Gaussian prior. (This is enforced
by a KL divergence loss). The structured code c is a known label of the text (discrete or
continuous). The decoder / generator produces the output corpus xˆ conditioned on [z; c].
It uses greedy decoding, which predicts the word with maximal probability at each step
[Langlais et al., 2007].
A classifier or regressor discriminator predicts the structured code c of the generated
output xˆ to ensure that it is the same as the one the generator was conditioned on i.e.
G(z, c). This discriminator is pre-trained on a labelled corpus.
Each decoder step used to predict xˆ is a softmax distribution over the corpus vocabulary,
scaled by a temperature τ . Higher temperatures flatten the softmax distribution for each
word prediction, thereby increasing word diversity. Conversely, setting τ = 0 will resemble
a discrete probability distribution over the corpus vocabulary. For their experiments, the
authors gradually anneal τ → 0
The authors describe three objectives that train their model, including the reconstruc-
tion objective of a variational autoencoder. The auxiliary objectives are discrete label
prediction and content vector prediction by two discriminators. The overall architecture is
depicted in Figure 3.2.
3.3.1 Variational Autoencoder
A reconstruction loss that ensures that the generated sentence xˆ is the same as the orig-
inal sentence x. This is equivalent to minimizing the negative log-likelihood of generating
xˆ. This is shown in Equation 3.1
LV AE(θG, θE;x) =− EqE(z|x)qD(c|x)[log pG(x|z, c)]
+KL(qE(z|x)||p(z)) (3.1)
3.3.2 Style Discriminator
A discriminator validates if the predicted label for xˆ is the same as the corresponding
label for x. This is a cross-entropy loss over the probability distribution of the labels. This
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Source: Hu et al. [2017]
Figure 3.2: Model Architecture: Toward Controlled Generation of Text
discriminator loss can be further subdivided into two terms, one that maximizes the log
likelihood of predicting the correct class as in Equation 3.2, and one that minimizes the
empirically observed Shannon entropy of the predicted distribution, thereby incentivizing
confident predictions, as in Equation 3.3.
Ls(θD) =− EXL [log qD(cL|xL)] (3.2)
Lu(θD) =− EpG(xˆ|z,c)p(z)p(c)[log qD(c|xˆ) + βH(qD(c′|xˆ))] (3.3)
The expected log likelihood of predicting the correct distribution of the structured code
c given the labelled examples XL, is maximized. This happens before the generator model
training.
During the training phase for the generative model, the expected log likelihood of
predicting the correct distribution of the structured code c given the generated sentences
xˆ is also maximized. At the same time, the empirically observed Shannon entropy of
the observed discriminator prediction qD(c′|xˆ) is minimized. This entropy minimization
objective reduces uncertainty and increases confidence of the structured code prediction.
A wake-sleep algorithm [Hinton et al., 1995] is used to alternatively train the generator
and discriminator.
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3.3.3 Content Discriminator
The encoder from the loss equation 3.1, is used to regenerate the latent distribution
z devoid of the structured code from the output distribution xˆ. The authors call this an
‘independence constraint’. Regardless of the structured code c that is currently present in
either x or xˆ, processing either through the generator should produce a consistent z. This
allows the encoder to encode only latent factors that are independent of the structured
code. This is shown in Equation 3.4.
Lattr,z(θG) = −Ep(z)p(c)[log qE(z|G˜τ (z, c))] (3.4)
The model was evaluated on short sentences with length < 15 words from the Stanford
Sentiment Treebank [Socher et al., 2013]. The encoder-decoder setup is implemented using
single layer LSTMs and the discriminator is implemented using a convolutional neural
network (CNN) [Hu et al., 2016]. The KL divergence loss weight is annealed from 0 to 1
during training. Style transfer strength is evaluated using a pre-trained classifier. However,
they do not evaluate language quality and content preservation using a quantitative metric.
3.4 Aligned and Cross-Aligned Autoencoders
Shen et al. [2017] also aim to perform style transfer in language using non-parallel
corpora by separating content from style. They re-align the latent spaces to perform three
tasks: sentiment modification, decipherment of word-substitution ciphers, and recovery of
word order. Their method involves learning an encoder that takes a sentence and maps
it to a content representation devoid of style. The decoding is then conditioned on the
concatenation of the encoded content representation and the target style label.
There are two non-parallel corpora X1 = x
(1)
1 · · ·x(n)1 , which is drawn from the prior
p(x1|y1), and X2 = x(1)2 · · ·x(n)2 , which is drawn from the prior p(x2|y2). The objective is
to estimate the style transferred distributions p(x1|x2; y1, y2) and p(x2|x1; y1, y2). Here, y1
and y2 are class labels.
The authors state a constraint that x1 and x2’s marginal distributions can only be
recovered if for any different styles y, y′ ∈ Y , distributions p(x|y) and p(x|y′) are different.
This is a fair assumption to make because if p(x|y) = p(x|y′), then the style changes would
be indiscernible to a model.
They also prove that if the content z is sampled from a centred isotropic distribution,
the styles cannot be recovered from x, but in the case of z being a more complex distribution
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like a Gaussian mixture, then the affine transformation that converts [y; z] into x can be
recovered.
A simplified graphical depiction of their model is shown in Figure 3.3.
Source: Shen et al. [2017]
Figure 3.3: Model: Style Transfer from Non-Parallel Text by Cross-Alignment
The base model used is a variational autoencoder. The reconstruction loss is shown in
Equation 3.5.
Lrec(θE, θG) =Ex1∼X1 [− log pG(x1|y1, E(x1, y1))]+
Ex2∼X2 [− log pG(x2|y2, E(x2, y2))] (3.5)
3.4.1 Aligned Autoencoder
The authors propose aligning the distributions PE(z|x1) and PE(z|x2) where E is the
encoder function. This is done by training an adversarial discriminator to distinguish
between the two distributions.
The adversarial objective is shown in Equation 3.6 where D(·) outputs 0 if it predicts
the source distribution to be X1 and 1 if it predicts the source distribution to be X2.
Ladv(θE, θD) =Ex1∼X1 [− logD(E(x1, y1))]+
Ex2∼X2 [− log(1−D(E(x2, y2)))] (3.6)
The overall optimization objective combining equations 3.5 and 3.6 can be written as
L = min
E,G
max
D
Lrec − λLadv (3.7)
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where λ is a balancing weight for the adversarial term.
3.4.2 Cross-aligned Autoencoder
This is similar to the aligned autoencoder approach, but instead of trying to align
PE(z|x1) and PE(z|x2) using an adversarial discriminator, two distinct adversarial discrim-
inators are used to align a sequence of real and transferred generator hidden states. i.e. D1
is used to align the distributions G(y1, z1) and G(y1, z2). Similarly, D2 is used to align the
distributions G(y2, z2) and G(y2, z1). These discriminators are trained with the objective
of identifying the underlying content distributions P (z1) and P (z2) from the generated
sequences. Professor-forcing [Lamb et al., 2016] is used to train both of these discrimina-
tors. Professor forcing uses a discriminator to distinguish if the decoder hidden states are
a result of training-time teacher-forcing or inference-time scheduled sampling.
This model is a generalized version of one that simply uses the final encoder state for
adversarial discrimination, as was the case in the Aligned Autoencoder approach, and is
depicted in Figure 3.4.
Source: Shen et al. [2017]
Figure 3.4: Cross-Aligning Decoder
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The overall optimization objective combining the autoencoding loss in equation 3.5 and
the two independent discriminators, the losses of which are given in equation 3.6, can be
written as:
L = min
E,G
max
D
Lrec − λ(Ladv1 + Ladv2) (3.8)
As opposed to the simple feed-forward classifier used in the aligned autoencoder, the
cross-aligned autoencoder uses convolutional nets for text classification [Kim, 2014]. They
use Yelp reviews as the dataset with rating > 3 as positive and rating < 3 as negative
examples. Reviews with a sentence count > 10 and sentences with a word count > 10
are filtered out. The vocabulary size used is 10000. Style transfer is evaluated using a
pre-trained classifier, whereas language fluency and content preservation are qualitatively
evaluated using human assessments.
3.5 Style Embedding Autoencoder
Fu et al. [2018] employ two distinct models to perform style transfer
• A multi-decoder model that uses distinct decoders to produce text in different
styles. This implicitly means that the number of decoders that need to be trained
scales with the number of distinct label values to train. The architecture for this
model is depicted in Figure 3.5 (a).
• A style-embedding model with a single decoder that generate text in different
styles. This method utilizes a style embedding matrix, of size n ∗m where n is the
number of distinct label values and m is an arbitrarily chosen embedding size. This
matrix is tasked with encoding all of the stylistic content of the encoded sentences.
The architecture for this model is depicted in Figure 3.5 (b).
In contrast with the previous models described, this work uses a deterministic au-
toencoder in lieu of a variational autoencoder. For our purposes, we focus on the style-
embedding model, since it requires explicit disentanglement and uses fewer model param-
eters per added attribute, compared to the multi-decoder model.
The training objectives used for this model include the reconstruction objective for the
autoencoder, the style label discriminative objective for a classifier on the latent space, and
the adversarial loss propagated back to the autoencoder from the representation learned
in the content space. The autoencoder is trained to produce only the salient features that
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Source: Fu et al. [2018]
Figure 3.5: Model Architecture: Style Transfer in Text - Exploration and Evaluation
represent the content of the sentences i.e. the content space, and the style embedding
matrix is trained via back-propagation of the reconstruction loss.
The reconstruction loss is the same as that of a standard deterministic autoencoder.
Lseq2seq = −
M∑
i=1
logP (xˆi|xi; θe; θd) (3.9)
where M is the number of training examples and θe and θd are the encoder and decoder
parameters respectively.
A discriminative classifier is trained on the latent content space learned by the au-
toencoder, to distinguish between the different possible styles. The following objective is
minimized
Ldisc = −
M∑
i=1
logP (li|Encoder(xi; θe); θc) (3.10)
where M is the number of training examples and θe and θc are the encoder and discrimi-
native classifier parameters respectively.
An adversarial objective is applied to the content representation. This objective aims
to maximize entropy of the predicted label distribution from the content representation by
33
minimizing the following objective:
Ladv = −
M∑
i=1
N∑
j=1
H(P (j|Encoder(xi; θe); θc)) (3.11)
where M is the size of the training data and N is the number of distinct styles. Using
this adversarial entropy objective, the encoder is penalized if the adversarial discriminator
predicts style with a high confidence (low entropy), and is therefore trained to produce a
latent content representation which is independent of style.
Similar to the persona-based neural conversation model [Li et al., 2016a], a style em-
bedding is learned for each different style. The conditional generation (decoding) is done
using a GRU recurrent neural network. The input to the decoder is a concatenated vector
of the hidden state of the encoder and the embedding for the style to apply. The style em-
beddings matrix is not directly parameterized by the encoder, but the learning algorithm
updates its parameters based on how well it combines with the content representation to
reconstruct the original text.
The transfer strength is evaluated using a simple LSTM classifier. Content preservation
is evaluated by computing the cosine similarity between sentence embeddings of the original
and the generated text. We use their content preservation metric in our own work. This
is discussed further in Section 5.3.
Several other works have also been published in this domain recently including: using
cyclical translation to strip style as a pre-processing step, followed by a multi-decoder
model to generate style-transferred sentences [Prabhumoye et al., 2018], conditioned RNN
decoding with a set of tunable attributes [Ficler and Goldberg, 2017], using maximum-
mean discrepancy metrics to separate common and discriminative factors [Larsson et al.,
2017], etc.
In this chapter we discussed the important related works including ones that we directly
compare our model’s performance against. In the next chapter we describe our approach
to learn attribute disentangled representations and provide details of the objectives and
regularization methods used in our model.
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Chapter 4
Approach
4.1 Challenges
4.1.1 Non-Interpretable Latent Representations
The randomness and inscrutability of the learning processes in neural networks has
sparked interest in research pertaining to learning interpretable latent representations
[Chen et al., 2016]. Neural networks have proven to be highly capable function approxima-
tors in the general machine intelligence literature over the past couple of decades. However,
without any explicit additional regularization over the latent variables, they are learned in
an arbitrary manner to optimize over a user-defined convex loss function.
Due to this non-explainability of the weights of neural networks, they have been used
as a black-box in practice. However, the non-explainability hampers their adoption in
use-cases requiring explicit audits for accountability, and for humans to reason about why
a system chose a particular outcome over the other options available. We believe that
the disentanglement of the learned weights of a neural network is an important step in
the direction toward addressing this shortcoming. This is achieved by using available
labels to force representation learning to adhere to a predefined separation scheme in the
latent space. To avoid the burden of requiring manually labelled data, we can use weakly
supervised data. For example, product or service review ratings can be used as indicators
of sentiment in text.
35
4.1.2 Quantitative Evaluation of Language Quality
The evaluation of novel generated text to measure its perceived quality, naturalness,
fluency and compliance with predefined attributes, like sentiment, tense etc. is particularly
important in tasks like ours where having parallel corpus as a gold set is not possible.
For the presence of certain attributes like sentiment, tense, formality, etc., it is fairly
simple to devise a classification model that is trained on a large corpora of samples labelled
as such. However, it is much more difficult to unambiguously state what makes a body
of text more fluent or natural than another with mathematical rigour using quantitative
metrics. Unsurprisingly, contemporary works in this area use human annotators [Hu et al.,
2017, Shen et al., 2017, Fu et al., 2018] to gauge model success. However, this is not scalable
to large sets of generated sentences, and researchers need to account for subjectivity and
inter-annotator agreement to further normalize scores obtained from human assessments
[Bermingham and Smeaton, 2009, Nowak and Rüger, 2010].
To offset this problem, while still avoiding the need for human annotators to evaluate
the target text, we have used metrics like sentence embedding similarity as proposed by
Fu et al. [2018]. In this method, we compute sentence embeddings, augmented by the
removal of words that are highly correlated with any specific label, and use it to assess
content preservation. In a similar vein, we also report results using a word overlap metric,
which can be used interchangeably with content preservation. We also use a Kneser-Ney
smoothed [Kneser and Ney, 1995] language model to evaluate fluency. All the quantitative
metrics we use are described in greater detail in Section 5.3.
4.2 Model Overview
We provide a novel approach to solve this open problem of non-interpretable latent
representations in neural networks. We juxtapose this approach and its experimental
results against the current state-of-the-art models. We empirically demonstrate the sepa-
ration of content and style spaces by visualizing the inferred spaces of labelled sentences
in sentiment-transfer tasks, where the positive sentences in the test set are converted to
equivalent sentences with a negative sentiment, and vice-versa. This model is also general-
izable to problems involving multiple classes, like style transfer by authors, artists, topic,
etc. using its standard implementation.
Our model is built upon an autoencoding neural network with a sequence-to-sequence
(Seq2Seq) reconstruction objective [Sutskever et al., 2014], as described in Section 4.3.
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This is our base model, the objective function of which is to simply reconstruct the input
text. We implement two variants of our model, using both a deterministic autoencoder
[Baldi, 2012], as well as a variational autoencoder [Kingma and Welling, 2013].
Then, we introduce two auxiliary losses, a multi-task label classification loss and a style
discriminative adversarial loss in Sections 4.4 and 4.5, respectively. In addition to these
auxiliary losses, we propose a novel bag-of-words adversarial loss in Section 4.6. This makes
our model a dual-adversary model. We also propose a novel style dropout regularization
to improve the content space encoding in Section 4.7. Section 4.9 presents the approach
to transfer style while generating novel text.
Figures 4.1 and 4.2 depict the training and generation processes of our approach.
Figure 4.1: Model Training Overview
4.3 Autoencoder
An autoencoder encodes an input to a latent vector space, from which it decodes the
input itself. By doing so, the autoencoder learns meaningful representations of data. This
serves as our primary learning objective. Besides, we also use the autoencoder weights for
text generation in the attribute style-transfer application.
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Figure 4.2: Model Inference Overview
Let x = (x1, x2, · · ·xn) be an input sentence. The encoder encodes x using a recurrent
neural network (RNN) with gated recurrent units (GRU) [Cho et al., 2014b]. It obtains
a hidden state h, which in our formulation, is two separate spaces, s for style and, c for
content. This variation on how the latent space is parameterized still requires an equal
number of parameters when compared to a vanilla RNN encoder. Then a decoder RNN
generates a sentence, which ideally should be x itself. Suppose at a time-step t, the decoder
RNN predicts the word xt with probability p(xt|h, x1 · · ·xt−1), then the autoencoder is
trained by minimizing a cross-entropy loss between the input sequence and the generated
sequence. The training process is described in more a detailed manner as follows:
The encoder produces the style and content, given that θEs represents the subset of
encoder parameters responsible for the production of the style vector and θEc , similarly,
represents the encoder parameters responsible for the production of the content vector.
s =θEs(x)
c =θEc(x)
Following which, the decoder attempts to predict the original distribution of x by
computing the softmax over the vocabulary size, for as many time-steps as the sequence
length, as shown in Equation 4.1
Lrec(θE,θD) = −E[log pD(x|s, c)] (4.1)
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where θE and θD are the parameters of the encoder and decoder, respectively. Since this
loss trains the autoencoder to reconstruct x, it is also called the reconstruction loss.
4.3.1 Variational Autoencoder
In addition to the deterministic auto-encoding objective presented above, we also im-
plement a variational autoencoder. The variational sampling and KL divergence losses are
applied for both the style space s and the content space c, separately. The weights applied
to each KL divergence loss are tuned independently as a hyperparameter.
Equation 4.2 shows the reconstruction objective that is minimized by the VAE variant
of our model.
Lrec(θD, θE;x) =− EqEs (s|x)qEc (c|x)[log pD(x|s, c)]
+ λsklKL(qEs(s|x)||p(z))
+ λcklKL(qEc(c|x)||p(z)) (4.2)
where λskl and λckl are the weights for each of the KL divergence terms.
The motivation for using a variational autoencoder variant to compare the base deter-
ministic autoencoder model to, is the property of VAEs that enable them to learn smooth
and continuous latent spaces, without many dead zones in the latent space that cannot be
decoded from. Bowman et al. [2016] show this empirically by using the latent space of a
text variational autoencoder to interpolate and generate novel sentences from the latent
spaces between two valid sentences from a corpus.
Since our objective is to use empirically inferred latent vectors to eventually achieve
the attribute style transfer objective, it would be beneficial to compare the experimental
performance of a variational autoencoder against a deterministic autoencoder.
Besides the above reconstruction losses, we design auxiliary losses to disentangle the
latent space such that h can be separated into two spaces s and c, representing style
and content respectively, i.e., h = [s; c], where [·; ·] denotes concatenation. We also de-
sign additional regularizations on the latent space to encourage learning this disentangled
representation.
39
4.4 Multi-Task Classification
Our first auxiliary loss ensures the style space does contain style information. We build
a classifier trained using the style space s as its features, predicting the true style (label)
y, which is a part of the training data.
This loss can be viewed as a multi-task objective, in addition to the original recon-
struction objective, which ensures that the neural network not only decodes the sentence,
but also predicts its style (e.g. sentiment) from a sub-space of the latent representation.
Similar multi-task losses have been used in previous work for sequence-to-sequence learning
[Luong et al., 2015b], sentence representation learning [Jernite et al., 2017] and sentiment
analysis [Balikas et al., 2017], among others.
In our application, we follow previous work [Hu et al., 2017, Shen et al., 2017, Fu et al.,
2018] and treat the sentiment as the style of interest for our primary evaluation. However,
since our model generalizes to more than one class, we use a simple multi-layer perceptron
(MLP) followed by a softmax distribution over the possible labels. The softmax function
can be expressed as
σ(z)j =
ezj∑K
k=1 e
zk
forj ∈ 1, · · ·K
where zj denotes an arbitrary label’s unweighted probability and K is the total number
of labels in the training data. The softmax distribution is re-weighted such that it’s con-
stituent values sum up to 1, which is very useful to model predicted probability distributions
over an arbitrary number of classes.
The class distribution predicted by the discriminative style classifier is given by
y = σ(w>mults+ bmult) (4.3)
where θmult = [wmult; bmult] are the classifier’s parameters for multi-task learning.
This is trained using a simple cross-entropy loss
Lmult(θE;θmult) = −E[log p(y′|s;θmult)] (4.4)
where θE are the encoder’s parameters, and y′ is the true label distribution.
4.5 Adversarial Style Discriminator
The above multi-task loss only operates on the style space, but does not have an effect
on the content space c. With only the multi-task loss, we cannot guarantee that the
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encoder would not also encode stylistic features within the content space. We therefore
apply an adversarial loss to disentangle the content space from style information, inspired
by adversarial generation [Goodfellow et al., 2014], adversarial domain adaptation [Liu
et al., 2017], and adversarial style transfer [Fu et al., 2018].
The main idea is to introduce an adversary that deliberately attempts to discriminate
the true label of training samples using only the content vector c. Then the autoencoder
is trained to learn a content vector space from which its adversary cannot predict style
information. Concretely, the adversarial discriminator predicts style y by computing a
softmax distribution over a multi-layer perceptron’s output layer.
y = σ(w>disc+ bdis) (4.5)
where θdis = [wdis; bdis] are the parameters of the adversary.
It is trained by minimizing the following objective, using a cross-entropy loss.
Ldis(θdis) = −E[log p(y′|c;θdis)] (4.6)
where y′ is the true label distribution
The adversarial loss appears similar to the multi-task loss as in Equation 4.4. However,
it should be emphasized that, for the adversary, the gradient is not propagated back to
the autoencoder, i.e. the contents of c are treated as shallow features, as is evident from
the omission of θE from the training parameters. The network parameters are mutually
exclusive for the autoencoder and the adversarial discriminator.
Having trained an adversary, we would like the autoencoder to learn latent represen-
tations, such that c is not discriminative in terms of the style or attribute we want to
transfer. In other words, we penalize the entropy of the adversary’s prediction, given by
Ladv(θE) = H(y|c;θdis) (4.7)
where H = −∑i∈labels pi log pi is the empirical Shannon entropy of the distribution and
y is the predicted distribution of style. The adversarial objective is maximized, in this
phase, with respect to the encoder. The motivation behind this objective is to increase the
uncertainty of the discriminative classifier with respect to predicting style from the content
vector. The maximum entropy value attainable over the distribution of attributes is the
point at which each label is predicted with equal probability i.e. the highest uncertainty.
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4.6 Adversarial Bag-of-Words Discriminator
In addition to the auxiliary losses used above, we also propose a novel bag-of-words
discriminator on the style space. The motivation for having this objective is to try and
emulate the adversarial signal provided by the style discriminator, and do the same for the
content. Here, we define the content of the sentence as the words from the original sentence
without any words that are discriminative of style. An input sentence x is represented as
a vector of the same size as the corpus vocabulary, with each index of the vector denoting
a discrete probability of a word’s presence in the sentence. Therefore, this bag-of-words
representation is comprised of only 0s and 1s.
The bag-of-words discriminator uses the style vector s produced by the autoencoder
model and tries to predict the true bag-of-words distribution using a set of parameters
that are mutually exclusive from those of the autoencoder. The discriminator uses a
logistic regression to predict a probability of each word’s occurrence in the original sentence,
between 0 and 1.
b = σ(w>bows+ bbow) (4.8)
where θbow = [wbow; bbow] are the classifier’s parameters for bag-of-words prediction.
This objective is trained in a similar method to the style adversary, using a cross-entropy
loss
Lbow(θbow) = −E[log p(b′|s;θbow)] (4.9)
where b′ is the true word distribution.
We also refrain from propagating any updates of this discriminator loss Lbow to the
encoder parameters.
Similar to the style adversary, the empirical Shannon entropy of the predicted distri-
bution is provided as a training signal for the autoencoder model to maximize.
Lbadv(θE) = H(b|s;θbow) (4.10)
where b is the predicted word distribution.
The motivation for this adversarial loss is similar to the one used in the context of the
style discriminator. We want to encourage the encoder to learn a representation of style
that the bag-of-words discriminator cannot predict most of the original words from.
42
4.6.1 Lexicon Augmented Discriminator
An improvement to the bag-of-words discriminator could be made assuming the avail-
ability of a lexicon of words that are associated with a high probability with each of the
styles that we are trying to disentangle. A bag-of-words representation that excludes these
words can now be created, such that the size of each representation is the set difference
given by #((vocab words) \ (lexicon words)).
Our motivation for this enhancement is to avoid penalizing the autoencoder model for
encoding words that are pertinent and discriminative for style that may be encoded in the
style space. For the sentiment task in our experiments, we use a lexicon of positive and
negative sentiment words curated by Hu and Liu [2004].
4.7 Style Dropout Regularization
In addition to the regular training objectives, we also describe a novel regularization
technique for disentanglement tasks. This method can also be viewed as analogous to a
training objective like the bag-of-words loss.
In our model, we describe the main adversarial loss for style disentanglement by training
a discriminator on the content space. However, there is a possibility of the autoencoder
learning to ignore the content vector during generation entirely and using only the style
space for encoding and later decoding the salient features of the corpus. This scenario is
depicted in Figure 4.3 and can be thought of as the model bypassing the content space due
to the presence of an adversary that penalizes any style signal in the content space c.
To address this issue, we propose a customized version of Dropout [Srivastava et al.,
2014]. Similar to how each neuron in a network is dropped out with a predefined probability
in the general version of dropout, in this version, we drop out entire style vectors in the
mini-batch randomly with a predefined probability. The motivation for doing this is to
reinforce the fact that the content latent vector is not to be ignored for the auto-encoding
task despite the negative training signal from the adversary.
4.8 Training Process
The overall loss Lovr used for the autoencoder is thus comprised of four different ob-
jectives: the reconstruction objective, the multi-task objective and the style and content
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Figure 4.3: Content Space Bypassing
adversaries.
Lovr =Lrec(θE,θD)− λadvLadv(θE)+
λmultLmult(θE,θmult)− λbadvLbadv(θE)
where λmult, λadv and λbadv balance the model’s auxiliary losses.
To summarize the model training setup, our training process is a loop of the minimiza-
tion objectives described in Algorithm 1.
1 while epochs remaining do
2 minimize Ldis w.r.t. θdis;
3 minimize Lbow w.r.t. θbow;
4 minimize Lovr w.r.t. θE,θD,θmult;
5 end
Algorithm 1: Training Algorithm
4.9 Generating Style-Transferred Sentences
A direct application of our model that disentangles latent space is style transfer for
natural language generation. For example, we can generate a sentence with the same
general meaning (content) but a different sentiment.
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Let x be an input sentence with s and c being the encoded, disentangled style and
content vectors, respectively. If we would like to pair its content with a different style, we
compute an empirical estimate of the target style’s vector sˆ by
sˆ =
∑
i∈target style si
# target style samples
The inferred target style sˆ is concatenated with the encoded content c and fed to the
decoder as shown in Figure 4.2.
4.9.1 Nearest-Neighbour Approach for Sentence Generation
The inference approach described above uses the empirical mean of learned embeddings
in the style space to transfer new sentences to the style it represents. Though simple and
intuitive, this method is fairly rigid and doesn’t take into account the fact that the new
sentences’ content could differ from the content embeddings that could plausibly be coupled
with the mean style embedding. This incompatibility between the style and content vectors
could hinder the decoder from producing meaningful sentences. In other words, although
the mean style vector could produce meaningful sentences when concatenated with almost
any content vector, an outlier content vector that is on the periphery of the distribution
of the content space might not be decoded into a valid sentence when concatenated with
the mean style vector.
Hence, we want to supply a style embedding that might be a closer counterpart to each
new content vector seen, by comparing the inference-time content vector to other content
vectors seen during training, and identifying a more suitable style vector using a cosine
proximity search of the embeddings learned during training. To address this, we propose
a nearest neighbour approach to identify better candidates for the style embedding than
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the empirical mean of training time style embeddings. Algorithm 2 describes our method.
Data: S ⇒ empirical style embeddings from the training data
Data: C ⇒ empirical content embeddings from the training data
Data: s⇒ inferred content embedding (singular) of a test sample
Data: c⇒ inferred style embedding (singular) of a test sample
Data: N ⇒ number of neighbours (hyperparameter)
Result: new sentence generation style vector for transferring style
1 (S,C)⇒ pairs of (style, content) embeddings;
2 (cosine-distance, style-vector)⇒ empty list of tuples;
3 for st, ct in (S,C) do
4 Compute cd, the cosine distance between c and ct;
5 Add tuple (cd, st) to (cosine-distance, style-vector);
6 end
7 best-tuples⇒ N best tuples with minimum cosine distance in
(cosine-distance, style-vector);
8 define aggregate-style-vector;
9 for cd, st in best-tuples do
10 aggregate-style-vector = aggregate-style-vector+ st;
11 end
12 return aggregate-style-vector
N
;
Algorithm 2: Nearest-Neighbour Algorithm
However, this method is computationally more expensive, because, for each test sen-
tence, we need to iterate over the entire list of empirical content embeddings whose count
is the same as the count of training data samples.
In this chapter, we described our model, including its objectives and regularizations.
The next chapter describes the tasks undertaken, details of the datasets, model implemen-
tation details and hyperparameters, and the subsequent model evaluation results.
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Chapter 5
Experiments
5.1 Datasets and Tasks
We conduct experiments on two datasets, the details for which are given below.
5.1.1 Yelp Service Reviews
We use a Yelp review dataset [Challenge, 2013], which has been sourced from the
code repository accompanying the implementation of the paper by Shen et al. [2017],
open-sourced by the authors 1. It contains 444101, 126670 and 63483 sentences for train,
validation, and test, respectively, each sampling accompanied by binary sentiment labels.
The maximum sentence length is 15, and the vocabulary size is about 9200.
5.1.2 Amazon Product Reviews
We also use an Amazon product reviews dataset 2, following Fu et al. [2018]. The
reviews were sourced from the code repository accompanying the paper 3. It contains
559142, 2000 and 2000 sentences for train, validation, and test, respectively, each sampling
accompanied by binary sentiment labels. The maximum sentence length is 20, and the
vocabulary size is about 58000.
1https://github.com/shentianxiao/language-style-transfer
2http://jmcauley.ucsd.edu/data/amazon/
3https://github.com/fuzhenxin/text_style_transfer
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5.2 Implementation Details and Hyperparameters
We implement the neural-network model in Tensorflow [Abadi et al., 2016], and use
Scikit-learn [Pedregosa et al., 2011], NumPy and SciPy for evaluation metrics.
One of the most challenging aspects of training a variational autoencoder (VAE) is
avoiding posterior collapse. In previous work [Yang et al., 2017, Bowman et al., 2016,
Bahuleyan et al., 2017], this has been done using manually crafted annealing schedules for
weight of the KL divergence term. We utilize the tanh annealing schedule proposed by
Bahuleyan et al. [2017], and also use their technique of appending the latent vector ([s; c])
to the hidden state of the recurrent decoder at each time-step of decoding.
We initialize the word embeddings matrix using pre-trainedWord2Vec word embeddings
[Mikolov et al., 2013c,a,b] on each of the training corpora, which is then used for the
autoencoder model. Greedy decoding is used to predict the next word at each time-step
of the decoder RNN [Germann, 2003].
The model uses style embeddings of size 8 and content embeddings of size 128 by
default. The encoder and decoder are both GRU-RNNs with a size of 256. The recurrent
dropout probability for units in the encoder and decoder is 0.2, and the same dropout
probability is used for units in fully-connected layers as well.
We use the Adam optimizer [Kingma and Ba, 2014] for the autoencoder and the RM-
SProp optimizer [Tieleman and Hinton, 2012] for the discriminators, with an initial learning
rate of 10−3, and train the model for 20 epochs. Both the autoencoder and the discrimi-
nators are trained once per epoch with λmult = 1, λadv = 0.3 and λbadv = 0.001. For the
VAE model, we set λskl = 0.03 and λckl = 0.03.
5.3 Evaluation Metrics
5.3.1 Transfer Strength
Transfer strength can be defined as a measure of how successful the model has been
in generating sentences that are consistent with the attribute that needs to be transferred
into them. This can be formulated as a Natural Language Understanding (NLU) task that
takes in a sentence as input and predicts the probability of the presence of an attribute
that we wish to evaluate the presence of.
Consistent with the approach taken by Hu et al. [2017], Shen et al. [2017], Fu et al.
[2018], we train a separate model that learns to predict the label among the different
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labels to which transfer is possible. We use an open source implementation of the work
presented by Kim [2014], which is a convolutional neural network (CNN) model used for
text classification 4. This model has frequently been used as a text classification baseline to
compare specialized models against [Tai et al., 2015, Kiros et al., 2015, Zhang et al., 2015].
This CNN classifier is trained on the entire corpus described in the previous section, with a
held out validation dataset to assess improvements in accuracy over time. The test dataset
for this classifier consists of the style-transferred sentences generated from the autoencoder
model.
The style transfer strength is the ratio of sentences successfully transferred to the target
style, to the total number of test sentences.
transfer-strength =
count(generated sentences with target style attribute)
count(generated sentences)
Therefore, the optimal style transfer strength score is 1 and the worst is 0. Here,
we choose to ignore the classification errors by our automated classification model, since
a good model (with a high classification accuracy) would mis-classify an approximately
equal number of samples for each label, and a biased classifier would negatively impact the
style transfer strength score. This metric measures the sentence-level style transfer i.e. if
90 sentences are transferred out of 100, the transfer strength is 0.9.
The classifier we train achieves a classification accuracy of approximately 0.97 on the
Yelp validation data, and 0.84 on the Amazon validation data.
5.3.2 Content Preservation
The content preservation metric used by Fu et al. [2018] is also used in our work to judge
content preservation of the generated sentences compared to the original. This metric is
required to ensure that the generated sentences don’t contain content, subjects or topics
entirely different compared to the original sentences. It measures the sentence-level content
preservation.
This method uses 100-dimensional GloVe embeddings [Pennington et al., 2014] pre-
trained on the Wikipedia + GigaWord corpora 5. The min, mean and max GloVe word
embeddings for each sentence are concatenated together to create a sentence representation.
4https://github.com/dennybritz/cnn-text-classification-tf
5https://nlp.stanford.edu/projects/glove/
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The cosine similarity between the source sentence and target sentence is used as a measure
of content preservation.
Let W be the set of word embeddings in any sentence s. Then the cosine similarity
between two sentences s1 and s2 is obtained by
emb =[min(W );max(W );mean(W )]
cosine-similarity =1− cos(emb1, emb2)
where emb1 and emb2 are the sentence embeddings for s1 and s2 respectively. The mean
cosine similarity of all the sentences in the test dataset is the content preservation that is
reported for the experiment.
Original (Positive) Transferred (Negative)
we had the shrimp with vegetables and
shrimp fried rice both lovely
we had the bacon cheeseburger and it
was cold
both dishes prepared with quality veggies eggs benedict with no flavor
my appetizer was also very good and
unique
my steak was very dry and flavorless
both times i have eaten the lunch buffet
and it was outstanding
yes i have had the worst pizza i have ever
had
the new york eggrolls are outstanding
and the beef dishes we ordered were fla-
vorful
the main issue was our server was ex-
tremely rude
Original (Negative) Transferred (Positive)
the chicken ” strip were paper thin oddly
flavored strips
the bread was wonderful as well
the big chicken sandwich should be called
the big mayonnaise sandwich
the salsa is the best i have ever had
fries are not worth coming back prices are good
but honestly the worst hookah in las ve-
gas
very authentic food in the east valley
second the service was terribly slow the sushi was delicious
Table 5.1: Examples of Poor Content Preservation
As seen in the examples in Table 5.1, it is easy to optimize for a style-transfer objective
as long as there are no constraints on the content preservation regularization. However, this
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results in a disconnect in terms of content and the generated sentence no longer resembles
the original. To ensure this does not happen, we typically use a much larger content latent
space than style latent space, as well as add the necessary regularizations discussed in the
previous chapter. Similar to Fu et al. [2018], for the sentiment task, we exclude words from
a sentiment lexicon [Hu and Liu, 2004] while evaluating the content preservation score.
However, a slight drawback of this content preservation metric devised by Fu et al. [2018]
is that it takes a small range of possible values, and is therefore less sensitive to model
performance changes. In theory, the maximum content preservation value achievable is 1
and the minimum is 0. However, from experiments performed by matching random pairs
of Yelp corpus sentences, the content preservation we observe is 0.7591± 0.0004. This can
be treated as an approximate lower bound on the metric for model assessment.
5.3.3 Word Overlap
In addition to the content preservation metric described above, we also utilize a simpler
unigram overlap metric. Given a source sentence x and an attribute style transferred
sentence y, let wx and wy be the set of unique words present in x and y respectively. Then,
the word overlap score can be calculated using
word-overlap =
count(wx ∩ wy)
count(wx ∪ wy)
which is simply a normalized measure of overlapping unigrams in the source and target
sentences, aggregated over all the sentences being evaluated.
Theoretically, the word overlap score ranges from 0 to 1. However, in practice, since the
expectation is that some words will be changed due to the style-transfer process, we wish
to strike a good balance with respect to the style transfer strength and original content
preservation. Using experiments on random pairs of sentences, the word overlap score
computed is 0.0098 ± 0.0006, which can again be treated as a more realistic approximate
lower-bound on this metric.
Word overlap can be used interchangeably with the ‘Content Preservation’ metric de-
scribed above. For the experiments in this work, we report both.
5.3.4 Language Fluency
Previous works in this area have either utilized human evaluations [Shen et al., 2017,
Fu et al., 2018] to evaluate language fluency and content preservation, or do not evaluate
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it at all [Hu et al., 2017].
We use a trigram based Kneser–Ney Smoothed language model [Kneser and Ney, 1995]
as a quantifiable and automated scoring metric by which to assess the quality of generated
sentences. It calculates the probability distribution of trigrams in a document based on
their occurrence statistics to build a language model. We train this language model on the
complete corpus that we evaluate our style transfer models with. This metric is a word-level
evaluator of the fluency of the generated sentences, aggregated over all the sentences.
After the generation of style transferred sentences, we parse them out into trigrams,
and calculate the probabilities of each of the trigrams being from the same corpora as the
original model was trained on. The log-likelihood scores, as predicted by the Kneser-Ney
language model and aggregated over the generated corpus, are reported as the indicator
for language fluency.
5.3.5 A Note about Cycle Consistency Loss
The cycle consistency loss is described in the image domain-adaptation work done by
Zhu et al. [2017]. Given domains X and Y , they aim to learn a mapping similar to ours,
G : X → Y which transfers attributes of X to Y . At the same time, they also learn
an inverse mapping F : Y → X. The cycle consistency loss is the step that pushes
F (G(X)) ≈ X and G(F (Y )) ≈ Y , as shown in Figure 5.1.
X Y
G
F
DYDX
G
F
Yˆ
X Y( X Y(
G
F
Xˆ
(a) (b) (c)
cycle-consistency
loss
cycle-consistency
loss
DY DX
yˆxˆx y
Source: Zhu et al. [2017]
Figure 5.1: Cycle Consistency Loss
This training routine could also be used as an evaluation metric for other domain adap-
tation tasks, like text attribute style transfer. The advantage of using a cycle consistency
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loss is that no other content preservation metric is needed, and no domain or style specific
lexicons would be needed.
In the case of our model, assume that, for a sample sentence x from the domain X and
the ideal equivalent sentence transferred to the domain Y is y. The transferred sentence
generated by our model is yˆ. In the previous approaches, we compare yˆ with the original
x using a content similarity metric. However, if the cycle consistency loss were to be used,
we can further transfer the style of the sentence yˆ back to the domain X, obtaining xˆ.
Now that we have two sentences in the same domain i.e. x and xˆ, it is a lot simpler to
compare them, and this can be achieved by traditional parallel corpora evaluation metrics
like BLEU [Papineni et al., 2002].
However, in our problem, a scenario in which both functions F andG do not successfully
disentangle style and content, like the examples presented in Table 5.1, is a possibility. This
results in the undesirable transfer of content, in addition to the desired transfer of style at
inference time. In this case, the transformation could look like
x
G−→ y∗ F−→ x
where y∗ is a sentence with the requisite transferred style, as well as undesirable transferred
content. Such examples would score highly on both the style transfer strength metric and
the cycle consistency metric, while still producing generated sentences of poor quality i.e.
generated sentences with changed content.
Hence, this metric would not be able to tell the difference between a model with poor
content preservation and a good model, and we refrain from using it in our evaluation.
5.4 Experiment Results
5.4.1 Disentangling Latent Space
We first analyse how the style (sentiment) and content of the latent space are disentan-
gled. We train softmax classifiers that use each set of latent space units as features. These
classifiers are trained alongside the autoencoder model - without updating the encoder
parameters - to predict the true class of an input sample. The results reported here are
for the Yelp dataset and are shown in Table 5.2.
The latent space can also be visualized with our method since we are able to infer
a pair of style and content embeddings for every training data sample. We use t-SNE
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DAE VAE
Random/Majority guess 0.6018
Content latent space (c) 0.6137 0.6567
Style latent space (s) 0.7927 0.7911
Complete latent space ([s; c]) 0.7918 0.7918
Table 5.2: Results - Style Classification Accuracy
plots [Maaten and Hinton, 2008] and use a set of random samples from each label to
plot both the style and content embeddings inferred for them during a given epoch of the
training procedure. Our hypothesis is that while the points for different labels plotted in
the content embedding space would be mixed and indistinguishable in terms of plot co-
ordinates, the style embedding space would display the opposite characteristic and show a
clean separation of representative samples for each label.
We show t-SNE plots of both the deterministic autoencoder (DAE) and the variational
autoencoder (VAE) models in Figure 5.2 and Figure 5.3, respectively.
5.4.2 Style-Transferred Text Generation
We apply our model to a style-transfer sentence generation task, where the goal is to
generate a sentence with different sentiment (interpreted as style in this task). We use the
metrics discussed in Section 5.3 to evaluate our models.
We compare our approach with the current state-of-the-art work in automated text
attribute style transfer [Shen et al., 2017, Fu et al., 2018]. We re-conduct the experiments
using their publicly available code and the datasets described in Section 5.1. The results
are shown in Table 5.3 (Yelp dataset) and Table 5.4 (Amazon dataset). The models used
for evaluations on both datasets are identical.
Table 5.5 presents the results of ablation tests done by evaluating our model using all
possible combinations of our training objectives. We see that both, the adversarial and
multi-task losses, play a role in the strength of style transfer. It also shows that their usage
in a combination can further boost performance of the style-transfer strength.
Some qualitative examples of style-transferred sentence generation are presented in
Table 5.6. We see that, with the empirically estimated style vector, we can flexibly control
the sentiment of generated sentences.
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Model Transfer Content Word LanguageStrength Preservation Overlap Fluency
Cross-Alignment [Shen et al., 2017] 0.8087 0.8920 0.2087 -23.3886
Style Embedding [Fu et al., 2018] 0.1819 0.9586 0.6661 -16.1711
Ours (DAE) 0.8425 0.8924 0.2552 -16.4808
Ours (VAE) 0.8903 0.8824 0.2105 -14.4099
Table 5.3: Results - Yelp Dataset Sentiment Transfer
Model Transfer Content Word LanguageStrength Preservation Overlap Fluency
Cross-Alignment [Shen et al., 2017] 0.6063 0.8933 0.0241 -26.3093
Style Embedding [Fu et al., 2018] 0.4165 0.9332 0.3588 -28.1346
Ours (DAE) 0.7032 0.9178 0.1305 -32.4184
Ours (VAE) 0.7259 0.9090 0.0814 -28.4953
Table 5.4: Results - Amazon Dataset Sentiment Transfer
In this chapter, we have described the datasets and task, and presented quantitative
results for the disentangled space learning and its application to a style (sentiment) transfer
task. We also display qualitative results of sentences generated by our model. In the next
chapter, we perform a deeper analysis for each result presented here. We also show trade-
offs between model scores on different metrics and discuss methods whose results do not
fit our original hypotheses.
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Objectives Transfer Content Word LanguageStrength Preservation Overlap Fluency
Lrec 0.1436 0.9154 0.3288 -14.2781
Lrec, Ladv 0.7274 0.8800 0.2037 -14.1567
Lrec, Lmult 0.7894 0.8976 0.2589 -14.5607
Lrec, Lbadv 0.1677 0.9147 0.3282 -14.4486
Lrec, Ladv, Lmult 0.8903 0.8824 0.2105 -14.4099
Lrec, Ladv, Lbadv 0.7491 0.8827 0.2022 -14.3568
Lrec, Lmult, Lbadv 0.7832 0.8958 0.2567 -14.3373
Lrec, Ladv, Lmult, Lbadv 0.8846 0.8782 0.1970 -14.0479
Table 5.5: Results - Ablation Tests
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(a) Style Space (b) Content SpaceEpoch 1
(a) Style Space (b) Content SpaceEpoch 10
(a) Style Space (b) Content SpaceEpoch 20
Figure 5.2: T-SNE Plots: (a) Style and (b) Content Spaces - DAE Model
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(a) Style Space (b) Content SpaceEpoch 1
(a) Style Space (b) Content SpaceEpoch 10
(a) Style Space (b) Content SpaceEpoch 20
Figure 5.3: T-SNE Plots: (a) Style and (b) Content Spaces - VAE Model
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Original (Positive) DAE Transferred VAE Transferred(Negative) (Negative)
i would recommend a visit
here
i would not recommend
this place again
i would not recommend
this place for my experi-
ence
the restaurant itself is ro-
mantic and quiet
the restaurant itself is
soooo quiet
the restaurant itself was
dirty
my experience was brief
but very good
my experience was very
loud and very expensive
my experience was ok but
not very much
the food is excellent and
the service is exceptional
the food is by the worst
part is the horrible cos-
tumer service
the food was bland and i
am not thrilled with this
the food is very very amaz-
ing like beef and fish
the food is very horrible i
have ever had mostly fish
the food is very bland and
just not fresh
we will definitely come
back here
we will not come back here
again
we will never come back
here
both were very good everything was very bland both were very bad
Original (Negative) DAE Transferred VAE Transferred(Positive) (Positive)
so nasty so helpful so fabulous
consistently slow consistently awesome fast service
crap fries hard hamburger
buns burger tasted like
crap
cheap and yummy sand-
wiches really something
different
yummy hamburgers and
blue cheese bagels are clas-
sic italian
oh and terrible tea oh and awesome tea oh and great tea
the interior is old and gen-
erally falling apart
the interior is clean and or-
derly as entertaining
the interior is old and noble
front office customer ser-
vice does not exist here
front office is very profes-
sional does you
kudos to customer service
is very professional
the crust was kinda gooey
like
the crust is kinda tradi-
tional
the crust is soooooo worth
it
Table 5.6: Style-Transferred Text Examples
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Chapter 6
Analysis
6.1 Comparison to State-of-the-Art Approaches
The results in Table 5.3 show that, our approach achieves comparable content-preservation
scores to previous work, but considerably better style-transfer strength.
In comparison to Shen et al. [2017], our models obtain better scores in all the evaluation
metrics on the Yelp dataset, and on all metrics except language fluency on the Amazon
dataset.
Unfortunately, we find that the model described by Fu et al. [2018] performs extremely
poorly for both sentiment transfer tasks. A qualitative inspection of the actual sentences
generated by their model shows that it frequently resorts to simply reconstructing the
source sentence, thereby producing high content preservation, word overlap and language
fluency scores and correspondingly low style transfer strength scores. We also tweak the
latent space size hyperparameters as described in their paper, but obtain no further im-
provement.
Our deterministic model is easier to train than a variational model because of the fewer
hyperparameters and the absence of KL-weight annealing. It outperforms the previous
state-of-the-art model [Shen et al., 2017] in all respects. The variational model achieves
comparable performance, while yielding even better style transfer strength and language
fluency scores.
This indicates that the disentangled latent space approach we describe can be used
for better style-transfer sentence generation, despite not being explicitly trained for the
purpose, by simply using empirically encoded vectors from the training process.
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6.2 Disentangled Representation Learning
As can be seen from the t-SNE plots in Figure 5.2 and Figure 5.3, sentences with
different styles are noticeably separated in a cleaner manner in the style space (LHS), but
are indistinguishable in the content space (RHS). It is also evident that the latent space
learned by the variational autoencoder is considerably smoother and continuous than the
one learned by the deterministic autoencoder.
Since we essentially give the decoder a previously unseen combination of style and
latent space at inference time, our hypothesis is that using a variational autoencoder would
lead to more fluent generated sentences that are able to preserve content better. In the
evaluations performed, the deterministic autoencoder proves equally potent at preserving
content, and even exceeds the variational autoencoder’s performance in terms of content
preservation. However, the fluency of the variational autoencoder is better on average,
as measure by a pre-trained language model, and the deterministic autoencoder tends to
produce ungrammatical sentences as seen in the Results Table 5.3 and the qualitative
examples presented in Table 5.6.
6.3 Latent Space Style Signal
As observed in the results in Table 5.2, the 128-dimensional content vector is not
particularly discriminative for style. It achieves a classification accuracy that is slightly
better than random/majority guess.
However, the 8-dimensional style vector s, despite its low dimensionality, achieves con-
siderably higher style classification accuracy. On combining content and style vectors, we
achieve no further improvement. These results verify the effectiveness of our disentangling
approach, because the content space doesn’t contain style information, opposed to the style
space.
This result is consistent with our original hypothesis of restricting the style signal of
each encoded sentence into a contained sub-space of the latent representation.
6.4 Transfer Strength vs. Content Preservation
We observe, over the course of experimentation, that there is a visible trade-off between
style transfer strength and content preservation produced by our model. For the VAE
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model, we tune the KL divergence weight hyperparameters for both the style and content
spaces, i.e. λskl and λckl from Equation 4.2, and present results from these experiments in
Table 6.1.
λskl λckl Transfer Content Word
Strength Preservation Overlap
0.01 0.01 0.8232 0.8696 0.2118
0.03 0.01 0.7646 0.8769 0.2314
0.03 0.03 0.8123 0.8724 0.2150
0.1 0.03 0.7707 0.8817 0.2334
0.3 0.03 0.7254 0.8783 0.2357
0.03 0.1 0.9052 0.8546 0.1617
0.1 0.1 0.8474 0.8609 0.1941
0.3 0.1 0.7682 0.8645 0.2166
0.03 0.3 0.9434 0.7538 0.0516
0.1 0.3 0.9523 0.7533 0.0707
0.3 0.3 0.9122 0.8069 0.1326
Table 6.1: Results - KL Divergence Weight Hyperparameter Optimisation
We observe that as a general rule, imposing heavier KL divergence constraints on the
content embedding space results in improvements in style transfer-strength. However, this
also gradually results in posterior collapse when the content KL divergence weight is too
high. This results in random noise being encoded in the content space, and the decoder
produces random sentences, albeit with a considerably higher transfer strength. For the
content KL-weight value 0.3, we obtain content preservation scores ≈ 0.75, which, as shown
in Section 5.3, is close to our approximate lower bound for the content preservation metric.
This implies that the content of generated sentences for that model is vastly different from
the original sentences. Conversely, when the KL divergence constraints are relaxed and
we approach a deterministic autoencoder, the content preservation improves and the style
transfer strength drops.
In our final VAE model, we set both style and content KL-weights to 0.03, but also
append the latent vector [s; c] to the hidden state of the decoder at each time step, which
improves the performance of both the style transfer strength and content preservation to
better scores than those reported in Table 6.1.
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6.5 Negative Results
6.5.1 Style Dropout
Although the idea of regularization by dropout [Srivastava et al., 2014] has been effec-
tively used across neural network models and time-distributed word dropout has been used
similarly for text generation tasks [Dai and Le, 2015, Bowman et al., 2016], the empirical
results for style dropout prove considerably less effective than expected, in comparison to
the other model variants tested in this work.
We perform a simple ablation test on the VAE model with style KL-weight as 0.1 and
content KL-weight as 0.03 to test the effect of the addition of the style-dropout regular-
ization, and the results are presented in Table 6.2.
Model Variant Transfer Content WordStrength Preservation Overlap
Without Style Dropout 0.7707 0.8817 0.2334
With Style Dropout 0.5726 0.8816 0.2404
Table 6.2: Results - Style Dropout Effect
As is clear from the results, style dropout only offers a marginally better word over-
lap score and is comparable on the content preservation metric. However, it performs
considerably worse in terms of style transfer strength.
A possible reason for this is that the spaces are already well regularized by the existing
objectives and the fact that the content vector is an order of magnitude larger in size
compared to the style vector makes it difficult for the model to ignore the content vector
and encode garbage into it. Hence, this negates the need for additional regularization to
ensure that the content vector is used by the autoencoding model.
6.5.2 Nearest Neighbour Algorithm
We also test the VAE model using the nearest neighbour inference algorithm described
in Section 4.9.1. We utilize a VAE model with style KL-weight as 0.03 and content KL-
weight as 0.03 for these tests, in which we vary the number of neighbour embeddings
considered while selecting a style embedding with which to generate the new sentence. We
use a VAE model in which the latent vector is used only for the initial state of the decoder.
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The results are presented in Table 6.3, where N is the number of neighbours considered.
‘All’ neighbours simply means the empirical mean style embedding is used, as in the results
shown in the previous tables.
N
Transfer Content Word
Strength Preservation Overlap
1 0.8040 0.8703 0.1823
10 0.7909 0.8762 0.1859
100 0.8089 0.8792 0.1977
All 0.8123 0.8724 0.2150
Table 6.3: Results - Nearest Neighbour Inference
We observe that the empirical mean embedding that considers all training examples
performs marginally better than even a specialized nearest-neighbour algorithm. In addi-
tion, it is easier to implement and more computationally efficient, as it does not require
neighbour similarity to be computed at inference time.
In this chapter, we have presented an analysis of our experimental results. In the next
chapter, we summarize our contributions and conclude this work by presenting avenues for
extension and improvement on the current model.
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Chapter 7
Conclusion and Future Work
7.1 Summary
In this thesis, we have presented a model that utilizes previously proposed representa-
tion learning objectives like multi-task classification and adversarial learning to disentangle
the latent space of a language model. We also propose a novel multi-adversary setup using
a bag-of-words classification objective. We empirically show the successful disentanglement
of the latent spaces, both by using auxiliary classification objectives on the learned latent
spaces, and also by visualizing empirical samples using t-SNE plots.
We show that the model maintains a balance between style transfer strength and content
preservation, and outperforms state-of-the-art models with respect to the style transfer
strength, while performing comparably on content preservation and word overlap. In terms
of fluency as measured by the Kneser-Ney language model, our variational autoencoder
model outperforms all other models, while simultaneously obtaining considerably better
style transfer strength scores. The deterministic autoencoder model performs slightly worse
in terms of style transfer strength and fluency, but still eclipses the previous state-of-the-
art, in terms of style transfer strength, content preservation and word overlap. We also
quantitatively demonstrate, using ablation experiments, that the addition of each of the
training objectives we propose individually improves the style transfer capabilities of the
model.
We open-source our implementation under a permissive license 1 so that the general
framework can be applied to other problems that are thematically similar, and can be
1https://github.com/vineetjohn/linguistic-style-transfer
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re-purposed for extensions to the model, described below.
7.2 Future Direction
7.2.1 Model Improvements
Albeit effective at the task it sets out to do, there are several improvements to the
model that could be evaluated to improve its efficacy, including:
• Unsupervisedly building a lexicon based on word association with each label from
the training corpora, such that a hand-crafted lexicon like Hu and Liu [2004] for
sentiment is not needed during evaluation.
• The existing model supports transfer between an arbitrary number of discrete labels.
However, it can also be easily extended, by training a regressor in place of a classifier,
to continuous labels. For instance, ratings on a scale from 1-5 in Amazon/Yelp
reviews, controlling generation on a continuous scale for emotion valence etc.
• Although the adversarial learning process is quite effective in the current model, many
others have found the adversarial objective hard to train because the family of f -
divergences tend to max-out and provide no meaningful gradients. Using an optimal
transport metric like the Wasserstein-1 (Earth Mover’s Distance) metric seems to
address this problem and stabilize training [Arjovsky et al., 2017, Gulrajani et al.,
2017]. This could improve the content space disentanglement of our model.
• Since a variational autoencoder is hard to train due to the requirement of manually
crafting KL divergence annealing procedures, an alternative is to use a Wasserstein
autoencoder [Tolstikhin et al., 2017], that uses empirical sampling from the encoded
distribution and a Gaussian distribution, and can effectively replace the KL diver-
gence objective for VAEs.
7.2.2 Other Domains of Application
Although this thesis focuses attention mainly on sentiment transfer as a proxy for
general style transfer, this model can also be used for modifying latent attributes in text,
like controlling the style of an author or an artist and modelling attributes like generated
sentence length. Discourse style could also be modelled and controlled by changing the
autoencoder framework to an encoder-decoder framework.
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