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Naslov: Izbolǰsava modela za deidentifikacijo z uporabo generativnih nas-
protnǐskih mrež
Sodobna družba se vse bolj zaveda pomembnosti varovanja osebnih po-
datkov in zasebnosti. Prikrivanje identitet posameznikov na fotografijah ali
video posnetkih je zato pomembno opravilo. Sodoben pristop k reševanju
tega problema je generiranje nadomestnih obrazov, s katerimi zakrijemo
izvirne. Algoritem imenovan k-Same-Net uporabi generativno nevronsko
mrežo, ki sintetizira nadomestne obraze brez podobnosti resničnim osebam.
Pristop je uspešen, vendar so generirani obrazi neraznoliki, slike pa niso pov-
sem ostre. Naš cilj je izbolǰsava stabilnosti generativnega postopka in kva-
litete rezultatov z uporabo najnoveǰsih metod s področja generativnih mo-
delov, natančneje z generativnimi nasprotnǐskimi mrežami. Preizkusili smo
številne različne arhitekture in postopke učenja. Zaradi težavnega učenja
generativnih nasprotnǐskih mrež, ki je razvidno tudi iz našega dela, nismo
prǐsli do zadovoljivih rezultatov. Nekatere implementacije uspešno posne-
majo človeški obraz, izraz na obrazu in celo identiteto. Ni pa nam uspelo
odkriti kombinacije parametrov, ki bi se naučila na podlagi več vhodnih iden-
titet generirati prepričljiv nov obraz.
Ključne besede
deidentifikacija, generativne nasprotnǐske mreže, generiranje obrazov

Abstract
Title: Improving a deidentification model using generative adversarial net-
works
In a privacy-concerned society it is a common challenge to protect the
identities of people appearing in a photo or video. A modern approach is
to generate surrogate faces to replace the originals. An algorithm called
k-Same-Net uses generative neural networks to synthesize faces without any
visual resemblance to real people. While highly successful, it suffers from low
variety and blurriness of the generated faces. Our goal was to improve the
quality and stability of this process by applying the latest methods in the field
of generative neural networks, namely generative adversarial networks. We
compare the quality of faces generated by several different implementations.
Due to the difficulties of training generative networks, which are evident
from our work, we were unable to achieve satisfactory results. Some of the
methods we present are successful in imitating human faces, emotions and
even identities. However, we were unsuccessful in finding a set of parameters
that would result in convincing new identities based on multiple existing
faces.
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Zasebnost je v sodobni družbi vse večja skrb. Marsikje smo se pravici do
zasebnosti odpovedali zavoljo večje varnosti. S stalnim nadzorom lahko
zmanǰsamo pogostost kriminala in zagotavljamo prebivalstvu bolj varno oko-
lje. Tako danes skoraj vsepovsod za seboj puščamo sledi, pa naj bodo fizične
ali digitalne. Na posnetkih sodobnih varnostnih kamer lahko v množici raz-
poznamo obraze in sledimo posameznikom med njihovimi opravki v mestu.
V določenih primerih je tak nadzor lahko koristno orodje roke pravice, na
mestu pa je vprašanje, če je koristi dovolj, da upraviči kršenje pravic vseh
ostalih državljanov.
Včasih za zadostno mero varnosti zajemanje dejanske identitete posame-
znikov niti ne bi bilo potrebno. Poznamo strojno opremo, ki sprotno de-
identificira video material [1], ki pa ni široko dostopna in seveda predstavlja
finančno breme. Obseg podatkov, ki jih zajamemo, je težko nadzirati sproti.
Običajno zato zajamemo kolikor se le da. Kasneje lahko vedno podatke obde-
lamo, odstranimo informacije, ki so odveč in poudarimo tiste, ki so pomemb-
neǰse. Proces odstranjevanja osebnih informacij iz podatkov imenujemo de-
identifikacija [2]. Natančneje gre za nabor orodij, metod in algoritmov, ki
iz nekega zapisa odstranijo vse tiste dele, iz katerih bi lahko prepoznali po-
sameznika. Uporabimo jih pred deljenjem ali arhiviranjem različnih oblik
podatkov, kjer smo zajeli tudi identitete, pa jih v resnici ne potrebujemo
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oz. želimo zaščititi posameznike. Deidentifikacija je lahko reverzibilna [3] – s
ključem kriptiramo regijo na sliki in kasneje jo lahko odklenemo ter pridobimo
izvorne podatke. Kadar to ni zaželjeno, pa gre za nepovratno deidentifika-
cijo, imenovano tudi anonimizacija [2]. Če je nabor podatkov anonimiziran,
v njem ni mogoče razpoznati oziroma nedvoumno določiti posameznika.
Uporabnost podatkov (angl. data utility) označuje količino informacij, ki
nam je lahko v nekem naboru podatkov koristna. Na fotografiji obraza nas
bi na primer lahko zanimal spol, barva las, oči, kože, nakit, čustveno stanje
in podobno. Vse to so potencialno koristne informacije za nadaljnjo analizo.
Deidentifikacija običajno pomeni odstranjevanje vseh ali vsaj velikega dela
teh informacij, torej zmanǰsanje uporabnosti podatkov. V splošnem velja, da
z vǐsanjem stopnje anonimizacije raste tudi delež uporabnosti, ki se ji bomo
morali odreči.
V informacijski tehnologiji varnost nikoli ni zagotovljena dokončno in brez
roka trajanja. Stalni razvoj pomeni vedno nove pristope in tehnologije, za-
radi katerih lahko stare, preizkušene rešitve, ki jih imamo za nepremagljive,
v trenutku postanejo nemočne. Enako velja za deidentifikacijo in anonimiza-
cijo. Obstajajo načini, da kljub anonimizaciji iz podatkov ponovno identifi-
ciramo posameznike. Še posebej problematično je povezovanje z drugimi viri
in zbirkami podatkov. Sama zase je zbirka podatkov lahko anonimna, ko pa
začnemo iskati povezave z nekim drugim naborom informacij, lahko izluščimo
posameznike in podatke o njih ali jih celo identificiramo. Zagotavljanje ano-
nimnosti za nedoločen čas je v resničnem svetu zato zelo težavno. Na zaprtem
naboru podatkov pa lahko matematično dokažemo, da neka metoda doseže
formalne zahteve anonimizacije.
Pri deidentifikaciji fotografij in videa se še danes uporabljajo naivne me-
tode, kot so prekrivanje obraza s črnim pravokotnikom ali zameglitvijo. Pri-
meri različnih naivnih metod deidentifikacije so prikazani na sliki 1.1. Mnogi
uspešni poskusi reidentifikacije so dokazali, da te metode ne zadoščajo. Na-
pad s ponavljanjem (angl. parrot attack) lahko, na primer, uspešno rei-
dentificira zamegljene obraze [4]. Poleg tega so te metode destruktivne za
3
Slika 1.1: Naivne metode deidentifikacije. Od leve proti desni: izvirnik, črn
pravokotnik čez oči, črn pravokotnik čez celoten obraz, Gaussova zameglitev
in pikselizacija.
uporabnost podatkov, saj odstranijo vse informacije o obrazu, tudi tiste dele,
ki ne izdajajo identitete.
Noveǰsi pristopi deidentifikacije slikovnega materiala zamenjajo izvirni
obraz z nadomestnim, ki lahko obdrži katero od značilnosti izvirnika. Če
nadomestni obrazi nimajo vizualnih podobnosti z izvirnikom, smo zagotovili
anonimnost, hkrati pa obdržali nekaj uporabnosti, ker smo, na primer, ohra-
nili spol. Potrebujemo torej raznolik nabor obrazov, ki jim lahko poljubno
spreminjamo lastnosti (barvo kože, las, oči, modne dodatke ipd.). Pogoj,
da lahko zagotovimo anonimnost, je da obrazi niso podobni izvirniku, ki ga
zamenjajo.
Slika 1.2: Primer deidentifikacije [5]. Na levi sličica videa varnostne kamere,
na desni rezultat deidentifikacije.
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Pri generiranju realističnih nadomestnih obrazov si lahko pomagamo z
generativnimi modeli. Tak primer je k-Same-Net [5], generativna nevronska
mreža, ki je bila uporabljena v cevovodu za deidentifikacijo obraznih slik [6].
Na sliki 1.2 je primer deidentifikacije s to metodo.
1.1 Cilji in doprinosi
Slika 1.3: Primeri obrazov, generiranih s k-Same-Net [5]. Generativni mreži
podamo identiteto in ta zgenerira obraz osebe s to identiteto. Kadar podamo
več kot eno identiteto, dobimo povprečni obraz podanih identitet. Naš cilj je
izbolǰsati kvaliteto generiranih obrazov z uporabo generativnih nasprotnǐskih
mrež.
Naše delo temelji na novem pristopu h generiranju obrazov imenovanem
k-Same-Net [5]. Ta s pomočjo generativne nevronske mreže na podlagi učne
množice sintetizira povsem nove obraze. Primeri obrazov, deidentificiranih s
k-Same-Net so prikazani na sliki 1.3. Naš cilj je, da izbolǰsamo generativni
postopek s pomočjo novih metod na področju globokih generativnih modelov,
natančneje z uporabo generativnih nasprotnǐskih mrež [7]. Doseči želimo:
• bolj stabilno učenje,
• razširjeno parametrizacijo in
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• izbolǰsano kvaliteto nastalih obrazov – vǐsja ločljivost, ostreǰse in bolj
raznolike slike.
Namen te implementacije je, da nadomesti k-Same-Net kot generativni
del cevovoda za deidentifikacijo [6], ki zaščito identitete zagotavlja po prin-
cipu k-anonimnosti [8].
1.2 Struktura naloge
Naloga je razdeljena na 5 poglavij. V drugem poglavju predstavimo sorodna
dela, iz katerih smo izhajali. Predstavimo kontekst, v katerem bi bil naš ge-
nerativni model uporabljen – deidentifikacija po principu k-anonimnosti ter
najpomembneǰse doprinose na področju generativnih nasprotnǐskih mrež. V
tretjem poglavju se poglobimo v metode, ki se uporabljajo pri globokem
učenju in pristope k učenju, ki smo jih uporabili. Od sestavnih delov nev-
ronskih mrež, do konkretnih arhitektur ter postopkov, ki smo jih preizkusili.
Podrobneje opǐsemo novosti pristopov, ki smo jih omenili v preǰsnjem po-
glavju. Prikažemo tudi najpogosteǰse težave, ki se pojavijo pri učenju gene-
rativnih mrež. V četrtem poglavju predstavimo podatkovne zbirke, ki smo
jih uporabili in rezultate, ki smo jih dobili pri preizkušanju različnih im-
plementacij. Rezultate ovrednotimo in podamo predloge za nadaljnje delo.
Zadnje poglavje je namenjeno povzetku ugotovitev in zaključku.
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Poglavje 2
Sorodna dela
Generativne nevronske mreže so trenutno zelo aktualno raziskovalno po-
dročje. Tudi generiranje obrazov je zelo pogosto uporabljen preizkus za
kakovost generativnega modela, zato smo imeli za začetek na voljo veliko
sorodne literature. Zaradi hitrega napredka pa gradivo tudi hitro zastara,
saj se pojavijo noveǰse, uspešneǰse metode.
V tem poglavju bomo predstavili teoretično podlago za zagotavljanje k-
anonimnosti, osnove nevronskih mrež, izhodǐsčno implementacijo generativne
mreže, ki jo želimo izbolǰsati ter najpomembneǰse prispevke na področju
generativnih nevronskih mrež, po katerih smo se zgledovali.
2.1 k-anonimnost
Princip k-anonimnosti [8] je osnova za družino algoritmov za deidentifikacijo
obrazov imenovanih k-Same [9]. Princip pravi, da če k identitet iz popula-
cije pri deidentifikaciji nadomestimo z enako nadomestno identiteto (v našem
primeru je to nadomestni obraz), bo izvorno identiteto mogoče nedvoumno
določiti z verjetnostjo kvečjemu 1/k. Za dovolj velik k je ta verjetnost tako
majhna, da je določitev izvorne identitete praktično nemogoča. Torej lahko
zagotovimo anonimnost, če nam uspe populacijo razdeliti na k enakomernih
gruč zadostne velikosti in za vsako določimo obraz, ki bo nadomestil identi-
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tete te gruče. Ta pristop je prikazan na sliki 2.1.
Nadomestni obrazi v algoritmih družine k-Same so generirani s povpreč-
enjem ali drugačnim kombiniranjem k obrazov. Naiven pristop bi bil, da
obraze obdelujemo neposredno z obdelavo slikovnih elementov. Tako je re-
zultat lahko povprečna slika obrazov [10], ali pa obraz sestavljen iz delov
posameznih obrazov [11]. Te metode so preproste, vendar rezultati niso pre-
pričljivi obrazi – so zamegljeni ali nerealistični. Drugačen pristop pa bi bil,
da izvorne obraze interpretiramo na nek drugačen način. Uporabimo lahko
na primer aktivni model izgleda (angl. active appearance model, okr. AAM)
[12], statistični model, ki predstavi obliko in pomembne značilke na obrazu.
Na ta način povprečen obraz ne bo imel neposredno enakih slikovnih ele-
mentov in podobnosti z izvirnikom bo manj. Primerjava različnih pristopov
k-Same je na sliki 2.2.
Input Image Set Deiden�fied Image Set
Deiden�fica�on
Slika 2.1: Delovanje k-Same algoritmov [5]. Po principu k-anonimnosti
zamenjamo k vhodnih obrazov z enakim nadomestnim obrazom in tako za-
gotovimo anonimnost. Vhodne slike porazdelimo v gruče velikosti k, v tem
primeru je k = 2. Na levi so vhodni obrazi, nadomestni obrazi pa na desni.
V sredini vidimo tri gruče, vsaka vsebuje dva vhodna obraza ter povprečen
obraz gruče, ki se bo uporabil kot nadomestni obraz.
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Slika 2.2: Primerjava različnih metod k-Same deidentifikacije [5]. Od zgoraj
navzdol: izvirni obrazi, pikselizacija, metoda k-Same-Pixel, ki dela s slikov-
nimi elementi, k-Same-M, ki uporablja AAM in k-Same-Net, ki uporablja
generativno nevronsko mrežo.
Tako kot ostali k-Same algoritmi, tudi k-Same-Net deluje na zaprti množici
vhodnih slik, ki jih preslika v množico deidentificiranih slik. Anonimnost je
zagotovljena, ker se k vhodov preslika v isti izhod. Prednost pred ostalimi
je v tem, da izhodne slike ne nastanejo kot povprečenje slikovnih elementov
vhodnih slik, temveč so sintetizirane z generativno nevronsko mrežo, ki je
naučena na drugačni množici. Vizualnih podobnosti z vhodno sliko tako ni.
Omogoča pa nam, da s pomočjo parametrov izberemo lastnosti vhodne slike,
ki jih želimo med sintezo ohraniti. Pravzaprav bi lako rekli, da ne gre za
ohranjanje lastnosti, temveč za dodajanje – izbiramo, katere karakteristike
naj se med sintezo dodajo. Delovanje algoritma prikazuje slika 2.3.
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Slika 2.3: Delovanje k-Same-Net [5]. Vhodni nabor obrazov I razdelimo
v gruče velikosti k (zgoraj levo). Vsako gručo preslikamo v gručo vmesnih
identitet (zgoraj desno). Vmesne identitete podamo generativni nevronski
mreži, ki sprejme še dodatne parametre nepovezane z identiteto in generira
deidentificiran obraz.
2.2 Umetne nevronske mreže
Številne tehnološke inovacije črpajo navdih iz narave. Za računalnike bi lahko
vzporednico potegnili s človeškimi možgani. Glavna prednost, ki jo imajo
možgani je sposobnost učenja in stalnega prilagajanja. Računalnǐski program
je statičen, nezmožen opraviti katerokoli delo razen tistega, za katerega je
bil programiran. Ljudje pa, zahvaljujoč možganom, lahko preučimo neznan
problem in poǐsčemo rešitev. Zagotovo bi program, ki zna analizirati situacijo
in samostojno prilagoditi svoje delovanje, pomenil novo dobo v računalnǐstvu.
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Eden od poskusov, kako programsko opremo približati možganom in jo tako
narediti bolj prilagodljivo ter sposobno učenja, je imitiranje sestavnih delov
možganov – nevronov.
Umetne nevronske mreže so programi, ki so (vsaj v konceptu) podobni
možganom. Zmožne so reševanja kompleksnih problemov, kot je razpozna-
vanje vzorcev, napovedovanje trendov in generiranja slik. Sestavljene so
iz mnogo majhnih, preprostih komponent, ki jim (skladno z njihovim bi-
ološkim navdihom) rečemo nevroni. Nevroni se odzivajo na signale – prejmejo
dražljaj in se nanj odzovejo oziroma ga posredujejo naslednjemu nevronu. Z
njimi lahko sestavimo mrežo, ki je kot celota zmožna učenja. Naučena mreža
za prejet vhodni signal vrne smiseln odgovor.
Tematika nevronskih mrež nikakor ni novost. Prvotna ideja in implemen-
tacija je celo stareǰsa od sodobnih računalnikov, začetki segajo v 40. leta
dvajsetega stoletja [13]. V zadnjim času pa so postale zelo pogosta tematika,
zahvaljujoč napredku v računski moči računalnikov in predvsem kopičenju
podatkov v digitalni obliki. Da lahko mrežo kaj naučimo, potrebujemo velik
nabor podatkov, v katerih lahko mreža prepozna vzorce, ki jih kasneje imi-
tira. Danes nevronske mreže niso več omejene zgolj na akademske kroge, saj
imajo ogromen potencial za vedno večji spisek področij kot so računalnǐski
vid, procesiranje govora in besedil, robotika in oglaševanje.
2.2.1 Arhitektura mrež
Nevronske mreže tvorijo sloji povezanih nevronov. Primer zelo preproste
mreže je na sliki 2.4. Vsak sloj je sestavljen iz več nevronov, ki prejmejo
signal iz preǰsnjega sloja, izvedejo neko matematično operacijo in predajo
vrednost naslednjemu sloju. Različne vrste slojev (oziroma operacij, ki jih
izvajajo) bomo predstavili v poglavju 3.1.
S sestavljanjem mnogih slojev različnih velikosti, ki izvajajo različne ope-
racije, dobimo mreže za različne namene. Načrt za mrežo, torej vrstni red
slojev in njihove lastnosti, imenujemo arhitektura mreže. Arhitekture, ki se
pri reševanju določenega problema izkažejo za uspešne, avtorji poimenujejo.
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Input layer Hidden layers Output layer
Slika 2.4: Preprosta arhitektura mreže predstavljena z grafom. Nevroni so
točke, ki so povezane z usmerjenimi povezavami. Vsaki povezavi dodelimo
tudi utež, s katero reguliramo njen vpliv.
Poznamo številne slavne arhitekture, ki so bile pomembni mejniki v razvoju
nevronskih mrež. Primer je mreža LeNet5 [14] na sliki 2.5. To je bila ena od
prvih uspešnih mrež za razpoznavanje črk. Čeprav je bila razvita pred skoraj
dvajsetimi leti, je še danes pogosto izhodǐsče za nove, veliko kompleksneǰse
arhitekture, ki se stalno razvijajo in izpopolnjujejo.
Slika 2.5: LeNet5, konvolucijska nevronska mreža za prepoznavanje črk,
objavljena leta 1991 [14].
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2.2.2 Učenje mrež
Sama po sebi nevronska mreža ni uporabna. Je kot črna škatla, ki nam
na neko vhodno informacijo odgovori z določeno izhodno vrednostjo. Sprva
ta odgovor nima posebne vrednosti, je naključen. Šele z učenjem mreža
pridobi znanje in začne vračati smiselne odgovore. Znanje, ki ga pridobi
mreža je shranjeno na povezavah med posameznimi nevroni. Nevron namreč
ne obravnava vseh svojih vhodov enakovredno. Vpliv posameznega vhoda na
izhod reguliramo z utežmi in učenje mreže pomeni iskanje vrednosti uteži, ki
dajejo najbolǰse rezultate. Funkcija, ki jo opravlja nevron, se med učenjem
ne spreminja – spreminjajo se le uteži.
V vsaki iteraciji učenja mreža obdela en primer iz učne množice. S funk-
cijo izgube (angl. loss function) izhodno vrednost primerjamo s pričakovano
vrednostjo (vrednostjo, ki jo želimo dobiti za tak vhod). Vse uteži v mreži
so potem posodobljene s procesom, ki mu rečemo vzvratno razširjanje (angl.
backpropagation). Sprememba uteži ni vedno dobra, ampak na dolgi rok
se bodo izhodne vrednosti približevale pričakovani. Na sliki 2.6 je viden
napredek mreže tekom učenja. Postopek učenja je dolgotrajen in računsko
zahteven, pogoj za uspešnost pa je dobra zbirka učnih podatkov. Tudi naj-
bolǰsa arhitektura mreže se ne bo naučila ničesar brez zadostne količine dobro
označenih učnih primerov.
2.3 Generativne nasprotnǐske mreže
Generativne nasprotnǐske mreže (angl. generative adversarial networks, v
nadaljevanju bomo uporabljali okraǰsavo GAN) so relativno nov pristop k
učenju generativnih modelov. Prvič so bile predstavljene leta 2014 [7] in pri-
tegnile veliko pozornost v skupnosti strojnega učenja. Osrednja ideja je, da
generativno mrežo učimo s pomočjo druge mreže, ki ocenjuje njen rezultat.
Prva mreža (generator) iz šuma generira primerke. Druga (diskriminator) pa
ocenjuje, ali gre za original iz učne množice ali pa je primerek rezultat genera-
torja. Pogosta prispodoba pri razlagi GAN je, da je generator ponarejevalec,
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Slika 2.6: Napredek učenja (od leve proti desni, od zgoraj navzdol). Vsaka
slika predstavlja vmesno stanje modela (vsakih 10 iteracij učenja). Na
začetku mreža generira naključen vzorec (sivino), s časom pa postaja re-
zultat vedno bolj podoben obrazu.
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Slika 2.7: Ilustracija delovanja GAN. Generator iz šuma generira umetne
slike, ki posnemajo učni nabor. Diskriminator se za podano sliko odloča, ali
je resnična ali umetna.
diskriminator pa policist oz. strokovnjak za odkrivanje ponaredkov. Mreži
se učita sočasno, tako da izbolǰsujeta ena drugo. Cilj je, da se generator na
podlagi odzivov diskriminatorja nauči generirati tako dobre ”ponaredke”, da
jih ni več mogoče razločiti od originalov. Slika 2.7 ilustrira delovanje GAN.
Z vidika teorije iger gre za igro ničelne vsote dveh igralcev. V teoriji ob-
staja rešitev, kjer se generator nauči popolno imitirati originale. V resnici
se izkaže, da je zelo težko doseči enakomerno učenje obeh mrež. Pogosto
eden od igralcev prehitro pridobi preveliko prednost in učenje takrat ne pri-
dobiva več novega znanja. Učenje GAN je v splošnem počasno in nestabilno,
vendar lahko privede do zelo dobrih rezultatov. Zato so se pojavile številne
nadgradnje postopka, ki izbolǰsajo postopek učenja.
2.3.1 Težave z učenjem GAN
Optimalna rešitev GAN je, da generator in diskriminator dosežeta stanje,
ko se ne moreta več izbolǰsati. V teoriji iger to stanje imenujemo Nashevo
ravnotežje (angl. Nash equilibrium). Iskanje tega ravnotežja je zahtevna
naloga, za katero obstajajo posebni algoritmi, ki pa niso uporabni pri učenju
GAN [15]. Učenje zato ne bo zanesljivo privedlo do optimalnega končnega
16 POGLAVJE 2. SORODNA DELA
stanja.
Ključno za uspeh je torej, da med učenjem mreža konvergira proti op-
timalnem stanju. Pri GAN se to pogosto ne zgodi – mreža ne konvergira,
temveč se ulovi v cikel oziroma v stanje brez napredka. Najpogosteǰsi vzrok
za ne-konvergenco izpostavijo že avtorji prvega članka o GAN [7]. V liteaturi
je ta pojav znan kot “scenarij Helvetica”, pogosteje pa mu rečemo kolaps pre-
dikcije (angl. mode collapse). Gre za primer, ko generator za več različnih
vhodnih vrednosti vrne enak (ali vsaj zelo podoben) rezultat. Običajno je ta
rezultat dovolj splošen, da zadosti diskriminatorjevim kriterijem in ker je cilj
mreže ugoditi diskriminatorju, je ta rezultat torej pravilen. V resnici seveda
to ni zaželeno, saj na ta način mreža ne posnema dejanskega stanja.
Ko se diskriminator približuje optimalnosti, bo njegova napoved vedno
bližje 0, če je primerek umeten oz. 1, če je primerek resničen. Majhna
razlika bo pomenila nizke vrednosti funkcije izgube in posledično bodo spre-
membe v generatorju vedno manǰse. Majhne spremembe pomenijo počasen
napredek učenja, včasih se lahko na ta način učenje tudi povsem ustavi. Ta
pojav imenujemo izginjajoči gradienti (angl. vanishing gradient) in je še ena
pogosta težava, s katero se srečujemo pri učenju GAN.
2.3.2 DC-GAN
Med prvimi uspešnimi nadgradnjami GAN so globoke konvolucijske mreže
GAN (angl. deep convolutional GANs, okr. DC-GAN) [16]. Avtorji pred-
stavijo pravila, kako naj bo sestavljena arhitektura mrež GAN, da bo učenje
(za večino primerov) stabilno. Pristop preizkusijo na različnih podatkovnih
zbirkah in res dosežejo bolj stabilno učenje, četudi se pri dolgotrajnem učenju
mreža še vedno pogosto sesede. Ogrodje, ki ga postavijo avtorji DC-GAN, so
osnova za nadaljnje delo na področju GAN in za arhitekture, ki so v uporabi
danes.
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2.3.3 Wasserstein GAN
Ena od najvidneǰsih izbolǰsav GAN so Wasserstein GAN (v nadaljevanju
WGAN) [17]. Avtorji kot funkcijo izgube uporabijo Wassersteinovo razdaljo,
ki meri razliko med dvema verjetnostnima porazdelitvama. Ker je cilj GAN,
da se nauči imitirati porazdelitev vhodnih vrednosti, je to zelo dobra izbira
za mero uspešnosti, saj pri ocenjevanju natančnosti generatorja pravzaprav
računamo razliko med vhodno in izhodno porazdelitvijo. Učenje še vedno ni
zares stabilno, pogosto konvergira zelo počasi. Ne prihaja pa več do kolapsa
mreže, kar je velik napredek. Prav tako ni več potrebno zagotavljati, da sta
obe mreži (generator in diskriminator) enakomerno naučeni. Pravzaprav bo
učenje potekalo hitreje, če je diskriminator optimalno naučen.
Slika 2.8: Primerjava različnih postopkov učenja GAN na različnih arhi-
tekturah mrež [18]. Vsak stolpec je drug postopek učenja, vsaka vrstica
pa drugačna arhitektura mrež. WGAN pokaže velik napredek v stabilnosti,
še posebej z gradientnim pribitkom, saj vidimo, da je to edini pristop, ki
proizvede smiselne rezultate neodvisno od arhitekture.
Pri WGAN ne govorimo več o diskriminatorju, temveč mreži, ki ocenjuje
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generirane primerke rečemo kritik. Ta namreč ne vrača verjetnosti, da gre za
resnično sliko, temveč vrne skalar. Vǐsja je vrednost, bolj je kritik prepričan,
da gre za resničen primerek. Da Wassersteinova razdalja deluje, mora biti
kritik funkcija, ki je Lipschitzevo zvezna [17]. Avtorji tej omejitvi zadostijo z
obrezovanjem uteži kritika, s komentarjem, da je to v resnici slaba izbira. Pri
obrezovanju namreč zavržemo del informacije in s tem omejimo sposobnost
učenja mreže. Nadgradnja postopka WGAN [18] namesto obrezovanja kri-
tiku doda gradientni pribitek (angl. gradient penalty), kar privede do bolǰsih
rezultatov in bolj stabilnega učenja. Ta implementacija je bila poimenovana
WGAN-GP. Uspešnost različnih implementacij GAN vidimo na sliki 2.8. Od
vseh takrat preizkušenih pristopov je WGAN-GP pokazala najbolǰse rezul-
tate, neodvisno od arhitekture mrež.
2.3.4 Pogojeno učenje
Generator pri GAN na vhodu prejme šum, diskriminator pa rezultat gene-
ratorja. Če obema na vhodu podamo še neko dodatno informacijo, bo ta in-
formacija vsebovana v rezultatu generatorja, diskriminator pa bo resničnost
določal z dodatno informacijo, kaj je na sliki. To je pogojeno učenje in dobili
smo pogojeni GAN (angl. conditional GAN) [19]. Dodatna informacija bo
pripomogla k bolǰsim rezultatom, hkrati pa nam omogoča parametrizacijo
generiranja. Ta informacija je lahko npr. spol ali čustven izraz na obrazu.
Na enak način lahko pogojimo tudi WGAN in dobimo pogojeni WGAN (okr.
CWGAN) [20].
2.3.5 Progresivno učenje GAN
Eden najnoveǰsih in najuspešneǰsih doprinosov na področju učenja GAN je
progresivno učenje [21]. Rezultati, ki so jih predstavili avtorji, so občutno
kvalitetneǰsi kot ostali poskusi – podrobne, čiste slike visoke ločljivosti, ki so
na prvi pogled nerazločljive od originalov. Učenje začnejo na nižji ločljivosti,
nato pa postopoma uvajajo nove sloje in s tem dvigajo ločljivost rezultata,
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kot je prikazano na sliki 2.9. Skupaj s še nekaterimi drugimi, manǰsimi
izbolǰsavami ta postopek privede do zelo stabilnega in hitrega učenja ter
izjemnih rezultatov, ki so vidni na sliki 2.10.
2.4 Variacijski samokodirniki
Drugačen pristop h generativnim modelom so variacijski samokodirniki (angl.
variational autoencoders, v nadaljevanju VAE) [22]. Sestavljeni so iz dveh
komponent: kodirnik, ki sprejme vzorec ter ga zakodira v latentno obliko, in
dekodirnik, ki sprejme latentno obliko ter iz nje rekonstruira približek ori-
ginala. Obe komponenti sta globoki nevronski mreži, ki jih želimo naučiti
čimbolj učinkovite pretvorbe med originalno in latentno obliko. Cilj je, da
se v latentno obliko zakodira čimveč informacij o originalu, da ga lahko nato
poustvarimo brez vidnega upada kvalitete. Ta pristop je pokazal dobre re-
zultate pri klasifikaciji in generiranju povzetkov slik [23]. V kombinaciji z
GAN pa se lahko uporablja celo za generiranje slik, tudi obrazov [24].
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Slika 2.9: Progresivno učenje [21] – na začetku imata tako generator (G)
kot diskriminator (D) samo en sloj, ki generira sliko ločljivosti 4×4 slikovnih
elementov. Ko se na tej stopnji doseže določena meja uspešnosti, se doda
v arhitekturo nov sloj in ločljivost se podvoji. To se nadaljuje do ločljivosti
1024 × 1024 slikovnih elementov.
Slika 2.10: Primeri umetnih obrazov, generiranih z metodo progresivnega
učenja [21]. V času pisanja te naloge so to daleč najbolǰsi rezultati generiranja
obrazov. Ostale tehnike se taki kakovosti ne približajo.
Poglavje 3
Metode
Osrednji del našega dela je bila implementacija različnih arhitektur in postop-
kov učenja GAN, v iskanju kombinacije, ki bi izbolǰsala rezultate k-Same-Net.
Začeli smo z najosnovneǰso GAN implementacijo in jo nadgradili v WGAN,
WGAN-GP, na koncu pa smo dodali tudi pogojno in progresivno učenje.
Preizkusili smo tudi metodo VAE, ki je kazala obetavne rezultate. V tem
poglavju bomo najprej predstavili pogoste sestavne dele globokih nevronskih
mrež, nato pa arhitekture in metode, ki smo jih uporabili pri učenju.
3.1 Sloji globokih nevronskih mrež
Več slojev v nevronski mreži pomeni vǐsjo kapaciteto učenja, pa tudi vǐsjo
računsko zahtevnost. Mreže, ki so sestavljene iz mnogih slojev, imenujemo
globoke nevronske mreže [25]. Vsak sloj ni nič drugega kot neka matematična
operacija. Poznamo torej različne vrste slojev, odvisno od operacije, ki jo
izvajajo.
Polno povezani sloji
Najosnovneǰsi so polno povezani (angl. fully connected layer), imenovani tudi
gosti sloji (angl. dense layers), prikazani na sliki 3.1. Povezujejo vsak nevron
preǰsnjega sloja z vsakim nevronom v naslednjem sloju. Vsaka povezava pa
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Slika 3.1: Polno povezani sloj poveže vse nevrone preǰsnjega sloja z vsa-
kim nevronom naslednjega sloja. Na sliki so vhodni sloj, polno povezani
sloj in izhodni sloj. Vsaka povezava na sliki nosi utež. Izhodno vrednost
nevrona v polno povezanem sloju dobimo tako, da zmnožimo vsako vhodno
vrednost sloja (vrednost vsakega nevrona preǰsnjega sloja) z utežjo pripa-
dajoče povezave, nato pa vrednosti seštejemo ter dodamo odmik (angl. bias)
ter aktivacijsko funkcijo.
ima tudi svojo utež, ki jo bomo pri učenju spreminjali. Gosti sloji imajo
mnogo uteži, kar pomeni veliko vrednosti, ki jih bomo učili.
Konvolucije
Kadar imamo opravka z avdio ali video vsebino, bi lahko s poenostavljanjem
vrednosti v vektor izgubili pomembne informacije. Pri slikah je, na pri-
mer, zelo pomemben odnos med sosednjimi slikovnimi elementi, pa tudi med
vrednostmi barvnih kanalov znotraj istega slikovnega elementa. Konvolu-
cija je linearna transformacija, ki upošteva dimenizionalnost takih podatkov.
Slika 3.2 razloži operacijo dvo-dimenzionalne konvolucije. Konvolucijski sloj
v mreži to operacijo izvede nad svojim vhodom, ki mora biti pravilnih di-
menzij. Ti sloji imajo manj uteži kot gosto povezani sloji, saj se te nahajajo
samo na filtru, ki se kot drsajoče okno premika čez vhodne podatke.
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Slika 3.2: Primer dvo-dimenzionalne konvolucije [26]. Vhodni nabor značilk
(npr. barvne vrednosti slikovnih elementov slike) je modre barve, izhodni
nabor značilk pa je zelen. S temnim odtenkom sta označena filter (ki se
pomika čez vhodni nabor) in vrednost na izhodnem naboru, v katero se
zapǐse rezultat. V vsakem koraku se v izhod zapǐse seštevek zmnožka vhodnih
vrednosti s pripadajočo utežjo filtra (ki je napisana v spodnjem desnem kotu
polja, kateremu pripada).












Slika 3.3: Ilustracija delovanja globokega učenja [25]. Vhodna slika je pro-
cesirana z zaporedjem konvolucij. Vsak sloj nadgradi delo preǰsnjega sloja
in prepozna kompleksneǰse vzorce. Vzorci, ki jih prepozna se izoblikujejo z
učenjem.
Mreža, ki v svoji arhitekturi uporablja konvolucijski sloj, je konvolucijska
nevronska mreža. Glavni namen, za katerega se uporablja ta tip mrež, je pre-
poznavanje in klasifikacija slik, na primer mreži za klasifikacijo ImageNet [27]
in zaznavanje obrazov Faceness-Net [28]. Sliko pošljemo skozi zaporedje kon-
volucij in rezultat bo njena klasifikacija. Slika 3.3 ilustrira kako konvolucijski
sloj prepozna kompleksne strukture na fotografijah.
Transponirane konvolucije
Z zaporedjem konvolucij lahko sliko poenostavimo v en sam vektor, ki na-
pove verjetnost pripadnosti razredom – jo klasificiramo. Kaj pa obraten
postopek? Ali lahko sestavimo mrežo, ki vektor pripadnosti razredu na-
pihne v sliko željenega razreda? Odgovor so transponirane konvolucije (angl.
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Slika 3.4: Enostaven način za predstavitev postopka transponirane konvo-
lucije [26]. Vhodni nabor (modre barve) dopolnimo z ničlami in izvajamo
enak postopek kot pri konvoluciji. Z zeleno je obarvan izhodni nabor.
transposed convolution). Če s konvolucijo pretvorimo matriko a v vektor b,
potem bo transponirana konvolucija vektor b pretvorila v matriko a′, ki ne
bo natanko enak a, imel pa bo enako obliko. Transponirane konvolucije so
pogosto imenovane dekonvolucije, kar je zavajujoče ime, saj je dekonvolucija
obratna operacija od konvolucije, to pa je nekaj drugega.
Preprost način, da izvedemo transponirano konvolucijo je, da vhodno
vrednost dopolnimo z ničlami in izvedemo običajno konvolucijo, kot je pri-
kazano na sliki 3.4. To pomeni veliko odvečnega množenja ničel, zato je ta
metoda zelo neučinkovita in to ni način, s katerim v resnici implementiramo
transponirane konvolucije. Je pa primeren za predstavitev ideje.
Združevanje
Združevalni sloji zmanǰsajo velikost vhodne vrednosti. Delujejo podobno kot
konvolucije – drseče okno se premika po vhodni vrednosti, vendar namesto
filtra z utežmi v vsakem koraku uporabi neko statično funkcijo, na primer
iskanje maksimuma ali povprečne vrednosti. Tako na nek način povzamejo,
poenostavijo vhod – obdržijo, kaj se je preǰsnji sloj naučil, vendar zmanǰsajo
velikost, da olaǰsajo nadaljnje učenje.
26 POGLAVJE 3. METODE
Normalizacija
Med učenjem se spreminjajo uteži aktivacij posameznih slojev. Vsak sloj
pa služi kot vhod naslednjemu sloju, kar pomeni, da sprememba v prvem
vpliva na vse nadaljnje. Pri globokih mrežah, kjer se zvrsti mnogo slojev, to
seštevanje sprememb pomeni veliko nestabilnost. Protiukrep so nizke stop-
nje učenja, da preprečimo prehitro naraščanje aktivacij (za ceno počasnega
učenja). Pomagamo si lahko z normalizacijo slojev. Preden jih uporabimo
kot vhod v naslednji sloj, lahko aktivacije normaliziramo (da bodo imele
povprečno vrednost 0 in odklon 1). To pomaga pri stabilnosti, vendar bi
preprosta normalizacija močno zmanǰsala tudi sposobnost učenja mreže. S
posebnimi postopki, kot je normalizacija svežnjev (angl. batch normaliza-
tion) [29] lahko močno pohitrimo in hkrati stabiliziramo učenje mreže brez
stranskih učinkov. Ideja normalizacije svežnjev je, da normalizacijo izvajamo
za vsak sloj na podlagi celega svežnja. Druga primera normalizacij sta nor-
malizacija slojev [30] – normaliziramo vsak sloj, vendar na podlagi vrednosti
preko vseh slojev v primerku in normalizacija uteži [31], ki namesto aktivacij
normalizira uteži.
Aktivacije
Zgoraj naštete operacije so zgolj linearne transformacije. Zaporedje linearnih
operacij pa je možno vedno poenostaviti v eno samo linearno operacijo, kar
pomeni, da razultati take mreže ne bi bili zanimivi, niti pretirano uporabni.
Da bo mreža zmožna učenja, moramo nujno dodati nelinearnost. To je na-
men aktivacijskih funkcij. Aktivacijska funkcija je kot kriterij, ki na podlagi
vhodne vrednosti odloča, ali naj se nevron aktivira ali ne. Najpogosteje
uporabljene aktivacijske funkcije so prikazane na sliki 3.5.
3.2 Arhitektura
Izbira arhitekture je ena od glavnih odločitev, ko rešujemo problem z nev-
ronsko mrežo. Pri raziskovanju smo preizkusili različne arhitekture, vendar
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Slika 3.5: Različne aktivacijske funkcije: sigmoidna, hiperbolični tangens
(tanh), usmerjena linearna enota (angl. rectified linear unit, okr. ReLU) in
puščajoča ReLU (angl. leaky ReLU).
smo se za izbolǰsevanje rezultatov osredotočili predvsem na spremembe v
postopku učenja. Izbrali smo dve obstoječi arhitekturi, ki sta v literaturi po-
kazali dobre rezultate in jih uporabili v naši implementaciji. V nadaljevanju
jih bomo tudi predstavili. Vsako novo metodo učenja smo najprej preizku-
sili s privzeto arhitekturo (ki so jo uporabili avtorji). Če se je izkazala za
uporabno, smo jo vključili v svojo implementacijo in uporabili na obeh ar-
hitekturah, ki smo jih izbrali. Arhitekturi smo prilagodili svojim potrebam
(predvsem vhodne in izhodne sloje, da sta ustrezali naši zbirki podatkov),
preizkušali smo tudi variacije v sestavi slojev (na primer različne aktivacije
in normalizacije).
Arhitektura k-Same-Net
Algoritem k-Same-Net uporablja generativno nevronsko mrežo, prikazano na
sliki 3.6. Na vhodu sprejme kombinacijo identitet ter želene lastnosti obraza,
ki niso povezani z identiteto – v tem primeru je to samo čustvo, lahko pa bi
mrežo razširili še na druge, npr. spol in starost. Oba parametra (identiteta
in čustvo) se podata kot enična (angl. one-hot encoded) vektorja . Uvodnim
polno povezanim slojem sledi šest transponiranih konvolucijskih slojev, re-
zultat je (pri šestih slojih) slika ločljivosti 640× 512 slikovnih elementov. Ta
arhitektura je bila prvotno uporabljena za generiranje stolov, miz in avtomo-
bilov [32], kasneje pa prilagojena za generiranje slik obrazov [33].
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Slika 3.6: Osnovna arhitektura, uporabljena za k-Same-Net [5]. Na začetku
so trije polno povezani sloji, ki jim sledi 6 iteracij transponirane konvolucije,
na koncu pa agregacijski sloj in zadnja iteracija transponirane konvolucije
pred pretvorbo v RGB sliko.
Mrežo naučimo na anotirani bazi slik. Naučenemu modelu potem naročimo
katerih k obrazov iz učne množice naj združi. Rezultat je zelo nevtralen
obraz, ki ni pretirano podoben nobenemu od originalov in nima pretirano
razpoznavnih ali izstopajočih lastnosti. Vsi obrazi so zelo povprečni, saj se
je skozi učenje mreža pravzaprav naučila povprečiti k vhodnih obrazov (po
načelu k-anonimnosti).
Arhitektura DC-GAN
Arhitektura, ki so jo uporabili avtorji DC-GAN, je na sliki 3.7. Uporabili
smo različico implementacije v knjižnici Keras, prilagojeno za WGAN [34].
Glavni spremembi, ki sta dodani, sta normalizacija svežnjev in aktivacija
ReLU po vsaki transponirani konvoluciji.
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Slika 3.7: Arhitektura, ki jo predstavijo avtoji DC-GAN [16]. Preoblikova-
nju vhodnega vektorja sledijo 4 transponirane konvolucije, ki vrnejo izhodno
sliko ločljivosti 64 × 64 slikovnih elementov.
3.3 Vhodni podatki
Referenčna implementacija k-Same-Net za vhodno vrednost uporabi dva enična
vektorja – enega za identiteto in enega za kodiranje izraza na obrazu. Druge
implementacije (npr. progresivno učenje [21]) za vhod uporabijo vektor
šuma, ki vpelje v mrežo naključnost in tako pripomore k raznolikosti ter
bolǰsemu učenju. V našem primeru smo začeli s pristopom, podobnim k-
Same-Net, torej eničnim vektorjem identitete, ki smo mu na konec priključili
še vektor šuma. Kasneje pa smo želeli mreži že na vhodu podati več infor-
macij.
Predpostavili smo, da bi bilo generiranje bolj uspešno, če bi na vhodu na-
mesto eničnega vektorja podali identiteto v nekem latentnem zapisu. Mreža
bi se ta zapis naučila prepoznati in iz njega sintetizirati obraz. V ta zapis (ki
ni nič drugega kot vektor) je zakodirana identiteta in hkrati tudi šum. V ide-
alnem primeru bi se vsaka lastnost obraza nahajala na točno določenem delu
latentnega vektorja. Sorodna ideja je razvozlanje Z manipulacijo tega dela
bi lahko spreminjali točno določeno lastnost končnega rezultata. Ta latentni
vektor bi pravzaprav deloval kot načrt za izgled obraza. Lahko bi rekli, da
(v zelo poenostavljeni obliki) deluje podobno kot DNK zapis.
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Slika 3.8: Od zunaj navznoter: izvirni sliki obrazov, reprodukciji obra-
zov iz latentnih vektorjev in rezultat generiranja kombinacije obeh identitet.
Postopek smo preizkusili na podatkovnih zbirkah CelebA (prvi dve vrstici)
in RaFD (drugi dve vrstici). Za vsako podatkovno zbirko smo preizkusili
tudi več ločljivosti slik, tu sta prikazani ločljivosti 64 × 64 in 128 × 128.
Reprodukcija identitete je pri obeh zbirkah natančna, zato očitno latentna
reprezentacija vsebuje dovolj informacije o identiteti. Pri kombiniranju pa
pri zbirki CelebA nastopijo težave zaradi raznolikosti, medtem ko so za RaFD
rezultati bolǰsi, še posebej pri nižji ločljivosti.
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Pretvarjanje v latentni zapis in nazaj pa je naloga variacijskih samoko-
dirnikov (VAE), ki smo jih opisali v 2. poglavju. Če lahko naučimo VAE,
da identiteto zakodira v vektor iz katerega potem ponovno generira obraz, bi
lahko vmesne latentne zapise uporabili kot vhodno vrednost za naš GAN. Če
lahko VAE obraze reproducira natančno, bi se tudi GAN moral biti sposoben
naučiti zakonitosti reproduciranja. Na sliki 3.8 so rezultati, ki smo jih dobili
z VAE. Identitete smo zakodirali v vektorje 128 vrednosti. Ker jih je VAE
lahko uspešno reproduciral, bomo te vektorje uporabili kot vhod v GAN.
Reprodukcija obraza pa ni dovolj. Naš cilj je generiranje novih obrazov,
ki so kombinacija originalov. Z vektorskimi reprezentacijami hitro pridemo
do ideje, da s povprečenjem ali drugačnim kombiniranjem vektorjev lahko
dobimo latentno obliko kombiniranega obraza. Preizkusili smo 7 načinov
kombiniranja, ki so predstavljeni na sliki 3.9. Uspešnost generiranja iz takega
kombiniranega vektorja je seveda odvisna od modela – način kombiniranja,
ki se dobro izkaže pri VAE ne bo nujno tudi najuspešneǰsi za GAN (enako
velja tudi med posameznimi implementacijami GAN). Uspešnost kombini-
ranja smo zato preizkusili za vse pomembneǰse implementacije. Izkazalo se
je, da je običajno najbolǰsi način povprečje vektorjev. Primerjavo rezultatov
različnih načinov kombiniranja za konkretno implementacijo bomo prikazali
v poglavju 4.2.5.
Poleg identitete želimo mreži podati še druge atribute obraza. Te bomo
predstavili kot enične vektorje, ki jih bomo združili z latentnim vektorjem
identitete. k-Same-Net za to uporabi preprost stik (eničnemu vektorju za
identiteto na konec pripnemo še enični vektor za čustvo). Mi smo pred sti-
kanjem obe komponenti – latentni zapis identitete in enični vektor čustva –
poslali skozi gosto povezan sloj in aktivacijski sloj.
3.4 Parametri
V iskanju najbolj uspešne implementacije smo preizkusili številne manǰse
spremembe. Spreminjanje osnovnih parametrov učenja (velikost svežnjev,
32 POGLAVJE 3. METODE
Slika 3.9: Iz izvornih latentnih vektorjev bomo kombiniranega sestavljali
na 7 različnih načinov: i) izmenično, ii – iii) pol-pol (polovica vrednosti a,
druga polovica b in obratno), iv) četrtine (prva četrtina a, druga četrtina b
itd.), v) povprečje vektorjev in vi − vii) odštevanje (odštevanje b od a in a
od b).
razmerje učenja generatorja in diskriminatorja, spreminjanaje optimizatorja),
bogatenje podatkovne zbirke slik obrazov (angl. data augmentation), manǰse
spremembe v arhitekturi (različne aktivacije, parametri posameznih slojev,
dodajanje normalizacije), dodatno učenje diskriminatorja pred začetkom u-
čenja, učenje na kombiniranih identitetah. Učinki sprememb so bili pogosto
zaznavni, vendar niso privedli do bolǰsih rezultatov, zato jih ne bomo posebej
obravnavali.
Težave pri učenju GAN smo že predstavili, vendar nismo omenili para-
metrizacije. GAN so zelo občutljive na spremembe parametrov, kar izjemno
otežuje učenje. To pomeni, da je potrebno preizkusiti čim več kombinacij v
upanju, da bo katera med njimi prinesla dobre rezultate. Velik delež našega
raziskovanja je bil posvečen ravno iskanju kombinacije parametrov, ki bi iz-
bolǰsala rezultat. Za vsako spremembo je seveda potrebno ponovno naučiti
model, kar pomeni več ur čakanja. V skupnem seštevku smo različne modele
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učili več kot 700 ur. Približno 500 ur od tega predstavljajo variacije končne
implementacije CWGAN-GP, za katero smo izvedli približno 50 eksperimen-
tov (variacij parametrov).




Obstoječa implementacija k-Same-Net deluje na podatkovni zbirki RaFD.
Našo pozornost pa je pritegnila tudi zbirka CelebA, ki je zelo pogosto upora-
bljena pri učenju globokih mrež. Zaradi želje po širši parametrizaciji smo se
odločili, da pripravimo tudi to zbirko oziroma njen prilagojen izbor, CelebA-
HQ. RaFD bo bolj koristna na začetku, saj je bolj uniformna in je na njej
lažje učiti, CelebA-HQ pa je bistveno večja in ponuja še mnogo več anotacij
ter identitet. Primeri vseh treh zbirk so vidni na sliki 4.1.
4.1.1 Zbirka RaFD
Podatkovna zbirka obrazov Radboud (angl. The Radboud Faces Database,
okr. RaFD) [35] je zbirka slik visoke ločljivosti z obrazi 67 modelov. Vsak
pokaže 8 čustvenih izrazov: jeza, gnus, strah, sreča, žalost, presenečenje,
prezir in nevtralno. Slikani so iz več zornih kotov in z različno usmerjenim
pogledom. Med modeli je 19 žensk, 38 moških in 10 otrok (6 deklic in 4 dečki).
Vsi so oblečeni v črn pulover in so fotografirani z konsistentno, enakomerno
osvetlitvijo pred belim ozadjem. Za naše namene potrebujemo samo frontalne
fotografije odraslih, kar je skupaj 456 fotografij.
Ta nabor slik je zelo uniformen in ni primerljiv s slikami, ki bi jih zajeli v
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Slika 4.1: Primerki iz vseh treh podatkovnih zbirk, ki jih bomo predstavili.
V prvi vrstici so primeri iz zbirke RaFD, v drugi vrstici CelebA, v tretji pa
CelebA-HQ.
vsakodnevnih pogojih. Ker so obrazi edini element fotografij, ki se spreminja
in so vedno na istem mestu, daje zelo dobre pogoje za učenje.
4.1.2 Zbirka CelebA
CelebFaces Attributes (okr. CelebA) [36] je velika zbirka, ki vsebuje preko
200.000 fotografij slavnih osebnosti. Fotografije so različnih velikosti, kako-
vosti in izvorov. Nasploh gre za zelo raznolik nabor, edina skupna lastnost
je, da prikazujejo ljudi. Ozadje, poza, zorni kot, osvetlitev, obseg (od obraza
do celopostavnih portretov) se spreminjajo od slike do slike. Veliko jih pri-
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haja z rdeče preproge ali promocijskega foto materiala. Vsaka fotografija pa
je anotirana s 40 binarnimi atributi (nekaj primerov: je moški, ima brado,
ima očala, ima črne lase), 5 značilnimi točkami in identifikacijsko številko
identitete osebe, ki je na sliki. Na fotografijah je skupno 10.000 različnih
ljudi, nekateri se pojavijo samo enkrat, drugi pa mnogokrat. Glavna pred-
nost zbirke so atributi, ki podajo informacijo, kaj je na sliki. Slaba stran
pa je velika raznolikost, ne le vsebine, temveč tudi kakovosti in ločljivosti
fotografij. Za učenje obrazov ta zbirka ne bi bila primerna.
4.1.3 Zbirka CelebA-HQ
Skupina raziskovalcev je, z namenom učenja mreže za generiranja obrazov,
na osnovi zbirke CelebA izdelala svoj nabor fotografij. Postopek je prika-
zan na sliki 4.2. S procesiranjem so slike CelebA poenotili in jim izbolǰsali
kakovost. Potem so ročno izbrali najbolǰsih 30.000 primerov in nastala je
zbirka CelebA-HQ. Fotgrafije so visoke kakovosti (ločljivost 1024 × 1024 sli-
kovnih elementov) in prikazujejo centrirane obraze slavnih. Zbirka in celoten
postopek sta objavljena na GitHub repozitoriju [37]. Z nekaj truda smo
lahko zbirko poustvarili in jo povezali tudi s 40 CelebA atributi. Tak nabor
je primeren za učenje, je pa še vedno veliko bolj raznolik kot zbirka RaFD,
predvsem zaradi ozadja, ki je na vsaki sliki drugačno. Učenje bo zato najver-
jetneje težje. Slabost zbirke je tudi to, da se večina identitet pojavi le enkrat
in da ne vsebuje podatka o izrazu na obrazu. Torej je treba za uporabo te
zbirke opustiti parameter čustva, kar pomeni tudi drugačno strukturo mreže.
Namesto tega pa imamo pester nabor drugih lastnosti – 40 atributov kot so
barva las, modni dodatki, brada.
4.2 Implementacije
Začeli smo s preprostimi implementaciji GAN ter stopnjevali zahtevnost.
Izhajali smo iz obstoječih implementacij, ki so dostopne na repozitorijih av-
torjev znanstvenih člankov. Implementacije smo prilagodili, da so delovale
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Slika 4.2: Proces nastanka slik CelebA-HQ [21]. Ročno izbran nabor slik je
bil obdelan z odstranjevanjem JPEG artefaktov in 4× povečanjem ločljivosti.
Robovi slik so bili dopolnjeni z zrcaljenjem, da je okrog obraza dovolj pro-
stora. Ozadje se zamegli, sliko se zavrti, da je obraz poravnan in izreže se
območje 1024 × 1024 slikovnih elementov z obrazom na sredini.
v našem okolju, za našo podatkovno zbirko in želeno ločljivost. To je včasih
pomenilo tudi dodajanje slojev v arhitekturo, da smo dosegli večjo končno
ločljivost slik.
Za učenje smo uporabili grafično kartico Nvidia GeForce GTX 1080 Ti
z 11 GB video pomnilnika. Mreže so implementirane v programskem jeziku
Python 3.5, s knjižnico Keras, ki v ozadju uporablja Tensorflow.
4.2.1 Izhodǐsče
Naše izhodǐsče je delujoča implementacija k-Same-Net [5], ki generira obraze
z generativno nevronsko mrežo. Na sliki 4.3 so prikazani obrazi, ki jih dobimo
s to implementacijo. Obrazi so čisti in prepričljivi, četudi nekoliko preveč
mehki in zamegljeni. Kombinacije identitet so zelo generične – obdrži se
malo lastnosti, specifičnih točno za identiteti iz katerih generiramo. Ne glede
na vhodni identiteti dobimo zelo povprečen in nevtralen obraz. Naš cilj je,
da s pomočjo GAN izbolǰsamo ostrino in raznolikost obrazov. Vse nadaljnje
rezultate bomo kvalitativno primerjali s to referenčno metodo.
k-Same-Net smo preizkusili tudi na podatkovni zbirki CelebA-HQ. Zaradi
prevelike raznolikosti slik mreža ne nauči generirati obrazov, zato pri tej
implementaciji ta zbirka ne pride v poštev.
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Slika 4.3: Rezultati metode k-Same-Net. Izbrali smo identiteti A in B in
zanima nas, kako dobro jih mreža imitira ter kombinira. Od leve proti desni:
izvirnik A, imitacija A′, kombinacija A′B′, imitacija B′, izvirnik B.
4.2.2 DC-GAN
Za začetek smo poskusili generirati naključne obraze (brez določanja iden-
titet) z obstoječo in javno dostopno DC-GAN implementacijo [38]. Učenje
ni stabilno, pogosto se mreža že zgodaj po začetku učenja sesede, kot na
primer na sliki 4.4. Primer, ko je učenje uspelo, je na sliki 4.5. Jasno je, da
so na sliki zametki obraza, vendar ne pridemo do lepega rezultata. Ker tudi
v literaturi nismo našli uspešnih primerov s tako preprosto implementacijo,
smo kmalu začeli iskati izbolǰsave.
Slika 4.4: Primer neuspešnega učenja DC-GAN, ko se je mreža sesedla že v
80. iteraciji učenja. Od leve proti desni so prikazani rezultati generiranja na
začetku (samo šum), nato pa na vsakih 10 iteracij učenja, do 80. iteracije.
Slika 4.5: Obrazi, ki smo jih generirali iz šuma s preprosto DC-GAN im-
plementacijo.
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4.2.3 WGAN
Z izbolǰsavami, ki jih v postopek učenja uvede WGAN so rezultati hitro
začeli dobivati podobo obraza. Tudi tu smo začeli s povsem osnovno WGAN
implementacijo, ki pa pri generiranju še vedno ni bila zanesljiva. Na nizki
ločljivosti hitro vidimo obetavne rezultate (slika 4.6). Na vǐsjih ločljivostih
pa učenje postane težavno – traja bistveno dlje in pogosto ne konvergira.
Primer vidimo na sliki 4.7, ko je kmalu prǐslo do kolapsa, do takrat pa je bil
napredek dober. Kadar se je mreža uspešno učila do konca, kot na primer
na sliki 4.8, smo dobili obraze, četudi močno popačene.
Slika 4.6: Primer obrazov, ki jih generira osnovna implementacija WGAN.
Na nižji ločljivosti je učenje stabilno, obrazi niso pretirano jasni, ampak v tej
fazi to ni pomembno.
Če bi mrežo učili dlje časa, bi bili obrazi še lepši, vendar to v tej fazi
ni pomembno, saj zgolj preizkušamo osnovno implementacijo. Rezultati so
dovolj dobri, da nadaljujemo v tej smeri – želimo dodatno stabilizirati mrežo,
zato bomo uporabili napredneǰso implementacijo WGAN. Obrazi so tudi do-
volj dobri, da lahko jasno razločimo identiteto osebe (kar v DC-GAN ni bilo
možno), zato lahko v naslednji iteraciji začnemo generirati na podlagi iden-
titete, ne več samo šuma.
4.2.4 WGAN-GP
Šele z izbolǰsavami implementacije WGAN-GP smo prǐsli do dovolj stabil-
nega in zanesljivega učenja, zato vpeljemo v mrežo identiteto po postopkih,
opisanih v poglavju 3.3, torej najprej kot enični vektor, nato pa še v latentni
obliki. Na sliki 4.9 je primerjava napredka učenja pri obeh načinih podaja-
nja identitete. Prvi pristop prinese zelo dobre imitacije, kombiniranje pa ni
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Slika 4.7: Na večji ločljivosti tudi osnovna implementacija WGAN ni pov-
sem zanesljiva. V vsaki vrstici so štirje naključni primeri generirani v isti
iteraciji učenja. Zadnji dve vrstici sta iteraciji 538 in 539. Od tu dalje se
mreža ni pobrala in je generirala samo povsem črne slike.
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Slika 4.8: Primer stabilnega učenja osnovne implementacije WGAN. Prika-
zan je napredek učenja tekom 2.000 iteracij učenja (v vsaki vrstici so primeri
naključnih obrazov generiranih v isti iteraciji učenja).
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uspešno. Nabor obrazov v podatkovni zbirki RaFD je majhen in ker upora-
bljamo enični vektor si mreža najverjetneje zapomni povezave med slikami
in identitetami ter preprosto izrǐse sliko po spominu. Ko uporabimo latentne
vektorje, so vsi trije obrazi jasni, vendar so si zelo podobni. Na sliki 4.10
je še nekaj primerov, ki jih generira naučena mreža iz latentnih vektorjev.
Opazimo, da lahko v obrazu imitacije pogosto prepoznamo več obrazov, ki so
zlepljeni skupaj, na primer leva in desna polovica obraza. Z uporabo laten-
tnih reprezentacij identitet smo dosegli, da se mreža ne nauči prerisati slike iz
spomina, temveč dejansko sestavlja nove, umetne obraze, ki vseeno izgledajo
kot obrazi (četudi je človeškemu opazovalcu jasno, da niso resnični). Obraz
generiran iz kombinacije identitet še vedno ni popoln, bi pa lahko rekli, da
je približno povprečje med obema imitacijama, kar je dober znak.
Implementacijo smo preizkusili še na zbirki CelebA-HQ. Na sliki 4.11
je primer učenja s podajanjem identitete kot enični vektor, na sliki 4.12 in
sliki 4.13 pa dva primera učenja s podajanjem latentnih vektorjev. Spet vi-
dimo, da je z latentnim vhodom rezultat bolǰsi. Izkaže pa se tudi, da pri
dolgotrajnem učenju mreža začne proizvajati slabše rezultate. Če primer-
jamo rezultate CelebA z rezultati RaFD je jasno, da so pri slednjem obrazi
bistveno bolj realistični. Visoka raznolikost zbirke CelebA oteži učenje, zato
so rezultati slabši kljub temu, da smo učili na nižji ločljivosti in dlje časa.
Učenje je tudi manj stabilno – za RaFD smo konsistento dobili čiste obraze.
Zato se bomo v nadaljevanju osredotočili na RaFD – ne le zaradi bolǰsih
rezultatov, temveč tudi časovne zahtevnosti učenja zbirke CelebA.
Trenutno kritik še vedno vrača funkcije izgube samo za resničnost slike,
torej ne ocenjuje natančnosti imitacije identitete, temveč zgolj ali je slika
podobna obrazu. To pomeni, da za vhodno identiteto ne dobimo obraza, ki
bi bil podoben pripadajoči identiteti – mreža vsakemu latentnemu vektorju
dodeli nek nov naključen obraz (ki je, kot smo ugotovili, sestavljen iz kosov
obrazov). Naš naslednji korak je, da v diskriminator dodamo tudi ocenje-
vanje identitete. Na ta način pričakujemo, da se bo mreža naučila dejansko
reproducirati identiteto, ki smo jo podali na vhodu.
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Slika 4.9: Primerjava učenja WGAN-GP, ko smo za vhod uporabili enični
vektor (na levi) in ko smo uporabili latentni vektor (na desni). Slike so gene-
rirane po 100, 500, 1.000 in 2.000 iteracijah učenja, v desnem primeru smo
učenje nadaljevali še do 10.000 iteracij. Na vsaki sliki so trije obrazi – generi-
rani imitaciji identitet, med njima pa generirana kombinacija. Enični vektor
bolje imitira identiteto, saj sta sliki močno podobni izvirnim, kombinacija pa
ima preveč artefaktov. Z latentnim vhodom je napredek počasneǰsi, vendar
bolj enakomeren. Kombinaciji nista podobni dejanskim izvirnim identitetam,
sta pa realistična obraza. Kombinacija je manj ostra, a vseeno prepričljiva.
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Slika 4.10: Z naučenim modelom WGAN-GP smo generirali še nekaj iden-
titet. Vidimo, da so imitacije obrazov pogosto sestavljene iz kosov različnih
obrazov iz zbirke. Včasih so zlepljeni bolj, včasih manj uspešno. Tudi kom-
binacije nihajo od primera do primera, v splošnem pa niso realistične.
4.2.5 CWGAN-GP
S pogojenim učenjem in vpeljavo ločenih funkcij napake za identiteto začne
mreža v večini primerov pravilno reproducirati identiteto. Po enakem po-
stopku vpeljemo tudi izraz na obrazu. To implementacijo smo poimenovali
CWGAN-GP. Preizkusili smo jo na obeh izbranih arhitekturah in ji dodali
tudi možnost progresivnega učenja.
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Slika 4.11: Napredek mreže WGAN-GP tekom 5.000 iteracij učenja z
eničnim vhodom. Format vrstice je enak kot na sliki rezultatov referenčne
metode (slika 4.3), torej od zunaj navznoter oba originala, imitaciji in kom-
binacija.
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Slika 4.12: Napredek mreže WGAN-GP tekom 7.000 iteracij učenja z laten-
tnim vhodom. Vsi trije generirani obrazi so razmeroma čisti, vendar rezultat
ni bil vedno konsistenten.
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Slika 4.13: Napredek mreže WGAN-GP tekom 10.000 iteracij učenja z
latentnim vhodom. Najlepše primere je mreža generirala med iteracijami
2.000 in 3.000 (peta in šesta vrstica na sliki). Presenetljivo so v tem primeru
obrazi, ki so generirani iz kombiniranega vhoda, lepši od imitacij.
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Arhitektura 1
Arhitektura, ki je bila predstavljena v članku DC-GAN, s prilagoditvami.
S to arhitekturo smo dobili najlepše obraze. Na sliki 4.14 vidimo rezultate
dveh eksperimentov – s spremembo razmerja učenja (da se kritik uči dvakrat
pogosteje kot generator) smo občutno izbolǰsali kvaliteto slik. Posnemanje
identitete je dobro, četudi ni vedno zanesljivo. Kombiniranje identitet pa
nikoli ni prineslo čistih obrazov. Tudi nizke zanesljivosti identitete imitacije
nam ni uspelo odpraviti, kar je prav tako velika ovira za naš končni namen.
Slika 4.14: Rezultati CWGAN-GP z arhitekturo po vzoru DC-GAN. V
prvi vrstici se generator in kritik učita enako pogosto, v drugi pa se kritik
uči dvakrat pogosteje. Ločljivost 128 × 128 slikovnih elementov.
Arhitektura 2
Arhitektura, ki jo uporablja k-Same-Net, predelana v GAN. Za generator smo
uporabili enako arhitekturo, ki je kot običajna generativna mreža že pokazala
dobre rezultate. Na sliki 4.15 so prikazani trije primeri z manǰsimi razlikami
v parametrizaciji. Vidimo, da z majhnimi spremembami parametrov močno
vplivamo na rezultat. Ta arhitektura je kot običajna generativna mreža
pokazala bistveno lepše rezultate. Kot nasprotnǐska mreža pa nam že na
nižji ločjivosti ni uspelo najti pravih parametrov za uspeh.
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Slika 4.15: Rezultati CWGAN-GP z enako arhitekturo, kot jo uporablja
k-Same-Net in ločljivostjo 64 × 64 slikovnih elementov. Vsaka vrstica je
drug poskus parametrizacije. Že na nižji ločljivosti nismo dobili zadovoljivih
rezultatov.
Progresivno učen CWGAN-GP
Želeli smo preizkusiti tudi metodo progresivnega učenja, po vzoru [21]. Im-
plementacijo z arhitekturo 1 smo prilagodili, da pri učenju stopnjuje ločljivost.
Iz slike 4.16 vidimo, da je implementacija delovala in da je bila imitacija
identitete pogosto zelo dobra. Pri kombiniranju identitet pa je bilo vedno
prisotnih veliko artefaktov, da obrazi niso razpoznavni.
Kombiniranje identitet
Imitacija identitet je v splošnem pri implementaciji CWGAN-GP uspešna, ni
pa nezmotljiva. Tudi izraz na obrazu je zelo dobro reproduciran, kar vidimo
na sliki 4.17. Težave pa so pri generiranju kombiniranih obrazov. Zato se
je smiselno vprašati, ali lahko z drugačnim načinom kombiniranja latentnih
vektorjev na vhodu dosežemo bolǰse rezultate. Na sliki 4.18 so različni načini
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Slika 4.16: Rezultati progresivnega učenja na arhitekturi 1 z ločljivostjo
128× 128 slikovnih elementov. Primerjava enakih poskusov kot na sliki 4.14
– spremenili smo razmerje učenja.
kombiniranja identitet. Vidimo, da noben od načinov ni pretirano uspešen.
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Slika 4.17: Reprodukcija izrazov na obrazu. Prva vrstica so izvirniki, nato
pa rezultati treh poskusov: enakomerno učenje generatorja in kritika, dvakrat
pogosteǰse učenje kritika in progresivno učenje.
Slika 4.18: Skrajni sliki sta originala, vmes pa so obrazi, generirani iz kom-
biniranih latentnih vektorjev. Prikazanih je 7 različnih načinov kombiniranja,
ki smo jih opisali v poglavju 3.3. Vsaka vrstica je drug poskus – enako kot
na sliki 4.17.
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4.2.6 Progresivno učenje Nvidia
Za primerjavo smo preizkusili tudi delovanje obstoječe implementacije pro-
gresivnega učenja. Avtorji so javno objavili vse potrebno za izvedbo njihovih
eksperimentov. Z manǰsimi posegi smo prilagodili mrežo, da smo jo lahko
učili tudi na podatkovni zbirki RaFD. Na sliki 4.19 so prikazani koraki med
učenjem, ki ilustrirajo progresivnost. Končni obrazi po 4 dneh učenja imajo
visoko ločljivost, so ostri in podrobni. Artefakti so še vedno prisotni, najver-
jetneje bi z dodatno optimizacijo parametrov slike lahko še izbolǰsali.
Namen te implementacije je zgolj generiranje naključnih umetnih obra-
zov, brez obzira na ohranjanje identitet ali drugih karakteristik. Kombinira-
nje identitet ni bilo predvideno. Hkrati je implementacija zelo kompleksna in
učenje traja dolgo časa. Za naš namen torej ni primerna, služi pa za primer-
javo. S korenito predelavo bi najverjetneje lahko dosegli dober rezultat tudi
za imitiranje oziroma kombiniranje identitet in bi lahko to implementacijo
uporabili tudi za naš namen.
4.3 Razprava
Sprva je bil pri vsaki implementaciji opazen soliden napredek. Od prve imple-
mentacije, ki je zgolj nakazala nekaj, kar je imelo obliko obraza, do razločnih
obraznih delov, jasnega imitiranja identitete in celo kombinacij obrazov, ki
pokažejo nekaj lastnosti od obeh identitet, četudi jih ne združijo v povsem
smiselno celoto. V tej točki smo obtičali – nove nadgradnje, ki bi bila smi-
selna za naš namen v literaturi nismo našli, preizkušanje parametrov pa ni
več privedlo do napredka. Rezultat tako nikoli ni bil dovolj prepričljiv, saj so
bili na obrazih vedno prisotni artefakti, deformacije ali pege, ki naredijo obraz
nečloveški. Opazovalec pri pregledu slik ne bi verjel, da gre za fotografije, saj
je očitno, da so umetno generirane oz. popravljene.
Pojavi se vprašanje, ali je za neuspeh morda kriva premajhna zbirka po-
datkov. Zbirko CelebA-HQ smo opustili v relativno zgodnji fazi, saj je imela
za naše potrebe nekaj pomanjkljivosti. Identitete so zastopane zelo neurav-
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Slika 4.19: Progresivno učenje. Mreža se na začetku uči na nižji ločljivosti,
potem pa ločljivost postopoma zvǐsujemo. Na sliki je napredek tekom 4.500
iteracij učenja, kar je trajalo približno 4 dni.
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noteženo – nekateri ljudje se pojavijo mnogokrat, večina pa samo enkrat.
Manjka podatek o čustvenem stanju in večina oseb se smeji – torej bi bili
tudi generirani obrazi večinoma nasmejani. Glavna težava, ki nas je odvr-
nila pa je visoka raznolikost ozadja. Gre za fotografije iz resničnega sveta,
zato ima vsaka povsem drugačno ozadje. Mreža tako težje razloči, kateri del
slike nas v resnici zanima pri generiranju in obrazi zato pogosto niso bili lepo
ločeni od ozadja. Morda bi bilo smiselno zbirko prilagoditi našim potrebam
– detektirati obraz in ga ločiti od ozadja, omejiti zbirko, da so identitete
bolj enakomerno zastopane in tako doseči bolj uniformno zbirko, ki bi vseeno
vsebovala več primerov kot RaFD.
Ob začetku našega dela (jeseni 2017) je bila WGAN-GP najnoveǰsa me-
toda učenja GAN. Svojo implementacijo smo postopoma gradili v skladu z
rezultati, ki so največ obetali. Ves čas pa smo spremljali najnoveǰse trende
na področju, saj so se med našim delom pojavljali noveǰsi pristopi, na primer
progresivno učenje in CWGAN, ki smo jih uporabili. V kasneǰsih fazah pa
nismo več želeli začeti povsem od začetka, ko se je pojavila nova metoda in
obljubljala sijajne rezultate. Obstajajo torej še številni pristopi, ki bi lahko
bili zanimivi, vendar jih nismo preizkusili, na primer CapsuleGAN [39], BE-
GAN [40] in StarGAN [41].
Z eksperimentalnim delom smo zaključili poleti 2018. Od takrat do da-
nes so se pojavile še noveǰse, napredneǰse in uspešneǰse metode, s katerimi
ne moremo tekmovati. Najočitneǰsi primer je StyleGAN [42], s katerim av-
torji progresivnega učenja ponovno močno dvignejo mejo zmogljivosti gene-
rativnih modelov. Glavna prednost pri učenju je zmogljiva strojna oprema,
ki omogoča hitreǰse testiranje in prilagajanje parametrov do potankosti. V
našem primeru je vsaka sprememba, ki smo jo preizkusili, pomenila vsaj ne-
kaj ur, bolj pogosto pa cel dan učenja. Do neke mere lahko sicer napovemo
vpliv takih sprememb in jih uvajamo namerno, vse prevečkrat pa je to še
vedno igra na srečo.
56 POGLAVJE 4. REZULTATI
Poglavje 5
Zaključek
Izhodǐsče našega dela je k-Same-Net, ki je generativni model cevovoda za
deidentifikacijo slik. Naš cilj je bil, da z uporabo generativnih nasprotnǐskih
mrež izbolǰsamo postopek generiranja nadomestnih obrazov s kombiniranjem
več vhodnih identitet. Želeli smo doseči stabilneǰse učenje ter slike vǐsje
ločljivosti in kvalitete, z dodatno parametrizacijo lastnosti obraza.
Generativne nasprotnǐske mreže so znane po zelo težavnem učenju. V
okviru te naloge nam ni uspelo naučiti modela, ki bi prepričljivo posnemal
obraze z mešanimi identitetami. Preizkusili smo različne implementacije: od
preprostih, katerih učenje je bilo počasno in pogosto neuspešno, do najbolj
naprednih, ki so stabilne in hitro pokažejo perspektivne rezultate. Predsta-
vili smo rezultate napomembneǰsih implementacij, ki prikažejo napredovanje
našega pristopa. Kljub preizkušanju številnih metod in prilagajanja parame-
trov generirani obrazi niso dosegli nivoja kvalitete referenčne implementacije
k-Same-Net.
Skozi naše delo je razvidno, v kako zgodnji fazi so generativne naspro-
tnǐske mreže. Rezultati osnovnih implementacij so bili zelo slabi, šele z
izbolǰsavami, ki so nastajale v času našega dela, smo prǐsli do stabilnega
učenja in približno realnih obrazov. Sočasno z nastajanjem te naloge so iz-
hajali številni novi članki z metodami, ki so kazale dobre rezultate in so
bile primerne za naš namen. Nekatere smo tudi preizkusili, vseh ne. Uspeh
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implementacij kot je progresivno učenje [21] lahko pripǐsemo dolgotrajnemu
prilagajanju parametrov in optimizaciji, ki za nas trenutno ni dosegljiva.
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