A Neural Network approach for the discrimination of LHC events according to their invariant-mass topology is presented. Results obtained by running the neural network over the LHC event samples of the EAST benchmark for H → t t → e3j are shown. The neural network, once implemented on a dedicated neural microprocessor, can be used as part of the on-line trigger.
Introduction
The discrimination of events at LHC containing semileptonic or non-leptonic decays of Higgs particles or top quarks represents a formidable task because of the complexity of the involved signatures. In principle, the decay patterns one is looking for are rather selective. For the Higgs, for instance, the dominant decay mode is expected to be into a pair of top quarks, with each one of them decaying into a W plus a bottom quark, followed by the decay of the W into a pair of jets or of leptons and that of bottom into charm. At each stage there are invariantmass constraints to satisfy, in addition to lepton signals and impact parameter signatures. The problem one has to face is to grasp the complex system of interrelationships and to convert it into an operating procedure for event discrimination.
Neural Networks represent a convenient way of capturing statistical correlations within a set of physical variables, which are characteristic of a certain class of events [1] . Their application to phenomenological problems in high energy physics (HEP) was proposed some time ago [2] . In recent years, their use for the discrimination of events of interest in the off-line analysis of experimental data has widened (see, e.g., the proceedings of AIHENP'95 [3] ). Using dedicated neural network chips, the technique has also been employed in the realization of non-leptonic triggers in experiments looking for heavy flavor production [4] [5] [6] [7] [8] .
Although neural networks represent a powerful additional tool for increasing the signal/background ratio, one should not indulge in the idea of using them as general-purpose black-boxes needing little care for the specification of their input and requiring little innovation in their architecture. There are intrinsic limitations they face, which become especially severe when implementing them on dedicated hardware. In addition, in HEP applications one easily meets problems not encountered in other fields. That is true in particular for the problem at hand: finding a way to discriminate events by means of their invariant-mass topology. Besides the architecture of the neural net, one must care for the choice of the input variables: they must be effective, and on-line calculable if meant for a trigger.
Aim of this note is to show that event discrimination based on the invariant-mass topology of multistep decays is amenable to a neural network approach, for a suitable choice of the input variables and a specific architecture of the net. The quantitative results presented refer to the LHC event samples of the EAST benchmark for H → t t → e3j and the associated background. These are not the most convenient data for the sake of this study, which is dominantly meant for non-leptonic decays, but they present the advantage of belonging to an established benchmark and thus offer a transparent way of evaluating performance.
Section 2 outlines the main feature of feed-forward neural networks. Section 3 presents the proposed neural network sensitive to the invariant-mass topology of events. Section 4 introduces the EAST benchmark. Section 5 reports on the performance of the neural network on the EAST benchmark. Section 6 contains the conclusions.
Feed-Forward Neural Networks
A feed-forward neural net is a mathematical construct consisting of a succession of layers. For each one of them, the standard feed-forward propagation expression holds:
where y i are the variables in input to the layer, w ij are the weights, θ i are the thresholds, λ i are the scalar multipliers and o i are the layer outputs. The latter can be sent in input to the next layer, after having been singularly filtered through a transfer function T(x). Popular choices for T(x) are tanh(x) or the sigmoid function (1+tanh(x))/2. Optimization for the neural net parameters can be obtained using gradient minimization and the chain derivation rule applied to, e.g., the sum of the Euclidean distances between actual and desired outputs over a set of "training" input patterns (back-propagation algorithm).
The transfer function T(x) must not be linear, otherwise the multilayer structure would be equivalent to a single layer net. For the rest, it is arbitrary. For training purposes, though, it is convenient for it to have easily computable derivatives, e.g.:
A feed-forward neural net can be regarded as an approximation to a multivariate vector function, which is determined by a so called "learning by examples" procedure. It is a tool which can be used in a large variety of applications. In HEP it has been mainly used, so far, for event discrimination.
consideration of invariant masses for more than two and in general an arbitrary number of particles/jets becomes important.
That obstacle can be overcome and we can obtain a neural net probing the entire topology of the event by taking as input variables the squares of invariant masses of particle/jet pairs.
Let us consider the system of four-momenta p 1 , p 2 , ... , p N and let us denote by m 2 ( 1,2,. ..,N) its total invariant mass. By setting invariant masses of single four-momenta equal to zero, one can write:
Thus the neural net can be made sensitive to any invariant mass combination which is found to be relevant during training.
In order to make the neural net respond to topologies for invariant masses associated to given decay patterns (like e.g. H → t t → e3j) one can conveniently take a transfer function not of the usual sigmoid type but rather with a Breit-Wigner shape:
Transfer functions of thy type have been used in non-HEP applications (see e.g. [9] ). The Breit-Wigner width is determined by the training for weights and scalar multipliers, while its position is determined by the associated threshold value. For the second layer (and possibly higher ones) there are no specific features to be taken into account. One can also consider substituting this part with some other algorithm, or integrate it with other neural networks sensitive to other physical variables (e.g. [10] ).
The calculation of the invariant mass squares of particle/jet pairs can be handled fast by a matrix processor chip, like the MA16 of Siemens [11] [12] [13] . Another MA16 can implement the neural network. The four-momentum components can be computed by look-up-tables once the particle/jet momentum and angles are available. Thus, the entire neural net and the associated preprocessing of input variables can be implemented for on-line triggering.
EAST Benchmark Data Sets
The model for the LHC level-2 trigger (L2) emerging from the work of the EAST study group consists of three phases [14] : i) RoI collection. A Region-of-Interest (RoI) is a spatially limited area ('3D-road') in which the level-1 trigger (L1) has identified candidates for phenomena to be triggered on (electrons, photons, muons, jets). The raw data pertaining to RoIs have to be selected by some mechanism, termed RoI collection, guided by a L1 device (i.e. outside the L2 data stream).
ii) RoI feature extraction. That amounts to the extraction from the raw data of each RoI of physically significant features, like e.g. cluster or track parameters.
iii) Global decision. That is divided in two subphases:
iii-a) RoI task: combination of all subdetectors that relate to the same physics object, i.e. to the same RoI, so as to get, e.g., probabilities for particle identities by some algorithm, which may consist of a neural network.
iii-b) Event task: combination of information from all RoIs so as to achieve a global decision by some algorithm.
EAST has formulated a benchmark to evaluate proposed solutions for the Event task [15] . The benchmark is focused on Higgs leptonic and semi-leptonic decays, and does not include other physics channels, like e.g. hadronic production of the top quark or non-leptonic decays, which are more sensitive to invariant masses. The benchmark is based on RoI input data consisting of features extracted from four types of detector: calorimeter, transition radiation detector, preshower counter, and muon chambers. Generated events are filtered through the L1 trigger model, with full simulation based on the present detector models. The data are fully described in [16] . From them, a neural network based RoI task algorithm computes angles and energies of particles/clusters and particle/jet identification probabilities for each RoI in the event.
The associated output file is given in input to the Event task. In its present form, the file includes 500 events for each one of the six Higgs decay channel considered, plus 500 background events containing QCD jets. The results of the current EAST model for the Event task algorithm are [15] :
94.6 5.6 6. H → t t → µ3j 100 0.4
Triggers for channels proceedings via ZZ use conventional cuts on particle/jet probabilities and invariant masses for pairs of particles/jets. Those for t t channels use only particle/jet probabilities.
Neural Network Performance on the EAST Benchmark
In order to have a first realistic indication on the performance of an invariant-mass sensitive neural net, a statistical study has been made using the EAST benchmark data. These data do not represent the most appropriate testbed for this kind of study: for the physics channels considered most of the selection can be handily done by exploiting particle/jet probabilities. Nevertheless, we have picked up the H → t t → e3j (i.e. electron + 3 jets) and the background data sets and trained a neural net to sort them out. Choice of this channel is due to the fact that there is still some, although small, room for improvement and to the relative complexity of the signature from an invariant-mass point of view. Fig. 1 shows the distribution of the two samples in the maximum electron probability p e found in the particles/jets of an event. From it one can see that there is a long tail in the background sample reaching out to p e = 1.
The aim of the statistical study has been to see whether, by supplementing the p e information with the output of an invariant-mass sensitive neural net, one can clean up the background in the p e ≈ 1 region. Simplicity of interpretation and of hardware implementation have been adopted as the guiding criteria in designing the net. The net has been made totally blind to p e information, although ordering of the particles/jets according to their p e could have improved performance. The net has 1 output, 3 hidden nodes, 28 input variables representing all possible two particle/jet invariant-mass squares among a maximum of 8 particles/jets (events with more than that represent less than 4% of the total: they have been dropped in this study), and Breit-Wigner shaped transfer functions. Fig. 2 shows the distributions of the two event samples in the neural net output. Taken by itself it is not impressive, but things change when looking at Fig. 3 showing the scatter plots in the neural net output versus p e . One can see now how in the top-right quadrant, i.e. for large neural output and large p e , the background is eliminated (within the available statistics). With a large enough statistics for the background, one could likely improve performance by training the net on large p e events only, especially to increase acceptance for the signal.
As to the response time with a MA16 implementation of the neural net, for a maximum of 8 particles/jets and with the above 2-layer net one would get the response in ~7.5 µs. That would be reduced to ~4.5 µs when utilizing only the first layer and leaving the output from the corresponding nodes to be handled, together with other particle/jet information, by a separate module. To that one should add the preprocessing time needed to calculate invariant mass squares of particle/jet pairs. Doing it by a MA16 would require an additional ~1.6 µs if using a pipelined transfer mode.
Conclusions
A neural network solution has been presented for the problem of exploiting the invariant-mass pattern exhibited by the multistep decay of heavy objects, like the Higgs meson or the top quark, for event discrimination at LHC energies.
Key ingredients of the neural network are: i) usage of invariant-mass squares of particle/jet pairs as input variables; ii) adoption of a Breit-Wigner shaped transfer function.
Picking up the H → t t → e3j channel of the EAST benchmark as a case study (although it is not the best suited for this sake, a non-leptonic channel being the appropriate one), it has been verified that a neural network of this type substantially improves performance in event discrimination when combined with the standard electron probability information.
A neural network of this type, including the necessary input variable preprocessing, can be implemented on existing hardware to become part of a level 2 trigger. Electron probability Electron probability Fig. 3 
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