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Resumo
Esta dissertac¸a˜o faz uso do modelo auto regressivo de valores inteiros INAR(p) para
a modelagem e previsa˜o de ı´ndices de qualidade do ar da Regia˜o da Grande Vito´ria
(RGV). O per´ıodo de ana´lise compreendeu 01/01/07 a` 19/03/07 (vera˜o de 2007) e
obteve previso˜es do dia 20/03/07 a` 25/03/07. A Regia˜o da Grande Vito´ria possui
oito estac¸o˜es de monitoramento da qualidade do ar que fornecem dados dia´rios sobre
a qualidade do ar das regio˜es de Laranjeiras, Carapina, Jardim Camburi, Enseada
do Sua´, Centro de Vito´ria, Ibes, Centro de Vila Velha e Cariacica. Em Laranjeiras
foram investigados os poluentes CO e o NO2, em Carapina o PM10, na Enseada do
Sua´ PM10, CO e o NO2, no Centro de Vito´ria os poluentes PM10 e CO, no Ibes
PM10 e SO2, no Centro de Vila Velha os poluentes PM10 e SO2 e em Cariacica
os poluentes SO2, NO2, O3 e CO. Para cada poluente pertencente a uma deter-
minada estac¸a˜o foram gerados sete poss´ıveis modelos. Para a escolha do modelo
mais adequado foi utilizado o crite´rio de selec¸a˜o automa´tica para modelos INAR(p)
o AICCINAR que seleciona a melhor ordem p para cada modelo. Todas as pre-
viso˜es para os ı´ndices de qualidade do ar foram classificadas como BOA conforme
a Resoluc¸a˜o CONAMA 03/90. No entanto baseados nas diretrizes da OMS 2005, a
previsa˜o do poluente SO2 da estac¸a˜o do Centro Vila Velha no dia 20/03/07 excedeu
em termos de concentrac¸a˜o (µg/m3) o valor de 20 µg/m3 para uma me´dia de 24h.
Palavras Chave: Se´ries temporais de valores inteiros. Modelos INAR(p). Operador
thinning. I´ndices de qualidade do ar. Poluic¸a˜o do ar.
Abstract
This work is based on the INteger AutoRegressive model (INAR) for air quality
indices modeling and forecasting in the Grande Vito´ria region (RGV). The analysis
period comprehended 1 january, 2007 to 19 march, 2007 (summer of 2007) and it
obtained forecasts on 20 march, 2007 to 25 march, 2007. The area of Grande Vito´ria
possesses eight air quality monitoring stations which supplies daily data about air
quality in Laranjeiras, Carapina, Jardim Camburi, Enseada do Sua´, downtown of
Vito´ria, Ibes, downtown of Vila Velha, and Cariacica. In Laranjeiras pollutants as
CO and NO2 were investigated, in Carapina, the PM10, in Enseada do Sua´, PM10,
CO, and NO2, in downtown of Vito´ria, PM10 and CO, in Ibes, PM10 and SO2,
in downtown of Vila Velha, PM10 and SO2, and in Cariacica, SO2, NO2, O3 and
CO. For each pollutant belonging to determined station, seven possible models were
generated. The choice of the best model was based on the criterion of automatic
selection for models INAR (p) and the AICCINAR, that selects the best order p for
each model. All forecasts for air quality indices were classified as GOOD, according
to the CONAMA 03/90 resolution. However, based on OMS 2005 guidelines, the
forecast of the pollutant SO2 verified in downtown of Vila Velha on march 20, 2007
exceeded, in concentration terms (µg/m3), the value of 20 µg/m3 for an average of
24hs.
Keywords: Integer-valued time series. INAR(p) models. Thinning operation. Air
Quality Index. Air pollution.
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CAPI´TULO 1
INTRODUC¸A˜O
A concentrac¸a˜o de um poluente no ar e´ o resultado final de va´rios fatores, que
compreendem a emissa˜o pelas fontes, suas interac¸o˜es f´ısicas (diluic¸a˜o) e qu´ımicas
(reac¸o˜es) na atmosfera . A movimentac¸a˜o do ar e as trocas de calor que ocorrem
na atmosfera sa˜o capazes de dispersar os poluentes, misturando-os eficientemente a
um grande volume de ar, o que contribui para a reduc¸a˜o dos n´ıveis de concentrac¸a˜o
do poluente na atmosfera. A capacidade de dispersa˜o depende da topografia e das
condic¸o˜es meteorolo´gicas (LIRA, 2009).
Alguns poluentes atmosfe´ricos sa˜o produzidos como resultado de reac¸o˜es qu´ımicas
na atmosfera, por exemplo o ozoˆnio troposfe´rico que e´ formado na atmosfera como
resultado de reac¸o˜es qu´ımicas envolvendo poluentes orgaˆnicos, o´xidos de nitrogeˆnio,
oxigeˆnio e luz solar. Outro importante exemplo sa˜o os hidrocarbonetos que podem
reagir com outras substaˆncias, tais como oxigeˆnio, nitrogeˆnio, cloro e enxofre e for-
mar uma grande variedade de compostos derivados como alde´ıdos, a´cidos, a´lcoois,
e´teres, cetonas e e´steres.
A resoluc¸a˜o CONAMA no 3 de 28/06/90, define poluic¸a˜o atmosfe´rica qualquer forma
de mate´ria ou energia com intensidade e em quantidade, concentrac¸a˜o, tempo ou
caracter´ısticas em desacordo com os n´ıveis estabelecidos, e que tornem ou pos-
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sam tornar o ar impro´prio, nocivo ou ofensivo a` sau´de, inconveniente ao bem-estar
pu´blico, danoso aos materiais, a` fauna e a` flora ou prejudicial a` seguranc¸a , ao uso
e gozo da propriedade e a`s atividades normais da comunidade.
O impacto da poluic¸a˜o atmosfe´rica sobre o bem-estar humano tem sido a principal
motivac¸a˜o para o seu estudo e controle. A poluic¸a˜o atmosfe´rica tem afetado a sau´de
da populac¸a˜o, mesmo quando seus n´ıveis encontram-se aque´m do que determina a
legislac¸a˜o vigente (MARTINS et al;2001).
Os padro˜es nacionais de qualidade do ar sa˜o baseados na resoluc¸a˜o CONAMA no
3 de 28/06/90 que estabelece uma me´dia dia´ria para as part´ıculas totais em sus-
pensa˜o (PTS) de 240 µg/m3, para part´ıculas inala´veis (PM10) uma me´dia de 150
µg/m3, para o dio´xido de enxofre (SO2) uma me´dia de 365 µg/m
3, para o dio´xido
de nitrogeˆnio (NO2) uma me´dia de 1 hora ma´xima de 320 µg/m
3, para o mono´xido
de carbono CO uma me´dia de 1 hora ma´xima de 40.000 µg/m3 e para o ozoˆnio (O3)
uma me´dia de 1 hora ma´xima de 160 µg/m3.
A Organizac¸a˜o Mundial de Sau´de (OMS) apresentou em 2005, novas diretrizes para
o estabelecimento de padro˜es de qualidade do ar. A me´dia dia´ria recomendada para
o PM10 e´ de 50 µg/m
3, para o O3 100 µg/m
3 a me´dia de 8 hora, para o SO2 a
me´dia dia´ria e´ de 20 µg/m3 e para 10 min 500 µg/m3 e o NO2 de 200 µg/m
3 me´dia
de 1 hora. Demonstrando um rigor maior do que os padro˜es nacionais atuais.
O monitoramento da qualidade do ar e´ realizado para determinar o n´ıvel de concen-
trac¸a˜o dos poluentes presentes na atmosfera. Seus resultados na˜o so´ permitem um
acompanhamento sistema´tico da qualidade do ar na a´rea monitorada, como tambe´m
constituem elementos ba´sicos para elaborac¸a˜o de diagno´sticos da qualidade do ar,
subsidiando ac¸o˜es governamentais para o controle das emisso˜es. O I´ndice de Qua-
lidade do Ar (IQA) e´ um paraˆmetro utilizado para transformar as concentrac¸o˜es
medidas dos diversos poluentes em um u´nico valor inteiro na˜o negativo e adimen-
sional que possibilita a comparac¸a˜o com os limites legais de concentrac¸a˜o (padro˜es
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de qualidade do ar) para os diversos poluentes. O IQA tem como objetivo principal
proporcionar a` populac¸a˜o o entendimento sobre a qualidade do ar local, em relac¸a˜o a
diversos poluentes atmosfe´ricos amostrados nas estac¸o˜es de monitoramento. Sendo
divulgados atrave´s de um boletim da qualidade do ar das u´ltimas 24 horas. Segundo
Lira (2009) o conhecimento pre´vio dos n´ıveis dos poluentes na atmosfera de uma
regia˜o pode ser u´til para fornecer dados para ativar ac¸o˜es de emergeˆncia durante
per´ıodos de estagnac¸a˜o atmosfe´rica, quando os n´ıveis de poluentes na atmosfera
possam representar risco a` sau´de pu´blica.
Para esse conhecimento pre´vio, va´rias estrate´gias de modelagens teˆm sido desen-
volvidas e otimizadas, no intuito de gerar previso˜es satisfato´rias das concentrac¸o˜es
dos poluentes em diversos cena´rios e consequ¨entemente obter seus ı´ndices de qua-
lidade do ar. A utilizac¸a˜o de modelos de previsa˜o e´ um artif´ıcio importante para
conhecer os diversos comportamentos e caracter´ısticas de determinados poluentes,
podendo dessa forma, prever poss´ıveis picos de concentrac¸a˜o e poss´ıveis ı´ndices de
qualidade do ar indeseja´veis. Para isso, existem duas classes de modelos, os expe-
rimentais e os matema´ticos. Nesta u´ltima, teˆm-se os modelos determin´ısticos e os
modelos estoca´sticos. Este estudo se concentra na classe de modelagem estoca´stica.
Muitas das se´ries temporais observadas sa˜o se´ries de valores inteiros na˜o negati-
vos e, em particular, se´ries de contagens. Os modelos usuais, quer lineares quer
na˜o lineares, para se´ries temporais na˜o sa˜o neste caso adequados pois o produto de
uma constante real por uma varia´vel aleato´ria de valor inteiro produz uma varia´vel
aleato´ria real. Assim, McKenzie (1986, 1988) e Al-Osh e Alzaid (1987) recorreram a`
operac¸a˜o thinning binomial definida por Steutal e Van Harn (1979) para substituir a
operac¸a˜o de multiplicac¸a˜o usual e propuseram o Modelo Auto Regressivo de valores
Inteiros (INAR). O modelo INAR respeita a caracter´ıstica de contagem dos dados,
retornando em suas simulac¸o˜es apenas valores inteiros na˜o negativos, obtendo em
suas modelagens e previso˜es valores que acompanham as se´ries de contagem. Os
modelos INAR explicam as caracter´ısticas da se´rie apenas com os dados da pro´pria
se´rie, baseado nas caracter´ısticas probabil´ısticas dos mesmos.
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O presente estudo baseia-se no uso do modelo INAR para a modelagem das se´ries
temporais de ı´ndices de qualidade do ar dos poluentes investigados nesta dissertac¸a˜o,
dando como resposta a` modelagem, a previsa˜o da qualidade do ar para determinado
per´ıodo e regia˜o. Na˜o foram encontrados estudos envolvendo o modelagem INAR
em poluic¸a˜o do ar.
O trabalho esta´ dividido como segue. A pro´xima Sec¸a˜o mostra os objetivos do
trabalho. A Sec¸a˜o 3 relata sobre a qualidade do ar, seus paraˆmetros e padro˜es e
ainda apresenta os principais poluentes e seus efeitos, na Sec¸a˜o 4 e´ apresentado o
modelo INAR e suas propriedades. A Sec¸a˜o 5 apresenta uma revisa˜o bibliogra´fica do
estudo. A Sec¸a˜o 6 mostra a metodologia de modelagem. As ana´lises e os resultados
da modelagem e previsa˜o sa˜o apresentados na Sec¸a˜o 7. As concluso˜es da pesquisa e
recomendac¸o˜es para trabalhos futuros encontram-se na Sec¸a˜o 8.
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CAPI´TULO 2
OBJETIVO
2.1 Objetivo Geral
Modelar os ı´ndices de qualidade do ar e gerar previso˜es, atrave´s do uso do modelo
Auto Regressivo de Valor Inteiro (INAR).
2.2 Objetivos Espec´ıficos
 Modelar a se´rie de valores inteiros na˜o negativos, dito se´rie de contagem.
 Modelar a se´rie de ı´ndices de qualidade do Ar dos principais poluentes
atmosfe´ricos da Regia˜o da Grande Vito´ria.
 Realizar previso˜es de ı´ndices de qualidade do ar;
 Uso do Crite´rioAICCINAR na escolha da melhor ordem para o modelo INAR(p)
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CAPI´TULO 3
QUALIDADE DO AR
A poluic¸a˜o do ar tem sido, desde a primeira metade do se´culo XX, um grave pro-
blema nos centros urbanos industrializados, com a presenc¸a cada vez maior dos au-
tomo´veis, que vieram a somar com as indu´strias, como fontes poluidoras. Episo´dios
de poluic¸a˜o excessiva causaram aumento do nu´mero de mortes em algumas cidades
da Europa e Estados Unidos. O primeiro episo´dio ocorreu em 1930, no vale de
Meuse, Be´lgica. Nos cinco primeiros dias do meˆs de dezembro, condic¸o˜es mete-
orolo´gicas desfavora´veis, como a auseˆncia de ventos, impediram a dispersa˜o dos
poluentes, que permaneceram estacionados sobre a regia˜o. Imediatamente foi re-
gistrado um aumento do nu´mero de doenc¸as respirato´rias e um excesso de mortes
(60 mortes) ate´ dois dias apo´s o in´ıcio do episo´dio. Alguns anos apo´s, um episo´dio
semelhante ocorreu durante os u´ltimos cinco dias do meˆs de outubro de 1948 na
cidade de Donora, Pensilvaˆnia. Os produtos da combusta˜o das indu´strias locais
permaneceram sobre a cidade devido a` ocorreˆncia de inverso˜es te´rmicas que impedi-
ram a dispersa˜o destes poluentes. Durante este per´ıodo foram observadas 20 mortes
ao inve´s das duas mortes esperadas normalmente em uma comunidade de 14.000
pessoas (BRAGA et al 2002).
Pore´m o mais cla´ssico, e mais grave, dos episo´dios acerca dos efeitos delete´rios dos
poluentes do ar foi o acontecido em Londres. Durante o inverno de 1952, um episo´dio
de inversa˜o te´rmica impediu a dispersa˜o de poluentes, gerados enta˜o pelas indu´strias
e pelos aquecedores domiciliares que utilizavam carva˜o como combust´ıvel, e uma nu-
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vem, composta principalmente por material particulado e enxofre (em concentrac¸o˜es
ate´ nove vezes maiores do que a me´dia de ambos), permaneceu estacionada sobre a
cidade por aproximadamente treˆs dias, levando a um aumento de 4.000 mortes em
relac¸a˜o a` me´dia de o´bitos em per´ıodos semelhantes (BRAGA et al 2002).
3.1 Efeitos da Poluic¸a˜o Atmosfe´rica
A poluic¸a˜o atmosfe´rica tem va´rios efeitos prejudiciais, diretos ou indiretos, sobre as
plantas, os materiais, o meio ambiente e a sau´de de seres humanos e animais. Esses
efeitos causam perdas econoˆmicas pelo aumento da ocorreˆncia de algumas doenc¸as,
diminuem a produc¸a˜o agr´ıcola, aceleram a taxa de corrosa˜o dos metais, aumentam
o custo de sua protec¸a˜o e diminuem o tempo de vida dos edif´ıcios, construc¸o˜es e
monumentos histo´ricos, entre outros (LIU e LIPTAK,1999).
Os efeitos dos poluentes atmosfe´ricos variam em func¸a˜o do tempo de exposic¸a˜o e de
suas concentrac¸o˜es. De maneira geral, os efeitos podem ser classificados como:(a)
agudos- de cara´ter tempora´rio, relacionado a exposic¸a˜o a altas concentrac¸o˜es de
poluentes e os efeitos sa˜o imediatos; e (b) croˆnicos - de cara´ter permanente, rela-
cionada a exposic¸a˜o a baixas concentrac¸o˜es de poluentes e os efeito sa˜o a longo
prazo.(LIRA,2009)
Efeitos sobre as plantas
Segundo Pedroso (2007) nas plantas, os poluentes prejudicam o processo qu´ımico.
Danos na membrana celular, interfereˆncia no mecanismo de abertura e fechamento
de estoˆmatos e corrosa˜o da cut´ıcula das folhas e ac´ıculas sa˜o alguns dos efeitos dos
poluentes qu´ımicos. Geralmente, os poluentes do ar que causam danos a`s plan-
tas sa˜o gasosos, como os o´xidos de nitrogeˆnio, dio´xido de enxofre, hidrocarbonetos
e substaˆncias foto-oxidantes. O efeito e´ direto ou indireto sobre as plantas e de-
pende de sua concentrac¸a˜o e per´ıodo de exposic¸a˜o. Quando as plantas esta˜o sujeitas
a altas concentrac¸o˜es de poluentes, sofrem danos agudos, com sintomas exterior-
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mente vis´ıveis: despigmentac¸a˜o da clorofila, descolorac¸a˜o das folhas, necrose de
a´reas de tecido e o´rga˜os ou a morte. Com baixas concentrac¸o˜es de poluentes, na˜o ha´,
de in´ıcio, nenhum envenenamento exteriormente vis´ıvel. Mas mudanc¸as qu´ımicas,
bioqu´ımicas, estruturais e funcionais podem ocorrer (entupimento dos estoˆmatos,
alterac¸o˜es na fisiologia da planta), ale´m da susceptibilidade a pragas e doenc¸as.
Efeitos sobre os materiais
O principal efeito da poluic¸a˜o atmosfe´rica sobre os metais e´ a corrosa˜o, com eventual
perda de material da superf´ıcie e alterac¸o˜es nas propriedades ele´tricas do metal. A
corrosa˜o e´ causada principalmente, por gases a´cidos, em especial SO2 (BOUBEL et
al, 1994).
O ataque aos materiais de construc¸a˜o na˜o meta´licos ocorre pela ac¸a˜o do SO2 que
reage com os carbonatos na presenc¸a de umidade, formando sulfatos, mais solu´veis,
causando deteriorac¸a˜o do material. O CO2, na presenc¸a de umidade, forma o a´cido
carboˆnico que converte a pedra calca´ria em bicarbonato, que e´ solu´vel em a´gua e
pode ser lixiviado pela chuva (BOUBEL et al, 1994).
O SO2 afeta couro e papel e provoca significativa deteriorac¸a˜o e enfraquecimento.
Esse poluente e´ absorvido e convertido em H2SO4, que ataca a estrutura desses
materiais tornado-os fra´geis (BOUBEL et al, 1994).
Efeitos sobre o clima
Segundo Lira (2009) os efeitos da poluic¸a˜o do ar sobre o meio ambiente sa˜o carac-
terizados, em escala global, pela reduc¸a˜o da camada de ozoˆnio e pelo efeito estufa.
A camada de ozoˆnio e´ uma camada de ar com alta concentrac¸a˜o de O3, localizada de
20 a 30 km acima da superf´ıcie da Terra, na estratosfera. Ela concentra em torno de
90% do O3 da atmosfera e age como um filtro natural que protege o planeta dos n´ıveis
indesejados de radiac¸a˜o ultravioleta provenientes do sol. Algumas das consequ¨eˆncias
da diminuic¸a˜o da concentrac¸a˜o de O3 nessa camada sa˜o : danos ao homem- catarata,
caˆncer, queimaduras; e danos a` Natureza - a` vegetac¸a˜o e agricultura, diminuindo a
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capacidade de fotoss´ıntese e crescimento das plantas. As substaˆncias denominadas
clorofluorcarnos (CFC) sa˜o as responsa´veis em grande parte pela eliminac¸a˜o do O3
da estratosfera. Estas substaˆncias sa˜o muito esta´veis quimicamente e permanecem
na atmosfera por dezenas de anos (ALVARES JR et al,2002).
O efeito estufa esta´ relacionado ao aumento de temperatura da Terra, provocado
pela maior absorc¸a˜o da radiac¸a˜o infravermelha emitida pela superf´ıcie terrestre por
ela refletida, em func¸a˜o do aumento da concentrac¸a˜o de determinados gases que tem
essa propriedade, tais com CO2, CH4,N2O e CFC , chamados gases do efeito estufa.
Os dois principais gases do efeito estufa (CO2 e CH4) sa˜o provenientes da queima
de combust´ıveis fo´sseis, florestas e pastagens (ALVARES JR et al,2002).
Efeitos sobre a sau´de humana
A poluic¸a˜o atmosfe´rica tem afetado a sau´de da populac¸a˜o, mesmo quando seus n´ıveis
encontram-se aque´m do que determina a legislac¸a˜o vigente (MARTINS et al,2001).
Sera˜o apresentados aqui os poluentes do ar cujos padro˜es esta˜o estabelecidos pela
resoluc¸a˜o CONAMA e que podem provocar agravos na sau´de.
Mono´xido de Carbono (CO):
O CO e´ um ga´s to´xico, inodoro, incolor e fruto da combusta˜o de diversos processos
industriais, do escapamento de ve´ıculos automotores e do fumo do cigarro. Sua
toxicidade se deve em parte a` sua propriedade relacionada a` afinidade pela heme
da hemoglobina e da mioglobina. O CO, quando absorvido pelo sangue, forma a
carboxihemoglobina, que por sua vez produz uma diminuic¸a˜o da oxihemoglobina e
uma reduc¸a˜o do transporte de oxigeˆnio ate´ os tecidos. O CO possui uma afinidade
de ate´ 300 vezes maior com a hemoglobina do que o oxigeˆnio, o que favorece a
hipoxemia em pessoas expostas. O CO foi associado a aumento na mortalidade por
infarto card´ıaco agudo entre as pessoas idosas (ESCAMILLA ,1999).
O´xidos de Nitrogeˆnio (NOx):
No grupo gene´rico dos o´xidos de nitrogeˆnio (NOx) esta˜o inclu´ıdos o dio´xido de
nitrogeˆnio (NO2), o mono´xido de nitrogeˆnio (NO) e os nitratos que se formam na
combusta˜o de gasolina, carbono e petro´leo e em qualquer processo de combusta˜o a
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elevadas temperaturas. O NO2, quando inalado, atinge as porc¸o˜es mais perife´ricas
do pulma˜o devido a` sua baixa solubilidade. Seu efeito to´xico esta´ relacionado ao
fato de ser um agente oxidante (CASTRO et al,2003).
Dio´xido de Enxofre (SO2):
O SO2 e´ um ga´s amarelado, com odor caracter´ıstico de enxofre, e muito irritante
quando em contato com superf´ıcies u´midas, pois se transforma em a´cido sulfu´rico. O
SO2 e´ um contaminante produzido por queima de combust´ıvel fo´ssil, escapamento de
ve´ıculos automotores e subproduto de processos industriais. A intoxicac¸a˜o pelo SO2
pode causar irritac¸a˜o da mucosa respirato´ria desde a nasofaringe e a orofaringe ate´ os
alve´olos, levando a inflamac¸a˜o, hemorragia e necrose. A resposta fisiolo´gica prima´ria
a` inalac¸a˜o do SO2 e´ uma broncoconstricc¸a˜o reflexa e revers´ıvel (CASTRO,2003).
Material Particulado (PM):
O ar atmosfe´rico conte´m part´ıculas em suspensa˜o que podem ser menores que 10 µm
de diaˆmetro. Part´ıculas maiores que 10 µm sa˜o efetivamente filtradas pelo nariz e
pela nasofaringe, onde essas grandes part´ıculas ficam depositadas e podem ser vistas
em expectorac¸o˜es e/ou saliva. Part´ıculas menores que 10 µm de diaˆmetro (PM10)
ficam retidas nas vias ae´reas superiores e podem ser depositadas na a´rvore tra-
queobroˆnquica. As part´ıculas menores que 2,5 µm de diaˆmetro (PM2,5) depositam-
se no broˆnquio terminal e nos alve´olos. As concentrac¸o˜es de PM2,5 representam, em
geral, cerca de 45 a 65% da concentrac¸a˜o de PM10. A indu´stria e o transporte sa˜o
as principais fontes poluidoras de material particulado (WHO, 2000).
Ozoˆnio(O3)
O ozoˆnio (O3) se forma na atmosfera a partir da reac¸a˜o do oxigeˆnio molecular (O2)
com o oxigeˆnio atoˆmico (O−). O NO2, atrave´s de uma reac¸a˜o fotoqu´ımica, produz
o oxigeˆnio atoˆmico. Portanto, a combinac¸a˜o com o O2 produz O3. A formac¸a˜o de
O3 e´ t´ıpica de a´reas urbanas. Normalmente, e´ um poluente com uma concentrac¸a˜o
maior em ambientes externos do que em ambientes internos. O O3 e´ relativamente
pouco solu´vel em a´gua e costuma atingir os alve´olos com mais facilidade, produzindo
seus efeitos to´xicos nesta regia˜o. Os n´ıveis de O3 iniciam sua elevac¸a˜o no per´ıodo
da manha˜ e teˆm o seu pico durante a tarde. Os n´ıveis decaem durante o in´ıcio da
noite. O ozoˆnio e´ um poluente oxidante, citoto´xico (provoca lesa˜o das ce´lulas), que
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atinge as porc¸o˜es mais distais das vias ae´reas (CASTRO et al,2003).
3.2 Padro˜es de qualidade do ar
Diante desses novos episo´dios, ainda na de´cada de 60, os Estados Unidos estabele-
ceram padro˜es de qualidade do ar, especificando os seis poluentes atmosfe´ricos que
seriam controlados, quais sejam: part´ıculas totais em suspensa˜o (PTS), dio´xido de
enxofre (SO2), mono´xido de carbono (CO), dio´xido de nitrogeˆnio (NO2), ozoˆnio
(O3) e chumbo (Pb). A fim de efetivar esse controle, criou-se em 1970 a Ageˆncia
de Protec¸a˜o Ambiental norte-americana (U.S EPA). Va´rias medidas de controle
foram, enta˜o, implantadas, visando na˜o so´ atingir as fontes de emissa˜o mo´veis,
como tambe´m as estaciona´rias. Em 1990, foram conferidos a` U.S EPA poderes para
determinar os crite´rios te´cnicos de controle das substaˆncias to´xicas, com base nos
seus efeitos a` sau´de.(LIRA ,2009)
Em 1976, uma comissa˜o de pa´ıses europeus (Comission of the European Commu-
nities CEC), estabeleceu padro˜es de qualidade do ar para SO2, CO, NO2, material
particulado e oxidantes foto-qu´ımicos. Esses padro˜es foram sendo aprimorados ao
longo dos anos, subsidiando as legislac¸o˜es dos diversos pa´ıses europeus .
A Organizac¸a˜o Mundial da Sau´de (OMS) em 2005 publicou a revisa˜o do seu guia de
qualidade do ar, que e´ usado com objetivo de informar e dar base aos responsa´veis
pela elaborac¸a˜o das pol´ıticas de protec¸a˜o e gesta˜o da qualidade do ar em diferentes
partes do mundo. Os padro˜es de qualidade do ar, segundo publicac¸a˜o da (OMS) em
2005, variam de acordo com a abordagem adotada para balancear riscos a` sau´de,
viabilidade te´cnica, considerac¸o˜es econoˆmicas e va´rios outros fatores pol´ıticos e so-
ciais, que por sua vez, dependera˜o, entre outras coisas, do n´ıvel de desenvolvimento
e da capacidade nacional de gerenciar a qualidade do ar. As diretrizes da OMS
encontram-se na Tabela 3.1.
No Brasil, atrave´s da Portaria Normativa n.º 348 de 14/03/90 o IBAMA estabeleceu
os padro˜es nacionais de qualidade do ar e os respectivos me´todos de refereˆncia. Os
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Tabela 3.1: Diretrizes da Organizac¸a˜o Mundial de Sau´de 2005
Poluentes Tempo de amostragem Concentrac¸a˜o µ/m3
SO2 24h 20
10min 500
O3 8h 100
NO2 1h 200
MAA 40
PM10 24h 50
MAA 20
padro˜es estabelecidos atrave´s dessa portaria foram submetidos ao CONAMA em
28/06/90 e transformados na Resoluc¸a˜o CONAMA no 03/90.
Sa˜o estabelecidos dois tipos de padro˜es de qualidade do ar: os prima´rios e os se-
cunda´rios:
 Padro˜es prima´rios de qualidade do ar: As concentrac¸o˜es de poluentes que,
ultrapassadas, podera˜o afetar a sau´de da populac¸a˜o. Podem ser entendidos
como n´ıveis ma´ximos tolera´veis de concentrac¸a˜o de poluentes atmosfe´ricos,
constituindo-se em metas de curto e me´dio prazo.
 Padro˜es secunda´rios de qualidade do ar: As concentrac¸o˜es de poluentes
atmosfe´ricos abaixo das quais se preveˆ o mı´nimo efeito adverso sobre o bem
estar da populac¸a˜o, assim como o mı´nimo dano a` fauna e a` flora, aos materiais
e ao meio ambiente em geral. Podem ser entendidos como n´ıveis desejados de
concentrac¸a˜o de poluentes, constituindo-se em meta de longo prazo. O intuito
do estabelecimento de padro˜es secunda´rios e´ criar uma base para uma pol´ıtica
de prevenc¸a˜o da degradac¸a˜o da qualidade do ar.
Os paraˆmetros regulamentados sa˜o os seguintes : part´ıculas totais em suspensa˜o,
fumac¸a, part´ıculas inala´veis, dio´xido de enxofre, mono´xido de carbono, ozoˆnio e
dio´xido de nitrogeˆnio. Os padro˜es nacionais de qualidade do ar fixados na Resoluc¸a˜o
CONAMA no 03 de 28/06/90 sa˜o apresentados na Tabela (3.2).
A mesma resoluc¸a˜o estabelece ainda os crite´rios para episo´dios agudos de poluic¸a˜o
do ar. Esses crite´rios sa˜o apresentados na Tabela (3.3).
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Tabela 3.2: Padro˜es nacionais de qualidade do ar (Resoluc¸a˜o CONAMA 003 de
28/06/1990)
Poluente Tempo de Padra˜o Padra˜o Me´todo de
Amostragem Prima´rio µg/m3 Secunda´rio µg/m3 Amostragem
PTS 24 horas1 240 150 separac¸a˜o/inercial
MGA2 80 60 filtrac¸a˜o
PM10 24 horas
1 150 150 separac¸a˜o/inercial
MMA3 50 50 filtrac¸a˜o
SO2 24 horas 365 100 Infravermelho
MAA3 80 40 na˜o dispersivo
NO2 1 hora 320 190 Quimiluminesceˆncia
MAA 100 100
CO 1 hora 40.000/35 ppm 40.000/35 ppm Pararosanilina
8 horas 10.000 (9ppm) 10.000 (9ppm)
O3 1 hora
1 160 160 Quimiluminesceˆncia
(1) Na˜o deve ser excedido mais que uma vez ao ano.
(2)Me´dia geome´trica anual.
(3)Me´dia aritme´tica anual.
Tabela 3.3: Crite´rios para episo´dios agudos de poluic¸a˜o do ar
PARAˆMETROS ATENC¸A˜O ALERTA EMERGEˆNCIA
PTS- 24 horas(µg/m3) 375 625 875
PM10 - 24 horas(µg/m3) 250 420 500
SO2 - 24 horas(µg/m3) 800 1.600 2.100
SO2XPTS - 24 horas(µg/m3)(µg/m3) 65.000 261.000 393.000
NO2- 1 hora(µg/m3) 1.130 2.260 3.000
CO - 8 horas(µg/m3) 17.000 34000 46.000
O3 - 1 hora(µg/m3) 400 800 1.000
Fumac¸a-24horas(µg/m3) 250 420 500
No Esp´ırito Santo, o Instituto Estadual de Meio Ambiente e recursos h´ıdricos
(IEMA) monitora a qualidade do ar da regia˜o da Grande Vito´ria tendo como ob-
jetivos principais medir a exposic¸a˜o hora´ria da populac¸a˜o na Regia˜o da Grande
Vito´ria (RGV) aos poluentes: material particulado (PTS), part´ıculas inala´veis com
diaˆmetro menores que 10 mı´cron metros (PM10), dio´xido de enxofre (SO2), o´xidos
de nitrogeˆnio (NOx), hidrocarboneto (HC) e ozoˆnio (O3); avaliar a qualidade do
ar na RGV de modo a verificar os n´ıveis de concentrac¸o˜es de poluentes a fim de
se comparar com os padro˜es de qualidade do Ar fixados pela Resoluc¸a˜o CONAMA
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no 03 de 28/06/90 e fornecer subs´ıdios para avaliar os efeitos da poluic¸a˜o na sau´de
humana, nos materiais, na fauna e na flora da regia˜o.(IEMA,2007).
3.3 I´ndice de qualidade do Ar
A classificac¸a˜o da qualidade do ar em diversas regio˜es em especial na Regia˜o da
Grande Vito´ria, e´ baseada no ca´lculo de um ı´ndice de qualidade do ar, que e´ uma
ferramenta matema´tica desenvolvida para simplificar o processo de divulgac¸a˜o da
qualidade do ar. O ı´ndice e´ obtido atrave´s de uma func¸a˜o linear segmentada, onde
os pontos de inflexa˜o sa˜o os padro˜es de qualidade do ar. Desta func¸a˜o, que relaciona
a concentrac¸a˜o do poluente com o valor ı´ndice, resulta em nu´mero adimensional
referido a uma escala com base nos padro˜es de qualidade do ar. Para cada poluente
medido, e´ calculado um ı´ndice conforme a equac¸a˜o (3.1). Para efeito de divulgac¸a˜o,
e´ utilizado o ı´ndice mais elevado dos poluentes medidos em cada estac¸a˜o. Portanto,
a qualidade do ar de uma estac¸a˜o e´ determinada pelo pior caso. A qualificac¸a˜o do
ar esta´ associada com efeitos sobre a sau´de humana. Depois de calculado o valor do
ı´ndice, o ar recebe uma qualificac¸a˜o, conforme Tabela (3.4) .
Tabela 3.4: Faixas de concentrac¸a˜o dos poluentes para o ca´lculo do IQA.
Classificac¸a˜o PTS PM10 SO2 NO2 O3 CO
e Me´dia Me´dia Me´dia Me´dia Me´dia Me´dia
Faixas do IQA (24h) (24h) (24h) (1h) (1h) (8h)
BOM 0-50 0-80 0-50 0-80 0-80 0-80 0-5.000
REGULAR 51-100 81-240 51-150 81-365 101-320 81-160 5.001-10.000
INADEQUADO 101-199 241-375 151-250 366-800 321-1130 161-200 10.001-17.000
MA´ 200-299 376-625 251-420 801-1600 1131-2260 201-800 17.001-34.000
PE´SSIMO 300-399 626-875 421-500 1601-2100 2261-3000 801-1000 34.001-46.000
CRI´TICA ≥400 ≥876 ≥501 ≥2101 ≥3001 ≥1001 ≥46.001
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Baseados no processo de interpolac¸a˜o linear, obtemos a equac¸a˜o que converte os
dados de concentrac¸a˜o de um determinado poluente-p em IQA.
Sendo:
Ip=ı´ndice do poluente-p a ser calculado;
Cp=concentrac¸a˜o do poluente-p;
Bs=limite superior da concentrac¸a˜o do poluente-p ,obtido na Tabela (3.4);
Bi=limite inferior da concentrac¸a˜o do poluente-p, obtido na Tabela (3.4);
Is=IQA correspondente a Bs, obtido na Tabela (3.4);
Ii=IQA correspondente a Bi,obtido na Tabela (3.4).
Temos:
Ip − Ii
Is − Ii =
Cp −Bi
Bs −Bi ⇒ Ip − Ii =
Is − Ii
Bs −Bi (Cp −Bi)
Ip =
Is − Ii
Bs −Bi (Cp −Bi) + Ii. (3.1)
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CAPI´TULO 4
MODELO AUTOREGRESSIVO DE
VALORES INTEIROS E SUAS
PROPRIEDADES
4.1 Modelo Auto-Regressivo de Valores Inteiros
(INAR)
O modelo Auto-Regressivo de Valores Inteiros de ordem 1 (INAR(1)), apresentado
por Al-Osh e Alzaid (1987), baseia-se no operador thinning binomial proposto por
Steutel e Van Harn (1979). Du e Li (1991) generalizaram o modelo INAR para
ordem p, isto e´, INAR(p). O operador thinning e´ definido na Sec¸a˜o 4.1.2, a definic¸a˜o
e as propriedades do modelo INAR(1) sa˜o dadas nas Sec¸a˜o 4.1.3, a definic¸a˜o e as
propriedades do modelo INAR(p) sa˜o dadas na Sec¸a˜o 4.1.5 e o crite´rio automa´tico
para a selec¸a˜o da ordem do modelo INAR(p) e´ apresentado na Sec¸a˜o 4.2.2.
4.1.1 Distribuic¸a˜o de Poisson
Segundo James (1981) e Meyer (2000) ao se estudar as distribuic¸o˜es discretas abor-
dadas em se´ries temporais, a de Poisson e´ a mais observada na teoria e na pra´tica.
Uma varia´vel aleato´ria X possui distribuic¸a˜o Poisson com paraˆmetro λ se a dis-
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tribuic¸a˜o de probabilidade de X e´ dada por
P (X = x) =
e−λλx
x!
; x = 0, 1, 2, ...
= 0 ; c.c.
A distribuic¸a˜o de Poisson pode ser desenvolvida a partir da distribuic¸a˜o Binomial
como se segue. Seja Y uma varia´vel aleato´ria com distribuic¸a˜o Binomial com
paraˆmetros n (nu´mero de ensaios) e p (probabilidade de sucessos), onde sua dis-
tribuic¸a˜o de probabilidade e´ dada por
P (Y = y) =
n!
y!(n− y)!p
y(1− p)n−y; y = 0, 1, 2, ...
Tomando np = b tem-se p = b/n e 1− p = 1− b/n = (n− b)/n. Da´ı:
P (Y = y) =
n(n− 1)(n− 2)...(n− y + 1)
y!
[
b
n
]y [
n− b
n
]n−y
=
by
y!
[
1
(
1− 1
n
)(
1− 2
n
)
...
(
1− y − 1
n
)][
1− b
n
]n [
1− b
n
]−y
.
Fazendo n→∞ e p→ 0 de modo que np = b permanec¸a fixo, tem-se que (1− 1
n
)→
1,
(
1− 2
n
)→ 1, ..., (1− y−1
n
)→ 1, (1− b
n
)−y → 1. Dado que (1− b
n
)→ e−b quando
n→∞ enta˜o
P (Y = y) =
bye−b
y!
,
que e´ a distribuic¸a˜o de Poisson com paraˆmetro b, isto e´, Y ∼ Po(b).
Para verificar que a expressa˜o acima e´ realmente uma distribuic¸a˜o de probabilidade,
esta deve satisfazer
∑∞
x=0 P (X = x) = 1.
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De fato, como
P (X = 0) = e−λ;
P (X = 1) = λe−λ;
P (X = 2) =
λ2e−λ
2!
;
...
P (X = n) =
λne−λ
n!
;
...
enta˜o
∞∑
x=0
P (X = x) = e−λ + λe−λ +
λ2e−λ
2!
+ ... = e−λ
[
1 + λ+
λ2
2!
+ ...
]
= e−λeλ = 1.
A func¸a˜o geratriz de momentos da distribuic¸a˜o de Poisson e´ dada por
Mx(t) = E
[
etx
]
=
∞∑
xi=0
etxip(x = xi)
=
∞∑
xi=0
etxi
e−λλxi
xi!
= e−λ + et
e−λλ
1!
+ e2t
e−λλ2
2!
+ e3t
e−λλ3
3!
+ ...
= e−λ
[
1 + etλ+ e2t
λ2
2!
+ e3t
λ3
3!
+ ...
]
= e−λ
[
1 + (etλ)1 +
(etλ)2
2!
+
(etλ)3
3!
+ ...
]
= e−λeλe
t
= eλe
t−λ
= eλ(e
t−1).
Com a func¸a˜o geratriz de momentos, pode-se facilmente calcular os momentos da
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distribuic¸a˜o da varia´vel X em torno da origem. Estes sa˜o dados por:
E[X] =
d
dt
Mx(t) |t=0 = eλ(et−1)λet |t=0 = 1 · λ · 1 = λ.
E[X2] =
d2
dt2
Mx(t) |t=0 = eλ(et−1)(λet)2 + eλ(et−1)λet |t=0 = 1λ2 + 1λ = λ+ λ2.
Da´ı
var[X] = E[X2]− (E[X])2 = λ+ λ2 − λ2 = λ.
E[X3] =
d3
dt3
Mx(t) |t=0 = eλ(et−1)(λet)3 + eλ(et−1)2λetλet + eλ(et−1)(λet)2 + eλ(et−1)λet |t=0
= λ+ 3λ2 + λ3.
Teorema 4.1.1. Sejam X1, X2, ..., Xn varia´veis aleato´rias independentes com dis-
tribuic¸a˜o de Poisson de paraˆmetros λ1, λ2, ..., λn, respectivamente. Seja Z = X1 +
X2 +...+ Xn, enta˜o Z tem distribuic¸a˜o de Poisson com paraˆmetro λ = λ1 + λ2 +
...+ λn.
Demonstrac¸a˜o:
A func¸a˜o geratriz de momentos de Xi e´ dada por
MXi(t) = e
λi(e
t−1)
Como
MZ(t) = E[e
tZ ] = E[et(X1+...+Xn)] = E[etX1 · etX2 · ... · etXn ]
= E[etX1 ] · ... · E[etXn ] = MX1(t) ·MX2(t) · ... ·MXn(t),
enta˜o,
MZ(t) = e
λ1(et−1) · ... · eλn(et−1) = e(λ1+...+λn)(et−1),
que e´ a func¸a˜o geratriz de momentos de uma varia´vel aleato´ria com distribuic¸a˜o de
Poisson de paraˆmetro λ = λ1 + λ2 + ...+ λn. 
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4.1.2 Operador thinning binomial
A Definic¸a˜o 4.1.1 refere-se a` versa˜o geral do operador thinning binomial, proposto
por Steutel e Van Harn (1979), onde Yj e´ uma sequeˆncia de varia´veis aleato´rias de
valor inteiro na˜o-negativo i.i.d., independente de X tal que P (Yj = 1) = 1−P (Yj =
0) = α.
Definic¸a˜o 4.1.1. Seja X varia´vel aleato´ria de valor inteiro na˜o-negativo e seja α
nu´mero real tal que α ∈[0,1]. O operador thinning, denotado por ◦, e´ definido como
α ◦X =
X∑
j=1
Yj
onde Yj e´ uma sequeˆncia de varia´veis aleato´rias de valor inteiro na˜o-negativo in-
dependentes e identicamente distribu´ıdas(i.i.d.), chamada se´rie de contagem, inde-
pendente de X e tal que E[Yj] = α, var[Yj] = σ
2, E[Y 3j ] = γ e E[Y
4
j ] = κ, isto e´,
momentos finitos.
Silva (2005) apresenta e demonstra as propriedades do operador thinning, sendo
apresentadas na Proposic¸a˜o 4.1.1 e demonstradas no Apeˆndice A.
Proposic¸a˜o 4.1.1. (Propriedades do operador thinning) Seja Xi(i = 1, ..., 4), uma
varia´vel aleato´ria identicamente distribu´ıda e αi(i = 1, ..., 4) uma constante real na˜o-
negativa. Considere a se´rie de contagem, Yi,j(j = 1, ..., Xi), com αi ◦Xi(i = 1, ..., 4),
sendo mutuamente independente e identicamente distribu´ıda, independente de Xi e
tal que E [Yj,i] = αi e var [Yj,i] = σ
2
i , E[Y
3
j,i] = γi e E[Y
4
j,i] = κi. Portanto,
(i) 0 ◦X1 = 0,
(ii) 1 ◦X1 = X1,
(iii) α1 ◦ (α2 ◦X2) = (α1α2) ◦X2,
(iv) α ◦ (X1 +X2) = α ◦X1 + α ◦X2
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(v) E[α1 ◦X1] = α1E[X1],
(vi) E[(α1 ◦X1)X2] = α1E[X1X2],
(vii) E[(α1 ◦X1)X2X3] = α1E[X1X2X3],
(viii) E[(α1 ◦X1)2] = α21E[X21 ] + σ21E[X1],
(ix) E[(α1 ◦X1)2X2] = α21E[X21X2] + σ21E[X1X2],
(x) E[(α1 ◦X1)(α2 ◦X2)] = α1α2E[X1X2],
(xi) E[(α1 ◦X1)(α2 ◦X2)X3] = α1α2E[X1X2X3],
(xii) E[(α1 ◦X1)3] = α31E[X31 ] + 3α1σ21E[X21 ] + (γ1 − 3α1σ21 − α31)E[X1],
(xiii) E[(α1 ◦X1)2(α2 ◦X2)] = α21α2E[X21X2] + σ21α2E[X1X2],
(xiv) E[(α1 ◦X1)(α2 ◦X2)(α3 ◦X3)] = α1α2α3E[X1X2X3],
(xv) E[(α1 ◦X1)4] = α41E[X41 ] + 6α21σ21E[X31 ] + (3σ41 − 12σ21α21 + 4α1γ1− 4α41)E[X21 ]
+ (κ1 − 3σ41 + 6σ21 + α21 − 4α1γ1 + 3α41)E[X1],
(xvi) E[(α1 ◦X1)3X2] = α31E[X31X2] + 3α1σ21E[X21X2] + (γ1− 3α1σ21−α31)E[X1X2],
(xvii) E[(α1 ◦ X1)(α2 ◦ X2)] = σ21σ22E[X1X2] + α21α22E[X21X22 ] + α21σ22E[X21X2] +
α22σ
2
1E[X1X
2
2 ],
(xviii) E[(α1 ◦X1)2X2X3] = α21E[X21X2X3] + σ21E[X1X2X3],
(xix) E[(α1 ◦X1)X2X3X4] = α1E[X2X3X4],
(xx) E[(α1◦X1)(α2◦X2)3] = α1α32E[X1X32 ]+3α1α2σ22E[X1X22 ]+(α1γ2−3α1α2σ22−
α1α
3
2)E[X1X2],
(xxi) E[(α1 ◦X1)(α2 ◦X2)(α3 ◦X3)2] = α1α2α23
E[X1X2X3] + α1α2σ
2
3E[X1X2X3]− α1α2α23E[X1X2X3] + α1α2α23E[X1X2X23 ],
(xxii) E[(α1 ◦X1)(α2 ◦X2)(α3 ◦X3)(α4 ◦X4)] = α1α2α3α4E[X1X2X3X4].
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4.1.3 Modelo INAR(1)
O modelo Auto-Regressivo de Valores Inteiros na˜o-negativos de ordem 1 (INAR(1)),
introduzido por Al-Osh e Alzaid (1987), e´ expresso na forma:
Xt = α ◦Xt−1 + t, (4.1)
onde α ∈[0,1] e {t} e´ uma sequeˆncia na˜o correlacionada de varia´veis aleato´rias com
valores inteiros na˜o-negativos de me´dia µ e variaˆncia σ2 finita.
A distribuic¸a˜o marginal do modelo (4.1) pode ser expressa em termos da sequeˆncia
{t} como
X1 = 1
X2 = α ◦ 1 + 2
X3 = α ◦ (α ◦ 1 + 2) + 3
= α ◦ (α ◦ 1) + α ◦ 2 + 3
= α2 ◦ 1 + α ◦ 2 + 3
...
Xn
d
=
∞∑
j=0
αj ◦ n−j.
A me´dia e a variaˆncia do processo Xt como definido em (4.1) sa˜o dadas por
E [Xt] = E [α ◦Xt−1 + t]
= αE [Xt−1] + µ
= αE [α ◦Xt−2 + µ] + µ
= α2E [Xt−2] + αµ+ µ
= αtE [X0] + µ
t−1∑
j=0
αj
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evar [Xt] = var [α ◦Xt−1 + t]
= var [α ◦Xt−1] + var [t]
= E
[
(α ◦Xt−1)2
]− E [α ◦Xt−1]2 + E [2t ]− E [t]2
= α2E[X2t−1] + var[Xt−1]E[Xt−1]− α2E[Xt−1]2 + σ2 + µ2 − µ2
= α2
[
E[X2t−1]− E[Xt−1]2
]
+ α(1− α)E[Xt−1] + σ2
= α2var[Xt−1] + α(1− α)E[Xt−1] + σ2
= α2
[
α2var[Xt−2 + α(1− α)E[Xt−2] + σ2
]
+ α(1− α)E[Xt−1] + σ2
= α4var[Xt−2] + α(1− α)
[
α3E[Xt−2] + αE[Xt−1]
]
+ (α2 + 1)σ2
...
= α2tvar[X0] + (1− α)
t∑
j=1
α2j−1E[Xt−j] + σ2
t∑
j=1
α2(j−1).
A func¸a˜o de autocovariaˆncia e´ dada por
γ(k) = Cov(Xt−k, Xt)
= Cov(Xt−k, αk ◦Xt−k) + Cov
(
Xt−k,
k−1∑
j=0
αj ◦ t−j
)
= E[Xt−k(αk ◦Xt−k)]− E[Xt−k]E[αk ◦Xt−k] + E
[
Xt−k
k−1∑
j=0
αj ◦ t−j
]
−
−E[Xt−k]E
[
k−1∑
j=0
αj ◦ t−j
]
= αkE[X2t−k]− αkE[Xt−k]2 +
k−1∑
j=0
αjE[Xt−kt−j]−
k−1∑
j=0
αjE[Xt−k]E[t−j]
= αkvar[Xt−k] +
k−1∑
j=0
αjCov(Xt−k, t−j),
= αkγ(0)
e a func¸a˜o de autocorrelac¸a˜o por
ρ(k) = γ(k)/γ(0) = αk.
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Logo, o processo INAR(1) dado por Xt = α◦Xt−1 +t e´ estaciona´rio quando |α| < 1
e na˜o estaciona´rio quando |α| = 1.
4.1.4 Estimador de mı´nimos quadrados condicional
Seja {Xt, t ∈ Z} definido como em (4.1) e suponha-se que {t} tenha distribuic¸a˜o
de Poisson com paraˆmetro λ, enta˜o, tem-se
E[Xt|Xt−1] = E[α ◦Xt−1 + t|Xt−1]
= E[α ◦Xt−1] + E[t|Xt−1]
= E[Y1 + ...+ YXt−1|Xt−1] + E[t]
= E[Y1] + ...+ E[YXt−1] + λ
= α + ...+ α + λ
= αXt−1 + λ.
Sejam X1, X2, ..., Xn, n observac¸o˜es do processo {Xt}. O estimador de mı´nimos
quadrados condicional de α e λ sa˜o os valores que minimizam
L =
n∑
t=1
[Xt − (αXt−1 + λ)]2 .
Derivando L em relac¸a˜o a α e em relac¸a˜o a λ obtem-se
∂L/∂α = −2
n∑
t=1
(
Xt − αˆXt−1 − λˆ
)
Xt−1 = 0, (4.2)
∂L/∂λ = −2
n∑
t=1
(
Xt − αˆXt−1 − λˆ
)
= 0. (4.3)
Resolvendo (4.2) e (4.3) resulta que
n∑
t=1
Xt − αˆ
n∑
t=1
Xt−1 − nλˆ = 0.
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Tem-se, enta˜o, que
nλˆ =
n∑
t=1
Xt − αˆ
n∑
t=1
Xt−1.
Portanto,
λˆ =
1
n
(
n∑
t=1
Xt − αˆ
n∑
t=1
Xt−1
)
e´ o estimador de mı´nimos quadrados de λ, e
n∑
t=1
XtXt−1 − αˆ
n∑
t=1
Xt−1Xt−1 − λˆ
n∑
t=1
Xt−1 = 0.
Logo,
αˆ
n∑
t=1
Xt−1Xt−1 =
n∑
t=1
XtXt−1 − λˆ
n∑
t=1
Xt−1.
Enta˜o
αˆ
n∑
t=1
Xt−1Xt−1 =
n∑
t=1
XtXt−1 − 1
n
n∑
t=1
Xt
n∑
t=1
Xt−1 +
1
n
αˆ
(
n∑
t=1
Xt−1
)2
.
Portanto
αˆ
 n∑
t=1
Xt−1Xt−1 − 1
n
(
n∑
t=1
Xt−1
)2 = n∑
t=1
XtXt−1 − 1
n
n∑
t=1
Xt
n∑
t=1
Xt−1.
Obtem-se que
αˆ =
∑n
t=1XtXt−1 − 1n
∑n
t=1Xt
∑n
t=1 Xt−1∑n
t=1 X
2
t−1 − 1n (
∑n
t=1Xt−1)
2 ,
e´ o estimador de mı´nimos quadrados de α.
4.1.5 Modelo INAR(p)
Definic¸a˜o 4.1.2. Uma extensa˜o natural para a ordem p, INAR(p),e´:
Xt = α1 ◦Xt−1 + ...+ αp ◦Xt−p + t (4.4)
onde t ∈ N sa˜o aleato´rias i.i.d,com me´dia µ e variaˆncia σ2 finitas, αi ∈ [0, 1],i =
1, ..., p , αp 6= 0, e as se´ries de contagem de αk◦Xt−k , k = 1, ..., p , sa˜o mutualmente
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independentes e independentes de t.(DU e LI 1991)
Propriedades Gerais
Du e Li (1991), de posse das propriedades do operador thinning, apresentaram para
o modelo INAR(p), a func¸a˜o de autocovariaˆncia na forma escalar, a func¸a˜o de au-
tocovariaˆncia na forma vetorial, o estimador para a func¸a˜o de autocovariaˆncia, o
estimador para a func¸a˜o de autocorrelac¸a˜o, a func¸a˜o espectral e os res´ıduos do mo-
delo INAR(p).
A Matriz de autocovariaˆncia R(k) na forma escalar:
A matriz de autocovariaˆncia R(k), satisfaz um conjunto de equac¸o˜es do tipo Yule-
Walker,

R(0) = Vp +
p∑
i=1
αiR(i)
R(k) =
p∑
i=1
αiR(i− k), k ≥ 1
A Func¸a˜o de autocovariaˆncia R(k) na forma vetorial:
Rpα =

R(0) R(1) · · · R(p)
R(1) R(0) · · · R(p− 1)
...
...
. . .
...
R(p) R(p− 1) · · · R(0)


−1
α1
...
αp
 =

−Vp
0
...
0

sendo
Vp = σ
2
 + µX
p∑
i=1
σ2i (4.5)
Onde σ2 = V ar[t] , µX = E[Xt] , σ
2
i e´ a variaˆncia da se´rie de contagem envolvida
no i-e´simo operador thinning, αi ◦Xt−i,i = 1, ..., p
Func¸a˜o de autocovariaˆncia Rˆ(k) amostral
Rˆ(k) =
1
N
N−k∑
t=1
(Xt − X¯)(Xt+k − X¯) (4.6)
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Func¸a˜o de autocorrelac¸a˜o ρˆ amostral
ρˆ(k) =
Rˆ(k)
Rˆ(0)
, 0 ≤ k ≤ N − 1 (4.7)
No domı´nio de frequeˆncia temos a densidade espectral f(w) expressa por Silva e
Oliveira (2004, 2005) por:
Func¸a˜o de densidade espectral f(w)
f(w) =
1
2pi
∞∑
k=−∞
R(k)e−iwk =
1
2pi
Vp
|1−∑pk=1 αke−iwk|2 ,−pi ≤ w ≤ pi (4.8)
onde Vp esta´ definido em (4.5).
Os res´ıduos do processo INAR
rN+1 = XN+1 − E[XN+1|XN , XN−1, ...] (4.9)
Considerando (X1, ..., XN) uma realizac¸a˜o de um processo INAR (p).
Estimac¸a˜o dos paraˆmetros do modelo INAR, baseados em equac¸o˜es do tipo Yule-
Walker:
Para a estimac¸a˜o dos paraˆmetros do modelo INAR, α1, ..., αp, deve-se obter a soluc¸a˜o
do sistema de equac¸o˜es lineares abaixo:
Rˆp−1αˆ =

Rˆ(0) Rˆ(1) · · · Rˆ(p− 1)
Rˆ(1) Rˆ(0) · · · Rˆ(p− 2)
...
...
. . .
...
Rˆ(p− 1) Rˆ(p− 2) · · · Rˆ(0)


αˆ1
αˆ2
...
αˆp
 =

Rˆ(1)
Rˆ(2)
...
Rˆ(p)

µˆ = X¯
(
1−
p∑
i=1
αˆi
)
(4.10)
σˆ
2 = Vˆp − X¯
p∑
i=1
σˆ2i (4.11)
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Considerando:
Vˆp = Rˆ(0)−
p∑
i=1
αˆiRˆ(i) (4.12)
Silva e Oliveira (2003) conclu´ıram que a modelac¸a˜o efetiva de uma se´rie de ob-
servac¸o˜es por modelos INAR depende da determinac¸a˜o da ordem do modelo a ser
usado.
4.2 Crite´rios Automa´ticos de Selec¸a˜o de Ordem
Segundo Zhang (1992) o procedimento para a escolha da ordem em modelos de
regressa˜o ou de se´ries temporais e´ escolher uma ordem k que minimiza um crite´rio
que pode ser escrito como uma func¸a˜o das observac¸o˜es (em geral, o erro quadra´tico
me´dio da previsa˜o a 1-passo ou a soma dos quadrados dos res´ıduos) mais um termo
de penalizac¸a˜o que depende do nu´mero de observac¸o˜es e da ordem do modelo a ser
ajustado .
A escolha de uma ordem menor que a verdadeira provoca inconsisteˆncia na estimac¸a˜o
dos paraˆmetros enquanto a escolha de uma ordem superior, conduz ao incremento
da variaˆncia desses estimadores.Os crite´rios automa´ticos para selec¸a˜o de ordem teˆm
sido propostos tendo como objetivo equilibrar o risco da escolha de ordem menores
ou maiores que a verdadeira. Este equil´ıbrio e´ feito atrave´s da atribuic¸a˜o de um custo
ou penalizac¸a˜o pela introduc¸a˜o de varia´veis adicionais (SILVA e SILVA (2003)).
4.2.1 Crite´rios automa´ticos
AIC(p)
Dadas n observac¸o˜es independentes de um processo com vetor de paraˆmetros θ,
a proposta de Akaike (1974) consiste em considerar a verossimilhanc¸a f(x|θ) para
va´rias dimenso˜es de θ. Akaike (1974) mostra que, desde que a distribuic¸a˜o verdadeira
pertenc¸a a` famı´lia das distribuic¸o˜es aproximantes, i.e., g(x) = f(x|θ0), e sendo θˆ
(estimador de ma´xima verosimilhanc¸a de θ) suficientemente pro´ximo de θ0, tem-se
que
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AIC(p) = E[I(f(x|θ0), f(x|θ))] ' −2 log(σˆ2 ) + 2(p+ 1) (4.13)
onde σˆ2 e´ o estimador de ma´xima verossimilhanc¸a da variaˆncia do ru´ıdo e p e´ a ordem
do modelo aproximante. A ordem do modelo que melhor se ajusta a`s observac¸o˜es e´
o valor de p que minimiza AIC.
AICC(p)
Versa˜o corrigida do AIC, definido por HURVICH e TSAI (1989) :
AICC(k) = n log(σˆ2 ) + n
1 + k/n
1− (k + 2)/n. (4.14)
4.2.2 Crite´rio automa´tico para modelos INAR(p)
Segundo Silva e Oliveira (2003) o uso dos crite´rios expostos anteriormente para de-
terminar a melhor ordem do modelo INAR a considerar na˜o e´ correto, uma vez que
a interpretac¸a˜o de σ2 como variaˆncia do erro de previsa˜o a 1-passo ou, ainda, como
variaˆncia dos res´ıduos para os modelos AR na˜o tem analogia para os modelos INAR.
Na construc¸a˜o do crite´rio AICCinar consideramos uma aproximac¸a˜o da func¸a˜o de
verosimilhanc¸a atrave´s da func¸a˜o de densidade espectral, proposta por Whittle
(1953) e usualmente designada por crite´rio de Whittle, a fo´rmula de Kolmogorov
adaptada ao processo INAR e as propriedades das equac¸o˜es de Yule-Walker, ob-
tendo:
AICCinar(k) = n log(Vˆk) + n
1 + k/n
1− (k + 2)/n (4.15)
com
Vˆk = σˆ
2
 + X¯
(
p∑
k=1
βˆk
)
(4.16)
onde βˆk e´ o estimador da variaˆncia da se´rie de contagem envolvida no k-e´simo
operador thinning, αk ◦Xt−k k = 1, ..., p , X¯ e´ a me´dia amostral.
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4.3 Previsa˜o INAR
Apo´s o te´rmino do processo de identificac¸a˜o, estimac¸a˜o dos paraˆmetros e verificac¸a˜o,
o u´ltimo passo e´ realizar as previso˜es de observac¸o˜es futuras dado que temos obser-
vado uma se´rie ate´ o tempo n, ou seja, xn = (x1, x2, ..., xn). Partindo-se da origem
em n, e supondo que o objetivo e´ prever a se´rie em um per´ıodo futuro h, Xˆn+h
representa a previsa˜o para um per´ıodo n+h feita em n. A previsa˜o mu´ltiplos passos
para o per´ıodo n+h e´ normalmente constru´ıda a partir de sucessivas previso˜es para
os per´ıodos n + 1, n + 2, ... , n + h − 1 (MONTGOMERY, 1976). Neste procedi-
mento, o valor de Xn+h, o qual na˜o se conhece no tempo n, e´ substitu´ıdo pela sua
previsa˜o Xˆn+h. Portanto, a previsa˜o se torna o ca´lculo do valor esperado de uma
futura observac¸a˜o condicionada aos valores passados e ao valor presente da varia´vel.
Ou seja, Xˆn+h e´ o valor previsto para um horizonte de h per´ıodos de tempo futuro
e n o per´ıodo de origem da previsa˜o, enta˜o,
Xˆn+h|xn = E(Xn+h|Xn) = αh
[
Xn − λ
1− α
]
+
λ
1− α, h = 1, 2, 3, ... (4.17)
Segundo Freeland (1998), a func¸a˜o de gerac¸a˜o do momento de Xn+h dado Xn e´ :
ϕXn+h|Xn(s) = [α
hes + (1 + αh)]Xnexp
[
λ
1− αh
1− α (e
s − 1)
]
(4.18)
Expressa˜o 4.18 mostra que a distribuic¸a˜o dos Xn+h|Xn e´ uma combinac¸a˜o de uma
distribuic¸a˜o binomial com paraˆmetros αh e Xn e uma distribuic¸a˜o de Poisson com
paraˆmetro λ(1−λh)/(1−λ). Ou seja, a func¸a˜o de probabilidade de Xn+h|Xn e´ dada
por
f(xn+h|xn) = P (Xn+h = xn+h|Xn = xn)
= exp
{
−λ1− α
h
1− α
} Mh∑
i=0
1
xn+h−i
!×
(
λ
1− αh
1− α
)xn+h−1 (xn
i
)
(αh)i(1−αh)xn−i (4.19)
Onde Mh = min(Xn+h, Xn) e xn+h = 0, 1, ...
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A fim de obter previso˜es coerentes para Xn+h Freeland e McCabe (2003) sugerem
a utilizac¸a˜o do valor que minimiza o erro esperado absoluto, dada a amostra, i.e.,
E
[∣∣∣Xn+h − Xˆn+h∣∣∣ |Xn]. Assim, eles conclu´ıram que Xˆn+h = mˆn+h e´ a mediana do
h-passo a` frente da distribuic¸a˜o condicional f(xn+h|xn) = P (Xn+h = xn+h|Xn = xn).
4.3.1 Intervalo de previsa˜o
Um intervalo de confianc¸a para o preditor Xˆn+h, pode ser calculado atrave´s da
func¸a˜o de probabilidade do h-passo a` frente do erro de previsa˜o, dada por:
en+h|xn = Xn+h|xn − Xˆn+h|xn (4.20)
Substituindo Xˆn+h|xn dado por 4.17 , obtemos
en+h|xn = k − αhxn − λ1− α
h
1− α , k = 0, 1, 2, ... (4.21)
Assim,
P
(
en+h = k − αhxn − λ1−αh1−α |xn
)
=
= P (Xn+h = k|Xn = xn) (4.22)
= exp
{
−λ1− α
h
1− α
} Mh∑
i=0
1
(k − i)!
(
λ
1− αh
1− α
)k−i(
xn
i
)
(αh)i(1− αh)xn−i
A partir da expressa˜o 4.22, obtemos um intervalo de confianc¸a para Xn+h.
(
Xˆn+h + et1 , Xˆn+h + et2
)
, (4.23)
onde Xˆn+h e´ dada por 4.17, et1 e´ o maior valor de en+h, com P (en+h ≤ et1) ≤ (1−γ)/2
e et2 e´ o menor valor de en+h, com P (en+h ≤ et2) ≥ (1 + γ)/2 ao n´ıvel γ.
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CAPI´TULO 5
PREVISA˜O DA QUALIDADE DO AR
A previsa˜o da qualidade do ar pode ser utilizada para alertar previamente sobre a
concentrac¸a˜o de poluentes na atmosfera e permitir a adaptac¸a˜o de comportamen-
tos adequados pela populac¸a˜o e grupos de risco (crianc¸as, idosos e pessoas com
doenc¸as respirato´rias), podendo ainda fornecer a`s autoridades as informac¸o˜es para
a preparac¸a˜o de planos de ac¸a˜o de curto prazo para a reduc¸a˜o de emisso˜es e gesta˜o
da qualidade do ar.
A previsa˜o da qualidade do ar e seus ı´ndices podem ser efetuados atrave´s de dife-
rentes metodologias destacando-se:
Os modelos nume´ricos, determin´ısticos, que simulam a dispersa˜o e as transformac¸o˜es
qu´ımicas dos poluentes na atmosfera, recorrendo a inventa´rios de emisso˜es de polu-
entes atmosfe´ricos e a informac¸a˜o meteorolo´gica.
Os modelos estat´ısticos, que se baseiam na identificac¸a˜o das relac¸o˜es entre as condic¸o˜es
meteorolo´gicas e as concentrac¸o˜es dos poluentes medidas nas estac¸o˜es de monitora-
mento de qualidade do ar atrave´s da ana´lise do histo´rico de alguns anos. Podem
tambe´m fazer uso de modelos probabil´ısticos que tem como base os dados das con-
centrac¸o˜es de cada poluente, metodologia usada nesta dissertac¸a˜o.
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5.1 Modelos Estat´ısticos para a modelagem da
qualidade do ar
Neto et al (2004) baseado em me´todos estoca´sticos, realizou previso˜es da qualidade
do ar para a cidade de Lisboa, Portugal. Os poluentes modelados foram O3 e o
PM10 combinados com as varia´veis meteorolo´gicas. O per´ıodo das ana´lises foi de
3 anos (2001 a` 2003). Os dados serviram para testar estatisticamente novos mode-
los usando a ana´lise de regressa˜o mu´ltipla (RM) e ana´lise de regressa˜o em a´rvore
(CART-Classification and Regression Tree). Para a modelagem e previsa˜o das con-
centrac¸o˜es ma´ximas de O3 foram usados dois modelos, um de regressa˜o mu´ltipla e
outro de regressa˜o em a´rvore+regressa˜o mu´ltipla . De igual forma para a modelagem
e previsa˜o das concentrac¸o˜es ma´ximas de PM10 foram usados dois modelos, um de
regressa˜o mu´ltipla e outro de regressa˜o em a´rvore+regressa˜o mu´ltipla. A variaˆncia
explicada pelos modelos foi superior a 72%. Para a validac¸a˜o dos modelos apresen-
tados foi utilizado outro per´ıodo de tempo e verificado que as variaˆncias explicadas
pelos modelos foram ligeiramente inferiores a 72%, no entanto suficientemente sig-
nificativos para demonstrar robustez da metodologia aplicada.
Agirre-Basurko et al. (2006) comparam treˆs modelos para a modelagem e previsa˜o
da qualidade do ar da cidade de Bilbao, Espanha. Um modelo de Regressa˜o Li-
near Mu´ltipla (RLM) e dois modelos de rede perceptron ou Multilayer perceptron
(MLP). Os modelos usaram varia´veis meteorolo´gicas (temperatura, umidade rela-
tiva, pressa˜o, radiac¸a˜o, gradiente de temperatura, direc¸a˜o do vento, velocidade do
vento) e fluxo de ve´ıculos como dados de entrada, no per´ıodo de 1993 a` 1994 e, como
sa´ıda prevista pelos modelos, tem-se a concentrac¸a˜o de O3 e NO2 com horizonte de
previsa˜o de 8 horas a` frente. Para classificar o modelo de melhor desempenho foram
utilizados cinco indicadores estat´ısticos, coeficiente de correlac¸a˜o, erro quadra´tico
me´dio normalizado, considerando Co =(casos observados) e Cp = (casos previstos)
0.5 < Co/Cp < 2 , a Polarizac¸a˜o Fracionaria (FP) e a Variaˆncia Fraciona´ria (FV).
Os modelos de rede perceptron obtiveram melhores resultados para a previsa˜o das
concentrac¸o˜es de O3 e NO2 quando comparados ao modelo de Regressa˜o Linear
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Mu´ltipla. Quando comparados os desempenhos dos modelos de rede perceptron o
que mais se destacou foi o modelo que considerou a sazonalidade da se´rie das con-
centrac¸o˜es de O3 e NO2.
Lira (2009) desenvolveu modelos emp´ıricos para a modelagem e previsa˜o da quali-
dade do ar da cidade de Uberlaˆndia-MG. Va´rios modelos lineares, tais como Auto-
Regressivo com entradas exo´genas (ARX), Auto-Regressivo com me´dia mo´vel e en-
tradas exo´genas ( ARMAX), erro na sa´ıda (OE) e Box-Jenkins (BJ), bem como
modelos baseados em redes neurais foram avaliados . Os modelos usaram varia´veis
meteorolo´gicas (temperatura, umidade relativa, precipitac¸a˜o, direc¸a˜o do vento, ve-
locidade do vento, nebulosidade e insolac¸a˜o) e fluxo ve´ıculos como dados de entrada,
no per´ıodo de 2003 a` 2007 e , como sa´ıda prevista pelo modelo, tem-se a concen-
trac¸a˜o de PM10 com horizonte de previsa˜o de treˆs dias a´ frente. Para a escolha
da ordem de cada modelo foram utilizados treˆs crite´rios : o crite´rio de informac¸a˜o
(AIC), o erro final de predic¸a˜o (FPE) e o crite´rio de informac¸o˜es de Bayes (BIC).
Apo´s a escolha da ordem dos modelos foi necessa´rio classificar o modelo de melhor
desempenho e para isso foram utilizados treˆs indicadores estat´ısticos .Um deles e´ a
raiz quadrada do erro me´dio quadra´tico (RMSE) , que mede os desvios entre os
valores observados e os preditos pelos modelos. O coeficiente de determinac¸a˜o (R2),
que informa quanto da variabilidade da varia´vel observada e´ explicada pelo modelo.
E por fim , uma me´dia relativa de erro denominada ı´ndice de concordaˆncia (d). As
melhores estimativas foram obtidas pelo modelo BJ.
5.2 Modelos INAR
O modelo Auto-Regressivo de Valores Inteiros de ordem 1 (INAR(1)), apresentado
por Al-Osh e Alzaid (1987), baseado no operador thinning binomial proposto por
Steutel e Van Harn (1979), veio com o objetivo da modelagem de se´ries de contagem.
Du e Li (1991) generalizaram o modelo INAR para ordem p, isto e´, INAR(p). Gau-
thier e Latour (1994) generalizaram o conceito do operador thinning permitindo
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que as se´ries de contagem sigam qualquer distribuic¸a˜o discreta. Em 1998, Latour
apresenta a condic¸a˜o de estacionaridade do modelo INAR(p) sendo
∑p
k=1 αk < 1.
Hellstron (2000) simula o poder do teste Dickey-Fuller em modelos INAR(1) obtendo
resultados pro´ximos da aplicac¸a˜o em modelos autoregressivo de ordem 1, AR(1). Em
2003, Silva e Silva apresentam uma ferramenta de selec¸a˜o automa´tica da ordem dos
modelos INAR(p) o AICCINAR. Silva e Oliveira (2004) investigaram momentos e
cumulantes de grande ordem do modelo INAR(1) estendendo o estudo no contexto
do domı´nio da frequ¨eˆncia. Ferland et al (2006), com base no modelo INAR, estu-
daram o processo com erros GARCH. A modelagem INAR considera a caracter´ıstica
de contagem dos dados, retornando em suas simulac¸o˜es apenas valores inteiros e po-
sitivos, obtendo em suas modelagens e previso˜es valores que acompanham as se´ries
ditas de contagem. Os modelos INAR explicam as caracter´ısticas da se´rie apenas
com os dados da pro´pria se´rie, baseado nas caracter´ısticas probabil´ısticas dos mes-
mos.
McKenzie (1986, 1988) e Al-Osh e Alzaid (1987), descreveram em seus trabalhos
que muitas das se´ries temporais observadas sa˜o se´ries de valores inteiros na˜o nega-
tivos e, em particular, se´ries de contagens. Os modelos usuais, quer lineares quer
na˜o lineares, para se´ries temporais na˜o sa˜o neste caso adequados pois o produto de
uma constante real por uma varia´vel aleato´ria de valor inteiro produz uma varia´vel
aleato´ria real. Assim, recorreram a` operac¸a˜o thinning binomial para substituir a
operac¸a˜o de multiplicac¸a˜o usual e propuseram os modelos INAR(1) para modelagem
e previsa˜o de se´ries de valores inteiros na˜o negativos. Contrariando a modelagem
tradicional que considera dados discretos como cont´ınuos.
Silva e Silva ( 2003) consideraram a importaˆncia da escolha da melhor ordem-p
para os modelos INAR(p) usando crite´rios estat´ısticos para a selec¸a˜o automa´tica da
ordem . Os crite´rios automa´ticos teˆm como objetivo equilibrar o risco da escolha
de uma ordem menor que a verdadeira, o que provoca inconsisteˆncia na estimac¸a˜o
dos paraˆmetros, e o da escolha de uma ordem superior, que conduz ao incremento
da variaˆncia desses estimadores. Este equil´ıbrio e´ feito atrave´s da atribuic¸a˜o de um
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custo ou penalizac¸a˜o pela introduc¸a˜o de varia´veis adicionais. A ide´ia e´, enta˜o, es-
colher a ordem k que minimiza um crite´rio que pode ser escrito como uma func¸a˜o
das observac¸o˜es (em geral, o erro quadra´tico me´dio da previsa˜o a 1-passo ou a soma
dos quadrados dos res´ıduos) mais um termo de penalizac¸a˜o que depende do nu´mero
de observac¸o˜es e da ordem do modelo a ajustar. Foram comparados dois crite´rios
o primeiro AICC que e´ um crite´rio tradicional e o segundo AICCINAR que e´ um
crite´rio proposto para modelos INAR. Para verificar o desempenho dos crite´rios , foi
calculada a frequ¨eˆncia de selec¸a˜o de ordem em 100 realizac¸o˜es de modelos INAR(p)
com inovac¸o˜es de Poisson e operac¸a˜o thinning binomial, para diferentes ordens e
valores dos paraˆmetros. Consideraram-se treˆs dimenso˜es de amostras: n = 50, n
= 100 e n = 200. Em todas as condic¸o˜es geradas o crite´rio AICCINAR mostrou
eficieˆncia superior ao crite´rio AICC.
Silva e Silva (2003) e Latour(1998) propuseram a modelagem da se´rie de con-
tagem de ataques epile´pticos de um dado paciente. Estes dados consistem em va-
lores inteiros na˜o negativos sendo uma se´rie de 121 observac¸o˜es. Latour baseado
na ana´lise da func¸a˜o de autocorrelac¸a˜o amostral e na func¸a˜o autocorrelac¸a˜o par-
cial amostral propo˜e um processo INAR(14). Silva e Silva (2003) ao aplicarem o
crite´rio AICCINAR para selecionar a ordem do modelo INAR que melhor se adapta
a este conjunto de dados. Com uma ordem ma´xima poss´ıvel de 20, o valor mı´nimo
atingido pelo crite´rio foi de 105,67 para uma ordem p = 6, i.e., o crite´rio sele-
ciona um modelo INAR(6). Para comparar os dois modelos propostos, o INAR(14)
e o INAR(6), calculou-se o valor do crite´rio para o modelo proposto por Latour,
obtendo-se (153,18), que e´ maior que o valor obtido pelo modelo INAR(6) (105,67),
concluindo com base no crite´rio AICCINAR que o modelo INAR(6) e´ a melhor es-
colha para a modelagem.
Pavlopoulos e Karlis (2007) propuseram a modelagem de valores inteiros de taxas
de chuva (mm/h) para uma regia˜o remota no mar da China (2oS, 156oE) que cobre
uma a´rea de 240 X 240 km2. Os dados foram coletados via radar de precipitac¸a˜o
acoplado em um navio. Na selec¸a˜o da ordem dos modelos INAR, usou-se os tradi-
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cionais crite´rios automa´ticos AIC e BIC proposto por Akaike. A melhor ordem
para os modelos INAR(p) foi a ordem p=1.
Silva et al (2009) apresentaram duas metodologias para a previsa˜o em modelos
INAR. Os autores compararam a metodologia cla´ssica com a metodologia Bayesiana
com a finalidade de obter previso˜es coerentes para o modelo INAR. Obtiveram por
meio de simulac¸o˜es previso˜es teo´ricas para as duas metodologias, em seguida foram
apresentados os intervalos de confianc¸a para cada metodologia. Nas simulac¸o˜es a
metodologia Bayesiana obteve melhores resultados. Do ponto de vista pra´tico foi
modelado a se´rie de trabalhadores envolvidos em acidentes por queimadura, para
um conjunto de dados de 120 observac¸o˜es com previsa˜o de ate´ 6 dias, com seus
respectivos intervalos de confianc¸a. O modelo INAR(1) foi o escolhido para a mo-
delagem e previsa˜o dos dados e novamente a metodologia Bayesiana obteve melhores
resultados.
Resumo cronolo´gico da Modelagem de se´ries de contagem
1979 Steutel e Van Harn Apresentaram o operador thinning binomial
1987 Al-Osh e Alzaid Apresentaram o modelo INAR(1)
1991 Du e Li Generalizaram o modelo INAR(p)
1994 Gauthier e Latour Generalizaram o conceito do operador thinning
1998 Latour Condic¸a˜o de estacionaridade do modelo INAR
2000 Hellstron Teste Dickey-Fuller em modelos INAR(1)
2003 Silva e Silva Crite´rio de selec¸a˜o da ordem-AICCINAR
2003 Silva e Silva Modelaram a se´rie de ataques epile´ticos de um dado paciente
2007 Pavlopoulos e Karlis Modelaram a se´rie de Taxas de chuva
2009 Silva et al Previsa˜o tradicional versus Bayesiana para modelos INAR
Assim baseados nos trabalhos anteriores decidiu-se estudar o comportamento das
se´ries de ı´ndices de qualidade do ar (valores inteiros na˜o negativos) dos principais
poluentes atmosfe´ricos monitorados na Regia˜o da Grande Vito´ria. O presente tra-
balho utiliza te´cnicas para se´ries temporais de contagem afim de modelar o com-
portamento e prever esses ı´ndices, evidenciando o uso dos modelos INAR(p) para
a modelagem e previsa˜o, contribuindo na elaborac¸a˜o de pol´ıticas ambientais e de
sau´de.
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CAPI´TULO 6
MATERIAIS E ME´TODOS
6.1 Regia˜o de estudo
Segundo o Instituto Brasileiro de Geografia e Estat´ıstica (IBGE 2007) a Regia˜o da
Grande Vito´ria (RGV) e´ constitu´ıda de 1.454.016 habitantes, correspondente a 43%
da populac¸a˜o total do Estado do Esp´ırito Santo, abrange uma a´rea de 1.461 km2,
sendo um dos principais po´los de desenvolvimento urbano e industrial do Estado.
6.2 Rede automa´tica de monitoramento da
qualidade do ar da RGV
A RGV possui uma Rede Automa´tica de Monitoramento da Qualidade do Ar
(RAMQAR) inaugurada em 06/06/2000, de propriedade do IEMA sendo gerenci-
ada por este Instituto. A referida rede e´ distribu´ıda em oito estac¸o˜es localizadas
estrategicamente e com equipamentos de medic¸a˜o avanc¸ados. Os resultados do mo-
nitoramento sa˜o divulgados sob forma de ı´ndices, para uma melhor compreensa˜o dos
n´ıveis de qualidade do ar, todos os dias u´teis, via internet e disponibilizados para
a imprensa local. As estac¸o˜es componentes da RAMQAR esta˜o distribu´ıdas nos
munic´ıpios que compo˜em a Regia˜o da Grande Vito´ria, da seguinte forma : o mu-
nic´ıpio Serra com duas estac¸o˜es localizadas nas regio˜es de Laranjeiras e Carapina; o
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munic´ıpio Vito´ria com treˆs estac¸o˜es localizadas nas regio˜es de Jardim Camburi, En-
seada do Sua´ e Centro de Vito´ria. O munic´ıpio de Vila Velha apresenta duas estac¸o˜es
localizadas nas regio˜es do Ibes e Centro de Vila Velha e por u´ltimo o munic´ıpio de
Cariacica com uma estac¸a˜o em Cariacica. (Tabela 6.1 e Figura 6.1).
Tabela 6.1: Estac¸o˜es de monitoramento da qualidade do ar da RGV, coordenadas
UTM em metros
Estac¸a˜o RAMQAR Coordenadas UTM
Laranjeiras RAMQAR 01 X: 368.670, 000000
Y: 7.766.879,000000
Carapina RAMQAR 02 X: 368.755, 000000
Y: 7.762.824,000000
Jardim Camburi RAMQAR 03 X: 367.512, 000000
Y: 7.759.855,000000
Enseada do Sua´ RAMQAR 04 X: 365.228, 000000
Y: 7.753.434,000000
Vito´ria - Centro RAMQAR 05 X: 360.392, 000000
Y: 7.752.592,000000
Vila Velha - Ibes RAMQAR 06 X: 362.433, 000000
Y: 7.749.409,000000
Vila Velha-Centro RAMQAR 07 X: 364.933, 000000
Y: 7.750.925,000000
Cariacica RAMQAR 08 X: 353.808, 000000
Y: 7.750.062,000000
Figura 6.1: Estac¸o˜es de monitoramento da qualidade do ar da RGV
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A Rede Automa´tica de Monitoramento da Qualidade do Ar da Grande Vito´ria
(RAMQAR) permite que o IEMA quantifique e conhec¸a o comportamento dos
seguintes poluentes atmosfe´ricos: Part´ıculas Totais em Suspensa˜o (PTS), me´dia
24h; Part´ıculas Inala´veis (PM10), me´dia 24h; Ozoˆnio (O3), me´dia 1h; O´xidos de
Nitrogeˆnio (NOx), me´dia 1h; Mono´xido de Carbono (CO), me´dia 8h e Hidrocar-
bonetos (HC). Para viabilizar a ana´lise da qualidade do ar, realiza-se ainda, o
monitoramento dos seguintes paraˆmetros meteorolo´gicos: Direc¸a˜o dos ventos (DV)
(direc¸a˜o predominante em 24h); Velocidade dos Ventos (VV), me´dia 24h, unidade
em m/s; Precipitac¸a˜o Pluviome´trica (PP), precipitac¸a˜o em 24h, unidade em mm ;
Umidade Relativa do Ar (UR) me´dia 1h, unidade em %, Temperatura (T), me´dia 1h,
unidade em oC; Pressa˜o Atmosfe´rica (P), me´dia 1h, unidade em mbar e Radiac¸a˜o
Solar (I), me´dia 1h, unidade em W/m2. Os paraˆmetros meteorolo´gicos e poluentes
monitorados em cada estac¸a˜o RAMQAR encontram-se na Tabela 6.2. Os me´todos
amostragem dos poluentes monitorados pela RAMQAR sa˜o apresentados na Tabela
6.3.
Tabela 6.2: Paraˆmetros meteorolo´gicos e poluentes monitorados em cada estac¸a˜o
RAMQAR
RAMQAR PTS PM10 SO2 CO NO2 HC O3 Meteorologia
RAMQAR 01 X X X X X X
RAMQAR 02 X X DV,VV,UR,PP,P,T,I
RAMQAR 03 X X X X
RAMQAR 04 X X X X X X X DV,VV
RAMQAR 05 X X X X X
RAMQAR 06 X X X X X X X DV,VV
RAMQAR 07 X X
RAMQAR 08 X X X X X X DV,VV,T,UR
O per´ıodo de ana´lises compreendeu 01/01/07 a` 19/03/07 com uma previsa˜o para o
dia 20/03/07. Na estac¸a˜o de Laranjeiras os poluentes investigados foram CO e o
NO2, na de Carapina o PM10, na estac¸a˜o de Enseada do Sua´ o PM10, CO e o NO2,
para a estac¸a˜o de Vito´ria-Centro foram investigados os poluentes PM10 e CO. Nas
estac¸o˜es de Vila Velha o PM10 e o SO2 foram analisados nas duas estac¸o˜es e por
fim em Cariacica foram analisados os poluentes SO2, NO2, O3 e CO.
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Tabela 6.3: Me´todo de amostragem
Poluente Metodo de amostragem
PTS Microbalanc¸a
PM10 Microbalanc¸a
SO2 Fluoresceˆncia por ultravioleta
CO Absorc¸a˜o infravermelha
NO2 Quimiluminesceˆncia
O3 Absorc¸a˜o ultravioleta
6.3 Modelagem INAR
A transformac¸a˜o dos valores das concentrac¸o˜es me´dias dos poluentes investigados,
registradas pelas estac¸o˜es de monitoramento da qualidade do ar em ı´ndices de qua-
lidade do ar e´ o primeiro passo para a modelac¸a˜o efetiva das se´ries de ı´ndices de
qualidade do ar. O ı´ndice e´ obtido atrave´s de uma func¸a˜o linear segmentada, onde
os pontos de inflexa˜o sa˜o os padro˜es de qualidade do ar. Desta func¸a˜o, que relaciona
a concentrac¸a˜o do poluente com o valor ı´ndice, resulta um nu´mero adimensional
de valor inteiro na˜o negativo referido a uma escala com base nos padro˜es de quali-
dade do ar. Para cada poluente medido, e´ calculado um ı´ndice conforme a equac¸a˜o
(3.1). Os valores obtidos sa˜o arredondados para o inteiro mais pro´ximo, servindo
como dado de entrada do modelo. Na modelagem das se´ries de contagem de ı´ndices
de qualidade do ar da RGV aplicou-se o modelo autoregressivo de valores inteiros
INAR, apresentado no Cap´ıtulo 4. Na estimac¸a˜o dos paraˆmetros do modelo foi uti-
lizado o software MATLAB 7.8. Para a ana´lise e previsa˜o dos ı´ndices foi utilizado
o software R 2.9.
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CAPI´TULO 7
RESULTADOS E ANA´LISES
Neste cap´ıtulo sa˜o apresentadas e discutidas as ana´lises de modelagem e previsa˜o
dos ı´ndices de qualidade do ar dos principais poluentes atmosfe´ricos da Regia˜o da
Grande Vito´ria (RGV), Brasil, para um per´ıodo de ana´lises de 1 de janeiro de 2007
a 19 de marc¸o de 2007 e previso˜es para 20 de marc¸o de 2007 a` 25 de marc¸o de 2007.
Os valores dos ı´ndices de qualidade do ar a serem modelados sa˜o valores inteiros
na˜o negativos, ditos de contagem, sendo utilizado na modelagem desses dados o
modelo auto regressivo de valores inteiros INAR(p). O modelo INAR retorna em
suas simulac¸o˜es apenas valores inteiros na˜o negativos, o que difere de outros modelos
tradicionais que retornam em suas simulac¸o˜es valores reais. Na Sec¸a˜o 7.1 sa˜o feitas
as ana´lises descritivas das se´ries de ı´ndices de qualidade do ar, na Seca˜o 7.2 sa˜o
escolhidas as ordens dos modelos e os respectivos valores AICCINAR, na Sec¸a˜o 7.3
sa˜o discutidos e apresentados os ajustes dos modelos INAR(p) e seus paraˆmetros. Na
Sec¸a˜o 7.4 sa˜o apresentados os gra´ficos de modelagem e as tabelas com as previso˜es
para o dia 20/03/07 e as previso˜es para os dias 21/03/07 a` 25/03/07, juntamente
com as discusso˜es finais sobre a modelagem e ajuste de cada modelo.
7.1 Ana´lise descritiva dos dados
As tabelas e gra´ficos apresentados a seguir teˆm como objetivo resumir os dados de
ı´ndices de qualidade do ar investigados na presente dissertac¸a˜o e respectivas ana´lises
descritivas mais relevantes. Os poluentes analisados, as respectivas estac¸o˜es de mo-
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nitoramento e toda a estat´ıstica descritiva dos dados analisados encontram-se ta
Tabela 7.1. Para cada poluente foram analisados 78 dados com ma´ximas chegando
a 54 e mı´nimas 1. Avaliou-se tambe´m se os poluentes de cada estac¸a˜o respeitaram
os padro˜es Nacionais de qualidade do ar, tabela 3.2 , as diretrizes da Organizac¸a˜o
Mundial de Sau´de (OMS 2005), Tabela 3.1, e as classificac¸o˜es da qualidade do ar,
Tabela 3.4 .
Para a estac¸a˜o de Laranjeiras o poluente que apresentou maior risco a sau´de humana
conforme resoluc¸a˜o CONAMA 03/90, foi o NO2 com me´dia 16.2 (desvio padra˜o igual
a 5.9) e ma´xima 37, e na estac¸a˜o de Carapina o poluente PM10 com me´dia 23.7 (
desvio padra˜o igual 6.4) e ma´xima de 43. Nas duas estac¸o˜es os padro˜es nacionais
de qualidade do ar, e as diretrizes da OMS, foram respeitados e ainda baseado na
classificac¸a˜o da qualidade do ar todos os poluentes investigados nestas estac¸o˜es ob-
tiveram classificac¸a˜o BOA.
Para a estac¸a˜o de Enseada do Sua´ o poluente que apresentou maior risco a sau´de
humana conforme resoluc¸a˜o CONAMA 03/90, foi o PM10 com me´dia 28.6 (desvio
padra˜o igual a 8.1) e ma´xima de 54. Para a visualizac¸a˜o da distribuic¸a˜o dos dados
dessa se´rie foi utilizado o box-plot (Figura 7.1), sendo destacado treˆs valores acima
do permitido pelas diretrizes da OMS 2005 cuja concentrac¸a˜o me´dia em 24h na˜o
pode exceder 50 µ/m3 e ainda baseado na classificac¸a˜o da qualidade do ar foram
obtidos treˆs classificac¸o˜es consideradas REGULAR.
Na estac¸a˜o de Vito´ria-Centro o PM10 novamente se destaca com me´dia 23.8 (desvio
padra˜o igual a 4.8) e ma´xima 36 . Na estac¸a˜o os padro˜es nacionais de qualidade
do ar e as diretrizes da Organizac¸a˜o Mundial de Sau´de, foram respeitados e ainda
baseado na classificac¸a˜o da qualidade do ar todos os poluentes investigados nesta
estac¸a˜o obtiveram classificac¸a˜o BOA.
Para a estac¸a˜o de VilaVelha-Centro o destaque foi o SO2 cuja me´dia foi de 10.4
(desvio padra˜o igual a 4.4) e ma´xima de 26. As concentrac¸o˜es correspondentes aos
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ı´ndices dessa se´rie encontram-se dentro dos padro˜es nacionais de qualidade do ar,
mas quando a analise e´ feita tendo como base as diretrizes da OMS , que preveˆ
para o SO2 uma me´dia 24h de 20 µ/m
3, tem-se 16 observac¸o˜es que excederam essa
diretriz, mas mesmo havendo 16 observac¸o˜es excedentes, a classificac¸a˜o da qualidade
do foi considerada BOA para todos os poluentes investigados nesta estac¸a˜o.
No caso da estac¸a˜o Vila Velha-Ibes os dois poluentes investigados merecem destaque.
O primeiro o PM10 de me´dia 26.7 (desvio padra˜o igual a 8.1) e ma´xima de 51. Para
a visualizac¸a˜o da distribuic¸a˜o dos dados dessa se´rie foi utilizado o box-plot (figura
7.2), sendo destacado um valor acima do permitido pelas diretrizes da OMS, cuja
concentrac¸a˜o me´dia em 24h na˜o pode exceder 50 µ/m3, e uma classificac¸a˜o da qua-
lidade do ar considerada REGULAR. O segundo foi o SO2 cuja me´dia foi de 7.3
(desvio padra˜o igual a 4.4) e ma´xima 26. As concentrac¸o˜es correspondentes aos
ı´ndices dessa se´rie encontram-se dentro dos padro˜es nacionais de qualidade do ar,
mas quando a analise e´ feita tendo como base as diretrizes da OMS, que preveˆ para
o SO2 uma me´dia 24h de 20 µ/m
3, tem-se 8 observac¸o˜es de excedem essa diretriz,
mas mesmo havendo 8 observac¸o˜es excedentes, a classificac¸a˜o da qualidade do foi
considerada BOA para todos os poluentes investigados nesta estac¸a˜o.
Na estac¸a˜o de Cariacica o poluente O3 de me´dia 23.2 (desvio padra˜o igual a 8.2) e
ma´xima de 50 cujo valor e´ o limite superior da faixa considerada BOA, Tabela 3.4 .
E o mesmo em termos de concentrac¸a˜o na˜o excedeu as diretrizes da OMS que preveˆ
para o O3 uma me´dia 8h de 100 µ/m
3.
O resumo dos poluentes que excederam as diretrizes da OMS 2005 e as respectivas
estac¸o˜es de monitoramento encontram-se na Tabela 7.2
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Tabela 7.1: Estat´ısticas descritivas dos ı´ndices de qualidade do ar dos principais
poluentes das estac¸o˜es de monitoramento da qualidade do ar da RGV, no per´ıodo
de 01/01/07 a` 19/03/07. (78 dias)
Percentis
ESTAC¸A˜O POLUENTE n me´dia min´ımo 25 50 75 ma´ximo
LARANJEIRAS CO 78 5.6 4 5 6 6 10
NO2 78 16.2 9 12 14.5 19 37
CARAPINA PM10 78 23.7 10 19 23 27 43
ENSEADA DO SUA´ PM10 78 28.6 10 23 27 33 54
CO 78 6.6 3 5 6 8 20
NO2 78 20.4 12 17 20 24 35
VITO´RIA-CENTRO PM10 78 23.8 8 21 23 27 36
CO 78 17.2 7 11 17 22 30
VV-IBES PM10 78 26.7 10 21.25 26 32 51
SO2 78 7.3 3 4 6 9.75 26
VV-CENTRO PM10 78 22.1 10 17 20 26 46
SO2 78 10.4 6 8 9 11 26
CARIACICA SO2 78 2.0 1 1 2 3 5
NO2 78 20.8 6 14.25 20 26.75 38
O3 78 23.2 9 17 23 27 50
CO 78 4.9 2 4 5 6 8
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A
Figura 7.1: Box Plot PM10 para Enseada do Sua´
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Figura 7.2: Box Plot PM10 para Ibes
Tabela 7.2: Poluentes que excederam as diretrizes da OMS 2005
Estac¸a˜o Poluente no de excedentes
Enseada do Sua´ PM10 2
VilaVelha-Ibes PM10 1
SO2 8
VilaVelha-Centro SO2 16
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7.2 Selec¸a˜o da ordem dos modelos INAR(p)
Segundo Silva e Silva(2003) a modelac¸a˜o efetiva de uma se´rie de observac¸o˜es por
modelos INAR depende da determinac¸a˜o da ordem do modelo a usar. Para cada
poluente investigado nesta dissertac¸a˜o foram propostas sete ordens sendo que para
a selec¸a˜o da ordem propo˜e-se o crite´rio automa´tico AICCINAR, conforme metodo-
logia descrita na Sec¸a˜o 4.2. A ide´ia e´ escolher a ordem k, k = 1, ..., p que minimiza
o crite´rio AICCINAR.
Na estac¸a˜o de Laranjeiras, para as se´ries de ı´ndices de qualidade do ar dos poluentes
CO e NO2 as ordens escolhidas foram as mesmas , p=1, os respectivos valores
do AICCINAR foram 123.52 e 346.59. Na estac¸a˜o de Carapina a ordem escolhida
para a se´rie de ı´ndices de qualidade do ar do poluente PM10 foi p=2 e o valor do
AICCINAR e´ 361.79. Na estac¸a˜o de Enseada do Sua´, para as se´ries de ı´ndices de
qualidade do ar dos os poluentes PM10, CO e NO2 as ordens escolhidas foram as
mesmas, p=1, os respectivos valores do AICCINAR foram 400.90, 229.85 e 320.53.
Para a estac¸a˜o Vito´ria-Centro a escolha da ordem para se´rie do poluente PM10
foi p=2 com AICCINAR igual a 323.90 e para o poluente CO a ordem foi p=7
com AICCINAR igual a 358.44. A ordem das se´ries de ı´ndices de qualidade do ar
dos poluentes PM10 e SO2 da Estac¸a˜o de Vila Velha-IBES foram as mesmas, p=1,
os respectivos valores do AICCINAR foram 392.32 e 299.46. Na estac¸a˜o de Vila
Velha-Centro, para as se´ries de ı´ndices de qualidade do ar dos poluentes PM10 e
SO2 as ordens escolhidas foram , p=1 e p=7 os respectivos valores do AICCINAR
foram 379.72 e 280.58. Para a estac¸a˜o de Cariacica os poluentes SO2, NO2, O3 e
CO obtiveram as mesmas ordens, p=1, os respectivos valores do AICCINAR foram
86.15, 394.90, 384.48 e 153.35. A Tabela 7.3 resume as ordens e os respectivos
valores AICCINAR destacados em negrito.
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Tabela 7.3: Selec¸a˜o da ordem do modelo INAR(p) baseados no crite´rio automa´tico
AICCINAR, per´ıodo das ana´lises 01/01/07 a` 19/03/07.
ORDENS
ESTAC¸A˜O/POLUENTE p=1 p=2 p=3 p=4 p=5 p=6 p=7
LARANJEIRAS
CO 123.52 126.56 128.49 131.88 134.87 136.82 139.19
NO2 346.59 349.66 352.03 355.28 357.59 361.09 363.78
CARAPINA
PM10 362.07 361.79 364.92 368.74 372.09 375.34 381.83
ENSEADA DO SUA´
PM10 400.90 408.97 410.28 411.96 414.42 415.53 418.14
CO 229.85 231.60 232.75 236.13 239.41 242.12 245.86
NO2 320.53 325.53 322.49 325.53 328.69 329.20 335.14
VITO´RIA-CENTRO
PM10 325.14 323.90 327.78 331.70 335.45 337.00 377.95
CO 364.07 366.75 367.21 376.71 369.94 361.23 358.44
VV-IBES
PM10 392.32 392.67 403.26 398.36 404.01 405.49 407.62
SO2 299.46 302.33 305.50 308.37 310.26 311.85 310.61
VV-CENTRO
PM10 379.72 381.07 392.85 387.44 396.95 389.49 391.35
SO2 284.29 297.41 290.59 293.98 296.26 283.75 280.58
CARIACICA
SO2 86.15 89.35 92.63 95.95 98.61 91.08 87.48
NO2 394.90 395.41 397.47 398.18 401.61 411.50 417.64
O3 384.48 396.66 394.60 396.25 395.71 396.55 400.37
CO 153.35 154.07 156.58 157.49 159.08 161.55 161.39
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7.3 Modelos Ajustados
Apo´s a determinac¸a˜o da ordem dos modelos verifica-se a na˜o correlac¸a˜o dos res´ıduos
dos modelos, e para isso foi utilizado o teste Box-Pierce. Na tabela 7.4 todo valor-
p do teste Box-Pierce para os modelos propostos foram maiores que 0.05 ou seja
os res´ıduos sa˜o na˜o correlacionados em todos os casos. Depois de verificada a na˜o
correlac¸a˜o dos res´ıduos do modelo estima-se os prado˜es de cada modelo. Os esti-
madores dos paraˆmetros dos modelos INAR(p) escolhidos, sa˜o obtidos atrave´s do
crite´rio proposta por Whittle (1953) e usualmente designada por crite´rio de Whittle
considerando as seguintes restric¸o˜es: 0 < αi < 1; i=1,...,p ,
∑p
1 αi < 1 e 0 < λ < 60.
Conforme tabela 7.4 todos os paraˆmetros esta˜o dentro do especificado pelo crite´rio
de Whittle (SILVA e SILVA 2004). Segundo Latour (1998) a condic¸a˜o de estacionar-
idade de um processo INAR e´ confirmada quando
∑p
1 αi < 1, logo todas as se´ries
geradas sa˜o estaciona´rias.
Tabela 7.4: Modelos INAR(p) ajustados
ESTAC¸A˜O POLUENTE ORDEM AICCINAR λ
∑p
1 α BOX-PIERCE
Valor-p
LARANJEIRAS CO 1 123.52 4.4923 0.2108 0.9523
NO2 1 346.59 9.5943 0.4079 0.4733
CARAPINA PM10 2 361.79 17.0456 0.2805 0.5550
ENSEADA DO SUA´ PM10 1 400.90 18.8655 0.3410 0.5318
CO 1 229.85 5.2430 0.2105 0.5465
NO2 1 320.53 12.6337 0.3818 0.5565
VITO´RIA-CENTRO PM10 2 323.90 18.4466 0.2269 0.9412
CO 7 358.44 1.8870 0.3952 0.5102
VV-IBES PM10 1 392.32 16.1203 0.3978 0.5162
SO2 1 299.46 4.2009 0.4311 0.4930
VV-CENTRO PM10 1 379.72 12.8390 0.4191 0.3044
SO2 7 284.29 1.2070 0.8842 0.4229
CARIACICA SO2 1 86.15 1.0400 0.4651 0.4659
NO2 1 394.90 10.9937 0.4723 0.4449
O3 1 384.48 10.9179 0.5308 0.3639
CO 1 153.35 3.0570 0.3774 0.4780
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7.4 Modelagem e previsa˜o das se´ries dos ı´ndices
de qualidade do ar
Nesta sec¸a˜o sa˜o apresentados os gra´ficos dos ı´ndices de qualidade do ar dos polu-
entes investigados nesta dissertac¸a˜o, Figuras 7.3 a 7.18. Cada figura possui seis
gra´ficos dispostos em treˆs linhas e duas colunas. Na primeira coluna primeira linha
de cada figura encontra-se o gra´fico da se´rie IQA. Na primeira coluna segunda linha
de cada figura encontra-se o gra´fico da func¸a˜o de autocorrelac¸a˜o (acf) da se´rie IQA
e na primeira coluna terceira linha a func¸a˜o de autocorrelac¸a˜o parcial (pacf) da
se´rie IQA. Na segunda coluna primeira linha de cada figura encontra-se o gra´fico
da modelagem INAR destacado em vermelho. Na segunda coluna segunda linha de
cada figura encontra-se o gra´fico da func¸a˜o de autocorrelac¸a˜o (acf) do modelo INAR
proposto para modelar a se´rie IQA e na segunda coluna terceira linha a func¸a˜o de au-
tocorrelac¸a˜o parcial (pacf) do modelo INAR proposto para modelar a se´rie IQA. Na
avaliac¸a˜o da modelagem INAR destaca-se dois pontos, o primeiro a na˜o correlac¸a˜o
dos res´ıduos, e o segundo ponto a semelhanc¸a das estruturas de autocorrelac¸a˜o da
se´rie o do modelo.
Conforme Tabela 7.4, em todas as estac¸o˜es de monitoramento da qualidade do ar
os res´ıduos dos modelos sa˜o na˜o correlacionados ou seja os res´ıduos na˜o apresen-
tam uma estrutura de dependeˆncia, o que nos garante que toda a dependeˆncia das
se´ries estudadas nesta dissertac¸a˜o foram explicadas pelos modelos. A verificac¸a˜o da
na˜o correlac¸a˜o dos res´ıduos dos modelos teve como base o teste BOX-PIERCE cujo
valor-p foram satisfato´rios e variando de 0.3044 a` 0.9523.
A verificac¸a˜o da semelhanc¸a das estruturas de autocorrelac¸a˜o dos dados e dos mode-
los e´ realizada com base nos gra´ficos de acf e pacf das se´ries e dos modelos. Em todos
os casos foram obtidas considera´veis semelhanc¸as estruturais, satisfazendo com isso
os dois pontos de verificac¸a˜o.
Para a previsa˜o, cada figura destacou a previsa˜o para o dia 20/03/07. O resumo das
previso˜es do dia 20/03/07 encontram-se na Tabela 7.5. As previso˜es dos ı´ndices de
qualidade do ar para os dias 21/03/07 a` 25/03/07 encontram-se na Tabela 7.6.
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Figura 7.3: Modelagem da Se´rie IQA-CO Laranjeiras
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Figura 7.4: Modelagem da Se´rie IQA-NO2 Laranjeiras
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Figura 7.5: Modelagem da Se´rie IQA-PM10 Carapina
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Figura 7.6: Modelagem da Se´rie IQA-PM10 Enseada do Sua´
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Figura 7.7: Modelagem da Se´rie IQA-CO Enseada do Sua´
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Figura 7.8: Modelagem da Se´rie IQA-NO2 Enseada do Sua´
53
l l
l l
l
l
l
l l l
l l l
l l l
l
l
l
l
l
l
l l
l
l l
l
l
l
l
l
l l l
l
l
l
l l
l
l
l
l l
l
l
l
l
l l
l
l
l l
l
l l
l
l
l l
l
l l
l
l
l l
l
l l l
l l
l
l
l
SÉRIE IQA−PM10
01/01/07 a 19/03/07
IQ
A
0 20 40 60 80
10
20
30
l l
l l
l
l
l
l l l
l l l
l l l
l
l
l
l
l
l
l l
l
l l
l
l
l
l
l
l l l
l
l
l
l l
l
l
l
l l
l
l
l
l
l l
l
l
l l
l
l l
l
l
l l
l
l l
l
l
l l
l
l l l
l l
l
l
l
PREVISÃO IQA 20/03/2007
01/01/07 a 19/03/07
IQ
A
0 20 40 60 80
10
20
30
l
l
l
l
l
l l
l
l
l
l
l l l
l
l l l l
l
l
l
l
l
l
l
l l
l
l l
l
l l
l
l
l l
l
l l
l
l
l
l
l
l
l
l
l
l
l l
l l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l l
l l
0 5 10 15
−
0.
2
0.
2
0.
6
1.
0
Lag
AC
F
ACF SÉRIE IQA−PM10
0 5 10 15
−
0.
2
0.
2
0.
6
1.
0
Lag
AC
F
 ACF INAR(2)
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
5 10 15
−
0.
2
0.
0
0.
2
Lag
Pa
rti
al
 A
CF
PACF SÉRIE−IQA−PM10
l
l
l
l
l
l
l
l
l
l l
l
l
l l
l
l
l
5 10 15
−
0.
3
−
0.
1
0.
1
Lag
Pa
rti
al
 A
CF
PACF INAR(2)
Figura 7.9: Modelagem da Se´rie IQA-PM10 Vito´ria -Centro
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Figura 7.10: Modelagem da Se´rie IQA-CO Vito´ria -Centro
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Figura 7.11: Modelagem da Se´rie IQA-PM10 VV-Ibes
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Figura 7.12: Modelagem da Se´rie IQA-SO2 VV-Ibes
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Figura 7.13: Modelagem da Se´rie IQA-PM10 VV-Centro
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Figura 7.14: Modelagem da Se´rie IQA-SO2 VV-Centro
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Figura 7.15: Modelagem da Se´rie IQA-SO2 Cariacica
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Figura 7.16: Modelagem da Se´rie IQA-NO2 Cariacica
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Figura 7.17: Modelagem da Se´rie IQA-O3 Cariacica
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Figura 7.18: Modelagem da Se´rie IQA-CO Cariacica
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A previsa˜o dos ı´ndices de qualidade do ar do dia 20/03/07 dos poluentes atmosfe´ricos
investigados nessa dissertac¸a˜o e seus respectivos intervalos de confianc¸a (IC), esta˜o
representados na Tabela 7.5. Todas as previso˜es resultantes encontram-se dentro do
padra˜o de qualidade do ar considerada BOA sendo que a qualidade do ar real (QA
REAL) e a qualidade do ar prevista (QA PREVISTA) foram as mesmas para todos
as previso˜es do dia 20/03/07. No entanto baseados nas diretrizes da OMS 2005, a
previsa˜o do poluente SO2 da estac¸a˜o Vila Velha-Centro no dia 20/03/07 excedeu
em termos de concentrac¸a˜o (µg/m3) o valor de 20 µg/m3 para uma me´dia de 24h,
resultado esse que levanta a discussa˜o da reformulac¸a˜o dos padro˜es Nacionais que
datam de 1990.
Tabela 7.5: Previsa˜o da qualidade do ar-(20/03/07)
ESTAC¸A˜O POLUENTE IQA IQA IC QA QA
REAL PREVISTO REAL PREVISTA
LARANJEIRAS CO 5 6 (3.17 , 8.34) BOA BOA
NO2 15 15 (4.60 , 26.96) BOA BOA
CARAPINA PM10 31 29 (14.02 , 38.09) BOA BOA
ENSEADA DO SUA´ PM10 37 35 (19.51 , 50.28) BOA BOA
CO 12 7 (2.34 , 12.47) BOA BOA
NO2 30 22 (13.36 , 31.57) BOA BOA
VITO´RIA CENTRO PM10 26 23 (14.23 , 32.51) BOA BOA
CO 22 22 (11.54 , 33.27) BOA BOA
VV IBES PM10 19 32 (17.42 , 46.20) BOA BOA
SO2 16 11 (2.83 , 18.69) BOA BOA
VV CENTRO PM10 39 27 (14.47 , 40.47) BOA BOA
SO2 13 14 (3.66 , 20.72) BOA BOA
CARIACICA SO2 1 2 (0.64 , 4.32) BOA BOA
NO2 26 19 (5.60 , 32.33) BOA BOA
O3 33 28 (14.40 , 41.72) BOA BOA
CO 5 5 (1.57 , 7.52) BOA BOA
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As previso˜es para os dias 21/03/07 a` 25/03/07 encontram-se na Tabela 7.5. As
previso˜es para os respectivos dias tendem para a me´dia dos dados de cada poluente.
As me´dias dos poluentes encontram-se na Tabela 7.1.
Tabela 7.6: Previso˜es da qualidade do ar-(21/03/07) a` (25/03/07)
ESTAC¸A˜O PREVISO˜ES
21/03 22/03 23/03 24/03 25/03
LARANJEIRAS CO 5 6 5 6 6
NO2 16 15 16 16 16
CARAPINA PM10 26 26 24 24 24
ENSEADA DO SUA´ PM10 32 26 27 28 28
CO 8 5 7 7 7
NO2 21 21 21 20 20
VITO´RIA-CENTRO PM10 25 23 22 23 23
CO 25 21 15 17 17
IBES PM10 24 21 20 24 27
SO2 9 8 8 8 7
VILA VELHA- CENTRO PM10 21 21 20 22 26
SO2 12 12 11 11 11
CARIACICA SO2 3 2 2 1 1
NO2 20 23 23 22 21
O3 26 25 24 24 24
CO 6 6 5 5 5
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CAPI´TULO 8
CONCLUSA˜O E RECOMENDAC¸O˜ES
8.1 Conclusa˜o
A presente dissertac¸a˜o apresentou um estudo de modelagem e previsa˜o de ı´ndices
de qualidade do ar da Regia˜o da Grande Vito´ria (RGV), considerando se´ries de
contagem, dos principais poluentes atmosfe´ricos monitorados pelas estac¸o˜es de qua-
lidade do ar da RGV.
Os modelos INAR(p) utilizados neste trabalho consideraram a caracter´ıstica de con-
tagem dos dados, retornando em suas simulac¸o˜es apenas valores inteiros e positivos,
obtendo em suas modelagens e previso˜es valores que acompanharam as se´ries de
contagem. Os modelos INAR explicaram as caracter´ısticas das se´ries apenas com os
dados da pro´pria se´rie, baseados nas caracter´ısticas probabil´ısticas dos mesmos.
A escolha das ordens para os modelos INAR(p) foram baseadas no crite´rioAICCINAR.
Estas escolhas foram consideradas satisfato´rias tendo em vista a qualidade dos
ajustes dos modelos. Foram gerados para o dia 20/03/07 previso˜es de ı´ndices de qua-
lidade do ar dos poluentes investigados. Baseados nas previso˜es e nas classificac¸o˜es
da qualidade do ar do dia 20/03/07, todos os poluentes obtiveram classificac¸a˜o con-
siderada BOA, destacando apenas a previsa˜o do poluente SO2 da estac¸a˜o de Vila
Velha-Centro o qual excedeu em termos de concentrac¸a˜o as diretrizes da OMS. As
previso˜es para os dias 21/03/07 a` 25/03/07 tenderam para a me´dia de cada poluente.
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8.2 Recomendac¸o˜es para trabalhos futuros
 Efetuar um estudo de comparac¸a˜o das te´cnicas de selec¸a˜o da ordem para mo-
delos INAR envolvendo o crite´rio automa´tico AICCINAR e os tradicionais
crite´rios automa´ticos presentes na literatura, tendo como base de dados os
ı´ndices de qualidade do ar.
 Efetuar um estudo de comparac¸a˜o entre as metodologias de previsa˜o cla´ssicas
e a metodologia de previsa˜o Bayesiana para modelos INAR
 Implementac¸a˜o sazonal na modelagem INAR.
A importaˆncia de realizarmos estudos que consideram as caracter´ısticas de contagem
dos dados nos remete as modificac¸o˜es das estruturas das estat´ısticas convencionais de
modelagem. Comumente as estat´ısticas tradicionais retornam em suas simulac¸o˜es
valores reais que deixam de considerar as caracter´ısticas de contagem dos dados
analisados. Na modelagem INAR temos a resposta pertencente aos inteiros na˜o
negativos, respeitando e preservando as caracter´ısticas de contagem dos dados.
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APEˆNDICE A
Propriedades do operador thinning
Esta sec¸a˜o apresenta a demonstrac¸a˜o de algumas das propriedades do operador
thinning.
(i) 0 ∗X1 =
∑X1
j=1 Yj,1 tal que P (Yj,1 = 1) = α = 0⇒ P (Yj,1 = 0) = 1− α = 1
Logo
0 ∗X1 =
∑X1
j=1 Yj,1 =
∑X1
j=1 0 = 0
(ii) 1 ∗X1 =
∑X1
j=1 Yj,1 tal que P (Yj,1 = 1) = α = 1
Logo
1 ∗X1 =
∑X1
j=1 Yj,1 =
∑X1
j=1 1 = X1
(iii) α1 ∗ (α2 ∗X2) = (α1α2) ∗X2
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(iv)
E[α1 ∗X1] = E[E[(α1 ∗X1)|X1]]
= E
[
E
[
X1∑
j=1
Yj,1|X1
]]
= E
[
X1∑
j=1
E [Yj,1|X1]
]
= E
[
X1∑
j=1
E [Yj,1]
]
= E
[
X1∑
j=1
α1
]
= E[α1X1]
= α1E[X1]
(v)
E[(α1 ∗X1)X2] = E
[(
X1∑
j=1
Yj,1
)
X2
]
= E[(Y1,1 + Y2,1 + ...+ YX1,1)X2]
= E[Y1,1X2 + Y2,1X2 + ...+ YX1,1X2]
= E[Y1,1]E[X2] + E[Y2,1]E[X2] + ...+ E[YX1,1]E[X2]
= E[X2][E[Y1,1] + E[Y2,1] + ...+ E[YX1,1]]
= E[X2][E[Y1,1 + Y2,1 + ...+ YX1,1]]
= E[X2]E[α1 ∗X1]
= α1E[X1]E[X2]
= α1E[X1X2]
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(vi)
E[(α1 ∗X1)X2X3] = E
[(
X1∑
j=1
Yj,1
)
X2X3
]
= E
[(
X1∑
j=1
Yj,1
)]
E[X2X3]
= E[α1 ∗X1]E[X2X3]
= α1E[X1]E[X2X3]
= α1E[X1X2X3]
(vii)
E[(α1 ∗X1)2] = E
[
E
[
(α1 ∗X1)2 |X1
]]
= E
E

 X1∑
i=1
Y 2i,1 +
X1∑
j=1
X1∑
k=1
j 6=k
Yj,1Yk,1
 |X1


= E
 X1∑
i=1
E[Y 2i,1|X1] +
X1∑
j=1
X1∑
k=1
j 6=k
E[Yj,1Yk,1|X1]

= E
 X1∑
i=1
E[Y 2i,1] +
X1∑
j=1
X1∑
k=1
j 6=k
E[Yj,1Yk,1]

= E[X1(σ
2
1 + α
2
1) +X1(X1 − 1)(α1α1)]
= E[σ21X1 + α
2
1X
2
1 ]
= σ21E[X1] + α
2
1E[X
2
1 ]
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(viii)
E[(α1 ∗X1)2X2] = E

 X1∑
i=1
Y 2i,1 +
X1∑
j=1
X1∑
k=1
j 6=k
Yj,1Yk,1
X2

= E

 X1∑
i=1
Y 2i,1 +
X1∑
j=1
X1∑
k=1
j 6=k
Yj,1Yk,1

E[X2]
= (σ21E[X1] + α
2
1E[X
2
1 ])E[X2]
= σ21E[X1X2] + α
2
1E[X
2
1X2]
(ix)
E[(α1 ∗X1)(α2 ∗X2)] = E[E[(α1 ∗X1)(α2 ∗X2)|X1, X2]]
= E
[
E
[(
X1∑
i=1
Yi,1
)(
X2∑
j=1
Yj,2
)
|X1, X2
]]
= E
[
X1∑
i=1
X2∑
j=1
E[Yi,1Yj,2|X1X2]
]
= E
[
X1∑
i=1
X2∑
j=1
E[Yi,1Yj,2]
]
= E[X1X2α1α2]
= α1α2E[X1X2]
(x)
E[(α1 ∗X1)(α2 ∗X2)X3] = E
[(
X1∑
i=1
Yi,1
)(
X2∑
j=1
Yj,2
)
X3
]
= E
[(
X1∑
i=1
Yi,1
)(
X2∑
j=1
Yj,2
)]
E[X3]
= E[(α1 ∗X1)(α2 ∗X2)]E[X3]
= α1α2E[X1X2]E[X3]
= α1α2E[X1X2X3]
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(xi) E[(α1 ∗X1)3] =
E[E[
∑X1
i=1 Y
3
i,1+3
∑X1
i=1
∑X1
j=1,i 6=j Y
2
i,1Yj,1+
∑X1
i=1
∑X1
j=1,i 6=j
∑X1
k=1,i 6=k,j 6=k Yi,1Yj,1Yk,1]|X1] =
E[
∑X1
i=1E[Y
3
i,1|X1]+3
∑X1
i=1
∑X1
j=1,i 6=j E[Y
2
i,1Yj,1|X1]+
∑X1
i=1
∑X1
j=1,i 6=j
∑X1
k=1,i 6=k,j 6=k E[Yi,1Yj,1Yk,1|X1]] =
E[
∑X1
i=1E[Y
3
i,1]+3
∑X1
i=1
∑X1
j=1,i 6=j E[Y
2
i,1Yj,1]+
∑X1
i=1
∑X1
j=1,i 6=j
∑X1
k=1,i 6=k,j 6=k E[Yi,1Yj,1Yk,1]] =
E[γ1X1 + 3X1(X1 − 1)(σ21 + α21)(α1) +X1(X1 − 1)(X1 − 2)α1α1α1] =
γ1E[X1] + 3σ
2
1α1E[X
2
1 ] + 3α
3
1E[X
2
1 ] − 3σ21α1E[X1] − 3α31E[X1] + α31E[X31 ] −
3α31E[X
2
1 ] + 2α
3
1E[X1] =
α31E[X
3
1 ] + 3α1σ
2
1E[X
2
1 ] + (γ1 − 3α1σ21 − α31)E[X1]
(xii) E[(α1 ∗X1)2(α2 ∗X2)] =
E[E[(α1 ∗X1)2(α2 ∗X2)|X1, X2]] =
E[E[(
∑X1
i=1 Y
2
i,1 +
∑X1
i=1
∑X1
j=1 Yi,1Yj,1)(
∑X2
k=1 Yk,2|X1, X2)]] =
E[E[
∑X1
i=1
∑X2
j=1 Y
2
i,1Yj,2|X1, X2]+E[
∑X1
i=1
∑X1
j=1,i 6=j
∑X2
k=1 Yi,1Yj,1Yk,2|X1, X2]] =
E[
∑X1
i=1
∑X2
j=1E[Y
2
i,1Yj,2|X1, X2]+
∑X1
i=1
∑X1
j=1,i 6=j
∑X2
k=1E[Yi,1Yj,1Yk,2|X1, X2]] =
E[
∑X1
i=1
∑X2
j=1E[Y
2
i,1Yj,2] +
∑X1
i=1
∑X1
j=1,i 6=j
∑X2
k=1E[Yi,1Yj,1Yk,2]] =
E[X1X2(σ
2
1 + α
2
1)α2 +X1(X1 − 1)X2α21α2] =
(σ21α2 + α
2
1α2)E[X1X2]− α21α2E[X1X2] + α21α2E[X21X2] =
α21α2E[X
2
1X2] + σ
2
1α2E[X1X2]
(xiii) E[(α1 ∗X1)(α2 ∗X2)(α3 ∗X3)] =
E[E[(
∑X1
i=1 Yi,1)(
∑X2
j=2 Yj,2)(
∑X3
k=3 Yk,3)|X1, X2, X3]] =
E[(
∑X1
i=1)(
∑X2
j=2)(
∑X3
k=3)E[Yi,1Yj,2Yk,3|X1, X2, X3]] =
E[(
∑X1
i=1)(
∑X2
j=2)(
∑X3
k=3)E[Yi,1Yj,2Yk,3]] =
E[X1X2X3α1α2α3] =
α1α2α3E[X1X2X3]
(xv) E[(α1 ∗X1)3X2] =
E[(
∑X1
i=1 Y
3
i,1+3
∑X1
i=1
∑X1
j=1,i 6=j Y
2
i,1Yj,1+
∑X1
i=1
∑X1
j=1,i 6=j
∑X1
k=1,i 6=k,j 6=k Yi,1Yj,1Yk,1)X2] =
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E[
∑X1
i=1 Y
3
i,1+3
∑X1
i=1
∑X1
j=1,i 6=j Y
2
i,1Yj,1+
∑X1
i=1
∑X1
j=1,i 6=j
∑X1
k=1,i 6=k,j 6=k Yi,1Yj,1Yk,1]E[X2] =
E[(α1 ∗X1)3]E[X2] =
(α31E[X
3
1 ] + 3α1σ
2
1E[X
2
1 ] + (γ1 − 3α1σ21 − α31)E[X1])E[X2] =
α31E[X
3
1X2] + 3α1σ
2
1E[X
2
1X2] + (γ1 − 3α1σ21 − α31)E[X1X2]
(xvii) E[(α1 ∗X1)2X2X3] =
E[(α1 ∗X1)2]E[X2X3] =
(α21E[X
2
1 ] + σ
2
1E[X1])E[X2X3] =
α21E[X
2
1X2X3] + σ
2
1E[X1X2X3]
(xviii) E[(α1 ∗X1)X2X3X4] =
E[(α1 ∗X1)]E[X2X3X4] =
α1E[X2X3X4]
(xxi) E[(α1 ∗X1)(α2 ∗X2)(α3 ∗X3)(α4 ∗X4)] =
E[E[(
∑X1
i=1 Yi,1)(
∑X2
j=1 Yj,2)(
∑X3
k=1 Yk,3)(
∑X4
l=1 Yl,4)|X1, X2, X3, X4]] =
E[
∑X1
i=1
∑X2
j=1
∑X3
k=1
∑X4
l=1E[Yi,1Yj,2Yk,3Yl,4|X1, X2, X3, X4]] =
E[
∑X1
i=1
∑X2
j=1
∑X3
k=1
∑X4
l=1 E[Yi,1Yj,2Yk,3Yl,4]] =
E[X1X2X3X4α1α2α3α4] =
α1α2α3α4E[X1X2X3X4]
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