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For several years, thin ¯lms of ferromagnetic materials with metallic spacer layers show-
ing giant magnetoresistance (GMR) were the technological basis used in the read-heads
of hard disk drives. Similarly, tunnelling magnetoresistance (TMR), which is an e®ect
typically larger than giant magnetoresistance, occurs when the metallic spacer layers are
substituted by an insulating layer. Read-heads based on tunnelling magnetoresistance
have been available to the consumer market for the last couple of years. Furthermore,
nonvolatile random access memories, also known as magnetic random access memory
(MRAM) have also been possible thanks to the use of the tunnelling magnetoresistance
e®ect and have recently been introduced to the consumer market. These technological
advances have been possible thanks to years of extensive study and optimization de-
voted to such e®ects. Following this logic, we arrive at the conclusion that an e®ect that
produces higher magnetoresistance ratios but uses lower magnetic ¯elds or even only
electric currents is highly desired and could be useful for the design and fabrication of
spintronic devices of tomorrow.
In this thesis, the use of electron beam lithography (EBL) and a bilayer lifto® process to
fabricate magnetic Ni nanostructures with constrictions in the range of 12 to 60 nm is
reported. These structures were fabricated based upon the constricted nanowire (CNW)
and nanobridge (NB) geometries. High control and reproducibility in the fabrication of
such geometries have been achieved with the introduced bilayer lifto® process. This is
important because it provides the opportunity to study the statistics of the domain wall
magnetoresistance (DWMR) e®ect and assess its reproducibility.
Additionally, micromagnetic simulations of the fabricated structures were carried out
and it was found that domain walls (DWs) with reduced widths down to 48 and 42.5
nm, can be achieved using the CNW and NB geometries, respectively. The magne-
toresistance e®ect due to the presence of a DW has been estimated using dimensions
achieved experimentally. Furthermore, the anisotropic magnetoresistance (AMR) e®ect
was obtained numerically and it was found to be smaller than DWMR. This opens the
possibility of using the fabricated structures for more systematic studies of DWMR.Declaration of Authorship
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A Exchange sti®ness, see equation 2.3
Aw Cross sectional area of a wire, see equations 2.25 and 4.6.
® Damping coe±cient, see equation 3.1.
®0 Angle of the taper in a constricted nanowire geometry, see
Figure 3.18.
®i Direction cosines of the magnetization vector, where i = x,
y, and z, see Equation 2.4.
B Magnetic °ux or induction.
C Electric charge.
D Di®usion constant, see equation 2.18.
d Average grain diameter, see equation 4.13.
d0 Length of constrictions on nanobrige and constricted
nanowire geometries, see Figures 3.10 and 3.18.
±m Spin accumulation due to a domain wall, see equation 2.18
e Electron charge.
E Electric ¯eld.
E Magnitude of the electric ¯eld.
EF Fermi energy, see equation 2.14.
Eanis Energy due to the magnetocrystalline anisotropy, see equa-
tion 2.4.
Eexch Energy due to the exchange interaction, see equation 2.3.
Emagn Energy due to the formation of stray ¯elds see equation 2.6.
Emagnetoelastic Energy associated with a stress ¯eld originated by elastic
distortions, see equation 2.1.
Emagnetostrictive Energy associated with elastic interactions between regions
magnetised along di®erent axes, see equation 2.1.
Etotal Total energy of a system, see equation 2.1.
Ezeeman Energy due to the interaction of a magnetic system with an
external magnetic ¯eld, see equation 2.7.
g Land¶ e factor, see equation 3.2.
gi Number of carriers with spin i where i =" or #.
° Gyromagnetic ratio, see equation 3.2.
viiNOMENCLATURE viii
H Magnetic ¯eld.
H Magnitude of the magnetic ¯eld.
Hd Demagnetization ¯eld, see equation 2.5.
Heff E®ective ¯eld formed by the contributions form exchange,
anisotropy, dipolar and magnetoelastaic energies, see equa-
tion 3.1.
Hex External magnetic ¯eld, see equation 2.7
I Unpolarised electric current.
Im Magnetization current density, see equation 2.18.
Is Spin polarised current.
j Electric current density, see equation 4.5.
j Magnitude of the current density.
js Saturation current.
J Magnetic polarization.
ji ith component of the electric current density (i = x;y or z).
jz Component of the electric current density along the z direc-
tion.
JH Angular momentum due to Hund coupling, see equations
2.15 and 2.15
K Anisotropy constant.
K1 First order anisotropy constant, see equation 2.4.
K2 Second order Anisotropy constant, see equation 2.4..
Ki Anisotropy constant of ith order.
· Ratio of the wire thickness to the intrinsic electron mean
free path, see equations 4.10 and 4.11.
L Length of a wire.
l Electron mean free path.
l0 Intrinsic or bulk electron mean free path, see equations 4.10
and 4.11.
lw Width of the left wire on a constricted nanowire geometry,
see Figure 3.18.
¸ Wavelength of X-rays, see Figure 4.4.
¸F Spin di®usion length.
lpx Length of the left pad in a nanobridge geometry, see Figure
3.10.
M Magnetization.
m Magnetic dipole of the sample at the position r, see equation
4.3.
m0 Magnetic dipole of the MFM tip at the position r0, see equa-
tion 4.3.NOMENCLATURE ix
M(r) Vector ¯eld which contains the direction of the magnetic
dipoles in a magnetic material.
me Electron mass.
mi Magnetization components along the i axis. (i = x;y or z).
Mx x component of the magnetization averaged over y and z,
see equation 2.9.
Ms Magnetization saturation or the maximum magnetic mo-
ment that can be induced in a magnetic material.
¹0 Vacuum permeability.
¹B Bohr magneton.
¹0 Vacuum permeability, see equation 4.3.
n Number of electrons per unit volume.
ni Spin resolved quantity related to a measurable property i
where i =" or #.
p Phenomenological probability that an electron will be re-
°ected specularly from a thin ¯lm surface, see equation 4.10.
P Polarization of the current in a ferromagnet, see equation
2.13.
Á(x) Rotation angle of the magnetization, see equation 2.8.
Ás Schottky barrier height.
r Position vector in a magnetic sample, see equation 4.3.
r0 Position vector of the magnetic dipole in a MFM tip, see
equation 4.3.
R Electric resistance
R0 Resistance in the absence of a magnetic ¯eld.
RAP Resistance of TMR junction in an antiparallel con¯guration,
see equation 2.12.
Rg Grain boundary re°ection coe±cient, see equation 4.13.
RH Resistance in the absence of a magnetic ¯eld.
RP Resistance of TMR junction in an antiparallel con¯guration,
see equation 2.12.
Rseries Series resistance de¯ned as the resistance from the measure-
ment equipment
½0 Bulk electric resistivity.
rpx Length of the right pad in a nanobridge geometry, see Figure
3.10.
rw Width of the right nanowire in a constricted nanowire ge-
ometry, see Figure 3.18.
S Local spin density, see equations 2.15 and 2.16.
s Conduction spin density, see equations 2.15 and 2.16.NOMENCLATURE x
^ S Unitary vector of the localized spin densities, see equations
2.15 and 2.16.
^ s Unitary vector of the conduction spin densities, see equa-
tions 2.15 and 2.16.
s0 Width of the constriction in the design of structures with
nanobrige and constricted nanowire geometries, see Figure
3.10 and 3.18.
s1 Width of the rectangular pads used in the design of struc-
tures with a nanobrige geometry.
¾0 Electric conductivity.
t Time
Tc Curie temperature
tf Thickness of a thin ¯lm, see equations 4.10 and 4.11.
tnw Thickness of a nanowire, see equation 4.9.
tsc Thickness of a single crystal, see equation 4.4.
¿ Electron relaxation time, see equation 4.8.
¿sf Spin relaxation time, see equation 2.19.
µ Critical angle at which specular re°ection of an electron oc-
curs, see Figure 4.6.
µs Angle between the incident ray and the scattering planes.
V Voltage.
Va Applied voltage.
v Electron velocity, see equation 4.7.
v Magnitude of the electron velocity.
v0 Initial electron velocity
v Average electron velocity.
' Angle between two neighbouring magnetic moments i and
j, see Figure 3.2.
wA Domain wall width in a nanobridge with anisotropy along
the x axis.
wB Domain wall width in a nanobridge with anisotropy along
the y axis.
wnw Width of a nanowire, see equation 4.9.
» Ratio of the domain wall width to the spin di®usion length,
see equation 2.26.
z Position of the surface of a magnetic sample, see Equation
4.3.
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Introduction
1.1 Spintronics
The range of electronic devices that nowadays a®ect our lives either directly or indirectly
is immense. Almost every day one can ¯nd new devices, usually smaller and faster, ap-
pearing on the technology market. The integration level found in such devices is possible
because the scale of its components is the smallest ever. Complementay Metal-Oxide-
Semiconductor (CMOS) technology is now able to produce transistors at a length scale
of 45 nm. Microprocessors using this technology have been commercially available since
November, 2007. Furthermore, the introduction of processors built on 32 nm technology
to the consumer market is expected to take place in 2009, according to news released by
Intel.
Transistors are important because they constitute the building blocks of processors and
memory chips. However, these devices rely on the electronic charge without taking into
account the spin of the electrons. This is why for several years, scientist have been
working on a new approach where the electron spin is also taken into account. The
term spintronics is a neologism for spin-based electronics or magneto-electronics. The
operation of a spintronic device is based upon the interaction between the spin of elec-
trons and a magnetic ¯eld or spin-polarised electric current. The e®ects arising from
these interactions can be used to obtain spintronic devices with novel functionality and
increased performance.
There are two approaches through which spintronics can be implemented. On the one
hand, enhanced functionality is obtained by adding the spin degree of freedom to con-
ventional charge-based electronic devices. On the other hand, by using only spin e®ects
one can transfer magnetic information from one part of the device to another with the
use of nanoscaled magnetic elements. This opens the possibility of encoding the spin
information onto itinerant electron spin channels with the possibility of reading it o®
subsequently. In the end, by using either approach, spintronics is expected to supersede
conventional electronics due to its potential advantages of nonvolatility, increased data
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processing speed, decreased electric power consumption, and increased integration den-
sities when compared with conventional semiconductor devices.
Research into spintronics over the last years has resulted in the realization of devices
such as magnetic random access memories (MRAM's) [1] or magnetic logic gates [2].
Nonetheless, the most successful application of spintronics can be found in the hard
drive industry. Where spintronic structures, in the form of read head elements, are used
in hard drives to provide the functionality required to read magnetic information stored
in granular media. This constitutes an example of enhanced functionality added to con-
ventional electronic devices as discussed above. Spintronics, then, can be regarded as
the main force driving the observed growth of the hard drive industry.
Over the past few decades, a phenomenon known as magnetoresistance (MR) has led
the advances made on the ¯eld of spintronics. This e®ect is the variation of resistance
of a material or structure due to the presence of a magnetic ¯eld. Several types of mag-
netoresistance such as anisotropic magnetoresistance (AMR), giant magnetoresistance
(GMR), and tunneling magnetoresistance (TMR) have been discovered. These e®ects
have allowed the overcoming of what were ¯rst seen as technological and manufacturing
limits, due to the fact that each one of them has provided an incremental increase in the
magnetoresistance ratio. For example, the change from longitudinal to perpendicular
recording, that allows higher storage densities, was possible due to the change from one
type of GMR-based read head sensors to another type based upon TMR as shown in
Figure 1.1. Similarly, MRAM memory chips have been only possible thanks to use of
TMR-based structures as storage units.
Several options to successfully incorporate spins into existing semiconductor technology
have been explored but have not been commercially implemented yet. Solutions are still
needed to resolve technical issues such as e±cient injection, transport, control and ma-
nipulation, and detection of spin polarization as well as spin-polarized currents. Several
reviews of research carried out on the ¯eld of spintronics have been published and each
one provides an insight into the general ¯eld but also addresses a particular issue. For
instance, Gregg et al. [4, 5] provide a review of the technical basis of spintronics. They
also discuss three-terminal spin-electronic devices and introduce several types of such
devices. On the other hand, Wolf et al. [6] review the state of the art of spin-based
devices and the e®orts made towards the use of new materials. They also address some
of the issues required for a successful spin transport, and the optical manipulation of
spin. These are only a few references for the interested reader who wants to become
familiar with the topic of spintronics. However, in this thesis we will focus mainly on
domain wall magnetoresistance.Chapter 1 Introduction 3
Figure 1.1: Spintronic structures can be found in the form of read head of commercial
hard drives. These structures have contributed to the development and growth of the
hard drive industry. (Straight from Thiele [3])
1.2 Domain wall magnetoresistance
Domain wall magnetoresistance (DWMR) is de¯ned as the scattering of an electric cur-
rent caused by a domain wall in a ferromagnet. The importance of investigating DWMR
arises mainly from the possibility of this e®ect to be very high, this ¯ts naturally with
the necessity of higher magnetoresistance ratios for the development of spintronic de-
vices. For example, high magnetoresistance ratios are required in order to attain higher
storage densities. If smaller storage units are realized, independently of the addition of
new functionality, then higher storage densities are possible for devices such as read head
sensors for the hard drive industry or memory elements in MRAM chips. Nonetheless,
from an engineering point of view we need to take into account the fact that, as struc-
tures become smaller, the magnitude of the magnetic ¯elds has to decrease accordingly.
This is because the magnitude of magnetic ¯elds employed in the operation of currentChapter 1 Introduction 4
Figure 1.2: Comparison of di®erent structures and their corresponding magnetoresis-
tive e®ects. (a) Giant Magnetoresistance observed in multilayers of ferromagnetic and
non-ferromagnetic materials, (b) Tunneling Magnetoresistance observed in two ferro-
magnetic layers separated by a non-magnetic layer, (c) Domain wall magnetoresistance
observed in a single ferromagnetic layer with the presence of a domain wall.
devices may be too high for future devices with smaller storage elements. In other words,
a magnetic ¯eld which is too high can cause cross-talk between neighbouring bits and
thus hinder the proper operation of a device.
An analogy between di®erent magnetoresistive e®ects is provided in Figure 1.2. Apart
from observing a clear correlation between DWMR and other magnetoresistive e®ects,
we can also notice that the structures required for DWMR consist of a single magnetic
layer. This is important because the number of steps required to fabricate a structure
can be decisive when considering whether a new e®ect is commercially implemented or
not. It is di±cult to imagine a company keen to modify complex and expensive fabri-
cation facilities to introduce unconventional fabrication processes that enhance only a
single element of an already engineered and optimized device.
Research on the topic of domain wall magnetoresistance has been far from an easy pro-
cess. In 1999 Nicolas Garcia et al. [7] reported the observation of a magnetoresistive
e®ect as high as 200% in Ni nanocontacts at room temperature and 10 mT magnetic
¯elds. This e®ect was named ballistic magnetoresistance (BMR) due to the fact that
in nanocontacts with lengths comparable to the electron mean free path, electrons can
travel without scattering and hence ballistically. The explanation given for the obser-
vation of such a large change in resistance was attributed to the presence of a domain
wall in the nanocontact. At the time, this was very appropriate because two theoreticalChapter 1 Introduction 5
reports had suggested either positive contributions to the magnetoresistance caused by a
domain wall (DW) based on the spin-dependent scattering [8] or negative contributions
accounted for the loss of weak localization of electrons [9]. Several years later, Chopra
and Hua reported incredibly high magnetoresistance e®ects where the observed ratios
were as high as 3000% [10, 11]. However, these and other similar results were simply too
big to be explained by any existing theory. Then studies carried out by Egelho® et al.
[12], suggested that such results are better explained by experimental artifacts rather
than a magnetoresistive e®ect.
It is due to the aforementioned issues, that the work reported in this thesis constitutes
an important contribution to the ¯eld of domain wall magnetoresistance. With this
work, we pursuit a more systematic way to study domain wall magnetoresistance and
we will focus on two issues. The ¯rst is the search for the best geometry capable of
tailoring domain walls with the widths required for the study of domain wall magne-
toresistance. And the second is the development of a fabrication process able to provide
the resolution and level of control required for studying the reproducibility of domain
wall magnetoresistance.
1.3 Objectives and Overview of this thesis
One of the most important contributions of the research presented in this thesis, is the
development of a fabrication process capable of providing nanostructures with a high
control and good reproducibility for the systematic study of domain wall magnetoresis-
tance. However, in order to take advantage of a such a fabrication process, it is necessary
to ensure the formation and pinning of domain walls in the proposed nanostructures in
the ¯rst place. This is why the actual design of useful nanostructures where domain
walls can be studied is another important contribution of this research. The design of
such nanostructures is not a trivial task, and their testing and optimization was only
possible thanks to the use of micromagnetic simulations.
The characterization of the fabricated nanostructures using I-V and magnetoresistance
(MR) measurements remains the most challenging goal of this research. This is because
such measurements require a physical connection between the nanostructures and much
larger structures whose dimensions are on the order of 100 ¹m and above. Reports
solving this issue were not found in the literature, neither for stand alone ferromagnetic
nanostructures nor systems of the same scale size. This is an indication that such issue
is not a trivial one, and that any systematic and reproducible solution represents an
important advance. In this thesis we will present and discuss the results obtained from
the method we have employed to solve this problem.
The structure of this thesis is as follows: in this chapter we have provided a brief intro-
duction to the ¯eld of spintronics and given arguments to support our view that DWMR
is indeed a viable option to continue the progress of spintronics. Chapter 2 provides anChapter 1 Introduction 6
introduction to the basics required to understand the research reported in this thesis.
It starts with the presentation of various energy terms that a®ect magnetism at the
nanoscale and are responsible for the formation of magnetic domains, and domain walls.
Then, it provides a review of several magnetoresistive e®ects emphasizing domain wall
magnetoresistance and ¯nishes with an account of some of the studies, both theoretical
and experimental, that are highly relevant for our research.
Chapter 3 introduces the theoretical concepts upon which micromagnetic simulations
are built. This is complemented with the discussion of the protocols that have to be
followed in order to validate results obtained from micromagnetics simulations. Then, it
explains speci¯c geometries such as inverse sphere arrays, nanobridges and constricted
nanowires and discusses the results obtained from their simulation.
Chapter 4 provides an introduction to the methods employed in the fabrication and
characterization of the structures fabricated for our study of DWMR. Then, it presents
and discusses the fabrication and resistivity estimation of nanowires and ¯nishes with a
study of Nickel-Silicon Schottky Barriers (SBs).
Chapter 5 is dedicated entirely to the analysis and discussion of structures for the study
of DWMR such as nanobridges (NBs) and constricted nanowires (CNWs). It also pro-
vides an analysis of the magnetic behaviour observed with magnetic force microscopy
(MFM). It ¯nishes with the presentation of a method to improve the resolution of
nanostructures by using a wet etch process and discusses our approach to compensate
misalignments due to the use of di®erent lithography steps. At the end of this thesis, a
summary of the accomplishments and contributions of our research is provided.Chapter 2
Theoretical Framework
2.1 Introduction
In recent years, magnetic domain wall structures in ferromagnetic nanostructures have
attracted growing attention, opening paths to develop novel devices which exploit magne-
toresistive e®ects. For example, reduction of the domain wall width using geometrically
constrained structures has been predicted and observed. This research started with the
idea proposed by Bruno [13] which consists of the reduction of the domain wall width
by using geometrical constrictions, independently of the intrinsic parameters of the ma-
terial such as the exchange and anisotropy constants. Subsequent work was carried out
in order to provide experimental evidence of this prediction [14].
This chapter starts with the introduction of basic concepts in magnetism such as the
energy terms that are involved in the formation and con¯guration of magnetic domains.
This is followed by the introduction of some e®ects that can be understood as conse-
quences of these energy terms. Among such e®ects we have the paramagnetic e®ect,
single-domain particles and the formation of domain walls (DWs). The latter is dis-
cussed extensively due to the central role it plays on our research. This chapter ¯nishes
with some of the most important magnetoresistive e®ects and their technological appli-
cations. A special treatment is given to domain wall magnetoresistance and the account
of both theoretical and experimental reports relevant for our research is provided.
Most of the results of the work carried out during the period of this doctorate, can be
understood using the basic concepts that sit at the core of magnetism. For example,
materials such as Iron, Nickel, Cobalt and some of the rare earths are identi¯ed as fer-
romagnetic due to the fact that they exhibit a long-range ordering phenomenon at the
atomic level which causes the unpaired electron spins to line up parallel with each other
in a region called a domain. It follows then, that a magnetic domain can be de¯ned as
the area of a ferromagnetic material in which all the magnetic moments are aligned in
the same direction. Initially, the concept of magnetic domain was only an abstraction
to explain several experimental observations [15] such as:
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² the presence of hysteresis in the magnetization curve,
² the necessity of a coercive ¯eld to remove any net magnetization,
² the fact that a permanent magnet can be made by applying a magnetic ¯eld in a
ferromagnetic material,
² the fact that ferromagnetic materials can have zero average magnetization and
non-zero local magnetization.
The concept of domain was introduced as early as 1907. However, it was not until the
1930s when successive works appeared and allowed the experimental con¯rmation of
this concept. The formation of domains is due to the interaction among di®erent energy
terms present in a magnet. The most in°uential energies that cause the formation of
domains are: exchange, anisotropy, and magnetostatic energy. There are other energy
terms but these play a minor role in the formation of magnetic domains. Many types of
domains are possible depending on what energy dominates, and on the magnetic history.
2.2 Energy terms in ferromagnets
When one studies micromagnetism and domain theory, one usually starts by studying
the relation between the di®erent magnetic energy terms and the magnetization. This is
because domain theory and micromagnetism are based on the same variational princi-
ple, which consists of the search for magnetization distributions with the smallest total
energy. We start by writing down the interplay among di®erent energy terms in a mag-
netic material, where the total free energy of a magnetic system is considered as the sum
of several energy terms as follows:
Etotal = Eexch + Eanis + Emagn + EZeeman + Emagnetoelastic + Emagnetostrictive (2.1)
In this expression, Eexch is the exchange energy, Eanis the anisotropy energy, EZeeman
the Zeeman energy, Emagn is the magnetostatic energy, Emagnetoelastic is the exter-
nal stress energy which is also known as the magneto-elastic interaction energy, and
Emagnetostrictive is the magnetostrictive self-energy. A detailed explanation of the ¯rst
four terms will be given in the following pages. It is not necessary to always take into
account the contribution from all of the individual energy terms. Usually, some terms
can be neglected depending on the geometry of the structure or the type of material
considered. For the purposes of the research reported on this thesis, we will take into
account only the four ¯rst terms of expression 2.1.
However, one has to be very careful when choosing which energy terms are going to
be considered, when studying a magnetic system, in order to prevent the overlook of
e®ects of the relevant energy terms. For example, in 2005 Egelho® et al. [12] publishedChapter 2 Theoretical Framework 9
a paper reminding that e®ects due to magnetoestrictive energy should not be neglected
when reporting results on point-contact studies using nanowires. If one were to study
structures like these, the contribution from this energy term has to be estimated prop-
erly due to the fact that at the scale of just a few atoms, such as in the case of point
contacts, the magnetostrictive energy cannot longer be neglected. Although this speci¯c
case is beyond the scope of this thesis it is desirable to be aware of issues like this to
avoid making incorrect claims.
When studying the di®erent energy terms in magnetism, it is helpful to bear in mind
that there are two kinds of energy terms. On the one hand, we have local energy terms.
These terms are based on the energy densities only given by the local values of the
magnetization. Moreover, their integral value is calculated by a simple integral in the
form of an energy density function which is an arbitrary function of the magnetization
vector ¯eld. Among these terms we have: Eanis, EZeeman and Emagnetoelastic energies.
On the other hand, we have non-local energy terms which depend on the magnetiza-
tion directions at all points in the sample. The magnetostatic or stray-¯eld energy and
the magnetostrictive self-energy fall into this category. These energy terms give rise to
torques on every point in the magnetization vector ¯eld that depend on the magneti-
zation directions at every other point. These terms cannot be calculated by a single
integration. The procedure to evaluate the magnetostatic energy is as follows: ¯rst
a scalar magnetic potential is derived from the integration of the so-called magnetic
charges (i.e. the sinks and sources of the magnetization vector ¯eld). A second in-
tegration over the product of charges and potential then leads to the total Emagn. A
similar, procedure is needed for the Emagnetostrictive. The non-local terms are responsi-
ble for the necessity of using micromagnetic computer models to determine the domain
con¯guration of sample with complex geometries [16].
Exchange Energy
This energy term arises from the e®ective interaction between the magnetic moments of
two neighbouring ions expressed using the following Heisenberg exchange Hamiltonian:
H = ¡JijSi ¢ Sj (2.2)
Where Jij denotes the exchange integral. Depending on whether Jij > 0 or Jij < 0,
parallel or antiparallel alignment of moments is favoured, respectively. Macroscopically,
the e®ect of this energy is the preference for a uniform magnetization direction and any
deviations from this con¯guration cause a penalty in energy. This can be described by
using the following expression:
Eexch = A
Z
(rm)2dV (2.3)Chapter 2 Theoretical Framework 10
where A is the exchange sti®ness, given in J/m, that contains Jij and varies depending
on the type of the crystal lattice structure, and m is the so-called reduced magnetization
de¯ned as the magnetic polarization divided by the saturation magnetization constant
m = M=Ms.
Anisotropy Energy
This energy is basically a result of spin-orbit interactions. The anisotropy energy de-
pends on the direction of the magnetization relative to the structural axes of the mate-
rial. There are two types of anisotropy: the ¯rst one is the crystalline anisotropy which
arises from the undisturbed crystal structure. The second type consists of the induced
anisotropy that describes the e®ects of deviation from an ideal symmetry such as lattice
defects or partial atomic ordering. We have to be careful in order to not consider shape
e®ects as anisotropy terms, since these are considered as part of the magnetostatic en-
ergy.
For the calculation of the anisotropy energy density of a cubic crystal, the following
expression is used:
Eanis =
Z
[K1(®2
1®2
2 + ®2
1®2
3 + ®2
2®2
3) + K2®2
1®2
2®2
3]dV (2.4)
where Ki are the ith order anisotropy constants, and ®i are the direction cosines of the
magnetization vector de¯ned as Mi/Ms with i = x, y, and z. Usually, the material
constant K2 and higher-order terms can be neglected. This is because the thermal
agitation of the spins tend to average out the higher order contributions. The constant
K1 assumes values in the range of §104 J/m3 and its sign determines whether the <100>
or the <111> directions are the easy axes for the magnetization.
Magnetostatic or Stray Field energy
From Maxwell's equation rB = r(¹0H + M) = 0, the magnetostatic ¯eld Hd (also
known as stray or demagnetising ¯eld) generated by the divergence of the magnetization
M is de¯ned as:
r ¢ Hd = ¡r(M=¹0) (2.5)
the sinks and sources of the magnetization act like positive and negative \magnetic
charges". Therefore, this ¯eld can be calculated like the electric ¯eld created by electrical
charges in electrostatics. Since magnetic charges never appear isolated but are always
balanced by opposite charges, the energy due to the magnetostatic ¯eld can be calculated
as follows:
Emagn =
1
2
¹0
Z
allspace
H2
ddV = ¡
1
2
Z
sample
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From the ¯rst integral, we can observe that the magnetostatic energy is always positive
and only zero if the stray ¯eld is zero everywhere. The second integral extends only over
the magnetic sample and is mathematically equivalent for a ¯nite sample.
External Field or Zeeman Energy
This energy arises from the interaction between the magnetization vector ¯eld with an
external ¯eld Hex as:
EZeeman = ¡Ms
Z
(Hex ¢ m)dV (2.7)
where Ms is the saturation magnetization, Hex is the external applied ¯eld and m the
reduced magnetization. In the case of a uniform external ¯eld, this energy depends only
on the average magnetization and not on any particular domain structures or shape of
the sample.
Interplay of energetics in a ferromagnet
If we consider a two-dimensional magnetic sample with a single domain, and an easy axis
along the direction shown in Figure 2.1a, then the domain acts like a single giant dipole
and the magnetostatic energy Emag (i.e. the magnetic ¯eld generated by the magnetic
sample itself) is very large. In this con¯guration, the exchange energy Eexch (i.e. the
energy proportional to the angle between two neighbouring magnetic moments) and the
anisotropy energy Eanis (i.e. the energy proportional to the angle formed between the
magnetization and the magnetocrystalline easy axes) are both zero. If we introduce an-
other domain, we will then have two domains and a domain wall will be formed between
the two domains (Figure 2.1b). This additional domain, reduces the magnetostatic en-
ergy but increases both the Eexch and Eanis energies. In the case of Eexch energy, this
is because, inside the domain wall, the magnetization has to rotate from one direction
to another and this makes that some of the magnetic moments are no longer parallel
to each other and this causes an increment in energy. Whereas in the case of the Eanis
energy, the increment comes from increasing the angle between the magnetization and
the easy axis. In Figure 2.1c, we observe the magnetic con¯guration resulting from the
addition of two more domains in order to further decrease the magnetostatic energy.
However, this would cause an even greater increase in the exchange energy, making the
whole system energetically unfavourable. With the introduction of two closure domains,
with 90± angle with regard to the easy axis, we bring the magnetostatic energy to a
minimum as shown in 2.1(d). The discussion presented above illustrates how the com-
petition between the di®erent energy terms determines the formation of di®erent domain
con¯gurations.
Table 2.1 summarizes the in°uence that each one of the energy terms discussed in the
previous sections have over the magnetization M. This table is provided in order toChapter 2 Theoretical Framework 12
Figure 2.1: Interaction between energetics that determines of the domain con¯gura-
tion in a ferromagnet. Blue, red and gray shapes indicate magnetic domains. White
arrows indicate the direction of the magnetization in the domain. Coloured arrows de-
pict the vector ¯eld that corresponds to the stray or magnetostatic ¯eld (scaled-up for
viewing purposes and not representing the actual magnitudes). (a) Single domain with
very high Emagn, (b) Two domains with lower Emagn but increased Eexch, (c) Four
domains with even lower Emagn but higher Eexch, (d) Optimum domains con¯guration
with Emagn, Eexch, and Eanis in equilibrium.
facilitate the qualitative understanding of the energy terms interacting in a ferromag-
net. It is a helpful reference when studying the in°uence of the energies involved in the
formation of domain walls.
Energy Term In°uence
Exchange energy Smooths inhomogeneous distributions in M
Anisotropy energy Tries to align the M with the crystalline directions or easy
directions
Magnetostatic energy Tries to avoid magnetic volume and surface charges which
lead to the formation of domain patterns in macroscopic
samples by aligning M parallel to the demagnetizing ¯eld
Hd
Zeeman energy Tries to align M parallel to the external applied ¯eld Hex
Table 2.1: Summary of the e®ects that di®erent energy terms have over the magne-
tization M in a ferromagnet [17].Chapter 2 Theoretical Framework 13
2.3 Domain walls
In the previous section, the energy terms involved in the formation of domains in ferro-
magnets were discussed. This section is devoted to the discussion of domain walls. A
domain wall is de¯ned as the narrow region where the magnetization rotates to align
itself from one domain to another. The formation of a domain wall is deeply related
to the di®erent ranges of in°uence of the various energy terms interacting in magnetic
material. For example, magnetostatic is an energy with a long range of in°uence. On
the other hand, the range of exchange and anisotropy energies is mostly local. As a
consequence of this, it is energetically favourable to carry out changes in the magnetiza-
tion direction, as away as possible from uniformly magnetized areas and the easy axes,
and to con¯ne them in volumes as small as possible. Furthermore, while rotating its
direction, there are two main paths that the magnetization can follow. Figures 2.2 and
2.3 illustrate these two types of rotation which are denoted as Bloch and N¶ eel walls.
The Bloch wall is mostly observed in bulk materials, where this type of domain wall
formation is more energetically favourable. This is because when the magnetization vec-
tor rotates, the divergence of the magnetization is zero everywhere, including the wall.
Since the are no magnetic charges associated with the formation of walls, no stray ¯eld is
created and hence there is no magnetostatic energy associated with the formation of this
type of domain wall. However, since some neighbour spins are no longer parallel there
will be an unavoidable increase on the exchange energy. There will also be an increase in
the anisotropy energy due to the rotation of spins away from an easy axis. Bloch walls
are then determined, by the competition between the exchange and anisotropy energies.
The formation of this type of domain wall will take place whenever the cost in magneto-
static energy is lower that the cost of optimizing the exchange and anisotropy energies.
On the other hand, the N¶ eel wall is usually formed when the magnetic sample has the
shape of a thin ¯lm. This is because if the rotation of the magnetization were the same
as in the case of a Bloch wall, it would give rise to surface charges and consequently a
very large demagnetizing ¯eld. Due to this, N¶ eel walls are determined not only by the
optimization of exchange and anisotropy energies but also by taking into account the
magnetostatic energy or dipolar interactions.
We have seen that domain walls form a continuous transition of direction of the magne-
tization between two domains. This makes di±cult to give a unique de¯nition of domain
wall width. Since there are di®erent de¯nitions of the width of a domain wall, the de¯-
nition to employ depends mostly on the experimental situation. For example, there are
de¯nitions suitable for situations like those on which transmission electron microscopy
(TEM) or Bitter pattern experiments are used. Details about the di®erent models to
calculate domain wall widths can be found elsewhere [16].
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Figure 2.2: Depiction of a Bloch-type domain wall. Arrows indicate the direction
of the magnetic moments while the coloured planes correspond to a scalar cut plane
of the magnetostatic ¯eld. Rotation of individual magnetic moments can be better
appreciated by following the dashed white line. Black lines indicate a plane parallel to
the surface of the sample.
Figure 2.3: Depiction of a N¶ eel-type domain wall. Arrows indicate the direction
of the magnetic moments while the coloured planes correspond to a scalar cut plane
of the magnetostatic ¯eld. Rotation of individual magnetic moments can be better
appreciated by following the dashed white line. Black lines indicate a plane parallel to
the surface of the sample.Chapter 2 Theoretical Framework 15
Figure 2.4: Domain wall width de¯nitions from the plot of a magnetization component
(averaged and normalized). wB corresponds to the distance given by the intersections
of angles Á1 and Á2 with the tangent of Á(x) at dÁ/dx(0). A Bloch wall is de¯ned as
wB = ¼
p
A=K (line ended with circles). The line ended with squares corresponds to
the de¯nition of a geometrically constrained domain wall (Equation 2.8) which equals
w = 2
p
A=K in the case of an unconstrained domain wall.
de¯nition as Bruno [13]. The de¯nition of the domain wall width w is given as follows:
w = 4
½Z 1
¡1
[ _ Á(x)]2dx
¾¡1
(2.8)
where Á(x) is the rotation angle of the magnetization and _ Á(x) = dÁ(x)=dx for a domain
wall in the x direction. The prefactor is chosen such that for a domain wall in an
unconstrained geometry and in the absence of demagnetization e®ects, w = 2
p
A=K,
where A is the exchange sti®ness constant and K the uniaxial anisotropy strength.
A schematic comparison between this domain wall de¯nition and the one used for a
Bloch domain wall wB = ¼
p
A=K is presented in Figure 2.4. Here we can observe
clearly, the relationship between the exchange and anisotropy constants of a material
and the intersection of the tangent of the domain wall pro¯le evaluated at x=0 in the case
of a Bloch domain wall. Even though in this plot the de¯nition given by Bruno looks
arbitrary and meaningless from a physics viewpoint, we must remember that we are
dealing with a new type of domain wall whose width is not determined by the intrinsic
parameters of the material (i.e. exchange and anisotropy constants) but mainly by
shape e®ects. The bene¯ts of adopting this de¯nition will become more evident in the
next chapters where simulations, assuming a negligible magnetocrystalline anisotropy,
are presented. In order to obtain Á(x) required by de¯nition 2.8 we use the following
expression:
Á(x) = arccos[Mx(x)=Ms] (2.9)
where Mx is the x component of the magnetization, averaged over y and z.Chapter 2 Theoretical Framework 16
2.4 Single domains and superparamagnetic e®ect
In order to perform our studies of domain wall magnetoresistance, we need to address
two main issues. The ¯rst one is the control over the formation of domain walls. In other
words, if we want to avoid the formation of domain walls in some parts of the structures
proposed for our MR studies, then there is a characteristic size for the structure above
which, a single domain con¯guration is not possible because the formation of domain
wall is more energetically favourable. This can be calculated analytically for simple ge-
ometries but in the case of more complex geometries such as the ones proposed in this
thesis, micromagnetic simulations have been employed to determine such characteristic
sizes. In the next chapter we report the width of an unconstrained domain wall obtained
from micromagnetic simulations in nickel. This width is w ¼ 134 nm, however depend-
ing on the geometry we can ensure single domain con¯gurations for rectangular samples
as big as 300 nm x 200 nm. This scale size constitutes a challenge for the performance
of MR measurements and will be addressed in the last chapter of this thesis.
The other issue that needs to be taken into account in our study of DWMR is the
minimum size of the structures at which we can have a stable magnetization. This is
a phenomenon known as superparamagnetism and is based on the fact that the ther-
mal stability of the magnetization orientation is deeply correlated with the magnetic
anisotropy strength Ku and volume V of the structure, such that the energy needed to
reverse the magnetization orientation is given by E = KuV [18]. Although the scale size
of our structures is much higher than the dimensions at which this e®ect dominates, it
is necessary to keep a clear picture of the scales at which our assumptions are valid.
In this thesis we will show that it is possible to control the magnetization behaviour in
nanostructures in such a way, that a single-domain structure splits into two domains
with the consequent formation of a domain wall. Furthermore, we will show how the
contributions from di®erent energy terms can be ¯nely tuned in order to create the
necessary conditions for the formation of a stable domain wall.
2.5 Magnetoresistance
Magnetoresistance or MR is one of the most important magnetic e®ects that can be
used for the design of spintronic devices. Magnetoresistance is de¯ned as the change in
resistance of a given material or structure as a result of the presence of a magnetic ¯eld.
There are several equivalent forms to de¯ne MR. However, in this thesis we will favour
the use of the following de¯nition which provides the magnetoresistance as a percentage:
MR(%) =
RH ¡ R0
R0
£ 100 (2.10)Chapter 2 Theoretical Framework 17
where RH is the value of resistance on the presence of a magnetic ¯eld H and R0 is the
resistance in the absence of magnetic ¯elds. Sometimes the magnetoresistance value is
provided only as the following equivalent expression:
MR =
RH
R0
¡ 1 (2.11)
This de¯nition is usually employed for providing results in papers about DWMR but
sometimes it makes it di±cult for people, unfamiliar with this topic, to appreciate the
magnitude of the e®ect. Among the most important MR e®ects for their technologi-
cal impact we have the following: Lorentz Magnetoresistance (LMR) [19], Anisotropy
Magnetoresistance (AMR) [20], Giant Magnetoresistance (GMR) [21, 22], Tunnelling
Magnetoresistance (TMR) [23] and Domain Wall Magnetoresistance (DWMR) [8, 9].
2.5.1 Lorentz, and Anisotropic Magnetoresistance
Lorentz MR is due to the Lorentz force and occurs in a conductive material in the
presence of a magnetic ¯eld. The Lorentz force causes electrons °owing in a material to
follow a curved path instead of a straight line. This increases the total distance travelled
by the electrons and the number of collisions that each electron experiences such that an
increase of resistivity can be observed. LMR follows a B2 dependence and this makes
it easy to distinguish from other MR e®ects. This e®ect is much larger when the ¯eld
is applied perpendicular to the current, than when the ¯eld is parallel.
AMR arises when an electric current °ows through a ferromagnetic conductor in the
presence of an external magnetic ¯eld. Electrons align their spins with the direction of
the applied ¯eld and this makes the spins to have a distinct orientation with respect to
their atomic orbitals. Since the spins of the electrons are subject to the magnetic ¯eld
generated by their own orbital motion (i.e. spin-orbit coupling) the resistance becomes
proportional to the angle between the spin and the current direction. Using this e®ect,
the output of an AMR device can vary by changing the direction of the external magnetic
¯eld. The commercial use of the AMR e®ect has been superseded by the GMR and TMR
e®ects.
2.5.2 Giant, Tunnelling, and Domain Wall Magnetoresistance
GMR consists of the increase in resistance observed in multilayered structures when
an external magnetic ¯eld is applied. Depending on the orientation of the magnetic
states of the ferromagnetic layers, the resistance on the structure is lowest when the
magnetic moments of the ferromagnetic layers point in the same direction. Similarly,
the resistance is highest when the magnetic moments point in opposite directions. These
con¯gurations are referred to as parallel and antiparallel, respectively and are illustrated
in Figure 2.5. Thin ¯lms of ferromagnetic materials with metallic spacer layers showingChapter 2 Theoretical Framework 18
Figure 2.5: Schematic depiction of the GMR phenomenon. (a) In a parallel con¯gu-
ration the spin-up electrons can pass through the layers of the structure almost without
scattering. As for spin-down electrons, they are heavily scattered within the ferromag-
netic layers because their spin is antiparallel to the magnetization of the layers. (b) In
an antiparallel con¯guration both spin-up and spin-down electrons are scattered within
the ferromagnetic layers. As a result, resistance in the parallel con¯guration is lower
than in the antiparallel con¯guration.
GMR have been used in read-heads of hard disk drives for several years. In a read-head
based on the GMR e®ect, the direction of the magnetization of one the of magnetic
layers is ¯xed while the other is left free to align itself with the magnetic ¯eld of the
storage medium. The resistance experienced by the current °owing in the head, and
hence the output from the head, will vary depending upon the magnetization of the
region directly below it. The discoveries of GMR e®ect granted Albert Fert [21] and
Peter GrÄ unberg [22] the 2007 Nobel Prize for Physics for their independent discoveries
in 1988.
TMR e®ect occurs when the metallic spacer layers in a GMR structure are substituted
by insulating layers. The following model proposed by Julliere [23]:
TMR =
RP + RAP
RP ¡ RAP =
2P1P2
(P1 + P2)
(2.12)
where RP, and RAP are the resistances of the structure in parallel, and antiparallel
con¯gurations, respectively. Pi is de¯ned the polarisation of ith electrode. This model
reproduces the observed TMR e®ect very well and makes its analysis very clean andChapter 2 Theoretical Framework 19
Figure 2.6: Schematic depiction of a spintronic device known as Toggle MRAM. In this
device, the information is stored in the magnetic tunnel junction which is represented
by the multilayered structure in the center. The direction of the magnetization of the
top layer can be switched by the magnetic ¯elds generated by write lines 1 and 2.
The state of the structure is determined based on the current °owing between top and
bottom electrodes.
straightforward. The use of TMR read-heads has now made possible the storage densi-
ties found in commercially available hard-drives. Moreover, the fabrication of nonvolatile
random access memories or magnetic random access memories (MRAMs) has been pos-
sible thanks to the TMR e®ect. Let us consider a device as the one illustrated in Figure
2.6. In such a device, magnetic tunnel junctions or MTJs are used as information storage
elements [24]. The read process of the stored data is carried out by sensing the change of
resistance produced by the alignment of the ferromagnetic layer on the structure. Fab-
rication of high-density MRAMs involves the production of large arrays where the cell
dimensions are of the order of 100 nm or below. Some of the di±culties associated with
the manipulation of magnetic elements at this scale is the control of the magnetization
direction and the attainability of low switching ¯elds. The former is required to avoid
the formation of complex multidomain states that may hamper the magnetoresistive ef-
fect, and the later to minimize the interaction between neighbouring magnetic elements.
DWMR can be more easily understood by using the analogy of a spin valve which is
one the basic structures exploiting TMR. This structure is formed when two layers of
ferromagnetic material are divided by an insulating layer. When the two ferromagnetic
layers are aligned parallel, the two spin currents can °ow through, using quantum tun-
neling, being equally scattered as shown in Figure 2.7a. On the other hand, if the two
ferromagnetic layers are aligned antiparallel, then one spin current is more heavily scat-
tered causing an increase of the resistance with regard to the parallel con¯guration. In
DWMR, the absence of a domain wall is equivalent to the parallel con¯guration in aChapter 2 Theoretical Framework 20
Figure 2.7: Analogy of magnetoresistance caused by scattering of spin-polarised cur-
rents in a magnetic tunnel junction(a), and in a domain wall formed at a constriction(b).
TMR structure (see Figure 2.7b. When a domain wall is present, it causes the mag-
netization to be in an antiparallel con¯guration, hence an increase of resistance in the
structure can be expected.
Let us take the example of a Toggle MRAM, in which the bit cell size is of 1.55 ¹m2 [1].
In this device, the bit cell corresponds to minimum size of the magnetic tunnel junction
illustrated in Figure 2.6. For the sake of argument, let us assume that we could just
substitute the MTJ of a Toggle MRAM with the DWMR nanostructures reported in
this thesis as shown in Figure 2.8. This provides several advantages that make further
research on this topic worthy. Among the advantages of such a substitution we would
achieve not only a reduction of the steps required for its fabrication, after all the struc-
ture consists of a single layer, but also an instantaneous reduction of the bit size to 0.12
¹m2, which corresponds to an improvement of one order of magnitude when compared
with current technology. Furthermore, switching of the aforementioned MRAM device
is done by using two 40 mT ¯elds, later on this thesis we will show that the creation of
domain walls in a nanobridge structure can be accomplished with magnetic ¯elds as low
as 25 mT. Finally, the de-pinning of the domain wall could be also accomplished using
only electric currents [25].Chapter 2 Theoretical Framework 21
Figure 2.8: Schematic illustration of a possible con¯guration for a DWMR-based
MRAM, information is stored in the constricted nanostructured. Pinning and removal
of a domain wall in the constriction is achieved by using the ¯eld generated by the
write line. The state of the nanostructure is sensed by the current °owing through the
magnetic pads.
2.6 Theoretical studies of Domain Wall Magnetoresistance
2.6.1 Spin polarised currents
In the previous sections, the concepts of domain wall and domain wall width were
introduced. By now it is clear that domain wall magnetoresistance arises from the
scattering of an electric current in a ferromagnet by a domain wall. The current °owing
in a ferromagnet is intrinsically spin-polarised. The theoretical basis of a spin-polarised
current can be found in the model introduced by Mott and known as the two-band
model, in which electrical conductivity can be modeled by considering two independent
conducting channels. These two channels correspond to either spin-up or spin-down
electrons. Such distinction is based on the projection of their total angular momentum
along the quantization axis which gives values of +1=2 or ¡1=2 for the spin. For the
sake of simplicity, we refer to the former as spin-up electrons and to the latter as spin-
down electrons. The probability of these electrons to undergo spin-°ip scattering is
small compared with other processes that give rise to electrical resistivity. This means
that electrical conduction occurs in parallel for the two spin channels. In addition, in
a ferromagnet the d bands are exchange-split; therefore, the density of states is not the
same for spin-up and spin-down electrons at the Fermi energy. Since the probability of
scattering is proportional to the density of states, then the scattering rates are di®erent
for the two conduction spin channels. This corresponds to a simpli¯ed model becauseChapter 2 Theoretical Framework 22
even in the elemental ferromagnets such as Fe, Co, and Ni there is a strong hybridization
between sp and d states [26]. As a result of this, real ferromagnets are complex multiband
systems di±cult to characterize quantitatively. Nonetheless, the Mott model and its
re¯nements provides us with a good qualitative understanding.
The transport properties in a ferromagnet such as the Fermi velocity vF, and the density
of states g(EF) will depend on the electron spin. There is, however, an imbalance in
their ability to carry the current so the majority of it will be carried by one of the spins.
Above the Curie temperature Tc the current is unpolarised. Below Tc one spin sub-
band will be more conducting and will be responsible for a drop in the overall resistivity.
There is a ¯nite time in which the spin polarization is lost. This is known as the spin-°ip
scattering time, ¿sf.
The polarisation P of a current in a ferromagnet can be then be given as:
P =
n" ¡ n#
n" + n#
(2.13)
where n is some spin-resolved quantity related to a measurable property. This expression
measures the excess of carriers or the current density of the majority spin over the
minority spin as a fraction of the total number of carriers. Thus, P is the ratio of a spin
current Is to the unpolarised-current I. P = 0 for the case of a non magnetic metal and
P = 1 in the case of a perfectly polarised material.
There is another way to de¯ne P. This de¯nition takes into account the number of
carriers at the Fermi level in the two spin sub-bands and is given by:
P =
g"(EF) ¡ g#(EF)
g"(EF) + g#(EF)
(2.14)
the advantage of this de¯nition is that the polarisation can be measured experimentally
with techniques such as photoemission measurements. In Figure 2.9 the detection of
spin polarisation in a half-metallic system is illustrated. This detection was carried
out in a thin ¯lm of La0:7Sr0:3MnO3 [27]. In transport experiments, these are more
di±cult because it is necessary to take into account the fact that not all the electrons
are equally mobile under the in°uence of an electric ¯eld. The electronic structures
of ferromagnets generally have complex electronic structures. For example, there are
several bands crossing the Fermi level and each band has a di®erent Fermi velocity and
e®ective mass. Therefore, it is necessary to identify di®erent experimental regimes in
which the experiments can be carried out. Mazin [28] provides a discussion about the
di®erent de¯nitions for the polarisation P that shall be used in the di®erent experimental
regimes. What regime has to be used, depends on the length scale of the problem. This
scale is de¯ned by the size of the contact used to detect the spin-polarisation and the
length in which the voltage drops, when compared with the mean free path. Since
domain wall magnetoresistance experiments fall into the regime of the di®usive spin-
polarised currents, such regime will be discussed in detail in the next section.
The use of constrained geometries to tailor domain walls was proposed in 1999 by BrunoChapter 2 Theoretical Framework 23
Figure 2.9: Valence band spin-resolved photoemission spectra near EF of
La0:7Sr0:3MnO3. Measurements were taken at far below and above the Curie tempera-
ture as shown by a and b respectively. The majority spins represent the spin direction
parallel to the magnetization direction, whilst the minority spin represent the antipar-
allel direction. Lower panels show the di®erence spectra between the majority-spin and
the minority-spin spectra. (From Park et al. [27])
[13]. In order to understand his idea, we start by considering a magnetic system formed
by two rectangular pads connected by a narrow constriction. Two magnetic domains
are present in the two rectangular pads, pointing in opposing directions. The main
assumption is that the domain wall will localize itself in the constriction because this is
the only part of the structure in which the rotation in magnetization can take place. In
the case of a Bloch-type domain wall, if the domain wall has an in¯nitely narrow width,
the exchange energy becomes extremely high. On the other hand, if the domain wall is
allowed to expand outside the constriction, the exchange energy decreases. However, by
doing so, the domain wall increases its area and consequently its anisotropy energy. If
we have a constriction whose cross section is very small compared with the cross section
of the main structure, then the leading term in the system will be the anisotropy energy
which will allow the domain wall to expand up to a width comparable with the length of
the constriction, so that the ¯nal width of the DW will strongly depend on the geometry
of the structure rather than on the material parameters. As a result, it is possible to
tailor DW's with smaller widths than unconstrained Bloch or N¶ eel walls.
Jubert et al. [29] used micromagnetic simulations and a Bloch wall structure as starting
point for studying the structure of domain walls in geometrical constrictions. They
contributed to the subject by pointing out that dipolar contributions are not negligibleChapter 2 Theoretical Framework 24
at the constriction edges. For the case of a N¶ eel wall which is determined not only by
the exchange and anisotropy energies but also by the dipolar interactions. Jubert et al.
realized that the DW can bend in a constriction and its shape does not resemble a Bloch
wall but a N¶ eel wall. They showed that for in-plane magnetized elements with widths
larger than the unconstrained DW width. No domains magnetized along can enter the
constriction because of the high cost in dipolar energy. In this case, the wall is stretched
up to a limit at which if is favourable to split the wall apart into two individual 90±
walls, and an intermediate domain with magnetization parallel to the constriction edges
is formed. Unlike the case in which perpendicularly magnetized element can get into
the constriction area without additional cost in dipolar energy.
2.6.2 Theoretical estimation of Domain Wall Magnetoresistance
The estimation of the magnetoresistive e®ect caused by domain walls studied is done
by using the formulation proposed by Ieda et al. [30] and used by Ichimura et al.
[31]. Ieda et al. formulated the equation of motion for a domain wall and the spin
accumulation built up around spin structure of the domain wall, as an attempt to explain
the experiments of Ebels et al. [32] in which transport measurements revealed that the
domain wall acts as source of resistance, provided the domain wall is pinned. This e®ect
corresponds to the case in which a polarised current does not transfer any spin torque
to the DW. The equation of motion proposed by Ieda et al. is as follows:
@tS = ¡°S £ Heff + JH ^ S £ ^ s (2.15)
@ts + rIs = ¡°S £ Heff + JH ^ S £ ^ s (2.16)
where S, and s are the localized and conduction spin densities, respectively, ° is the
gyromagnetic ratio and Heff is the e®ective ¯eld determined by the derivative of the
magnetostatic energy with respect to the total magnetization M ´ ¡°(S + s). The
last terms in the right-hand-side of Equations 2.15 and 2.16 originate from the Hund
coupling ¡JH ^ S ¢ ^ s, where JH is angular momentum, and can be combined:
@tM + rIm = ¡°M £ Heff (2.17)
In this expression, the spin transfer is re°ected by the divergence of the magnetization
current density Im ´ ¡° < Is >. The expression 2.17 is then applied to a domain
wall solution (e.g. Equation 2.9) to invfestigate the e®ects of the injected spin current.
Spin dissipations such as spin di®usion and spin °ip processes have to be taken into
account. For the case of the spin di®usion this is considered in the following de¯nition
of a polarised current:
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where P denotes the polarization of the conduction spin, j the electric current density,
and D the di®usion constant. ±m represents the magnetization M modulated around
the DW pro¯le, this modulation results from the accumulation of conduction spins. The
spin °ip mechanism is taken into account by replacing the time derivative in Equation
2.17 as follows:
@tM ! @tM + ¿¡1
sf ±m + ®°M £ (M £ Heff) (2.19)
where ¿sf is the spin relaxation time. By incorporating equation 2.19 into 2.17 we have:
@tM + (u ¢ r)M = ¡°M £ Heff + <; (2.20)
< = ¡°®M £ (M £ Heff) ¡ (¿¡1
sf ¡ Dr2)±m (2.21)
where u = (P¹B=eMs)j. In the case of a pinned domain wall, in order words when
@M = M £ Heff = 0. The equations above become:
(u ¢ r)M = (Dr2 ¡ ¿¡1
sf )±m (2.22)
and this di®usion equation determines the spin accumulation. For a 1-dimension case
where j = jz, equation 2.23 is solved as:
±m(z) =
u¿sf
2¸F
Z
dz0ejz¡z0j=¸F@z0M(z0) (2.23)
where ¸F ´
p
¿sfD is the spin di®usion length. This contributes of the electric current
density as a di®usion part:
j = ¾0Ez(z) ¡ (e=¹B)D ¢ @z±m(z) (2.24)
where ¾0 is the conductivity and the spin di®usion constant is de¯ned by D ´ PD ^ M(z).
The di®usion term represents the local shift of the electrochemical potential. Under a
constant j bias, the integration of this contribution over the wire length the excess
voltage drop ¢V is obtained. For a wire of cross-sectional area Aw and a resistivity ½0,
the excess resistance due to the spin accumulation is:
¢R = ¢V=(jR) = 2P2½0¸FA¡1
w F(») (2.25)
where
F(») =
1
4
Z
d³
Z
d³0e¡»j³¡³0j@³ ^ M(³) ¢ @³0 ^ M(³0) (2.26)
with » = w=¸F, ³ = z=w and ³0 = z0=w.
We can then use Equation 2.25 and the spin accumulation pro¯le provided in 2.10 to
estimate the DWMR e®ect as a function of the domain wall width w in unconstricted (i.e.
300x10 nm2 cross section) and constricted (i.e. 20x10 nm2 cross section) nanostructures
as shown by the black and red dashed lines in Figure 2.11, respectively. For theseChapter 2 Theoretical Framework 26
Figure 2.10: Spin accumulation pro¯le (F(»)) as a function of the domain wall width
w and spin di®usion length ¸F ratio, » = w=¸F (From Ieda et al. [30])
calculations we have considered values of ¸F =21 nm, P =20 %, and ¾ = 31 ¹­ ¢
cm for spin di®usion length, spin polarisation, and resistivity, as well as resistances of
R = 30 ­, R = 10 ­ for constrained and unconstrained nanostructures, respectively.
The ¯rst thing to notice is that the DWMR estimated for unconstrained structures
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Figure 2.11: Measurable DWMR expected for a constricted nickel nanobridge with
spin di®usion length ¸F= 20 nm, and spin polarization P=0.2 (red dashed line) as a
function of domain wall width. Same calculation without considering the resistance
contribution from the constriction itself (black dashed line). Results reported in lit-
erature on both constricted (circles) and unconstricted samples (squares) plotted as a
function of the domain wall width.Chapter 2 Theoretical Framework 27
reproduces qualitatively the behaviour of the DWMR measurements reported in other
studies (squares in Figure 2.11) for materials such as cobalt and Permalloy. Similarly,
we can observe the reproduction of the higher DWMR values that have been reported
for nickel and Permalloy samples with constrained geometries (circles in Figure 2.11).
By following the red dashed line towards smaller domain wall widths, we can observe
that higher MR values can still be achieved. Therefore, the fabrication of samples
with constrictions of the order of 20 nm and below is an important requirement for
determining how high the DWMR e®ect can really be.
2.6.3 Experimental studies of Domain Wall Magnetoresistance
In 1999, Garcia et al. [7] reported large values of magnetoresistance which were at-
tributed to domain wall scattering due to the inability of electron spin to travel across
the domain wall adiabatically when the domain wall width is comparable to the Fermi
wavelength [33]. A further analysis carried out by Eggelhof et al. [12] attributed this,
and other similar reports, to magnetostrictive, magnetostatic, and magnetomechanical
e®ects [10, 11]. Up to now, there is no consensus on whether this e®ect is really due to
an e®ective DWMR e®ect. Nonetheless, Garcia's work started a quest in the scienti¯c
community for further evidence of this e®ect, due to the possibility of using domain
walls as the source for a larger magnetoresistance e®ect on technological applications.
Experiments on domain wall magnetoresistance showing various e®ects have been done
using di®erent ferromagnetic structures such as thin ¯lms [34], cross-shaped junctions
[35], ring structures [36, 37], zigzag wires [38], constricted wires [39, 40], and micrometer-
sized elements [41].
In this section we provide a compilation of some of the most representative experimen-
tal works devoted to domain wall magnetoresistance published since 1999. A special
emphasis has been put into the fabrication processes as well as DWMR ratios reported.
This will then be summarized in Table 2.2 and will help to understand our choices for
the design of DWMR.
Zigzag wires and rings
In 2002, Tsai et al. [38] used zigzag thin Permalloy wires to study the thickness depen-
dence of the domain wall resistivity. Their wires consisted of 25 corners with thicknesses
of 40 and 100 nm (see Figure 2.12a). E-beam lithography and lift-o® processes were
used to prepare Ni80Fe20 zig zag wires on Si (100) with 100 nm SiO2 bu®er layers. The
Ni80Fe20 ¯lms were deposited by thermal evaporation with a base pressure of 1 £ 10¡6
Torr. In this study, the domain wall magnetoresistance ratios measured were 0.034%,
0.112%, and 0.258%. A similar process was employed by Klaui et al. [36, 37] for theChapter 2 Theoretical Framework 28
Figure 2.12: (a) Zigzag thin Permalloy wires used to study the thickness dependence
on the domain wall resistivity [38]. (b) Permalloy zigzag wires fabricated with focused
ion beam milling [42]. (c) Cross-shaped junction of mesoscopic ferromagnetic NiFe
wires [35].
fabrication of notched Permalloy rings for the study of domain wall pinning e®ects (see
Figure 2.13). The measured MR e®ect was attributed to AMR with values as high as
0.7%
In 2004, Gao et al. [42] studied domain wall contribution to the magnetoresistance by
direct observation of ¯eld dependent magnetic force microscope images correlated with
MR curves for micron sized zigzag wires. Permalloy zigzag wires were fabricated using
focused ion beam milling. The 50-nm-thick Ni81Fe19 ¯lm was exposed to a 30 keV Ga+
focused ion beam. It was shown that domain walls cause a decrease in the resistance
that is more closely associated with the creation of a large amount of domain walls in
each segment of the zigzag wire than with the domain walls pinned at the corners as
illustrated by Figure 2.12b.
Xu et al. [35] reported in 2000 a local magnetoresistance e®ect associated with the
switching of a coherent spin block con¯ned in a cross-shaped junction of mesoscopic
ferromagnetic NiFe wires as displayed in Figure 2.12c. In this work, a positive intrinsic
magnetoresistive e®ect of 0.03%. in a 0.5 mm cross-shaped sample was reported after
anisotropic and Lorentz magnetoresistance were excluded. This e®ect was associated
with local spin noncollinearity of a 45± domain wall. The experimental procedure for
this experiment consisted of continuous ¯lms of Au(30 º A)/Ni80Fe20(300 º A)/ GaAs(100
º A) deposited in an ultra high vacuum (UHV) system. The substrate was held at 30
±C during growth and then was annealed at 120 ±C for 30 min to remove the uniaxial
anisotropy. The Au/NiFe layer was patterned by using e-beam lithography, and etched
by ion beam etching, IBE, with an intermediate metallic mask of Al made by a lift-
o® process. Electrical contacts for the transport measurements were made of Cr(20Chapter 2 Theoretical Framework 29
Figure 2.13: Notched Permalloy ring fabricated with electron beam lithography and
lift-o® for the study of domain wall pinning e®ects [36].
nm)/Au(300nm) patterned by e-beam lithography with careful positioning.
One of the main issues with the structures presented above is that the contribution from
AMR to the total magnetoresistance is too high. Ideally, we would like to have struc-
tures where AMR can be reduced as much as possible in order to measure real DWMR.
The reason why this was not accomplished successfully in these structures is due to the
shapes of the samples. These shapes do not provide the elements required to control
the width of the domain walls as the one proposed in this thesis. This is why we believe
our structures will be more suitable for measuring the high magnetoresistance that is
expected from domain walls.
Single wires
G. Dumpich et al. [43] studied single cobalt-nanowires with in-plane anisotropy, and
(Co/Pt)n-multilayer nanowires with out-of-plane anisotropy prepared by e-beam lithog-
raphy (see Figure 2.14a). The structural properties of the nanowires were investigated
by transmission electron microscopy, scanning electron microscopy and atomic force mi-
croscopy. The magnetic properties of single nanowires were imaged by magnetic force
microscopy. Resistance measurements were carried out mainly at low temperatures to
explore the temperature dependence of the resistance with high precision and the mag-
netoresistance for various orientations between the current direction and the applied
external magnetic ¯eld. It was found that the longitudinal magnetoresistance displaysChapter 2 Theoretical Framework 30
Figure 2.14: (a) Cobalt nanowires with in-plane anisotropy, and (Co/Pt)-multilayered
nanowires with out-of-plane anisotropy prepared by e-beam lithography [43]. (b) Cobalt
nanowires prepared by electrodeposition inside the pores of track-etched polycarbonate
membranes [32].
the nucleation behaviour of magnetic domains, whereas the transversal MR can be ex-
plained by coherent rotation processes. It was also shown that (Co/Pt)n-multilayers
with out-of-plane anisotropy are suitable to determine the domain wall resistance when
applying external magnetic ¯elds in-plane and perpendicular to the wire axis. Further-
more, the domain wall magnetoresistance was positive in accordance to the absence of
weak electron localization (dephasing) e®ects.
Ebels et al. [32] studied the resistance of 35-nm-width and 20-¹m-long epitaxial Co wires
in presence of isolated domain walls (see Figure 2.14b). The Co nanowires were pre-
pared by electrodeposition inside the pores of track-etched polycarbonate membranes.
The reported DWMR ratios were between 0.12% and 0.2% for a single domain wall.
One of the advantages of the approaches presented above, is that they provide a clear
correlation between the presence of domain walls and the magnetoresistance e®ect. Due
to the simplicity of this geometry AMR can be easily estimated and it is not expected
to play a dominant role as in previous structures. The only problem is that there isChapter 2 Theoretical Framework 31
no mechanism to control the width of the domain walls. In the following reports we
will see how this issue was addressed by other groups. Although, as we will see, a clear
estimation of the domain wall width was not performed and this makes di±cult to study
the correlation between DW width and magnetoresistance.
Constricted structures
Lepadatu and Xu presented measurements of domain wall resistivity, pinned by nanocon-
strictions in single layer ferromagnetic wires of Ni80Fe20 and Ni (see Figure 2.15a and
b) [39]. A set of straight wires and necked wires were de¯ned on a Si(100) substrate using
e-beam lithography and lift-o® techniques, with a ¯xed length of 400 ¹m and width of
1 ¹m. For the necked wires a constriction was de¯ned halfway along the wire, forming
point contacts of nominal widths ranging from 50 to 350 nm, with an increment of 50
nm. Following thermal evaporation of Ni80Fe20, 30 nm thick with an Au 2-nm-thick
capping layer, at a pressure of 10¡5 mbar, ultrasonic assisted lift-o® in acetone was used
to obtain the patterned wires. A second level of lithography was used to de¯ne the
electrical measurement pads followed by thermal evaporation of Al 150 nm thick and
ultrasonic assisted lift-o® as for the ¯rst level. Unpinning domain walls from the con-
striction by current-induced switching allows for an unambiguous measurement of their
resistivity changes, namely, 1.7% in Ni80Fe20 and 1.82% in Ni and both positive, which
supports the theory of spin-dependent scattering. By deriving an empirical relation for
the various constriction widths, the large percentage changes of resistivity in ballistic
nanocontacts were reproduced, showing a correlation between domain wall magnetore-
sistance and ballistic magnetoresistance.
In 2004, Montero et al. [44] studied the resistivity and magnetoresistance of mechani-
cally stable Co contacts of nanometer sizes made by e-beam lithography on Si, GaAs,
and Al2O3 substrates (see Figure 2.15c). These constrictions were generated using two
techniques. The ¯rst used conventional e-beam lithography to design ¯ngers at di®er-
ent distances touching a perpendicular electrode. These contacts were generally in the
tens of nanometers range with resistances as high as 500 ­. After ion milling of these
contacts, resistances as high as 20 k­ were obtained. The second technique consisted
of Co deposition through a 400 nm hole made in a bilayer resist. The resistance in the
current-perpendicular-to-the-plane geometry was monitored during deposition that was
stopped when the desired resistance is obtained. Contacts in the k­ range were fabri-
cated between the bottom disk-like electrode and the top thin ¯lm. Magnetoresistance
was measured in a wide range of applied magnetic ¯elds and temperatures. Due to
the large shape anisotropy di®erence between the electrodes, two well-de¯ned coercive
¯elds induced clear switching in the magnetization observable in the resistance. The
magnetoresistances were in all cases below 1% and of varying signs. These e®ects were
well within the range of the expected anisotropic magnetoresistance generated at the
contacts or their vicinity.Chapter 2 Theoretical Framework 32
Figure 2.15: (a)(b) Nanoconstrictions in single layer ferromagnetic wires of Ni80Fe20
and Ni [39]. (c) Mechanically stable Co contacts of nanometer sizes made by electron
beam lithography and ion beam milling on Si, GaAs, and Al2O3 substrates [44]. (d)
Nanocontact structure (22 x 34 nm2) between two NiFe wires fabricated using e-beam
lithography and lift-o® methods [45].
The study by Miyake et al. [45] considered a nanocontact structure (22 x 34 nm2) be-
tween two NiFe wires fabricated using e-beam lithography and lift-o® methods (Figure
2.15d). The magnetization switching process was arti¯cially controlled by engineer-
ing the sample geometry to realize a magnetic structure with a single domain wall
trapped in the nanocontact area. This domain structure was con¯rmed by magnetic
force microscopy observations. The magnetization rotation of 180± was realized within
the nanocontact area. The contribution of the domain wall to the resistance was nega-
tive, which can be understood on the basis of AMR.
In 2006, Garcia et al. [46] reported Permalloy ¯lm, 10-nm-thick and 30- to 200-nm-wide,
nanocontacts by electron beam lithography using a bilayer resist stack of LOR and Poly-
MethylMethacrylate (PMMA) (Figure 2.16a and b). It was shown that the change in
resistance is bigger for less resistive samples than for more resistive ones, suggesting that
domain wall magnetoresistance is not a cumulative e®ect and is arising from the region
contact.
C. RÄ uster, et al. [47] fabricated (Ga,Mn)As nanostructures in which domain walls could
be pinned by sub-10 nm constrictions (see Figure 2.16c). Controlled by shape anisotropy,
domain walls were able to switch the regions on either side of the constriction to eitherChapter 2 Theoretical Framework 33
parallel or antiparallel magnetization. All their samples exhibited a positive magne-
toresistance, consistent with domain-wall trapping. For metallic samples, they found a
magnetoresistance up to 8%, which can be understood from spin accumulation. They
fabricated transport structures which consisted of a central island of 100 nm width and
500 nm length connected to two 400-nm wide and 10-¹m long wires by constrictions
with widths down to 10 nm or less.
In the work presented by Ohsawa [48] in 2005 a test-element with a Ni point-contact in
planar con¯guration was fabricated using an etching process with a horizontal-incident
ion beam as illustrated in Figure 2.16d. The point-contact was fabricated with three
etching sequences after the electrodes were formed. First, the point contact was pat-
terned for several microns width with a conventional photolithography and ion milling
process. Secondly, the point-contact was patterned to be 0.1 ¹m wide by focused ion
beam. Finally a horizontal incidence ion beam was used to remove the damaged layer
and re-deposits on the sidewalls of the point-contact formed by the focused ion beam
process. The milling process could control the point contact width reduction by the pro-
cessing time. The point-contact was narrowed to nano-scale size by a horizontal incident
ion beam. The milling process and magnetoresistance measurement were alternatively
performed. Successive in situ measurement of the magnetoresistance was carried out
in the etching apparatus without breaking the vacuum to prevent the oxidation of the
point contact. Observation by cross-sectional transmission electron microscopy (XTEM)
showed that the etching damage at the sidewalls of the point-contact that may have been
caused by the milling process was estimated to be 1-2 nm. The test-element resistance
increased as the milling time increased. A magnetoresistance ratio of about 0.2% was
measured. The resistance of the test-element kept in the vacuum was stable for several
days, but the resistance of the test-element exposed to air became immediately unstable.
The reports discussed in the previous paragraphs constitute the most solid evidence of
the domain wall magnetoresistance e®ect. In our research we will use these geometries
as a reference to assess the validity of our own measurements. As we will show later
in our own simulation studies, the domain wall width depends not only on the width
of the constriction but also on the width of the wires. This not only means that the
domain wall width is not short enough to provide a high magnetoresistive e®ect but
also that in some cases the AMR contribution is high enough to dominate over DWMR.
The fact that domain wall magnetoresistance as high as expected has been reported
in semiconductor materials is very encouraging. However, the main drawback of this
kind of structure is the inability to produce this e®ect at room temperature. Thus, the
possibilities of exploiting these e®ects in the consumer market are almost nil.
Jubert et al. [41] studied domain walls in micrometer-sized Fe20Ni80 elements containing
geometrical constrictions by spin-polarized scanning electron microscopy and numeri-
cal simulations. It was shown that by controlling the constriction dimensions, the wall
width can be tailored and the wall type modi¯ed. In particular, the width of a 180±
N¶ eel wall can be strongly reduced or increased by the constriction geometry comparedChapter 2 Theoretical Framework 34
Figure 2.16: (a)(b) Permalloy nanocontacts fabricated by electron beam lithography
and a bilayer resist stack of LOR and PolyMethylMethacrylate (PMMA), 10-nm-thick
and 30- to 200-nm-wide [46]. (c) (Ga,Mn)As nanostructures with sub-10 nm constric-
tions [47]. (d) Ni point-contact fabricated using an etching process with a horizontal-
incident ion beam [48].
with the wall in unconstrained systems. The constrictions studied in this work were
fabricated in thin, micro-meter-sized rectangular elements by using e-beam lithography
and Ar dry etching of Fe20Ni80 thin ¯lms as illustrated in Figure 2.17. These ¯lms were
produced by sputter deposition on SiO2/Si(100), resulting in (111)-textured Fe20Ni80
¯lms with a grain size of about 2 nm in diameter determined from x-ray measurements.
The crystalline anisotropy of the ¯lm was measured to be a superposition of an uniaxial
term Ku = 160 J/m3 and a cubic term K1=-150 J/m3. The anisotropy was so low
that it had no in°uence on the magnetic patterns in this study. This was corroborated
with micromagnetic simulations, and all simulations were carried out using the OOMMF
code [49].Chapter 2 Theoretical Framework 35
Figure 2.17: Micro-meter-sized rectangular elements for the reduction of domain wall
widths [41].
Although no DWMR measurements were performed on this structure, the possibility
to control the width of domain walls with it is very straightforward and promising. In
fact, most of our research has been built upon this idea. Later in this thesis, we will
study this structure thoroughly. Furthermore, a fabrication process has been developed
around this geometry in order to achieve smaller dimensions. MR measurements are
expected to provide the evidence of the DWMR e®ects that previous experiments have
been unable to provide.
2.7 Conclusions
The basic concepts required to understand magnetism in constricted geometries have
been provided. The e®ects that every energy term has over the magnetization were
explained and a summary of them is given in Table 2.1 as a reference. Some of magnetic
e®ects that are explained by considering the interplay among the energy terms previ-
ously discussed have been explained. We are now familiar with the concept of domain
wall. Furthermore, the di®erent ways in which rotation of the magnetization takes place
(i.e. Bloch- and N¶ eel-type domain walls) have been explained. It is also evident that
there are di®erent ways to de¯ne the width of a domain wall. In the case of this research
we are adopting the de¯nition given by Bruno [13] because it is the most suitable for
studying domain walls in constrained geometries.
The di®erent magnetoresistive e®ects (e.g. AMR, GMR, TMR, and DWMR) have been
explained and compared. From the theoretical studies presented on DWMR, ratios of
the same order of magnitude or even higher than the other magnetoresistive e®ects are
expected. Although some experimental reports have shown very large DMWR e®ects,
the structures employed are not very reliable because the control over the structure is
minimum and this makes these results almost impossible to reproduce. Without more
systematic experiments, there is no possibility to distinguish whether these results areChapter 2 Theoretical Framework 36
Structure Material MR value MR
source
Temperature
Mechanical nanocontacts
[7]
Ni +280%
(measured)
DWMR RT
Zigzag thin wires [38] Permalloy +0.034% to
+0.258%
(measured)
DWMR RT
Micron sized zigzag wires
[42]
Permalloy +0.14%
(measured)
AMR RT
Notched rings [36, 37] Permalloy -0.759%
(measured)
AMR RT
Cross-shaped junction of
mesoscopic ferromagnetic
wires [35]
Permalloy +0.03% (es-
timated)
DWMR RT
Mechanically stable
nanometer sized contacts
[44]
Co +0.33%
to +0.64%
(measured)
AMR
and
DWMR
4.2 to 300 K
Epitaxial wires [32] Co +0.12% to
+0.2% (es-
timated)
DWMR 77 K
Nanocontact structure [45] Permalloy -1.1% (mea-
sured)
AMR 50 K
Nanostructures with con-
strictions [47]
(Ga,Mn)As +8.0%
(measured)
DWMR 4.2 K
Ferromagnetic wires with
nanoconstrictions [39, 40]
Permalloy
and Ni
+1.7% and
+1.82%
(measured)
DWMR RT
Point contact [48] Ni +0.2%
(measured)
DWMR RT
Table 2.2: Summary of the structures and DWMR e®ects reports revised for the
design of our nanostructures for DWMR study.
related to the presence of domain walls or due to artifacts. On the other hand, exper-
iments with more controlled structures have not reached the dimensions required for
the observation of an e®ect large enough to be considered as a technological alternative.
Moreover, in some of these experiments, what was thought to be MR due to domain
walls was actually MR from other magnetoresistive phenomena such as AMR.
In the following chapters, it will be shown how some of the reported structures have beenChapter 2 Theoretical Framework 37
improved and evolved into what we call constrained nanowire and nanobridge structures.
The former has been adopted for our research in order to reproduce the experimental
results reported in References [39, 40] whereas the latter has been chosen because of its
potential to provide a higher control over the domain wall widths [29, 41]. Evidence
will be provided to show that this structure represents the opportunity to obtain much
higher DWMR ratios than the ones reported up to now.Chapter 3
Micromagnetics simulation of
constrained geometries
3.1 Introduction
N¶ eel-type domain walls in constricted geometries (i.e. nanobridges) have been investi-
gated both numerically and experimentally in the past by Jubert et al. [41]. Similarly,
the equilibrium domain wall con¯gurations in constrained geometries with out-of-plane
anisotropy have also been studied in [29]. Furthermore, DWMR has been observed in
wires which taper linearly towards a constriction (i.e. constricted nanowires) and re-
ported by Lepadatu and Xu [50]. Micromagnetics simulation studies of constricted wires
and nanobridges have been also reported [50, 51]. In the former, ferromagnetic wires
with constrictions are studied and the optimum angle of the taper for the formation of
a well de¯ned head-to-head/tail-to-tail domain wall is given. In the latter, we reported
our study of the dependence of the domain wall width on the dimensions of the con-
strained geometry. All the studies mentioned above have in the common, the use of
micromagnetics simulations to either explain the observed magnetization con¯gurations
or to establish the conditions required to obtain a speci¯c magnetic behaviour. In our
case, we have used micromagnetics simulations to design and optimize nanostructures
which can be useful for the study of DWMR.
This chapter starts with an introduction to micromagnetics simulations. Then it pro-
vides an example of how simulations are employed to explain observed magnetic be-
haviour, in particular the angular dependence of the coercive ¯eld in inverse sphere
nickel arrays. It also shows how we applied this experience on the study of the magnetic
switching behaviour of simple structures in order to assess the feasibility of obtaining a
selective switching in nanostructures for the study of DWMR. Results obtained from the
simulation of domain walls in constrained geometries are then discussed thoroughly. In
the case of nanobridge geometries, studies of domain walls in two structures are reported.
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One corresponds to the case of domain walls in nanobridges with induced anisotropy
and the other without it. With regard to the simulation of constricted nanowire struc-
tures, two di®erent geometries were considered. Finally, the numerical estimation of
AMR in nanobridges and constricted nanowires geometries is performed and compared
with the values of DWMR calculated based on the results obtained from micromagnetics
simulations.
3.2 Micromagnetics Simulations
Micromagnetics software is a very useful tool not only for explaining the magnetic be-
haviour observed in experiments, but also for predicting the magnetic behaviour in
structures before they are fabricated because it is not always possible to analytically
solve all the magnetic interactions taking place in structures with arbitrary geometries.
This is particularly relevant for the work presented here, where micromagnetics sim-
ulations were employed in order to obtain an insight into the magnetic behaviour of
nanostructures with various geometries. There are several software packages available
to carry out micromagnetics simulations both free and commercial. Choosing which one
to use is mostly a matter of convenience. In principle any Finite Element (e.g. Magpar
[52], and Nmag [53]) or Finite Di®erence (e.g. OOMMF [49]) software can be used to
solve the micromagnetics equations and obtain meaningful results. The di®erence be-
tween these two methods is the approach employed to solve the di®erential equations.
For example in the Finite Element method (FEM) the solution, or its approximation, of
a system is based on the elimination of the partial di®erential equations by using a sys-
tem with ordinary di®erential equations. The solution is then calculated using standard
techniques (e.g Euler's method or Runge-Kutta). On the other hand, in the Finite Dif-
ference method (FDM), the solution of the di®erential equations is approximated with
a numerical method using ¯nite di®erence equations. Another di®erence between these
two approaches is the type of geometries that can be resolved adequately. For example
FEM methods use variable-size tetrahedral cells to discretise the structure to simulate,
whereas FDM uses ¯xed-size cuboidal cells. Therefore, the former excels at modeling
structures with round shapes while the latter is adequate for simple shapes with well
de¯ned edges and 90± corners. Due to the fact that our geometries fall into the this
category, we have chosen OOMMF for our magnetic simulations. However we have used
both OOMMF and Nmag to perform our numerical estimation of AMR.
Micromagnetics software simulators work by solving the Landau-Lifshitz-Gilbert (LLG)
equation. In order to do so, a sample with speci¯c ¯nite shape is divided into ¯nite el-
ements dV , each one of this elements represents the average magnetic moment of that
portion of the sample. The initial state of all these elements is de¯ned before starting
the simulation. The evolution of the system is then calculated by integrating the LLG
equation forward in time for each one of such elements. The calculation is ¯nished untilChapter 3 Micromagnetics simulation of constrained geometries 40
Software
name
Developer Method Pros Cons
OOMMF[49] National
Institute of
Standards
and Technol-
ogy (NIST)
Finite
di®erence
Straighforward
build process
Poor structure fea-
tures reproduction
(only cubic unit
cells)
MAGPAR[52] Vienna Uni-
versity of
Technology
Hybrid
Finite-
Boundary
element
Highly optimized
libraries
Poor compatibility
and ease-of-use
NMAG[53] University of
Southampton
Finite el-
ement
Multiphysics
framework
Early development
stage
Table 3.1: List of open source software for micromagnetics simulations.
some convergence criterion is reached.
The Landau-Lifshitz-Gilbert equation has the following form:
@M
@t
= ¡°M £ Heff ¡
°®
jMj
M £ (M £ Heff) (3.1)
The ¯rst term on the right-hand-side corresponds to the gyroscopic behaviour due to the
angular momentum associated with the interaction between the magnetization M and
the e®ective ¯eld Heff. The Heff is de¯ned as the ¯eld composed of the external ¯eld
and contributions of exchange, anisotropy, dipolar and magnetoelastic energies. The
coe±cient ° is known as the gyromagnetic ratio and is de¯ned as:
° =
¹0ge
2me
(3.2)
where g is the Land¶ e factor, which has a value of approximately 2 for many ferromagnets
of the 3d series [54]. If only this term is considered, the precession of M would be in¯nite
because it does not include any energy losses.
Dissipation of energy for the system is given by the second term on the right-hand-side
of Equation 3.1. Here, ® is a dimensionless coe±cient known as the damping coe±cient.
It is experimentally known that it is in the range of 0.004 to 0.15 for real materials
[54]. In the case of simulations, this term is introduced phenomenologically to make the
system settle down into an equilibrium state and prevent it from an endless precession.
The role of each of the aforementioned torque terms are illustrated in Figure 3.1.
In order to validate the results obtained from a simulation, there are two main criteria
that have to be rigorously taken into account. The ¯rst criterium is that the size of
the ¯nite elements must never be greater than the exchange length for the simulated
material. The exchange length is length in which the direction of the M does not vary
radically. In section 2.3, it was introduced that the exchange energy is one of the terms
that in°uences the formation of domain walls. In a simulation using ¯nite elements,Chapter 3 Micromagnetics simulation of constrained geometries 41
Figure 3.1: Diagram of precessional and damping torques de¯ned by the LLG equa-
tion.
the exchange energy in a given cell or element has to interact correctly with the other
cells in order to reproduce the real formation of domains. To this purpose, the exchange
length provides us with an insight into the cell size required in order to obtain reliable
simulations. The exchange length is de¯ned as [17]:
¸ex =
s
2A
¹0M2
s
(3.3)
where A is the exchange energy constant in J/m, ¹0 is the vacuum permeability de¯ned
as 4¼£10¡7 Vs/Am, and Ms is the saturation magnetization in A/m. Exchange lengths
for typical materials are presented in Table 3.2. Such values give us an estimation of
the cell size required in order to obtain reliable simulation, this requirement has been
strictly observed in the simulations presented in this thesis.
Material Exchange Saturation Anisotropy Exchange
Sti®ness Magnetization Constant Length
A[J/m] Ms [A/m] K1 [J/m3] ¸ex[nm]
Nickel 9£10¡12 4.5£105 -5.7£103 (cubic) 7.72
Iron 2.1£10¡13 1.7£106 4.8£104 (cubic) 3.40
Cobalt 3.0£10¡13 1.4£106 5.2£105 (uniaxial) 4.94
Table 3.2: Parameters used in the calculation of the exchange length and micromag-
netics simulations of common ferromagnetic materials [17].Chapter 3 Micromagnetics simulation of constrained geometries 42
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Figure 3.2: Comparison between analytical cosine function and second-order Taylor
expansion for the cosine. Magnitude of the torque due to the exchange energy has a
sin' dependence.
The second criterium required to validate any simulation result is that the largest angle
between two magnetic moments must never be greater than 30o (¼=6 radians) [55]. The
reason for this is related with the method used to calculate the exchange energy nu-
merically. For instance, a second order Taylor expansion is used to calculate the cosine
of the angle formed between neighbouring magnetic moments in the Four-neighbour
dot product (six in the case of a 3D structure), cos'ij ¼ 1 ¡ '2
ij=2. In Figure 3.2,
a comparison between the values produced by a cosine function and the second order
Taylor expansion of the cosine is presented. A special situation arises when the angle
among neighbour spins is greater than 90o (¼=2 radians) because although the exchange
energy is proportional to cos'ij the magnitude of the torque is proportional to sin'ij
[56]. Since the solver will always try to decrease the torque between two spins, this
approach can decrease it by further increasing the angle between two neighbouring spins
as illustrated in Figure 3.2. Therefore, it is possible to end up with simulations in which
the obtained magnetization distribution is physically meaningless. Due to the numerical
nature of this approach, quantitative results obtained from micromagnetics simulations
will always be slightly inaccurate, but qualitative results are only reliable if the angles
between any given magnetic moments are smaller than 30o(¼=6 radians).
Micromagnetics simulations are very demanding in terms of computer resources. The
¯rst resource that has to be taken into account in order to carry out simulations is the
amount of random access memory (RAM) available in the computer system. For exam-
ple, every discrete cell used in a OOMMF simulation requires approximately 1 kilobyteChapter 3 Micromagnetics simulation of constrained geometries 43
of memory. In our discussion about the exchange length, we have seen that in order to
obtain meaningful results from the simulations, the maximum size that a discrete cell
can have is on the order of just a few nanometers. A big structure increases the number
of discrete cell and consequently the amount of RAM. In our experience, a structure
with dimensions on the order of one micron may easily consume up to 1 gigabyte of
RAM memory, without taking into account memory required by the operating system
and the simulation package. In order to keep the time required to simulate a large struc-
ture at a minimum, the processor must be able to fully access the data in the RAM as
fast as possible. This is because energy terms such as the magnetostatic energy have
to be calculated using the values of every other discrete elements of the structure at
every iteration. This makes the time required to transfer information from the memory
(either hard disk or RAM memory) and the processor of paramount importance since
this will determine the time required to perform a simulation. Moreover, the speed at
which °oat point operations are carried out by the processor is directly related with
the frequency at which the processor operates. Thus, in order to minimize the time
taken by a simulation to be completed, the use of the fastest processor possible is always
desirable.
3.3 Study of angular dependence of the coercive ¯eld in
inverse sphere Ni arrays
In this study it is shown that long-range ordering in self-assembled structures can be
achieved by the guidance of a lithographically de¯ned stripe. The self-assembly method
was based on latex spheres which are used as a template for the electrodeposition of
Ni. It has been shown by various groups that self-assembled spheres can be used as an
etch template to create pillars and other structures useful for magnetic storage [57, 58].
To study the properties of the template, we used latex spheres as a direct template
for electrodeposition. This creates so-called antidot or inverse sphere arrays of Ni. In
a previous paper, hexagonal symmetry of the observed coercivity in these structures
was shown [59]. In this study, we show that the observed symmetry can be explained
qualitatively by the micromagnetics simulation of only one small section of the patterned
¯lm.
Experimental details
Figure 3.3 illustrates the steps followed to fabricate the inverse sphere Ni array analyzed
in this study. N-type <100> single-side polished silicon wafers with resistivity 0.01-0.02
­¢cm were used as substrates. Then a 250 nm thick layer of SiO2 was thermally grown on
the polished side. The guiding stripes were de¯ned by conventional lithography (Figure
3.3a). Wet etch was used to eliminate the excess of SiO2 and leave only the guidingChapter 3 Micromagnetics simulation of constrained geometries 44
Figure 3.3: Process °ow for guided self-assembly of inverse sphere magnetic arrays.
The width of the resulting guiding stripe is 140 nm.
stripes. A 20:1 BHF dip was used to leave the Si surface H-terminated and hence,
hydrophobic (Figure 3.3b). Shortly after this BHF dip, 500 nm diameter latex spheres
were self-assembled on the substrates by slow evaporation of a colloidal water suspension
containing 1wt.% of latex spheres. Electrodeposition was used to grow inverse sphere Ni
arrays directly on Si without a back contact (Figure 3.3c). Another 20:1 BHF dip was
carried out just before electrodeposition in order to remove the native oxide and leave
the Si surface H-terminated. The conditions used during electrodeposition can be found
elsewhere [60]. Finally, the latex spheres dissolution was performed with tetrahydrofuran
(C4H8O), which resulted in the inverse sphere Ni arrays on Si studied below (Figure
3.3d). Characterization was carried out using Scanning Electron Microscopy (SEM).
Magnetic measurements were carried out in a magneto-optical Kerr e®ect (MOKE) rig.
Measurements have been performed at room temperature.
Results and discussion
A self-assembled inverse sphere nickel array guided by a 140 nm wide and 100 nm thick
SiO2 stripe is presented in Figure 3.4. It can be noticed that the array is free of fractures
and it follows the orientation of the guiding stripe. Moreover, the phases of the array
on either side of the stripe are aligned. This is accomplished by continuation of the
sphere self-assembly over the stripe, lining up the two sides, as illustrated in the inset
of Figure 3.4. The self-assembly is hence not hampered by the lithographically de¯ned
guidance stripe, while at the same time it forces the orientation of the self-assembly cre-
ating therefore longer range ordering. Although some defects on the anti-sphere arrayChapter 3 Micromagnetics simulation of constrained geometries 45
Figure 3.4: SEM micrograph of a inverse sphere Ni array, guided by a 140 nm wide
and 100 nm high SiO2 stripe. In the inset, the mechanism of lining up the arrays at
either sides of the stripe is demonstrated.
caused by missing spheres can also be observed, this result is particularly important for
patterned storage media as it reveals that long-range self-assembly can be achieved by
lining-up a series of guided self-assembled magnetic arrays. Due to the fact that the
guiding stripe width is about the same order or smaller than the spheres themselves,
storage density will not be greatly compromised.
MOKE measurements were carried out in an inverse sphere Ni array prepared using 900
nm latex spheres. The coercivities measured at various angles are shown in Figure 3.5.
From this ¯gure, it can be observed the dependence of the coercivity on the direction of
the applied magnetic ¯eld. Notice that the six fold symmetry is related to the hexag-
onal con¯guration of the array. Micromagnetics simulations using OOMMF [49] were
carried out in order to explain the behaviour of the measurements presented above. The
cylinders considered were 20 nm height with a diameter of 880 nm. This diameter cor-
responds to the section of the ¯lm where the distance between spheres is approximately
20 nm as shown in Figure 3.6a. The simulated model consisted of a two-dimensional
system formed by a single cylinder surrounded by its six closest neighbours as shown in
the inset of Figure 3.6b. A ¯nite di®erence grid was applied to this system with cells
having dimensions of size 5 nm £5 nm. The height of the cells was 20 nm corresponding
to the cylinder height mentioned above. The parameters of the material correspond to
those of Ni [17, 61] (Js = 4:9 £ 105 A/m, A=9£10¡12J/m). A value of K1=-5.6kJ/m3
was used for simulations considering an uniaxial magnetocrystalline anisotropy.
Simulations consisted of the calculation of the magnetization reversal processes taking
place when the magnetic ¯elds are applied at di®erent angles. Due to the hexagonal
structure of the array, the obtained coercivities from reversal processes at the angles
displayed in Figure 3.6b can be extrapolated and compared with the experimental mea-
surements as shown in Figure 3.5. All coercivity values from our simulations wereChapter 3 Micromagnetics simulation of constrained geometries 46
Figure 3.5: Comparison of coercivities between experimental and simulated data
showing angle dependence of coercivity. Un¯lled circles correspond to MOKE measure-
ments. Filled circles correspond to simulation data taking uniaxial magnetocrystalline
anisotropy into account. It can be seen that simulations reproduce the behaviour of
the experimental data.
divided by 2 in order to normalise them with the experimental data. Figure 3.5 shows
that our single cylinder approach reproduces qualitatively the anisotropy produced by
the nanostructuring and suggests that shape anisotropy plays a signi¯cant role in the
magnetization reversal.
3.4 Magnetic switching due to shape anisotropy
The idea of using shape anisotropy to control the switching behaviour of nanowires has
been used in the past to study magnetoresistance in lateral ferromagnetic (Ga,Mn)As
wires with constrictions [47]. In this work, we report the dimensions required to replicate
this behaviour on Ni nanowires and rectangular elements for the design of constricted
nanowires and nanobridges, respectively. These results are important because they
constitute the basis for realizing constrained geometries on which it is possible study
systematically the manipulation of domain walls for domain wall magnetoresistance.
Simulation details
Micromagnetics simulations of the magnetization reversal of two rectangular elements
with dimensions 100 nm (width) £ 300 nm (height), and 200 nm (width) £ 300 nmChapter 3 Micromagnetics simulation of constrained geometries 47
Figure 3.6: Schematic explanation of our single-cylinder approach to explain six fold
symmetry of coercivity observed in inverse sphere Ni arrays. (a) Cross-sectional and
top views illustrating the relationship between cylinder radius and cross section height
of inverse sphere array, (b) set of angles simulated before the extrapolation of full 360±
behaviour, and (c) illustration of how the anisotropy induced by the patterning becomes
smaller at lower cross section heights.
(height) were performed using OOMMF with the following parameters (nickel): Js =
4:9 £ 105 A/m, A=9£10¡12J/m. We will refer to the former as the narrow pad, and
the latter as the wide pad. Similarly, nanowires with dimensions 1.5 ¹m (length) £
100 nm (width), and 1.5 ¹ (length) £ 100 nm (height) were also simulated and we will
refer to the former as narrow nanowire and the latter as wide nanowire. In the case
of rectangular pads, magnetic ¯elds in the range of § 100 mT in steps of 2 mT were
applied along the height of the pad (height), whereas magnetic ¯elds in the range of §
30 mT also in steps of 2 mT were applied along the width of the pad.
Finally, simulations of narrow and wide pads separated by distances of 20, 60 and 100
nm were performed in order to study the interaction of the stray ¯elds generated by the
individual pads. A unit cell size of 5 nm3 and ¯lm thickness of 5 nm were de¯ned for all
of the above simulations.
Results and discussion
The magnetization reversals obtained for narrow and wide pads are plotted in Figure
3.7. From this plot, we can observe that the wide pad switches its direction at §18 mT
applied ¯elds while the narrow pad does it at §20 mT ¯elds. This is important becauseChapter 3 Micromagnetics simulation of constrained geometries 48
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Figure 3.7: Magnetization reversals of rectangular pads with di®erent widths showing
switching of the magnetization direction at di®erent coercive ¯elds.
the di®erence in coercivity observed can be used used to design a nanostructure whose
con¯guration can be controlled by applying a magnetic ¯eld. Moreover, the formation
of a domain wall is expected in an antiparallel con¯guration and will be studied later in
this thesis.
In both hysteresis loops, we can observe a curvature at low applied ¯elds (dotted lines).
These lines were added manually in order to correct the actual simulation data, which
does not provide the expected behaviour when approaching 0 mT from a saturated
stated and before reversing the direction of the applied ¯eld. This is a consequence of
the threshold value that the solver has to reach before moving onto the next simulation
step. Nonetheless, the simulation is able to correct this issue at higher applied ¯elds.
The reason why the magnetization of the wide pad rotates as we decrease and reverse the
applied ¯eld can be explained by considering the interplay of di®erent energy terms. For
instance, the rotation of magnetic moments is energetically favourable because dipolar
interactions in such a con¯guration, compensate the e®ect of shape anisotropy. In the
case of the narrow pad, the e®ect of shape anisotropy is higher and, as consequence of
this, higher applied ¯elds are required to carry out the switching in direction.
A similar behaviour is observed for the case of narrow and wide nanowires as shown in
Figure 3.8. In this case, the e®ect of shape anisotropy is so high, that the di®erence
in coercivity is of 10 mT, this contrasts with the case of rectangular pads where the
observed di®erence was of the order of a couple of mT.
From the analysis of Figure 3.7 we learnt about the switching behaviour of individual
rectangular pads. However, interesting phenomena arise when we bring two rectangular
pads close enough. Figure 3.9 shows the magnetization reversals of narrow and wide
pads interacting at distances of 20, 60 and 100 nm. The irregularities observed in theChapter 3 Micromagnetics simulation of constrained geometries 49
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Figure 3.8: Magnetization reversals of di®erent width nanowires showing di®erential
switching of the magnetization direction at di®erent coercive ¯elds.
hysteresis loops are due to the nucleation of a domain wall in the wide pad. This was
con¯rmed by the examination of the magnetization distributions at the relevant applied
¯elds. Even though this con¯guration provides us with an e®ective method to nucleate
domain walls, it is not enough for the purposes of our research. This is because our
research is focused on studying the e®ects of geometric constrictions on domain walls
and therefore we will be present our results on this matter in the following sections of
this chapter.
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Figure 3.9: Magnetic interactions due to the stray ¯elds between two rectangular
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Figure 3.10: Schematic view of the nanobridge geometry.
3.5 Domain walls in Ni Nanobridges
The nanobridge (NB) geometry consists of a rectangular constriction connecting two
rectangular pads as illustrated in Figure 3.10. In this section, a thorough study of domain
walls in nanobridge structures is provided. In a ¯rst stage, we investigate the e®ect
of a weak out-of-plane uniaxial anisotropy on Ni nanobridges inasmuch as this can be
achieved experimentally by applying a magnetic ¯eld during the metal growth/deposition
or using an oblique evaporation [62]. In a second stage we study domain walls in Ni
nanobridges based on shape anisotropy e®ects.
Simulation details
Nanobridge structures with same-width left and right pads (i.e. lpx = rpx) were sim-
ulated. Pad dimensions are height s1 = 40 nm and width lpx = rpx = 50 nm. The
magnetization con¯guration of left and right pads was set to point in opposite direc-
tions. This gives rise to two possible con¯gurations: In the case of anisotropy along the
x axis, the magnetization is pinned in the +x direction in the left pad and in the ¡x
direction in the right pad. Similarly, in the of anisotropy along the y axis the magneti-
zation is pinned in the +y direction in the left pad and in the ¡y direction in the right
pad. The constriction width s0 was set to 2, 6, 10, 14, 18, 22, 26, 30, 34, and 38 nm,
while constriction length d0 was varied with following values: 2, 52, 102, 152, 202, 252,
and 302 nm. This spans a con¯guration space of 70 di®erent geometries for anisotropy
along the x and y axis, each. The following parameters for nickel were used [17]:Chapter 3 Micromagnetics simulation of constrained geometries 51
² Saturation magnetization Ms = 490 kA/m
² Exchange sti®ness constant A = 9 £ 10¡12 J/m
² Uniaxial anisotropy K = 2000 J/m3.
For this study we used, the ¯nite di®erence simulation tool OMMMF [49] with a cell
size of 1 nm3. The thickness of the thin ¯lm in the z axis was 1 nm.
The simulation of large system (i.e. d0=900 nm) without a constriction (i.e. s0=s1) and
without demagnetization e®ects provided a DW w = 134 nm for the cases of anisotropy
along the x and y axes. This is in agreement with the analytical calculation using the
unconstrained DW width de¯ned by model I in Bruno's paper [13] as: 2
p
A=K = 134
nm. When the demagnetization ¯eld was incorporated into the simulation the DW width
become w ´ wA = 69 nm for the case of anisotropy along the x axis. In the case of
anisotropy along the y axis, the DW splits into two parts and the width w ´ wB = 98
nm is obtained. In the following, the values wA = 69 nm and wB = 98 nm will be used
to normalize the DW widths.
In our second study, nanobridge structures with following dimensions were considered:
height of the narrow and wide pads s1 = 300 nm, whereas the width of the narrow pad
is lpx = 100nm and rpx = 200 nm for the wide pad. For these simulations, a cell size of
5 nm3 without anisotropy, and thickness along the z direction of 5 nm were used.
3.5.1 Nanobridges with anisotropy along the x axis
In this con¯guration the magnetization was pinned in the +x and -x directions on the
left and right pads respectively. The constriction width and height were varied as men-
tioned in the previous section. For each con¯guration, the equilibrium magnetization
con¯guration was computed using OOMMF. The DW width was calculated using equa-
tion 2.8. This study has the purpose of knowing how the domain wall width reduces as a
function of the di®erent parameters that de¯ne a nanobridge (i.e. d0, s0, and s1) as well
as giving us an approximation of the dimensions that our fabrication process must be
aimed to succesfully study DWMR. For example, Figure 3.11a shows Mx for d0 = 2 nm
and three di®erent values of s0. The normalised domain wall widths w=wA for s0=s1 are
summarized in Table 3.3 . Figure 3.11b shows Mx for d0 = 302 nm and three di®erent
values of s0. It is clearly visible how the domain wall width reduces with a decreasing
ratio s0=s1. The reduced domain wall widths w=wA for s0=s1 are also presented in Table
3.3. A systematic representation of the reduced DW width for all geometries simulated
is given in Figure 3.12. The importance of this plot is given by the fact that it provides
the set of dimensions required to achieve a speci¯c domain wall width reduction. For
instance, with the smallest geometry de¯ned by d0 = 2 nm and s0=s1 = 0:05, we obtain
w = 0:16wA (i.e. w = 10:8 nm).Chapter 3 Micromagnetics simulation of constrained geometries 52
Figure 3.11: Anisotropy along the x axis: plot of the normalized Mx component for
three di®erent values of s0(s1 = 40 nm) at d0 = 2 nm (a) and at d0 = 302 nm (b)
Figure 3.12: Anisotropy along the x axis: plot of the normalized DW width w=wA as
a function of d0 and s0=s1.
Constriction
length
Pad height Pad-to-
constriction
width ratio
Normalised
domain wall
length
d0 [nm] s1 [nm] s0/d0 w/wA
2 40 0.05 0.16
2 40 0.55 0.55
2 40 0.95 0.60
302 40 0.05 0.37
302 40 0.45 0.77
302 40 0.95 1.0
Table 3.3: Domain wall width reductions observed for nanobridges with anisotropy
along the x axis.Chapter 3 Micromagnetics simulation of constrained geometries 53
Figure 3.13: Anisotropy along the y axis: plot of the normalized My component for
three di®erent values of s0(s1 = 40 nm) at d0 = 2 nm (a) and at d0 = 302 nm (b)
Constriction
length
Pad height Pad-to-
constriction
width ratio
Normalised
domain wall
length
d0 [nm] s1 [nm] s0/d0 w/wA
2 40 0.05 0.15
2 40 0.45 0.42
2 40 0.95 0.43
302 40 0.05 0.34
302 40 0.45 0.95
302 40 0.95 1.0
Table 3.4: Domain wall width reductions observed for nanobridges with anisotropy
along the y axis.
3.5.2 Nanobridges with anisotropy along the y axis
In this case, the magnetization was set to point into the +y and -y directions at the left
and right borders of the left and right pads, respectively. The uniaxial anisotropy was
set along the y axis. We can see from Figure 3.13a that these DW's are qualitatively
similar to those in the case of anisotropy along the x axis. The normalised domain wall
width values w=wB for s0=s1 are summarized in Table 3.4.
For the case in which d0 = 302 nm, as shown in Figure 3.13b all the three curves show
a feature that is most clearly visible for s0=s1 = 0:05. This feature consists of the split
into two 90± DW's by the magnetization in order to complete a 180± rotation, as this
reduces the demagnetization energy associated with the surface charges in the edges of
constriction in agreement with Reference [41]. This domain wall splitting is not observed
for anisotropy along the x axis due to the parallel alignment of constriction and easy axis.
We observed that these 90± DW's were located within the constriction area. Moreover,
note that the de¯nition given by equation 2.8 cannot distinguish between two 90± DW's
or one 180± DW. The normalised domain wall width w=wB for s0=s1 are summarized
in Table 3.4. Figure 3.14 shows a summary of the reduced DW width for the case ofChapter 3 Micromagnetics simulation of constrained geometries 54
Figure 3.14: Anisotropy along the y axis: plot of the normalized DW width w=wB
as a function of d0 and s0=s1. The domain wall splits into two 90±, the value of w was
obtained as the sum of the widths of both 90± walls.
anisotropy along the y axis (similarly to Figure 3.12 which shows the same but for the
case of anisotropy along the x axis). The transition from one 180± DW to two 90± DWs
happens for all ratios s0=s1 that we have studied between d0 = 2 nm and d0 = 52 nm.
The smallest DW was observed at s0=s1 = 0:05 and d0 = 2 nm with a value of 14 nm.
3.5.3 Nanobridges with shape e®ects
In this study, we go a step forward because no anisotropy is considered. This is more in
agreement with reality, in which polycrystalline nickel samples have a magnetocrystalline
anisotropy that averages to zero. Furthermore, results obtained with this simulations
can be easily tested with actual samples due to the fact that no special processes are
required during their fabrication (e.g. oblique evaporation or an applied magnetic ¯eld
during deposition). In order to test the e®ect coming from shape anisotropy, we started
with the magnetization pointing in the +y direction. Magnetic ¯elds in the range §
100 mT in steps of 5 mT were then applied in order to obtained magnetization reversal
behaviour for constriction lengths d0= 20, 60, and 100 nm. As shown in Figure 3.15.
From this plot, we can observe steps in the hysteresis loop at § 15 mT ¯elds. This is
not obvious in the case of a 20 nm constriction because the resolution provided by 5 mT
steps is larger than the step for this constriction length.
By looking at the magnetization distributions corresponding to a -15 mT applied ¯eld we
can observe that such steps are due to the formation of a domain wall at the constriction.
The formation of a domain wall and its permanence at the constriction over a ¯nite range
of ¯eld can be understood by examining two relevant energy terms, magnetostatic and
exchange (anisotropy is assumed to average to zero due to the fact that in real samples,
the deposited materials is polycrystalline nickel). Figure 3.16 shows the energy pro¯lesChapter 3 Micromagnetics simulation of constrained geometries 55
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Figure 3.15: Magnetization reversals of NB with constriction lengths d0= 20, 40, 60,
and 100 nm. Constriction width was s0 = 20 nm. Steps in the hysteresis loops at § 15
mT ¯elds are related to the formation of a domain wall at the constriction.
of the demagnetizing and exchange ¯elds as a function of the applied magnetic ¯eld. We
observe that at a -15 mT ¯eld (which corresponds to the formation of a domain wall at
the constriction) makes the demagnetizing energy to be at minimum. Further increase
of the applied ¯eld makes both the exchange and demagnetizing energies to rise until it
align the magnetization of both pads, into the same direction.
-100 -80 -60 -40 -20 0 20 40 60 80 100
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
1x10
-18
 
 
E
n
e
r
g
y
 
(
J
)
0
H(mT)
 Demag energy
 Exchange energy
Figure 3.16: Demagnetizing and exchange energy as a function applied ¯eld. The
valley in demagnetizing energy is responsible for the formation and pinning of a domain
wall at the constriction. Arrows indicate the direction in which the applied magnetic
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Figure 3.17: Domain wall pro¯les in NBs obtained from micromagnetics simulations
with constriction dimensions: s0 = 20 nm, and d0= 20, 60, 100. Center of the domain
wall is located at x = 0 and the open shapes indicate the middle of the constriction.
It can be observed that the minimum domain wall width expected for this geometry is
w ¼ 42.5 nm.
Once a domain wall is formed at the constriction we used equations 2.8 and 2.9 to
estimate the domain wall width from the wall pro¯les shown in Figure 3.17. From this
¯gure, it is evident how the domain wall width is reduced with smaller constriction
lengths. Notice that the domain wall is not fully contained within the constriction and
it expands a short length into the rectangular pads. Nonetheless, the minimum domain
wall achievable with this structure is then w = 42.5 nm for a constriction length of d0=
20 nm. This length constitutes a reduction of approximately 70 % if we compare it to
the length of an unconstrained domain wall w = 134 nm (as estimated in our previous
study of nanobridges with induced anisotropy). These results are encouraging because
the desired e®ect (i.e. the e®ective reduction of domain walls) can be accomplished with
dimensions achievable experimentally.
3.6 Domain walls in Constricted Nanowires
The constricted nanowire (CNW) geometry consists of two nanowires connected by a
constriction as shown in 3.18. Two types of CNW geometries are considered. In the
¯rst type, the angle of the taper formed between the nanowires and the constriction
is ®0= 18.5± whereas in the second type ®0= 45±, we will refer to the former as sharp
constricted nanowires and the latter as regular constricted nanowires. In the past, it has
been reported that the optimum angle required to obtain well de¯ned head-to-head/tail-
to-tail domain walls in symmetric constricted nanowires is ®0 = 14± [50]. However, thisChapter 3 Micromagnetics simulation of constrained geometries 57
Figure 3.18: Schematic view of the constricted nanowire (CNW) geometry. Two types
of types of structures are studied, in a sharp geometry the taper angle®0 = 18.5±(a).
Whereas in the regular geometry it is ®0 = 45±(b).
is no longer valid in our structures because the widths of the narrow and wide nanowires
are di®erent.
Simulation details
In this study, sharp and regular constricted nanowires were simulated using the same
parameters as our previous study on nanobridges with shape e®ects. The total length
of the structure is 3 ¹m with the constrictions de¯ned at the center. Widths of the
nanowires are: lw= 100 nm and lw= 260 nm, for narrow and wide nanowires, respectively.
Furthermore, constriction lengths d0 = 20, 40, 60, and 100 nm and width s0 = 20 nm
are considered. There is an exception in the case of a regular nanowire with constriction
length d0= 20 nm, where the considered width of the narrow nanowire is lw= 60 nm.
In all cases, the starting magnetization was set to point in the +y direction. Applied
magnetic ¯elds are in the range § 30 mT with steps of 1 mT.
Results and discussion
The magnetization reversals for sharp and regular constricted nanowires are plotted in
Figures 3.19 and 3.20. The steps observed in both ¯gures at § 9 mT ¯elds correspond to
the formation of a domain wall at the constriction. This was veri¯ed by examining the
magnetization distribution obtained at these ¯elds. The process behind this behaviour
is the same as the one discussed for the case of nanobridges with shape e®ects.
Estimation of the domain wall width in these structures was performed with the method
discussed in the previous section. Domain wall pro¯les and widths are illustrated inChapter 3 Micromagnetics simulation of constrained geometries 58
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Figure 3.19: Magnetization reversals of sharp CNW's with constriction lengths d0=
20, 40, 60, and 100nm. Constriction width was s0 = 20 nm. Steps in the hysteresis
loop at § 9 mT ¯elds are related to the formation of a domain wall in the constriction.
Figures 3.21 and 3.22. Notice that the open shapes indicate the middle of the constriction
and that the DW's are not located within the constrictions but inside the left nanowire.
We can also notice that domain wall widths w ¼ 47 nm and w ¼ 48 nm for sharp and
regular CNW's respectively, can be obtained for either geometry. By closely examining
the domain wall pro¯les we observe that in the case of sharp CNW's the domain wall
width is practically independent from the constriction length d0. A similar behaviour
can be obtained in the case of regular CNW's where the domain wall width is decoupled
from the constriction (lengths d0 = 20, 40, and 60 nm). However, for a constriction with
length d0 = 100 nm, a reduction of the domain wall width is observed. This results from
the width of the narrow nanowire which is lw= 60 nm instead of 100 nm as in the case
of the other constriction lengths. Therefore, we can conclude that domain wall width
in asymmetric constricted nanowires is not in°uenced by the angle of the taper or the
length of the constriction but by the interaction between the widths of two nanowires
at either side of the constriction.
3.7 Calculation of magnetoresistance in nanobridges and
constricted nanowires
In this section, we present a comparison between AMR and DWMR e®ects on nanobridges
and constricted nanowires, in order to assess the viability of future MR measurements on
experimental samples. The numerical calculation of AMR was done using nmag, which
is a multiphysics package based on the ¯nite element method developed at SouthamptonChapter 3 Micromagnetics simulation of constrained geometries 59
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Figure 3.20: Magnetization reversals of regular CNW's with constriction lengths d0=
20, 40, 60, and 100nm. Steps in the hysteresis loop at § 9 mT ¯elds are related to the
formation of a DW in the constriction.
University [53]. On the other hand, DWMR was estimated using the theoretical model
proposed by Ieda et al. [30]. These calculations used experimental data, extracted from
literature as well as from our own measurements.
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Figure 3.21: Domain wall pro¯les in sharp CNW geometry obtained from micromag-
netics simulations with constriction dimensions: s0 = 20 nm, and d0 = 20, 40, 60 and
100 nm. Center of the domain wall is located at x = 0 and the open shapes indicate the
middle of the constriction. Notice that the domain wall is not fully contained within
the constriction and it expands a short length into the rectangular pads. It can be
observed that the minimum DW width obtained with this geometry is w ¼ 47 nm.Chapter 3 Micromagnetics simulation of constrained geometries 60
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Figure 3.22: Domain wall pro¯les in regular CNW geometry obtained from micro-
magnetics simulations with constriction dimensions: s0 = 20 nm, and d0 = 20, 40, 60
and 100 nm. Center of the domain wall is located at x = 0 and the open shapes indi-
cate the middle of the constriction. It can be observed that the minimum DW width
observed w ¼ 48 nm.
Simulation details
Numerical calculation of the AMR e®ect on nanobridges and constricted nanowires uses
the multiphyscis software nmag [53] and the methodology used by Bordignon et al. [63].
The advantage of this approach is that it allows us to solve the resistivity, consequently
the current density, and the AMR e®ect simultaneously. This constitutes an advantage
over other approaches on which AMR is estimated assuming a uniform resistivity/-
conductivity [37]. There are several equivalent expressions for AMR, in our case the
following is used:
½(µ) = ½0(1 + ®AMR cos2 µ) (3.4)
with resistivity ½0= 52 ¹­¢cm which was determined from experimental measurements
on nanowires (see next chapter) and AMR coe±cient ®AMR=2.5 % [64].
3.7.1 Results and discussion
The numerical calculation of the AMR e®ect is presented for a nanobridge with constric-
tion dimensions s0 = 30 nm and d0 = 100 nm in Figure 3.23. AMR e®ects of 0.049%
and 0.237% are observed for -15 and +15 mT ¯elds. The reason behind the di®erence
between these values is because our method re°ects the di®erence between the two mag-
netization distributions (and thus the current densities) that correspond to -15 and +15
mT applied ¯elds.Chapter 3 Micromagnetics simulation of constrained geometries 61
Figure 3.23: (a) Magnetization reversal of a NB with constriction dimensions: s0 = 22
nm and d0 = 100 nm for magnetic ¯elds applied in the y direction. (b) AMR e®ects of
0.049% and 0.237% are observed for -15 and +15 mT.
In order to understand the AMR observed on the nanobridge geometry, we start by
examining the interaction between the current density and magnetization distribution
shown in Figure 3.24. We can observe that inside the constriction, the magnetization
and the current density are parallel. From this con¯guration we can expect a high con-
tribution to the AMR. Moreover, as current moves away from the constriction, the angle
between the current density and the magnetization increases until it becomes perpen-
dicular, this con¯guration diminishes the contribution to the AMR. This can be better
understood if we look into the conductivity distribution for the whole structure, as shownChapter 3 Micromagnetics simulation of constrained geometries 62
Figure 3.24: Magnetization con¯guration (open arrows) and current density (solid
arrows) at the nanobridge constriction. Notice that along the constriction and near
the edges of the rectangular pads, magnetization and current density are parallel and
a high contribution to AMR is expected.
in Figure 3.25. Here we can observe that along the constriction, the local conductivities
are smaller than those in the pads (i.e. contribute more to the AMR e®ect). It follows
then, that the use of shorter constrictions might help to decrease this contribution to
the AMR e®ect.Chapter 3 Micromagnetics simulation of constrained geometries 63
Figure 3.25: Magnetization con¯guration (arrows) and local conductivity distribution
(coloured spheres, scaled up for clarity) as a result of the interaction between the current
density and magnetization. It can be noticed that whenever a domain wall is formed
in the nanobridge most of the AMR highly depends on the constriction and its length.Chapter 3 Micromagnetics simulation of constrained geometries 64
Figure 3.26: (a) Magnetization reversals of regular CNWs with constriction dimen-
sions: s0 = 20 nm, d0 = 60 nm and (b) s0 = 40 nm, d0 =40 nm, for magnetic ¯elds
applied along the x axis. AMR e®ects of -0.19% (c) and -0.12% (d) were numerically
obtained.
Similarly, plots in Figure 3.26 illustrate the calculated AMR for regular constricted
nanowires with constrictions lengths d0 = 40, and 60 nm. Widths of the constrictions
were s0=40, and 60 nm respectively. AMR e®ects of -0.19% and -0.12% are found in the
two structures. In both cases, AMR corresponds to -15 mT ¯elds.
A similar analysis can be completed for the AMR observed on two di®erent regular
constricted nanowires (as shown in Figure 3.26) where the presence of a domain wall
causes a negative AMR. This can be easily understood by looking at the interaction
between current density and magnetization distribution as shown in Figure 3.27. We
can notice that both the current density and magnetization are parallel in most of the
nanowires, hence a high AMR is expected. However, the presence of a domain wall
around the constriction causes an increase of the angles between the magnetization
distribution and the electric ¯eld, and consequently decreases the AMR. This can be
corroborated by looking at the conductivity distribution shown in Figure 3.28.
Once we understand the AMR e®ect on our nanostructures, we can then proceed to the
estimation of the DWMR and make a comparison. The resistance drop due the presence
of a domain wall has been calculated with equation 2.25, and the following parameters:
² Spin polarization P = 0.2 [65]Chapter 3 Micromagnetics simulation of constrained geometries 65
Figure 3.27: Magnetization con¯guration (open arrows) and current density (solid
arrows) in a constricted nanowire. Notice that along the wires and even in the constric-
tion, magnetization and current density are parallel and hence a high AMR is expected
in the absence of domain wall. Di®erent widths for the left and right wires are used in
order to induce a di®erential switching and hence the formation of a DW as explained
in section 3.4.
² Spin length di®usion ¸F = 20 nm. [66]
² Resistiviy ½0= 52 ¹­¢cm (From measurements).
If we add this change of resistance to the resistance measured in similar structures
without an applied magnetic ¯eld (R = 345 § 0:1­), we can then estimate the MR
ratios presented in Table 3.5. If we compare the values obtained for AMR and DWMR
we can observe that in all cases, DWMR dominates over AMR. By comparing DWMR
values for constricted nanowires with other experimental results [40, 39] we observe that
in our calculations the DWMR is being understimated because our choice of parameters
for equation 2.25 (¢R = 2P2½0¸FA¡1
w F(»)). We are trying to be cautious and have
assumed conservative values for the spin polarisation and di®usion length, we expect to
carry out experimental measurements in order to make a more solid estimation of the
DWMR. In the remaining chapters of this thesis, we will present the results of the work
devoted to the fabrication and measurement of nanobridges and constricted nanowires.Chapter 3 Micromagnetics simulation of constrained geometries 66
Figure 3.28: Magnetization con¯guration (arrows) and local conductivity distribution
(coloured spheres, scaled up for clarity) as a result of the interaction between the current
density and magnetization. The presence of a DW causes a local increase in conductivity
that e®ectively decreases the AMR.
DW
width
Geometry Constriction
dimensions
Resistance
drop
AMR DWMR
(w)[nm] (s0[nm],d0[nm]) (¢R)[­]
70 NB 22,100 1.11 0.23% 0.35%
79 NB 41,60 0.60 0.11% 0.18%
60 NB 20,60 1.53 - 0.44%
47 sharp CNW 29,60 1.14 - 0.21%
62 regular CNW 32,60 0.80 -0.12% 0.25%
Table 3.5: Calculated values of AMR and DWMR for nanobridges and constricted
nanowires with di®erent dimensions.Chapter 3 Micromagnetics simulation of constrained geometries 67
3.8 Conclusions
An introduction of the basics of micromagnetics simulations, which is used to solve and
study magnetism on structures at the nanoscale, has been presented. The importance
of the exchange length, as a necessary condition to produce reliable results from simula-
tions, has been highlighted. Similarly, the `rule-of-thumb', consisting of the veri¯cation
that angles larger than 30± or ¼=6 radians are not present during our simulation runs,
has been explained.
Results from the simulations presented in section 3.3, show that the hexagonal symmetry
of the coercive ¯eld observed on inverse sphere Ni arrays can be reproduced qualitatively
and suggest that shape anisotropy might be responsible for the angular dependence ob-
served. Switching due to shape anisotropy in simple geometries has also been studied,
these results are then employed to achieve di®erential switching in our nanostructures.
This allow us to pin domain walls in the constrictions of our geometries and to have con-
trol over the width of these domain walls. In the case of Ni nanobridges with anisotropy
induced along the x axis, a minimum domain wall width of w = 10.8 nm can be obtained
with constriction lengths d0 = 2 nm and constriction-width-pad-height ratios s0=s1 =
0.05. Similarly, in the case of anisotropy induced along the y axis, the minimum do-
main wall width that can be obtained is w = 14 nm, for d0 = 1 nm and s0=s1 = 0.05.
These results constitute a valuable reference for future research because the induction
of anisotropy has been reported when using oblique evaporation [62]. Further optimiza-
tion of the fabrication process introduced in this thesis would allow to test these results
experimentally.
Furthermore, in the case of nanobridges without magneto-crystalline anisotropy a do-
main wall with width w = 48 nm can be obtained for the case of constriction with
width and length s0 = d0 = 20 nm. Similarly, in the case of a sharp CNW constricted
nanowire, a domain wall with width w = 42.5 nm can be obtained for the same con-
striction dimensions.
From the AMR numerical studies discussed, it is found that this e®ect is smaller than
DWMR, which is calculated using the model proposed Ieda et al. [30]. We should be
able to observe the latter e®ect by performing MR measurements. The next steps of this
research are the actual fabrication and characterization of the nanostructures discussed
on this chapter. Details about the work done in order to accomplish both, are presented
in the following chapters.Chapter 4
Nanofabrication
4.1 Introduction
From the simulation results presented in our previous chapter, we have realized that
the dimensions required to control the width of domain walls are of size order 100 nm
and below. This constitutes the fabrication resolution required for the experimental
measurement of domain wall magnetoresistance. Therefore, nano-fabrication techniques
are needed in order to reach this length scale. This constitutes a signi¯cant challenge
because, our goal is not only to reach the same dimensions as some of the reports pre-
sented in chapter 2, but also to provide a high level of control on the ¯nal structure.
We acknowledge the importance of very well controlled nanostructures because of its
implications on the reproducibility of DWMR. In our opinion, this has been widely dis-
regarded in the experiments reported in the literature so far.
Moreover, from our simulation work we have learnt that highly constricted junctions are
required in order to obtain shorter domain walls. In an ideal case, one would like to
do measurements using domain walls with widths comparable to the the spin di®usion
length w · ¸F where the transport of electrons is ballistic (i.e. without scattering) [67].
Nonetheless, we have presented theoretical calculations (See Figure 2.11) on which high
MR ratios are expected for domain wall widths in the di®usive regime w > ¸F. As a
result of this, a clear understanding of electronic transport at this scale is required in
order to assess the contributions from domain walls to the magnetoresistive e®ect.
In this chapter, we start with the introduction of the fabrication process developed
during this doctorate for the fabrication of the nanostructures required for the experi-
mental study of DWMR. This is complemented by presenting the basic concepts behind
the characterization methods employed (e.g. Scanning Electron Microscopy or SEM,
and Magnetic Force Microscopy or MFM). We then start the presentation of our exper-
imental results with a discussion on the study of Ni-Si Schottky Barriers (SBs). This
investigation is very important because in our fabrication process Silicon is used as a
substrate. Therefore, knowledge of the transport properties in this metal/semiconductor
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con¯guration is required because we need to avoid any current °ow through the semi-
conductor.
In the remaining part of this chapter. A thorough analysis of the resistivity behaviour
observed in actual nanowires is provided. The reported I-V measurements were carried
out using two and four probe techniques and from them we have worked out the re-
sistance and, consequently, the resistivity of our structures. Mechanisms such as grain
boundary scattering are taken into account to explain the observed resistivity behaviour.
An introduction to such mechanisms is also provided.
4.2 Fabrication process
Electron Beam lithography (EBL) is one of the most important techniques used in the
creation of extremely ¯ne patterns at the nanoscale. Brie°y, this technique scans a beam
of electrons over a surface covered with a resist ¯lm (e.g. ZEP720). The exposure of
the resist ¯lm to an electron beam modi¯es its chemical composition and this makes the
exposed areas susceptible to be dissolved in a solvent substance. The latter is known as
development of the pattern. The ¯nal transfer of the patterns exposed to an electron
beam onto a substrate is known as lifto® and takes place after the deposition of a material
that reproduces the exposed pattern.
The process °ow to fabricate structures using electron beam lithography and lifto® is
depicted in Figure 4.1. A preliminary step consisted of the design of the patterns to
be transferred. For this purpose, we used the specialized Electronic Design Automation
(EDA) software: L-Edit (v11.0) layout editor by Tanner, a company dedicated to the
development of this specialized software.
Investigation of a novel bilayer lifto® process was performed in two stages. In the
¯rst one which corresponds to wafers 1 to 6 (see in Table 5.1), three base doses were
multiplied by a modulation factor which gave us the total set of doses summarized in
Table 4.1. Each one of the doses shown in the 4th column correspond to one die written
using that dose. Dies written during this stage featured the EDA software layout shown
in Figure 4.2. Once the design was compiled and exported into a language that the
exposure tool understands we proceeded with the following fabrication process:
² We start with the spinning of a layer of resist (See Figure 4.1a). In our exper-
iments, resists ZEP520-22(1:1) and ZEP520-A7 from the ZEP520 series by Zeon
Corporation were employed (see Table 4.2). The ZEP520 resists are regarded as
high performance positive electron beam resists with high resolution, sensitivity
and dry etch resistance [68]. Resist ZEP520-A7 was spun at 3 krpm for 60 s in
order to obtain a thickness of approximately 250 nm. Similarly, the ZEP520-22
resist was spun at 4 krpm for 45 s (with an initial step of 800rpm for 5s) for 250
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Figure 4.1: Process °ow for conventional lifto® and bilayer lifto® using a SiO2 .
Details of each step shown can be found in the main text.
plate at 180± C for 2 minutes and an oven at 180± C for 4 min. The adhesive agent
Hexamethyldisilazane (HDMS) was used as a primer layer before the spinning of
the samples with resist ZEP520-12
Nominal width Base dose Modulation factor Final doses
(nm) (¹C/cm2) 1 x (¹C/cm2)
5 115, 130, 145 2.71 311.65, 352.30, 392.95
10 115, 130, 145 2.21 254.15, 287.30, 320.45
20 115, 130, 145 2.16 248.40, 280.80, 313.20
30 115, 130, 145 2.16 248.40, 280.80, 313.20
40 115, 130, 145 2.11 242.65, 274.30, 305.95
60 115, 130, 145 2.06 236.90, 267.80, 298.70
80 115, 130, 145 2.01 231.15, 261.30, 291.45
120 115, 130, 145 2.00 230.00, 260.00, 290.00
160 115, 130, 145 1.99 228.85, 258.70, 288.55
200 115, 130, 145 1.00 115.00, 130.00, 145.00
Table 4.1: Table of base doses and their modulation factors used for electron beam
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Figure 4.2: EDA software layout of nanostructures used in wafers 1 to 6 indicating
the location and dimensions of part of the nanostructures reported in the following
chapters. Patterns in red indicate the layer of the patterns designed for carrying out
measurements. Blue patterns indicate the layer of ferromagnetic nanostructures. Infor-
mation about the types of structures and their nominal dimensions are provided as a
reference for comparison with the actual dimensions reported in the following chapters.
² A JEOL Electron Beam Pattern Generator (JBX-9300FS) with an 100 keV accel-
eration and a 0.5-0.6 nA beam current is then used to expose the patterns. (See
Figure 4.1b)
² Development of the wafers is carried out using Methyl isobutyl ketone (MIBK)
for 130 seconds plus a 30-second rinse in Isopropyl alcohol (IPA) followed by a N2
spin dry for samples with ZEP520-A7 resist. MIBK for 210 seconds was used in
the case of ZEP520-22 resist. (See Figure 4.1c)
² Before the evaporation of the ¯lms, the samples with resist ZEP520-A7 were hard-
baked in a hot plate at 135± C for 2 minutes. On the other hand, samples with
resist ZEP520-22 underwent a mild descum using a plasma asher and were hard-
baked in an oven at 135± for 30 minutes. Evaporation of the nickel ¯lms was
carried out in an electron gun evaporator. In the case of samples with ZEP520-A7
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at a run pressure of 10¡7 mbar and a rate of 0.1 nm/s. Moreover, the evaporation
was at normal incidence using a static holder. For samples with ZEP520-22 resist,
10-nm-thick ¯lms of nickel were evaporated followed by a 1-nm-thick gold ¯lm
without breaking the vacuum. (See Figure 4.1).
² Finally, lifto® is performed in hot acetone (54± C) on a wobbler until the metal
¯lm was completely removed. Samples were rinsed with acetone and IPA followed
by a blowdry. (See Figure 4.1)
Item Mw Viscosity(mPa¢s) Solvent
ZEP520-12 12 o-Dichlorobenzene
ZEP5202 57,000 250 o-Dichlorobenzene
ZEP520-A7 7 Anisole
ZEP520-7 11 Anisole
Table 4.2: Resist properties of the ZEP520 resist series by Zeon Corporation.
The idea of using a bilayer lifto® process as described above was developed in order
to overcome some of the problems related with the use of a single layer of resist (e.g.
conformal deposition, poor resolution, and unsuccessful lifto®). In principle, by taking
advantage of the di®erent dissolution rates of two di®erent resists, it is possible to
create an overhang resist pattern to enhance the lifto®. Such idea was used by Lihua
et al. in Reference [69] to fabricate nanometer scale magnetic sensors for data storage
applications. Based on this idea, we modi¯ed our lifto® process by using a SiO2 layer
which acts as the bottom resist of a normal bilayer lifto®.
We started our processing by thermally growing a 20-nm-thic SiO2 layer using 6" wafers
of Si n-type <100> with resistivities 1-2 and 17-33 ­¢cm. (See right-hand-side of Figure
4.1a). Electron beam lithography writing was carried out as in normal lifto® (See right-
hand-side of Figure 4.1a). After developing the samples and carrying out the hardbakes
prior to evaporation, a wet etch was performed with Bu®ered Hydro°uoric acid BHF
(7:1) for 35 seconds to create an undercut of approximately 60 nm. (See right-hand-side
of Figure 4.1c). Further processing steps remained unchanged.
4.3 Characterization methods
Scanning Electron Microscopy (SEM) characterization presented was mostly carried out
using a JSM 6500F thermal ¯eld-emission scanning microscope. In this piece of equip-
ment, a thermal ¯eld-emission cathode in the electron gun of a SEM provides narrower
probing beams at low, as well as, high acceleration voltages, this results in an improved
spatial resolution (i.e. 3 to 6 times better than conventional SEM) and minimized charg-
ing, and damage of the sample. The use of this enhanced version over a conventional
SEM equipment was preferred because it allows resolution of the ¯nest features of struc-
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were only possible with this equipment. Magnetic Force Microscopy (MFM) was carried
out at the Centre for Advanced Magnetic Materials and Devices of the University of
She±eld and used to analyze the magnetic behaviour of the nanostructures discussed
in chapter 4. MFM has been used in the magnetic storage community for characteriz-
ing reading and writing heads as well as recording media due to its ability to provide
information about the magnetic con¯guration in a sample with resolutions in the sub-
100-nm range. The MFM basic operation is as follows: A magnetic tip is mounted in a
cantilever. When the tip is brought into proximity with the surface of a sample, forces
between the sample and the tip cause a de°ection of the cantilever. This de°ection is
measured by using a laser spot re°ected from the cantilever into an array of photodiodes.
Piezoelectrics are used to control the position of the sample. MFM characterization of
our samples was carried out in two steps or traces. In a ¯rst trace the cantilever uses
short range forces (e.g. Van der Waal's) to record the topography of the sample surface.
In a second step the cantilever is lifted to a set height over the sample and retraces the
sample recording the interaction between the stray ¯eld of the sample and the magnetic
moment of the tip.
The ¯rst trace is usually carried out using a mode known as tapping mode. In this
mode the cantilever is oscillated at or close its resonating frequency and the interactions
between the tip and the surface of the sample cause change in the oscillation amplitude.
In order to keep the oscillation amplitude constant, a piezoelectric actuator is used to
control the height of the cantilever above the sample. Adjustments made to keep a set
cantilever oscillation amplitude reproduce the topography of the surface of the sample.
In the second trace, the changes in the oscillation frequency provide information about
magnetic tip-sample interactions. In a MFM, the force from the stray ¯eld exerted on
the magnetic tip can be modelled by the following equation:
F = m ¢ rHs (4.1)
where m is the tip moment and Hs is the ¯eld from the sample at the tip. There are
two types of tips. In the ¯rst type (Type I), the stray ¯eld from the sample does not
alter the tip magnetization. In the second type (Type II), the tip does not show an hys-
teretic behaviour, has a high and constant susceptibility whose moment is directionally
proportional to the ¯eld experienced. Type-I tips are usually sensitive to changes in the
out-of-plane direction whereas Type-II tips can image the in-plane magnetization. How-
ever, for this type of tip the application of a bias ¯eld is required in order to distinguish
the changes in-plane of the magnetization.
The MFM signal at a type I tip is given by the expression:
Fz = mz
@Mz
@z2 (4.2)
This assumes that the tip is magnetized in the z axis, and thus it has a constant mz.
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scanning AFM/MFM was used with a standard CoCr tip with a coercivity of 31,830
A/m (400 Oe) and a magnetic moment of 1£10¡16 Am2 (1£10¡13 emu).
Additionally, MFM images can be simulated using the magnetization distributions sim-
ulated with micromagnetics software are presented. This approach has been in reported
in References [70] and [71]. In order to provide an approximation of how future MFM
characterization of the nanostructures presented all along this thesis we have used the
analytical derivation developed by Boardman [71] to calculate the stray ¯eld of our sam-
ples. This approach is based in the assumption that the discrete magnetization vector
at the surface of the sample is used as a layer of dipoles and can be used to compute the
stray ¯eld at the MFM and thus the second derivative of equation 4.2 can be calculated
using the following expression [71]:
@2Emagn
@z02 =
¹0
jr ¡ r0j5
³
¡ 3 ¢ m ¢ m0
+
15 ¢ m ¢ m0(z ¡ z0)2
jr ¡ r0j2 ¡
6 ¢ m0
zmz
jr ¡ r0j2
+
30(m ¢ (r ¡ r0))m0
z(z ¡ z0))
jr ¡ r0j2
+
30(m0 ¢ (r ¡ r0))mz(z ¡ z0))
jr ¡ r0j2
+
15(m ¢ (r ¡ r0))(m0 ¢ (r ¡ r0))
jr ¡ r0j2
¡
105(m ¢ (r ¡ r0))(m0 ¢ (r ¡ r0))(z ¡ z0)2
jr ¡ r0j7
´
(4.3)
where ¹0 is the vacuum permeability, m is the magnetic dipole of a discrete cell at
position r, m0 represents the magnetic dipole of the MFM tip at position r0, mz is
the component of the magnetization along the z axis, m0
z is the component of the
magnetization of the tip along the z axis, and z ¡z0 is the distance between the surface
of the sample and tip of the MFM.
4.4 Fabrication and analysis of Ni-Si Schottky barriers
In this work, we report the results obtained from fabrication and analysis of Ni-Si Schot-
tky barriers. Understanding these structures is important because unlike other studies,
where coherent spin transport in Silicon is reported [72, 73], we are interested in the
measurement of transport e®ects occurring in the nickel structure. Therefore, by know-
ing the role of the semiconductor we are able to assess if current leakages into Silicon
are relevant for the analysis of DWMR measurement.Chapter 4 Nanofabrication 75
Experimental details
Ni¡Si Schottky barriers (SBs) are fabricated using a conventional lithography process
in order to compare them with Schottky barriers formed by electrodeposition using n
on n+ Si substrates. A high-quality Schottky barrier with extremely low reverse leak-
age current is revealed. A mean value of 0.76 V and a standard deviation of 66 mV
is obtained for the Schottky barrier height at room temperature with a linear bias de-
pendence. X-ray di®raction and scanning electron microscopy measurements reveal a
polycrystalline Ni ¯lm with grains that span from the Ni¡Si interface to the top of the
Ni layer. The variation in Ni orientation is suggested as a possible source of the spatial
distribution of the Schottky barrier height.
For the fabrication of Ni¡Si Schottky barriers, epitaxial n on n+ <100> single-side pol-
ished silicon wafers with resistivity 0.91 ­¢ cm/0.010.02 ­¢ cm were used as substrates.
The thickness of the n layer was 68 ¹m. A 20-nm-thick layer of SiO2 was thermally
grown on the front side. Circular and square patterns of sizes from 0.1 mm to 1.5 mm
were transferred to the SiO2 layer by conventional lithography. Al ohmic back contacts
were created by evaporation and annealing for 30 min at 450 ±C in H2/N2 to allow
for electrical measurements. Subsequently, after a standard RCA cleaning step (Radio
Corporation of America, H2O2/NH4OH followed by H2O2/HCl) and a 20:1 bu®ered HF
dip for 30 s, electrodeposition of Ni directly on Si was performed. The role of the HF
dip is essential for the fabrication process as it removes the native oxide and prevents its
reformation by leaving the Si surface H-terminated [74]. Moreover, the saturation of the
dangling bonds on the Si surface by H-termination reduces the formation of interface
defects during Ni deposition [75].
For electrodeposition, a Ni sulphate bath and an Autolab AUT72032 potentiostat three-
electrode system with a Pt counter electrode and a saturated calomel reference electrode
(SCE) were used [76]. The deposition potential was -1.1 V (against the SCE). A pulse
of -1.7 V was applied for 0.4 s just before the deposition stage to form a uniform Ni
nucleation on Si, which led to smoother deposition [60]. A metal overlap structure was
formed at the edges, suppressing the edge leakage currents. Hence, the formation of a
guard ring was not required for these Schottky barriers. Structures with Ni layer thick-
nesses from 200 nm to 400 nm were fabricated, but no variation of the Schottky barrier
parameters with di®erent thickness was observed.
For comparison, evaporated Ni¡Si Schottky barriers were also fabricated. Al ohmic back
contacts were de¯ned, and Ni¡Si Schottky contacts were formed at the front by evapo-
ration and lifto®. A 20:1 bu®ered HF dip for 30 s was used to remove the native oxide
and leave the Si surface H-terminated, just before evaporation. I ¡ V characteristics
measurements were performed using a Hewlett Packard 4155A semiconductor parame-
ter analyzer. X-ray di®raction and Scanning Electron Microscopy (SEM) measurements
where performed using a Siemens D5000 X-ray Di®ractometer and a LEO 1455VP SEM.Chapter 4 Nanofabrication 76
4.4.1 Results and discussion
A typical current density j versus applied potential Va characteristic of electrodeposited
Ni¡Si Schottky barriers for n on n+ Si is shown in Figure 4.3. The Si resistivity at the
interface is 0.9¡1.0 ­¢ cm. A high-quality rectifying behavior is observed. The n+ bulk
Si keeps the series resistance low, increasing the exponential region at the forward bias.
This allows the extrapolation of the SB parameters with increased accuracy. For such
doping concentrations, tunneling e®ects can be neglected and therefore thermionic emis-
sion is assumed to be the dominant transport mechanism. From the exponential part of
the forward bias in Figure 4.3, a saturation current density of js = 1 ¹A cm¡2 is extrap-
olated. Using the Richardson constant value for free electrons (A* = 120 A¢cm¡2¢K2),
a Schottky barrier height of ÁB = 0.78 V is obtained [77]. The reverse leakage matches
the saturation current density and has a low ¯eld dependence. No size variation of the
leakage current and the Schottky barrier parameters was observed, indicating an e®ec-
tive metal overlap structure at the edges. In higher ¯elds, the junction eventually breaks
down. The breakdown typically occurs for reverse biases beyond 10 V. A typical current
density-voltage characteristic of evaporated Ni¡Si Schottky barriers, with Si resistivity
of 10¡20 ­¢ cm is also shown in Figure 4.3 for comparison. These measurements agree
well with others reported in the literature for similar Ni¡Si contacts [78]. The rectifying
behavior is much weaker compared to that of electrodeposited Schottky barriers, with a
considerably higher reverse bias current. The saturation current density is 1 mA¢ cm¡2,
corresponding to a Schottky barrier height of ÁB = 0.60 V.
In order to investigate the physical origin of inhomogeneity at the electrodeposited Schot-
tky barriers, X-ray di®raction measurements were performed, and are presented in Figure
4.4. The <400> Si peak at 2µs = 69.7± and a much lower (forbidden) <200> Si peak at
33.3± are observed. These peaks indicate a <100> crystal orientation, as expected from
the speci¯cations of the Si substrate. Also, the <111>, <200> and <220> Ni peaks are
observed at 44.66±, 51.8± and 76.3± respectively. The relative intensities of the Ni peaks
are found to be (<111>:<200>:<220>) = (100:36:16), indicating a polycrystalline Ni
layer in good agreement with the relative intensities for polycrystalline Ni which are
(100:42:21) (see Reference [79] and the references therein).
From the width of the <111> Ni peak shown in the inset of Figure 4.4, the single-crystal
height t can be calculated using the Scherrer relation:
tsc = 0:9¸=(dcosµs) (4.4)
where ¸ is the wavelength of the X-rays and d is the full width at half-maximum mea-
sured in radians. The single-crystal height is found to be 340 nm, very close to the
thickness of the Ni layer, which was 400 nm § 10%. This result suggests that the Ni
crystal grains span from the NiSi interface to the top of the Ni layer.
The formation of such a structure can be explained by studying the growth process of
Ni on Si. For this purpose, SEM measurements were performed during the early stagesChapter 4 Nanofabrication 77
Figure 4.3: j ¡ V characteristics of electrodeposited and evaporated NiSi Schottky
barriers. N on n+ Si with resistivity 0.9-1 ­¢cm/0.01-0.02 cm was used for the electrode-
posited SBs while 1020 ­¢ cm Si was used for the evaporated samples. Corresponding
results from the literature for evaporated Ni-Si SBs are also shown for reference
of electrodeposition. A top-view SEM image of Ni on Si after an electrodeposition pulse
of -1.7 V for 0.4 s is illustrated in Figure 4.5a. The grey background is the Si substrate,
Figure 4.4: X-ray di®raction measurements of an electrodeposited Ni¡Si Schottky
barrier. The width of the <111> Ni peak (inset) reveals a vertical crystal grain size of
340 nm which is close to the total Ni layer thickness.Chapter 4 Nanofabrication 78
Figure 4.5: SEM measurements showing: (a) Nucleation of Ni on Si after an elec-
trodeposition pulse of -1.7 V for 0.4 s. The grey background is the Si substrate, while
the brighter dots are Ni nucleation sites. (b) Side view of an electrodeposited Ni ¯lm.
while the brighter dots are Ni nucleation sites. As these grains grow, they come into con-
tact, and in di®erent areas along the surface, di®erent orientations dominate, resulting
ultimately in a polycrystalline ¯lm. A side-view of an electrodeposited Ni ¯lm is shown
in Figure 4.5b. Di®erent crystal orientations may have di®erent work functions [80].
Therefore, the polycrystalline structure of the Ni layer may result in a spatial distribu-
tion of the Schottky barrier height on a length scale smaller than the depletion width.
This could therefore be an explanation for the variation of barrier height that follows
from the model of Werner and Gutter [81]. The above considerations give a possible
physical explanation of inhomogeneity at electrodeposited Ni¡Si Schottky barriers. In
summary, although the evaporated SBs are not as good as the electrodeposited ones,
they are still good enough to perform resistance measurements.Chapter 4 Nanofabrication 79
4.5 Fabrication and analysis of nanowires
4.5.1 Theory of resistivity on thin ¯lms and nanowires
In order to get an insight into the resistivity of thin ¯lms, we start by considering
Ohm's Law which states that the current I which °ows in a wire is proportional to the
potential drop V along the wire. Where R is the resistance of the wire which depends
on its dimensions, but is independent of the size of the current or potential drop. One
way to eliminate the dependence of R on the shape of the wire is using a quantity which
is characteristic of the metal of which the wires is composed. This quantity is known
as the electric resistivity ½0 and is de¯ned as the proportionality constant between the
electric ¯eld E at a point in the metal and the current density j.
E = ½0j (4.5)
The current density j is a vector whose magnitude is the amount of charge per unit
time crossing a unit area perpendicular to the °ow. If a current I °ows through a wire
of length L and a cross-sectional area Aw, then the current density will be j = I=Aw. It
follows that the potential drop along the wire is given by V = EL. Using Equation 4.5
gives V = I½0L=Aw, and hence:
R = ½0L=Aw (4.6)
If there are n electrons per unit volume moving with velocity v, the current density they
create will be parallel to v. In a time dt these electrons will advance a distance vdt in
the direction of v, thus n(vdt)Aw electrons will cross the area Aw perpendicular to the
direction of the °ow. Since each electron posses a charge of ¡e, the charge crossing Aw
in the time dt is ¡nevAdt, so that the current density is:
j = ¡nev (4.7)
The net current density is given by Equation 4.7 with v being the average electronic
speed. When no electric ¯eld is applied, electrons will be moving in any direction so v
will average to zero, therefore there is no net electric current density. When a ¯eld E is
applied, there is a mean electronic velocity opposite to the ¯eld that can be calculated.
We start by considering an arbitrary electron at time zero where t is the time elapsed
since its last collision or scattering event. The velocity of this electron is v0 right
after that collision and it will acquire an additional velocity ¡eEt=m. Due to the
assumption that an electron changes its direction randomly after a collision, then v0 does
not contribute to the average electronic velocity. So that, the average electronic velocity
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given by ¿, which is also known as the relaxation time, so that
v =
¡eE¿
m
by substituting this expression in Equation 4.7 we obtain [82]:
j =
³ne2¿
m
´
E (4.8)
The expression ne2¿=m is identi¯ed as the conductivity which is just the reciprocal of
the resistivity ¾ = 1=½0 thus j = ¾E. The length l is the average distance that an
electron travels between collisions is known as the mean free path, l = ¹ v¿ where ¹ v is the
average electronic speed.
Experimentally Equation 4.6 can be used to study the linear dependence of resistance as
function of either the cross sectional area or length of the experimental measurements
aforementioned. Since we want to study resistance as a function of either thickness,
width or length of the wire. The cross sectional area Aw of our nanowires is given
by: Aw = wnw ¢ tnw where wnw is the width of the wire and tnw is its thickness. By
substituting this in Equation 4.6 and considering the contribution to the resistance
by the measurement system (series resistance) the measured resistance is given by the
expression:
R = ½0
L
wnw ¢ tnw
+ Rseries (4.9)
The Fuchs-Sondheimer model (FS) was published by Sondheimer in 1952 [83] as an
extension of the model proposed by Fuchs a decade earlier to explain the results observed
in thin ¯lms of alkali metals. In such observations, the measured resistivity was always
higher than in the original bulk. In fact, resistivity increases rapidly as the thickness is
decreased. Fuchs postulated that ordinary scattering mechanisms in the bulk material
(described by the relaxation time ¿) also occur in the thin ¯lm case but external surfaces
impose a boundary condition on the electron-distribution function in such a way that
the resistivity is no longer thickness-independent, this resistivity is the bulk or intrinsic
resistivity ½0. Thus, there is a total resistivity ½ for the case of thin ¯lms which is given,
according to the Fuchs model by:
½ = ½o
h
1 ¡ (3=2·)(1 ¡ p)
Z 1
1
³ 1
t3 ¡
1
t5
´ 1 ¡ e¡·t
1 ¡ pe¡·tdt
i¡1
(4.10)
where · is de¯ned as the ratio of the ¯lm thickness tf to the intrinsic electron mean free
path l0 so that · ´ tf=l0. The phenomenological parameter p represents the probability
that an electron will be specularly re°ected upon scattering from the ¯lm surface, thus
it takes values from 0 to 1. Several models for the specularity parameter p have been
proposed. In such models it is assumed that p is one when the incident angle (relative
to the normal) is greater than a critical angle µ as shown in Figure 4.6. The criticalChapter 4 Nanofabrication 81
Figure 4.6: Di®erence between specular and di®use surface scattering as proposed by
Durkan and Wellan [84].
angle µ at which the specularity parameter changes from zero to one depends on both
the electron de Broglie wavelength and the surface roughness [85]. Despite the many
discrepancies between the di®erent models proposed to explain p they all agree in the
limit cases for very rough and very smooth surfaces.
The model proposed by Fuchs was further enhanced by Sondheimer which extended it
to include not only thin ¯lms but also thin wires. The modi¯cations carried out by
Sondheimer resulted in the equation:
½ = ½0
h
1 +
3
8·
(1 ¡ p)
i
(4.11)
valid for 0:1 < · < 10 where · is the ratio of the thin ¯lm thickness tf to the electron
mean free path l0 in the bulk, so that · ´ tf=l0. p is the same parameter as in Equation
4.10.
During the 1950's it was commonly believed that grain boundaries had little e®ect on the
resistivity of polycrystalline ¯lms of metals. This was because although the scattering of
electrons by grain boundaries might have been substantial, the grains of the structures
studied were much larger than the mean free path l due to scatterers such as phonons
or geometrical defects, (i.e. vacancies, interstitials, impurity atoms, stacking faults and
surfaces). In the case of thin ¯lms, the distance between grain boundaries is generally
smaller than the mean free path therefore the grain-boundary contribution can no longer
be neglected.
The Mayadas-Shatzkes or MS model accounts for the scattering caused by the grain
boundaries and the isotropic background. When a thin ¯lm is deposited by evaporationChapter 4 Nanofabrication 82
Figure 4.7: Model proposed by Mayadas and Shatzkes to account for the resistivity
due to boundary (with strength S±(x¡xn)) and isotropic background scattering (with
characteristic relaxation time ¿) mechanisms [86].
or sputtering, the grains tend to grow in columns with the axis of the column normal
to the ¯lm plane. These grains generally extend from the surface of the substrate to
the top of the ¯lm. Therefore, the only grain boundaries which must be considered
are those whose normal lie in the ¯lm plane. The assumptions of the MS model are
that the grain boundaries can be represented by two types of randomly spaced planes.
One type corresponds to the boundaries parallel to the electric ¯eld E, and the other,
to those perpendicular. Furthermore, the potential of the grain boundaries are short-
ranged and smooth, thus only the parallel boundaries produce specular re°ections as
shown in Figure 4.7. An expression for the MS resistivity given by Angadi and Udachan
[87] is:
½ = ½0
h
1 +
3
2
®r +
3
8·
(1 ¡ p)
i
(4.12)
where ®r is given by:
®r =
l0
d
¢
Rg
1 ¡ Rg
(4.13)
and ½ is the resistivity of the ¯lm, l0 is the mean free path of the bulk, p is the specu-
larity parameter, d is the average grain diameter and Rg the grain boundary re°ection
coe±cient. Another approach to the explanation of resistivity on nanowires is based not
only on the thickness of the wire, but also on its width. SteinhÄ ogl et al. have carried
out such an study in Reference [88]. In their work, they used FS and MS models to
explain the size-dependent resistivity of Cu wires in the mesoscopic range as illustrated
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Figure 4.8: Comparison of experimental resistivity of thin copper wires at room
temperature compared with Cu bulk value (dotted line), FS model (dashed line), MS
model (dash-dot line) and the combination of the FS and MS models (solid line). (From
SteinhÄ ogl et al. [88])
4.5.2 Experimental details
4.5.3 Nanowires
The nanowires studied consisted of a set of ten nickel wires in the sub micron range.
Nanowires had a length of 4 mm and widths of 200, 160, 120, 80, 60, 40, 30, 20, 10 and 5
nm (See Figure 4.9). The purpose of these structures was to test the maximum resolution
achievable by our electron beam lithography and lifto® processes. Figures 4.10, 4.11, and
4.12 illustrate the structures fabricated using di®erent lifto® methods as well as di®erent
thin ¯lm thicknesses. For example, Figure 4.10 (see wafer 3 in Table 5.1) corresponds
to the case of nanowires obtained after the evaporation of a 5-nm-thick nickel ¯lm and
the performance of normal lifto®. In the case of ¯gure 4.11, the nanowires shown were
obtained after the evaporation of a 10-nm-thick nickel ¯lm and normal lifto®. Finally,
Figure 4.12 illustrates the nanowires observed after the evaporation of a 10-nm-thick
nickel ¯lm and the performance of the bilayer lifto® process introduced in section 4.2.
A summary of the minimum dimensions observed in the aforementioned structures is
presented in Table 4.3. From this table it can be noticed that when normal lifto® is
used, thinner ¯lms are required in order to achieve smaller resolutions (First and second
rows). On the other hand, by using a bilayer lifto® the resolution achievable is very
close to the intended resolution which was 20 nm. Note that for the same dose of 248.4
¹C/cm2 (rows 2 and 3) the resolution is better when bilayer lifto® is used.Chapter 4 Nanofabrication 84
Figure 4.9: EDA software layout and exploded view of the design consisting of a set
of ten 4-mm-long lines. Nominal widths are (from left to right): 200, 160, 120, 80, 60,
40, 30, 20, 10 and 5 nm. Colour indicates writing mode (blue = ¯ne, red = coarse).
Figure 4.10: SEM micrograph of 5-nm-thick Ni nanowires fabricated using electron
beam lithography (145 ¹C/cm2 dose with proximity correction) and a normal lifto®.
These nanowires were observed in wafer 3. Widths of the nanowires shown are: 142,
101, 90, 58, 49, and, 39 nm from top to bottom (nominal widths are: 160, 120, 80, 60,
40, and 30 nm). Inset corresponds to a magni¯ed view of the nanowires with nominal
widths of 60, 40, and 30 nm .Chapter 4 Nanofabrication 85
Figure 4.11: SEM micrograph of 10-nm-thick Ni nanowires, fabricated using electron
beam lithography (115 ¹C/cm2 dose with proximity correction) and normal lifto®.
These nanowires were observed in wafer 4. Widths of the nanowires shown are: 235,
178, 142, 106, 89, 60, and 48 nm from left to right (nominal widths are 200, 160, 120,
80, 60, 40, and 30 nm). Inset corresponds to a magni¯ed view of the nanowires with
nominal widths 40 and 30 nm.
Figure 4.12: SEM micrograph of 10-nm-thick Ni nanowires fabricated using elec-
tron beam lithography (145 ¹C/cm2 dose with proximity correction) and bilayer lifto®.
These nanowires were observed in wafer 6. Widths of the nanowires shown are: 216,
181, 144, 107, 96, 60, 51, and 38 nm from left to right (nominal widths 200, 160, 120,
80, 60, 40, 30, and 20 nm). Inset corresponds to a magni¯ed view of the nanowires
with nominal widths of 40, 30, and 20 nm.Chapter 4 Nanofabrication 86
Dose Observed Nominal Ni ¯lm Lifto®
(¹C/cm2) width[nm] width[nm] thickness[nm]
313.20 39 30 5 Normal
248.40 48 30 10 Normal
248.40 24 20 10 Bilayer
280.80 33 20 10 Bilayer
313.20 38 20 10 Bilayer
Table 4.3: Maximum resolutions achieved for nanowires fabricated with di®erent lifto®
methods and ¯lm thicknesses. Thickness of the resist layer was 250 nm.
Figure 4.13: EDA software layout of the design consisting of a set of measurement
pad and a nanowire (Top) and intended structure (Bottom). Distances between mea-
surement pads were 1, 2, 4, and 8 ¹m. Nanowires were designed using nominal widths
of 20, 80, 120, and 200 nm.
4.5.4 Nanowires for the estimation of resistivity
Nanowires with square measurement pads (100 ¹m x 100 ¹m) were fabricated. The
purpose of these structures was the estimation of resistivity in such structures. Figure
4.13 illustrates the design of such structures. Length of the nanowires was 1 mm whereas
the nominal widths of the nanowires were: 20, 40, 80 and 120 nm. Several measurement
pads were de¯ned along each nanowire. Distances of 1, 2, 4, 8 and 16 ¹m were con-
sidered between the measurement pads. The actual view of one of the aforementioned
structures is provided in Figure 4.14.
In Figure 4.15 we can observe the fabricated nanowires with the measurement pads at-
tached. A detailed view of the spaces left between measurement pads is provided as
insets in the main ¯gure. A summary of the minimum wire widths achieved is presented
in Table 4.4. We can observe that in the case of both lifto® process (normal and bilayer)Chapter 4 Nanofabrication 87
Figure 4.14: SEM micrograph corresponding to 10-nm thick Ni calibration pads fab-
ricated using electron beam lithography (115 ¹C/cm2 dose with proximity correction)
and lifto®. Structure observed in wafer 4. Inset shows the complete structure formed
by two of these pads.
the widths of the ¯nal structures are larger than the nominal dimensions. The inability
of the lifto® process to achieve the nominal dimensions, can no longer be attributed to
only the lifto® process because, in this structure, we have large features (i.e. the mea-
surement pads) with dimensions of the order of microns as well as nanowires. Therefore,
proximity e®ect is thought to be responsible for the enlargement of the smallest fea-
tures even though they are written at di®erent steps and with di®erent con¯gurations
(i.e. ¯ne and coarse mode). Nonetheless, the use of a bilayer lifto® seems to provide
better results, in other words higher resolutions can be obtained by using this method.
I-V characteristics were measured using an Agilent 4155C Semiconductor Parameter
Dose Observed width Nominal width Lifto®
(¹C/cm2) [nm]
115 56 40 Normal
115 95 80 Normal
115 149 120 Normal
145 32 20 Bilayer
145 86 40 Bilayer
145 112 80 Bilayer
145 150 120 Bilayer
Table 4.4: Summary of resolutions achieved in nanowire structures for the estimation
of resistivity.Chapter 4 Nanofabrication 88
Figure 4.15: SEM micrograph of a 32-nm-width Ni nanowire with measurement pads.
Structure was fabricated using electron beam lithography (145 ¹C/cm2 dose with prox-
imity correction) and bilayer lifto®. Ni layer thickness was 10 nm. These structures
were observed in wafer 6. Insets illustrate the same type of structure with distances
between measurement pads of 2, 4, 8, and 16 ¹m from left to right.
Analyzer at room temperature using four probes in order to study the resistivity of evap-
orated mesoscopic and nanoscale Ni structures introduced in Section 4.5.4. Figure 4.16
shows the setup used to measure the potential drop caused by the nanowires between
Source Monitor Units or SMU's 2 and 3. In this setup, current was injected using SMU
1 and collected by SMU 4 in the range of -10 ¹A to 10 ¹A with steps of 100 nA in order
to avoid the burning out of the nanowires.
Micron range wires of dimensions 18.38 ¹m by 78.6 ¹m (according to Scanning Elec-
tron Microscopy characterization) and thicknesses of 20, 10 and 5 nm were measured in
order to study the resistivity dependence on ¯lm thickness. We used calibration pads
(whose design is illustrated in Figure 4.13) to study the dependence of the resistivity as
a function of the wire width. Our measurements were found to be reproducible within
an experimental error · 18.4%.
4.5.5 Results and discussion
I-V measurements of mesoscopic wires have been performed in order to complement
our understanding of resistivity in Ni nanostructures. In Figure 4.17, resistance mea-
surements on wires with dimension wnw = 18.38 ¹m (width) and L = 78.6 ¹m (length)Chapter 4 Nanofabrication 89
Si
SiO2
Ni
SMU1 SMU2 SMU3 SMU4
Figure 4.16: Schematic illustration of the four probe setup used for resistance mea-
surement. Current was injected from SMU1 to SMU 4. The voltage drop caused by
the wire was detected by SMU's 2 and 3.
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Figure 4.17: Resistance vs thickness¡1 (m¡1) of 18.38 by 78.6 ¹m wires. Dashed line
corresponds to linear ¯t of measured resistance.
are plotted as a function of wire thickness. Error bars are not included because mea-
surements were performed in a single sample. Measured thicknesses are tnw = 5, 10
and 20 nm. By performing a linear ¯t of these values we obtain a resistivity value of
204.3 § 10.05 ¹­¢cm assuming negligible a series resistance. This value is one order of
magnitude higher than the resistivity for nickel at room temperature reported in the
literature (7.23 ¹­¢cm) [89]. Furthermore, the error given by this ¯tting is almost of
the order of the resistivity that we want to determine, therefore a better model able to
explain the observed behaviour is needed.
Resistivity calculated from these resistance values (assuming a negligible series resis-
tance) are plotted in Figure 4.18. By making a comparison of this behaviour withChapter 4 Nanofabrication 90
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Figure 4.18: Resistivity vs Thickness of 18.38 by 78.6 ¹m wires. Squares correspond
to measurements. Solid line correspond to FS model and dashed line to MS model.
Data taken from Angadi and Udachan [87].
reports found in literature by such as the one by Angadi and Udachan [87], we can
observe a similar qualitative behaviour. In their study, Angadi and Udachan explained
their experimental results using the FS (solid line produced by Equation 4.11) and MS
models (dashed line produced by Equation 4.12). In their ¯tting the following parame-
ters were assumed: mean free path l = 25 nm, bulk resistivity ½0=16 ¹­¢cm, specular
parameter p = 0 (i.e. 100% di®usive), and grain boundary re°ection Rg = 0.18.
Due to the similarity observed, we will use the same approach to explain the resistivity
behaviour obtained from our measurements. In this approach, Equations 4.11 and 4.12
were employed to ¯t the thickness dependence of resistivity as shown in Figure 4.19.
The parameters considered for the FS model are: bulk Ni resistivity of ½0=16 ¹­¢cm,
re°ectivity parameter p = 0 as reported in Reference [87], and mean free path l0 = 11:5
as a ¯tting parameter. This mean free path value compares well with a theoretical mean
free path of l0 = 8.9 nm. A study of mean free paths of nickel can be found in Reference
[90]. By performing a ¯tting with the aforementioned parameters, we observe that the
FS model is able to reproduce the resistivity observed for thicknesses larger than a mean
free path tnw > 11.5 nm. The fact that the FS model alone is not able to reproduce
the resistivity for thicknesses smaller than this the mean free path suggests, that other
scattering mechanism such as grain boundary scattering need to be considered in this
regime. With the use of the MS model, we can ¯t the resistivity for thicknesses smaller
that the mean free path (tnw < 11.5 nm) with the following parameters: grain boundary
re°ection Rg = 0.16 [87], and average grain sizes equal to the ¯lm thickness d = tf, as
¯t parameter.Chapter 4 Nanofabrication 91
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Figure 4.19: Fitting of resistivity obtained from mesoscopic wires wnw = 18.38 ¹m
(width) and L = 78.6 ¹m (length) using FS and MS models. FS reproduces the exper-
imental data for thicknesses larger than the mean free path tnw > 11.5 nm (solid line).
MS model approaches the observed resistivity for thicknesses smaller than the mean
free path (dashed line).
At this point we have been able to reproduce the dependence of resistivity upon the
thickness of large wires. However, from the explanation of our fabrication process given
at the beginning of this chapter, we were focused on the fabrication of nanostructures
with the same thickness. Nonetheless, we were able to measure resistance (and hence
resistivity) as a function of length and width of nanowires instead of thickness. As il-
lustrated in the layout provided in Figure 4.2, we considered two sets of nanowires with
identical dimensions, in order to perform measurements on two di®erent samples with
the purpose of minimizing the uncertainty of the measured resistance.
Resistivity values were obtained from the linear ¯tting of resistance measured on nanowires
with widths wnw = 149, 95, and 56 nm and lengths L = 1, 2, 4, 8, and 16 ¹m as shown
in Figure 4.20 and summarized in Table 4.5. Thickness of these samples is 10 nm. In-
dividual ¯ttings were performed for nanowires with same width are indicated by the
dashed lines. The behaviour of the resistivity values obtained above, is then obtained
by plotting it as a function of wire width (see Figure 4.21). Here we can observe an
increase of resistivity as the nanowire width decreases. In order to ¯t these results with
the FS and MS models we have considered the following parameters: bulk resistivity
½0=16 ¹­¢cm, re°ectivity parameter p = 0 and mean free path l0 = 11:5 nm. Notice
that these models produce the dashed-line plot shown in Figure 4.21. This is the ex-
pected behaviour because neither the FS nor the MS model account for variations of the
nanowire width. When the e®ective grain is not always of the same size as the thicknessChapter 4 Nanofabrication 92
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Figure 4.20: Plots of resistance obtained from the I-V measurement of 149, 95, and
56-nm-width nanowires (triangles, squares, and circles respectively) vs length.
(i.e. 10 nm) as it seems to be the case, then the MS is model able to reproduce the
observed resistivity quite remarkably for grain sizes d=6, 4.6 and 2 nm, as shown by the
dashed line in Figure 4.21.
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Figure 4.21: Fitting of experimental data using FS and MS models. Using the same
parameters of the study of resistivity as a function of thickness. It can be noticed that
FS model alone is unable to account for the observed resistivity. MS model seems to
reproduce the observed resistivity very well when the average grain size is allowed to
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Nanowire
thickness
[nm]
Nanowire
width
[nm]
Resistivity
[¹­¢cm]
Rseries [­]
10 149 31.4 § 0.4 156 § 26
10 95 34.1 § 0.4 110 § 37
10 56 51.0 § 4.0 -160 § 348
Table 4.5: Resistivities for di®erent wire widths as obtained from the linear ¯t of
resistance plotted as a function of the nanowire length.
4.6 Conclusions
From the study of Ni-Si Schottky Barriers, we learnt that even though evaporated Ni-
Si SBs display a weaker rectifying behaviour compared to electrodeposited SBs, this
behaviour is in agreement with reports found in the literature. This provides us with
the certainty that meaningful resistance measurements can be obtained on Ni structures
evaporated directly on Si. Due to the low current density observed, it is reasonable to
disregard contributions from the current leaked into Silicon. The corroboration of this,
can be found in Figure 4.20, where the resistance measured on nanowires exhibits a
remarkable ohmic behaviour. Future fabrication processes could take advantage of the
fact that electrodeposition provides very high quality Schottky Barriers.
By analyzing the resistiviy obtained from resistance measurements, we were able to
reproduced the observed resistivity behaviour with the Fuchs-Sondeheimer and Mayadas-
Shatzkes models. It was observed that the Fuchs-Sondeheimer model alone is unable to
account for the observed resistivity behaviour whereas the Mayadas-Shatzkes model is
able to reproduce the resistivity very well only when the grain size variations are allowed
for nanowires of di®erent widths. The understanding (qualitative and quantitative) of
the I-V characteristics measured on nanowires has been acquired, provides us with
the elements to proceed with the fabrication and characterization of nanostructures for
domain wall magnetoresistance studies.Chapter 5
Fabrication of constrained
geometries for DWMR studies
5.1 Introduction
Up to now we have studied domain wall magnetoresistance in constrained geometries
using simulations. In the previous chapter we introduced our fabrication process and
reported preliminary studies of transport in a metal/semiconductor structure. This
chapter is dedicated to examine the results obtained from the actual fabrication of
nanostructures. As discussed in chapter 2, among the methods capable of fabricating
nanostructures in the sub-50-nm range there is the ion beam milling method. This is
an approach that we did not contemplate for our research because we wanted to focus
on solving the lack of control over the ¯nal geometry of our structures. Besides, this
method su®ers from not su±ciently studied side e®ects such as the formation of a dam-
age layer in the sidewalls where the beam mills the material [48]. On the other hand,
electron beam lithography (EBL) and conventional lifto® methods have been already
used in several works [45, 46, 40, 39]. This process has been su±ciently explored and
narrow constrictions have been produced, however it does not provide the level of re-
producibility needed. For example, in some cases the ¯nal structures (e.g. constricted
nanowires) were obtained accidentally after leaving a gap between two nanowires. This
issue becomes even worse when mechanical or electrodeposition methods are used as in
References [91, 10, 11]. It has been argued that in these reports, the MR e®ects observed
are due to artifacts in the measurements from magnetostriction, magnetostatics and me-
chanics e®ects [12]. We believe that this issue needs to be addressed and is mostly the
reason why domain wall magnetoresistance has not been brought into fruition.
This chapter starts with a thorough explanation of our fabrication process. Which
is basically a modi¯ed version of the conventional electron beam lithography and bi-
layer lifto® discussed above. Extensive characterization of nanobridge and constricted
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nanowire structures is presented. This characterization was carried out using scanning
electron and magnetic force microscopy (SEM and MFM, respectively). We also present
the results observed from an alternative and unoptimized process that we argue has the
potential to reduce the width of the constrictions even further. This chapter ends with
an explanation of the method employed for the addition of measurements pads to allow
four probe MR measurements.
5.2 Experimental details
The optimized EDA software layout employed for this research is shown in Figure 5.1,
this constitutes one die and contains all the nanostructures investigated. These nanos-
tructures were fabricated using 6" Si n-type <100> wafers with resistivities 1-2 and
17-33 ­¢cm as a substrate. A 20-nm-thick layer of SiO2 was thermally grown on the
front side of some the wafers. In some samples, the adhesive agent hexamethyldisilazane
(HDMS) was used as a primer layer before the spinning of a 250-nm-thick layer of the
resists ZEP520-A7 and ZEP520-22. Patterns consisting of proximity corrected arrays
of constricted nanowires (CNW) and Nanobridges (NB) geometries were exposed using
a JEOL Electron Beam Pattern Generator (JBX-9300FS) at 100 keV at various doses.
Development of the exposed wafers was done using a MIBK:IPA process. Subsequently,
some wafers were wet etched with Bu®ered Hydro°uoric acid BHF (7:1) for 40 sec in
order to create an undercut in the SiO2 layer. Electron-gun evaporation (at a pressure of
10¡7 mbar) was used to deposit a 20, 10 and 5-nm-thick nickel layers, and a 1-nm-thick
gold capping layer in some samples without breaking the vacuum. Litfto® was done by
immersing the wafers in acetone on a wobbler. We have employed an optimized layout
(see Figure 5.1) to take advantage of the single optimum electron beam dose obtained
from the study reported in the previous chapter. In order to optimize cost and time of
the electron beam lithography direct writing process, two di®erent writing modes were
Wafer Lifto®
process
Resist SiO2 un-
dercut
[nm]
Ni
thick-
ness[nm]
Au
thick-
ness[nm]
1 Normal ZEP520-A7 0 20 0
2 Normal ZEP520-A7 0 10 0
3 Normal ZEP520-A7 0 5 0
4 Normal ZEP520-A7 0 10 0
5 Bilayer ZEP520-A7 60 - -
6 Bilayer ZEP520-A7 60 10 0
7 Bilayer ZEP520-22 60 10 1
9 Bilayer ZEP520-22 60 10 1
Table 5.1: Summary of parameters used for electron beam lithography and lifto®
process. Wafer 5 was damaged by wet etch process hence no evaporation was performed
on it.Chapter 5 Fabrication of constrained geometries for DWMR studies 96
Figure 5.1: (a) EDA software layout of nanostructures used in wafers 7 and 9 in-
dicating the location and dimensions of part of the nanostructures reported in this
chapter. Patterns in red indicate the layer of the patterns designed for carrying out
measurements. Blue patterns indicate the layer of ferromagnetic nanostructures. (b) In-
cremental view of the structures designed for the measurement of MR in the nanobridge
geometry. Contact between the nanostructures and the measurement pads is achieved
by using intermediate nanowires of the same material of the measurement (i.e. Au). (c)
Incremental view of the structures designed for the measurement of MR in constricted
nanowires. Measurement pads are de¯ned directly on top of the constricted nanowires.
The red nanowires illustrated make contact with two additional measurement pads in
order to probe magnetotransport near the constrictions.Chapter 5 Fabrication of constrained geometries for DWMR studies 97
employed. These modes consist of the use of a 25-nm-shot beam (coarse mode) and a
5-nm-shot beam (¯ne mode). The coarse mode was employed to write features larger
than 2 ¹m corresponding mainly to the measurement pads. The ¯ne mode was used
mostly for writing the nanostructures. Several types of nanostructures were designed
and these will be presented as a short introduction before the results obtained for each
structure. These two di®erent EDA software layouts were employed in the fabrication
of the discussed nanostructures. The layout shown in Figure 4.2 corresponds to the one
used during the processing of wafers 1 to 6, whereas wafers 7 and 9 were processed with
the layout illustrated in Figure 5.1. Table 5.1 is provided as a quick reference to identify
some of the experimental processes used in each wafer.
5.3 Results and discussion
In the following subsections, we are going to present the results obtained throughout
the development and optimization of the fabrication process introduced in our previous
sections. We would like to point out that these \¯nal" results could have been enhanced
should we had the time and resources to perform further optimization.
5.3.1 Nanobridges
Nanobridges are structures formed when two rectangular leads are connected by a
nanometer channel [92]. The nanobridge geometry has been extensively studied in sec-
tion 3.5. Two di®erent designs were employed in order to provide the nanobridges with
measurement pads for I-V measurement. The ¯rst approach is illustrated in Figure 5.2
where the measurement pads (100 ¹m £ 100 ¹m) are indicated by the red squares. These
patterns are written using a coarse mode. In an intermediate level two rectangular pads
(4 £ 20 ¹m) are used to connect the nanobridge, which sits at the center of the whole
structure, with the measurement pads. Both the intermediate pads and the nanobridge
are written using the ¯ne mode. Based on the geometry introduced in Figure 3.10 we
made both pads of the same length, hence lpx=rpx=100. The height of both pads is s1
= 200 nm. The constrictions were de¯ned with the following dimensions: length d0 =
100 nm and widths s0 = 20, 40, and 100 nm. The nanostructures corresponding to the
last two constriction widths are illustrated in Figures 5.3a and b.
Before performing the MFM characterization of the samples fabricated with our ¯rst
design, we calibrated the system using an standard calibration sample. This sample
contains magnetic tracks that provide contrast in the magnetic imaging by using alter-
nating domains. From the pro¯le shown in Figure 5.4, the observed peaks and valleys
correspond to the di®erent magnetic domains, pointing in opposite directions. Once we
have assured the proper magnetic imaging we proceeded with the characterization of
our samples. The results of the AFM/MFM characterization of one of the nanobridgesChapter 5 Fabrication of constrained geometries for DWMR studies 98
displayed in Figure 5.3b, are shown in Figure 5.5. From the magnetic micrograph (Fig-
ure 5.5b) we can observe a very noticeable magnetic e®ect at the center of the images
which correspond to the area where the constrictions are de¯ned. Unfortunately, due
the fact that these samples were very old when the MFM characterization was done,
proper imaging of the magnetic e®ects was not possible. By looking at the AFM image
we can observe that the height of the impurities, represented by the white dots is at least
Figure 5.2: EDA software layout and exploded view of nanobridge structure. Colour
indicates writing mode (blue = ¯ne, red = coarse).
Figure 5.3: SEM micrographs of 10-nm-thick Ni nanobridges. Observed dimensions
of the constriction are: (a) d0 ¼ 103 nm, s0 ¼ 125 nm, and (b) 0 ¼ 98 nm and s0 ¼ 59
nm. Nominal dimensions are: (a) d0 = 100 nm, s0 = 100 nm, and (b) d0 = 100 nm, s0
= 40 nm. Additionally s1 = 200 nm, lpx = 100 nm, and rpx = 100 nm in both case.
This structures were observed on wafer 6.Chapter 5 Fabrication of constrained geometries for DWMR studies 99
Figure 5.4: Line pro¯le of the MFM signal observed in the multidomain image shown
in the inset. The peaks and valleys of the pro¯le correspond to the di®erent domains
magnetized in opposite directions.
Figure 5.5: (a) Topographic AFM and (b) MFM micrographs of the structure shown
in Figure 5.3b consisting of a nanobridge with measurement pads. (20 nm lift height).
of the order of 50 nm. Although this does not cause problems during AFM imaging,
it can cause serious di±culties during MFM imaging. For instance the observed black
spots indicate the loss of the magnetic signal. This is indication of cross-talk e®ect be-
tween the topographic and magnetic signals as shown in Figure 5.5b. All of the above
makes the analysis of the MFM images very di±cult. Nonetheless we'll try to use this
information in order to gain some insight of the magnetism in our samples.
In our second design, the nanobridge structures were written using a single electron
beam lithography step. The addition of measurement pads to these structures was done
by using two additional lithography steps. Details about the importance of these two
additional process steps will be given in more detail in section 5.3.4. For this design,Chapter 5 Fabrication of constrained geometries for DWMR studies 100
Figure 5.6: SEM micrograph of a 10-nm-thick Ni nanobridge. Observed width of the
constriction is s0 = 23 nm. Nominal dimensions of the structure were s0 = 20 nm, d0
= 100, s1 = 300 nm, lpx = 100 nm, and rpx = 200 nm.
the following structure dimensions were considered lpx = 100 nm, rpx = 200 nm, s1 =
300, 500 nm. Considered constriction dimensions were: d0 = 20, 60, 100, and s0 = 20,
30 nm. Some of the structures obtained with this approach are shown in Figures 5.6,
and 5.7.
Dimensions observed in the nanobridges fabricated using the two designs discussed above
are summarized in Table 5.2, where rows 1 to 4 correspond to nanobridges fabricated
with the ¯rst design and rows 5 to 7 to the second. The result displayed in Figure 5.6
constitutes the best example of how our process really worked as intended. It is also
evident that a high degree of control over the ¯nal geometry of the structures is achiev-
able. The fact that we managed to de¯ne constrictions as small as 23 nm in a geometry
like this, will give other people the opportunity to carry on with the research of this
topic and consequently, it has the potential to increase our knowledge about domain
wall magnetoresistance. Although the nanobridge geometry looks rather simple at a
design level, we had to overcome a multiple limitations during its fabrication. Among
these limitations we had: a very limited access to characterization (e.g. SEM imaging)
before re¯ning some fabrication steps, the use of di®erent equipment (e.g. EBL pattern
generator and evaporator), and a lack of direct supervision during some critical steps
(e.g. actual lifto®). Nonetheless, the fact that these results were obtained in spite of
the aforementioned limitations, provide an indirect evidence of the robustness of our
fabrication process. All of these problems were due to the loss of our own fabrication
facilities during an untimely ¯re in October 2005.
In order to perform the study of domain walls in this structures, and due to the factChapter 5 Fabrication of constrained geometries for DWMR studies 101
Figure 5.7: SEM micrograph of 10-nm-thick Ni nanobridges. (a) Observed width of
the constriction is s0 = 46.5 nm. Nominal dimensions of the constriction were s0 = 20
nm, d0 = 60, s1 = 500 nm, lpx = 100 nm, and rpx = 200 nm. (b) Observed width of
the constriction is s0 = 35 nm. Nominal dimensions of the constriction were s0 = 20
nm, d0 = 100, s1 = 500 nm, lpx = 100 nm, and rpx = 200 nm.
Figure 5.8: Simulated MFM signal of the nanobridge shown in Figure 5.6. (a) Illus-
trates the case of a NB without domain walls, and (b) the case when a domain wall is
present in the constriction.
that our access to MFM equipment was very limited, we performed the simulation of the
MFM signals expected from the structure illustrated in Figure 5.6. These simulations
are shown in Figures 5.8, where the simulated signal in Figure 5.8a corresponds to the
case of a nanobridge without domain walls and 5.8b to the case where a domain wall
is formed in the constriction. The simulation of these signals has been possible because
the size of the structure is small enough to allow for the calculation of the demagnetis-
ing ¯eld which is the ¯eld that is really imaged by the MFM technique. Therefore,Chapter 5 Fabrication of constrained geometries for DWMR studies 102
these results can be used as a guidance for determining the presence of domain wall in
constricted nanobridges in actual MFM characterization.
5.3.2 Constricted Nanowires
Another type of structure used for studying the geometrical con¯nement of domain walls
is the constricted nanowire [39, 40, 45, 47, 50]. In this section, the results observed in the
fabrication of such structures are presented. The constricted nanowire geometry used
in our research, consists of two nanowires that are connected by a constriction which
tapers linearly towards the wires as discussed previously in section 3.6. The width of
narrow and wide wires is indicated as lw and rw. From the angle of the taper we can
classify this geometry in two types. In a sharp constricted nanowire the angle of the
taper is ®0=18
±
whereas in a regular constricted nanowire the angle is ®0=45±.
During the fabrication of the constricted nanowires, two di®erent designs of nanostruc-
tures were investigated. In the ¯rst one, both nanowires had the same width. Nanowire
widths of this design were lr=rw= 140, 180, 220, and 280 nm. The length of the constric-
tion considered for this design was d0= 20 nm. This design also included the de¯nition
of measurement pads in the same electron beam lithography step as depicted in Figure
5.9. Examples of some of the nanostructures obtained when using this design are shown
in Figures 5.10 and 5.11. In the latter, we observe the results of using a bilayer lifto®
that provided us with the reproducibility that we could not observed with a conven-
tional lifto® process. A summary of the dimensions observed for constricted nanowires
fabricated with di®erent lifto® processes is presented in Table 5.3.
In Figure 5.12, the AFM/MFM micrograph of one of the constricted nanowire structures
fabricated with our bilayer lifto® is presented. From the MFM micrograph we can ob-
serve a fairly noticeable magnetic e®ect at the center of the structure which corresponds
to the position of the constriction. As expected, there are no observable magnetic ef-
fects taking place on both sides of the constricted nanowire which correspond to the
Dose Constriction Width Constriction Length Pad
Height
[¹C/cm2] s0 [nm] d0 [nm]
nominal observed nominal observed
115 100 125 100 103 200
115 40 76 100 94 200
115 20 59 100 98 200
115 60 60 20 41 300
115 100 100 20 23 300
115 60 60 20 46 500
115 100 100 20 35 500
Table 5.2: Table of dimensions achieved for nanobridge structures fabricated with
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Figure 5.9: EDA software layout and exploded view of constricted nanowire structure
with measurement pads. Colour indicates writing mode (blue = ¯ne, red = coarse).
Figure 5.10: SEM micrograph of 10-nm-thick constricted Ni nanowires. Constriction
shape corresponds to both sharp and regular type. Observed dimensions are: (a) con-
striction width s0 ¼ 23 nm, (b) ands0 ¼ 30 nm. Nominal dimensions of the constriction
widh were s0= 20 nm in both cases. Structures observed on wafer 4.
measurement pads. This is most probably due to fact that the magnetization is in-plane
and domain walls are N¶ eel-type walls that are not visible by the magnetic tip which
is sensitive only to out-of-plane magnetic e®ects. On the other hand, the existence of
impurities larger than 100 nm hindered the possibility of achieving a better imaging.
Nonetheless, it is obvious that there is a strong magnetic interaction between the con-
striction and the magnetic tip, even though the lift height is fairly high (i.e. 60 nm).Chapter 5 Fabrication of constrained geometries for DWMR studies 104
Figure 5.11: SEM micrograph of a 10-nm-thick constricted Ni nanowire. Observed
dimensions are: constriction width s0 ¼ 29 nm, and width of nanowires lw = rw¼ 165
nm. Nominal dimensions were s0= 20 nm and lw = rw = 140 nm. Structure observed
on wafer 6.
In a second design the width of the narrow and wide nanowires were di®erent. In this
case, width of the narrow wire was lr=100 nm and width of the wide was rw= 260. In
this design, di®erent constriction lengths of d0 = 20, 60, and 100 nm were considered.
Examples of constricted nanowires obtained with our electron beam writing and bilayer
Figure 5.12: (a) Topographic AFM and (b) MFM micrographs of the a constricted
nanowire with measurement pads. (60 nm lift height).Chapter 5 Fabrication of constrained geometries for DWMR studies 105
Dose Nanowire Width Constriction Width Lifto® Figure
[¹C/cm2] lw=rw [nm] s0 [nm]
nominal observed nominal observed
115 140 158 20 23 Normal 5.10a
115 180 164 20 65 Normal -
115 220 252 20 30 Normal -
115 220 254 20 43 Normal -
115 260 252 20 30 Normal 5.10b
115 140 165 20 29 Bilayer 5.11
115 140 166 20 31 Bilayer -
115 220 165 20 42 Bilayer -
115 220 165 20 42 Bilayer -
130 140 185 20 54 Bilayer -
130 220 264 20 49 Bilayer -
145 140 204 20 101 Bilayer -
145 220 293 20 293 Bilayer -
145 260 293 20 125 Bilayer -
Table 5.3: Comparison between nominal and observed dimensions in constricted
nanowires fabricated with electron beam lithography and lifto® with di®erent electron
beam doses and lifto® processes.
Dose Constriction Width Constriction Length Constriction
type
Figure
[¹C/cm2] s0 [nm] d0 [nm] 5.13
nominal observed nominal observed
115 20 30 20 18.5 Sharp a
115 20 28 60 59 Sharp c
115 20 25 100 49.5 Sharp e
115 20 61 20 24 Regular b
115 20 32 60 23 Regular d
115 20 28 100 59 Regular f
Table 5.4: Comparison of nominal and observed dimensions in constricted nanowires
fabricated with electron beam lithography and bilayer lifto®.
lifto® processed are presented in Figure 5.13. These micrographs correspond to results
obtained for nanowires with sharp and regular constrictions with constriction lengths of
d0 = 20, 60, and 100 nm. A summary of the dimensions observed in such structures is
presented in Table 5.4.
The AFM micrograph of a constricted nanowire structure is shown in Figure 5.14a.
This micrograph was used as a reference to study the magnetic e®ects occurring at the
constriction. In order to optimize the lift height to obtain a better magnetic image of
the sample, several scans were performed over this area. The optimum height of was
found to be 10 nm and the obtained MFM micrograph at this lift height is shown in
Figure 5.14b. In order to understand the magnetic behaviour observed in this MFM mi-
crograph, we analyzed the magnitude of the stray ¯eld of a simulated structure, which
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(without the measurement pads). Due to the fact that the length of the actual con-
stricted nanowire is 13 ¹m, it is not possible to simulate the stray ¯eld of the whole
structure, as in the case of the nanobridge geometries of the previous section. By not
being able to determine the stray ¯eld of the whole structure with the actual dimensions,
a calculation of the MFM signal with equation 4.3 similar to the ones showed in Figure
5.8 would lack physical meaning.
Nonetheless, by plotting only the magnitude of the stray ¯eld around the constriction
we observe that there is a magnetic e®ect due to the stray ¯eld that resembles the e®ect
observed in the MFM characterization of the structures. At the moment this is the best
we can do in order to gain new knowledge of the magnetic e®ects due to the presence of
geometric constrictions. Further MFM characterization and possibly MR measurement
will help to shed light on the magnetic behaviours observed in these nanostructures.Chapter 5 Fabrication of constrained geometries for DWMR studies 107
Figure 5.13: SEM micrograph of 10-nm-thick constricted Ni nanowires. (a), (c), and
(e) correspond to sharp type nanostructures. (b), (d), and (f) correspond to regular type
nanostructures. Nanostructure dimensions are summarized in Table 5.4. Structures
observed on wafer 7.Chapter 5 Fabrication of constrained geometries for DWMR studies 108
Figure 5.14: (a) Topographic AFM and (b) MFM micrographs of a sharp constricted
nanowire (10 nm lift height). From the MFM image we can observe a magnetic e®ect
due probably to the stray ¯eld formed by the presence of the constriction.
Figure 5.15: Simulated magnitude of the stray ¯eld in a constricted nanowire. This
plot constitutes an approximation of the stray ¯eld generated by the presence of the
geometric constriction in the nanostructure.Chapter 5 Fabrication of constrained geometries for DWMR studies 109
5.3.3 Constriction width reduction with a wet etch process
Proximity is a parasitic e®ect that has made the fabrication of constrictions below 30 nm
with electron beam lithography very di±cult to achieve. This e®ect is caused primarily
by the di®erent electron scattering processes during the electron beam writing [93]. Its
main e®ect was the alteration of the dimensions of small features when they are next
to a larger feature. Several methods have been proposed in order to compensate for
this e®ect. Among the methods proposed to overcome this problem, there are analytical
methods that model the scattering interactions using linear combination of double or
multiple Gaussian functions [94]. After analyzing the overall geometry in the pattern to
be written this method determines the optimum dose that needs to be used while writing
the di®erent elements in a pattern [95, 96]. There are other methods whose approach is
to identify the critical points, in which there is more risk of having large modi¯cations
due to the proximity e®ect. These methods work by making geometrical modi¯cations
to the original design of the patterns [97], before they are actually written.
Due to the fact that during the course of our research both methods were employed
and provided a partial success, we propose an alternative approach to decrease the
dimensions of structures which takes advantage of the fact that nickel is etched by BHF
as reported by Williams et al. [98]. In that study it is also reported that gold is not
etched by BHF so we proposed to use a ¯lm of gold as a protective layer to selectively
etch the sides of the nickel structures. In this case, we used an 1-nm-thick gold layer,
as described in the experimental section. For this process we use a dip in BHF(7:1) for
Figure 5.16: SEM micrograph of a 10-nm-thick constricted Ni nanowire with a 1-nm-
thick Au capping layer after a BHF wet etch with constriction width s0 = 12 nm.Chapter 5 Fabrication of constrained geometries for DWMR studies 110
Figure 5.17: SEM micrograph of a 10-nm-thick constricted Ni nanowire with a 1-nm-
thick Au capping layer after a BHF wet etch with constriction width s0 = 12 nm.
40 seconds. Results obtained from the use of this method are presented in Figures 5.16
and 5.17 where constrictions with widths down to 12 nm were achieved.
These two samples were obtained from the same wafer, thus the processing done in
both samples is exactly the same. The cause why one of them appears distinctively
more damaged than the other is not known. However, the fact that the gold layer
acts as a protective layer against the etching caused by the BHF, suggests that during
evaporation the gold layer is not deposited uniformly in all the wafer. This variation
could be responsible for the di®erent levels of damage observed when comparing Figures
5.16 and 5.17. The nominal thickness of the gold layer was 1 nm, therefore from these
observations we can assert that by increasing the thickness of the gold ¯lm, it is possible
to achieve a signi¯cant reduction of the constriction dimensions by etching only the sides
of the nickel ¯lm while the integrity of the sample is preserved. On the other hand, a
higher control of the evaporation process, particularly during the evaporation of the gold
¯lm, is needed in order to ensure the reproducibility of the ¯nal structure. Nonetheless,
Figure 5.17 is a very good example of how useful this process could be for the further
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5.3.4 De¯nition of measurement pads for nanobridges
The performance of measurements with the four-probe method is of paramount impor-
tance in order to properly assess the DWMR in the nanostructures introduced in the
previous sections. So far, we have successfully reached the resolution and level of control
necessary to start tailoring domain walls. However, there is a ¯nal issue that we need to
address before we are able to carry out MR measurements. This issue is derived from
the fact that there is always a misalignment between the patterns de¯ned by di®erent
electron beam writing steps. The use of di®erent steps is unavoidable due to the fact
that nanobridges and measurement pads have to be made of di®erent materials and the
layers of each material require its own iteration of lithography, evaporation, and lifto®
processes.
The addition of measurement pads at this scale is not a trivial task, the reason for this
is because there are two things that need to be considered. On the one hand, the mis-
alignment caused by the use of di®erent electron beam lithography (EBL) steps is of the
order of the features of the nanobridges (i.e. 200 nm). On the other hand, the spacing
between features of the photolithography process used for the de¯nition of measurement
pads (i.e. 2 ¹m). These two things combined make necessary the de¯nition of interme-
diate structures for the physical connection of the nanostructures with the micron-sized
measurement pads with their own EBL step. The layout of the structures featuring the
elements discussed above is illustrated in Figure 5.18. The addition of measurement
pads does not constitute such a problem for the case of the constricted nanowires. This
is because the length of the structure, which is of the order of several microns, allows
for the de¯nition measurement pads directly on top of the nanowires. Reports of the
use of this method can be found in References [39, 40, 99].
One of the sources of misalignment in EBL is related with an equipment speci¯cation
known as maximum writing ¯eld. According to the speci¯cation of the equipment used
in our research (JBX-9300FS), the maximum writing ¯eld is 500 ¹m £ 500 ¹m for an
acceleration voltage of 100 kV (1000 ¹m £ 1000 ¹m when 50 kV is used). This means
that patterns in such an area are written without mechanically moving the work stage.
However, the misalignment due to this movement is negligible (less than 1 nm).
The misalignment that we need to worry about is due to the physical removal and repo-
sition of the sample on the work stage. In order to diminish its impact, alignment marks
are customarily used in the semiconductor industry, however this is not an error free
mechanism and the best alignment attainable by this method is of the order of 100 nm
in any of the x and y directions in the best case scenario. This value is of the order of
some of the features of our nanobrige nanostructures. Therefore, we have designed our
structures in such a way that this technical hurdle is compensated. For a better un-
derstanding of our solution, please refer to the schematic representation given in Figure
5.19. In this approach we took one nanostructure as a reference (i.e. nanostructure in
the middle of each column) while the other structures were shifted § 83 nm along theChapter 5 Fabrication of constrained geometries for DWMR studies 112
Figure 5.18: EDA software layout and exploded view of nanobridge structure with
measurement pads. Colour indicates writing mode (blue = ¯ne, red = coarse).
x axis in order to compensate for the misalignment along this axis. Please note the this
is the critical axis and shifts along the y axis do not have a harmful e®ect. Although
only the case of constrictions lengths of d0=100 nm is illustrated in Figure 5.19, the
same approach is still valid for other constriction lengths (e.g. 60 and 20 nm), the only
di®erence in those cases is the spacing between the two gold wires. Consequently, we
have a method to ensure that, for any misalignment within the expected range (§ 100
nm), we have at least one nanostructure properly contacted with its measurement pads
for every constriction length. This would allow us to perform measurements in di®erent
nanostructures with the same dimensions and study the statistics and consequently the
reproducibility of any MR e®ect.
An example of a nickel nanobridge fabricated with our approach, before the ¯nal lifto®,
is shown in Figure 5.20. The continuous vertical wires correspond to gold wires de¯ned
with a second step of electron beam lithography and lifto®. These wires connect the
nanobridge with the measurement pads as shown in Figure 5.18. From this ¯gure, it is
evident that the observed misalignment can be compensated with our method because
falls within the range proposed by our approach (i.e. nanobridges displaced §83 nm
with regard to a reference position). The obtained results after all processing was done,
are presented in Figure 5.21. From this ¯gure we can observe that, although the gold
wires are properly de¯ned, the nanobridge structures are severally damaged. The mech-
anism considered as the one responsible for the observed damage consists of two parts.
The ¯rst one is the performance of a wet etch process with BHF. This step is required
by the bilayer lifto® for the de¯nition of gold wires in order to connect the nanobridges
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Figure 5.19: Schematic illustration of the di®erent situations of misalignment between
the nanostructures and measurement wires. Blue ¯gures represent the Ni nanobridge
structures, the maximum expected misalignment of the nanobridges is indicated by the
red dotted lines. Yellow ¯gures represent the Au wires that will connect the nanos-
tructures with large Au measurement pads. Left column illustrates the case of nanos-
tructures misaligned to the right, center column illustrates the ideal case without mis-
alignment, and the right column illustrates the case of nanostructures misaligned to
the right. For all cases of misalignment we have at leat one nanostructure properly
contacted.
[98] and it was observed that the integrity of the nickel nanostructures is compromised
by this process. Although we cannot observe damage noticeable from the nanobridge
structure shown in Figure 5.20 examined after the second lithography and bilayer lifto®
steps. From the characterization of other structures in the same wafer, we observed
some damage on the nickel structures, similar to the observed in Figures 5.16 and 5.17.
The second and more aggressive mechanism, responsible for the damage observed on
nickel nanostructures and gold wires, was the use of an ultrasonic bath for a long period
of time (this was required for the last lifto® process). It is widely known that this pro-
cess is particularly harsh for ¯ne structures. We attempted to carry out the ¯nal lifto®
without it, however the process was not successful. In the end we had no choice but to
perform an ultrasonic bath, and only then the lifto® worked. Unfortunately this dam-
aged irremediably our nickel nanostructures and some of the gold wires as illustrated in
Figure 5.21.
In spite of the aforementioned problems, Figure 5.21 illustrates clearly that our approach
to compensate for misalignments, arising from the performance of di®erent electron beam
lithography steps, works as expected. This constitutes evidence that connectivity be-
tween nanostructures and measurement pads is possible and can be used to carry out
four-probe MR measurements in the future. This brings an important step closer to theChapter 5 Fabrication of constrained geometries for DWMR studies 114
Figure 5.20: SEM micrograph of a 10-nm-thick Ni nanobridge. This micrograph
corresponds to the top structure of the middle column depicted in Figure 5.19 with
the nanobridges shifted ¼ 48 nm to the left (bottom row in Figure 5.19). Notice
that this would make the nanobridge written below properly contacted to perform MR
measurements. (Courtesy of MIR Enterprises).
Figure 5.21: Set of SEM micrographs of 10-nm-thick Ni nanobridges after last lifto®
process to de¯ne the contact pads. (a) Illustrates the case of the nanostructure de¯ned
at -83 nm from the reference position (bottom row in Figure 5.19), (b) illustrates the
case of the nanostructure at the reference position (middle row in Figure 5.19), and (c)
illustrates the case of the nanostructure de¯ned at +83 nm from the reference position
(bottom row in Figure 5.19).
achievement of one of the most important objectives of this doctorate: the measurement
of DWMR in very well de¯ned geometries with high reproducibility.Chapter 5 Fabrication of constrained geometries for DWMR studies 115
5.4 Conclusions
A robust fabrication process based on electron beam lithography and bilayer lifto® for
the fabrication of nanostructures on silicon has been reported. Constriction widths as
small as s0 = 23 nm in nanobridge structures and s0 = 25 nm in constricted nanowire
structures have been observed from the extensive SEM characterization performed dur-
ing this doctorate. Furthermore, constrictions with widths as small as s0 = 12 nm were
obtained for sharp and regular constricted nanowires by using a wet etch after electron
beam lithography and bilayer lifto®. Further optimization of this process is needed in
order to realize useful nanostructures with smaller constrictions. Overall the elements
required for the experimental study of domain wall magnetoresistance have been pro-
vided.
From the MFM characterization of our nanostructures, evidence supporting the exis-
tence of magnetic e®ects, due to constrictions in the fabricated nanostructures, has been
provided. Micromagnetic simulations have provided us with an insight into the observed
magnetic phenomena. Future observations with MFM would be able to show the pres-
ence of domain walls at geometric constrictions in nanobridge structures.
Finally, an approach for the correction of misalignment, inherent to the use of di®erent
electron beam writing steps, has been proposed and the results obtained have been re-
ported. It is clear that our approach works correctly, although DWMR measurements
will be no possible at this stage due to problems arising from the processing of the last
step of our fabrication process.Summary
In this thesis I have introduced the theoretical framework required to understand mag-
netism at the nanoscale in order to study domain wall magnetoresistance in constrained
geometries. This has been demonstrated by providing an introduction to the basic
concepts needed to understand and utilize di®erent energy terms interacting at the
nanoscale. A summary of the most relevant work done in the topic of domain wall mag-
netoresistance during the last decade has been provided. Thanks to this study we have
been able to point out the issues that need to be improved in order to bring domain
wall magnetoresistance to fruition. This allowed us to focus our research into two main
areas: the ¯rst was the search for the best geometry capable of tailoring domain walls
with the lengths required for the study of domain wall magnetoresistance. Whereas
the second, was the development of a fabrication process able to provide us with the
resolution and level of control required for studying the reproducibility of domain wall
magnetoresistance.
By using micromagnetic simulations, we were able to study magnetism in nanostruc-
tures. Also, with the discussion and strict ful¯lment of the protocols required to assure
the validity of results obtained from simulations, we have been able to study thoroughly
two speci¯c geometries: nanobridges and constricted nanowires. From the study of
these geometries we found the dimensions required to e®ectively decrease the domain
wall length. The importance of this was explained using theoretical models that pre-
dict that a high magnetoresistance e®ect can be obtained if the domain wall length
approaches the spin di®usion limit.
The performance of an study of the angular dependence of coercivity observed in inverse
sphere Ni arrays, provided us with the experience to use micromagnetics simulations as
a tool to design and optimize our own nanostructures for the study of DWMR. The nu-
merical and analytical estimation of magnetoresistive e®ects such as AMR and DWMR
allowed us to verify that the latter dominates over the former, at least in the case of the
nanobridges and constrained nanowires. Therefore, experimental MR measurements of
these two nanostructures should allow the testing of the true magnitude of the DWMR
e®ect. We also studied Schottky Barriers formed by the contact between nickel and
silicon in order to assess the possibility of carrying out measurements of the transport
e®ects in nickel, independently of transport occurring in silicon. Evidence supporting
the validity of this approach has been provided. This was accomplished by performing
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resistance measurements on which we were able to explain the resistivity behaviour ob-
served.
A robust fabrication process, based on electron beam lithography and bilayer lifto®, for
the fabrication of nanostructures on silicon has been reported. Constriction widths as
small as s0 = 23 nm in nanobridge structures and s0 = 25 nm in constricted nanowire
structures have been observed from the extensive SEM characterization performed dur-
ing this doctorate. Furthermore, constrictions with widths as small as s0 = 12 nm were
obtained for sharp and regular constricted nanowires by using a wet etch after electron
beam lithography and bilayer lifto®. These results constitute a ful¯lment of the second
area in which this research was focused. Not only nanostructures with a high resolution
have been fabricated but also a high level of control has been attained. An approach for
the correction of misalignment, inherent to the use of di®erent electron beam writing
steps, has been proposed and the results obtained have been reported. It is clear that
our approach works as intended, unfortunately due to factors out of our control DWMR
measurements have not been possible.
In our opinion, future work using the results contained in this thesis should focus on
developing a reliable process to attach measurement pads to probe the structures intro-
duced in this thesis. Similarly, further exploration of the wet etch process as an alter-
native to achieve constrictions with smaller dimensions would be worthwhile provided a
suitable material is found to prevent oxidation as well as to protect the ferromagnetic
layer from the etchant. Moreover, the use of imaging techniques such as SEM with a
polarisation analyzer (SEMPA) represents a good opportunity for studying the domain
con¯guration and possibly for direct probing of domain walls in the nanobridge geome-
try. On the other hand, more micromagnetic simulations studies are required in order
to determine the interactions between nanowires of di®erent widths connected with a
constriction and consequently the critical parameters that in°uence the ¯nal domain
wall width.
Finally, the di®usion of our results to the scienti¯c community has been done via talks,
posters and papers at the various international meetings attended during this doctorate.
It is expected that further work by other people based upon the achievements reported
in this thesis might help to advance our knowledge of the DWMR e®ect. Applications
based on the knowledge produced by our work is envisioned in the form of DWMR-based
read heads for the hard drive industry, storage elements in MRAM chips, as well as in
further research on the topics of ¯eld-current induced switching, spin transfer, and novel
radio frequency (RF) devices.Bibliography
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