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Abstract. The processing of visual data in area 17 of 
the mammalian cortex is mainly performed by cells 
with receptive fields which are tuned to different orien- 
tations of input stimuli. The mechanisms underlying the 
emergence of receptive field properties of orientation 
selective cells are not well understood up to now. 
Recently, some models for the prenatal development of
the receptive fields of orientation selective simple cells 
have been proposed, which emerge in neural networks 
trained by Hebb type unsupervised learning rules. 
These models, however, use different network architec- 
tures and are restricted to the case of identical input 
neurons. In this work, a biologically motivated neural 
network model with a general architecture is presented. 
It is trained with a Hebb type updating rule and with 
uncorrelated input. The input neurons are identified 
with retinal ganglion cells and exhibit mature Mexican 
hat type receptive fields. If the receptive fields of the 
input neurons have identical properties (deterministic 
model), a set of parameter domains is found, which 
characterize different kinds of receptive field maturation 
behaviour of the network. Results obtained by other 
authors with similar models are contained in this de- 
scription as special cases. In addition, the more general 
and rarely investigated stochastic model, where random 
variations of the parameters describing the receptive 
fields of the input neurons occur, is investigated. A high 
sensitivity of the network against hese random varia- 
tions is obtained. In case of large variations of receptive 
field parameters of the ganglion cells, a qualitatively 
new kind of maturation behaviour appears. A signifi- 
cant part of the synaptic connections from ganglion 
cells to the cortical cell is removed and small simple cell 
receptive fields with only few lobes emerge. The 
stochastic model is found to provide a better descrip- 
tion of the size, scatter and structure of receptive fields 
present in biological systems, than the deterministic 
model. 
Correspondence to: M. Stetter 
1 Introduction 
Over the past 30 years, much experimental work has 
been devoted to enlighten the functional architecture of
the mammalian visual cortex. The cortical cells were 
found to have well defined response properties to exter- 
nal stimuli and to be arranged in independent overlap- 
ping columnar structures. (Hubel and Wiesel 
1968, 1977). One of the most striking features of cortical 
cells is orientation selectivity, which was first described 
by Hubel and Wiesel (1959) and further investigated by 
several authors (Hubel and Wiesel 1962, 1968, 1977; 
Schiller et al. 1976a, b). They describe the receptive field 
profiles of the great majority of orientation selective 
simple cells to have at most two or three lobes of 
alternating response to external light stimuli. Surpris- 
ingly, in macaque monkey these structures form prior to 
any visual experience (Wiesel and Hubel 1974). 
These physiological findings have led to several 
theoretical investigations modelling the functional 
properties of orientation selective simple cells (Mar~elja 
1980; Daugman 1985) as well as the emergence of their 
receptive field profiles. Due to evidence for Hebb type 
synaptic plasticity in biological neural systems (Hebb 
1949; for a review see Brown et al. 1990), models for 
the emergence of orientation selective receptive field 
profiles as a consequence of unsupervised Hebbian 
learning were introduced (Linsker 1986a, b, 1990a; 
Kammen and Yuille 1988; Yuille et al. 1989; for a 
review see Linsker 1990b). 
Linsker (1986a, b) showed that stable orientation 
selective cells develop in a linear multilayer feed for- 
ward neural network using a Hebb type learning rule 
and uncorrelated white noise as input. In his model, 
only neurons within a finite area of one layer can have 
connections to a single postsynaptic neuron of the 
subsequent layer (finite connection density function). 
Kammen and Yuille (1988) showed, that the emer- 
gence of orientation selectivity in Linsker's model can 
be understood to result from a spontaneous symmetry 
breaking within the energy function on which their 
learning rule performs gradient descent. This model 
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uses infinite range connection density functions and 
therefore yields infinitely sized receptive fields. 
A more recent model (Yuille et al. 1989) describes 
the emergence of orientation selective receptive field 
profiles as a result of small uniform eccentricities in the 
correlation function of the activities of the input neu- 
rons. Again there are no restrictions to the receptive 
field size and in this model a modified Oja's learning 
rule was used (Oja 1982) which was shown to lead to 
cells performing principal component analysis to their 
input stimuli (which is not the case for Linsker's rule). 
Finally, Linsker (1990a) showed that all receptive 
field profiles of cortical cells which perform principal 
component analysis to a given input and which form 
under translationally invariant input correlation func- 
tions can be written as 
(n, l)'.=f,(r)cos(lO + ~p) . (1) 
This brief review shows, that previous results concern- 
ing the emergence of orientation selective receptive field 
profiles were obtained using quite different assumptions 
concerning learning rules, connection density functions 
and correlations of neural activities within the input 
layer of the model neural networks. 
In this paper a systematic description of the be- 
haviour of a simple model network is given with input 
neurons which have mature Mexican hat type receptive 
field profiles. The maturation process of synaptic cou- 
plings between ganglion cells and a cortical cell is 
guided by a general Hebb type learning rule extracting 
the principal component of the input, which is taken as 
uncorrelated white noise. To describe the system and its 
behaviour, a set of parameters characterizing correla- 
tions of neural activity within the input layer as well 
as quantitative measures for orientation selectivity, 
spatial frequency and their respective bandwidths are 
introduced. 
The paper is organized as follows. In the first part, 
the case of translationally invariant correlation func- 
tions is investigated using the same set of parameters 
for all neurons. It is shown, how all results described 
above can be obtained with this model and how all 
these results are related. The existence of parameter 
domains is shown, which are not described systemati- 
cally so far and which can be used to unify earlier 
descriptions about the emergence of orientation selec- 
tive receptive fields. 
In the second part of this paper, random variations 
of receptive field parameters of the ganglion cells 
(henceforth called static noise) are introduced into the 
model network leading to a correlation function which 
is no longer translationally invariant. This model is 
referred to as the stochastic model. It is found that 
static noise causes all but bilobed receptive field profiles 
to become unstable. While the parameter domain 
boundaries vanish for strong noise, a new mechanism 
of receptive field formation appears, which is based on 
synapse decoupling and which leads to a correct de- 
scription of several receptive field properties found for 
simple cells in biological systems. 
In Sect. 2, a definition of the model, the learning 
rule and the measures for some receptive field proper- 
ties are given. In Sects. 3 and 4, the behaviour of the 
deterministic and the stochastic model is reported. Sec- 
tion 5 contains a discussion, where the results obtained 
are compared to physiological data and a brief sum- 
mary of the results is given in Sect. 6. 
2 The model 
2.1 A biologically motivated network architecture 
As a starting point for the construction of a monocular 
model neural network a two dimensional layer consist- 
ing of N retinal ganglion cells is considered, whose 
signal activities are sent through the lateral geniculate 
nucleus (LGN) to a single neuron n located in layer IVc 
of the primary visual cortex (Fig. l a). The following 
assumptions are made: 
1. The LGN cells make no contribution to signal pro- 
cessing and are therefore neglected. This includes the 
feedback connections from the cortex to the LGN 
(which in fact might be of great importance (Mumford 
1991)). 
2. All temporal neuronal response properties are ne- 
glected also in the present model. In particular the 
responses of transient Y-ganglion cells and a descrip- 
tion of direction selectivity of cortical cells are beyond 
the scope of this paper. 
3. All neurons are assumed to have a linear transfer 
function which is identical for all ganglion cells. 
4. The ganglion cells have mature Mexican hat type 
receptive field profiles and are located at positions 
described by vectors ra. Each position is occupied by an 
on-center as well as an off-center ganglion cell. Both 
cell types exhibit excitatory connections with efficacies 
w ~ and w ~ to the cortical neuron. Because of the 
assumed linearity an off-center cell can be interpreted as 
off an on-center cell with negative synaptic efficacy -wa  
leading to a total efficacy wa = w ~ - w ~ for the pair of 
ganglion cells located at ra. Note, that wa can change its 
sign which is not possible for the purely excitatory 
efficacies wa~ 
5. The position R~ of the axonal trees of the ganglion 
cells in layer 1Vc are assumed to be in strict retinotopic 
order. Therefore R a can be identified with the position 
r a of the ganglion cells up to a constant magnification 
factor m: Ra = mra (Fig. la). 
6. The synaptic connections are homogeneously dis- 
tributed over the space occupied by the afferent axonal 
trees (radius Qa) as well as over the dendritic tree of the 
cortical neuron (radius Qn)- The probability for a 
synaptic connection between a ganglion cell a and the 
cortical neuron n and therefore the density ~1(ra) of the 
ganglion cells connected to n is then roughly propor- 
tional to the overlap of the volumina of the axonal tree 
of the ganglion cell and the dendritic tree of the cortical 
cell (Fig. 1 a). Because thalamocortical xonal terminals 
in mature systems are found to spread over two or 
more ocular dominance columns (Hubel and Wiesel 
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Fig. 1. a Schematic plot of the retinocortical pathway in mammals 
used as a starting point for the construction of the present model 
network, b The density of synaptic onnections between ganglion cells 
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and the cortical target cell as a function of the ganglion cell position. 
c A simple model network for the situation displayed in a with input 
layer/, ganglion cell layer GC and the cortical cell n 
1977; Lund 1988), it is suggested, that in an immature 
system the terminals of an afferent axon are homoge- 
neously distributed over a wide range (Q~ ~>0.5 mm) 
which is large compared to the radius of a typical 
stellate cell of layer IVc (Q, ~ 0.15 mm). Hence, ~ >> Q, 
holds. The connection density r/(ra) for Q,/Q, = 0.2 is 
displayed in Fig. lb. This function can be closely ap- 
proximated by a Fermi function. Even a Heavyside step 
function is obviously a better approximation than the 
generally used gaussian distribution. Therefore, a step 
like connection density is used for simplicity, which is 
defined for the ganglion cell layer as: 
rl(r")={lo "ra<~Q-~"/m'r~>O (2) 
Using these assumptions one arrives at a simple two 
layered linear neural network which corresponds to 
Linsker's layers F and G but uses a widespread step like 
density function (Fig. lc). Later in this work it will be 
shown, that the projection radius Q is an important 
parameter determining the type of the emerging recep- 
tive field. Further, a mechanism for a dynamic reduc- 
tion of 0 is suggested, which leads in a natural way to 
receptive field profiles often observed in biological 
systems. 
2.2 Dynamics and learn&g rule 
The network described above is initialized with small 
random weights w, and then trained by presenting a set 
of input patterns rt where ~( r )  is the photoreceptor 
activity at position r during the application of the 
pattern. The input patterns rc are assumed to cause 
uncorrelated white noise activity in the photoreceptor 
layer (prenatal situation) with zero ensemble average: 
<~(r)>~ =0 Yr. 
Taking the continuum limit in the photoreceptor 
layer, the activity Va of the ganglion cell a is obtained by 
convolving the input pattern ~( r )  with the receptive 
field profile us(r) (the subscript of us is necessary, 
because each ganglion cell a might have a different 
receptive field profile): 
Va = ~ ~(r)uo(r  -- ra) dr .  (3) 
Accordingly, the ensemble average of Va vanishes also: 
<vo >~ = ~<~ >~ua dr = 0. The activity of the cortical 
target neuron sn -= s is then given directly as its total 
weighted input 
N 
s = ~ w~v~. (4) 
a 
The dynamic evolution of the synaptic efficacies w~ of 
the ganglion cells to the target neuron n is determined 
by a Hebb type update rule 
t~Wa = I~,(Sl) a - - / (u  W)Wa) . (5)  
The ensemble average of this rule over all input pat- 
terns is given as 
AWa =__ <bWa> =e (~b GabWb --f(W)Wa) , (6) 
where Gab = <~aVb>z are the correlation matrix ele- 
ments of the ganglion cell activities and 
f(w) = (f(v, w)>~. The function f is introduced to keep 
the weights w~ finite and has to be chosen in a way so 
that rule (6) extracts the principal component of G. 
Examples are given by Oja (1982) as f (w) = wrGw and 
by Yuille et al. (1989) as f (w) = wrw, where w r is the 
transpose of the vector w. The result of a training of the 
network with these learning rules is an arbitrary weight 
vector in the subspace spanned by the eigenvectors to 
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the maximal eigenvalue of the correlation matrix G. 
The behaviour of this model system can therefore be 
analyzed by simply calculating the principal component 
vector (vectors) of G for different parameter sets which 
are introduced in the next subsection. 
2.3 Calculation of the correlation matrix 
The calculation of the correlation matrix elements Gab 
of the ganglion cell activities tarts from the well known 
fact (Yuille et al. 1989), that for zero average activities 
the Gab are  determined by the feed forward synaptic 
strengths u, and Ub of the input layer and the correla- 
tion function G(r, r') within this layer as 
Gab = I f ua(r - ra)G(r, r')ub(r' -- rb) dr dr ' .  (7) 
Since in the photoreceptor layer of the present model 
uncorrelated input is applied, G(r, r ' )=  6( r -  r') holds 
yielding 
Gab ---- f u~(r - ra )ub( r  - -  rb) dr = ~ Ua(r )ub( r  - -  rab ) dr ,  
(8) 
where rab ----r b - - r  a. The receptive field profile u(r) of a 
ganglion cell is written as a difference of gaussians for 
the receptive field center and surround and their widths 
are labeled R~ and R~ respectively (Fig. 2a). For each 
gaussian a small excentricity characterized through its 
absolute value e/> 1 (e = 1 corresponds to rotational 
symmetry) and its angle 0 ~< ~p ~< n with respect to a 
reference axis can be applied (Fig. 2b). The offset z 
determines the strength of the surround of the receptive 
field, z > 0 describes weak spatial antagonism, z < 0 
z = +0.5 
121 c 
n 
/ \ 
d 
Fig. 2a-d.  The receptive field parameters of the ganglion cells: a The 
radii of the receptive field center and surround R,. and R~, b the 
magnitude  and direction q~ of the eccentricity and c the offset z. R 0 
represents he absolute radius of the receptive field center, d shows the 
two gaussians of  the eccentrical gaussian function (11) for D = 0.2 
(thick lines) and the second order approximation of the wider part 
(thin line) leading to (12) 
strong antagonism of the surround (Fig. 2c) and z = 0 
leads to Su( r )dr=0 (balanced antagonism). Using 
these parameters, the receptive field profile of a gan- 
glion cell can be written as 
u(r) = Uo ((1/2xR~) exp( -]Acrl2/2Rc 2)
- ((1 - z)/2nR2~) exp(-lAsrl2/2R2~)). (9) 
Uo is a normalization factor such that S ]u(r)] 2dr= 1. 
The latter condition is equivalent o the restriction 
2 X. w. = const enforced by Oja's and Yuille's update 
rules (Linsker 1990a) but assures in addition Gaa -- 1 Va 
(see (8)). The matrices 
e cos(~0 i ) e sin(q~i) "] 
A i= ( -1 /e )  sin(q~i) (1/e) cos(~0;)]' i=c ,s  (10) 
increase the absolute values of the exponents in (9) for 
r II sin(q~i)) by e 2 and reduce them for the 
orthogonal direction. Evaluating ]Ar] 2 and separating 
the terms into a part with rotational symmetry and a 
term with finite excentricity ields the equivalence 
exp( -IArI2/2R 2) = exp( - r 2/2/~ 2) 
x exp( -D(n ,  r)2/2/~2), (11) 
where the dot 9 denotes the euclidean scalar product. 
The new parameters are the polarity D = e 4 -  1, the 
unit vector n = D/D = (cos(~0), sin(~o)) determining the 
direction of the polarity and the effective radius R = eR 
with /~-  (1 + D/4)R for small polarities D a 1. Now 
each receptive field profile Ua(r) is determined by a set 
of parameters Ma = ( Rca, Rsa, Dca, D,a, za), where 
D---Dn is the polarity vector. 
With (8) and (9), one can, in principle, calculate Gab 
for two arbitrary ganglion cells a and b. However, this 
calculation is very time consuming and quickly becomes 
tedious. Therefore, (11) is simplified using the fact, that 
for D ~ 1 the first term on the right hand side of (11) 
attains large values only for small exponents D(n.  r)2/ 
2/~2,~ 1 of the second term. So (11) can be approxi- 
mated by expanding the latter exponential into a power 
series (Fig. 2d). Dropping all but the first two nonvan- 
ishing terms leads to 
exp( -]ArI2/2R 2) - exp( - r2/2/{2)( 1-- D(n.  r)Z/2RZ). 
(12) 
Now it is straightforward to calculate the correlation 
matrix elements Gab. Replacing u~ and Ub in (8) by (9), 
using the approximation (12) and neglecting all terms 
of order O(D ~) leads to the following expression: 
Gab = G(M~, Mb, r~b) 
= UO, aUO, b (Ica, cb(rab) - -  (1 - -  Zb)Ica" sb(rab) 
- -  ( 1 --  Za)Isa ' cb(rab) + ( 1 - -  Z~)( 1 - -  Zb) I~,  sb(rab)) , 
(13) 
where 
Ii, 2 (r) = ( 1/4~/~ lZ2) exp( - r2/4/~22) 
• (KI2 - -  (D iR2(n l  . r) 2 
+ O2R~(n2 9 r)2)/8R~) (14) 
KI2  = 1 -~- (DI R2 + D2R2)/4R2  (15)  
R12 = (1/2(R 2 + R2))1/2 (16) 
J~12 = (1/2((1 +DI/2)R21+(1 +D2/2)R~)) '/2 (17) 
and 1 ~ ca, sa, 2 ~ cb, sb. The correlation function 
G(M~, Mb, tab) in (13) consists of four excentric gaus- 
sians each describing correlations due to the overlaps 
between one receptive field part (center or surround) of 
ganglion cell a and one of ganglion cell b. At first sight 
the function seems to be translationalty invariant, since 
only the difference vector rab appears. But Gab also 
depends on the two parameter sets M~ and Mb which 
may be different for each pair of ganglion cells. There- 
fore, only if all receptive field profiles have the same 
parameter values, the correlation function has transla- 
tional invariance. If this is the case and if the ganglion 
cells are located on a square grid (ra = (m, n), m, n = 
0, _ 1 . . . .  ), the model is referred to as deterministic. In 
contrast, if there is some stochastic variation of the 
positions ra and/or the parameters {M~}, it is called a 
stochastic system. 
2.4 Characterization of the emerging receptive field 
structures 
Now measures for a quantitative description of the 
mature receptive field structure of the cortical cell are 
defined. The quantities considered are the orientation 
preference factor 10 and the direction ~o 0 of the orienta- 
tion preference. Further measures are the mean spatial 
frequency k0, the spatial frequency bandwidth Ak and 
the orientational bandwidth A tp. 
The receptive field profile of the cortical cell is given 
as 
q(r) = ~ WaUa(r - -  Fa). (18) 
a 
The squared maximal response of this cell to a sine 
wave grating with spatial frequency vector k can then 
be written as 
Q(k) = a0l(1/2~r) ~ q(r) exp( - i k .  r) dr[ 2 = a(k, q~), 
(19) 
which is independent of the phase of the receptive field 
as well as the phase of the input. Q0 is a normalization 
factor such that ~ Q(k)dk = 1, k and q~ are the polar 
coordinates of k. Because k and -k  describe the same 
wave up to a phase, Q(k, ~o) = Q(k, ~o + ~) is valid. If 
the receptive field exhibits some orientation preference 
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along g0 o, large values of Q(k, q~o) will result for appro- 
priate k (Fig. 3a, b). It is then convenient to define 
lo (cos(2g0o), sin(2~Oo)) 
= ~ k dk ~ dq)(cos(2q0, sin(2~0)) Q(k, qO, (20) 
which can be considered as a sum of vectors where 
those belonging to large Q values point approximately 
into direction 2~o and those with q~ "-~ ~Oo+ n/2 are 
more weakly weighted and point into the opposition 
direction (Fig. 3c). Hence the direction of the resulting 
vectors defines the direction (Po of the orientation pref- 
erence, its length lo measures the average difference 
Q(k, q~) - Q(k, r +_ n/2) for ~o -~ ~0 o. Therefore, 10 is 
called the orientation preference factor. It can be shown, 
that 10 = 0 is obtained for symmetric receptive fields, 
10= 1 for a pure sine wave as receptive field and 
0 ~< lo ~< 1 for intermediate cases. 
A further measure of orientation preference is the 
orientational bandwidth Aq~, which is given by 
~o 0+ 7r/2 
Atp 2 = 2 ~ k dk ~ d~o(tp - r (p). (21) 
q~ 0 rr 
The average spatial frequency ko and the frequency 
bandwidth Ak of the receptive field are 
ko = ~ k dk I d~okQ(k, ~o) (22) 
Ak2 = S k dk ~ dq)kZQ(k, ~o) - k~. (23) 
Using these measures, a quantitative description of the 
emerging receptive field profiles can be given. This is of 
particular importance for the investigation of the 
stochastic model, where ensemble averages over these 
quantities must be taken to obtain statistically signifi- 
cant receptive field properties. 
3 The deterministic model: results 
In the deterministic model, all ganglion cell receptive 
fields are determined by the same set of parameter 
values (M~ = M Va). Consequently the correlation ma- 
trix elements Gab depend only on the distance vector r,b 
(translational invariance). This type of models has been 
investigated already by several authors (Linsker 
1986, 1990a; Kammen and Yuille 1988; Yuille et al. 
1989). Further the receptive field centers are located at 
the nodes of a square grid of width 1. All length 
parameters (Re, Rs, Ro, Q) are given as multiples of this 
distance. Simulations were made using 0 = 6, 8, 10 and 
a b c 
Fig. 3. a A trilobed receptive field and a convenient 
definition of the orientation preference angle ~00. b Contour 
plot of a hypothetical Fourier transform Q(k, r of the 
receptive field in a. In equation (20) the thick vectors 
pointing approximately into direction ~Po are more strongly 
weighted than the approximately orthogonal ones (thin 
vectors), c These two groups of vectors are subtracted from 
each other in (20), the resulting vector points into direction 
2q~0 
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12 which leads to systems with N = 113, 197, 317 and 
441 ganglion cells arranged within a circle of radius Q. 
In this model network the largest eigenvalues and 
corresponding eigenvectors of the correlation matrix 
were calculated for each parameter set M. From the 
final vector w the resulting receptive field profile was 
computed using (18) and characterized by the evalua- 
tion of (20-23) 9 
3.1 The R,.-Rs parameter space 
For the investigation of this parameter space balanced 
spatial antagonism and circular symmetry of the gan- 
glion cell receptive fields is assumed, i.e. 
z =D~ =Ds =0.  
As a first step, the largest eigenvalues and corre- 
sponding eigenvectors were calculated for Q = 10. The 
receptive field center adius Rc was varied, but its shape 
was kept fixed by setting Rs/Rc = 2 = const. It was 
found, that all emerging receptive field profiles exhibit 
the sectored shape given by Linsker (1990a). However, 
using the notation defined in (1), only (n, 0), (n, 1) and 
(n, 2) type receptive fields emerged, which are drawn 
schematically for n = 0 in Fig. 4a (in the present nota- 
tion, which is slightly different from Linsker's (1990a), 
n gives the number of nodes of the radial function). It 
turns out, that the (n, 0) cells exhibit circular symmetry 
and the (n, 1) cells have 2n-lobed orientation selective 
receptive fields. The widths of the lobes as well as the 
rings were found to be near the total receptive field 
center diameter 2R0 of the ganglion cells (for the defin- 
ition of Ro see Fig. 2c). 
The dependence of the first five eigenvalues on R c is 
displayed in Fig. 4b. A linear term was subtracted from 
all eigenvalues to achieve a better resolution of their 
behaviour elative to each other9 Comparison of the 
receptive field profiles with the maximal curve at this 
parameter value showed, that each curve belongs to 
receptive fields having the same number l of angular 
nodes9 For l = 1 the eigenvalues are twofold degenerate 
and belong to an orthogonal pair of receptive fields, for 
l = 2 the twofold-degeneracy is lifted due to the symme- 
try reduction brought into the system by the regularly 
located ganglion cells. 
Figure 4b and the behaviour of the orientation 
preference factor 10 in Fig. 4c show, that there exist 
parameter domains where different (n, 1) types develop. 
Their boundaries can be evaluated by determining the 
crossing points of the eigenvalue curves in Fig. 4b. 
To determine the shape of the domain boundaries 
in Rc-Rs space, the simulations described above were 
repeated for different values of the ratio R s/Rc and for 
values of the projection radius Q = 6, 8, 10 and 12. The 
crossing points of the eigenvalue curves were then de- 
termined. One obtains the following results: 
1. The domain boundaries for fixed RsR ~ only depend 
on the relative magnitude Ro/~ of the receptive field 
center, i.e. the absolute magnitude Q of the system does 
not strongly influence the system behaviour. On the 
other hand it can be concluded, that the continuum 
limit often used to investigate similar models is a good 
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Fig. 4. a Schematic plot of the signs of the emerging synaptic 
connections wa for a (0, 0), a (0, 1) and a (0, 2) type receptive field, b 
Dependence of the largest five eigenvalues on the size of the receptive 
fields of the ganglion cells, where a linear function is subtracted from 
the eigenvalues. The (n, 1)-curve is twofold degenerate. The largest 
eigenvalue determines the type of the emerging receptive field, e The 
behaviour of the orientation preference factor l 0 as a function of the 
radius R c 
approximation for even coarsely grained systems, as 
long as the receptive field centers of the ganglion cells 
are regularly spaced9 An exception are the (n, 2) do- 
mains which were found to disappear for Q = 12 and 
which were not robust against changes of other 
parameters ( ee Sect. 3.3). 
2. The parameter boundaries are nearly independent of
Rs/Rc, only the relative receptive field size Ro/~ deter- 
mines the receptive field type emerging. This shows, 
that for fixed Ro the shape of the receptive field sur- 
round of the ganglion cell does not strongly influence 
the results, provided D~. = D S = 0 holds. 
3. With decreasing Ro/O, the relative splitting of the 
largest eigenvalues decreases strongly. Therefore, in this 
regime a nearly degenerate, multidimensional eigen- 
space exists, where all eigenvalues are very similar to 
the maximal one, so that the extraction of the principal 
component may require long simulation runs. Hence, 
any vector of constant length within this nearly degen- 
erate subspace is a metastable solution during the matu- 
ration process of the receptive field. In general inear 
combinations of these solutions will lead to receptive 
field profiles consisting of excitatory and inhibitory 
patches. In particular, the dips of lo within the (n, 1) 
domains for higher n are due to a deformation of the 
receptive field profiles at regions where nearly degener- 
ate eigenvalues occur and the numerical algorithm can- 
not compute Linsker's (1990a) true eigenvectors. It may 
be suggested that training mechanisms in real biological 
networks will fail, too. 
Some of these results can be seen in Fig. 5a, where the 
parameter domains in the R~/Rc-Ro/~ space are dis- 
played. Note, that only in (n, 1) domains orientation 
selective receptive field profiles can form (though not 
by necessity, due to the twofold degeneracy), while in 
(n, 0) domains, the emerging receptive field profile will 
always have circular symmetry. 
The results obtained fit well to those given by 
Linsker (1986b), whose parameters r F and r~ can be 
identified with Ro and ~ respectively. With increasing 
rG/rF Linsker described the emergence of trilobed, six- 
lobed and finally patchy receptive field profiles. These 
correspond to a horizontal walk through Fig. 5a. It is 
emphasized, that Linsker uses a different update rule, 
connection density and sometimes randomly distributed 
ganglion cell locations. The similarity of the behaviour 
of the two models therefore indicates trong robustness 
of the receptive field properties. 
In the following, due to the near independence of
the results of Q and Rs/Rc, r = 10 and R~/Rc = 2 are 
chosen for the subsequent simulations. 
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Fig. 5a,b. The parameter domains for the development of (n, 0) 
(circles), (n, l) (bars) and (n, 2) (crosses) type receptive fields, a The 
dependence of the parameter domain boundaries on the relative 
magnitude Ro/Q of the receptive fi ld centers of the ganglion cells and 
the ratio of the center and surround radii Rs/R c. b The boundaries 
for varying offset z of the receptive fields of the ganglion cells 
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3.2 The influence of a nonvanishing offset z 
For z 4:0 the receptive field profiles obtained are also 
sectored and can be characterized as (n, l) type recep- 
tive fields. The boundaries eparating parameter do- 
mains of these different receptive field types were 
determined as before for z -- -0 .6  9 9 9 0.7, the result is 
displayed in Fig. 5b. 
It can be seen, that for small offsets the boundaries 
become nearly independent of z. A strong antagonism 
(z ~< -0 .5)  causes the last term in (13) to dominate the 
correlation matrix elements which then become positive. 
Therefore, in this regime all-excitatory or all-inhibitory 
receptive field profiles emerge (except for a small antag- 
onistic surround due to the application of (18)). 
In case of a weak antagonism of the receptive fields 
of the ganglion cells (z/> 0.3), all boundaries hift to 
smaller values of Ro/Q and for z >~ 0.7 only the (0, 0) 
solution is obtained. In addition, the relative splittings 
of the largest eigenvalues in all but the (0, 0) domain 
decrease drastically incompassing a loss of robustness 
of the corresponding solutions. This behaviour is due to 
decreasing anticorrelations (terms 2 and 3 in (8)) which 
cause clusters of opposite response to emerge in the 
receptive field of the cortical cell. 
Again, these results agree well with those obtained 
by Linsker (1986b), who observed the emergence of 
orientation selectivity while increasing the strength of 
spatial antagonism within the input layer. This corre- 
sponds to a vertical walk through the plot in Fig. 5b. 
The behaviour described above is also observed by 
Kammen and Yuille (1988) who showed that increasing 
spatial antagonism of the input neurons can lead to 
orientation selective receptive fields and that this be- 
haviour can be understood as a symmetry breaking 
process. 
3.3 Eccentric ganglion cell receptive fields 
In the following results obtained in simulations with 
nonzero polarities D~, Ds 4:0 and z = 0 i.e. orientation 
biased ganglion cell receptive fields with balanced an- 
tagonism z are presented. First, only the receptive field 
center or the surround was allowed to deviate from 
circular symmetry, i.e. Dc 9 O, Ds = 0 or vice versa. The 
results obtained are: 
1. Even for very small polarities (D = 0.1; e = 0.025), 
the developing receptive field profiles are strongly orien- 
tation selective in all domains. They are no longer of 
(n, l) type but rather consist of 2n stripe shaped lobes in 
former (n, 1) domains and of 2n + 1 lobes in former 
(n, 0) domains. 
2. In (n, 0) domains, the receptive field profiles show an 
increasing excentricity with increasing polarity D and 
quickly reach their 2n + 1 lobed appearance. In (n, 1) 
domains, first the degeneracy is lifted and the receptive 
field, whose orientation preference angle is closest to 
the angle of polarity, corresponds to the maximum 
eigenvalue. With growing polarity D, this receptive field 
profile is then deformed to its final striped shape. 
3. Finite center polarity Dc =t= 0 leads to stripe orienta- 
tion along the prolonged axis (tpollq~c), polarity of the 
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surround leads to q~0 _1_ ~0,. This is due to the fact, that 
the center predominantly causes positive correlation 
(center center interaction) while the surround predomi- 
nantly causes anticorrelation (center surround interac- 
tion) of longer range for directions along the prolonged 
axis. 
This behaviour agrees very well with the analysis of 
Yuille et al. (1989), who obtained these results for 
infinite projection radius Ro/Q --,0. In addition it is 
shown, that their results are robust against the intro- 
duction of finite Q and that there exist well defined 
domains, in which receptive field profiles of odd and 
even symmetry emerge. Receptive fields of intermediate 
phases were not observed. 
Further, the behaviour of the model network for 
Dc = D~ ~: O, ~p~ = r was investigated. Here the orien- 
tation selectivity is less pronounced and in (n, 0) do- 
mains also receptive fields with nearly circular 
symmetry appear. This is due to a competition between 
the center and surround polarities in this configuration. 
The weak orientation preference observed in (n, 0) do- 
mains is not obtained in the analysis given by Yuille et 
al. (1989), because it is due to the boundary conditions 
which have been introduced using finite ~. 
Finally, for rather small polarities D < 0.1 the (n, 2) 
domains disappear in the sense, that the l = 2 eigen- 
value never becomes the maximal one within this 
regime. This is another indication of the lack of robust- 
ness of this receptive field type. 
In closing this section it should be mentioned, that 
orientation biased receptive fields have been described 
in biological systems by Levick and Thibos (1980) in 
case of retinal ganglion cells and by Shou and 
Leventhal (1989) for the LGN. The evidence from 
physiology suggests, that retinal ganglion cells prefer 
orientations that are parallel to the line connecting their 
receptive fields with the area centralis (fovea). In this 
arrangement eighboring cells have similar orientation 
bias, as has been assumed in our simulation discussed 
above. Although orientation bias has also been found 
in the relay cells of the LGN, the representation in the 
latter seems to be, at least qualitatively, similar to that 
found in the retina. Thus it seems justified not to assign 
any function to the LGN to a first approximation. 
4 The stochastic model: results 
In the following results obtained by applying static 
noise to the model network are discussed. As a starting 
point for the construction of a stochastic network, a 
deterministic system characterized by the ganglion cell 
positions ra and the parameter set M was taken. Scatter 
in the positions ra was introduced by adding small 
vectors 6r a randomly chosen according to a twodimen- 
sional gaussian distribution of width dr. To produce 
stochastic variations of the parameters, a set of random 
deviations 6Ma = (fiR, o, 6R~, ~Dca , 6Dsa, r was 
added to the deterministic set M for each ganglion cell. 
The absolute values of the parameter deviations were 
randomly chosen according to gaussian distributions of 
widths AM = (ARc, ARs, ADo, ADs, Az), the polarity 
angles ~o were uniformly distributed with probability 
p(q~) = l/re. Hence: 
M~=M+~Mo = (Re + 6Rco, Rs + ~Rs., Dc 
+6Dca, D s+6Dso ,z+rz~)  Va. (24) 
The stochastic network is then determined by M, AM 
and Ar. The behaviour of this system can be character- 
ized by the ensemble average of receptive field observ- 
ables (for instance those defined in Sect. 2.4) over 
many system representations, each defined through 
{ra, Ma la=l  " "U} .  
Note, that the introduction of noise other than 
positional scatter violates the translational invariance of 
the correlation function of the system, so that the 
results obtained by Linsker (1990a), Kammen and 
Yuille (1988) and Yuille et al. (1989) are no longer 
valid for stochastic networks. Further, the continuum 
limits used in these investigations do not describe ran- 
dom positional fluctuations (which would require noisy 
connection densities) and therefore cannot model posi- 
tional fluctuations. 
4. I Noise of a single type 
Different ypes of static noise were applied separately to 
the system and changes occurring in the receptive field 
profiles were investigated using Q = 8. For each of the 
parameter domains (0, 1), (0, 2), (1, 0), (1, 1), (1, 2) and 
(2, 1), only one representative parameter set M was 
used with R~/Rc = 2 and Dc = Ds = z- -0.  Noise was 
added by continuously increasing a single width 
parameter from zero as starting point and taking a 
number of random samples (typically 20-50) for each 
deviation. Typical noise amplitudes applied were 
ARc <<. 0.2Re, ARs <~ 0.2R~, Ar, ADc, ADs, Az <-N 0.2. 
For positional fluctuations, offset fluctuations and 
fluctuations of Rc and Rs the qualitative behaviour of 
the model networks is similar. 
1. The (0, 1) domain receptive field (bilobed) is robust 
against all parameter fluctuations within the limits 
given above. Its characteristics remain nearly constant. 
In addition, the twofold degeneracy is lifted, so that 
bilobed receptive fields will always form in a noisy 
system within the (0, 1) regime. This large robustness of 
the bilobed cells is an important finding as it parallels 
results from biological systems. In fact, bilobed recep- 
tive fields are the most frequent type of simple cell 
receptive fields found both in cat and monkey visual 
cortex (see introduction). 
2. With increasing noise, the (1, 0) domain receptive 
fields are continuously deformed to elliptic and trilobed 
shapes, i.e. lo steadily increases from 10 = 0. 
3. In the (n, 2) domains, even for very small noise 
amplitudes the receptive field profiles are strongly de- 
formed and resemble (n, 1) or deformed (n, 0) profiles. 
This again gives rise to a weak robustness of these 
domains. 
4. For small Ro/Q values, the receptive field profiles 
deform to conglomerates of excitatory and inhibitory 
patches with increasing noise amplitudes. 
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5. In (n, 1) domains with n > 0, the deformation pro- 
cesses generally lead to a significant decrease of the 
orientation preference, provided the noise amplitude is 
not too small. 
The phenomenon of patch formation can be under- 
stood, if one considers the initial training rate for very 
small weights: Awa ~- EbGabWb 9 If in a cluster of gan- 
glion cells the receptive fields are either more densely 
packed, have weaker spatial antagonism or exhibit 
larger centers than the surrounding ones, the neurons in 
this cluster will have more (or stronger) positively 
correlated neighbour cells than anticorrelated ones. 
Therefore, if there is any initial offset of the weights w b 
in this area (for instance due to fluctuations or if they 
all have the same small initial value), all training rates 
A wa of this cluster, which are dominated by the Gab > 0 
terms in the sum above, will have the same sign and a 
patch of uniformly signed weights emerges. In contrast 
to the maturation process in a deterministic system, a 
cluster emerging through Gab fluctuations has a fixed 
location which is determined by the correlation matrix 
and not by initial fluctuations in the synaptic ouplings 
Wb. Clusters of this type prevent he system from arriv- 
ing at the eigenstates of the deterministic model. 
The network is found to behave qualitatively differ- 
ent, when random polarities are applied. For all do- 
mains except (0, 1), which does not change very much, 
the orientation preference factor 10 increases with in- 
creasing ADc or ADs. This amplification of orientation 
preference is even more pronounced, if ADo and ADs 
are switched on simultaneously. 
The angle ~o 0 of orientation preference is found to 
be correlated with the angle q~a of the resulting polarity 
vector D=(1 /N)  EaDa. For ADc~O, ADs=O,~o o 
tends to be oriented in the same direction as the result- 
ing polarity while for ADo = O, ADs ~= 0 the preferred 
orientation corresponds to ~o d___ n/2. This agrees with 
the results obtained for the deterministic model which 
becomes more transparent, if one considers the average 
polarity to cause orientation preference along or or- 
thogonal to its direction and the remaining zero average 
random polarities to make this result noisy. 
4.2 Strong and combined noise 
In a second step, large amplitude single type static noise 
and combined noise of several parameters was applied 
to the model. Then one finds two qualitatively different 
types of behaviour corresponding to the large Ro/Q 
regime and the small Ro/~ regime. But there is no fixed 
boundary between these regimes rather a continuous 
change of behaviour is observed. In the (0, 1), (0, 2) 
and (1, 0) domains, no qualitatively new behaviour can 
be seen, i.e. the (0, 1) type is robust, the (0, 2) type 
unstable and the (1, 0) type becomes deformed to a 
roughly trilobed orientation selective shape. 
In contrast, for small values of Ro/Q a new kind of 
maturation behaviour becomes dominant (while for 
weak noise, only a tendency to exhibit this behaviour is 
visible). Large amplitude noise causes a significant part 
of the mature efficacies to vanish almost, hence, the 
corresponding synapses are nearly cut off and will be 
neglected therefore. The remaining nonzero synapses 
form a receptive field with a radius smaller than the 
projection radius ~. The field is mostly deformed but 
never consists of separate patches of nonzero synapses. 
The effect of size reduction of the receptive fields was 
found to be significant. This may be seen from an 
evaluation of the behaviour of the spatial frequency 
bandwidth Ak, which increases when the receptive field 
size and the number of lobes is reduced. 
Further, if several types of noise are applied simul- 
taneously to the system, this effect is even more pro- 
nounced. The resulting receptive fields typically have a 
diameter R-~ 6R0. Without random polarities, recep- 
tive fields with large orientation preference (10 > 0.4) as 
well as nearly circular symmetric ones emerge. If ran- 
dom polarities are added, the receptive fields are mostly 
arranged as orientation selective profiles of three up to 
five lobes. A four-lobed receptive field which formed in 
a system with combined noise is displayed in Fig. 6a, a 
receptive field with approximately circular symmetry is 
shown in Fig. 6b. 
Two principles guiding the receptive field matura- 
tion process uggest an explanation for this decoupling 
phenomenon. These are the variation of training rates 
due to local static fluctuations of the correlations and 
the competition of the synaptic efficacies caused by the 
nonlocal, norm restricting, property of the learning rule 
(for instance Ebw 2 =const. for Oja's and YuiUe's 
rules). Clusters of neurons which are correlated to 
many other cells or are more strongly correlated to 
others (due to static noise), have large initial training 
rates. The efficacies of the neurons in these clusters will 
grow faster than the remaining ones. They finally take 
the main part of the restricted norm Ilwll and force all 
other efficacies to remain small. This corresponds to an 
evolutionary principle, where the cluster of cells with 
the largest Hebbian training rates represents the fittest 
population of those competing for the norm of the 
weight vector. 
As a consequence, only the cluster with the largest 
initial training rates will survive in a mature system and 
will have large synaptic efficacies. The efficacies of the 
surrounding ganglion cells will become smaller with 
rising distance from this cluster due to the decreasing 
correlations with the cluster cells. This explains, why no 
separate receptive field patches are observed. Further, 
the larger the initial training rates of a cluster are, the 
larger its efficacies finally become and the more sur- 
rounding synapses become cut off. Therefore combined 
noise, which produces the largest fluctuations, leads to 
the smallest receptive field profiles. 
To test this suggestion, the mature state of a deter- 
ministic system was calculated. In a cluster of five 
ganglion cells Rc and R~ were enlarged by a factor 1.2, 
so that cells in the cluster had more correlated neigh- 
bour cells than neurons far from the cluster. The result 
of this simulation is shown in Fig. 6c. In fact, only the 
cells of the cluster and those correlated with them reach 
large efficacies, the remaining cells become decoupled. 
The training rates of the cluster cells are larger in an 
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Fig. 6a-c. Results of simulations for stochastic model networks with 
= 8, R~ = 0.8, R s = 1.6, D,. = D~ = z = 0. Filled circles denote posi- 
tive, open circles negative synaptic effcacies. The area of the circles is 
proportional to the synaptic strength9 Simulations a and b used 
Ar =0.3, ARc =0.15, dRs =0.3, AD,=AD~=0.2  and Az=0.3 as 
intermediate state of the maturation process, because 
there are more contributing terms in Y~bGabW b than for 
distant cells. Hence, these synaptic weights grow 
quickly and afterwards make large contributions to the 
training rates of the cells correlated with them. As a 
result a small (2, 0) type receptive field with a diameter 
R ~ 6R 0 emerges. This behaviour is robust against the 
presence of noise as long as it produces tatic fluctua- 
tions which do not exceed the artificial one. If so, the 
fluctuation with the largest amplitude matures as a 
receptive field. These results of a deterministic network 
thus strongly support the explanations given above for 
a stochastic network. 
5 Discuss ion 
The main purpose of this work was to test the robust- 
ness of results obtained using a deterministic model 
network against the introduction of several kinds of 
static noise. It was found, that the behaviour of the 
deterministic system is highly sensitive to the presence 
of noise. While the (0, 1) type receptive fields do not 
change very much, all other types become strongly 
deformed, when static noise is applied. In particular, 
they can no longer be classified by the symbols (n, l) 
and no characteristic parameter domains can be sepa- 
rated. Because of this lack of robustness, a stochastic 
system seems necessary when modeling the emergence 
of receptive field profiles in biological neural networks, 
which themselves are noise systems. 
The investigation of stochastic systems showed a 
feature which cannot be found in the deterministic 
model. For not too large ratios Ro/~ it was found, that 
the size of the emerging receptive field profiles is mainly 
determined by the average radius Ro of the receptive 
field centers of the ganglion cells and not by the projec- 
tion radius Q. This effect is due to static noise and also 
due to a nonlocal rule limiting the norm of the synaptic 
vector. Possible biological implementations of such a 
rule could be the competition of the synapses for the 
noise amplitudes, the orientation preference factors obtained are 
l o = 0.43 for a and l o = 0.17 for b. e Resulting synaptic distribution 
for a deterministic system, where the receptive fields of the five 
ganglion cells with the largest positive efficacies were enlarged by a 
factor 1.2 
membrane surface or for ion channels within the mem- 
brane of the postsynaptic neuron. Hence, there may be 
some biological relevance to the mechanism of receptive 
field size reduction through synapse decoupling men- 
tioned above. This property of the stochastic system 
leads to some interesting consequences which are dis- 
cussed below. 
If one considers neighbouring cortical cells in layer 
IVc, these cells will have approximately similar projec- 
tion radii, because this quantity can be understood as 
an average over many arborization radii of the afferent 
ganglion cell (or LGN cell) axons. As a consequence 
the deterministic model would predict, that the recep- 
tive fields of all cortical cells have approximately the 
same size, the same number of lobes or rings (depend- 
ing on Ro/~) and would overlap each other nearly 
completely. 
This does not, however, correspond to the situation 
found in biological systems. In fact, the receptive field 
sizes vary considerably and they are randomly located 
(scattered) within an aggregate field with more than 
twice the average receptive field diameter (Hubel and 
Wiesel 1974; Schiller et al. 1976a). Further, only 
bilobed or trilobed profiles are found and the widths of 
the lobes vary with receptive field diameter. Finally, if 
one assumes C0 >~ 0.5 mm for immature systems (which 
is reasonable, since mature afferents mostly project to 
two or more ocular dominance stripes which are sepa- 
rated by about 0 .8 -1mm (Lund 1988; see also 
Humphrey et al. 1985 for kittens)) the emerging recep- 
tive fields of layer IVc cells are smaller than these values 
of ~ would predict. For instance, at one degree of visual 
angle from the fovea, the magnification factor rn is 
found to be 4 mm/degree, so that Q0 = 0.5 mm would 
lead to a receptive field size of (1/4) ~ • (1/4) ~ which is 
just the projection area 2Q/m • 2Q/m (Hubel and 
Wiesel 1974). These authors found the receptive field 
profiles to have this average size, but they averaged 
over all cortical laminae. In fact, layer IVc cells have 
much smaller receptive fields than all other cortical 
cells. Hence, they are smaller than the average receptive 
field size and therefore must be considerably smaller 
than the projection area. 
These receptive field properties emerge in a natural 
way, if one models the maturation process for each cell 
out of a small patch of layer IVc using a stochastic 
neural network. In this respect, a short quantitative 
description of the connectivity situation in macaque 
monkey layer IVc is given, but one should emphasize 
that this attempt has to be taken as a rather coarse 
estimate. 
The total area of macaque monkey area 17 is 
1300 mm 2. It receives input from about 1.5 x 10 6 affer- 
ent fibres from each LGN and therefore from each 
retina (Hubel and Wiesel 1977). Each mm 2 of cortical 
layer IVc tissue will contain afferents from roughly 1200 
ganglion cells each having roughly 3000 synaptic con- 
nections to cortical cells. Further, from the neuron 
density of about 105/ram 3 for monkeys (Rockel et al. 
1980), one can estimate layer IVc to contain about 
2.104 cells per mm 2, which then receive 4. 10 6 afferent 
terminals. This leads to the situation, that each of those 
layer IVc cells receives input from about 200-300 gan- 
glion cells and that, for Q0 = 0.5 mm, on average only 
every fifth cortical neuron is connected to one particu- 
lar ganglion cell. Therefore, a cluster of cortical cells 
can be modeled by stochastic network systems (one for 
each cortical cell) with ~ = 8 or ~ = 10 projection areas 
(leading to about 200-300 afferents), which overlap 
nearly completely for all cells. Each of these systems 
has an individual set of input neurons (ganglion cells) 
which is different from those of the other cells. 
For each cortical cell the widths of the lobes of their 
receptive fields is determined by the maximum radius 
R~ ax of the receptive field centers of the ganglion cells. 
For not too large values of R~ aax ( fo r  instance 
R~ nax = 2), the diameter of the emerging receptive field 
is roughly 6R~ ax which leads to profiles with three up 
to five lobes located anywhere within the projection 
area. Since different cells receive input from different 
sets of ganglion cells, after maturation each cell will 
possess another receptive field size, but all diameters 
will be smaller than 2Q/m. Further, all receptive fields 
will consist of only few lobes, the widths of which also 
vary for different cortical cells. The receptive fields will 
be randomly located within the projection area 
(scatter). In particular, for R~aX---1.5, ff =8  and 
R0 -~ 2, ~ = 10, the receptive field diameter is about one 
half of the projection diameter and the scatter will be of 
the same order of magnitude, which was in fact seen by 
Hubel and Wiesel (1974) for the monkey. Finally, the 
emerging receptive field profiles will exhibit a contin- 
uum of orientation preference strengths from nearly 
circular symmetric to strongly orientation selective re- 
ceptive fields. Both cell types are found in layer IVc by 
Hubel and Wiesel (1968) and Schiller et al. (1976a). 
This shows, that for biologically relevant parameter 
sets, the predictions obtained using the stochastic model 
agree very well with physiological data found in biolog- 
ical systems. While our model emphasizes the simula- 
tion of early maturation of receptive fields before 
structured visual input becomes available, some short- 
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comings of the current model must be mentioned also. 
First of all, many of the neglected features of biological 
systems like time dependent behaviour, nonlinear neu- 
ronal responses, the role of the LGN and lateral inter- 
actions, which we are currently investigating, may be of 
importance for modelling self organization processes of 
receptive fields of cortical cells. For instance, cells with 
orientation tuning curves as narrow as 9 ~ which were 
found by Schiller et al. (1976b), did not form in our 
model network. This extreme narrowing might be due 
to lateral inhibition within layer IVc, where neighbour- 
ing cells suppress the activity of the considered cell 
when the stimulus orientation slightly deviates from the 
optimal orientation of his cell. This is corroborated by 
W6rg6tter and Koch (1991), who discussed the role of 
lateral inhibition for the response behaviour of mature 
neural networks. These authors showed, that different 
inhibitory mechanisms lead to a significant narrowing 
of orientation tuning curves obtained from their model 
neurons. The contributions of differently weighted 
short- and long-range lateral inhibition lead to biologi- 
cally relevant orientation tuning without destroying 
other response characteristics of the model network. It 
is thus obvious, that without the introduction of lateral 
inhibition between cortical cells sufficiently narrow ori- 
entation tuning curves as observed in biological systems 
(Schiller et al. 1976) could not be obtained with the 
present single cell model. 
Further, the receptive field profiles obtained neither 
match very closely the profiles found by Hubel and 
Wiesel (1962), nor do they resemble Gabor functions as 
found by Daugman (1985). Instead, more or less de- 
formed receptive fields with strongly differing strengths 
of their orientation preference were found. 
For these cells, it is not straightforward to simulate 
the formation of orientation columns with currently 
discussed model networks. This is partly because orien- 
tation preference is not very sharply defined within a set 
of noisy receptive fields, partly because most of the 
present models concerned with feature map formation 
are deterministic ones. The modeling of feature map 
foundation in noisy network systems will thus be a 
challenging new topic for future investigations, we are 
currently performing. 
6 Summary 
The self organization of the receptive field of a simple 
cell was modeled using a deterministic model neural 
network with Hebb type update rule and a stochastic 
model, which was obtained from the deterministic one 
by adding different ypes of static noise to the receptive 
fields of the input neurons. The deterministic model was 
found to include the results obtained by several authors 
using similar models. Their results naturally arose 
within the concept of parameter domains for (n, 0) and 
(n, 1) cells, into which the parameter space of the 
system is divided. The introduction of polar receptive 
fields of ganglion cells produces strongly orientation 
selective cortical cells similar to those predicted for 
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Ro/Q = 0 by Yui l le et al. (1989). Further ,  the increase o f  
spatial  antagon ism crosses the parameter  domains  in a 
way with produces  the results found  by L insker  (1986b) 
and descr ibed as a symmetry  break ing process by Kam-  
men and Yui l le (1988). 
However ,  most  o f  these results were found to be 
highly sensit ive to the presence o f  static noise in the 
mode l  neura l  network .  The concept  o f  parameter  do-  
mains  is no longer  useful  in noisy systems. Instead one 
observes a new k ind o f  maturat ion  characterist ic,  where 
many synapt ic  connect ions  are cut off  and which is in 
fact assumed to occur  in matur ing  cort ical  tissue. The 
recept ive field prof i les emerg ing  with in this stochast ic 
system closely resemble exper imenta l  data  about  size, 
scatter and structure o f  the recept ive fields o f  layer IVc 
cort ical  s imple cells. Therefore ,  static noise has turned 
out  to be a crucial  ingredient  to the s imulat ion o f  self 
o rgan izat ion  processes in bio logical  neural  networks  
and future work  should  invest igate all consequences  o f  
the presence o f  noise on the behav iour  o f  the determin-  
istic mode l  neura l  networks  cons idered so far. 
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