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Abstract
This paper is concerned with the maximum principle for second-order linear elliptic
equations in a wide generality. By means of a geometric condition previously stressed by
Berestycki–Nirenberg–Varadhan, Cabre´ was very able to improve the classical ABP estimate
obtaining the maximum principle also in unbounded domains, such as inﬁnite strips and open
connected cones with closure different from the whole space. Now we introduce a new
geometric condition that extends the result to a more general class of domains including the
complements of hypersurfaces, as for instance the cut plane. The methods developed here
allow us to deal with complete second-order equations, where the admissible ﬁrst-order term,
forced to be zero in a preceding result with Cafagna, depends on the geometry of the domain.
r 2003 Elsevier Inc. All rights reserved.
Keywords: Maximum principle; Elliptic equations
1. Introduction and statement of the main results
We will consider the second-order elliptic operator in non-divergence form
Lw :¼ aijðxÞ@ijw þ biðxÞ@iw þ cðxÞw ð1:1Þ
in a domain O of Rn; with coefﬁcients
aij ¼ aji; bi; cALNðOÞ; i; j ¼ 1;y; n; ð1:2Þ
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g0jxj2paijðxÞxixjpG0jxj2 8xARn; g040; ð1:3Þ
cp0: ð1:4Þ
Deﬁnition 1.1 (Berestycki et al. [5, maximum principle]). We say that the maximum
principle holds for the operator L in O if
LwX0 in O; ð1:5Þ
lim sup
x-@O
wðxÞp0 ð1:6Þ
imply wp0 in O:
This is a weak form of the maximum principle [8, Section 2.2; 9, Section 3.1; 10,
Section 5.5; 12] and will be completed specifying the involved functions. Throughout
the paper, unless otherwise stated, L acts on the functions wAW 2;nloc ðOÞ which are
bounded above. Of course, since W 2;nloc ðOÞCCðOÞ; the requirement that w be
bounded above is pleonastic when O is bounded, because of (1.6), and the maximum
principle holds without restrictions, by virtue of the classical Alexandroff–
Bakelman–Pucci estimate [1–3,11] for the subsolutions of the equation Lw ¼ f ;
namely
sup wp lim sup
x-@O
wþðxÞ þ Cjj f jjLnðOÞ; ð1:7Þ
in which the constant C depends on the diameter of the domain. When O is an
unbounded domain, if lim supjxj-N wðxÞo0; then we can reduce ourselves to the
bounded case. On the contrary, some condition at inﬁnity is needed to prevent that
the supremum be realized at inﬁnity, as will be readily seen considering the harmonic
function wðxÞ ¼ ex1 cos x2 in the inﬁnite strip p=2ox2op=2 [6, pp. 550–551].
However, even assuming wðxÞ bounded above, the maximum principle may not
hold, as can be shown for n ¼ 3 considering the harmonic function wðxÞ ¼ 1 1=jxj
outside the ball centered at the origin of radius 1 [7, Section 3].
Roughly speaking, when we deal with unbounded domains, we need ‘‘enough
boundary near every point’’. The sense of this assertion will be soon understood, in
view of the geometric conditions to be introduced below.
Deﬁnition 1.2 (Cabre´ [6, condition G]). We say that O satisﬁes condition G if there
exist positive constants so1; to1 and R0 such that
8xAO (BRx s:t: jBRx \Ox;tjXsjBRx j;
where BRx is a ball containing x of radius RxpR0 and Ox;t is the component of
O-BRx=t to which x belongs.
ARTICLE IN PRESS
A. Vitolo / J. Differential Equations 194 (2003) 166–184 167
This condition already appears in a well-known paper of Berestycki–Nirenberg–
Varadhan (see [5, Theorem 2.5]) and gives rise to a rich class of unbounded
domains, which contains connected open sets with ﬁnite measure, inﬁnite cylinders
and strips.
Deﬁnition 1.3 (Cafagna and Vitolo [7, condition wG]). We say that O satisﬁes
condition wG if there exist positive constants so1 and to1 such that
8xAO (BRx s:t: jBRx \Ox;tjXsjBRx j;
where BRx is a ball containing x of radius Rx and Ox;t is the component of O-BRx=t
to which x belongs.
This is a weak form of condition G, which may be in turn regarded as the sub-case
of wG in which sup RxoþN; and covers a sensibly larger class of unbounded
domains, including the open connected cones whose closure is different from the
whole space.
Actually, the maximum principle is known assuming condition G [6, Theorem
1.4], when the coefﬁcients bi are supposed only bounded, and condition wG, when
bi ¼ 0 [7, Theorem A]. A way to explain this, which is also the idea on which
Theorem 1.3 below is based, is that the improved ABP estimate of Cabre´ can be
expressed in the easier to handle form
sup wp lim sup
x-@O
wþðxÞ þ C sup
xAO
Rxjj f jjLnðOx;tÞ; ð1:8Þ
where the constant C depends on the radii Rx of condition G by means of the
quantity supxAO RxjjbijjLNðOx;tÞ: Therefore, when we deal with the maximum
principle, i.e. f ¼ 0; the bound supxAO RxpR0 of condition G, as well as bi ¼ 0; is
only a sufﬁcient assumption to have
sup
xAO
RxjjbijjLNðOx;tÞoþN: ð1:9Þ
Thus, when sup Rx ¼ þN; we may not hope to have C ﬁnite in (1.8) using only
the boundedness of bi; but neither we need to eliminate completely the ﬁrst-order
term, which could be excessively limiting for the applications. We have only to
reduce its importance according to (1.9), e.g. assuming jbiðxÞjpjðjxjÞ; where jðrÞ is
a decreasing function such that jðrÞ-0 as r-N: In change, we will accept to
renounce a little of the wide generality of condition wG.
A major complication with respect to the case bi ¼ 0; is due to the fact that a LN-
norm, not a pointwise estimate, has to be used to compensate the growth of Rx in
(1.9), and so we have to be careful using condition wG. This will be understood
considering the cone O ¼ fðx1; x2Þ=0ox2ox1=4g; under the assumption biðxÞ ¼
Oð1=jxjÞ as jxj-N; which will appear natural in this case. Firstly, we realize
condition wG with s ¼ 1=2 and t ¼ 1=2; associating to each xAO the ball with
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center at the origin and radius Rx ¼ 2jxj: Then (1.9) is satisﬁed if bi ¼ 0; but
obviously not if biðxÞ ¼ 1=ð1þ jxjÞ; because in this case jjbijjLNðO-BRx Þ ¼ 1 and
condition biðxÞ ¼ Oð1=jxjÞ becomes of no use. Alternatively, let us consider the
balls with center in x1 and radius x1=3: Differently from before, now condi-
tion biðxÞ ¼ Oð1=jxjÞ can be used to get jjbijjLNðO-BR=tÞ ¼ Oð1=jxjÞ and so (1.9).
This will be at the basis of Theorem 1.1 below. For an alternative approach
we refer to Cabre´ [7, Theorem 1.8]. It should also be mentioned that for the
Laplace operator a completely different method, based on the eigenfunctions of
the Laplace–Beltrami operator, is provided by Berestycki–Caffarelli–Nirenberg
[4, Lemma 2.1].
The above methods work with all inﬁnite open connected cones, whose closure is
different from the whole space, but fail in the limiting case when O is the cut plane or
also when O is the complement of a parabolic shaped domain. Actually, we know the
maximum principle to hold in such domains only assuming bi ¼ 0 [7, Theorem B].
Our purpose is to show that in fact we may admit bia0: To do this, we will go back
to a deep result, on which estimate (1.8) is based, that is the Krylov–Safonov
boundary weak Harnack inequality (HT) due to Trudinger. It will be used carefully
in a chain of balls surrounding the origin in order to take advantage from the decay
of the ﬁrst-order term.
Theorem 1.1. Let b0 and d be positive constants. Let wX0 be a function such that
LwX0 in a domain O of Rn: If we assume
jbiðxÞjpb0=ð1þ jxjÞ; ð1:10Þ
then there exists a positive constant lo1; which depends only on n; g0; G0; b0 and d;
such that for every yAO and xARn s.t. jxj ¼ jyj and Hx; any hyperplane through x; we
have
wðyÞpl lim sup
z-ðO-SxÞ,@O
wðzÞ þ ð1 lÞ sup w; ð1:11Þ
where Sx ¼ Bðx; djxjÞ-Hx is the circular neighborhood of center at x and radius djxj
in the relative topology of the hyperplane Hx:
In particular, if O-Sx ¼ | for every yAO; the values wðyÞ can be controlled above
by a weighted sum of lim supz-@O and of supO w; with weights strictly greater than 0
and smaller than 1. Passing to the least upper bound over yAO; this yields at once
the maximum principle in the cut plane and in the complements of the closure of
inﬁnite open connected cones lying in a hyperplane (with respect to the relative
topology). However these are only particular cases of a new geometric condition,
which includes a more general class of domains and nonetheless is sufﬁcient to
obtain the maximum principle when biðxÞ ¼ Oð1=jxjÞ:
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Deﬁnition 1.4 (condition G). A domain O of Rn satisﬁes condition G if there exist
positive constants so1; to1; Zo1 and d; such that: for every yAO; ya0;
(xARn s:t: jxj ¼ jyj and Hx; a hyperplane through x; s:t: Sx-O ¼ |;
where Sx ¼ Bðx; djxjÞ-Hx is the circular neighborhood of center at x and radius djxj
in the relative topology of the hyperplane Hx; otherwise
8zASx-O (BRz s:t: jBRz \Oz;tjXsjBRz j;
where BRz is a ball containing z of radius RzpZjxj and Oz;t is the component of
O-BRz=t to which z belongs.
As mentioned above, condition G (ﬁrst alternative) is satisﬁed by the cut plane
and analogous domains in higher dimensions. Other signiﬁcant examples of
condition G (mixed ﬁrst and second alternative), such as the complements of
hypersurfaces and domains with holes, are also considered in the applications. Thus
it includes a general class of domains.
At the same time it is sufﬁcient to obtain maximum principle when biðxÞ ¼
Oð1=jxjÞ; as shown by the result below. Before stating it, we explicitly outline that
condition G is easily seen to be ‘‘hereditary’’. Thus it include the complements of
parabolic shaped domains and of inﬁnite half-strips in R2; where the maximum
principle holds provided biðxÞ ¼ Oð1=jxjÞ: This can be generalized in R3 to the
inﬁnite cylinders over such plane domains.
Theorem 1.2. Let O be a domain of Rn satisfying condition G: Assume also (1.10).
Then the maximum principle holds for the elliptic operator L in O:
In fact, under the same assumptions of Theorem 1.2, we claim that a variant of the
ABP estimate can be proved, as will be done below in Section 3, Theorem 3.1, which
extends the analogous estimate of Cabre´ [7, Theorem 1.8] to the general domains
considered here, to include also inﬁnite open connected cones whose closure is the
whole space.
That additional assumptions on the coefﬁcients bi are needed in the case bia0;
and (1.10) is near the best possible, can be recognized noting that for 0oao1 the
function uðx; yÞ ¼ ð1 e1xaÞð1 e1yaÞ is solution of the equation
uxx þ uyy þ ðaxð1aÞ þ ð1 aÞx1Þux þ ðayð1aÞ þ ð1 aÞy1Þuy ¼ 0
in the cone O ¼ fðx; yÞAR2=x41; y41g:
Nonetheless, following the introductory arguments which lead to Theorems 1.1
and 1.2, we expect that assumption (1.9) may be relaxed in the case of domains with
‘‘opening which tends to zero at inﬁnity’’, such as parabolic domains. This will be
accomplished as a consequence of the following result.
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Theorem 1.3. Let O a domain of Rn which satisfies condition wG. Assume also that bi
satisfy (1.9) for some family fBRxg which realizes condition wG. Then the maximum
principle holds for the elliptic operator L:
In particular the assumptions of Theorem 1.3 are fulﬁlled when O satisﬁes
condition G, since we always consider biALNðOÞ; and so this result contains the
maximum principle provided by the improved ABP estimate of Cabre´ [6, Theorem
1.4].
Using Theorem 1.3 we also deduce the announced application to the case of
parabolic shaped domains O ¼ fx ¼ ðx1; x0ÞARn=x140; jx0jox1=m1 g; m41; substi-
tuting (1.10) with the weaker assumption
jbiðxÞjpb0=ð1þ x1=m1 Þ; ð1:12Þ
that is a decay of biðxÞ in the longitudinal direction depending on the shape of the
domain. Indeed, the family of balls BRx centered on the axis x1 with radius Rx ¼
2x
1=m
1 provides condition wG and at same time, with the aid of (1.12), safeguards
(1.10).
We also note that the limiting cases correspond to a convex cone ðm ¼ 1Þ; for
which in fact biðxÞ ¼ Oð1=jxjÞ is needed, and to an half-inﬁnite cylinder ðm ¼ þNÞ;
which satisﬁes condition G, so that, conversely, nothing else is needed apart the
boundedness of biðxÞ:
In spite of [7, Theorem B], Theorem 1.3 can be extended to show the maximum
principle in domains which are suitably decomposable into subdomains where the
maximum principle is already known (see Theorem 4.1 below). As application we
will consider an elliptic operator L outside a cylinder in R3; which agrees with the
Laplace operator D deﬁnitively. It is worth to remark that in this case our method
has to be supported by the explicit knowledge of the fundamental solution of
Laplace operator in the plane.
In conclusion, we observe that the results contained in the paper refer to the case
of zero-order term cðxÞp0; while the above-mentioned paper of Berestycki–
Nirenberg–Varadhan, such as the above quoted Theorem 1.4 of Cabre`, allow cðxÞ
change sign with the aid of condition G. In another direction, the method of
Berestycki–Caffarelli–Nirenberg for the Laplace operator in the cones provides in
fact the maximum principle without assuming wðxÞ bounded above, but only
lim supx-@O wðxÞ=jxjap0; where the exponent a depends on the opening of the cone.
In a forthcoming paper we will try to use the above machinery to treat these topics.
1.1. Plan of the paper
Section 2 is completely devoted to the proof of Theorem 1.1. The basic tool is the
Krylov–Safonov boundary weak Harnack inequality (HT) due to Trudinger, quoted
as Theorem 2.1. In Section 3 we use Theorem 1.1 to prove Theorem 1.2 and to state a
variant of the ABP estimate, that is Theorem 3.1. In Section 4 we give the proof of
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Theorem 1.3 and state Theorem 4.1 together with a consequence, Corollary 4.2,
which will be in turn useful in the applications. Finally, in Section 5 we discuss
various cases in which the results of the preceding sections can be applied to obtain
the maximum principle.
2. Proof of Theorem 1.1
As anticipated in the Introduction, the proof makes use of a deep result, the
Krylov–Safonov boundary weak Harnack inequality (HT) due to Trudinger [9,
Theorem 9.27], which we recall, for sake of completeness, in the version given by
Cabre´ [6, Theorem 2.2].
Theorem 2.1 (HT). Let A be a domain of Rn; and let B and B be concentric balls of
radius R and R=t; resp., where to1 is a positive constant, such that B-A and B\A are
non-empty. Suppose RpR0 for some positive constant R0: Assume that fALnðAÞ and
uAW 2;nloc ðAÞ satisfy
Lupf in A; uX0 in A: ð2:1Þ
Set
us ðxÞ ¼
inffuðxÞ; sg if xAA;
s if xeA;

ð2:2Þ
where
s ¼ lim inf
z-B-@A
uðzÞ: ð2:3Þ
Then
1
jBj
Z
B
ðus Þp
 1=p
pC inf
B-A
u þ Rjj f jjLnðB-AÞ
 
; ð2:4Þ
where p and C41 are positive constants depending only on n; g0; G0; t; R0jjbijjLNðB-AÞ
and R20jjcjjLNðB-AÞ:
To prove Theorem 1.1 we will apply the above result to the non-negative function
u ¼ M  w; where
M ¼ sup w; ð2:5Þ
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dealing with the operator L  c; which satisﬁes
Lu  cðxÞup0; ð2:6Þ
since cðxÞp0 and wX0:
Let us consider points yAO and xARn such that jxj ¼ jyj: Obviously we may
assume xay: Let also be ðr;jÞ the polar coordinates in the plane Hx;y through 0; x
and y: We may suppose, up to a rotation and possibly an inversion, that x and y have
polar coordinates ðjxj; 0Þ and ðjxj; aÞ; resp., with 0oapp: We have also to take a
circular neighborhood Sx ¼ Bðx; djxjÞ-Hx of x of radius djxj in the relative
topology of some hyperplane Hx through x; and we may suppose do1: The proof
will be carried out in three steps:
(a) a small, e.g. 0oaparctanð1=2Þ; Hx ¼ H0; the hyperplane of equation j ¼ 0;
(b) 0oapp; Hx ¼ H0 the hyperplane of equation j ¼ 0;
(c) 0oapp; Hx ¼ H; any hyperplane through x:
Part (a)—Take the ball B0 of radius
jxj
4 tangent at the point x to the hyperplane H0
of equation j ¼ 0: We will consider the concentric balls BRy and BRy=t1 of slightly
larger radii, with Ry ¼ ð1þ eÞ jxj4 ; 0oep1=2 and 1=2pt1o1; say, to be chosen in
order that the radius of the disk Sx ¼ BRy=t1-H0 be less than djxj: Thus BRy and
BRy=t1 are disconnected by H0 (see Fig. 1). We get at once that
jBRy\ðO\H0Þy;t1 jXs1jBRy j for some positive constant s1o1 depending only on d;
where ðO\H0Þy=t1 is the component of ðO\H0Þ-BRy=t1 which contains y: Moreover,
since BRy=t1 has positive distance, at least jxj=4; from the origin, we have
jbijpb0=ð1þ jxj=4Þ in BRy=t1-O: On the other side, Rypjxj=2 and so
RyjjbijjLNðO-BRy=t1 Þp2b0: ð2:7Þ
In view of (2.5) and (2.6), we apply (HT) considering the operator L  c and the
function u ¼ M  w with A ¼ ðO\H0Þy;t1 ; B ¼ BRy and B ¼ BRy=t1 :
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inside the ball BRy=t1 :
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Using (2.7) we obtain
s1=p1 M  lim sup
z-ðO-SxÞ,@O
wðzÞ
" #
p s1=p1 lim inf
z-B-@A
uðzÞ
pC inf
B-A
upC½M  wðyÞ;
whence (1.11) follows in this case with l ¼ s1=p=C depending on n; g0; G0; b0 and d:
Part (b)—Divide the semicircumference of equation r ¼ jxj; 0pjpp; in the plane
Hx;y; into eight arcs of the same length by means of the points zk; k ¼ 0; 1;y; 8;
starting from z0 ¼ x to ﬁnish with z8 ¼ x; which correspond to the polar angles
jk ¼ kp=8; k ¼ 0; 1;y; 8: Obviously each arc subtends an angle a ¼ p=8 such that
tanðaÞp1=2 (see Fig. 2). Since the point y belongs to an arc of endpoints zk and zk1;
we can apply Part (a), using the hyperplane H1 of equation j ¼ jk1 with d1od to
be chosen in the sequel. Thus we obtain
wðyÞpl1 lim sup
z-ðO-S1Þ,@O
wðzÞ þ ð1 l1Þ sup w; ð2:8Þ
where 0ol1o1 and S1 ¼ Bðzk1; d1jxjÞ-H1: If k ¼ 1 or O-S1 ¼ |; we are done.
Otherwise each point of O-S1 can be estimated by the same technique using the
hyperplane H2 of equation j ¼ jk2: This will involve a slightly greater disk S2 on
H2 of center zk2; namely S2 ¼ Bðzk2; d2jxjÞ-H2 with d2 ¼ ð1þ d1Þ2  1: Choosing
d1 small enough in order to make d2od; we get
wðyÞpl21 lim sup
z-ðO-S2Þ,@O
wðzÞ þ ð1 l21Þ sup w: ð2:9Þ
After at most 8 steps we meet the hyperplane H0 of equation j ¼ 0 inside a disk
Sx ¼ Bðx; d8jxjÞ-H0 of x; where d8 ¼ ð1þ d1Þ8  1: Choosing d1 small enough in
order to make d8od; then we still obtain (1.11) with l ¼ l81:
Part (c)—Let now H be any hyperplane through x and Sx ¼ Bðx; djxjÞ-H be the
disk of center x and radius djxj in the hyperplane H: We may obviously suppose
HaH0: Then we consider a slightly smaller disk S0 of center x on the hyperplane H0;
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joining x–y:
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namely S0 ¼ Bðx; d0jxjÞ-H0 with d0od: By Part (b) we have
wðyÞpl2 lim sup
z0-ðO-S0Þ,@O
wðz0Þ þ ð1 l2Þ sup w; ð2:10Þ
where 0ol2o1: If O-S0 ¼ |; we are done.
Otherwise, let z0 be a point of O-S0: In view of (2.5) and (2.6) we apply (HT)
considering the operator L  c which acts on u ¼ M  w: In this case we choose the
balls B ¼ BRz0 and B ¼ BRz0=t0 centered at x having radii Rz0 ¼ d0jxj and Rz0=t0 ¼
djxj; resp. Then t0 ¼ d0=d and we set A ¼ ðO\HÞz0;t0 ; the component of
ðO\HÞ-BRz0=t0 to which z0 belongs (see Fig. 3). From (2.4), where we can put
s ¼ 1=2; we deduce
21=p M  lim sup
z-ðO-SxÞ,@O
wðzÞ
" #
p 21=p lim inf
z-B-@A
uðzÞ
pC inf
B-A
upC½M  wðz0Þ;
whence
wðz0Þpl3 lim sup
z-ðO-SxÞ,@O
wðzÞ þ ð1 l3Þ supw; ð2:11Þ
where 0ol3o1: Inserting (2.11) into (2.10) and putting l ¼ l2l3; we obtain (1.11) in
its general form.
3. Proof of Theorem 1.2 and a variant of ABP estimate
Proof of Theorem 1.2. Let us assume LwX0 in O and lim supz-@O wðzÞp0: Since
W
2;n
loc ðOÞCCðOÞ and condition G is retained by the subdomains, we may also
suppose wX0:
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Fig. 3. Proof of Theorem 1.1 part (c): application of (HT) to evaluate wðz0Þ without boundary points of O
inside the ball BRz0=t0:
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Let us consider yAO: Taking xARn s.t. jxj ¼ jyj and the hyperplane Hx provided
by condition G; by Theorem 1.1 we get
wðyÞpl lim sup
z-ðO-SxÞ,@O
wðzÞ þ ð1 lÞ sup w; ð3:1Þ
where Sx ¼ Bðx; djxjÞ-Hx is the circular neighborhood of center at x and radius djxj
in the relative topology of the hyperplane Hx; and lo1 is a positive constant, which
depends only on n; g0; G0; b0 and d:
Case (i): If O-Sx ¼ |; since lim supz-@O wðzÞp0; we have at once
wðyÞpð1 lÞ sup w: ð3:2Þ
Case (ii): Otherwise, by the second alternative of condition G; if z is a point of
O-Sx; then z is contained in a ball BRz of radius RzpZjxj s.t. jBRz\Oz;tjXsjBRz j;
where Oz;t is the component of O-BRz=t to which z belongs. Eventually passing to
smaller do1 and greater to1; condition G is preserved and we may suppose dþ
Z=to1 in order that BRz=t have a positive distance njxj from the origin (see Fig. 4).
This implies
RzjjbijjLNðO-BRz=tÞpZb0=n: ð3:3Þ
In view of (2.5) and (2.6) we apply the Harnack inequality (HT) of Trudinger
considering the operator L  c and the function u ¼ M  w in A ¼ Oz;t: Choosing
B ¼ BRz ; B ¼ BRz=t and using (3.3), we have
s1=p M  lim sup
z-@O
wðzÞ
 
p s1=p lim inf
z-B-@A
uðzÞ
pC inf
B-A
upC½M  wðzÞ;
whence for zAO-Sx
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Fig. 4. Proof of Theorem 1.2 case (ii): application of (HT) to evaluate wðzÞ:
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wðzÞpm lim sup
z-@O
wðzÞ þ ð1 mÞ sup w; ð3:4Þ
with 0omo1 depending only n; g0; G0; b0; s; t; Z and d: Collecting (3.1) and (3.4),
since lim supz-@O wðzÞp0; we get
wðyÞpð1 lmÞ sup w: ð3:5Þ
Hence, in both cases (3.2) and (3.5) we obtain
wðyÞpt sup w; ð3:6Þ
with 0oto1 independent of y: So, passing to the least upper bound over yAO; we
get sup wp0; as we intended to prove. &
Remark 3.1. Let us consider an arbitrary unbounded domain O: Following the proof
of Theorem 1.2, the decisive estimate (3.6) may be carried out for all points y
satisfying the requirements of condition G according to Deﬁnition 1.4. Well, assume
that this condition be satisﬁed deﬁnitively, say for jyjXR1; instead that for all ya0:
Then the maximum principle still holds in O:
In view of the conclusion of the proof of Theorem 1.2, it remains to prove estimate
(3.6) for the points y1AO such that jy1joR1: This is easily accomplished by the
classical maximum principle in O-Bð0; R1Þ; which in fact implies
wðy1Þp sup
yAO;jyj¼R1
wðyÞpt sup w;
as we intended to show, where the last inequality still depends on (3.6) obtained in
advance for jyjXR1:
A variant of ABP estimate—Now we suppose that wAW 2;nloc ðOÞ; bounded above, is
a subsolution of the equation Lw ¼ f ; with fALnðOÞ: We assume condition G
deﬁnitively, for jyjXR1; as in Remark 3.1, and we may suppose wX0 as well as at the
beginning of the proof of Theorem 1.2. The proof of Theorem 1.1 works step for
step, with an additional term depending on Ln-norm of the function f ; as implied by
Harnack inequality (HT). For each point yAO such that jyjXR1 in this case Part (a)
yields
wðyÞpl lim sup
z-ðO-SxÞ,@O
wðzÞ þ ð1 lÞ sup w þ Ryjj f jjLnðO-BRy=t1 Þ: ð3:7Þ
As already observed Rypjxj=2 and BRy=t1 has positive distance, at least jxj=4; from
the origin. Thus Ryp2jzj for every zABRy=t1 and we can estimate
Ryjj f jjLnðO-BRy=t1 Þp2jj½jzj f ðzÞjjLnðO-BRy=t1 Þ
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in (3.7). We can reason similarly in Parts (b) and (c) of the proof of Theorem 1.1.
Therefore the presence of the external function f leads to the estimate
wðyÞpl lim sup
z-ðO-SxÞ,@O
wðzÞ þ ð1 lÞ sup w þ C1jj½jzj f ðzÞjjLnðOÞ ð3:8Þ
for some positive constant C1: Using condition G
 as in the proof of Theorem 1.2, a
further application of (HT) is needed in case (ii) to estimate the values wðzÞ for
zAO-Sx: In this case we consider balls BRz with RzpZjxj and BRz=t with positive
distance njxj from the origin. Therefore the term related to Ln-norm of the function
f ; to be added in the right-hand side of (3.4), will in turn be expressed in terms of the
norm jj½jzj f ðzÞjjLnðOÞ: Namely, for the points yAO with jyjXR1 we have the
inequality
wðyÞpt sup w þ ð1 tÞ lim sup
z-@O
wðzÞ þ C2jj½jzj f ðzÞjjLnðOÞ; ð3:9Þ
where t is given by (3.6) and C2 depends on Z: On the other side, for the points y1AO
with jy1joR1; we can use the classical ABP estimate and then (3.9) to get
wðy1Þp lim sup
z-ðO-@Bð0;R1ÞÞ,@O
wðzÞ þ C3R1jj f jjLnðOÞ
p t sup w þ ð1 tÞ lim sup
z-@O
wðzÞ þ C4jjðR1 þ jzjÞ f ðzÞjjLnðOÞ;
where C4 depends only on n; g0; G0; b0R1 and Z: Finally, passing to the least upper
bound over yAO; we obtain the estimate
sup wp lim sup
z-@O
wðzÞ þ C5jjðR1 þ jzjÞ f ðzÞjjLnðOÞ:
Thus we have established the following result, which extends a preceding result of
Cabre´ [6, Theorem 1.8].
Theorem 3.1 (Variant of ABP estimate). Let O be a domain of Rn satisfying condition
G definitively, i.e. for jyjXR1; with R1 some positive constant. Let wAW 2;nloc ðOÞ be
bounded above such that LwXf : Assume also (1.10) and fALnðOÞ: Then
sup wp lim sup
z-@O
wþðzÞ þ CjjðR1 þ jzjÞ f ðzÞjjLnðOÞ; ð3:10Þ
where C depends only on n; g0; G0; b0; s; t; Z and d:
The above-mentioned result of Cabre´ was concerned with domains O such that
jAðr; 2rÞ\OjXsjAðr; 2rÞj; rXR1; ð3:11Þ
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for some positive constant so1; where Aðr; 2rÞ ¼ fxARn : rojxjo2rg: Therefore
condition (3.11) cut off all domains such that jRn\Oj ¼ 0; while condition G does
not, including the cut plane and analogous domains in higher dimensions.
4. Proof of Theorem 1.3 and its generalizations
Proof of Theorem 1.3. Let us assume LwX0 in O and lim supz-@O wðzÞp0: As in the
proof of Theorem 1.2, we may suppose wX0: By condition wG, each point x of O is
contained in a ball BRx of radius Rx s.t. jBRx \Ox;tjXsjBRx j; where Ox;t is the
component of O-BRx=t to which x belongs, and we suppose that for every xAO
RxjjbijjLNðOx;tÞpooþN: ð4:1Þ
Let us ﬁx a point xAO: In view of (2.5) and (2.6) we apply (HT) considering the
operator L  c and the function u ¼ M  w in A ¼ Ox;t: Choosing B ¼ BRx and
B ¼ BRx=t; we have
s1=p M  lim sup
z-@O
wðzÞ
 
p s1=p lim inf
z-B-@A
uðzÞ
pC inf
B-A
upC½M  wðxÞ:
Hence we get for every xAO
wðxÞpt sup w; ð4:2Þ
with 0oto1 depending only on n; g0; G0; s; t and o; and the assertion follows as
usual passing to the least upper bound over xAO: &
Let us consider now an arbitrary domain O: Suppose that condition wG in O is
satisﬁed only within a subset H; in the following sense: there exist positive constants
so1 and to1 such that
8xAH (BRx s:t: jBRx \Ox;tjXsjBRx j; ð4:3Þ
where as usual BRx is a ball containing x of radius Rx and Ox;t is the component of
O-BRx=t to which x belongs. Looking at the proof of Theorem 1.3, if we also
assume that (4.1) holds in H; then we obtain the key-inequality (4.2) for every xAH:
This leads to the following result, which generalizes [7, Theorem B].
Theorem 4.1. Let O be domain of Rn and H be a subset of O satisfying (4.3) and bi
fulfilling (4.1) for every xAH: If the maximum principle holds for L in each component
O0 of O\H; then it holds for L in O:
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Proof. Let us assume LwX0 in O and lim supz-@O wðzÞp0: As in the proof of
Theorem 1.3, we may suppose wX0: In view of the above considerations, by virtue
of (4.3) it remains to prove (4.2) for the points x of the components O0 of O\H; whose
boundary is contained in @O,H: Since lim supz-@O wðzÞp0; using the maximum
principle in O0 we have in fact for every xAO0
wðxÞp sup
zAH
wðzÞpt sup w;
where the last inequality is the key inequality (4.2), which we know to hold in H by
virtue of (4.3). Thus we have (4.2) everywhere in O and we can conclude as in the
proof of Theorem 1.3. &
Furthermore, noting that conditions (4.1) and (4.3) are inherited by the
subdomains, we can also state the following result, which is a straightforward
consequence of Theorems 1.3 and 4.1 of practical use in the applications and
generalizes [7, Theorem C].
Corollary 4.2. Let O be domain of Rn and H be a subset of O satisfying (4.3). Assume
also that the bi’s satisfy (4.1) for every xAH: If each component O0 of O\H satisfies
condition wG and for some family fBRxg which realizes condition wG
sup
xAO0
RxjjbijjLNðO0x;tÞoþN; ð4:4Þ
or also condition G and for some family fBRxg which realizes condition G
sup
xAO0
jxjjbijjLNðO0x;tÞoþN; ð4:5Þ
then the maximum principle holds for L in any subdomain of O:
5. Applications
Here we discuss various cases of unbounded domains where the maximum
principle holds for the elliptic operator L deﬁned in (1.1), with coefﬁcients as
in (1.2), (1.3) and (1.4), using the different results established in the previous
sections. We observe preliminarily that all such results extend at once to sub-
domains, by virtue of the ‘‘hereditariness’’ of the geometric conditions to be
employed.
5.1. Applications of Theorem 1.2 in R2
We suppose jbiðxÞj ¼ Oð1=jxjÞ; i ¼ 1; 2; as jxj-N; and recall that the maximum
principle is implied in this case by condition G:
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1. Let us consider the positive half-line H ¼ fðs; 0Þ=sX0g: The maximum principle
holds in the cut plane O ¼ R2\H; since obviously O satisﬁes condition G (ﬁrst
alternative) with do1: See Figs. 1 and 2 for a picture of this case. We explicitly
outline that the maximum principle in turn holds in the complement O ¼ R2\F of a
parabolic shaped domain F ¼ fðx1; x2Þ=x22px1g and of an inﬁnite half-strip F ¼
fðx1; x2Þ=x1X0; x22p1g; since such domains are included in O ¼ R2\H:
2. Let f : ½a;þNÞ-R be a continuous function with sub-linear growth, i.e.
j f ðsÞjph þ kjsj; for some constants h and k; and K ¼ fðs; f ðsÞÞ=sA½a;þNÞg be its
graph. The maximum principle holds in O ¼ R2\K ; since O satisﬁes condition G
(mixed ﬁrst and second alternative). To see this we may suppose, up to a translation,
that a ¼ 0; f ð0Þ ¼ 0; and, rescaling the variables, that k is small as we want. Thus K
is contained in a convex cone of opening a ¼ 2 arctanðkÞ with vertex in the origin
and axis on the positive half-line H ¼ fðs; 0Þ=sX0g: We refer to Fig. 4 for a picture.
Then consider K ¼ fðs; s2Þ=sX0g: The function f ðsÞ ¼ s2 does not have sub-linear
growth, but we can still conclude that the maximum principle holds in O ¼ R2\K : To
see this we may equivalently consider the set K ¼ fðs; s1=2ÞÞ=sX0g or the smaller set
K1 ¼ fðs; s1=2ÞÞ=sX1g: The latter is the graph of a sub-linear function. So O1 ¼
R2\K1 satisﬁes condition G
; a fortiori OCO1 does it, and we are done.
3. Set F ¼ SkAN %BðxðkÞ; 1=3Þ; where xðkÞ ¼ ðk; 0Þ; kAN: The maximum principle
holds in O ¼ R2\F ; since O satisﬁes condition G (second alternative).
5.2. Applications of Theorem 1.2 in Rn; nX3
We suppose jbiðxÞj ¼ Oð1=jxjÞ; i ¼ 1;y; n; as jxj-N; and recall that the
maximum principle is implied in this case by condition G: We use the
decomposition Rn ¼ Rn1  R; setting x ¼ ðx0; xnÞ ¼ ðx1;y; xn1; xnÞ:
1. Let us consider the hyperplane H ¼ fxARn=xn ¼ 0g: The maximum principle
holds in O ¼ Rn\H since obviously O satisﬁes condition G (ﬁrst alternative) with
do1: Furthermore, the same holds in O ¼ Rn\ %S; where S an open connected cone of
H in the relative topology. In fact, the points of the axis of S have positive distance
at least ejxj from the boundary of S; and then condition G (ﬁrst alternative) is
satisﬁed again with doe: This is infact the counterpart of 5.1.1 in higher dimensions.
As there, we explicitly outline that the maximum principle extend to the inﬁnite
cylinders O ¼ R ðR2\FÞ in R3 and the slabs O ¼ Rn2  ðR2\FÞ in Rn; where F is a
parabolic shaped domain or of a half-strip in R2; as deﬁned in 5.1.1.
2. An extension of 5.1.2 is provided by the domains O ¼ Rn\K ; where K is the
hypersurface consisting of the graph K ¼ fðs; f ðsÞÞ=sA %Sg; where S is an open
connected cone of the hyperplane H ¼ fxARn=xn ¼ 0g and f : %S-R is a continuous
function with sub-linear growth.
3. We can also extend 5.1.3 considering O ¼ Rn\F ; where F ¼ SkANn1 %BðxðkÞ; 1=3Þ
with xðkÞ ¼ ðk; 0Þ; kANn1
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5.3. Applications of Theorem 1.3
An example, regarding the parabolic shaped domains O ¼ fx :¼ ðx1; x0ÞARn=x1
40; jx0jox1=m1 g; m41; has already been discussed in the Introduction. It can be
generalized observing that the maximum principle in fact holds in the larger
parabolic shaped domains O ¼ fxARn=x140; xnox1=m1 g under the assumption
jbiðxÞjpb0=ð1þ x1=m1 Þ; with convex angular sectors ðm ¼ 1Þ and half-inﬁnite slabs
ðm ¼ þNÞ as limiting cases.
5.4. Applications of Theorem 4.1
Here we apply Theorem 1.4 to the case of an elliptic operator L which becomes the
Laplace operator outside a cylinder in R3: Precisely, we consider an elliptic operator
L; in the form (1.1), on O ¼ fxAR3=x21 þ x224R21g; assuming that L ¼ D in
O2 ¼ fxAR3=x21 þ x224R22g
for some R24R140; with the aim to show the maximum principle for L in O:
To see this, we divide O into the two subdomains O2 and
O1;2 ¼ fxAR3=R21ox21 þ x22oR22g
by means of the cylindrical surface H ¼ @O2 ¼ fxAR3=x21 þ x22 ¼ R22g:
We start considering condition G in O with s ¼ 1=2; t ¼ 1 R1=R2; R0 ¼ R2 and
observing that the points of H satisfy (4.3) together with a bound (4.1). Next, since
O1;2 satisﬁes condition G, the maximum principle holds in O1;2: On the other side, O2
does not satisfy condition wG, either. Nevertheless, we will show that the maximum
principle holds in O2; and thus the maximum principle in O will follow from
Theorem 4.1.
In fact, let us take wAW 2;nloc ðO2Þ; wpM; such that
LwX0 in O2; lim sup
z-H
wðzÞp0;
assuming also wX0; as we may, and consider the functions
weðxÞ ¼ wðxÞ  e logðr=R2Þ; e40;
where r ¼ ðx21 þ x22Þ1=2: Then weAW 2;nloc ðO2Þ; wepM; and
DweX0 in O2; lim sup
z-H
weðzÞp0:
Let us ﬁx e40: Then the function we tends to N as r-N and so there is Re4R2
such that wep0 in O for rXRe: This also implies that lim supx-@OeweðxÞp0 where
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Oe ¼ fxAO=R2oroReg is a domain satisfying condition G. Then by Theorem 1.3
wep0 in O2: If we ﬁx now xAO2; letting e-0; we get wðxÞp0; as desired.
5.5. Applications of Corollary 4.2
1. Let us consider a domain O contained in the positive half-plane x240 of R2 and
assume that biðxÞ ¼ Oð1=x2Þ; i ¼ 1; 2; if x241: Then the maximum principle holds in
O: Indeed, using H ¼ fxAR2=x2 ¼ 1g; we disconnect the half-plane x240 into the
half-plane x241; which satisﬁes condition wG together with bound (4.4), under the
assumption biðxÞ ¼ Oð1=x2Þ; and the strip 0ox2o1; which satisﬁes condition G.
2. Let us consider a domain O contained in the exterior parabolic domain deﬁned
by the inequality x1o2x22 þ 2: Suppose that jbiðxÞjpb0=ð1þ jxjÞ in O; i ¼ 1; 2; but
only jbiðxÞjpb0=jxj1=2 in the channel x22 þ 1ox1o2x22 þ 2: Then the maximum
principle holds in O: To see this, we observe that, using H ¼ fxAR2=x22 þ 1 ¼ x1g;
we disconnect the domain x1o2x22 þ 2 into the exterior parabolic domain x1ox22 þ
1; which satisﬁes condition G together with bound (4.5) under the assumption
jbiðxÞjpb0=ð1þ jxjÞ; and the channel x22 þ 1ox1o2x22 þ 2; which satisﬁes condition
wG together with bound (4.4) under the assumption jbiðxÞjpb0=jxj1=2:
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