Abstract. We consider a class of complementarity problems involving functions which are not Lipschitz continuous. In this paper we reformulate this class of non-Lipschitzian complementarity problems into a Lipschitzian complementarity problem. Then we propose an inexact smoothing Newton method to solve this Lipschitzian complementarity problem. We prove that our proposed method converges quadratically and globally under a mild condition. Numerical results show that this method is promising. This method can solve these kinds of complementarity problems with one million variables in reasonable time on a PC with 1 GB of RAM.
Introduction. Let
n + = {x ∈ n : x ≥ 0}, and define F :
where M is an n × n matrix, B is an n × n diagonal matrix with positive diagonals,
T , p ∈ (0, 1), and q is a vector in n . Because p ∈ (0, 1), the function F is not Lipschitz continuous at a vector which has zero component. In this paper we consider the following nonlinear complementarity problem (NCP) and denote it by NCP(F). Find x ∈ n + such that
Such a non-Lipschitzian NCP arises from the reaction and diffusion problems [1, 4] , which can be modeled as free boundary problems. . Using finite element approximation or finite difference approximation, we obtain an NCP (1.1). Note that in (1.1), F is defined only on n + . For the NCP obtained from Example 1, F has no definition on n \ n + . Over the last decade, a number of methods for solving the NCP have been developed (see [9, Chapters 9 and 11] ). However, most of these efficient methods require the involved function F to be Lipschitz continuous. For instance, smoothing Newton methods [6, 14] and semismooth Newton methods [8] assume that F is continuously differentiable. For these methods, in order to get the Q-quadratic convergence property, it is assumed that F is Lipschitz continuous. Without the Lipschitzian continuity of F , it seems hard to find a fast convergent method to solve the NCP(F).
Recently, Chen [5] presented a smoothing Newton method for solving the following system of equations with non-Lipschitzian functions by reformulating it as a system of equations with locally Lipschitzian functions. where for i = 1, 2, . . . , n,
S(x)
Under the condition that M is a symmetric positive definite matrix, it is proved that the smoothing Newton method [5] converges superlinearly and globally. For a general class of non-Lipschitzian complementarity problems, a late research work was given by Alefeld and Chen [1] , in which a regularized projection method has been proposed for solving this general class of non-Lipschitzian complementarity problems. This projection method has global and linear convergence properties under the condition that M is an H-matrix with positive diagonals. An n × n matrix A = (a ij ) is called a positive definite matrix if for any x ∈ n with x = 0, x T Ax > 0. The matrix A is called a P -matrix if, for every x ∈ n with x = 0, it holds that
The matrix A is called a P 0 -matrix if, for every x ∈ n with x = 0, there is an index i 0 = i 0 (x) with
Clearly a positive definite matrix is a P -matrix, and a P -matrix is a P 0 -matrix. A is called an M -matrix [12] 
An H-matrix with positive diagonals is a P -matrix.
The non-Lipschitzian NCP (1.1) and the non-Lipschitzian system (1.2) have a number of applications on some very important problems in physics and finance, such as the reaction-diffusion problems [3, 4] , the nonlinear parabolic complementarity problem [21] , and European and American option valuation [2, 22] . In order to find a numerical solution for these problems, we can use a discretization method such as the central difference, the piecewise linear finite element, or a finite volume method [21, 22] to reduce these problems into (1.1) or (1.2). Then a numerical solution of these problems is obtained by solving (1.1) or (1.2). However, the resulting problem (1.1) or (1.2) is usually very large.
In this paper we propose a superlinearly convergent method to solve the NCP(F) (1.1). In section 2 we give some equivalent formulations for the NCP(F). In particular, by using the techniques in [5] , we reformulate the NCP(F) as a nonlinear complementarity problem involving functions which are Lipschitz continuous. This is a crucial step in the development of a Newton-type method with superlinear convergence property for the NCP(F). In addition, under the condition that M is a P 0 -matrix, we show that the NCP(F) has a unique solution and the reformulated system enjoys a desirable nonsingularity property. In section 3 we present a superlinearly convergent algorithm for solving the NCP(F), which is an inexact version of the smoothing methods proposed in [14] . We show that our proposed method has global and quadratic convergence properties under the condition that M is a P 0 -matrix. This condition is weaker than the ones used in [1, 5] . Our numerical results reported in section 4 show that our proposed method can produce an approximate solution with high accuracy for large-scale problems. We conclude the paper with some remarks in section 5.
We conclude this section with some notation and terminology. For a continuously differentiable function D :
n → n , we denote the Jacobian of
n → n be a locally Lipschitzian vector function. By Rademacher's theorem, D is differentiable almost everywhere. Let U D denote the set of points where D is differentiable. Then the B-subdifferential of D at x ∈ n is defined by
while Clarke's generalized Jacobian of D at x is defined by
(see [7, 15] ). D is called semismooth at x if D is directionally differentiable at x and for all V ∈ ∂D(x + h) and h → 0,
D is called strongly semismooth at x if D is semismooth at x and for all V ∈ ∂D(x+h) and h → 0,
For x ∈ n , the 2-norm is denoted by x . For a convex set X ⊂ n , Π X (·) is the Euclidean projection operator onto X, which is defined as follows:
For a vector x ∈ n , diag(x) denotes the n×n diagonal matrix generated by x. For an n × n diagonal matrix B, B i denotes the ith diagonal of B. Let + = {t ∈ : t ≥ 0} and ++ = {t ∈ : t > 0}. Finally, we use t ↓ 0 + to denote the case that a positive scalar t tends to 0.
Some equivalent formulations.
In this section, we give some equivalent formulations for the NCP(F). In particular, we reformulate the NCP(F) as an NCP involving functions which are Lipschitz continuous, which is a vital step in the development of a superlinearly convergent method for the NCP(F). The idea of this reformulation is same as the one in [5] . It is proved that the smoothing Newton method [5] converges superlinearly and globally if M is a symmetric positive definite matrix. In this paper, we will show our proposed method converges quadratically and globally under the condition that M is a P 0 -matrix, which is a nice property of our method.
For a nonnegative vector x ∈ n and p ∈ (0, 1),
Then the NCP(F) becomes the following complementarity problem:
Let NCP(W) be the following NCP: Let X = n + . In order to prove that Proposition 2.2 holds, we need the following results.
Lemma 2.1. If M is a P 0 -matrix, then the function W is a P -function on X; i.e., for any x, y ∈ X with x = y, it holds that
Proof. For any x, y ∈ X with x = y, since M is a P 0 -matrix, there exists an index i such that
For two nonnegative numbers x i and y i with x i = y i , we have x
Hence,
Therefore, we have
This completes the proof. 
Otherwise, we can take a subsequence {y
Clearly the sequence {ȳ k } ⊂ X is bounded and for each k,
For each k, since M is a P 0 -matrix, there exists, for the two vectors (
Thus, we obtain
Since J has only a finite number of elements, by taking a subsequence if necessary, we may assume that for each k, i k = i ∈ J. So we have
This is a contradiction to y
In view of this contradiction, we conclude that L 0 is bounded.
The NCP(W) can be reformulated into some semismooth equations. Based on these equations, we can develop a superlinearly convergent method for NCP(W). It is well known that solving the NCP(W) is equivalent to finding a solution of the Robinson's normal equation
in the sense that if z * ∈ n is a solution of (2.7), then y * := Π X (z * ) is a solution of the NCP(W), and conversely if y * is a solution of the NCP(W), then z * := y * −W (y * ) is a solution of (2.7) [17] . Here, for any z ∈ n , Π X (z) is the Euclidean projection of z onto X.
Let φ be the Chen-Harker-Kanzow-Smale (CHKS) smoothing NCP function [13] , which is defined as
For any t = 0, by simple computation, we have
T . Then, from [14] , we have the following proposition. 
Proposition 2.4. φ(t, z) has the following properties:
(i) For any given t = 0, φ(t, z) is continuously differentiable. (ii) φ(t, z) ∈ intX for any given t > 0. (iii) φ(t, z) is a strongly semismooth function on n+1 . Define H : n+1 → n+1 by H(t, z) := t G(t, z) , (2.10) where G(t, z) = W (φ(t, z)) + z − φ(t, z).Then y * = Π X (z * ) is a
solution of the NCP(W), and x
* = (Π X (z * )) 1 p
is a solution of the NCP(F).
Let
n).
where
Here, I n is the n × n identity matrix.
Lemma 2.4 (see [16] 3. A superlinearly convergent algorithm. In this section, we present a Newton-type method to solve the system H(t, z) = 0, where H is defined in (2.10). We show that this method has global and superlinear convergence properties if M is a P 0 -matrix. Using this method, we can generate a sequence {x k } ⊂ X such that x k converges to the unique solution x * of the NCP(F) if M is a P 0 -matrix. Chooset ∈ ++ and γ ∈ (0, 1) such that γt < 0.5. Define the merit function ψ :
n+1 → + by
and define β :
Our proposed algorithm is stated as follows. Algorithm 3.1.
Step 0. Choose constants δ ∈ (0, 1) and σ ∈ (0, 1 2 ). Let t 0 :=t, z 0 ∈ n be an arbitrary point and k := 0.
Compute Δz k by solving the following linear system of equations:
Step 3. Let l k be the smallest nonnegative integer l satisfying
Step 4. Replace k by k + 1 and go to Step 1.
Remark 1. (a) Algorithm 3.1 can be regarded as an inexact version of the smoothing Newton methods proposed in [14] . In [14] , Δz k is an exact solution of the following linear system of equations:
In our proposed method, we require the linear system (3.3) to be solved inexactly. When the linear system (3.3) is large, the computation of an exact solution requires a lot of computer time and memory. In such a situation, one is forced to compute only an approximate solution by an iterative method.
More recently, in a paper by Gao and Sun [11] , an inexact smoothing Newton method has been proposed for solving the least squares covariance matrix problem.
The numerical results reported in [11] show this method is very efficient for solving the least squares covariance matrix problem with simple constraints.
(
Step 2 of Algorithm 3.1, we have
In [14] , d k is obtained by solving the following system exactly:
where r k e = [β kt , 0] T ∈ n+1 and r k e = β kt . (c) Algorithm 3.1 has global and superlinear properties under the condition that M is a P 0 -matrix. For Example 1, the assumption that M is a P 0 -matrix can be guaranteed by a proper discretization method such as the central difference, the piecewise linear finite element, or a finite volume method. See [18] .
In the following, we will give the convergence results for our proposed method. Note that Lemmas 3.1-3.3 are modifications of the corresponding results in [14] .
Lemma 3.1. Suppose that for some (t,z) ∈ ++ × n , H (t,z) is nonsingular.
Then, there exist a closed neighborhood N (t,z) of (t,z) and a positive numberᾱ ∈ (0, 1] such that for any (t, z) ∈ N(t,z) and all α ∈ [0,ᾱ], it holds that t ∈ ++ , H (t, z) is invertible, and
Δt = −t + β(t, z)t and Δz is a solution of the following linear system of equations:
Proof. Since H (t,z) is invertible andt ∈ ++ , there exists a closed neighborhood N (t,z) of (t,z) such that for any (t, z) ∈ N (t,z), we have t ∈ n ++ , and H (t, z) is invertible. For any (t, z) ∈ N (t,z), let Δt = −t + β(t, z)t, and let Δz be a solution of the following linear system of equations:
It follows from the mean value theorem that
Since H (·) is uniformly continuous on N (t,z) and d →d = [Δt, (Δz)
T ] T as (t, z) → (t,z), it follows that for all (t, z) ∈ N (t,z),
Then, from (3.5), (3.6), and the facts that β(t, z) ≤ γ[ψ(t, z)]
1 2 and r ≤ 2β(t, z)t, for all α ∈ [0, 1] and all (t, z) ∈ N (t,z), we have
Thus, by virtue of (3.7), we can find a positive numberᾱ ∈ (0, 1] such that for all α ∈ [0,ᾱ] and all (t, z) ∈ N (t,z), (3.4) holds.
Lemma 3.2. Suppose that M is a P 0 -matrix. Then, Algorithm 3.1 is well defined at the kth iteration and for any k ≥ 0. Furthermore,
Proof. It follows from Proposition 2.7 and Lemma 3.1 that Algorithm 3.1 is well defined at the kth iteration. By the same argument as that given in the proof of Proposition 16 [14] , we have (3.8) and (3.9) . Lemma 3.3. Suppose that M is a P 0 -matrix. Then, an infinite sequence {(t k , z k )} is generated by Algorithm 3.1, and each accumulation point (t,z) of
Proof. From Lemma 3.2 and Proposition 2.7, it follows that an infinite sequence
Hence, the two sequences {ψ k } and {β k } are monotonically decreasing. Since ψ k , β k > 0 (k ≥ 0), there existψ,β ≥ 0 such that ψ k →ψ and β k →β as k → ∞. Ifψ = 0 and {(t k , z k )} has an accumulation point (t,z), then, from the continuity of ψ(·) and β(·), we obtain ψ(t,z) = 0 and β(t,z) = 0. Thus, we obtain the desired result. Suppose thatψ > 0 and (t,z) ∈ n+1 is an accumulation point of {(t k , z k )}. By taking a subsequence, if necessary, we may assume that {(t k , z k )} converges to (t,z). Letψ = ψ(t,z) and β = β(t,z). It is easy to see thatt ≥βt > 0. Then, from Proposition 2.7, H (t,z) exists and is invertible. Hence, by Lemma 3.3, there exist a closed neighborhood N (t,z) of (t,z) and a positive numberᾱ ∈ (0, 1] such that for any (t, z) ∈ N (t,z) and all α ∈ [0,ᾱ], we have t ∈ ++ , H (t, z) is invertible, and
where Δt = −t + β(t, z)t and Δz is a solution of the following linear system of equations:
Therefore, for a nonnegative integer l such that δ l ∈ (0,ᾱ], we have
for all sufficiently large k. Then, for every sufficiently large k, l k ≤ l and hence
for all sufficiently large k. This contradicts the fact that the sequence {ψ k } converges toψ > 0. So, we complete the proof. Proposition 3.1. Suppose that M is a P 0 -matrix. Then, the level set
Proof. On the contrary, suppose that there exists a sequence
It is easy to prove that for i = 1, 2, . . . , n,
From the definition of φ, we have
Therefore,
So,
Since
It follows that for each k, there exists at least one i k ∈ J such that
Since J has only a finite number of elements, by taking a subsequence if necessary, we may assume that there exists an i ∈ J such that
Thus, by (3.11) and the definition of J, there exists at least one i ∈ J such that
Hence, by (3.10), (3.11) , and the boundedness of {t k }, it follows that for such i ∈ J, |z
This is a contradiction which shows L(t 0 , z 0 ) is bounded. From Proposition 3.1 and Lemma 3.3, we have the following theorem. Theorem 3.1. Suppose that M is a P 0 -matrix. Then an infinite sequence {(t k , z k )} is generated by Algorithm 3.1, and there exists an accumulation point
Clearly, by the definition given in (
and a constant C such that for any (t, z) ∈ N (0, z * ) with t = 0, H (t, z) is nonsingular and
Proof. If the conclusion is not true, then there is a sequence
Since H is locally Lipschitzian, ∂H is bounded in a neighborhood of (0, z * ). By passing to a subsequence, if necessary, we may assume that
Thus, V must be singular. This is a contradiction to the assumption of the lemma. This completes the proof.
Proof. For any (t k , z k ) ∈ n+1 with t k = 0, from (2.8) and (2.9), we have
Thus, for any V ∈ A(0, z * ), V can be written as
and 
Proof. By Lemma 3.4 and Propositions 2.5 and 3.2, the conclusion of the theorem follows from similar arguments as those given in the proof of Theorem 23 [14] .
From Propositions 2.3 and 2.6 and Theorems 3.1 and 3.2, we have the following. Theorem 3.3. Suppose that M is a P 0 -matrix. Then, an infinite sequence 
Numerical experiments.
In this section, we report our numerical experiments for testing the efficiency of Algorithm 3.1. At each iteration of Algorithm 3.1, the main task is to solve the linear system (3.1). The matrix G z (t k , z k ) in the system (3.1) is not symmetric, and from (2.13) and Lemma 2.4 it is nonsingular when M is a P 0 -matrix. Therefore, it is natural to choose the BiCGStab [20] solver to solve the linear system (3.1), and from [20, 19] this BiCGStab method converges when
Algorithm 3.1 was implemented in MATLAB and was run on a PC (Intel 3.20 GHz with 0.99 GB of RAM) for the following free boundary problem [1, 4] .
Example 2. Let Ω = (0, 1) × (0, 1) and p ∈ (0, 1). We consider Using the five-point finite difference approximation, we obtain an NCP with F (x) = M x + Bx p + q for x ∈ n + , and q is a vector in n . Here, the components of x are the approximations to the exact solution u(z) at the grid points of Ω, and M is a H-matrix.
Throughout the computational experiments, the following parameter values are used:t = 0.002, γ = 0.5, δ = 0.5, σ = 0.0005, and z 0 = 0.
The maximum number of iterations is set as 2000, and the maximum number of the line search is set as 20. At each iteration of Algorithm 3.1, the linear system (3.1) was solved by the bicgstab solver in MATLAB. We stopped the iteration when
First, we show the efficiency of the bicgstab solver. For Example 2, we use different discretizations N ∈ N . Note that the dimension of the corresponding complementarity problem is n = N 2 . We report our numerical results in Table 4 .1. In this table, Ite denotes the number of iterations of Algorithm 3.1, min(x, F ) ∞ denotes the value of min(x k , F (x k )) ∞ at the final iteration, and A.N-BiCGStab denotes the average number of the iterations of the bicgstab solver. From this table, we can see the bicgstab solver can solve the linear system (3.1) efficiently and the average number of the iterations is less than √ n = N , where n is the size of the test problem. This is a nice result for the bicgstab solver.
Next, we will compare our proposed method with the regularized projection method (RPM) proposed in [1] for the non-Lipschitzian NCP (1.1). Throughout the computational experiments, for the RPM, we use
For both Algorithm 3.1 and the RPM, the stopping criterion is
The numerical results obtained are summarized in Tables 4.2 and 4. 3. In these two tables, CPU(s) denotes the total computer time in seconds used to solve the problem. For the cases N = 90, 120, 150, and 180, we set p = 0.2, 0.3, . . . , 0.9. For the cases N = 200, 400, 600, 800, and 1000, we let p = 0.6, 0.7, 0.8, 0.9. Moreover, for the case N = 1000, the maximum CPU-time set for each algorithm is 10 hours. So "> 10 hours" in Table 4 .3 indicates that the algorithm cannot give a solution within 10 hours. The results reported in Tables 4.2 and 4.3 show that both Algorithm 3.1 and the RPM perform well for these test problems. In particular, we can see that Algorithm 3.1 can produce an approximate solution with high accuracy for these test problems and also can solve very large problems. 
