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Abstract.
Dans la première partie de cet article qui en comporte trois, nous avons dégagé la notion d’unité
modulaire forte de niveau N . Elle nous a permis de structurer la famille de formes modulaires
(M2k(Γ0(N)))k∈ N∗ et de proposer les bases explicites pour ces espaces. C’est dans cette optique
que nous avons rédigé cette seconde partie où la structure et des bases explicites sont proposées lorsque
1 6 N 6 10.
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Introduction
Nous proposons dans cet article de décrire la structure complète des espaces modulaires (M2k(Γ0(N)))k∈N∗
pour N ∈ J1, 10K. Cet ensemble d’entiers contient les pemiers nombres premiers, le carré et le cube
de nombres premiers, ainsi que le produit de deux nombres premiers distincts. De quoi s’adapter à
d’autres situations si nécessaire.
Il s’agit d’appliquer concrètement les résultats développés dans la première partie de cet article [4].
Pour un niveau N donné, nous avons établi l’existence d’une fonction ∆N qui permet de structurer
la famille (M2k(Γ0(N)))k∈N∗ et de décrire des bases de chacun de ses espaces lorsque l’on connait une
base de chaque espace M2k(Γ0(N)), pour les poids compris entre 2 et ρN + 2, où ρN désigne le poids
de ∆N .
Les formes modulaires constituant les bases pour 2 6 2k 6 ρN + 2, seront décrites sous forme de η-
produits, en ce qui concerne ∆N , mais surtout de fonctions elliptiques de Weierstrass classiques ou
renormalisées décrites dans [3]. Celles-ci permettront des représentations sur des formes variées des
formes modulaires.
1 – Les fonctions de Weierstrass sur le réseau réduit Λτ = Z+ τZ
Les résultats qui suivent sont des rappels de [3].
Pour τ dans le demi plan de Poincaré H, nous notons Λτ = Z+ τZ le réseau de périodes 1 et τ .
Nous rappellons des résultats concernant les fonctions ℘(z, τ) et ℘̃(z, τ), renormalisées par un facteur
multiplicatif qui évite d’encombrer les formes modulaires de facteurs inutiles
 =
1
π2
℘ et ̃ =
1
π2
℘̃.
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Ces deux fonctions permettent d’obtenir des formes modulaires selon le groupes Γ0(N). Comme nous
le verrons, la fonction  est plus souple d’utilisation, alors que ̃ est particulièrement adaptée au cas
N = 2n et permet d’obtenir naturellement des unités modulaires.
• La fonction 
- La définition sous forme de série
Pour (z, τ) ∈ (C− Λτ )×H :
(z, τ) =
1
π2
(
1 +
∗∑
n,m
1
(z + n+mτ)2
−
1
(n+mτ)2
)
, ∀z ∈ C− Λτ . (1)
où l’on a noté
∗∑
n,m
=
∑
(m,n)∈Z2
(m,n) 6=(0,0)
.
- Les pôles et les zéros
Les zéros de z 7→ (z, τ) ne sont pas localisables simplement, ceci est essentiellement dû au
traitement disymétrique du pôle z = 0.
Les pôles de , d’ordre deux, sont exactement sur le réseau Λτ .
- Les représentations de Fourier
Pour z = α+ βτ , (α, β) ∈ R2,
(z, τ) = cτ − 4i
+∞∑
n=1
n
sin(nπτ)
cos(nπ(2z − τ)) lorsque β ∈]0, 1[ (2)
= dτ +
4i
τ2
+∞∑
n=1
n
sin(nπ/τ)
cos(n(2z − 1)π/τ) lorsque α ∈]0, 1[. (3)
Les termes cτ et dτ ne dépendent que de τ et vérifient cτ − dτ = − 2π2τ . Les deux représentations
permettent de reconstituer (z, τ) pour (z, τ) ∈ (C− Λτ )×H par périodicité.
De plus, l’égalité d’Euler
∀z ∈ C− Z,
1
sin(πz)2
=
1
π2
∑
n∈Z
1
(z − n)2
(4)
couplée à (1) donne
∀z ∈ C−Λτ , (z, τ) = −
1
3
+
1
sin(πz)2
+
+∞∑
n=1
1
sin(π(nτ + z))2
+
1
sin(π(nτ − z))2
−
2
sin(πnτ)2
. (5)
- Factorisation
La méconnaissance de la localisation des zéros de  ne permet pas une représentation factorisée
agréable de cette fonction.
• La fonction ̃
- La définition sous forme de série
Pour (z, τ) ∈
(
C− (1+τ2 + Λτ )
)
×H :
̃(z, τ) =
1
π2
∑
(n,m)∈Z2
1
(z + (n+ 12 ) + (m+
1
2 )τ)
2
−
1
((n+ 12 ) + (m+
1
2 )τ)
2
. (6)
2
- Les pôles et les zéros
Les zéros de ̃, tous d’ordre deux, sont situés sur le réseau Λτ .
Les pôles de ̃, d’ordre deux aussi, sont sur le réseau translaté 1+τ2 + Λτ .
- Les représentations de Fourier
Pour tous z = α+ βτ , (α, β) ∈ R2,
̃(z, τ) = 4i
(
+∞∑
n=1
(−1)nn
sin(nπτ)
−
+∞∑
n=1
(−1)nn
sin(nπτ)
cos(2nπz)
)
lorsque |β| <
1
2
(7)
=
4i
τ2
(
−
+∞∑
n=1
(−1)nn
sin(nπ/τ)
+
+∞∑
n=1
(−1)nn
sin(nπ/τ)
cos(2nπz/τ)
)
lorsque |α| <
1
2
. (8)
Les deux représentations permettent de reconstituer ̃(z, τ) pour (z, τ) ∈
(
C− (1+τ2 + Λτ )
)
×H
par périodicité.
De plus, l’égalité d’Euler (4) couplée à (6) donne
∀z ∈
(
C− (
1 + τ
2
+ Λτ )
)
×H, ̃(z, τ) =
∑
n∈Z
1
sin(π((n+ 12 )τ + z +
1
2 ))
2
−
1
sin(π((n+ 12 )τ +
1
2 ))
2
.
(9)
- Factorisation
Pour (z, τ) ∈
(
C− (1+τ2 + Λτ )
)
×H et q = e2iπτ :
̃(z, τ) = −16sin (π z)2 q1/2
+∞∏
n=0
(1−q2n+2)4(1−qn+1/2)4
(
+∞∏
n=0
(
1− e2 iπ zqn+1
) (
1− e−2 iπ zqn+1
)
(
1 + e2 iπ zqn+1/2
) (
1 + e−2 iπ zqn+1/2
)
)2
.
(10)
• Relations entre les fonctions ̃ et 
Nous le constaterons plus tard, les deux fonctions ̃ et  conduisent à des fonctions modulaires, cet
aspect est visible sur les relations (7) et (8), par exemple.
Pour τ ∈ H fixé, les connaissances sur les pôles de  et ̃ montrent que z 7→ ̃(z, τ)−(z+ 1+τ2 , τ) est
constante. Le théorème de Liouville combiné à ̃(0, τ) = 0 donne le résultat suivant.
Lemme II- 1.1.
̃(z, τ) = (z +
1 + τ
2
, τ) − (
1 + τ
2
, τ). (11)
Pour compléter ce lemme, on cherche à écrire  en fonction de ̃. Précisément, nous allons établir
l’égalité suivante (qui ne se trouve pas dans [3])
Lemme II- 1.2. Pour τ ∈ H, il vient
(
1
2
+ τ, 2τ) = −
1
3
(
̃(
1
2
, 2τ) + ̃(τ, 2τ)
)
∈ M2(Γ0(4)) (12)
et par suite
(z, τ) = ̃
(
z +
1 + τ
2
, τ
)
−
1
3
(
̃(
1
2
, τ) + ̃(
τ
2
, τ)
)
. (13)
À noter que cette dernière relation conduit à une factorisation partielle de (z, τ). Elle permet également
de préciser les constantes cτ et dτ dans les égalités (2) et (3).
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Démonstration. La relation (13) se déduit clairement des égalités (11) et (12), alors le caractère modu-
laire de (12) sera établi au paragraphe suivant.
Il reste à prouver l’égalité (12), on s’appuie pour cela sur les représentations (5) et (9). Il vient
(
1
2
+ τ, 2τ) = −
1
3
+
1
cos(πτ)2
+
+∞∑
n=1
1
cos((2n+ 1)πτ)2
+
1
cos((2n− 1)πτ)2
−
2
sin(2nπτ)2
= −
1
3
+ 2
+∞∑
n=0
1
cos((2n+ 1)πτ)2
− 2
+∞∑
n=1
1
sin(2nπτ)2
.
D’autre part,
̃(
1
2
, 2τ) + ̃(τ, 2τ) =
∑
n∈Z
1
sin((2n+ 1)πτ)2
−
∑
n∈Z
1
cos((2n+ 1)πτ)2
+
∑
n∈Z
1
cos((2n+ 2)πτ)2
−
∑
n∈Z
1
cos((2n+ 1)πτ)2
= 1 + 2
+∞∑
n=0
1
sin((2n+ 1)πτ)2
+
+∞∑
n=1
1
cos((2n)πτ)2
−4
+∞∑
n=0
1
cos((2n+ 1)πτ)2
= 1− 2
+∞∑
n=1
1
sin(2nπτ)2
+ 2
+∞∑
n=1
1
sin(nπτ)2
+2
+∞∑
n=1
1
cos((2n)πτ)2
− 6
+∞∑
n=0
1
cos((2n+ 1)πτ)2
= 1 + 2
+∞∑
n=1
1
(sin(nπτ)cos(nπτ))2
− 2
+∞∑
n=1
1
sin(2nπτ)2
−6
+∞∑
n=0
1
cos((2n+ 1)πτ)2
= 1 + 6
+∞∑
n=1
1
sin(2nπτ)2
− 6
+∞∑
n=0
1
cos((2n+ 1)πτ)2
= −3(
1
2
+ τ, 2τ)
d’où le résultat annoncé.
2 – Les symétries de ̃ et  ; Exemples de formes modulaires
Les égalités (6), (7) et (8) pour ̃ et (1) pour  conduisent aux symétries élémentaires suivantes :
̃(z + 1, τ) = ̃(z + τ, τ) = ̃(z, τ) (z + 1, τ) = (z + τ, τ) = (z, τ)
̃(z, τ + 2) = ̃(z, τ) (z, τ + 1) = (z, τ)
̃(−z, τ) = ̃(z, τ) (−z, τ) = (z, τ)
̃(z,−τ) = ̃(z, τ) (z,−τ) = (z, τ)
(14)
Notons deux points. Pour z ∈ C fixé, la période de (z, .) vaut 1, alors qu’elle vaut 2 pour ̃(z, .). Par
ailleurs, la dernière symétrie est exacte, mais du point de vue des formes modulaires, nous ne considérons
que le cas τ ∈ H. À cela s’ajoute la symétrie d’inversion qui conduit au caractère modulaire :
4
̃(z, τ) =
1
τ2
̃
(
z
τ
,−
1
τ
)
(z, τ) =
1
τ2

(
z
τ
,−
1
τ
)
(15)
Montrons à présent la modularité de quelques formes modulaires construites à l’aide de  et ̃.
À N fixé, on connait des systèmes générateurs de (Γ0(N),×). Un résultat classique indique qu’il suffit
de vérifier la condition (i) de la définition I-1.3 sur un tel système pour en déduire la propriété (i)
dans sa généralité. De même, on sait construire un système de représentant de chacune des classes de
Γ0(1)/Γ0(N). Pour montrer (ii), il suffit de vérifier cette condition sur les représentants des classes
d’équivalence.
Nous donnerons, dans ce paragraphe, des exemples de formes modulaires pour construire des bases
explicites. Afin de ne pas allonger démesurement cet article, il ne sera pas possible de produire une
démonstration de modularité pour chacune de ces fonctions. Néanmoins, nous allons montrer à présent
sur quelques exemples, comment les symétries de  et ̃ conduisent à des démonstrations de modula-
rité. Un moyen efficace de vérifier les affirmations de modularité à venir et non démontrées consiste à
comparer avec les développements limités en q = e2iπτ de bases de fonctions modulaires que l’on trouve,
en particulier dans le logiciel SAGE.
• (τ, 2τ) ∈ M2(Γ0(2))
Ce résultat est bien connu, voir [2] p.130 par exemple.
De part les relations (6), (7) et (8), les conditions de la définition I-1.3 sont faciles à vérifier exceptée
la condition (i) pour le générateur non trivial de Γ0(2),
(
1 0
2 1
)
.
Le comportement aux pointes d’une fonction Φ se traite à l’aide d’un système de représentants des
classes de Γ0(1)/Γ0(2) donné par SAGE :
(
1 0
0 1
)
,
(
0 −1
1 0
)
et
(
1 0
1 1
)
.
Pour une telle matrice il faut montrer que τ 7→ (cτ + d)−2Φ
(
aτ+b
cτ+d
)
admet une limite lorsque τ tend
vers i∞ et ceci est clair sur la représentation de Weierstrass donnée en (1).
Posons Φ(τ) = (τ, 2τ) et vérifions la relation de modularité pour γ en appliquant deux fois l’inversion :
Φ
(
τ
2τ + 1
)
= 
(
τ
2τ + 1
,
2τ
2τ + 1
)
=
(
2τ + 1
2τ
)2

(
1
2
,−
1
2τ
)
=
(
2τ + 1
2τ
)2
(−2τ)2(−τ, 2τ)
= (2τ + 1)2Φ(τ).
(16)
• ̃
(
1
2
, 2τ
)
∈ M2(Γ0(4))
Les relations (6) et (7) donnent immédiatement pour τ ∈ H :
Φ(τ) = ̃(12 , 2τ) =
1
π2
∑
(n,m)∈Z2
1
(n+ (2m+ 1)τ)2
−
1
((n+ 12 ) + (2m+ 1)τ)
2
= −8i
+∞∑
n=1
2n+ 1
sin(2(2n+ 1)πτ)
.
(17)
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De même, les conditions de la définition I-1.3 sont faciles à établir excepté la condition (i) pour le
générateur non trivial γ =
(
1 0
4 1
)
, et éventuellement le comportement aux pointes.
Vérifions la relation de modularité pour γ en appliquant deux fois l’inversion :
Φ
(
τ
4τ + 1
)
= ̃
(
1
2
,
2τ
4τ + 1
)
=
(
4τ + 1
2τ
)2
̃
(
1
2
4τ + 1
2τ
,−
4τ + 1
2τ
)
=
(
4τ + 1
2τ
)2
̃
(
1
4τ
+ 1,−
1
2τ
− 2
)
=
(
4τ + 1
2τ
)2
̃
(
1
4τ
,−
1
2τ
)
=
(
4τ + 1
2τ
)2
(2τ)
2
̃
(
−
1
2
, 2τ
)
= (4τ + 1)2Φ(τ).
(18)
Pour l’étude aux pointes d’une fonction Φ, utilisons le système de représentants des classes de
Γ0(1)/Γ0(4) donné par SAGE :
(
1 0
0 1
)
,
(
0 −1
1 0
)
,
(
1 0
1 1
)
,
(
0 −1
1 2
)
,
(
0 −1
1 3
)
,
(
1 0
2 1
)
.
Pour ces matrices, l’existence d’une limite pour τ 7→ (cτ + d)−2Φ
(
aτ+b
cτ+d
)
lorsque τ tend vers i∞ est
clair sur la représentation de Weierstrass donnée en (17).
• ̃(τ, 2τ) ∈ M2(Γ0(4))
À l’aide de (6) mais aussi (8) on obtient :
Φ(τ) = ̃(τ, 2τ) =
1
π2
∑
(n,m)∈Z2
1
((n+ 12 ) + 2mτ)
2
−
1
((n+ 12 ) + (2m+ 1)τ)
2
=
2i
τ2
+∞∑
n=1
n
sin(nπ/τ)
.
(19)
Cette fois encore, les conditions de la définition I-1.3 sont faciles à établir excepté la condition (i) pour
le générateur non trivial de Γ0(4), A =
(
1 0
4 1
)
. Le comportement aux pointes se traite comme évoqué
plus haut grâce à la forme de Weierstrass des relations (19).
Φ
(
τ
4τ + 1
)
= ̃
(
τ
4τ + 1
,
2τ
4τ + 1
)
=
(
4τ + 1
2τ
)2
̃
(
1
2
,−
4τ + 1
2τ
)
=
(
4τ + 1
2τ
)2
̃
(
1
2
,−
1
2τ
)
=
(
4τ + 1
2τ
)2
(−2τ)
2
̃(−τ, 2τ)
= (4τ + 1)2Φ(τ).
(20)
• ̃(τ, 2τ)
2
∈ M4(Γ0(2))
6
Posons à nouveau Φ(τ) = ̃(τ, 2τ). D’après le cas précédent, Ψ = Φ2 ∈ M4(Γ0(4)) et on désire montrer
mieux : Ψ ∈ M4(Γ0(2)).
Cette fois encore, les conditions de la définition I-1.3 sont faciles à établir excepté la condition (i) pour
le générateur non trivial de Γ0(2), A =
(
1 0
2 1
)
. Le comportement aux pointes se traite comme évoqué
plus haut grâce à la forme de Weierstrass de Ψ.
Afin de vérifier la modularité Ψ sous l’action de A, remarquons l’égalité ̃(12 , τ − 1) = −̃(
1
2 , τ)) qui est
une conséquence immédiate de (7).
Ψ
(
τ
2τ + 1
)
= ̃
(
τ
2τ + 1
,
2τ
2τ + 1
)2
=
(
2τ + 1
2τ
)4
̃
(
1
2
,−
2τ + 1
2τ
)2
=
(
2τ + 1
2τ
)4(
−̃
(
1
2
,−
1
2τ
))2
=
(
2τ + 1
2τ
)4
(−2τ)
2
̃(−τ, 2τ)
= (2τ + 1)4Ψ(τ).
(21)
Le résultat s’en déduit.
• (
1
2
+ τ, 2τ) = −
1
3
(
̃(
1
2
, 2τ) + ̃(τ, 2τ)
)
∈ M2(Γ0(4))
Il s’agit de la relation (12) déjà établie et qui est aussi une égalité modulaire, voici pourquoi.
Dans un premier temps, on vérifie l’appartenance de Φ(τ) = (
1
2
+ τ, 2τ) à l’espace M2(Γ0(4)) en
vérifiant la seule condition non triviale : Φ
(
τ
4τ+1
)
= (4τ + 1)2Φ(τ).
Φ
(
τ
4τ + 1
)
= 
(
6τ + 1
8τ + 2
,
2τ
4τ + 1
)
=
(
4τ + 1
2τ
)2

(
6τ + 1
4τ
,−
4τ + 1
2τ
)
=
(
4τ + 1
2τ
)2

(
2τ + 1
4τ
,−
1
2τ
)
=
(
4τ + 1
2τ
)2
(−2τ)
2

(
2τ + 1
2
, 2τ
)
= (4τ + 1)2Φ(τ).
(22)
Par ailleurs, ̃(τ, 2τ) et ̃(12 , 2τ)) sont deux éléments de l’espace M2(Γ0(4)) de dimension 2.
Les relations (17) et (16) permettent d’écrire :
̃(τ, 2τ) = 1− 8q + 24q2 +O(q3) et ̃(
1
2
, 2τ) = −16q +O(q3).
Ainsi (̃(τ, 2τ),−
1
16
̃(
1
2
, 2τ)) est une base unitaire échelonnée de M4(Γ0(2)).
Par suite (
1
2
+ τ, 2τ) = −
1
3
(1 − 24q + 24q2 + O(q3)) est un élément de M4(Γ0(2)) et la relation (12)
est l’expression de (
1
2
+ τ, 2τ) dans la base précédente.
• ̃
(
1
2
, τ
)2
∈ M4(Γ0(2))
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Cette fonction est particulièrement intéressante puisqu’il s’agira, à une constante multiplicative près,
de ∆2.
Les relations (6) et (7) donnent :
Φ(τ) = ̃(12 , τ)
2 =
1
π2


∑
(n,m)∈Z2
1
(n+ (m+ 12 )τ)
2
−
1
((n+ 12 ) + (m+
1
2 )τ)
2


2
= −64
(
+∞∑
n=1
2n+ 1
sin((2n+ 1)πτ)
)2
.
(23)
La fonction Φ est clairement 1-périodique, il reste à vérifier la relation modulaire Φ
(
τ
4τ + 1
)
= (4τ +
1)2Φ(τ) :
Φ
(
τ
4τ + 1
)
= ̃
(
1
2
,
τ
4τ + 1
)2
=
(
4τ + 1
τ
)4
̃
(
1
2
4τ + 1
τ
,−
4τ + 1
τ
)2
=
(
4τ + 1
τ
)4
̃
(
1
2τ
+ 2,−
1
τ
− 4
)2
=
(
4τ + 1
τ
)4
̃
(
1
2τ
,−
1
τ
)2
=
(
4τ + 1
τ
)4
τ2̃
(
−
1
2
, τ
)2
= (4τ + 1)4Φ(τ).
(24)
Cette vérification laisse à penser que la racine de ∆2 pourrait être une forme modulaire, mais en fait
non : la fonction ̃
(
1
2
, τ
)
est 2-périodique mais pas 1-périodique comme on le constate facilement sur
ses représentations.
3 – Détermination d’un élément E
(0)
2,N
On a noté, au théorème I-5.2 de la partie I, l’existence d’un élément de valuation 0 dans M2(Γ0(p)) et
son importance dans la description algorithmique des bases des espaces (M2k(Γ0(p)))k∈N∗ pour N > 2.
La démonstration proposée s’appuyait sur la série d’Eisenstein E2. Nous allons donner ici une démons-
tration différente et fournir une forme explicite pour un élément E(0)2,N .
Théorème II- 3.1. Soit N ∈ N∗, alors la fonction définie par
ΦN (τ) =
−3
N − 1
N−1∑
k=1
(kτ,Nτ) (25)
est un élément de M2(Γ0(N)) de valuation 0 et unitaire.
Démonstration. D’après la relation (5), ΦN est 1-périodique et de plus
∀k ∈ J1, N − 1K, lim
τ→i∞
(kτ,Nτ) = −
1
3
. (26)
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Il en résulte ΦN = 1 +O(q) ainsi que ν(ΦN ) = 0.
L’existence d’une limite en toute pointe résulte de (1), il reste à étudier l’action de Γ0(N) sur ΦN .
(N − 1)π2ΦN(τ) =
(
N−1∑
k=1
1
k2
)
1
τ2
+
∗∑
n,m
N−1∑
k=1
(
1
(n+ (k +mN)τ)2
−
1
(n+mNτ)2
)
(27)
Soit
(
a b
c d
)
∈ Γ0(N), on pose c = Nc′ et ΨN(τ) = (N − 1)π2(cτ + d)−2ΦN
(
aτ + b
cτ + d
)
et il vient
ΨN (τ) =
(
N−1∑
k=1
1
k2
)
1
(aτ + b)2
+
∗∑
n,m
N−1∑
k=1
( 1
((cτ + d)n+ (k +mN)(aτ + b))2
−
1
((cτ + d)n+mN(aτ + b))2
)
=
(
N−1∑
k=1
1
k2
)
1
(aτ + b)2
+
∗∑
n,m
N−1∑
k=1
( 1
((ak + amN + cn)τ + (bk + bmN + dn))2
−
1
((amN + cn)τ + (bmN + dn))2
)
(28)
La transformation
{
p = dn+Nbm
q = c′n+ am
est un isomorphisme du réseau Z2 avec
{
n = ap−Nbq
m = −c′p+ dq
.
Par suite,
ΨN(τ) =
(
N−1∑
k=1
1
k2
)
1
(aτ + b)2
+
∗∑
p,q
N−1∑
k=1
(
1
((ak + qN)τ + (bk + p))2
−
1
(qNτ + p)2
)
. (29)
On remarque alors que
SN (τ) =
(
N−1∑
k=1
1
k2
)(
1
(aτ + b)2
−
1
(aτ)2
)
+
∗∑N−1∑
k=1
1
((ak + qN)τ + (bk + p))2
−
1
((ak + qN)τ + p)2
=
∑
(p,q)∈Z2
N−1∑
k=1
1
((ak + qN)τ + (bk + p))2
−
1
((ak + qN)τ + p)2
= 0
(30)
avec un changement de variable licite sur p, et donc
ΨN (τ) =
(
N−1∑
k=1
1
k2
)(
1
(aτ)2
)
+
∗∑
p,q
N−1∑
k=1
1
((ak + qN)τ + p)2
−
1
(qNτ + p)2
(31)
Pour chaque k ∈ J1, N − 1K ak = ukq + rk avec (uk, rk) ∈ Z × J0, N − 1K. On sait par ailleurs que
ad− c′Nb = 1, et donc rk 6= 0 et même {rk, 1 6 k 6 N − 1} = {1, . . . , N − 1} car a est inversible dans
Z/NZ. On peut aussi écrire : pour r ∈ J1, N − 1K il existe un unique (vr, kr) ∈ Z × J1, N − 1K tel que
r = vrN + akr. En réordonnant,
ΨN(τ) =
(
N−1∑
k=1
1
k2
)(
1
(aτ)2
)
+
∗∑
p,q
N−1∑
r=1
1
((r + (q − vr)N)τ + p)2
−
1
(qNτ + p)2
=
(
N−1∑
k=1
1
k2
)(
1
(aτ)2
)
+
N−1∑
r=1
∗∑
p,q
1
((r + (q − vr)N)τ + p)2
−
1
(qNτ + p)2
(32)
Si p 6= 0,
∑
q
1
((r + (q − vr)N)τ + p)2
−
1
(qNτ + p)2
=
∑
q
1
((r + qN)τ + p)2
−
1
(qNτ + p)2
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Si p = 0,
∑
q 6=0
1
((r + (q − vr)N)τ)2
−
1
(qNτ)2
=
1
(rτ)2
−
1
((r − vrN)τ)2
+
∑
q 6=0
1
((r + qN)τ)2
−
1
(qNτ)2
=
1
(rτ)2
−
1
(akrτ)2
+
∑
q 6=0
1
((r + qN)τ)2
−
1
(qNτ)2
Ainsi, puisque {k1, . . . , kN−1} = {1, . . . , N − 1},
ΨN(τ) =
(
N−1∑
k=1
1
k2
)
1
τ2
+
∗∑
p,q
N−1∑
r=1
1
((r + qN)τ + p)2
−
1
(qNτ + p)2
= (N − 1)ΦN(τ)
(33)
ce qui est le résultat de modularité cherché.
Le lecteur intéressé pourra chercher à vérifier l’égalité suivante :
G2,N (τ) = π
2
N−1∑
k=1
(kτ,Nτ) =
N−1∑
k=1
℘(kτ,Nτ) (34)
où G2,N (τ) est la fausse série d’Eisenstein rappelée dans la partie I, (voir [8] ou [2]). Notons que pour
N = 2, 3, 5 et 7, c’est une conséquence de la relation dim(M2(Γ0(N))) = 1.
Théorème II- 3.2. Soit N > 1, on dispose de la représentation de Fourier
−3
N − 1
N−1∑
k=1
(kτ,Nτ) = 1−
6
N − 1
+∞∑
n=1
1
sin(nπτ)2
+
6N
N − 1
+∞∑
n=1
1
sin(nπNτ)2
. (35)
Remarquons que l’on peut fournir une version de ΦN plus efficace numériquement en se rappelant
que z 7→ (z,Nτ) est une fonction elliptique de périodes 1 et Nτ . Par suite, pour k ∈ J1, N − 1K,
(kτ,Nτ) = ((N − k)τ,Nτ). Ainsi, selon la parité de N :
ΦN (τ) =



1
n
n∑
k=1
(kτ, (2n+ 1)τ) si N = 2n+ 1
1
n− 12
(
1
2
(nτ, 2nτ) +
n−1∑
k=1
(kτ, (2n)τ)
)
si N = 2n.
(36)
En reprenant les notations de la partie I concernant les bases génériques B2k(Γ0(N)) = (E
(s)
2k,N )06s6d2k(N)−1,
on peut donc choisir :
Corollaire II- 3.1.
E
(0)
2,2 = −3(τ, 2τ) = 1 + 24q + 24q
2 + 96q3 + 24q4 + 144q5 + 96q6 +O(q7) ∈ M2(Γ0(2)), (37)
E
(0)
2,3 = −3(τ, 3τ) = 1 + 12q + 36q
2 + 12q3 + 84q4 + 72q5 + 36q6 +O(q7) ∈ M2(Γ0(3)). (38)
Pour finir ce paragraphe, et sans démontration, on constate que (25) est un point d’accès à une boîte
à outils bien plus générale.
Si P ∈ C[X1, . . . , XN−1] est un polynôme symétrique homogène de degré k, alors l’application
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τ 7→ P ((τ,Nτ), . . . ,((N − 1)τ,Nτ))
est un élément de M2k(Γ0(N)). On utilisera ce procédé dans le cas N = 7.
Il suffit de vérifier que pour tout k ∈ N∗, τ 7→
N−1∑
n=1
(nτ,Nτ)k appartient à M2k(Γ0(N)), ceci grâce aux
formules de Newton sur les polynômes symétriques.
4 – Structure et bases de (M2k(Γ0(N)))k∈N∗, 1 6 N 6 10
Dans ce paragraphe, on cherche à déterminer des bases échelonnées unitaires explicites pour tous les
espaces (M2k(Γ0(N)))k∈N∗ , 1 6 N 6 10. Par explicite, on entend représentable à l’aide de η-produits ou
des fonctions elliptiques  et ̃, ce qui fournit naturellement d’autres représentations permettant des
développements en série de Fourier à tout ordre.
On reprend les notations de la partie I, en particulier, on désigne par d2k(N) la dimension de
M2k(Γ0(N)), et par B2k(Γ0(N)) = (E
(s)
2k,N )06s6d2k(N)−1 une base échelonnée unitaire de M2k(Γ0(N)).
Une telle base existe mais n’est pas unique, contrairement à la suite strictement croissante des valuations
(ν(E
(s)
2k,N ))06s6d2k(N)−1.
Le théorème I-7.3 de la première partie indique que des bases des espaces (M2k(Γ0(N)))k> 1
2
ρN+1 sont
calculables dès que l’on connait des bases (B2k(Γ0(N)))k6 1
2
ρN ainsi que (E
(s)
ρN+2,N
)06s6ν(∆(N))−1, le
début d’une base de BρN+2(Γ0(N)).
Lorsque dρN (N) = ν(∆N ) + 1, et ce sera le cas pour 1 6 N 6 10, il suffit de connaître des bases
(B2k(Γ0(N)))k6 1
2
ρN . On peut en effet choisir E
(s)
ρN+2,N
= E
(s)
ρN ,N
E
(0)
2,N pour 0 6 s 6 ν(∆N )− 1.
Le théorème I-7.3 prend alors la forme suivante :
Théorème II- 4.1. Soit N un entier strictement positif tel que dρN (N) = ν(∆N ) + 1, alors
∀k >
ρN
2
, M2k(Γ0(N)) = ∆N .M2k−ρN (Γ0(N))⊕ V ect
(
E
(s)
ρN ,N
[E
(0)
2,N ]
k−
ρN
2 / 0 6 s < ν(∆N )
)
. (39)
Par suite, si k ∈ N∗ et k = q ρN2 + r avec 1 6 r 6
ρN
2 ,
M2k(Γ0(N)) = ∆
q
N .M2r(Γ0(N))
q−1⊕
n=0
∆nN .V ect
(
E
(s)
ρN ,N
[E
(0)
2,N ]
k−(n+1)
ρN
2 / 0 6 s < ν(∆N )
)
. (40)
La valeur caractéristique N = 11 est la première pour laquelle dρN (N) < ν(ρN )+1, et dans ce cas il faut
bien entendu appliquer le théorème I-7.3. À noter que, rapidement, l’hypothèse dρN (N) = ν(ρN ) + 1
devient systématiquement fausse.
4.1 – Structure et bases de (M2k(Γ0(1)))k∈N∗
Le cas N = 1 est bien connu [14, 15, 11], il se distingue du cas générique N > 2 par M2(Γ0(1)) = {0}.
L’unité modulaire forte est le discriminant modulaire ∆1(τ) = ∆(τ) = η(τ)24, le tableau des premières
dimensions d’espace est le suivant :
2k 2 4 6 8 10 12 14 16
d2k(1) 0 1 1 1 1 2 1 2
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On a classiquement
∀k > 7, M2k(Γ0(1)) = V ect(E
(0)
2k,1)⊕∆.M2k−12(Γ0(1)).
En ce qui concerne les bases, le résultat de référence construit sur les séries d’Eisenstein (voir [15], par
exemple) est : l’espace M2k(Γ0(1)) admet pour base la famille de monômes Ea4E
b
6, avec (a, b) ∈ N
2 tels
que 2a+3b = k. Néanmoins cette base n’est pas échelonnée, tous ces éléments sont de valuation nulle.
Les résultats du théorème II-4.1 permettent de construire récursivement des bases échelonnées, même
en l’absence d’un élément E(0)2,1 . Avec les notations habituelles, on peut choisir :
∀k ∈ N, k > 2, E
(0)
2k,1 = E2k
car les séries d’Eisenstein sont bien connues et admettent diverses représentations.
Un choix plus économe, et dans l’esprit du théorème II-4.1, consiste à poser
{
E
(0)
2k,1 = E
k/2
4 si k ∈ 2N
∗
E
(0)
2k,1 = E
(k−3)/2
4 E6 si k ∈ 2N
∗ + 1.
Quoiqu’il en soit, pour k = 6q + r > 2, 1 6 r 6 6, une base de M2k(Γ0(1)) est donnée par



(∆nE
(0)
2k−12n,1)06n6q−1 si r = 1
(∆nE
(0)
2k−12n,1)06n6q si 2 6 r 6 5
(∆q+1) ∪ (∆nE
(0)
2k−12n,1)06n6q si r = 6.
Cette base est unitaire et échelonnée régulièrement.
Afin d’être cohérent avec les objectifs annoncés, on peut noter l’égalité
∆(τ) =
1
256
(
̃
(
1
2
, τ
)
̃
(τ
2
, τ
)
̃
(
τ + 1
2
, τ + 1
))2
(41)
obtenue, par exemple, avec la factorisation (10) de ̃. On trouvera des représentations de E4 et E6 en
fonction de ̃ au paragraphe 4.4.
On rappelle que la fonction ̃ conduit systématiquement à des unités modulaires (pas d’annulation
sur H), et que c’est aussi le cas des produits de telles fonctions. Ainsi, toute forme modulaire selon
Γ0(1) = SL2(Z) est combinaison linéaire d’unités modulaires.
4.2 – Structure et bases de (M2k(Γ0(2)))k∈N∗
L’unité modulaire forte qui structure cet ensemble d’espaces est :
∆2(τ) = η(2τ)
16η(τ)−8 = q
+∞∏
k=1
(
1− q2k
)16
(1− qk)
8 ∈ M4(Γ0(2)). (42)
De la factorisation de ̃, on déduit :
∆2(τ) =
1
256
̃(
1
2
, τ)2. (43)
Avant de poursuivre, notons un point important. On constate que ∆2 ne s’annule pas sur H : les zéros
de z 7→ ̃(z, τ) sont sur le réseau Λτ et 12 n’est jamais sur ce réseau. Cette remarque s’étend facilement,
et explique pourquoi ̃ est un bon outil pour obtenir des unités modulaires (pas nécessairement fortes
car on ne contrôle pas le comportement aux pointes).
Rappelons les premières valeurs de d2k(2) :
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2k 2 4 6 8 10 12 14 16
d2k(2) 1 2 2 3 3 4 4 5
• M2(Γ0(2))
On a établi la relation (16) précédemment, (τ, 2τ) ∈ M2(Γ0(2)), et on pose :
⋆ E
(0)
2,2(τ) = −3  (τ, 2τ) = 1 + 24q + 24q
2 + 96q3 + 24q4 +O(q5).
D’autres représentations sont possibles. Par exemple en fonction de ̃ :
⋆ E
(0)
2,2(τ) = ̃(τ, 2τ)− 2̃(
1
2
, 2τ).
On démontrera cette égalité par argument modulaire lors de l’étude de l’espace M2(Γ0(4)).
• M4(Γ0(2))
On choisit selon l’usage E(0)4,2 = [E
(0)
2,2 ]
2, et puisque ∆2 ∈ M4(Γ0(2)), on dispose d’une base
échelonnée :
⋆ E
(0)
4,2(τ) = [E
(0)
2,2(τ)]
2 = 9(τ, 2τ)2 = 1 + 48q + 624q2 + 1344q3 + 5232q4 +O(q5).
⋆ E
(1)
4,2(τ) = ∆2(τ) =
1
256
̃(
1
2
, τ)2 = q + 8q2 + 28q3 + 64q4 +O(q5)
• Le cas général M2k(Γ0(2))
On peut appliquer le théorème II-4.1 avec ν(∆2) = 1 :
∀k > 3, M2k(Γ0(2)) = V ect(E
(0)
2k,2)⊕∆2.M2k−4(Γ0(2))
ce qui est en accord avec le tableau des dimensions.
On choisit E(0)2k,2 = [E
(0)
2,2 ]
k, et on en déduit par récurrence une base échelonnée de M2k(Γ0(2)) :
B2k(Γ0(2)) =
(
[E
(0)
2,2 ]
a∆b2, avec (a, b) ∈ N
2 tel que a+ 2b = k
)
. (44)
Finalement, on constate que les produits des deux formes modulaires ̃(τ, 2τ) − 2̃(12 , 2τ) et
̃(12 , τ)
2 engendrent, par combinaisons linéaires de poids homogènes, toutes les formes modulaires
selon Γ0(2). . . Et donc aussi selon Γ0(1) = SL2(Z).
On pourra vérifier, par exemple, les écritures de la série d’Eisenstein E4 :
E4(τ) =
1
2
(
̃(
1
2
, τ)2 + ̃(
τ
2
, τ)2 + ̃(
τ + 1
2
, τ + 1)2
)
= 3
(
(
1
2
, τ)2 + (
τ
2
, τ)2 + (
1
2
, τ)(
τ
2
, τ)
)
= 1 + 240q + 2160q2 + 6720q3 + 17520q4 +O(q5).
(45)
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4.3 – Structure et bases de (M2k(Γ0(3)))k∈N∗
L’unité modulaire forte ∆3 qui structure cet ensemble d’espaces est définie comme suit :
∆3(τ) = η(3τ)
18η(τ)−6 = q2
+∞∏
k=1
(1− q3k)18
(1− qk)6
∈ M6(Γ0(3)).
Rappelons les premières valeurs de d2k(3) :
2k 2 4 6 8 10 12 14 16
d2k(3) 1 2 3 3 4 5 5 6
• M2(Γ0(3))
On dispose de plusieurs versions du générateur unitaire de M2(Γ0(3)) :
⋆ L’élément E(0)2,3 :
E
(0)
2,3(τ) = −3(τ, 3τ) = −3(2τ, 3τ)
= −3̃(
τ + 1
2
, 3τ) + ̃(
1
2
, 3τ) + ̃(
3τ
2
, 3τ)
= 1 + 12q + 36q2 + 12q3 + 84q4 +O(q5)
• M4(Γ0(3))
On peut choisir la fonction [E(0)2,3 ]
2 ∈ M4(Γ0(3)) pour E
(0)
4,3 .
⋆ L’élément E(0)4,3 :
E
(0)
4,3(τ) = 9(τ, 3τ)
2
= 1 + 24q + 216q2 + 888q3 + 1752q4 +O(q5)
Par ailleurs, la série d’Eisenstein E4(3τ) est aussi un élément de M4(Γ0(3)) unitaire, de
valuation nulle et non colinéaire à E(0)4,3 . Par soustraction,
⋆ L’élément E(1)4,3 :
E
(1)
4,3(τ) =
1
8
(
3(τ, 3τ)2 − (
1
2
, 3τ)2 − (
3τ
2
, 3τ)2 − (
1
2
, 3τ)(
3τ
2
, 3τ)
)
= q + 9q2 + 27q3 + 73q4 +O(q5).
• M6(Γ0(3))
Il vient naturellement :
⋆ L’élément E(0)6,3 :
E
(0)
6,3(τ) = −27(τ, 3τ)
3 = [E
(0)
2,3 ]
3
= 1 + 36q + 540q2 + 4356q3 + 20556q4 +O(q5).
⋆ L’élément E(1)6,3 :
E
(1)
6,3(τ) = E
(0)
2,3 .E
(1)
4,3
= −
3
8
(τ, 3τ)
(
3(τ, 3τ)2 − (
1
2
, 3τ)2 − (
3τ
2
, 3τ)2 − (
1
2
, 3τ)(
3τ
2
, 3τ)
)
= q + 21q2 + 171q3 + 733q4 + 2166q5 + 5535q6 +O(q7).
⋆ L’élément E(2)6,3 :
E
(2)
6,3(τ) = ∆3(τ)
= q2 + 6q3 + 27q4 + 80q5 + 207q6 +O(q7).
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• Le cas général M2k(Γ0(3))
Pour k > 4 on choisit les deux premiers éléments d’une base échelonnée de M2k(Γ0(3)) comme
suit :
⋆ L’élément E(0)2k,3 :
E
(0)
2k,3 = [E
(0)
2,3 ]
k.
⋆ L’élément E(1)2k,3 :
E
(1)
2k,3 = [E
(0)
2,3 ]
k−2.E
(1)
4,3
D’après le théorème II-4.1 :
∀k > 4, M2k(Γ0(3)) = V ect(E
(0)
2k,3, E
(1)
2k,3)⊕∆3.M2k−6(Γ0(3))
et pour k > 4, on déduit une base de M2k(Γ0(3)) :
B2k(Γ0(3)) =
(
[E
(0)
2,3 ]
a.∆b3, (a, b) ∈ N
2 / a+ 3b = k
)
∪
(
E
(1)
4,3 .[E
(0)
2,3 ]
a.∆b3, (a, b) ∈ N
2 / a+ 3b = k − 2
)
.
4.4 – Structure et bases de (M2k(Γ0(4)))k∈N∗
La forme modulaire qui structure cet ensemble d’espaces est ∆4 définie comme suit :
∆4(τ) = η(4τ)
8η(2τ)−4 = −
1
16
̃(
1
2
, 2τ) = q
+∞∏
k=1
(1− q4n)8
(1− q2n)4
∈ M2(Γ0(4)).
Cette fois ∆4 appartient à M2(Γ0(4)), ce qui donne une structure très simple pour les espaces de niveau
4 dont voici le tableau des premières dimensions.
2k 2 4 6 8 10 12 14 16
d2k(4) 2 3 4 5 6 7 8 9
• M2(Γ0(4))
Il y a beaucoup de choix pour E(0)2,4 : E
(0)
2,2 , ̃(τ, 2τ), (τ, 4τ), la série d’Eisentein E4 et d’autres
encore. . .
On choisit cette fois ̃(τ, 2τ) par cohérence avec ∆4. Bien entendu, on doit avoir E
(1)
2,4 = ∆4.
⋆ L’élément E(0)2,4 :
E
(0)
2,4(τ) = ̃(τ, 2τ)
=
+∞∏
k=1
(1 − qn)8
(1− q2n)4
= 1− 8q + 24q2 + 32q3 + 24q4 +O(q5).
⋆ L’élément E(1)2,4 :
E
(1)
2,4(τ) = −
1
16
̃(
1
2
, 2τ)
= q
+∞∏
k=1
(1− q4n)8
(1− q2n)4
= q + 4q3 + 6q5 + 8q7 + 13q9 +O(q11).
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Par ces choix, on dispose d’une base de deux unités modulaires pour M2(Γ0(4)).
En application, vérifions l’égalité annoncée lors de la recherche d’une base de M2(Γ0(2)) :
(τ, 2τ) = ̃(τ, 2τ) − 2̃(
1
2
, 2τ).
On sait que E(0)2,2(τ) = (τ, 2τ) = 1 + 24q +O(q
3) ∈ M2(Γ0(2)) ⊂ M2(Γ0(4)).
La famille (̃(τ, 2τ),− 116 ̃(
1
2 , 2τ)) est une base échelonnée unitaire de M2(Γ0(4)), et donc
(τ, 2τ) = E
(0)
2,4 + 32E
(1)
2,4 = ̃(τ, 2τ)− 2̃(
1
2
, 2τ)).
• Le cas général M2k(Γ0(4))
Pour k > 2, on choisit le premier élément d’une base échelonnée de M2k(Γ0(4)) comme suit :
⋆ L’élément E(0)2k,4 :
E
(0)
2k,4 = [E
(0)
2,4 ]
k.
On déduit :
∀k > 2, M2k(Γ0(4)) = V ect(E
(0)
2k,4)⊕∆4.M2k−2(Γ0(4)).
On obtient alors une base de M2k(Γ0(4)) :
B2k(Γ0(4)) =
(
[E
(0)
2,4 ]
a.∆b4, avec (a, b) ∈ N
2 tel que a+ b = k
)
.
Les formes modulaires de niveau 4 et de poids 2k sont exactement les polynômes homogènes de degré k
en les variables ̃(τ, 2τ) et ̃(12 , 2τ). En conséquence, les séries d’Eisenstein s’écrivent sous cette forme,
ainsi que toutes les formes modulaire selon Γ0(1). Par ailleurs, puisque ces deux formes modulaires sont
des η-produits, on retrouve que les formes modulaires de niveau 1 sont des combinaisons linéaires de
η-produits.
En confrontant les premiers termes des développements limités, on trouve des représentations autres
que (45) :
E4(τ) = ̃(τ, 2τ)
2 + 16̃(
1
2
, 2τ)2 − 16̃(τ, 2τ)̃(
1
2
, 2τ)
= ̃(
τ
2
, τ)2 + ̃(
1
2
, τ)2 − ̃(
τ
2
, τ)̃(
1
2
, τ).
La première forme était donc attendue, mais pas la seconde qui est symétrique et fait référence à la
période τ et non 2τ .
De même :
E6(τ) = ̃(τ, 2τ)
3 + 30̃(τ, 2τ)2̃(
1
2
, 2τ)− 96̃(τ, 2τ)̃(
1
2
, 2τ)2 + 64̃(
1
2
, 2τ)3
= ̃(
τ
2
, τ)3 −
3
2
̃(
τ
2
, τ)2̃(
1
2
, τ) −
3
2
̃(
τ
2
, τ)̃(
1
2
, τ)2 + ̃(
1
2
, τ)3.
Pour E8, E10 et E12 :
E8(τ) = ̃(τ, 2τ)
4 − 32̃(τ, 2τ)3̃(
1
2
, 2τ) + 288̃(τ, 2τ)2̃(
1
2
, 2τ)2 − 512̃(τ, 2τ)̃(
1
2
, 2τ)3 + 256̃(
1
2
, 2τ)4
= ̃(
τ
2
, τ)4 − 2̃(
τ
2
, τ)3̃(
1
2
, τ) + 3̃(
τ
2
, τ)2̃(
1
2
, τ)2 − 2̃(
τ
2
, τ)̃(
1
2
, τ)3 + ̃(
1
2
, τ)4.
E10(τ) = ̃(
τ
2
, τ)5 −
5
2
̃(
τ
2
, τ)4̃(
1
2
, τ) + ̃(
τ
2
, τ)3̃(
1
2
, τ)2 + ̃(
τ
2
, τ)2̃(
1
2
, τ)3
−
5
2
̃(
τ
2
, τ)̃(
1
2
, τ)4 + ̃(
1
2
, τ)5.
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E12(τ) = ̃(
τ
2
, τ)6 − 3̃(
τ
2
, τ)5̃(
1
2
, τ) +
4917
1382
̃(
τ
2
, τ)4̃(
1
2
, τ)2 −
1462
691
̃(
τ
2
, τ)3̃(
1
2
, τ)3+
4917
1382
̃(
τ
2
, τ)2̃(
1
2
, τ)4 − 3̃(
τ
2
, τ)̃(
1
2
, τ)5 + ̃(
1
2
, τ)6.
4.5 – Structure et bases de (M2k(Γ0(5)))k∈N∗
Lorsque N = 5, l’unité modulaire forte qui structure les espaces modulaires est :
∆5(τ) = η(5τ)
10η(τ)−2 =
1
16
((τ, 5τ)− (2τ, 5τ))2 = q2
+∞∏
n=1
(
1− q5n
)10
(1− qn)
2 ∈ M4(Γ0(5)).
Cette fois ∆5 appartient à M4(Γ0(5)), il faut donc expliciter des bases pour M2(Γ0(5)) et M4(Γ0(5)).
Le tableau des dimensions des premiers espaces :
2k 2 4 6 8 10 12 14 16
d2k(5) 1 3 3 5 5 7 7 9
• M2(Γ0(5))
On connait le générateur normalisé de M2(Γ0(5)).
⋆ L’élément E(0)2,5 :
E
(0)
2,5(τ) = −
3
4
4∑
k=1
(kτ, 5τ)
= −
3
2
((τ, 5τ) + (2τ, 5τ))
= 1 + 6q + 18q2 + 24q3 + 42q4 +O(q5)
• M4(Γ0(5))
Une étude un peu systématique permet encore une fois de trouver, outre ∆5, deux éléments pour
former une base de M4(Γ0(5)).
(i) ((τ, 5τ) + (2τ, 5τ)2 =
4
9
(1 + 12q + 72q2 + 264q3 +O(q4))
(ii)
1
16
((τ, 5τ)− (2τ, 5τ))2 = ∆5(τ) = q
2 + 2q3 + 5q4 + 10q5 + 20q6 + 26q7 + 45q8 + O(q9)
(iii) De façon générique, la série d’Eisenstein E4(5τ) :
E4(q
5) = 3
(
(
1
2
, 5τ)2 + (
5τ
2
, 5τ)2 + (
1
2
, 5τ)(
5τ
2
, 5τ)
)
= 1 + 240q5 + 2160q10 +O(q11)
Ces trois fonctions sont indépendantes et une combinaison de (i) et (ii) donne une famille éche-
lonnée unitaire de valuation 0 et 1 que complète ∆5.
⋆ L’élément E(0)4,5 :
E
(0)
4,5(τ) = [E
(0)
2,5(τ)]
2
=
9
4
((τ, 5τ) + (2τ, 5τ))2
= 1 + 12q + 72q2 + 264q3 + 696q4 +O(q5).
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⋆ L’élément E(1)4,5 :
E
(1)
4,5(τ) =
1
48
(
9((τ, 5τ) + (2τ, 5τ))
2
− 12
(
(
1
2
, 5τ)2 + (
5τ
2
, 5τ)2 + (
1
2
, 5τ)(
5τ
2
, 5τ)
))
= q + 6q2 + 22q3 + 58q4 +O(q5)
⋆ L’élément E(2)4,5 :
E
(2)
4,5(τ) = ∆5(τ)
=
1
16
((τ, 5τ)− (2τ, 5τ))2
= q2
+∞∏
n=1
(
1− q5n
)10
(1− qn)2
= q2 + 2q3 + 5q4 +O(q10)
• Le cas général M2k(Γ0(5))
Pour k > 3, on peut choisir les deux premiers éléments d’une base échelonnée de M2k(Γ0(5))
comme suit :
⋆ L’élément E(0)2k,5 :
E
(0)
2k,5 = [E
(0)
2,5 ]
k
⋆ L’élément E(1)2k,5 :
E
(1)
2k,5 = [E
(0)
2,5 ]
k−2.E
(1)
4,5
Des propriétés de ∆5, on déduit par des arguments de factorisation déjà développés :
∀k > 3, M2k(Γ0(5)) = V ect(E
(0)
2k,5, E
(1)
2k,5)⊕∆5.M2k−4(Γ0(5))
pour obtenir une base de M2k(Γ0(5)) :
B2k(Γ0(5)) =
(
[E
(0)
2,5 ]
a.∆b5, (a, b) ∈ N
2 / a+ 2b = k
)
∪
(
E
(1)
4,5 .[E
(0)
2,5 ]
a.∆b5, (a, b) ∈ N
2 / a+ 2b = k − 2
)
.
4.6 – Structure et bases de (M2k(Γ0(6)))k∈N∗
On sait que
∆6(τ) =
η(τ)2η(6τ)12
η(2τ)4η(3τ)6
= q2
+∞∏
k=1
(1− qk)2(1− q6k)12
(1− q2k)4(1− q3k)6
∈ M2(Γ0(6)).
Les dimensions des premiers espaces (M2k(Γ0(6)))k∈N∗ sont rappelées dans le tableau suivant :
2k 2 4 6 8 10 12 14 16
d2k(6) 3 5 7 9 11 13 15 17
• M2(Γ0(6))
Une recherche à présent classique d’éléments de M2(Γ0(6)) donne les formes :
(i)
5∑
k=1
(kτ, 6τ) = −
1
3
(5 + 24q + 72q2 + 96q3 + 168q4 +O(q5))
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(ii) (τ, 2τ) = −
1
3
(1 + 24q + 24q2 + 96q3 + 24q4 +O(q5))
(iii) (τ, 3τ) = −
1
3
(1 + 12q + 36q2 + 12q3 + 84q4 +O(q5))
Ces trois formes modulaires sont linéairement indépendantes, elles forment une base de M2(Γ0(6))
que l’on peut échelonner.
⋆ L’élément E(0)2,6 :
E
(0)
2,6(τ) = −3(τ, 2τ)
= 1 + 24q + 24q2 + 96q3 + 24q4 +O(q5)
⋆ L’élément E(1)2,6 :
E
(1)
2,6(τ) = −
1
4
((τ, 2τ)− (τ, 3τ))
= q − q2 + 7q3 − 5q4 +O(q5)
⋆ L’élément E(2)2,6 :
E
(2)
2,6(τ) = ∆6(τ)
=
1
48
(
3  (τ, 2τ)− 8  (τ, 3τ) +
5∑
k=1
(kτ, 6τ)
)
= q2 − 2q3 + 3q4 +O(q5)
• Le cas général M2k(Γ0(6))
La procédure est analogue. Pour k > 2, on peut choisir les deux premiers éléments d’une base
échelonnée de M2k(Γ0(6)) comme suit :
⋆ L’élément E(0)2k,6 :
E
(0)
2k,6(τ) = [E
(0)
2,6(τ)]
k
⋆ L’élément E(1)2k,6 :
E
(1)
2k,6(τ) = [E
(1)
2,6(τ)][E
(0)
2,6 (τ)]
k−1
Et par suite :
∀k > 2, M2k(Γ0(6)) = V ect(E
(0)
2k,6, E
(1)
2k,6)⊕∆6.M2k−2(Γ0(4)).
On obtient alors une base de M2k(Γ0(6)) :
B2k(Γ0(6)) =
(
[E
(0)
2,6 ]
a.∆b6, (a, b) ∈ N
2 / a+ b = k
)
∪
(
E
(1)
2,6 .[E
(0)
2,6 ]
a.∆b6, (a, b) ∈ N
2 / a+ b = k − 1
)
.
4.7 – Structure et bases de (M2k(Γ0(7)))k∈N∗
L’unité modulaire forte de niveau 7 est :
∆7(τ) = η(τ)
−2η(7τ)14 = q4
+∞∏
n=1
(1− q7n)14
(1− qn)2
∈ M6(Γ0(7)).
Les dimensions des premiers espaces (M2k(Γ0(7)))k∈N∗ sont données dans le tableau suivant :
2k 2 4 6 8 10 12 14 16
d2k(7) 1 3 5 5 7 9 9 11
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• M2(Γ0(7))
Un générateur de M2(Γ0(7)) est donné par la formule générique :
⋆ L’élément E(0)2,7 :
E
(0)
2,7(τ) = −
3∑
k=1
(kτ, 7τ)
= 1 + 4q + 12q2 + 16q3 + 28q4 +O(q5)
• M4(Γ0(7))
Une recherche donne quelques éléments de M4(Γ0(7)) :
(i)
(
3∑
k=1
(kτ, 7τ)
)2
= 1 + 8q + 40q2 + 128q3 + 328q4 +O(q5)
(ii) 3
3∑
k=1
(kτ, 7τ)2 = 1 + 8q + 72q2 + 224q3 + 584q4 +O(q5)
(iii) E4(q7) = 3
(
(
1
2
, 7τ)2 + (
7τ
2
, 7τ)2 + (
1
2
, 7τ)(
7τ
2
, 7τ)
)
= 1 + 240q7 + 2160q14 +O(q21)
Une base échelonnée est obtenue par les combinaisons linéaires : (i), 18 ((i)− (iii)),
1
32 ((ii)− (i))
⋆ L’élément E(0)4,7 :
E
(0)
4,7(τ) = [E
(0)
2,7(τ)]
2
=
(
3∑
k=1
(kτ, 7τ)
)2
= 1 + 8q + 40q2 + 128q3 + 328q4 + 656q5 + 1216q6 + 1864q7 +O(q8)
⋆ L’élément E(1)4,7 :
E
(1)
4,7(τ) =
1
8


(
3∑
k=1
(kτ, 7τ)
)2
− 3
(
(
1
2
, 7τ)2 + (
7τ
2
, 7τ)2 + (
1
2
, 7τ)(
7τ
2
, 7τ)
)

= q + 5q2 + 16q3 + 41q4 + 82q5 + 152q6 + 203q7 + 357q8 +O(q9)
⋆ L’élément E(2)4,7 :
E
(2)
4,7(τ) =
1
32

3
3∑
k=1
(kτ, 7τ)2 −
(
3∑
k=1
(kτ, 7τ)
)2

= q2 + 3q3 + 8q4 + 11q5 + 25q6 + 35q7 + 57q8 +O(q9)
• M6(Γ0(7))
On dispose d’un début de base échelonnée ([E(0)2,7 ]
3, E
(0)
2,7E
(1)
4,7 , E
(0)
2,7E
(2)
4,7). Avec ∆7 de valuation 4, il
manque un élément de valuation 3. Pour l’obtenir on peut remarquer que E6 est dans M6(Γ0(7))
(tout comme E2(3τ) d’ailleurs) et travailler par combinaisons linéaires.
On va plutôt introduire ici un procédé générique esquissé dans le cas N = 4 : les polynômes
symétriques homogènes de degré 3 en ((kτ, 7τ))16k66, et par symétrie ceux de ((kτ, 7τ))16k63,
sont des éléments de M6(Γ0(7)).
(i) H1(τ) = 9
(
(τ, 7τ)3 + (2τ, 7τ)3 + (3τ, 7τ)3
)
= −(1+12q+180q2+1200q3+5124q4+O(q5))
(ii) H2(τ) =
9
2
(
(τ, 7τ)2(2τ, 7τ) +(τ, 7τ)2(3τ, 7τ)+(2τ, 7τ)2(τ, 7τ)+(2τ, 7τ)2(3τ, 7τ)
+(3τ, 7τ)2(τ, 7τ) +(3τ, 7τ)2(2τ, 7τ)
)
= −(1 + 12q+ 84q2 + 336q3 +1188q4 +
O(q5))
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(iii) H3(τ) = 27(τ, 7τ)(2τ, 7τ)(3τ, 7τ) = −(1 + 12q + 36q
2 + 192q3 + 516q4 +O(q5))
On constate que
1
576
(F1(τ) − 3F2(τ) + 2F3(τ)) = −
1
128
[2(τ, 7τ) − (2τ, 7τ)− (3τ, 7τ)]×
[2(2τ, 7τ)− (τ, 7τ) − (3τ, 7τ)][2(3τ, 7τ)− (τ, 7τ)− (2τ, 7τ)]
= q3 + 92q
4 + 12q5 +O(q6)
qui est notre candidat pour E(3)6,7 .
On peut à présent décrire une base échelonnée de M6(Γ0(7)).
⋆ L’élément E(0)6,7 :
E
(0)
6,7(τ) = [E
(0)
2,7(τ)]
3
= 1 + 12q + 84q2 + 400q3 + 1476q4 +O(q5)
⋆ L’élément E(1)6,7 :
E
(1)
6,7(τ) = E
(0)
2,7(τ)E
(1)
4,7 (τ)
= q + 9q2 + 48q3 + 181q4 +O(q5)
⋆ L’élément E(2)6,7 :
E
(2)
6,7(τ) = E
(0)
2,7(τ)E
(2)
4,7 (τ)
= q2 + 7q3 + 32q4 +O(q5)
⋆ L’élément E(3)6,7 :
E
(3)
6,7(τ) =
1
576
(H1(τ) − 3H2(τ) + 2H3(τ))
= q3 +
9
2
q4 + 12q5 +O(q6)
⋆ L’élément E(4)6,7 :
E
(4)
6,7(τ) = ∆7(τ)
= q4
+∞∏
n=1
(1− q7n)14
(1 − qn)2
= q4 + 2q5 + 5q6 + 10q7 +O(q8)
• Le cas général M2k(Γ0(7))
D’après le théorème de structure II-4.1 :
∀k > 4, M2k(Γ0(7)) = V ect(E
(0)
2k,7, E
(1)
2k,7, E
(2)
2k,7, E
(3)
2k,7)⊕∆7.M2k−6(Γ0(7)). (46)
Pour k > 4, on choisit les quatre premiers éléments d’une base échelonnée unitaire de M2k(Γ0(7))
de la façon suivante :
⋆ L’élément E(0)2k,7 :
E
(0)
2k,7 = [E
(0)
6,7 ][E
(0)
2,7 ]
k−3 = [E
(0)
2,7 ]
k
⋆ L’élément E(1)2k,7 :
E
(1)
2k,7 = [E
(1)
6,7 ][E
(0)
2,7 ]
k−3
⋆ L’élément E(2)2k,7 :
E
(2)
2k,7 = [E
(2)
6,7 ][E
(0)
2,7 ]
k−3
⋆ L’élément E(3)2k,7 :
E
(3)
2k,7 = [E
(3)
6,7 ][E
(0)
2,7 ]
k−3
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L’égalité (46) permet d’obtenir récursivement une base de M2k(Γ0(7)). Pour une description litté-
rale, on pose B2(Γ0(7)) = (E
(0)
2,7), B4(Γ0(7)) = (E
(0)
4,7 , E
(1)
4,7 , E
(2)
4,7), B6(Γ0(7)) = (E
(0)
6,7 , E
(1)
6,7 , E
(2)
6,7 , E
(3)
6,7).
Pour k > 4, avec k = 3q + r, r ∈ {1, 2, 3} :
B2k(Γ0(7)) = ∆
q
7B2r(Γ0(7)) ∪
3⋃
r=0
(
E
(r)
6,7 .[E
(0)
2,7 ]
a.∆b7, (a, b) ∈ N
2 / a+ 3b = k − 3
)
.
4.8 – Structure et bases de (M2k(Γ0(8)))k∈N∗
Les dimensions des premiers espaces (M2k(Γ0(8)))k∈N∗ sont les suivantes :
2k 2 4 6 8 10 12 14 16
d2k(8) 3 5 7 9 11 13 15 17
La structure est ici très simple puisque ∆8(τ) = ∆4(2τ) ∈ M2(Γ0(8)).
• M2(Γ0(8))
Comme dans le cas N = 4, il est possible de trouver une base de M2(Γ0(8)) constituée d’unités
modulaires (forte pour ∆8).
⋆ L’élément E(0)2,8 :
E
(0)
2,8(τ) = ̃(τ, 2τ)
= η(τ)8η(2τ)−4 =
+∞∏
k=1
(1− qn)8
(1− q2n)4
= 1− 8q + 24q2 − 32q3 + 24q4 +O(q5).
⋆ L’élément E(1)2,8 :
E
(1)
2,8(τ) = −
1
16
̃(
1
2
, 2τ)
= ∆4(τ) = η(2τ)−4η(4τ)8 = q
+∞∏
k=1
(1− q4n)8
(1− q2n)4
= q + 4q3 + 6q5 +O(q6).
À noter que ∆4 n’est pas une unité modulaire forte de (M2k(Γ0(8)))k∈N∗ . La fonction ne
s’annule en aucune pointe non infinie selon Γ0(4) mais une telle pointe existe selon Γ0(8) !
⋆ L’élément E(2)2,8 :
E
(2)
2,8(τ) = −
1
16
̃(
1
2
, 4τ)
= ∆8(τ) = η(4τ)−4η(8τ)8 = q2
+∞∏
k=1
(1− q8n)8
(1− q4n)4
= q2 + 4q6 +O(q10).
• Le cas général M2k(Γ0(8))
On a l’égalité :
∀k > 2, M2k(Γ0(8)) = V ect(E
(0)
2k,8, E
(1)
2k,8)⊕∆8.M2k−2(Γ0(8)).
Pour k > 2, on choisit les deux premiers éléments d’une base échelonnée de M2k(Γ0(8)) comme
suit :
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⋆ L’élément E(0)2k,8 :
E
(0)
2k,8 = [E
(0)
2,8 ]
k
⋆ L’élément E(1)2k,8 :
E
(1)
2k,8 = E
(1)
2,8 [E
(0)
2,8 ]
k−1
On obtient finalement une base de M2k(Γ0(8)) :
B2k(Γ0(8)) =
(
[E
(0)
2,8 ]
a.∆b8, (a, b) ∈ N
2 / a+ b = k
)
∪
(
E
(1)
2,8 .[E
(0)
2,8 ]
a.∆b8, (a, b) ∈ N
2 / a+ b = k − 1
)
4.9 – Structure et bases de (M2k(Γ0(9)))k∈N∗
La forme modulaire qui structure cet ensemble d’espaces est ∆9 définie par :
∆9(τ) = η(9τ)
6η(3τ)−2 = q2
+∞∏
k=1
(1 − q9k)6
(1 − q3k)2
∈ M2(Γ0(9)).
Rappelons les premières valeurs de d2k(9) :
2k 2 4 6 8 10 12 14 16
d2k(9) 3 5 7 9 11 13 15 17
• M2(Γ0(9))
L’expérience aidant, nous trouvons les éléments suivants :
(i) (τ, 3τ) = −
1
3
(1 + 12q + 36q2 + 12q3 + 84q4 +O(q5))
(ii) (3τ, 9τ) = −
1
3
(1 + 12q3 + 36q6 +O(q9))
(iii)
4∑
k=1
(kτ, 9τ) = −
4
3
(1 + 3q + 9q2 + 12q3 + 21q4 +O(q5)
(iv) ∆9(τ) = q2 + 2q5 + 5q8 +O(q11)
On note que les trois premières fonctions sont liées dans M2(Γ0(9)) : (i) + 3(ii)− (iii) = 0.
On obtient une base échelonnée suivante :
⋆ L’élément E(0)2,9 :
E
(0)
2,9(τ) = −3(3τ, 9τ)
= 1 + 12q3 + 36q6 +O(q9)
⋆ L’élément E(1)2,9 :
E
(1)
2,9(τ) = −
1
4
((τ, 3τ)− (3τ, 9τ))
= q + 3q2 + 7q4 + 6q5 +O(q7))
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⋆ L’élément E(2)2,9 :
E
(2)
2,9(τ) = ∆9(τ) = η(9τ)
6η(3τ)−2
= q2
+∞∏
k=1
(
1− q9k
)6
(1− q3k)
2
= q2 + 2q5 + 5q8 +O(q11)
• Le cas général M2k(Γ0(9))
La structure est isomorphe à celle de M2k(Γ0(8)). On a l’égalité :
∀k > 2, M2k(Γ0(9)) = V ect(E
(0)
2k,9, E
(1)
2k,9)⊕∆9.M2k−2(Γ0(9)).
Pour k > 2, on choisit les deux premiers éléments d’une base échelonnée de M2k(Γ0(9)) comme
suit :
⋆ L’élément E(0)2k,9 :
E
(0)
2k,9 = [E
(0)
2,9 ]
k
⋆ L’élément E(1)2k,9 :
E
(1)
2k,9 = E
(1)
2,9 [E
(0)
2,9 ]
k−1
On obtient alors une base de M2k(Γ0(9)) :
B2k(Γ0(9)) =
(
[E
(0)
2,9 ]
a.∆b9, (a, b) ∈ N
2 / a+ b = k
)
∪
(
E
(1)
2,9 .[E
(0)
2,9 ]
a.∆b8, (a, b) ∈ N
2 / a+ b = k − 1
)
4.10 – Structure et bases de (M2k(Γ0(10)))k∈N∗
La forme modulaire qui structure cet ensemble d’espaces est ∆10 définie par :
∆10(τ) = η(τ)
2η(2τ)−4η(5τ)−10η(10τ)20 = q6
+∞∏
k=0
(1 − qn)2(1 − q10n)20
(1 − q2n)4(1 − q5n)10
∈ M4(Γ0(10)).
Rappelons les premières valeurs de d2k(10) :
2k 2 4 6 8 10 12 14 16
d2k(10) 3 7 9 13 15 19 21 25
• M2(Γ0(10))
À partir des bases de M2(Γ0(2)) et M2(Γ0(5)), nous trouvons les éléments suivants :
(i) (τ, 2τ) = −
1
3
(1 + 24q + 24q2 + 96q3 + 24q4 + 144q5 +O(q6)
(ii) (5τ, 10τ) = −
1
3
(1 + 24q5 + 24q10 +O(q15))
(iii) (τ, 5τ)− (2τ, 5τ) = −
2
3
(1 + 6q + 18q2 + 24q3 + 42q4 + 6q5 +O(q6))
(iv)
4∑
k=1
(kτ, 10τ) = −
4
3
(1 + 3q + 9q2 + 12q3 + 21q4 + 15q5 +O(q6))
24
Ces fonctions sont liées par la relation 2(ii) + (iii)− (iv) = 0.
On en déduit la base échelonnée suivante.
⋆ L’élément E(0)2,10 :
E
(0)
2,10(τ) = −3(5τ, 10τ)
= 1 + 24q5 + 24q10 +O(q15)
⋆ L’élément E(1)2,10 :
E
(1)
2,10(τ) = −
1
8
((τ, 2τ)− (5τ, 10τ))
= q + q2 + 4q3 + q4 + 5q5 + 4q6 + 8q7 +O(q8)
⋆ L’élément E(2)2,10 :
E
(2)
2,10(τ) =
1
16
((τ, 2τ)− 2(τ, 5τ)− 2(2τ, 5τ) + 3(5τ, 10τ))
= q2 + 3q4 − 4q5 + 4q6 +O(q8)
• M4(Γ0(10))
La forme ∆10 et les produits de deux éléments de M2(Γ0(10)) fournissent des éléments échelonnés
pour une base de M4(Γ0(10)). Il va juste manquer un éléments de valuation 5 pour compléter la
base.
On sait que la série d’Eisenstein E4(5τ) est dans M4(Γ0(10)), mais elle est combinaison linéaire
des élements (E(k)4,10)06k64 et donc n’apporte pas l’élément E
(5)
4,10 recherché.
On peut aussi penser à ∆5(2τ) ∈ M4(Γ0(10)). C’est un terme de valuation 4 mais il est aussi
combinaison linéaire de (E(k)4,10)06k64.
Finalement, le dernier candidat “naturel” qui complète la base est ∆2(5τ), nécessairement dans
M4(Γ0(10)) et de valuation 5.
⋆ L’élément E(0)4,10 :
E
(0)
4,10(τ) = [E
(0)
2,10(τ)]
2
= 1 + 48 q5 + 624 q10 +O(q15)
⋆ L’élément E(1)4,10 :
E
(1)
4,10(τ) = E
(0)
2,10(τ)E
(1)
2,10(τ)
= q + q2 + 4 q3 + q4 + 5 q5 + 28 q6 + 32 q7 +O(q8)
⋆ L’élément E(2)4,10 :
E
(2)
4,10(τ) = E
(0)
2,10(τ)E
(2)
2,10(τ)
= q2 + 3 q4 − 4 q5 + 4 q6 + 24 q7 +O(q8)
⋆ L’élément E(3)4,10 :
E
(3)
4,10(τ) = E
(1)
2,10(τ)E
(2)
2,10(τ)
= q3 + q4 + 7 q5 + 17 q7 +O(q8)
⋆ L’élément E(4)4,10 :
E
(4)
4,10(τ) = [E
(2)
2,10(τ)]
2
= q4 + 6 q6 − 8 q7 +O(q8)
⋆ L’élément E(5)4,10 :
E
(5)
4,10(τ) = ∆2(5τ)
=
1
256
̃(
1
2
, 5τ)2
= q5 + 8q10 + 28q15 +O(q20)
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⋆ L’élément E(6)4,10 :
E
(6)
4,10(τ) = ∆10(τ)
= η(τ)2η(2τ)−4η(5τ)−10η(10τ)20
= q6 − 2q7 + 3q8 − 6q9 +O(q10)
• Le cas général M2k(Γ0(10))
On a l’égalité issue du théorème II-4.1 :
∀k > 3, M2k(Γ0(10)) = V ect((E
(r)
2k,10)06r65)⊕∆10.M2k−4(Γ0(10)).
Pour k > 3, on peut choisir les six premiers éléments d’une base échelonnée de M2k(Γ0(10))
ainsi :
⋆ L’élément E(0)2k,10 :
E
(0)
2k,10 = E
(0)
4,10][E
(0)
2,10]
k−2 = [E
(0)
2,10]
k
⋆ L’élément E(1)2k,10 :
E
(1)
2k,10 = [E
(1)
4,10][E
(0)
2,10]
k−2
⋆ L’élément E(2)2k,10 :
E
(1)
2k,10 = [E
(2)
4,10][E
(0)
2,10]
k−2
⋆ L’élément E(3)2k,10 :
E
(1)
2k,10 = [E
(3)
4,10][E
(0)
2,10]
k−2
⋆ L’élément E(4)2k,10 :
E
(1)
2k,10 = [E
(4)
4,10][E
(0)
2,10]
k−2
⋆ L’élément E(5)2k,10 :
E
(5)
2k,10 = [E
(5)
4,10][E
(0)
2,10]
k−2
On obtient alors une base de M2k(Γ0(10)) comme suit.
On pose B2(Γ0(10)) = (E
(r)
2,10)06r62 et B4(Γ0(10)) = (E
(r)
4,10)06r66.
Pour k ∈ N∗, en posant k = 2q + r, r ∈ {1, 2} :
B2k(Γ0(10)) = ∆
q
10B2r(Γ0(10)) ∪
5⋃
i=0
(
E
(i)
4,10.[E
(0)
2,10]
a.∆b10, (a, b) ∈ N
2 / a+ 2b = k − 2
)
.
5 – Conclusion
Essentiellement grâce à l’introduction de la notion d’unité modulaire forte, nous avons pu dégager,
dans la partie I de cet article [4], les outils théoriques permettant de structurer la famille d’espaces
modulaires (M2k(Γ0(N)))k ∈ N∗ et d’en obtenir des bases échelonnées. Ces résultats ont été appliqués
à chaque valeur de 1 6 N 6 10.
Bien que les preuves de modularités des fonctions proposées ne soient pas toutes fournies, cela produirait
un document aussi indigeste que volumineux, celles-ci ont été faites soigneusement pour les unités
modulaires fortes dans la première partie de cet article [4]. La modularité d’autres fonctions modulaires
qui apparaissent fréquemment a aussi été vérifiée, en particulier grâce aux propriétés des fonctions de
Weierstrass  et ̃ étudiées dans [3].
Le choix s’est porté sur ces deux fonctions elliptiques  et ̃ pour plusieurs raisons.
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(i) La fonction  est la fonction elliptique de Weierstrass, alors que ̃ s’en déduit par renormalisation.
Ces deux fonctions possèdent une symétrie d’inversion qui présente de manière quasi-immédiate
un caractère modulaire.
(ii) Grâce aux lemmes 11 et 13, l’une des deux fonctions  ou ̃ aurait suffit pour représenter les
bases de formes modulaires, mais les formulations auraient été plus lourdes.
(iii) Pour la modularité selon le groupe de congruence Γ0(N), 1 6 N 6 10, et en dehors des unités
modulaires fortes représentées dans [4] sous forme de η-produits, ces fonctions suffisent pour
représenter toutes les fonctions modulaires intervenant dans cet article.
Ce dernier point est important. Les fonctions  et ̃ produisent naturellement des fonctions modulaires
de poids 2, puis de poids pairs par extension. Si le groupe de congruence permettait l’accès à des espaces
modulaires de degrés impairs, par exemple Γ1(N), on aurait choisi de représenter les formes modulaires
à l’aide des fonctions elliptiques de Jacobi, en particulier SD, voire [3]. Les fonctions  et ̃ étant elles
même liées aux fonctions de Jacobi, en particulier − 116 ̃(z, τ) = SD(z, τ)
2.
D’autres choix sont possibles pour représenter les formes modulaires. En particulier, pour k ∈ N∗,
∂2k
∂2kz
(z, τ) =
∂2k̃
∂2kz
(z, τ) produit naturellement des formes modulaires de poids 2k + 2.
On aura noté que la série d’Eisenstein exceptionnelle E(0)2,2 ∈ M2(Γ0(2)) apparaît ici naturellement
puisque E(0)2,2(τ) = −3(τ, 2τ), et il est bien connu que, à un coefficient multiplicatif près, la série
d’Eisenstein E2k+2 est précisément
∂(2k)
∂(2k)z
(τ, 2τ). L’usage de la dérivation aurait donné plus de clarté
aux éléments des bases proposées, mais les outils essentiels auraient dus être élargis. Or les fonctions
modulaires forment un maquis dense dans lequel il vaut mieux avoir une bonne boussole !
Pour clore cette deuxième partie d’article, j’aimerais saluer le travail exceptionnel de l’équipe chargée
du développement du module SAGE concernant les fonctions modulaires. Nombre d’idées sont venues
d’une intéraction entre la théorie et cet outil particulièrement performant. Et cela, que ce soit pour
confirmer une intuition ou pour guider vers la solution lorsque l’idée initiale s’est révélée éronnée. Enfin,
cet outil a été d’une aide constante pour vérifier qu’une fonction était bien dans l’espace modulaire
espéré : une simple confrontation du développement en séries de Fourier avec une base échelonné de
l’espace modulaire donnant la réponse de manière quasi-certaine. En retour, ces travaux fournissent des
algorithmiques très performants pour le calcul de formes modulaires de poids élevés.
Par exemple, une forme modulaire selon Γ0(10) de poids et de valuation 2018 est donnée par :
E
(2018)
2018,10 = E
(i)
4,10[E
(0)
2,10]
a[∆10]
b avec a+ 2b = 1007 et i+ 6b = 2018, 0 6 i 6 5.
Il vient a = 335, b = 336 et i = 2 pour un résultat quasi immédiat sur un ordinateur personnel :
E
(2018)
2018,10 = q
2018 − 672 q2019 + 226131 q2020 − 50806116 q2021 + 8574211132 q2022−
1159385836896 q2023+ 130843082948319 q2024− 12676560614152160 q2025+
+1076314597159060977 q2026− 81359425707034726432 q2027+O(q2028)
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