problems with large dimensions that may lack a simple model of dynamics and stochastic processes. 
Forestry is full of problems that involve the control of dynamic, stochastic systems with the 26 intent to either optimize some objective function or to attempt to steer the system to some desired 27 state. Even-age stand harvesting has been represented as a control problem (Näslund, 1969 ) and the 28 classic (Faustmann, 1849) formula can be seen as a control policy developed from a deterministic 29 view of the system. Dynamic programming (DP) has been used extensively to solve deterministic 
57
In forest management, decision-makers face highly uncertain outcomes because of the long time 
D r a f t
transition probabilities ‫‬ and (1 -‫)‬ respectively, which depend on past wildfire history for that D r a f t 6 dimensional stand state ݅: age, stocking ‫,)ݐݏ(‬ initial planting density ‫,)݀݅(‬ diameter for each species over five decades (Couture & Reynaud, 2011; Hool, 1966) . This paper presents the details of using 218 backward recursive value iteration in a NDP forestry problem for the first time.
219
Assuming that we know or can determine ‫‬ ሺ‫)ݑ‬ and ߙ, and that we have a closed form version 220 of ݂ሺ݅, ‫)ݑ‬ and ݃ሺ݅, ‫,)ݑ‬ we want to solve eq. (1) by way of a value iteration algorithm such as eq. (2) 221 where ݇ indexes iterations.
The recursive nature of eq. (2) requires approximations to be made as we may have a case where
223
݆ is not an element of ܵ ா௩ and we do not have an exact value for ‫ܬ‬ ିଵ ሺ݆). represent values approximated at discrete states ݆.
227
In the proposed approach, we replace ‫ܬ‬ ିଵ ሺ݆) by ‫ܬ‬ ሚ ିଵ ሺ݆, ‫)ݎ‬ where r is the parameter vector of an 228 approximation function. We rewrite eq. (2) as:
The fitting approach that leads to the name neuro-dynamic programming is to let ‫ݎ‬ be the algorithms that guarantees policy convergence as long as the stopping criteria ߝ is sufficiently small.
285
Without discussing the details of the proof, the upper ሺܿ ) and lower ሺܿ ) bounds on the change ߝ used in this study.
291
What follows is an outline of the NDP algorithm implemented in this study. Treatment indicator
292
‫ݐݐ‬ is dropped to lighten notation but the reader is reminded that there is a function approximant for 293 each ‫ݐݐ‬ and when approximating ‫ܬ‬ ିଵ ሺ݆), the appropriate ‫ܬ‬ ሚ ିଵ ሺ݆, ‫)ݎ‬ must be used. D r a f t
15
Step 1: List discrete states ݅ ߳ ܵ ா௩ and action set ܷሺ݅). Determine transition probabilities ‫‬ ሺ‫,)ݑ‬
295
GNY function ݂ሺ݅, ‫,)ݑ‬ profit function ݃ሺ݅, ‫)ݑ‬ and discount factor ߙ. Set ݇ = 1 and go to step 2.
296
Step 2: Calculate ‫ܬ‬ ሺ݅) for all ݅ ߳ ܵ ா௩ using eq. (2) and save optimal actions ‫ݑ‬ and ‫ܬ‬ ሺ݅) for future states ݆. Go to step 3.
299
Step 3: Stop if ܿ − ܿ ≤ ߝ. Current policy ߤ is an approximation to the continuous optimal policy 300 and ‫ܬ‬ * ሺ݅) are the values associated with ݅ ߳ ܵ ா௩ and ߤ. If ܿ − ܿ > ߝ, go to step 4.
301
Step 4: Fit an RBF function ‫ܬ‬ ሚ ௧௧ ሺ݅, ‫)ݎ‬ for each ‫ݐݐ‬ using values of ‫ܬ‬ ሺ݅) calculated at step 2. Set ݇ = ݇
302
+ 1 and go to step 2. 
POLICY VALIDATION

304
There is no way of knowing the exact optimal policy as an analytical solution is not available 305 thus it is important to remember that ߤ is a discrete approximation to the continuous optimal policy.
306
While simulating ߤ, it is probable that states will be visited for which a discrete action is not What follows is a step by step description of how policy ߤ is simulated for state ݅ where ‫ݔ‬ ௧ is 319 used to represent state ݅. The simulation advances in 5 year increments and subscript ‫ݐ‬ represents the 320 number of years since the beginning of the simulation replication.
321
Step 1: Choose state ‫ݔ‬ ௧ and simulation parameter values. Set ‫ݐ‬ = 0. Go to step 2.
322
Step 2: Take action ‫ݑ‬ ௧ according to policy ߤ which results in state ‫ݔ‬ ௧ାହ at time ‫5+ݐ‬ according to 323 ሺ‫ݔ‬ ௧ , ‫ݑ‬ ௧ ) . In the case of stochastic prices, generate a random number and determine prices to be used 324 for selecting ‫ݑ‬ ௧ and for calculating ݃ ௧ ሺ‫ݔ‬ ௧ , ‫ݑ‬ ௧ ). Calculate ܸܰܲሺ݃ ௧ ሺ‫ݔ‬ ௧ , ‫ݑ‬ ௧ )). Go to step 3.
325
Step 3: If a natural disaster occurs and the stand succumbs according to a generated random number, 326 make state ‫ݔ‬ ௧ାହ a regeneration state. Go to step 4.
327
Step 4: If the stand is in a regeneration state, determine ‫ݔ‬ ௧ାହ based a generated random number and 328 regeneration probabilities. Go to step 5.
329
Step 5: Store ‫ݔ‬ ௧ , ‫ݑ‬ ௧ , NPVሺ݃ ௧ ሺ‫ݔ‬ ௧ , ‫ݑ‬ ௧ )) and ‫ݔ‬ ௧ାହ for future retrieval. Go to step 6.
330
Step 6: If NPV(݃ ௧ ‫ݔ(‬ ௧ , ‫ݑ‬ ௧ )) < ߬ where ߬ is small enough to be financially inconsequential, stop the 331 simulation. Otherwise, set ‫ݐ‬ = ‫5+ݐ‬ and go to step 2.
332
Steps 1 to 6 make up one simulation replication where ܺ = ∑ ܸܰܲሺ݃ ௧ ሺ‫ݔ‬ ௧ , ‫ݑ‬ ௧ )) 
D r a f t
If the estimate ܺ ത is such that |ܺ ത − ‫ܬ‬ * ሺ݅)| = ߴ then we say that ܺ ത has an absolute error of ߴ. The Law and Kelton (2000) recommend the use of the t-distribution as it gives better coverage than a CI 345 constructed using the normal distribution.
346
Since each discrete state has its corresponding ߤሺ݅) and ‫ܬ‬ * ሺ݅), any state can be chosen as the 
RESULTS AND DISCUSSION
351
All results in this section are for the base case scenario which uses the parameter values in table   352 2. 
D r a f t
Inverting large ill-conditioned matrices can be difficult but scaling of the distances greatly approximations using the RBF with 275 centers versus 37 centers.
369
In figure 2 , the full basis RBF makes less than $0.01 in approximation error over the entire set 
Value iteration algorithm convergence
379
All optimizations converged in a finite number of iterations and a few examples are presented 380 below. Table 3 shows results for the base case scenario with the stopping criterion ߝ = 0.2. There is 381 a clear relationship between the discount rate and the number of iterations to convergence. shows the number of iterations to convergence versus the iteration number of the last policy change.
383
The iteration number shown in column three is the last iteration during which a policy change was we show to be optimal through simulation in the next section. allows us to simulate a larger portion of ߤ.
395
Simulations 1 and 2 have three price levels so they require the use of random market prices.
396
Confidence interval (CI) information for the four simulations is given in table 4 as is the number of 397 replications in each simulation (݊ * ሺߴ)). CI`s are built using the average ܺ ത and standard deviation for 398 all replications ܺ for a given simulated ߤ and starting state ݅. Simulations 3 and 4 have one price 399 level therefore the initial market state remains unchanged for the duration of each replication.
400
As recommended by Law and Kelton (2000), the confidence intervals for these simulations are 401 constructed using a 95% confidence level and ߴ equivalent to 15% of the optimal value ‫ܬ‬ * ሺ݅) from was too narrow to include ‫ܬ‬ * ሺ݅), we would have ߴ < 5.2% for all simulations. We can say with 95% 407 confidence and a relatively small absolute error, that ߤ is a good approximation to the continuous 408 optimal policy in those four cases.
409
Policy discussion
410
The policy discussion presented here is not meant to be a complete interpretation of the 411 implications of using the policies calculated using NDP but rather some observations to reflect the 412 level of detail obtained by using the methods described in this paper. evolve, the policies are used to continually make optimal decisions based on the state observed at 434 decision time.
435
By age 20, an unmanaged natural stand has self-thinned to a point that investing in a PCT to thin 436 out the stand is no longer the optimal action to take. Therefore, between the ages of 20 and 30 437 inclusively, it is optimal to do nothing and let the stand grow. At those ages, the average diameter of 438 the trees is still too small to have any commercial value.
439
All optimal CT actions remove 40% of the total basal area on the stand and, aside from a few Approximate forested area in the west of the province of Nova Scotia (hectares) 1,691,300 Average number of fires per year in the area under study 3.5 Return interval of major hurricanes (years) 50 Average area of wind for a major hurricane (hectares) 400,000 Return interval of major insect outbreaks (years) 50 
