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Kurzfassung
Der weltweit steigende Anspruch auf Mobilita¨t, vor allem in den Entwicklungsla¨ndern,
wird zwangsla¨uﬁg zu wachsenden Verkehrsaufkommen fu¨hren. Man erwartet, dass es in
der Flugverkehrssparte zu den gro¨ßten Steigerungsraten kommt. Der Einﬂuss des Flug-
verkehrs auf das globale Klimasystem ist nicht marginal. Die Emissionen von strahlungs-
wirksamen Treibhausgasen (CO2, NOx, H2O, CH4) durch Verbrennungsprozesse in den
Triebwerken stellen nur einen Aspekt des Problems dar. In bestimmten Luftschichten,
die genu¨gend kalt und feucht sind, kann ein durch die Triebwerke induzierter Wolken-
bildungsprozess eingeleitet werden. Es entstehen zuna¨chst linienfo¨rmige Kondensstreifen.
Sie setzen sich aus Eispartikeln unterschiedlichster Formen zusammen. Wenn es die at-
mospha¨rischen Umgebungsbedingungen ermo¨glichen, ko¨nnen die Kondensstreifen (KS)
u¨ber Stunden existieren und sich dabei verbreitern. Diese langlebigen Kondensstreifen,
auch Kondensstreifen-Zirren (KS-Zirren) genannt, haben im klimatischen Mittel einen
erwa¨rmenden Eﬀekt. Der IPCC Bericht zeigt, dass die eﬀektive Klimawirksamkeit der
Kondensstreifen (Kondensstreifen-Zirren eingeschlossen) aktuell ho¨her ist, als das von der
gesamten Luftfahrtindustrie emittierte Kohlendioxid.
Die Entwicklung vom linienhaften Kondensstreifen hin zum verbreiterten KS-Zirrus ist
unzureichend bekannt und erforscht. Das liegt auch an der Tatsache, dass es oft sehr
schwer oder u¨berhaupt nicht mo¨glich ist, KS-Zirrus von natu¨rlich entstandenen Zirren
zu unterscheiden. Daher ist es naheliegend, wolkenauﬂo¨sende numerische Modelle fu¨r
die Untersuchung der Kondensstreifen heranzuziehen. Bisherige Studien sind mit einem
an EULAG gekoppelten BULK-Eismikrophysik Modul durchgefu¨hrt worden. Mit dem
neu entwickelten, wolkenauﬂo¨senden mehrdimensionalen Modellsystem EULAG–LCM
(EULAG: Eulerian/semi- Lagrangian ﬂuid solver ; LCM: Lagrangian Cirrus Module), mit
expliziter Aerosol- und Eismikrophysik, ko¨nnen bestimmte Prozesse genauer und manche
erstmals betrachtet und analysiert werden. Zum Beispiel ko¨nnen aufgrund der Lagran-
ge’schen Teilchenverfolgung Nukleationswege, Partikelwachstumshistorien oder speziel-
le, auch ho¨henabha¨ngige Eiskristallgro¨ßenverteilungen ermittelt werden. In der Modell-
stro¨mung werden Simulationspartikel (SIPs) auf Trajektorien transportiert und model-
liert. Dabei steht ein SIP stellvertretend fu¨r viele (einige Millionen) einzelne Eiskristalle.
Ein zentraler Teil dieser Arbeit wird es sein, Vergleichsstudien zwischen dem EULAG–
LCM und EULAG–BULK Modell, entsprechend der Entwicklung von Kondensstreif-
eneigenschaften in der Verbreiterungsphase (Dispersionsphase), durchzufu¨hren. Es wird
daru¨berhinaus auch Untersuchungen zu Eiskristallgro¨ßenverteilungen, Aggregations- und
Sedimentationsprozessen, Lebenszeiten und Ausbreitungen der Kondensstreifen geben.
Das generelle Ziel ist es, den U¨bergang des Kondensstreifens hin zum Zirrus besser zu
verstehen. Schließlich wird auch synoptisch-skaliges Aufgleiten der KS u¨ber verschiedene
Zeitra¨ume zugelassen.
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Kapitel 1
Einleitung
1.1 Motivation
Kondensstreifen und Kondensstreifen - Zirren setzen sich aus Eiskristallen zusammen. Sie
haben einen nicht vernachla¨ssigbaren Einﬂuss auf das Erde-Atmospha¨re-System. Durch
sie wird der Bedeckungsgrad und die natu¨rliche Bewo¨lkung in der oberen Tropospha¨re
modiﬁziert.
Generell ko¨nnen Kondensstreifen nach der international anerkannten Wolkenklassiﬁkation
der WMO (World Meteorological Organization) als ﬂugzeuginduzierte Zirren eingeordnet
werden. Zirruswolken (Ci) sind Eiswolken, die je nach Breitengrad im oberen Bereich
der Tropospha¨re (Polargebiet: 3 - 8 km, Gema¨ßigte Breiten: 5 - 13 km, Tropen: 6 - 18 km)1
vorkommen. Ha¨uﬁg auftretende Formen verleiten dazu, Zirren als hohe Wolken mit haar-
oder federartiger Struktur zu deﬁnieren.
In Zeiten von stetig wachsenden Passagierzahlen in der Luftfahrtbranche und dem damit
vermehrten Flugaufkommen werden Kondensstreifen nicht an wissenschaftliche Bedeu-
tung verlieren. Sie sollten deshalb genauer studiert werden. Ist der Flugverkehr zeitweise
u¨berregional lahmgelegt, wie bei dem Vulkanausbruch des Eyjafjallajo¨kull auf Island im
April 2010, bemerkt man, wie selten es heutzutage einen von fru¨hmorgens bis spa¨tabends
strahlend blauen, wolkenlosen Himmel gibt. Gewohnt sind wir mittlerweile etwas an-
deres, da Flugzeuge und ihre Kondensstreifen das Erscheinungsbild am Himmel pra¨gen
(Abb. 1.4(a)). Durch Kondensstreifen werden auch bestimmte Pha¨nomene und Prozesse
in der Atmospha¨re sichtbar. Die am Himmel auftretenden Wolkenformationen nehmen
dabei ring-, mammatus-, wellen- bis streifenfo¨rmige Strukturen, je nach physikalischem
Prozess (z. B. Crow-Instabilita¨t, Windscherung oder Sedimentation), an.
Oft existieren Kondensstreifen in Regionen, wo bei fehlendem Flugverkehr der Himmel
wolkenfrei geblieben wa¨re. Global, aber noch sta¨rker in ﬂugverkehrsreichen Regionen,
wirken sich langlebige Kondensstreifen im Durchschnitt erwa¨rmend auf das Klima aus.
Dies ist der Fall, sofern Strahlungseﬀekte nicht nur im kurzwelligen, sondern auch im
1http://www.wolkenatlas.de/wolken/class.htm, Abrufdatum: 12.04.2012
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langwelligen Strahlungsspektrum beachtet werden. Allerdings existieren große Unsicher-
heiten u¨ber das exakte Ausmaß der Klimawirkung, da gealterte KS mit automatischen
Beobachtungssystemen nur schwer detektiert werden ko¨nnen. Auch deshalb kann es von
Bedeutung sein, ein verbessertes physikalisches Versta¨ndnis der U¨bergangsprozesse von
Kondensstreifen in KS-Zirren zu bekommen. Es ist mehr oder weniger eine Sache der
Deﬁnition, ab wann man letztendlich von
”
KS-Zirren“ spricht oder noch von
”
Kondens-
streifen“. Wichtige Punkte decken die Eismikrophysik und daraus ableitbare optische
Eigenschaften der Kondensstreifen sowie geometrische Beschaﬀenheiten ab. Idealerweise
geschieht das in Untersuchungen, die typische meteorologische Atmospha¨renbedingungen
abdecken und geeignet kombinieren. Als na¨chstes wird die Klimawirksamkeit der Kon-
densstreifen genauer betrachtet.
Ein technisch schwieriger Aspekt betriﬀt die Unterscheidung zwischen Zirren die aus Kon-
densstreifen entstanden sind und jenen, die sich natu¨rlich gebildet haben, sofern der Ver-
lauf der Feuchte in der oberen Tropospha¨re unbekannt war. Auf morphologische und geo-
metrische Eigenschaften kann man sich nicht verlassen, weil sich mit zunehmenden Alter
die Strukturen des Kondensstreifens in der Dispersionsphase an jene von natu¨rlichen Zir-
ren angleichen ko¨nnen. Zuna¨chst ist einmal festzustellen, dass KS und KS-Zirren eine
klimarelevante, anthropogen induzierte Bewo¨lkung darstellen. Es gibt eine Wechselwir-
kung zwischen den Eiskristallen mit dem solaren und thermischen Strahlungsﬂuss durch
die Atmospha¨re, sodass daraus ein im Netto positiver Strahlungsantrieb fu¨r das System
resultiert. Im solaren Strahlungsspektrum ist der Antrieb immer negativ. Nur im thermi-
schen kann eine sta¨rkere Strahlungsabsorption stattﬁnden, was verbunden mit dem kalten
thermischen Strahlungsﬂuss in Richtung Weltraum, am Oberrand der Atmospha¨re zu ei-
ner negativen Energiebilanz fu¨hrt. Um das Gleichgewicht wieder herzustellen, reagiert das
Erde-Atmospha¨re-System mit einem Temperaturanstieg, was die thermische Austrahlung
erho¨ht und das Energiedeﬁzit am Oberrand der Atmospha¨re verringert. Der regionale
und zeitlich variable Strahlungsantrieb wird vom Flugverkehrsaufkommen abha¨ngig sein.
Ein besonderes Problem stellen optisch extrem du¨nne Zirren dar, die aus gealterten Kon-
densstreifen entstanden sind (“sub-visual contrail-cirrus”) und fu¨r Satelliten unsichtbar
bleiben, jedoch mit einem Lidarsystem nachgewiesen werden ko¨nnten. Schmidt et al.
(1993) scha¨tzen ab, dass global ca. 5% der sub-visual Zirren aus gealterten Kondensstrei-
fen hervorgehen. Unter Flugverkehrsstraßen ist lokal mit deutlich ho¨heren Prozentzahlen
zu rechnen. Die u¨brig gebliebenen Teilchen im sub-visual Zirrus, deren optische Dicke τ
gewo¨hnlich kleiner als 0.03 ist, stellen auch eine zusa¨tzliche Nukleationskernquelle fu¨r neue
Kondensstreifen dar. Man hat festgestellt, dass in solchen Atmospha¨rengebieten ha¨uﬁger
langlebige Kondensstreifen vorkommen (Immler et al., 2008).
Insgesamt betrachtet tra¨gt die Luftfahrtbranche nur zwischen 3.5 - 4.9%, je nachdem, ob
man AIC (Aviation-induced cloudiness) mitrechnet oder nicht, zur gesamten anthropoge-
nen Klimawirkung bei (Lee et al., 2009). Im Zuge der voranschreitenden Globalisierung
und dem wirtschaftlichen Wachstum, besonders in Schwellenla¨ndern, wird der Reisever-
kehr und Gu¨terhandel deutlich zunehmen. Derzeit wird mit einem ja¨hrlichen Wachs-
tum der Passagierzahlen von ca. 6% gerechnet (Bra¨uninger et al., 2010). Man erkennt
auch das große zuku¨nftige Potential der Luft- und Raumfahrtindustrie, wenn man die
Umsa¨tze der Jahren 2000 bis 2009 ansieht. In dieser Zeit haben sich diese in etwa ver-
doppelt. Obwohl die Eﬃzienz der Flieger besser wird (geringerer Treibstoﬀverbrauch,
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Abb. 1.1: Strahlungsantrieb des Luftverkehrs im Jahr 2005. Dargestellte Komponenten: Koh-
lenstoﬀdioxid, Stickoxide, Wasserdampf, Sulfataerosol, Aerosol aus Rußpartikel, lineare KS
und die induzierte Zirrusbewo¨lkung. Der Antrieb wird jeweils in Wm−2 angegeben mit
zusa¨tzlichem ra¨umlichen Wirkungsbereich und einer qualitativen Einscha¨tzung des wissen-
schaftlichen Versta¨ndnisgrades (LOSU) beschrieben. Rote und blaue Balken zeigen die bes-
ten Abscha¨tzungen, gestrichelte Balken geben aufgrund des geringen Versta¨ndnisses nur vage
Scha¨tzungen an. Die Fehlerbalken zeigen ein 90 prozentiges Konﬁdenzintervall der jeweiligen
Gro¨ße an. Die IPCC AR4 Werte werden durch weiße Balken mit numerischen Werten in
Klammern dargestellt. U¨bernommen aus Lee et al. (2009).
verbesserte Treibstoﬀzusammensetzung, weniger Emissionen), wird es schwer, dadurch
die Auswirkungen infolge des Wachstums zu kompensieren. Viele Studien zur Luftfahrt-
Klimaforschung (Penner, 1999; Sausen et al., 2005; Lee et al., 2009; Fro¨mming et al.,
2011; Burkhardt und Ka¨rcher, 2011), auch speziell bezogen auf lineare KS und langlebige
Kondensstreifen-Zirren, wurden durchgefu¨hrt. Trotzdem bleiben gewisse Unsicherheiten
im Ausmaß des Strahlungsantriebs bestehen. Im Jahr 1999 wurde im IPCC Bericht eine
Schwankungsbreite im Strahlungsantrieb RFcl von 5 bis 60mWm
−2 durch lineare Kon-
densstreifen infolge des Flugverkehrs im Jahr 1992 angegeben (Penner, 1999). Sausen et
al. (2005) stellt eine aktualisierte Studie vor, in der man im Mittel auf einen um Faktor 3
geringeren Wert kommt (RFcl ≈ 10mWm−2), weil damals der Einﬂuss linearer Kondens-
streifen u¨berscha¨tzt wurde. Neuere wissenschaftliche Untersuchungen, gu¨ltig fu¨r das Jahr
2005, schra¨nken die Spannweite der RFcl Variablen (5.4 - 25.6mWm
−2) weiter ein (Lee
et al., 2009). Aus Fro¨mming et al. (2011) kann man entnehmen, dass die Unsicherheiten
auf die unterschiedlichen methodischen Vorgehensweisen sowie Gewichtungen bestimmter
Schlu¨sselfaktoren zuru¨ckzufu¨hren sind. Dort wird auch dargelegt, dass ein nahezu linea-
res Verha¨ltnis zwischen der optischen Dicke eines Kondensstreifens und dem energetischen
Antrieb durch Strahlungsﬂu¨sse besteht.
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Abbildung 1.1 (Lee et al., 2009) macht klar, wo noch besonders große Unsicherheiten in
Bezug auf Klimaeinﬂu¨sse durch Flugzeuge liegen. Neben den Stickoxiden ist die durch
Flugzeuge induzierte Zirrenbewo¨lkung herauszustellen, die mit einem mittleren positiven
Strahlungsantrieb von lokal 3.3mWm−2 sogar den globalen Wert von CO2 (2.8mWm
−2)
u¨bertriﬀt und damit der sta¨rkste mittlere Faktor ist (s. Abb. 1.1). Das gesamte RF (Ra-
diative Forcing) der Luftfahrt wird von Lee et al. (2009) auf 55mWm−2 (ohne AIC) bzw.
78mWm−2 (mit AIC) kalkuliert.
Betrachtet man den Bedeckungsgrad von jungen Kondensstreifen (hier deﬁniert mit Le-
benszeiten bis zu 5 h), so werden u¨ber Europa 2% und etwas mehr als 1% u¨ber großen
Gebieten der Vereinigten Staaten erreicht. Mit maximal 10% ist der Bedeckungsgrad mit
KS-Zirren u¨ber Zentraleuropa am gro¨ßten. Obgleich das Flugverkehrsaufkommen mit je-
nem entlang der Ostku¨ste der no¨rdlichen USA vergleichbar ist, sind die Maximalwerte
um ca. 40% geringer. Wahrscheinlich la¨sst sich das auf die ostwa¨rts gerichtete Advektion
der langlebigen Wolkenfelder aus dem Flugkorridor u¨ber dem Nordatlantik zuru¨ckfu¨hren.
Global gesehen, liegt der Bedeckungsgrad von sichtbaren (solare optische Dicke > 0.02 -
0.03) KS-Zirren bei 0.23% und um 0.19 Prozentpunkte niedriger als bei den sichtbaren
jungen Kondensstreifen. Diese Ergebnisse sind in Burkhardt und Ka¨rcher (2011) vorge-
stellt worden, wo auch Angaben zu RF’s diesbezu¨glich nachzulesen sind. Die Simulationen
mit dem ECHAM4-CCMod Modell beziehen sich auf einen 230 hPa Fluglevel. Wiederum
Global betrachtet, kommt man bei KS-Zirrus auf einen Netto Strahlungsantrieb (RFcc)
von 37.5mWm−2, wobei lineare KS mit einbezogen sind, jedoch zu beachten ist, dass
das Lebensalter mehr als 5 h betra¨gt. Regionale Gebiete u¨ber Zentraleuropa oder Teilen
der o¨stlichen USA erreichen Spitzenwerte von mehr als 300mWm−2. Der Antrieb durch
junge Kondensstreifen wird mit einem Netto von 4.3mWm−2 auf globaler Skala beziﬀert,
s. Burkhardt und Ka¨rcher (2011).
Kondensstreifen haben im kurzwelligen Strahlungsspektrum durchschnittlich eine leicht
ku¨hlende Wirkung (negative RF Werte), welche aber von denen aus dem langwelligen
Bereich mehr als kompensiert werden und darum ein positiver Nettostrahlungsantrieb
resultiert. Will man den Flugverkehr klimafreundlicher gestalten, erscheint es am aus-
sichtsreichsten, den Einﬂuss der induzierten Zirrenbewo¨lkung zu reduzieren. Ein An-
satz ko¨nnte die Verminderung der Rußpartikelanzahl in den Emissionen der Triebwer-
ke sein, wodurch sich die optische Dicke in Kondensstreifen verringert und die Lebens-
zeit ku¨rzer wird (Ka¨rcher und Yu, 2009a). Reduziert man die Rußpartikelemissionen
um 2 Gro¨ßenordungen, nimmt die optische Dicke um den Faktor 5 ab. Andererseits
scheint bei einem besseren Versta¨ndnis des synoptischskaligen Verlaufs der Feuchte (bzw.
eisu¨bersa¨ttigter Regionen) in Flugreiseho¨hen eine Optimierung von Flugrouten als hilf-
reiche Methode, um langlebige KS-Zirren einzuda¨mmen.
Die Eisu¨bersa¨ttigung Si ist u¨ber die relative Feuchte bezu¨glich Eis RHi deﬁniert:
Si = RHi − 1 (1.1)
RHi gibt den Grad des Sa¨ttigungszustandes vomWasserdampf im Luftreservoir u¨ber einer
Eisﬂa¨che an.
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Kondensstreifen greifen sowohl u¨ber den indirekten Aerosoleﬀekt in die natu¨rlichen Wol-
kenbildungsmechanismen der oberen Tropospha¨re, als auch auf die heterogene Atmo-
spha¨renchemie und die Strahlungsﬂu¨sse in der Erdatmospha¨re im lang- und kurzwelligen
Wellenla¨ngenbereich ein. Wa¨hrend der ersten Minuten nach der Bildung des KS ist die
ﬂugzeuginduzierte und von der Flugzeuggeometrie abha¨ngige Wirbeldynamik bedeutend
(s. Kap. 1.2). Diese Dynamik a¨ußert sich in den bekannten Wirbelschleppen (Abb. 1.3(a)),
die auch heute noch eine Gefahr fu¨r hintereinander landende oder startende Flugzeuge
darstellen. Am Institut fu¨r Physik der Atmospha¨re (IPA) des Deutschen Zentrums fu¨r
Luft- und Raumfahrt bescha¨ftigt man sich auch mit dieser Thematik.
Bei verschiedensten Messkampagnen wurden Messdaten von Kondensstreifen von unter-
schiedlichsten Flugzeugtytpen und in verschiedensten Flugho¨hen bei diversen Tempera-
turen und Feuchtebereichen gesammelt. Aus den in-situ Messungen ko¨nnen die optischen
und mikrophysikalischen Eigenschaften der Kondensstreifen abgeleitet werden. Es konn-
te gezeigt werden, dass z. B. die Partikelkonzentrationen der Kondensstreifen oder de-
ren Strahlungsextinktion stark vom Flugzeugtyp abha¨ngt. Welchen genauen Einﬂuss der
Flugzeugtypus auf die Wirbeldynamik und somit auf die Entwicklung der Eiskristalle im
prima¨ren Flugzeugnachlauf hat, wird in Unterkapitel 1.2.1 erkla¨rt.
Mit Hilfe von Satelliten (z. B. aus der NOAA-Serie) und geeigneten Algorithmen lassen
sich Kondensstreifen aus dem Weltraum großﬂa¨chig detektieren und in gewissen zeitlichen
Absta¨nden verfolgen, sofern die optische Dicke der KS groß genug ist. Die Schwellwerte
der Detektionsalgorithmen sollen dabei nahe denen des menschlichen Auges sein. Wie sich
herausgestellt hat, liegt, bezogen auf 60 AVHRR (Advanced Very High Resolution Radio-
meter) Einzelbildszenen, der mittlere Bedeckungsgrad u¨ber den beobachteten Gebieten,
die hauptsa¨chlich Mitteleurpa abdecken, bei ca. 0.9% (Mannstein, 1996).
Aerodynamische Kondensstreifen treten unter anderen Bedingungen als abgasinduzier-
te Kondensstreifen auf (Ka¨rcher et al., 2009). Wird das Schmidt-Appleman-Kriterium
in mittleren Breiten erreicht, muss dies nicht unbedingt auch fu¨r niedere Breiten gelten
(Temperaturkriterium). Findet keine Unterschreitung der Schwellwerttemperatur statt,
kann das Auftreten abgasinduzierter Kondensstreifen ausgeschlossen werden. Jedoch sind
in einem solchen Fall aerodynamische KS nicht ausgeschlossen. Da sich nur der Entste-
hungsprozess in der Jetphase (Tab. 1.1) vom abgasinduzierten Kondensstreifen unter-
scheidet, die restliche Entwicklung aber a¨hnlich verlaufen kann, sind hierbei ebenfalls
klimawirksame Wolkenfelder aus KS-Zirren denkbar.
Im Großen und Ganzen stellen Kondensstreifen in wissenschaftlichen Themengebieten
oder Arbeitsgruppen, die sich mit Klima und Flugverkehr auseinandersetzen, einen For-
schungsschwerpunkt dar. In dieser Motivation wurden verschiedene wissenschaftliche
Aspekte von Kondensstreifen beleuchtet. Letztendlich ist es von Bedeutung, sich intensiver
mit diesem Pha¨nomen zu bescha¨ftigen. Die Entstehung sowie Entwicklung von Kondens-
streifen wird im na¨chsten Unterkapitel ero¨rtert.
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1.2 Kondensstreifen: Entstehung und Entwicklung
An dieser Stelle soll den Fragen nachgegangen werden, warum sich Kondensstreifen
u¨berhaupt bilden, auf welche Arten das geschehen kann, wie sie sich mit der Zeit entwi-
ckeln, unter welchen Umsta¨nden und Prozessen der U¨bergang zu Kondensstreifen - Zirrus
stattﬁndet und welche Zerfallsmechanismen existieren. Dafu¨r werden bestimmte Stadien
betrachtet, die entweder mit der vom Flugzeug hervorgerufenen Stro¨mungsdynamik oder
mit rein atmospha¨rischen Parametern zu tun haben. Drei junge und noch linienfo¨rmige
Kondensstreifen sind in Abb. 1.3(b) zu sehen. Zum einen gibt es jene klassischen Kon-
densstreifen, die sich bei geeigneten atmospha¨rischen Zusta¨nden in der Abgasfahne hinter
der Turbine oder dem Triebwerk ausbilden (Schumann, 1996), zum anderen gibt es auch
solche, die aufgrund von Druckunterschieden u¨ber den Tragﬂa¨chen hervorgerufen werden
(s. Abschnitt 1.2) – zum Beispiel bei Gierens et al. (2009) beschrieben. Die Fotograﬁe von
Jeﬀ Well in Abbildung 1.2(a) auf Seite 7 zeigt solch auf aerodynamischem Weg geformte
Eisteilchen hinter einem Airbus A-340, die einen sog. aerodynamischen Kondensstreifen
in Erscheinung treten lassen. Der Untergliederung in abgas- und aerodynamisch indu-
zierte Kondensstreifen (s. Abb. 1.2) liegen verschiedene physikalische Mechanismen zu
Grunde. Diese Mechanismen sorgen auch dafu¨r, dass es sehr unwahrscheinlich ist, beide
”
Kondensstreifenarten“ gemeinsam hinter einem Flugzeug vorzuﬁnden.
Kondensstreifen ko¨nnen aber auch nach dem Lebensalter klassiﬁziert werden. In Folge
eine Auﬂistung von mo¨glichen Abha¨ngigkeiten des Lebensalters eines KS:
• Abha¨ngigkeit von atmospha¨rischen Bedingungen in der Vergangenheit: Temperatur,
Windscherung, Eisu¨bersa¨ttigung, Strahlung, Turbulenz
• Abha¨ngigkeit vom Flugzeug im Allgemeinen: Geometrie, Triebwerksart, Treibstoﬀ-
zusammensetzung, Flugpfad, etc.
Im Hauptteil der Arbeit (Kap. 3 und 4) werden u. a. auch Studien zu idealisierten Lebens-
zyklen von Kondensstreifen beschrieben und der Einﬂuss bestimmter meteorologischer Be-
dingungen in Betracht gezogen. Es werden Simulationen der Dispersionsphase untersucht.
Man kann beobachten, wie es zur Ausbildung unterschiedlich breiter, langer, optisch di-
cker oder vertikal ma¨chtiger Kondensstreifen kommt. Je nach Situation treten auch in der
Natur charakteristische Kondensstreifenformationen am Himmel auf (s. Abb. 1.4(a)).
1.2.1 Abgasinduzierte Kondensstreifen
Zur Zeit des ErstenWeltkrieges (1914 - 1918) erreichten Flugzeuge (z. B. ALBATROS D.V,
GOTHA G.IV) zum ersten mal Flugho¨hen u¨ber 6000m, die gewo¨hnlich fu¨r die Entstehung
von Kondensstreifen aus Triebwerksabgasen in den gema¨ßigten Breitengraden mindestens
erreicht werden mu¨ssen. Einer der ersten vero¨ﬀentlichten Berichte u¨ber die Beobachtung
von Kondensstreifen reichte Ettenreich (1919) ein. Wa¨hrend eines Aufenthalts in Su¨dtirol
konnte er im Jahr 1915 einen Kondensstreifen beobachten, der sich hinter den Motoren
eines Fliegers formte. Wie Ettenreich formulierte, kondensierte ein Cumulusstreifen aus
1.2. KONDENSSTREIFEN: ENTSTEHUNG UND ENTWICKLUNG 7
(a) Aerodynamischer Kondensstreifen (b) Abgasinduzierter Kondensstreifen
Abb. 1.2: Links: Aerodynamisch geformter Kondensstreifen u¨ber einem Airbus Flieger der
Baureihe A-340. Der weiße Balken markiert die La¨ngenskala, die an die Flu¨gelspannweite
angelehnt wurde. In den du¨nnen Wirbelschla¨uchen hinter den Flu¨gelspitzen kondensiert eben-
falls Wasserdampf. Kondensstreifen aus dem Abgasstrahl bilden sich in dieser Situation nicht
aus. c©Jeﬀ Well. U¨bernommen von Ka¨rcher et al. (2009). Rechts: Aus den Abgasen der
4 Rolls-Royce Trent Strahltriebwerken induzierter Kondensstreifen hinter einem Airbus aus
gleicher Baureihe A-340. Fotograf unbekannt. (Quelle: http://www.ﬂightforum.ch/, Abrufda-
tum: 20.04.2012).
den Auspuﬀgasen eines Flugzeuges. Zur damaligen Zeit war der Propeller die einzige
Antriebsart bei Flugzeugen. Das Strahltriebwerk, mit dem mehr Leistung und ho¨here
Geschwindigkeiten erzielt werden ko¨nnen, ist erst Ende der 30er Jahre entwickelt worden.
Bei beiden Motorisierungen kann es zum Auftreten von Kondensstreifen kommen. Ab
einer optischen Dicke τ & 0.02 - 0.03 streuen die Eisteilchen genug Sonnenlicht, um den
Sensitivita¨tsschwellwert des menschlichen Auges zu u¨berschreiten.
Seit CIAP (Climate Impact Assessment Program) im Jahr 1975 gehen Wissenschaftler
dazu u¨ber, drei nacheinander ablaufende Entwicklungsphasen der Kondensstreifen in der
Nachlaufstro¨mung eines Flugzeuges zu beachten, was Tabelle 1.1 benennt.
Phase Zeitskala Antrieb
Jetphase 5− 10 s Flugzeug, Triebwerke
Wirbelphase 2− 4min Wirbelschleppe (Vorticity)
Dispersionsphase ∼ Minuten bis Stunden Meteorologie, Turbulenz
Tab. 1.1: 3-Stuﬁge Entwicklungsphase bei Kondensstreifen. Dazu wird die zugeho¨rige zeitliche
Skala und der jeweilige physikalische Antriebsmechanismus angegeben.
Je nachdem, wie umfassend die Begriﬀe individuell deﬁniert werden, wird manchmal dazu
u¨bergegangen, als dritte Stufe die Dissipationsphase (Zeitskala: 10−15min, Antrieb: Tur-
bulenz) nach der Wirbelphase einzuschieben (Gerz et al., 1998), und dann, anstatt mit der
Dispersionsphase, mit der Diﬀusionsphase abzuschließen. Auf jeden Fall hat die Einteilung
in verschiedene Phasen einen physikalischen Hintergrund. Verschiedene Prozesse laufen
na¨mlich auf unterschiedlichen zeitlichen und ra¨umlichen Skalen ab. Grundvoraussetzung
fu¨r die Entstehung von Eiskristallen im Abgasstrahl ist das Schmidt-Appleman-Kriterium
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(a) Wirbelschleppen (b) Kondensstreifen
(c) Crow-Instabilita¨t
Abb. 1.3: Fotograﬁen: Wirbelschleppe (a). c©Jahn Scheruhn, Pyrena¨en, 2011. Junge Kon-
densstreifen in unterschiedlichen Ho¨hen (b). c©Jens Frank. (Quelle: http://www.wolken-
online.de/, Abrufdatum: 12.04.2012). Crow-Instabilita¨t (c) zu 2 Zeitpunkten (∆t = 10 s)
mit je 3 Markierungen (A, B, C) fu¨r den Vergleich. c©Martin Lainer. Aufgenommen am
05.05.2012 u¨ber Landshut.
(Schmidt, 1941; Appleman, 1953; Schumann, 1996). Dabei handelt es sich um ein Tem-
peraturkriterium, das fu¨r die Umgebungsluft gilt. Ein Temperaturschwellwert TSA (vgl.
Abb. 1.5) muss unterschritten werden, damit sich in den rasch abku¨hlenden Abgasen des
Flugzeugnachlaufs eine Sa¨ttigung der Luft bezu¨glich Wasser einstellt. Wie auch der Plot
in Abbildung 1.1 bei Unterstraßer (2008) nach Schumann (1996) deutlich macht, ist bei
Temperaturen u¨ber 220K (−53.15 ◦C) das Schmidt-Appleman-Kriterium nicht unbedingt
erfu¨llt. Interessanterweise hat die Umgebungsfeuchte keinen direkten Einﬂuss auf die Ent-
stehung der Eiskristalle, nur TSA ist entscheidend. Mit wachsender Umgebungsfeuchte,
dem Umgebungsdruck und dem Wirkungsgrad des Flugzeuges steigt der Temperatur-
schwellwert TSA (Schumann, 1996; Schrader et al., 1997). Ferner fu¨hrt die Konvertierung
gewisser Mengen an Wa¨rmeenergie aus der Verbrennung zu kinetischer Energie im Nach-
lauf zum Anstieg der Schwellwerttemperatur fu¨r die Entstehung der Kondensstreifen. So
ist es theoretisch auch bei absolut trockener Luft (RH = 0%) mo¨glich, dass sich Kon-
densstreifen bilden, da kein Schwellwert bezu¨glich der Umgebungsfeuchte existiert. Spa¨ter
wird noch gezeigt und erla¨utert, dass die Lebenszeiten der Kondensstreifen stark von den
eisu¨bersa¨ttigten Regionen in der oberen Tropospha¨re abha¨ngig sind.
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In einem Review-Artikel von Schumann (1996) wird mit Hilfe einer Erweiterung der Theo-
rie des Schmidt-Appleman-Kriteriums berechnet, welcher Unterschied bei der Verwendung
von standardisierten Kerosinkraftstoﬀen und den mo¨glichen Alternativen (ﬂu¨ssiges Me-
than, Wasserstoﬀ) bezu¨glich der Ausbildung von Kondensstreifen zu erwarten ist. Kerosin
besteht im wesentlichen aus Kohlenstoﬀ, Wasserstoﬀ und sehr geringen Mengen an Schwe-
fel (maximal 3000 ppm). Zuna¨chst stellt man fest, dass Motoren, die ﬂu¨ssigen Wasserstoﬀ
verbrennen, ca. 2.6 mal mehr Wasserdampf pro Verbrennungswa¨rmemenge freisetzen als
kerosinbetriebene Motoren (Schumann, 1996). Im Vergleich mu¨sste damit TSA um 10K
ho¨her liegen und aufgrund des Temperaturproﬁls sollten Kondensstreifen bei niedrigeren
Flugho¨hen vorkommen. Daraus kann man aber keinen versta¨rkten klimawirksamen Ef-
fekt ableiten, zumal viele Fragen nicht gekla¨rt sind. Wird stattdessen ﬂu¨ssiges Methan
(CH4) als Treibstoﬀ verwendet, liegen die Auswirkungen innerhalb jener Grenzen, die fu¨r
Kerosin und Wasserstoﬀ gelten.
Jetphase
In der Jetphase mischen sich die bis zu 400 ◦C heißen Abgase mit der kalten Umgebungs-
luft. Was zu einer sehr schnellen Abku¨hlung des Gemisches im prima¨ren Nachlauf des
Flugzeuges fu¨hrt. Nachdem der durch den Verbrennungsprozess freigesetzte Wasserdampf
durch heterogene Nukleation an Partikeln und Aerosolen aus den Abgasen oder der Um-
gebung zu Wolkentropfen kondensiert ist, vereisen diese Tropfen und bilden damit die
ersten Eiskristalle. Appleman (1953) ging davon aus, dass zur initialen Bildung der Kris-
talle aus dem Wasserdampf zuerst die ﬂu¨ssige Phase des Wassers durchlaufen werden
muss. Erst danach kann ein weiteres Wachstum der Eiskristalle direkt aus der Dampfpha-
se auch durch Deposition erfolgen. Ein anderer Ausdruck dafu¨r ist das diﬀusionsbegrenzte
Wachstum (Libbrecht, 2005). Das Ganze geschieht extrem schnell, und zwar in Bruchtei-
len von Sekunden innerhalb der Jetphase. Was zur Folge hat, dass die Kondensstreifen
in sehr kurzer Distanz (im Bereich weniger Dekameter) hinter dem Flieger sichtbar wer-
den (s. Abb. 1.2(b)). Im Fall des Fotos in Abbildung 1.2(b), auf dem ein 75.3m langer
Airbus aus der A-340 Baureihe zu sehen ist, kann man die Strecke von ca. 40m hin-
ter den Triebwerken ungefa¨hr (leicht optische Verzerrung) scha¨tzen, wo der Beginn des
Kondensstreifens zu sehen ist. Natu¨rlich wird dies von sehr vielen unterschiedlichen Para-
metern abha¨ngen. Es sollte hier nur exemplarisch Beachtung ﬁnden. Ein weiterer wichtiger
Ablauf ist der Einfang des Abgas-Luft-Gemisches, mit den darin enthaltenen bzw. neu
entstandenen Teilchen, in das entgegengesetzt rotierende Wirbelpaar durch den Sog der
Vorticity. Eine rotierende Stro¨mung ruft in ihrem Zentrum einen Unterdruck bezu¨glich
des Umgebungsluftdrucks hervor. Dadurch bildet sich eine konvergente Stro¨mung hin zum
niedrigeren Luftdruck aus. Bei einem Flugzeug mit gegebener Flu¨gelspannweite entspringt
das Wirbelpaar aus der anfa¨nglichen Vorticity/ Zirkulations-Verteilung entlang der Flu¨gel
(Kutta-Joukowski Theorem), welche besonders an den Kanten (z. B. Flu¨gelspitzen) groß
ist. Die Eﬀektivita¨t dieses Prozesses entscheidet maßgeblich u¨ber die Anzahlkonzentra-
tion der Eispartikel im Kondensstreifen. Deﬁnitionsgema¨ß endet die Jetphase, wenn die
beiden Wirbel aufgerollt sind und ein in sich geschlossenes Stro¨mungsmuster senkrecht
zur Flugrichtung vorliegt. Blickt man von vorne auf das Flugzeug, hat der rechte Wirbel
zyklonale Vorticity (Drehsinn entgegen dem Uhrzeigersinn) und der linke antizyklonale
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Vorticity (Drehsinn im Uhrzeigersinn).
Wirbelphase
Die Partikel, Teilchen und Gase, die nicht im Wirbel des prima¨ren Nachlaufs gefangen
oder bei dessen Absinken wieder freigesetzt werden, bilden den sekunda¨ren Nachlauf. In
diesem sind gegebenenfalls auch Eisteilchen enthalten. Die Vorga¨nge, die in den beiden
Flugzeugnachla¨ufen ablaufen, werden durch die Wirbeldynamik gesteuert (Unterstraßer,
2008). Allerdings existiert auch ein merklicher Anteil an Eis- und Abgasmasse, der nicht
im Wirbelverbund enthalten ist. Nach Gerz et al. (1998) triﬀt das auf 10 - 30% der Massen
zu. Das Hauptmerkmal in der Wirbelphase ist das Absinken des Wirbelpaares durch die
gegenseitige Koppelung. Mit welcher Geschwindigkeit und u¨ber welche Distanz die Wir-
bel absinken, ha¨ngt von den Auftriebskra¨ften, die auf die geschlossenen Wirbelschla¨uche
wirken, ab (Misaka et al., 2012). In einer stark trockenstabil geschichteten Atmospha¨re
mit einer positiven Brunt-Va¨isa¨la¨-Frequenz NB sinken die Wirbel langsamer ab und legen
deshalb eine ku¨rzere vertikale Strecke zuru¨ck als jene, die in einem ma¨ßig trockenstabilen
Atmospha¨renzustand vorkommen. In einer stabil geschichteten Atmospha¨re nimmt die
potentielle Temperatur θ mit der Ho¨he z zu.
Die Stabilita¨t beeinﬂusst in Kombination mit der turbulenten La¨ngenskala und der Eddy-
Dissipationsrate ε den Zerfall der Wirbel. Misaka et al. (2012) benutzen bei den Simula-
tionen des Wirbelzerfalls eine schwache Turbulenz (ε = 1.2 · 10−7m2 s−3) und moderate
Temperaturschichtung (NB = 0.013 s
−1). Diese Werte gelten als repra¨sentativ in den Luft-
schichten, in denen der Flugreiseverkehr stattﬁndet. So zeigen in-situ Flugzeugmessungen
in den relevanten Flugreiseho¨hen (9 - 11 km) Eddy-Dissipationsraten zwischen 10−8 und
2 · 10−7m2 s−3 sowie Brunt-Va¨isa¨la¨-Frequenzen zwischen 0.011 - 0.023 s−1 (Schumann et
al., 1995).
Je gro¨ßer die Flu¨gelspannweite des Flugzeuges, desto gro¨ßer ist auch der Wirbelabstand
zu Beginn. Mit der Zeit nimmt der Wirbelabstand und die Stro¨mungsgeschwindigeit in
den Wirbeln kontinuierlich ab. Es ﬁndet eine gegenseitige physikalische Kompensierung
statt. Was schließlich in einer nahezu konstanten Wirbel-Absinkgeschwindigkeit (ca. 1 -
2m s−1) mu¨ndet. Nimmt man eine 2 - 4 Minuten andauernde Wirbelphase an, so kann das
Wirbelpaar wa¨hrend dieser Zeit, ausgehend vom horizontalen Flugniveau, in etwa 100 bis
500m nach unten sinken. Gro¨ßere Distanzen werden bei gro¨ßeren Flugzeugen erreicht.
Studien von Lewellen und Lewellen (2001) ergaben, dass wa¨hrend des Absinkvorgangs
merklich Eiskristallmasse, bedingt durch eine adiabatische Erwa¨rmung der eingeschlosse-
nen Luft, im prima¨ren Nachlauf verloren geht. Aufgrund der ho¨heren Temperatur nimmt
der Sa¨ttigungsdampfdruck u¨ber einer Eisﬂa¨che zu und die relative Feuchte ab. Sinkt RHi
auf Untersa¨ttigungsniveau (< 100%), sublimieren Eiskristalle und die Eismasse nimmt
ab. Der Einﬂuss der Flugzeuggeometrie, insbesondere die Flu¨gelspannweite, entscheidet
deshalb auch maßgeblich u¨ber die Kristallverlustrate, wie ein Vergleich bei Wirbelphasen-
simulationen fu¨r ein Embraer 170-Flugzeug und einer Boing B747 ergeben hat (Unterstra-
ßer, 2008). Generell nimmt der prozentuale Anteil an verloren gegangenen Eiskristallen
wa¨hrend der Wirbelphase mit zunehmender Feuchte bzw. Eisu¨bersa¨ttigung, abnehmender
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Umgebungstemperatur und geringerer Eiskristallanzahl bei Simulationsstart ab (Unter-
straßer und So¨lch, 2010).
Beim Eﬀekt der Crow-Instabilita¨t auf Kondensstreifen ist die vom Flugzeugﬂu¨gel aus-
gelo¨ste Wirbeldynamik entscheidend. Wie Crow (1970) wa¨hrend seiner Arbeit fu¨r den
Flugzeughersteller Boeing gezeigt hat, zerfallen die parallel angeordneten Wirbelpaare
mit entgegengesetzter Vorticity wa¨hrend der Wirbelphase nicht nur durch Diﬀusion son-
dern auch durch eine sinusartige Schwingung, die in einem instabilen Zustand enden kann.
Ausschnitte aus solch einem Zyklus zeigt das Foto in Abbildung 1.3(c) auf Seite 8. Er-
reichen die Amplituden der Sinusschwingungen eine bestimmte Grenze, ko¨nnen sich in
berechenbaren Absta¨nden Wirbelringe ausformen. Die anderen Teile des linienfo¨rmigen
Kondensstreifens haben sich bis dahin aufgelo¨st. Es sind typische Lu¨cken entstanden.
Die Crow-Instabilita¨t ist also eine mo¨gliche Ursache fu¨r den raschen Wirbelzerfall beim
Absinkvorgang.
Numerische Simulationen machen den Einﬂuss der atmospha¨rischen Temperaturschich-
tung (Stabilita¨t) in der Atmospha¨re auch auf die Crow-Instabilita¨t deutlich. Am Anfang
beeinﬂusst sich das Wirbelpaar gegenseitig so, dass kleine sinusfo¨rmige Oszillationen im
Wirbelbereich auftreten und sich abha¨ngig vom Atmospha¨renzustand versta¨rken (vgl.
Foto in Abb. 1.3(c)). Die weitere Entwicklung kann in symmetrischen oder antisymmetri-
schen Wellenmoden verlaufen. Ein Wachstum der Sto¨rungen erfolgt durch Interaktion des
Wirbelpaares oder durch Selbstinduktion. Letztendlich fu¨hrt das zu einem exponentiellem
Wachstum der Wellenamplitude. Beim U¨berschreiten einer kritischen Grenze beru¨hren
sich die Wirbel. Danach entsteht eine Kette von Wirbelringen. Diese Ringe oszillieren
weiter, wechselwirkent mit sich selbst und der Atmospha¨re, sodass es zum Auftreten von
Doppelringstrukturen kommen kann. Auch in numerischen Simulationen wurde dieses
Pha¨nomen untersucht (Misaka et al., 2012). Nicht selten treten trichterfo¨rmige Struktu-
ren auf, wenn durch eine sekunda¨re Wirbelstro¨mung Eiskristalle aus dem Wirbelzentrum
nach außen transportiert werden. Die beschriebenen Strukturen ko¨nnen außerhalb von
numerischen Simulationen nur beobachtet werden, wenn ein Indikator die Sichtbarkeit
gewa¨hrleistet. Als optischer Indikator ko¨nnen Kondensstreifenteilchen (Eiskristalle) die-
nen, die in den Wirbeln und Ringen gefangen bleiben.
Die Wirbelphase endet, wenn das geordnete Stro¨mungsbild der Wirbel in mehr oder weni-
ger zufa¨llige Bewegungen (Turbulenz) u¨bergeht, unabha¨ngig davon, ob es zu Instabilita¨ten
kommt oder nicht.
Dispersionsphase
Vor allem Eispartikel aus dem sekunda¨ren Flugzeugnachlauf existieren u¨ber die Wirbel-
phase hinaus und stellen die Grundlage fu¨r die weitere Entwicklung in der Dispersions-
phase dar (Gierens und Jensen, 1998). Dort wachsen sie an, sofern der u¨berschu¨ssige Was-
serdampf aus der Umgebungsluft noch nicht abgebaut ist und erho¨hen somit die Eismasse
pro Luftvolumen. Steht dem Kondensstreifen nicht genu¨gend feuchte Luft zur Verfu¨gung,
wird er sich innerhalb kurzer Zeit wieder auﬂo¨sen. Das Einmischen der Eiskristalle in
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(a) KS-Zirren (b) KS-Virga
(c) KS-Mammatus
Abb. 1.4: Fotograﬁen: KS-Zirren (a), KS-Virga (b) und KS-Mammatus (c). c©Martin Lainer.
Aufnahmen u¨ber Landshut vom: 27.08.2012 (a), 23.06.2012 (c) und 21.02.2012 (b).
die Umgebungsluft macht deutlich, dass jetzt die meteorologischen Bedingungen (Feuch-
te, Temperatur, Wind) an Bedeutung gewinnen. Zusa¨tzlich gleitet der prima¨re Nach-
lauf, bedingt durch die relativ zur Umgebung erho¨hte potentielle Temperatur bei stabiler
Temperaturschichtung in der Tropospha¨re, vertikal auf. Fu¨r die Verdu¨nnung und Ver-
breiterung des Kondensstreifens hin zum KS-Zirrus (s. Abb. 1.4(a)) ist hauptsa¨chlich die
atmospha¨rische Turbulenz, die Geschwindigkeits- und Richtungsscherung des Windes mit
der Ho¨he verantwortlich. Je sta¨rker die Windscherung, desto sta¨rker ist die Verdu¨nnung
der Eiskristallkonzentration und umso gro¨ßer ist die horizontale KS-Breite sowie die opti-
sche Dicke τ (Unterstraßer, 2008). Weitere Ausbreitungs- und Verdu¨nnungsmechanismen
schließen natu¨rlich Sedimentations- und auch Aggregationsprozesse mit ein. Mit zuneh-
mendem Alter der Kondensstreifen geht die linienfo¨rmige Struktur verloren und es wird
schwierig, eine quantitative Trennung zur natu¨rlichen Zirrenbewo¨lkung vorzunehemen.
Diese Verwandlung ist ein bedeutendes Merkmal der Dispersionsphase
Je nach Betrachtung endet die Dispersionsphase entweder, wenn die Flugzeugemissionen
so weit verdu¨nnt sind, dass eine eindeutige chemische oder physikalische Zuordnung nicht
mehr mo¨glich ist, oder sich der Kondensstreifen komplett aufgelo¨st hat. Es ha¨ngt aber
auch wieder von der Deﬁnition ab, wann ein Kondensstreifen nicht mehr vorhanden ist.
Die Kriterien ko¨nnen sich auf verschiedene Dinge beziehen:
• Existenz von Eiskristallen
• Optische Sichtbarkeit
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• Detektion mit Fernerkundungsmethoden (LIDAR, RADAR)
Ein anderer Ansatz fu¨r eine diﬀerenzierte Einteilung der Entwicklungsphasen des abgas-
induzierten Kondensstreifens verwendet eine Dissipations- und Diﬀusionsphase anstatt
der Dispersionsphase. Aus der vormals geordneten symmetrischen Wirbelstro¨mung ge-
hen im Verlauf der Dissipation turbulente Muster hervor. Dabei schwa¨cht sich die im
Wirbelpaar mitgefu¨hrte Energie ab, indem sie nach und nach auf das atmospha¨rische
Hintergrundfeld verteilt wird (Gerz et al., 1998). Nachdem die Sto¨rung des atmo-
spha¨rischen Stro¨mungsmusters durch das Flugzeug abgeklungen ist, gewinnt die Me-
teorologie zunehmend an Bedeutung. Windscherung, Strahlung, synoptische Hebungs-
vorga¨nge oder turbulente Durchmischung sorgen fu¨r eine mehr oder weniger rasche
Verbreitung und Verdu¨nnung des Kondensstreifens im Flugzeugnachlauf. Die Dissipa-
tionsphase beru¨cksichtigt nur die vom Flugzeug erzeugte Turbulenz und stellt praktisch
den U¨bergang von der Wirbelphase zur Dispersionsphase dar. Die rein physikalischen
Vorga¨nge (Eismikrophysik und Durchmischung) unterscheiden sich in der Dissipations-
und Dispersionsphase nicht.
1.2.2 Aerodynamische Kondensstreifen
Aerodynamische Kondensstreifen unterscheiden sich wesentlich in ihrer optischen Erschei-
nung zu den abgasinduzierten, was schon in den Fotograﬁen der Abbildung 1.2 deutlich
wird. Ein sichtbares Merkmal kann bei entsprechendem Sonnenstand ein irisierendes Licht-
spiel beim Blick auf die Unterseite des KS sein. A¨ndert sich der Blickwinkel hat das einen
Einﬂuss auf das Farbmuster, weil das nicht nur durch den Extinktionskoeﬃzienten, son-
dern auch durch Form der Streuphasenfunktion bestimmt wird. Die besten Farbeﬀekte
sollten aus optischen Gru¨nden nahe der Sonne zu beobachten sein, denn dort u¨berschattet
die Vorwa¨rtsstreuung der Eiskristalle die atmospha¨rische Rayleigh Streuung aus dem Hin-
tergrund (Ka¨rcher et al., 2009).
Der Auslo¨ser fu¨r die Entstehung der Eiskristalle (in Jetphase) ist ein starker lokaler Druck-
abfall u¨ber den Tragﬂa¨chen, der zu einer starken adiabatischen Abku¨hlung fu¨hrt. Gierens
et al. (2009) stellten heraus, dass deshalb extrem hohe Feuchteu¨bersa¨ttigungen (& 1000%)
in kurzer Distanz (1 - 2m) u¨ber den Flugzeugﬂu¨geln existieren ko¨nnen. Der Druck kann
um bis zu 50 hPa fallen, wodurch die Temperatur um typischerweise 20K abnimmt.
Wie schon vermutet werden konnte, treten aerodynamische Kondensstreifen unter ande-
ren Umsta¨nden und damit entkoppelt von Kondensstreifen aus Abgasen auf. Trotzdem
gilt die 3-Stuﬁge Einteilung der Kondensstreifenentwicklung in Jetphase, Wirbelphase
und Dispersionsphase auch fu¨r die aerodynamisch induzierten. Es laufen lediglich an-
dere physikalische Prozesse ab, die zur Bildung der Eiskristalle in der Jetphase fu¨hren.
Lufttemperaturen, die das Schmidt-Appleman-Kriterium erfu¨llen und unabdingbar fu¨r
abgasinduzierte KS sind, hindern wohl eher die Entstehung von aerodynamischen KS.
Solange bei wa¨rmeren Umgebungstemperaturen die adiabatische Abku¨hlung u¨ber der
Flu¨gelﬂa¨che dafu¨r sorgt, dass die Temperaturen lokal auf so niedrige Werte sinken, dass
der in der Luft vorhandene Wasserdampf zu Eispartikeln gefriert, kann sich ein aerody-
namischer KS ausbilden. Mikrophysikalisch geschieht das u¨ber die homogene Nukleation
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auf ﬂu¨ssige Aerosolteilchen aus der Umgebung. Da die Eiskristalle direkt u¨ber (und/oder
unter) den Flu¨geln entstehen, mit einer stark an die Dynamik der Luftstro¨mung gekop-
pelten Mikrophysik, erscheint das Flugzeug als vorderster Teil des Kondensstreifens ohne
Lu¨cken dazwischen. Die anfa¨ngliche Breite des KS entspricht in etwa der Flu¨gelspannweite
des Flugzeuges. Forschungsarbeiten von Ka¨rcher et al. (2009) ergaben, dass aerodyna-
mische Kondensstreifen geringere EK-Anzahlkonzentrationen (1010 - 1011m−1) und EK-
Durchmesser (mittlere Durchmesser: 0.15 - 3µm) haben und deshalb optisch sehr du¨nn
sind. Nur bei Temperaturwerten u¨ber ca. 232K auf Fluglevel werden sie sichtbar. In den
mittleren Breiten kann man deshalb diese Art von KS a¨ußerst selten bestaunen. Ha¨uﬁger
treten sie in tropischen Gebieten auf, wo auf den Fluglevels in der oberen Tropospha¨re die
beno¨tigten Temperaturen o¨fters vorkommen. Ha¨uﬁg werden Beobachtungen aus anderen
Flugzeugen gemacht, die unterhalb den Flugzeugen ﬂiegen, die aerodynamische Kondens-
streifen erzeugen (s. auch Abb. 1.2(a)). Aufgrund der beschriebenen mikrophysikalischen
Eigenschaft und den Umgebungsbedingungen wachsen die Teilchen nicht sehr schnell an
und ko¨nnen deshalb auch leicht in eisuntersa¨ttigter Luft sublimieren (Ka¨rcher et al., 2009).
1.3 Wolkenauﬂo¨sende Modellierung von Kondens-
streifen
Seit geraumer Zeit werden Kondensstreifen mit numerischen Methoden modelliert. Man
ko¨nnte sich die Frage stellen, was derartige Untersuchungen motiviert. Interessiert man
sich fu¨r die Entwicklung von Kondensstreifen, sind Messkampagnen nicht immer das ideale
Mittel, weil sie manchmal technologisch sehr aufwendig und vom Budget betrachtet nicht
immer realisierbar sind. Zudem ko¨nnen damit nicht alle mo¨glichen Parameter (Meteo-
rologie, Flugzeug, Ort, etc.), die bei der Kondensstreifenentwicklung wichtig sind, unter-
sucht und analysiert werden. Darum bieten computergestu¨tzte Simulationen mit hochauf-
gelo¨sten numerischen Modellen eine weitere nu¨tzliche Zugangsmo¨glichkeit, Kondensstrei-
fen und deren Einﬂuss auf die Atmospha¨re besser zu verstehen. Da der Kondenstreifen-
bedeckungsgrad u¨ber ﬂugverkehrsreichen Regionen zu bestimmten Zeiten durchaus be-
tra¨chtlich ist, kann dieser Sachverhalt in naher Zukunft eine Bereicherung in der modernen
Wettervorhersage und Klimaprognose darstellen.
In der Vergangenheit wurden beispielsweise am DLR– IPA numerische Simulationen
von verschiedenen Phasen der Kondensstreifenentwicklung und deren U¨bergang in
Zirren mit einem hochaufgelo¨sten LES Modell, dem nicht-hydrostatischen, anelasti-
schen Modell EULAG (Smolarkiewicz und Margolin, 1997; Prusa et al., 2008) und ei-
nem daran gekoppelten BULK-Eismikrophysikmodul (Spichtinger und Gierens, 2009a)
durchgefu¨hrt (Unterstraßer, 2008; Unterstraßer und Gierens, 2010a,b). Genauere Infor-
mationen dazu liefert Kapitel 2, wo unter anderem auch das in dieser Masterarbeit ver-
wendete EULAG–LCM Modell vorgestellt wird und die speziﬁschen Unterschiede zum
EULAG–BULK Modell herausgearbeitet werden.
Bei bisherigen numerischen Studien stand meistens die Jet- und Wirbelphase der Kon-
densstreifenevolution im Vordergrund. Bis auf einige Ausnahmen, wo Kondensstreifen
bis zu Lebenszeiten von 6 h modelliert, anschließend analysiert wurden und folglich das
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Augenmerk sta¨rker auf die Dispersionsphase (s. Kap. 1.2) gerichtet war. Fu¨hrt man nu-
merische Simulation von langlebigen Kondensstreifen durch, stellt sich das Problem, dass
die Entwicklung durch die initialen Bedingungen (z. B. EK-Anzahl) gesteuert wird. Man
beno¨tigt fu¨r die Entwicklungsphasen (s. Tab. 1.1) unterschiedliche Modelle, um die Pro-
zesse auf den Zeit- und Raumskalen auﬂo¨sen zu ko¨nnen. Arbeiten von Unterstraßer und
Gierens (2010a,b) nehmen erstmals realistische Anfangsbedingungen fu¨r die Dispersions-
phasensimulationen an, die den diﬀerenzierten Verla¨ufen in der Wirbelphase gerecht wer-
den. Mit einem LES-Modell (EULAG–BULK) wird der U¨bergang von KS zu KS-Zirrus
bis maximal 6 h simuliert. Von nun an wird u¨berwiegend nur noch von Kondensstrei-
fen (KS) gesprochen, auch wenn sie sich schon stark verbreitert haben. In einem ersten
Schritt ist der Einﬂuss der relativen Feuchte RHi, Umgebungstemperatur auf Flugni-
veau TF (Flugho¨hentemperatur) und vertikalen Windscherung s = du/dz auf optische,
geometrische und mikrophysikalische Kondensstreifen Eigenschaften in einer Parameter-
studie untersucht worden (Unterstraßer und Gierens, 2010a). In einem zweiten Schritt
hat man sich der Wirkung von atmospha¨rischer Schichtung, der vertikalen Ausdehnung
der u¨bersa¨ttigten Luftschicht, verschiedenen Strahlungsszenarien und der Variation der
bei Simulationsstart initiierten EK-Anzahl und Eismasse zugewendet (Unterstraßer und
Gierens, 2010b).
Man hat festgestellt, dass die relative Umgebungsfeuchte der wichtigste Faktor in der
Dispersionsphase ist und die Eismasse, optische Dicke und somit die totale Strah-
lungsextinktion bestimmt. Nur ab bestimmten RHi Werten (& 120%) ko¨nnen sich
Kondensstreifen sichtbar verbreitern. Herrschen schwa¨chere U¨bersa¨tttigungen, gewin-
nen Verdu¨nnungsprozesse (z. B. Scherungsverbreiterung, Sedimentation, Sublimation) die
Oberhand u¨ber Kristallwachstumsprozesse (z. B. Deposition). Wa¨hrend in der Wirbelpha-
se mehr Eiskristalle bei ho¨heren Temperaturen verloren gehen, wirken sich Temperatur-
unterschiede in der Dispersionsphase auf die Gro¨ßenverteilung der Eispartikel aus, weil
die Wasserdampfkonzentrationen mit steigender Temperatur zunehmen. Der Kondens-
streifen besteht nun aus einer Kernregion (hohe Ek-Anzahl-Konzentration, hohe H2O
Depositionsrate, RHi ≈ 100%) und einem Fallstreifen (hohe Eismasse-Konzentration),
der durch sedimentierende Eiskristalle entsteht. Ein KS-Virga ist auf dem Foto der Ab-
bildung 1.4(b), das Ende Februar aufgenommen wurde, zu sehen. Sedimentation fu¨hrt
ha¨uﬁg zu einer Dehydrierung der Luft im gesamten Gebiet des Kondensstreifens und li-
mitiert seine Lebenszeit (Unterstraßer und Gierens, 2010a). Bemerkenswerterweise wird
die totale Extinktion, die optische und geometrische Eigenschaften vereint, deutlich mehr
von Feuchteparametern und der Umgebungstemperatur abha¨ngen als von der Scherung.
Des weiteren spielt die Anzahlkonzentration der Eiskristalle, die zu Beginn der dispersie-
renden Phase noch zur Verfu¨gung stehen, eine bedeutende Rolle. Nun, in der Jetphase
kann man abscha¨tzen, dass sich in etwa genau so viel Eiskristalle pro Flugmeter N for-
men, wie Rußpartikel von den Triebwerken pro Flugmeter emittiert werden. Wird ein
Kilogramm Treibstoﬀ verbrannt, werden je nach Flugzeugtyp 1013 - 1015 kg−1 Rußparti-
kel freigesetzt, sodass man im Schnitt mit 1012 - 1013m−1 Eiskristallen rechnen darf. Der
wesentliche Verlust an Eiskristallen ﬁndet im prima¨ren Nachlauf noch wa¨hrend der Wir-
belphase statt. Dort sublimiert ein gewisser Anteil (0.001 - 1%) unabha¨ngig von N (Un-
terstraßer, 2008) aufgrund vorherrschender Temperatur- und Feuchtebedingungen. Eine
Erho¨hung von N hat u¨ber die 6-stu¨ndige Simulationsdauer immer zu einem Anstieg in der
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totalen Extinktion (horizontales Integral u¨ber die Extinktion) und der optischen Dicke
gefu¨hrt. Liegen mehr Eiskristalle vor, so kann die totale Eismasse sta¨rker anwachsen, weil
die gro¨ßere Eiskristallkonzentration den Wasserdampf in der eingemischten Umgebungs-
luft schneller und eﬀektiver zur Deposition bringt. Eine erho¨hte Eiskristallkonzentration
ist im Vergleich zur niedrigeren meist mit kleineren Eispartikeln verbunden, deren eﬀektive
Oberﬂa¨che fu¨r die Reaktion gro¨ßer ist. Ferner steigt auch die Verbreiterungsgeschwindig-
keit des Kondensstreifens mit ho¨heren N -Werten.
Unter hoher Eisu¨bersa¨ttigung Si und (oder) Temperatur ko¨nnen Strahlungseﬀekte die
Lebenszeiten von Kondensstreifen verla¨ngern. Wobei verschieden starke Sensitivita¨ten
auftreten. Eine Bewo¨lkung unterhalb eines Kondensstreifens hat eine ho¨here Auswirkung
als die Jahres- oder Tageszeit. An einem wolkenfreien Sommertag herrschen oft die bes-
ten Bedingungen fu¨r ein Kondensstreifenwachstum durch Hebungsvorga¨nge, gemessen
an der Entwicklung der Eismasse und Querschnittsﬂa¨che. Kontra¨rerweise sind die Be-
dingungen an bedeckten Winterna¨chten im Schnitt am schlechtesten. Ein kombiniertes
Strahlungs- und Stabilita¨tsszenario hat ergeben, dass bei einer schwach labilen Atmo-
spha¨renschichtung der Eismassegehalt zwei bis dreimal so hoch sein kann, wie bei einer
sehr stabilen Schichtung. Interessanterweise ha¨ngt die Dicke der eisu¨bersa¨ttigten Schicht
nicht mit den Entwicklungsprozessen im Kondensstreifenkernbereich zusammen, solange
dieser eine Dicke von 500m nicht u¨berschreitet (Unterstraßer und Gierens, 2010b).
Die in den letzten Absa¨tzen vorgestellten Ergebnisse wurden mit dem EULAG–BULK
Modell gewonnen. Im Kapitel 3.1 werden die Ergebnisse noch genauer beschrieben und
schließlich mit den Simulationsergebnissen des EULAG–LCM Modells aus dieser Master-
arbeit verglichen. Es ist wichtig, die Abla¨ufe in der Dispersionsphase zu verstehen, denn
nur langlebige Kondensstreifen haben einen merklichen Einﬂuss auf das Klima im Erdsys-
tem. Was bereits ero¨rtert wurde. Letztendlich besteht, rein wissenschaftlich betrachtet,
fu¨r eine bessere Kenntnis und Interpretation der Dispersionsphase noch Forschungsbe-
darf. Darum sollen jetzt Simulationen mit dem LES Modell EULAG–LCM (So¨lch und
Ka¨rcher, 2010) durchgefu¨hrt werden, um u¨ber einen Zeitraum von maximal 10 h (6 h bei
Vergleichsstudien mit EULAG–BULK Modell) die Kondensstreifenentwicklung in der Di-
spersionsphase mo¨glichst vollsta¨ndig aufzulo¨sen. Der Modellvergleich soll die physikalische
und numerische Konsistenz der durchgefu¨hrten Berechnungen in einer gewissen Bandbrei-
te gewa¨hrleisten. Zudem werden neue Analysemo¨glichkeiten, die das neue LCM Modul
bietet, vorgestellt und die Vorteile diskutiert. Zum Beispiel ist es mo¨glich, detailliertere
Eiskristallgro¨ßenverteilungen im Kondensstreifen zeitlich auszugeben. Die Aggregation,
ein wichtiger Prozess in Eiswolken, wird nun erst in den numerischen Simulationen mo-
dellierbar (So¨lch, 2009; So¨lch und Ka¨rcher, 2010). Im Kapitel 3 wird man sich auch damit
ausfu¨hrlicher bescha¨ftigen und das Ausmaß der Aggregation in Kondenssrteifen bei eini-
gen speziellen Fallstudien eruieren.
Nachfolgend wird die Rolle der homogenen Eisnukleation in Bezug auf die KS-
Simulationen diskutiert. Eine Bildung von Zirren auf natu¨rliche Weise durch homoge-
ne Nukleation beno¨tigt eine Luftfeuchte, die einen temperaturabha¨ngigen Schwellwert
RHi,crit u¨berschreitet (Koop et al., 2000):
RHi,crit = 2.583−
(
T
207.83
)
(1.2)
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Abb. 1.5: Feuchteschwellwert fu¨r homogene Nukleation (Natu¨rliche Zirrenbildung). Oberkante
des grau gefa¨rbten Bereichs gibt den Feuchteschwellwert in % bezu¨glich Eis fu¨r die homo-
gene Nukleation und in Abha¨ngigkeit der Temperatur T ∈ [200, 270]K an. Gru¨n schraﬃerte
Fla¨che: Typischer Entstehungsbereichbereich fu¨r abgasinduzierte Kondensstreifen bis zu ei-
nem Umgebungsdruck p0 von 200 hPa nach Schmidt-Appleman-Kriterium mit Temperatur-
schwelle TSA (Schumann, 1996). Hellgru¨ne Fla¨che: Zusa¨tzliche Abdeckung des Drucklevels
bis 250 hPa. Dunkelgru¨ne Fla¨che: zusa¨tzliche Abdeckung des Drucklevels bis 300 hPa. Rot
schraﬃerte Fla¨che: Eingrenzung der Temperatur auf Flugniveau (209K ≤ T ≤ 222K) und
der relativen Feuchte bzgl. Eis (105% ≤ RHi ≤ 130%), in Korrespondenz zum Vergleich
der Standardsimulationen in Kap. 2.1 und deren Parameterraum, s. Tabelle 3.1. Orange
schraﬃerte Fla¨che zeigt den Feuchtebereich an, der erreicht werden kann, wenn synoptische
Hebungsvorga¨nge untersucht werden.
Die Abbildung 1.5 zeigt, wie die Schwellwertfeuchte RHi,crit mit zunehmender Temperatur
abnimmt. Die Nukleationsschwellwerte im Bereich, in denen gewo¨hlich Kondensstreifen
auftreten, reichen in Abbildung 1.5 von gerundet 162% bei 200K und 146% bei 230K.
Darunter ﬁndet keine natu¨rliche Zirrenbildung statt. Fu¨r die Standardsimulationen in Ka-
pitel 3 gilt der rotschraﬃerte Bereich fu¨r die Temperatur- und Feuchtevariationen bei der
Initialisierung auf Fluglevel. Natu¨rlich treten Kondensstreifen auch bei relativen Feuchten
auf, die u¨ber dem Nukleationsschwellwert liegen. In der Abbildung 1.5 sind die gru¨nen
Fla¨chen aber nur bis zum Feuchteschwellwert geplottet. Wird ein Kondensstreifen im
Gebiet oberhalb der grauen Fla¨che simuliert und analysiert, so sollte eigentlich die ho-
mogene Nukleation nicht vernachla¨ssigt werden. Zur Eingrenzung der Komplexita¨t wird
bei den idealisierten KS-Studien in dieser Arbeit auf die Enstehung von Eisteilchen durch
natu¨rliche Nukleation verzichtet.
Das zweite Kapitel behandelt die numerischen Modellsysteme und Methoden, die fu¨r die
Untersuchungen verwendet worden sind. Vor allem in der Behandlung der Eismikrophy-
sik treten Unterschiede im EULAG–LCM und EULAG–BULK Modellsystem auf. Neue
Simulationen sind mit dem EULAG–LCM Modell durchgefu¨hrt worden. Fu¨r den Ver-
gleich mit dem EULAG–BULK Modell wurden Daten aus der Arbeit von Unterstraßer
(2008) herangezogen. Ferner geht Kapitel 2 auf die verwendeten Computerressourcen, die
Datenvisualisierung und den schematischen Aufbau einer Simulation ein.
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Welche Resultate in der praktischen wissenschaftlichen Phase der Masterarbeit erzielt wor-
den sind, werden mit Kapitel 3 und Kapitel 4 vermittelt. Ein Hauptaugenmerk wird auf die
Vergleichsstudie der beiden Modelle gelegt (Kap. 3). Es werden Gemeinsamkeiten und Un-
terschiede in den Ergebnissen der Simulationen diskutiert. Eiskristallgro¨ßenverteilungen
sind ebenso von Bedeutung wie Lebenszyklen und weitere optische, geometrische und
mikrophysikalische Eigenschaften von Kondensstreifen im zeitlichen Verlauf und in der
Verteilung im Raum. Sensitivita¨tsstudien (Kap. 4), aus dem rein physikalischen Bereich
einerseits, und dem numerisch dispersiven andererseits, runden die Arbeit sinnvoll ab.
Dies hilft, damit die Genauigkeit der Ergebnisse quantiﬁziert werden kann. Man erreicht
das, indem man ausgewa¨hlte Parameter (physikalischer oder numerischer Natur) variieren
la¨sst und anschließend pru¨ft, wie stark die Ergebnisse fu¨r einen vera¨nderten Parameter
schwanken.
Ganz zum Schluss werden in Kapitel 5 die wichtigsten Punkte zusammengefasst und ein
gezielter fachwissenschaftlicher Ausblick pra¨sentiert.
Kapitel 2
Modellsysteme und Methoden
Das zweite Kapitel stellt die Grundlagen der verwendeten numerischen Modelle und
Methoden vor. Im speziellen werden Unterschiede und Gemeinsamkeiten zwischen dem
EULAG–LCM Modell (So¨lch und Ka¨rcher, 2010) und EULAG–BULK Modell (Spichtin-
ger und Gierens, 2009a,b) herausgestellt. Dabei wird auf die Behandlung der Mikrophysik
bei der dynamischen Entwicklung der simulierten Kondensstreifen besonders Wert gelegt.
Zudem werden technische Details, Arbeitsabla¨ufe bzw. Vorgehensweisen und Programme
zur Datenauswertung und Visualisierung beschrieben.
2.1 Modellvergleich: EULAG–LCM und
EULAG–BULK
Das Unterkapitel 2.1.1 erla¨utert das Grundmodellsystem EULAG (Smolarkiewicz und
Margolin, 1997; Prusa et al., 2008), 2.1.2 und 2.1.3 zeigen spezielle, individuelle Model-
leigenschaften auf und der letzte Abschnitt (2.1.4) behandelt den Vergleich der Eismikro-
physik zwischen den Modellversionen.
2.1.1 Grundmodellsystem – EULAG
Der dynamische Kern im EULAG–LCM und EULAG–BULK Modell beruht auf dem
nicht-hydrostatischen und anelastischen Modell EULAG, dessen Bewegungsgleichung,
thermodynamische Gleichung und Kontinuita¨tsgleichungen bei Beru¨cksichtigung feuchta-
diabatischer Prozesse folgendermaßen lauten:
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d~u
dt
= −~∇p
′
ρ¯
+ ~g
θ′d
θ¯
− f~k × ~u′ + ~Du (2.1)
dθ′
dt
= −~u · ~∇θe +QR +QH + ~Dθ (2.2)
0 = ~∇ · (ρ¯~u) (2.3)
dqv
dt
= ~Dqv −QN −QD (2.4)
In diesem Gleichungssystem (Gl. (2.1) bis (2.4)) steht ~u fu¨r den dreidimensionalen Wind-
vektor mit den Komponenten in x-, y- und z-Richtung, ρ fu¨r die Dichte der Luft, p fu¨r
den Luftdruck in der Atmospha¨re und θ fu¨r die potentielle Temperatur.
θ = T ·
(
p0
p
)Rd
cp
Da vertikale Bewegungen von Luftpaketen mit guter Na¨herung adiabatischen Zu-
standsa¨nderungen genu¨gen, ist die potentielle Temperatur eine hilfreiche Variable, um
Temperaturen von Luftpaketen auf verschiedenen Druckleveln miteinander zu verglei-
chen. θ ist ein Maß fu¨r die Summe aus innerer und potentieller Energie, die in einem
Luftpaket enthalten ist. Die potentielle Temperatur ist somit die Temperatur, die ein
Luftpaket annehmen wu¨rde, wenn es adiabatisch auf ein Referenzdrucklevel p0 von z. B.
1000 hPa gebracht werden wu¨rde. Rd bezeichnet die speziﬁsche Gaskonstante fu¨r tro-
ckene Luft (287 J kg−1K−1) und cp die speziﬁsche Wa¨rmekapazita¨t bei konstantem Druck
(1004 J kg−1K−1). Die Gleichung (2.1.1) la¨sst sich aus der Adiabatengleichung idealer
Gase durch Integration u¨ber p0 bis p herleiten.
Der Vektor ~g stellt die Erdbeschleunigung und f den Coriolisparameter dar, wobei nur
dessen vertikale Komponente von Bedeutung ist. Dies wird durch die Multiplikation
von f mit dem vertikalen Einheitsvektor ~k ausgedru¨ckt. Mit qv wird das Wasserdampf-
Mischungsverha¨ltnis bezeichnet, das die Menge an Wasserdampf in Kilogramm pro Kilo-
gramm trockener Luft angibt.
qv =
mv
md
(2.5) qi =
mi
md
(2.6)
Die Formel 2.6 gibt das Gleiche an, nur in Bezug auf das in Wolken enthaltene Eis
(Wolkeneis-Mischungsverha¨ltnis). Die verschieden indizierten ~D Vektoren repra¨sentieren
viskose Kra¨fte fu¨r die unterschiedlichen physikalischen Gro¨ßen. Dort werden die Diﬀusions-
koeﬃzienten u¨ber eine zeitabha¨ngige Gleichung, in der die turbulente kinetische Energie
verwendet wird, bestimmt. Der Index e einer Variablen bezieht sich immer auf einen Um-
gebungszustand in der Atmospha¨re. Fu¨r solch einen Zustand muss die anelastische Kon-
tinuita¨tsgleichung (2.3) nicht unbedingt erfu¨llt sein. Liegen Abweichungen (Sto¨rungen)
vom Umgebungszustand vor, so wird dies mit einer gestrichenen Gro¨ße ausgedru¨ckt. Bei-
spielsweise gilt:
θ′ = θ − θe
~u′ = ~u− ~ue
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Grundzustandsgro¨ßen werden mit einem Querstrich u¨ber der jeweiligen Variable gekenn-
zeichnet. Somit stehen die Variablen ρ¯ und θ¯ fu¨r die Standardproﬁle der Luftdichte und
potentiellen Temperatur. Die Standardproﬁle ko¨nnen jedoch Inhomogenita¨ten aufweisen,
sodass man sich bevorzugt auf die Abweichungen der Umgebungsvariablen beziehen sollte.
QR in (2.2) bezeichnet den durch Strahlungsvorga¨nge induzierten diabatischen Quellterm.
QH beschreibt die Freisetzung latenter Wa¨rme bei Wasserdampfdeposition auf die Eis-
kristalle oder den Verbrauch von Wa¨rme bei der Sublimation, je nach Vorzeichen. In
der Kontinuita¨tsgleichung fu¨r das Wasserdampf-Mischungsverha¨ltnis (Gl. (2.4)) gibt es
zwei Terme (QN und QD), die Senken fu¨r den Wasserdampf sind. N steht fu¨r Nuklea-
tion, da sich die erste Senke auf den Verlust von gasfo¨rmigen H2O bei der Entstehung
von Eiskristallen bezieht. D steht fu¨r Deposition, wo der Wasserdampf direkt zu neuen
Eisschichten auf dem Kristall umgewandelt wird (die ﬂu¨ssige Phase wird u¨bersprungen).
Genauso gelten die zwei Terme fu¨r den Wasserdampfverlust an ﬂu¨ssige Aerosol Teilchen.
Um eine modellspeziﬁsche (vgl. Kap. 2.1.4) Wolkenmikrophysik im EULAG-Code zu ver-
wirklichen, du¨rfen feuchtadiabatische Prozesse nicht vernachla¨ssigt werden. Es muss eine
geeignete Verbindung zwischen Dynamik und Thermodynamik hergestellt werden (Gra-
bowski und Smolarkiewicz, 2002). Dies kann u¨ber die Einfu¨hrung einer dichtegewichteten
potentiellen Temperatur θd (vgl. Emanuel, 1994) geschehen:
θd = θ + θ¯(εpqv − qi) (2.7)
mit εp = (1/εg)− 1, wobei εg = Rd/Rv fu¨r das Verha¨ltnis der idealen Gaskonstanten fu¨r
trockene Luft und Wasserdampf steht (Rv = 462 J kg
−1K−1).
Ein Euler’scher Ansatz, wie er von Smolarkiewicz und Margolin (1997) beschrieben ist,
wird zur numerischen Lo¨sung des dynamischen und thermodynamischen Gleichungs-
systems in EULAG benutzt. Dafu¨r wird ein allgemeiner Stromfunktionsvektor ~Ψ, der
die Variablen θ′, u, v, w entha¨lt und ein Antriebsvektor ~F der Variablen eingefu¨hrt.
Na¨herungsweise gilt:
~Ψn+1i = LEi(Ψ˜) + 0.5∆t · ~F n+1i (2.8)
Hier beschreibt LEi den verallgemeinerten Transportoperator, Ψ˜ := ~Ψ
n + 0.5∆t · ~F n und
die Indizes i, n stellen Koordinaten in Raum und Zeit dar. In diesem Fall (Gl. (2.8))
ist die Trapezregel (mathematisches Verfahren zur Lo¨sung eines Integrals einer Funktion
in einem bestimmten Intervall) fu¨r die numerische Na¨herungslo¨sung verwendet worden.
Eine andere Bezeichnung dafu¨r ist die numerische Quadratur. Zu nennen ist ebenfalls
der Vorwa¨rtsalgorithmus fu¨r die zeitliche Integration, durch den oszillierende Lo¨sungen
vermieden werden. Desweiteren wird ein spezielles Advektionsschema, MPDATA (Mul-
tidimensional Positive Deﬁnite Advection Transport Algorithm), verwendet, das nur ge-
ringe Diﬀusivita¨tsraten aufweist (Smolarkiewicz und Margolin, 1998). Es wird eine sub-
gridskalige Turbulenz benutzt, die durch die TKE-Na¨herung beschrieben wird. Generell
betrachtet eignet sich EULAG hervorragend fu¨r die Erforschung von meteorologischen
Pha¨nomenen von der Mikroskala bis zur Makroskala. Die Bandbreite der simulierbaren
Prozesse reicht von der Quasi-Bilinearen-Oszillation in den Tropen u¨ber orographische
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Stro¨mungen und induzierte Schwerewellen bis hin zu a¨olischen Simulationen (z. B. Verla-
gerung von Sanddu¨nen). Fu¨r detailliertere Informationen wird auf die EULAG Modell-
Webseite2 verwiesen.
Zur Vollsta¨ndigkeit wird, mit nachstehender Deﬁnition, das totale Diﬀerential im mathe-
matischen Sinne beschrieben:
Dx
Dt
:=
∂x
∂t
+ ~u · ∇x (2.9)
Eine totale zeitliche Ableitung einer Variable x setzt sich aus der Addition der lokalen
partiellen zeitlichen Ableitung mit der Advektion, in diesem Fall durch den Windvektor
~u derselben Variablen, zusammen.
2.1.2 Speziﬁsche Informationen zum EULAG–BULK Modell
Der Begriﬀ
”
BULK“ bezieht sich auf eine spezielle Parametrisierung der mikrophysikali-
schen Prozesse. Spichtinger und Gierens (2009a) haben dafu¨r ein Zwei-Momenten-Schema
mit prognostischen (zeitabha¨ngigen) Gleichungen fu¨r die Eiskristallmasse, den Eiswasser-
gehalt (IWC), die Eiskristallanzahl und die Anzahlkonzentration der Aerosole entwickelt.
Verschiedene Aerosol- und Eiskristalltypen werden deﬁniert und entsprechende Eigen-
schaften zugeordnet. Das prima¨re Einsatzgebiet des Modells war die Modellierung von
Zirruswolken. Es existieren viele Eiskristallformen und unza¨hlige natu¨rliche Formvariatio-
nen, sodass es aus programmiertechnischer Sicht von Vorteil ist prognostische Gleichun-
gen fu¨r Massen anstatt fu¨r La¨ngen zu lo¨sen. Erst in einem spa¨teren Schritt werden daraus
Gro¨ßen und Formen (z. B. der Eiskristalle) bestimmt.
Fu¨r die Kondensstreifenentwicklung in der Dispersionsphase ko¨nnen folgende relevante
Prozesse mit dem BULK-Mikrophysikmodul aufgelo¨st werden:
• Deposition
• Sublimation
• Sedimentation
Gerade in einer natu¨rlichen atmospha¨rischen Umgebung ist die Eisbildung durch homoge-
ne und heterogene Nukleation von Bedeutung. Das BULK-Modul hat numerische Routi-
nen, die Nukleation beru¨cksichtigen. Fu¨r idealisierte Untersuchungen von Kondensstreifen
wurden diese Routinen im Modellcode abgeschaltet (Unterstraßer und Gierens, 2010a).
Um das Spektrum der Eiskristalle mit unterschiedlichen Formen und La¨ngen abdecken
zu ko¨nnen, stehen prinzipiell mehrere statistische Verteilungen zur Verfu¨gung (z. B. Ex-
ponentialverteilung, Poisson-Verteilung, Gamma-Verteilung, Log-Normalverteilung). Fu¨r
2http://www.mmm.ucar.edu/eulag/, Abrufdatum: 22.05.2012
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die Eiskristallmasse bzw. EK-Gro¨ße wird eine Log-Normalverteilung mit konstanter geo-
metrischer Breite σm, aber anpassungsfa¨higer Medianmasse (m0), verwendet:
n(m) =
(
N√
2π ln σm
· 1
m
)
× exp

−1
2

 ln
(
m
m0
)
lnσm


2

 (2.10)
Die Gro¨ße N in Gl. 2.10 steht fu¨r die Gesamtanzahldichte an Eiskristallen, m fu¨r die
Massen-Gro¨ßen Relation (ebenfalls lognormalverteilt).
m = a · Lb
Fu¨r genauere Informationen zu dieser Parametrisierung wird auf die Arbeiten von Heyms-
ﬁeld und Iaquinta (2000) verwiesen. Der Eiswassergehalt IWC in kgm−3 berechnet sich
u¨ber die BULK Eisdichte ρb = 0.81 · 103 kgm−3 und qi (s. Gl. 2.6) wie folgt:
IWC = ρb · qi
Die zeitlichen A¨nderungen des IWC-Gehalts und der Anzahlkonzentration N ko¨nnen
durch prognostische Gleichungen folgendermaßen formuliert werden (s. auch Spichtinger
und Gierens (2009a)):
D IWC
Dt
=
1
ρ¯
∂(ρ¯ IWCvm)
∂z
+NUCIWC +DEPIWC +DIWC (2.11)
DN
Dt
=
1
ρ¯
∂(ρ¯Nvn)
∂z
+NUCN +DEPN +DN (2.12)
So beno¨tigt man fu¨r die Berechnung der totalen Ableitung des IWC die Masse der neu ent-
standenen Eiskristalle (NUCIWC), den Zuwachs bzw. Verlust an Eismasse (DEPIWC) und
einen Diﬀusionsterm (DIWC). Genauso braucht man fu¨r die Ableitung der Anzahlkonzen-
tration an Eiskristallen die Anzahl an neu gebildeten EK (NUCN), den eﬀektiven Verlust
an EK falls DEP < 0 (DEPN) und den Diﬀusionsterm (DN). Daru¨ber hinaus ist es
von Bedeutung, den Bruchteil der Eismasse (fm), der wa¨hrend eines zeitlichen Iterations-
schrittes sublimiert zu kennen, falls ein Verlust an Eiskristallen stattﬁndet (DEPN < 0).
fm =
IWC(t)− IWC(t−∆t)
IWC(t)
∣∣∣∣
DEPIWC
Daraus la¨sst sich nun der Bruchteil der sublimierten Eiskristallanzahl (fn = fm
α)
abscha¨tzen. In der Mikrophysikroutine hat der Sublimationsparameter α den konstanten
Wert 1.1 (Unterstraßer und Gierens, 2010a). Folglich geht immer mehr Eiskristallmasse
als Eiskristallanzahldichte verloren, da α > 1 ist.
Es wird angenommen, dass die Eisbildung durch Nukleation immer an einem Aerosolteil-
chen stattﬁndet. Das bedeutet, dass zuna¨chst fu¨r jede Entstehung eines EKs ein Aero-
solteilchen von der Gesamtanzahl abgezogen wird, weil es sich im Eispartikel beﬁndet.
Folglich nimmt dabei die Aerosolanzahldichte ab. Dieser Prozess ist aber reversibel, denn
nach vollsta¨ndiger Auﬂo¨sung eines EKs wird das Aerosolteilchen wieder zum Aerosol-
feld der Umgebung dazugerechnet. Im Gegensatz zu Eiskristallen wird die Sedimentation
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der Aerosole aufgrund der kleinen Massen nicht beru¨cksichtigt. Die Sedimentationsraten
der Eispartikel ha¨ngen prima¨r von den Fallgeschwindigeiten ab. Die maximale Fallge-
schwindigkeit kann z. B. als Funktion der Eiskristallmasse formuliert werden (Gl. (2.1.2)).
Ausgehend von dieser Parametrisierung eines einzelnen EKs werden von Spichtinger und
Gierens (2009a) Sedimentationsgeschwindigkeiten fu¨r die Anzahl- und Massenkonzentra-
tionen (vn und vm) u¨ber die Momente von f(m) abgeleitet.
vn =
1
Ni
∞∫
0
f(m)v(m)mdm
vm =
1
qi
∞∫
0
f(m)v(m)mdm
(2.13)
Um die Untersuchung von Kondensstreifen und deren U¨bergang in KS-Zirren einer nicht
zu großen Komplexita¨t zu unterwerfen, hat man davon abgesehen homogene Nukleations-
mechanismen im Modell anzuschalten. Bei Eisu¨bersa¨ttigungswerten Si > RHi,crit(T )− 1
(s. Gl. (1.2) und Abb. 1.5) kann natu¨rliche Zirrenbildung durch homogene Nukleation
stattﬁnden und die zeitliche Entwicklung von Kondensstreifen beeinﬂussen. Bei den Stan-
dardsimulationen und den dazugeho¨rigen meteorologischen Umgebungsbedingungen, die
in Tabelle 3.1 zusammengefasst sind, ist Si immer kleiner als RHi,crit(T ) (s. auch rot-
schraﬃerte Fla¨che in Abb. 1.5). Jedoch kann bei Aufgleitstudien die Umgebungsfeuchte
um den Kondensstreifen so stark zunehmen, dass der von der Temperatur abha¨ngige
Nukleationsschwellwert u¨berschritten wird. Dann ist es vorteilhaft, je eine separate Eis-
klasse fu¨r die Nukleation einzufu¨hren, um ein Unterscheidungskriterium fu¨r die neuen EK
gegenu¨ber denen, die aus der Jet- und Wirbelphasensimulation initialisiert wurden, zu
haben. Man kann somit auch nach spa¨teren Simulationszeiten auf den Ursprung der Eis-
kristalle schließen. Findet wa¨hrend der Lebensdauer des Kondensstreifens keine natu¨rliche
Nukleation statt, so ist die Bildung der Eispartikel bereits in der Jetphase abgeschlossen
(s. Kap. 1.2.1). Fu¨r eine formale Abhandlung der Nukleationsprozesse im EULAG–BULK
Modell wird deshalb auf das wissenschaftliche Paper von Spichtinger und Gierens (2009a)
hingewiesen.
Interessiert man sich fu¨r die Gro¨ßen- und/oder Massena¨nderung der Eiskristalle, so ent-
scheidet das Vorzeichen von
dmi
dt
= 4πCiDvf1f2 [ρv(Te)− ρs,i(Ts)] (2.14)
daru¨ber, ob die Eismasse eines Kristalls ab- oder zunimmt (dmi/dt < 0 oder dm/dt > 0).
Der Kapazita¨tsfaktor Ci, dessen Bestimmung an die Methoden in der Elektrostatik er-
innert, wird fu¨r die Behandlung verschiedener, nicht spha¨rischer Eiskristalle (hexago-
nale Sa¨ulen, Bullet Rosettes, Pla¨ttchen, etc.) gebraucht. Mit Dv gibt man die Diﬀusi-
vita¨t vom Wasserdampf in der Atmospha¨re an und die Korrekturfaktoren f1 (molekularer
Transferfaktor von H2O Moleku¨len) und f2 (Ventilationsfaktor) sind nur fu¨r die Rand-
gro¨ßenbereiche der Kristalle wichtig. Der Ventilationsfaktor beschreibt die beschleunigte
Aufnahme von Wasserdampf auf die bereits gebildeten EK, wenn diese durch die eigene
Fallbewegung unterschiedlich feuchte Atmospha¨renschichten passieren. Nur gro¨ßere und
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schwerere Eiskristalle mit ho¨heren maximalen Fallgeschwindigkeiten (vgl. Formel 2.1.2)
proﬁtieren davon mit einer sta¨rkeren Wachstumsrate (Spichtinger und Gierens, 2009a).
Sehr kleine EKs (∅ < 1µm) ko¨nnen durch einen kinetisch bedingten Transfer von einzel-
nen Wassermoleku¨len einen Massenzuwachs erfahren, was durch den Faktor f1 vertreten
wird. Durch die Dichtegro¨ßen ρv(Te) und ρs,i(Ts) bezieht man sich zum einen auf die
Wasserdampfkonzentration in der Umgebung (Temperatur Te) bei Untersa¨ttigung, zum
anderen bei Sa¨ttigung bezu¨glich der Eiskristalloberﬂa¨che mit Oberﬂa¨chentemperatur Ts.
2.1.3 Speziﬁsche Informationen zum EULAG–LCM Modell
Urspru¨nglich ist das Mikrophysik Modul LCM, das gekoppelt an EULAG als Modellver-
sion EULAG–LCM bezeichnet wird, am DLR entworfen worden, um Zirruswolken mit
einer genauen skalenaufgelo¨ster Aerosol- und Eismikrophysik simulieren zu ko¨nnen. So¨lch
und Ka¨rcher (2011) haben damit die Entstehung und Entwicklung einer stratiformen
Zirruswolkenschicht wa¨hrend dem Zeitraum der ARM IOP (Atmospheric Radiation Mea-
surement, Intensive Operational Period) im Ma¨rz 2000 in guter U¨bereinstimmung mit den
Messergebnissen von den Wolkeneigenschaften simuliert. Der Simulationszeitraum hat 4
Stunden betragen.
Das Diagramm 2.1 auf Seite 26 zeigt den Aufbau des EULAG–LCM Modellsystems mit
dem neuen LCM Schema fu¨r die Behandlung der Mikrophysik. Es werden grob die wich-
tigsten Module des EULAG–LCM Modellsystems mit den mikrophysikalischen Prozes-
sen, Eigenschaften und Variablen vorgestellt, die zwischen den Modulen (LCM, EULAG)
ausgetauscht und verarbeitet werden. Das Grundmodellsystem EULAG (s. Kap. 2.1.1)
stellt den dynamischen Simulationskern bereit. Der Austausch zwischen dem LCM-Modul
und EULAG beinhaltet im wesentlichen die Wasserdampfkoppelung, Advektion, laten-
te Wa¨rme, Temperatur-, Druck- und Turbulenzfelder. Fu¨r die raumzeitliche Simulation
von dynamischen und thermodynamischen physikalischen Gro¨ßen, Wasserdampf, Spuren-
gasen und ra¨umlich aufgelo¨sten Aerosolpartikeln wird der Euler’sche Ansatz mit einem
unbeweglichen, festen Koordinatensystem benutzt. Dagegen schla¨gt man in den Prozes-
sen der Eisphase einen Lagrange’schen Weg ein, indem man dort eine große Anzahl an
Simulationspartikeln (SIPs) im Stro¨mungsfeld des Modellgebietes verfolgt. Das Koordi-
natensystem fu¨r die Lagrange’sche Behandlung der Physik ist nicht ﬁxiert im Modell-
gebiet, sondern frei beweglich. Die heute zur Verfu¨gung stehenden Computerressourcen,
auch die von Supercomputern, reichen nicht aus, um ada¨quate Modellrechnungen u¨ber
einen la¨ngeren Zeitraum (mehrere Stunden), zur separaten Verfolgung aller Eiskristalle
einer Zirruswolke oder eines Kondensstreifens, durchfu¨hren zu ko¨nnen. Darum wurde das
Konzept der SIPs eingefu¨hrt, die identische Eigenschaften einzelner Eiskristalle zusam-
menfassen, sodass ein SIP repra¨sentativ fu¨r viele Eiskristalle (z. B. maximal 5 · 106) steht
(So¨lch und Ka¨rcher, 2011). Welche Auswirkung eine Vera¨nderung des Parameters RNL,
der die maximal mo¨gliche Anzahl an EKs pro SIP steuert und damit maßgeblich auch die
Anzahl der SIPs selbst bestimmt, auf die Kondensstreifensimulation hat, macht Kap. 4.2.1
deutlich.
Ein technischer Aspekt betriﬀt die Umsetzung der Prozesse im Modell, die in der Realita¨t
gleichzeitig ablaufen ko¨nnen. In So¨lch (2009) wird das Schema des Operator-Splittings
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Abb. 2.1: Schematische Darstellung des EULAG–LCM Modellsystems. Nach So¨lch (2009).
vorgestellt, in dem nacheinder folgende physikalische Vorga¨nge abgearbeitet werden:
1) Dissolution
2) Nukleation
3) Deposition
4) Aggregation
5) Eistransport
6) EULAG Dynamik
Wird ein Teilbereich routinema¨ßig durchlaufen, so bleiben derweil die Variablen in den
anderen Bereichen konstant. In der Regel sind die Zeitschritte ∆tMIC fu¨r die mikrophy-
sikalischen Prozesse (1 - 5) kleiner als der Zeitschritt ∆tDYN der EULAG Dynamik. Ein
dynamischer Zeitschritt wird durch die Mikrophysik in a¨quidistante Stu¨cke unterteilt.
Bei der Nukleation von Eisteilchen wu¨rde der Zeitschritt fu¨r die Dissolution (Aerosol-
wachstum durch Moleku¨lkollisionen auf Partikeloberﬂa¨che), Nukleation und Deposition
in gleichlang andauernde Unterschritte zerlegt werden. Die KS-Simulationen in dieser Ar-
beit laufen immer ohne Nukleation ab. Ferner werden auch Strahlungsvorga¨nge bei der
Kondensstreifenentwicklung in der Dispersionsphase nicht beachtet. Wu¨rde man Strah-
lung mit beru¨cksichtigen, so mu¨sste man das Strahlungsmodul im Modell nicht nach
jedem dynamischen Zeitschritt ∆tDYN aufrufen. Es wu¨rde genu¨gen, dies zu ausgewa¨hlten
Zeitpunkten zu tun.
Der Fokus richtet sich nun auf die Eisphase im LCM bezu¨glich der numerischen Untersu-
chung des U¨bergangs von KS in KS - Zirren. Die anfa¨ngliche Eiskristallanzahl N0 ist strikt
festgelegt, was auch fu¨r den spa¨teren Vergleich der Modellergebnisse unabdingbar ist (s.
Kap. 2.2.2). Bei Zirruswolken und Kondensstreifen behandelt man das Luft-Eiskristall
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Gemisch als disperse Zweiphasenstro¨mung (So¨lch, 2009). Die Moleku¨le in der Luft lie-
gen in der Gasphase vor und die Eiskristalle in der festen Phase, sodass eine eindeutige
Diﬀerenzierung gegeben ist. Weil die Anzahlkonzentration der Luftmoleku¨le pro Volu-
men um einige Gro¨ßenordnungen ho¨her liegt als die der EKs, ist es konform, die Luft
als Kontinuum anzusehen. Die Euler-Lagrange Methode ist ein Verfahren mit dem die
Gasphase durch die Lo¨sung der prognostischen Erhaltungsgleichungen 2.1 und 2.2 be-
rechnet wird und die feste Eisphase durch die individuelle Verfolgung von Eiskristallen
unter der Beru¨cksichtigung der einwirkenden Atmospha¨renprozesse simuliert wird. Ein
ru¨ckwirkender Einﬂuss der EKs auf die kontinuierliche Phase (Luft) passiert u¨ber die
Freisetzung latenter Wa¨rme bei der Deposition von Wasserdampf auf bereits existierende
Eisteilchen und wird mit dem Quellterm QH in Formel 2.2 einkalkuliert.
QH =
dθ
dt
= − Ls
cp
(
p
p0
)κ · dqv
dt
(2.15)
κ =
Rd
cp
Hierbei erho¨ht sich die potentielle Temperatur θ. Zusammenfassend lassen sich folgende
Vorteile der Euler-Lagrange Methode nennen:
• Eiskristallgro¨ßenverteilungen ko¨nnen auf einfache, explizite Weise erfasst werden.
• Physikalische Vorga¨nge, die auf die Eisteilchen in der Atmospha¨re wirken, ko¨nnen
durch den LCM-Ansatz u¨bersichtlich und mit einem geringeren Parametrisierungs-
grad dargestellt werden.
• Individuelle Verfolgung von Simulationspartikeln ermo¨glichen neue Analysen, wie
z. B. (Nukleations-), Depositions-, Sublimations- oder Sedimentationswege; Lebens-
zeiten einzelner SIPs.
Betrachtet man eine Gitterbox mit Volumen VGB, die Anzahl der darin enthaltenen Si-
mulationspartikel NSIM und die repra¨sentative Anzahl an Eiskristallen pro SIP Ni,SIP ,
kann man daraus die totale Anzahlkonzentration an Eisteilchen Ni ableiten:
Ni =
NSIM∑
i=1
Ni,SIP
VGB
U¨ber den Parameter r0,init wird spa¨ter in Kapitel 4.1.1 die anfa¨ngliche geometrische Brei-
te σm der EK-Gro¨ßenverteilung im EULAG–LCM Modell variiert und die Auswirkung
analysiert. Beim LCM-Ansatz sind die Eiskristallgro¨ßen ebenfalls lognormalverteilt (s.
Gleichung 2.10). Die Annahmen gelten in jeder Gitterbox des Modellgebietes.
σm = exp
(√
ln r0,init
)
(2.16)
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In a¨hnlicher Weise zu Ni berechnet sich der Volumen gemittelte Eiswassergehalt in einer
Gitterbox. U¨ber eine zusa¨tzliche Multiplikation mit der Eismasse, die in einem Simulati-
onspartikel enthalten ist (mi,SIP ), ergibt sich:
IWC =
NSIM∑
i=1
mi,SIP ·Ni,SIP
VGB
Resu¨mierend kann man feststellen, dass die Eigenschaften der Gasphase am Simulati-
onspartikelort sich aus den volumengemittelten Werten am na¨chstgelegenen Gitterpunkt
errechnen. Wa¨hrend einer Zeitschleife u¨ber die Mikrophysikroutinen werden diese Werte
am Gitterpunkt nicht vera¨ndert. Im EULAG–LCM Modell wurde die Eiskristallwachs-
tumsgleichung, wie sie eben schon im BULK Mikrophysikmodul dargestellt worden ist
(Gl. 2.14 in Kap. 2.1.2), um Terme erweitert, die die Strahlungswechselwirkungen mit
den Eiskristallen beinhalten. Spa¨ter werden aber nur Simulationen ohne zusa¨tzliche Strah-
lungsrechnungen untersucht. Zusa¨tzlich wurde der Diﬀusionskoeﬃzient vom Wasserdampf
Dv = 0.211
(
1013.25
p
)(
T
273.15
)1.94 [
cm2 s−1
]
(2.17)
angepasst, um fu¨r kleinere Teilchen den Wechsel des diﬀusen Wasserdampﬄusses hin zum
kinematischen Fluss besser beschreiben zu ko¨nnen (So¨lch, 2009) und dem Ventilationsef-
fekt bei einem fallenden Eiskristall gerecht zu werden:
D‘v = βvDvfv
Hierbei entspricht βv dem Faktor f1 in Formel 2.14 und fv dem Faktor f2. βv berechnet
sich u¨ber
βv =
(
r
r + λv
+
4DvC0
αvvth,vr
)
−1
(2.18)
mit Radius r, mittlerer freier Wegla¨nge λv (relevant, falls r ≈ λv), auf den Radius nor-
malisierte Kapazita¨t C0 = Ci · r−1 und Massenakkomodationskoeﬃzient αv = 0.5 nach
Ka¨rcher (2003). Man kann im Modell aus einer Vielzahl von Eiskristallformen wa¨hlen.
Wirft man einen genaueren Blick auf die mikrophysikalische Skala eines Kondensstrei-
fens, so wird man sich Gedanken u¨ber die Form und Gro¨ße der Eispartikel machen.
Betrachten wir zuna¨chst einen ﬂu¨ssigen Wolkentropfen beim Gefrier- und anschließen-
dem Wachstumsprozess. Im Umfeld der gefrierenden Wolkenteilchen ist die Lufttempe-
ratur und Eisu¨bersa¨ttigung, in der die Wachstumsprozesse statﬁnden, praktisch form-
gebend. Zur Vereinfachung wird jetzt nur das Wachstum einzelner Kristalle betrachtet.
Wenn die Temperatur abnimmt, wechselt die u¨bergeordnete Morphologie zuna¨chst von
der Pla¨ttchen-Struktur (T ≈−2 ◦C) zur Sa¨ulen-Struktur (T ≈−5 ◦C), dann wieder zuru¨ck
zu den pla¨ttchenfo¨rmigen Gebilden (T ≈−15 ◦C), um bei den tieferen Temperaturen
(T ≈−30 ◦C) abermals vorwiegend Sa¨ulen mit hexagonalen Formen zu zeigen (Libbrecht,
2005). U¨bertragen auf die Entstehungsregionen von Kondensstreifen bei sehr kalten Tem-
peraturen in der UTLS (Abha¨ngigkeit von Schmidt-Appleman-Kriterium beachten, siehe
auch Abb. 1.5), sollten die vorwiegend auftretenden Eiskristallformen von sa¨ulenartiger
Natur sein.
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Abb. 2.2: Morphologiediagramm u¨ber Eiskristallformen, wie sie in Abha¨ngigkeit der Umge-
bungstemperatur und U¨bersa¨ttigung bezu¨glich Eis in der Atmospha¨re bei Standardluftdruck
auftreten. Die schwarze Wassersa¨ttigungslinie zeigt den typischen Verlauf der U¨bersa¨ttigung
von unterku¨hltem Wasser in einer optisch dicken (dichten) Wolke. U¨bernommen von Lib-
brecht (2005).
(a) Bullet Rosette
(3-D)
(b) Droxtal (c) Aggregat
Abb. 2.3: Weitere idealisierte Eiskristallformen in 3-D Darstellung. Extrahiert aus Yang et al.
(2005).
In natu¨rlichen Kondensstreifen treten aber auch komplexere Eiskristallformen, wie
Flaschenbu¨ndelprismen (Bullet Rosettes), Droxtale oder Aggregate auf (s. Abb. 2.3).
U¨berschreiten Eiskristalle eine Gro¨ße von 200µm, dann steigt die Wahrscheinlichkeit,
dass es sich dann dabei um ein Flaschenbu¨ndelprisma handelt. Die Wechselwirkung der
KS mit natu¨rlicher Zirrenbewo¨lkung darf keinenfalls unterscha¨tzt werden, wenn die re-
lative Feuchte in manchen Bereichen die homogenen Nukleationsschwellwerte (Abb. 1.5)
u¨berschreitet.
Fu¨r die spa¨teren Kondensstreifensimulationen werden hexagonale Sa¨ulen der La¨nge L und
Breite B angenommen. Damit erha¨lt man eine EK-Kapazita¨t
Ci =
[
0.58 ·
(
1 + 0.95
(
LB−1
)0.75)] · B
2
. (2.19)
Treten Aggregationsprozesse in Kondensstreifen auf, werden die Formen der Kristalle zu-
nehmend komplizierter. Besteht ein Aggregat aus einigen wenigen separaten Eiskristallen,
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so la¨sst sich die Kapazita¨t mit
Ci = 0.25 · L
relativ einfach anna¨hern. Das Wachstum der EK ist u¨ber die Anzahlkonzentration des
Wasserdampfes mit der Gasphase verbunden.
Obwohl es technisch mo¨glich ist die EK-Form und deren Historie zu speichern, wird
aus Speicherplatzgru¨nden davon abgesehen. Informationen u¨ber speziﬁsche Partikeleigen-
schaften, die z. B. Sedimentationsgeschwindigkeiten, Wachstums- oder Sublimationsraten
betreﬀen, erha¨lt man in EULAG–LCM aus la¨ngen- und breitenabha¨ngigen empirischen
Relationen fu¨r die Masse und projezierte Fla¨che eines Eiskristalls. Die notwendigen Ko-
eﬃzienten sind aus Flugzeugmessungen und Laborstudien in Abha¨ngigkeit vom Eistyp
bestimmt worden (Mitchell, 1996).
Auf die Teilchen im Kondensstreifen wirkt die Gravitationskraft. Daraus resultiert eine
zur Erdoberﬂa¨che gerichtete Beschleunigung. Gibt es keine vertikalen Luftbewegungen,
stellt sich nach einiger Zeit ein Kra¨ftegleichgewicht zwischen der nach unten gerichteten
Schwerkraft und der nach oben gerichteten Reibungskraft ein. Daraus resultiert die Sedi-
mentationsgeschwindigkeit. Nur fu¨r spha¨rische Partikel und nicht zu große Fallgeschwin-
digkeiten (keine turbulenten Stro¨mungen um die Ko¨rper) gilt das Kra¨ftegleichgewicht im
Stokes-Regime (Re << 1).
6πηrvt,sph = mg
Lo¨st man nach vt,sph auf, so erha¨lt man
vt,sph =
mg
6πηr
(2.20)
Hier gibt η die Viskosita¨t im Fluid an. Fu¨r sehr kleine Partikelradien, die sich nur gering
von der mittleren freien Wegla¨nge λv unterscheiden, muss zur rechten Seite von (2.20)
noch der sog. Cunningham-Korrekturfaktor CC = 1 + 1.26λ · r−1 multipliziert werden.
Fu¨r nicht spha¨rische Eisteilchen mu¨ssen dagegen andere theoretische Zusammenha¨nge
hergeleitet werden. So bezieht man sich bei der LCM Theorie auf Arbeiten von Mitchell
und Heymsﬁeld (2005); Heymsﬁeld und Iaquinta (2000); Mitchell (1996), worin ein Sys-
tem, bestehend aus der Berechnung der Reynoldszahl Re und Best-Zahl X benutzt wird,
um eine Lo¨sung fu¨r die Sedimentationsgeschwindigkeit zu ﬁnden.
X = CLRe
2 =
2gρa
η2a
· L2m
A
(2.21)
Re =
vt,iLρa
ηa
(2.22)
Die Best-Zahl ist u¨ber die Multiplikation des Widerstandsbeiwertes CL mit dem Quadrat
der Reynoldszahl deﬁniert. Die dynamische Viskosita¨t der Luft wird mit ηa beschrieben.
Bestimmt man Re u¨ber (2.21), kann man u¨ber deren Deﬁnition (2.22) die Sedimentations-
geschwindigkeit eines nicht-spha¨rischen Eiskristalls in Abha¨ngigkeit der Masse m, La¨nge
L und projezierten Fla¨che A berechnen (So¨lch, 2009). Fu¨r die Reibung am EK wird
angenommen, dass die Geometrie keine Rolle spielt und sich eine Grenzschicht um den
Partikel ausbildet. Stro¨mungsmechanisch bedeutet dass, der EK und die Grenzschicht als
ein zusammenha¨ngendes Gebilde betrachtet werden kann. Die Gleichungen ko¨nnen dar-
aufhin angepasst werden. Bei Aggregaten ist dieses Vorgehen nicht mehr angebracht, da
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ein Aggregat nicht wie ein gro¨ßerer in sich geschlossener EK angesehen wird. Zwischen
den zusammenhaftenden Eispartikeln sind Lu¨cken wahrscheinlich, durch die Luft hin-
durchstro¨men kann. Die Theorie muss deshalb erweitert werden (s. Mitchell und Heyms-
ﬁeld, 2005). So existiert auch ein großer Unterschied zwischen der Fallgeschwindigkeit von
Aggregaten und der theoretischen Berechnung fu¨r spha¨rische Teilchen nach dem Stokes-
Regime.
Nun ermo¨glicht der Lagrange’sche Ansatz, SIPs, die im simulierten Stro¨mungsfeld der
Advektion und Sedimentation unterliegen, mithilfe eines Ortsvektors ~xSIP,i in Raum- und
Zeitkoordinaten zu verfolgen.
d~xSIP,i
dt
= ~u+ (u˜i + ~vt,i) (2.23)
Der Vektor ~u in Gl. (2.23) beschreibt das Windfeld an den Gitterpunkten im Simu-
lationsgebiet, ~vt,i steht fu¨r den Geschwindigkeitsvektor der Sedimentation und mit der
zusa¨tzlichen Komponente u˜i ﬂießt die Turbulenz aus der EULAG TKE-Schließung ein.
Vom Modell unaufgelo¨ste Geschwindigkeitsﬂuktuationen werden mit
u˜i(t) = RL · u˜i(t−∆tM) + u∗i (t)
kalkuliert, wobei u˜i(t) =
√
1−R2L · σuξ eine stochastische Geschwindigkeitskomponente
aus einem Monte Carlo Prozess mit der Zufallszahl ξ (ξ¯ ∼ 0) und Standardabweichung
|σu| =
√
TKE darstellt. RL ist der Lagrange Autokorrelationskoeﬃzient, der sich wie
folgt u¨ber die Lagrange Zeitskala fu¨r Fluide τL bestimmen la¨sst:
RL = exp
(−∆tMIC
τL
)
τL =
Km
TKE
Der Diﬀusionskoeﬃzient fu¨r den Impuls wird mit Km angegeben. Letztendlich ermo¨glicht
diese Abhandlung die Dispersivita¨t der SIP-Trajektorien, unabha¨ngig von der Maschen-
weite im Modellgebiet, konsistent zur EULAG Dynamik zu bewerten (So¨lch und Ka¨rcher,
2010).
Zusammenfassend vergleicht der na¨chste Abschnitt die Eismikrophysik in den beiden
EULAG Modellversionen.
2.1.4 Vergleich der Eismikrophysik
In den Modellen ist zwar die physikalische Behandlung der Mikrophysik gleich, jedoch gibt
es Unterschiede in der numerischen Implementierung. Der zentrale Teil im BULK Mikro-
physikmodul ist das 2-Momenten Schema, in dem die eismikrophysikalischen Prozesse
(Nukleation, Deposition, Sublimation und Sedimentation) implementiert sind. Im Gegen-
satz zum LCM, wo individuelle Simulationspartikel Trajektorien folgen, werden im BULK
Modell verschiedene Eisklassen behandelt. Fu¨r die verschiedenen Prozesse werden Raten-
gleichungen als Funktionen der allgemeinen Momente aufgestellt. Es ist zu beachten, dass
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dafu¨r eine Verteilung der Eismasse getroﬀen werden muss. Spichtinger und Gierens (2009a)
verwenden in diesem Fall eine Log-Normalverteilung (2.10) fu¨r die Aerosol- und Eismas-
sen in jeder Gitterbox. Gibt es mehrere Eisklassen, so wa¨ren diese unabha¨ngig voneinan-
der lognormalverteilt und es ko¨nnen multi-modale Gro¨ßenverteilungen in einer Gitterbox
auftreten. Um einen Modellvergleich schlu¨ssig zu halten, werden EULAG–BULK sowie
EULAG–LCM Simulationen ohne Nukleation herangezogen, sodass nur eine Eisklasse
(Kondensstreifeneis) vorgeben werden muss. In EULAG–LCM wird nur zu Beginn der
Kondensstreifensimulationen eine Log-Normalverteilung der EK-Gro¨ßen (GV) in einem
SIP vorgegeben. Somit unterscheiden sich die EK-Gro¨ßenverteilung zu Simulationsbeginn
zwischen dem BULK- und LCM-Ansatz nicht. Nur kann sich beim EULAG–LCM Mo-
dell die GV anschließend freier entwickeln. Bei der Implementierung der Sedimentation
unterscheiden sich die Modelle ebenfalls. Der theoretische Zusammenhang zwischen der
Best- und Reynoldszahl, der die Sedimentationsgeschwindigkeit fu¨r einzelne Eiskristalle
bestimmt, bleibt aber gleich.
Wird die Strahlungsphysik vernachla¨ssigt, unterscheiden sich die Gleichungen und An-
nahmen fu¨r das Depositionswachstum bzw. fu¨r die Sublimation in den Modellen nicht.
Auch der Depositionskoeﬃzient ist in beiden Modellversionen identisch. Aggregations-
prozesse sind im EULAG–BULK Modell bisher nicht implementiert, sodass man mit
den LCM-Simulationen zusa¨tzliche Studien durchgefu¨hrt werden ko¨nnen. Bisher stehen
zwei Aggregationsalgorithmen (Partikel-Partikel Algorithmus und Hybrid Algorithmus)
im EULAG–LCM zur Verfu¨gung. Fu¨r die Simulationen in Kapitel 4.1.4 wird eine leicht
abgea¨nderte Version von dem Hybrid Algorithmus (So¨lch und Ka¨rcher, 2010) verwendet.
2.2 Methoden
Wa¨hrend der Masterarbeit sind, wie der Titel impliziert, Simulationen der Dispersions-
phase von Kondensstreifen mit dem EULAG–LCM Modell durchgefu¨hrt worden. Dafu¨r
waren Computer-Resourcen no¨tig, die unter das Hochleistungsrechnen fallen. Nachste-
hender Abschnitt geht darauf na¨her ein. Anschließend wird exemplarisch gezeigt, welche
Arbeitsschritte fu¨r das Simulieren notwendig sind, wie der numerische Aufbau aussieht
und was fu¨r Initialisierungsdaten Verwendung ﬁnden. Im letzten Abschnitt von Kapitel 2.2
wird kurz u¨ber die Datenauswertung mit IDL berichtet. Es ﬁndet eine Beschreibung der
Visualisierungsbandbreite, wie sie bei den Ergebnissen benutzt wird, statt. Je nach Pro-
blemstellung, kann auf unterschiedlichste Darstellungsformen und physikalische Gro¨ßen
der Simulationsergebnisse zuru¨ckgegriﬀen werden.
2.2.1 Hochleistungsrechnen am DKRZ
Unter Hochleistungsrechnen, im englischen als High-Performance Computing (HPC) be-
nannt, versteht man computergestu¨tztes Rechnen und Informationsverarbeitung von
komplexen Rechenarbeiten, die sehr hohe Rechenleistungen und/oder Speicherkapa-
zita¨ten beno¨tigen. In der Regel fallen Rechenprozesse, deren Ausfu¨hrungen auf einem
gewo¨hnlichen PC unmo¨glich bzw. aufgrund der Rechenzeiten unvernu¨nftig sind, in den
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IT-Bereich des Hochleistungsrechnens. Wegen der rasanten Weiterentwicklung in diesem
Gebiet sind fu¨r diese Bezeichnung keine formalen Kriterien anerkannt. Kennzeichnend fu¨r
das Hochleistungsrechnen und der Hochleistungsrechner selbst ist heutzutage die Paral-
lelisierung und somit Aufteilung der Rechenarbeit auf viele Prozessoren. Um davon zu
proﬁtieren, mu¨ssen die Anwendungen, Programme oder Modelle so programmiert sein,
dass sie diese Architektur auch unterstu¨tzen. Zu den Hochleistungsrechnern geho¨ren zum
einen hochparallele Supercomputer und zum anderen organisierte und gut vernetzte Com-
putercluster (lokal oder verteilt). Heute za¨hlt ein Computer, der mindestens 1 Teraﬂop
(≡ 1 × 1012 Flops (Floating Point Operations) pro Sekunde) an Leistung bringt zu den
Hochleistungsrechnern.
Die fu¨r die Arbeit beno¨tigten Dispersionsphasensimulationen der Kondensstreifen werden
auf dem IBM Power6 Supercomputer
”
BLIZZARD“ des Deutschen Klimarechenzentrums
(DKRZ) in Hamburg ausgefu¨hrt. Mit einer Leistung von 158 Teraﬂops pro Sekunde aus
insgesamt 264 IBM Power6-Rechenknoten mit jeweils 16 Dual Core Prozessoren (8448
Rechenkerne) ist eine optimale Leistung sowie Eﬃzienz bei komplexen numerischen Si-
mulationen garantiert, wovon gerade auch viele deutsche Klimaforscher proﬁtieren.3
2.2.2 Aufbau einer Simulation
Bei den Simulationen hat man sich auf zweidimensionale beschra¨nkt und es wird auf die
Dimension in Flugrichtung des Flugzeugs (entlang der La¨ngsseite der Kondensstreifen)
keine Ru¨cksicht genommen. Die Tiefe einer Gitterbox in Flugrichtung betra¨gt 1m. In
der Wirbelphase sind dreidimensionale Eﬀekte wichtig. Da die Dispersionsphase eines KS
dadurch gekennzeichnet ist, dass der Einﬂuss der Wirbeldynamik verschwunden ist, ist
diese Einschra¨nkung gerechtfertigt. Von geometrischer Seite wird ein Flugzeug vom Typ
Boeing B747 oder Airbus A340 mit einer Flu¨gelspannweite von 60m angenommen. Man
geht von einem Flugzeuggewicht von MF = 310 · 103 kg und einer konstanten Flugge-
schwindigeit von UF = 250m s
−1(900 kmh−1) aus. Im Modell wird die Reiseﬂugho¨he u¨ber
die Lufttemperatur auf dieser Ho¨he festgelegt.
Nun betrachten wir exemplarisch eine Kondensstreifensimulation der Dispersionsphase
mit dem EULAG–LCM Modell aus dem Standardparameterraum (s. Tabelle 3.1) mit
der Temperatur TF = 217K auf Flugho¨he (Flugho¨hentemperatur), einer relativen Umge-
bungsfeuchte bezu¨glich Eis von RH∗i = 120% und ohne vertikale Windscherung (s = 0).
Die Zeitpunktangaben nehmen nur Bezug auf die Dispersionsphase. Bei der Initialisie-
rung aus der Wirbelphasensimulation ist der Kondensstreifen schon ein paar Minuten alt.
Bei den Zeiten, die im weiteren Verlauf angegeben werden, sind die ersten Minuten nach
der Entstehung (Jet- und Wirbelphase) nicht mit eingerechnet. Als Input der beiden Mo-
delle werden die gleichen, aber je nach physikalischen Umgebungsbedingungen verschie-
dene, Simulationsdaten aus zweidimensionalen Wirbelphasensimulationen (Unterstraßer
et al., 2008) benutzt. Die Wirbelzerfallsprozesse wurden dort parametrisiert, sodass man
sich rechenzeitintensive 3-D Simulationen, die mo¨glicherweise etwas bessere Daten liefern
wu¨rden, erspart hat. Die Modellgebiete der Teil1-Simulationen, wie die Beispiele in der
3Quelle: http://www.dkrz.de/Klimarechner/hpc/ibm, Abrufdatum: 01.06.2012
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Abb. 2.4: Exemplarische Initialisierungsgro¨ßen fu¨r eine EULAG–LCM Dispersionsphasensi-
mulation. Obere Reihe: 1. Teilsimulation (Zeitpunkt: 0 s). Untere Reihe: 2. Teilsimulation
(Zeitpunkt: 2000 s). Jeweils in der Bildreihenfolge von links nach rechts: Zweidimensionale
Querschnitte von der Potentiellen Temperatur, der relativen Umgebungsfeuchte bezu¨glich
Eis und Eiskristallanzahlkonzentration.
oberen Reihe der Abbildung 2.4 zeigen, haben eine horizontale La¨nge Lx1 von 5760m und
erstrecken sich vertikal u¨ber Lz1 = 1000m. Dabei liegen die Maschenweiten dx1 und dz1
bei konstant 5m. Demnach besteht das Gitter in der Teil1-Simulation aus nx1 = 1152
Punkten in horizontaler und aus nz1 = 201 Punkten in vertikaler Richtung. Im Modellge-
biet der Teil1-Simulation liegt die Flugho¨heHF auf 800m, was gleich der Entstehungsho¨he
vom Kondensstreifen entspricht. Das Gebiet, das der Wirbelphasensimulation entstammt,
ist 500m hoch und 256m breit. Es hat die Maschenweiten dxW = dzW = 1m und wird
in der rechten oberen Ha¨lfte des gro¨beren Gitters der Teil1-Simulation eingebettet. Weil
sich der Gitterpunktabstand verfu¨nﬀacht, werden jeweils 25 Gitterpunkte zusammenge-
fasst und das arithmetische Mittel der physikalischen Felder fu¨r das neue Modellgebiet
gebildet. Die vertikale Position des Flugzeugs liegt in der Wirbelphasensimulation auf
400m (Unterstraßer, 2008). Deshalb ist die Position des Flugzeugs in der Dispersionspha-
sensimulation HF = 800m, auf den doppelten Wert angestiegen. In der Teil1-Simulation
ist der Zeitschritt ∆t1 = 2 s. Im Allgemeinen muss dieser jedoch in Abha¨ngigkeit von
der Windscherung und horizontalen Maschenweite des Modells angepasst werden. Als
nu¨tzlicher Parameter kann hierfu¨r die Courant-Friedrichs-Lewy-Zahl CCFL herangezogen
werden, denn
CCFL =
umax ·∆t
∆x
(2.24)
mit dem diskreten Zeitschritt ∆t, diskreten Ortsschritt ∆x und einer maximal auftre-
tenden Windgeschwindigkeit umax. Die CFL-Bedingung besagt, dass nur fu¨r CCFL < 1
das Diskretisierungsschemata (z. B. explizites Euler-Verfahren) numerisch stabil ist. Will
man den Ortsschritt (Maschenweite) im Modell gleich groß halten und untersucht man
Kondensstreifen in einer Umgebung mit verschiedenen Windscherungen, so ist der Zeit-
schritt ∆t jeweils genu¨gend klein zu wa¨hlen, sodass die CFL-Bedingung noch erfu¨llt
2.2. METHODEN 35
bleibt. Die physikalischen Anfangsfelder der Eiskristallkonzentration N , den Eiswasserge-
halt IWC, die Temperatursto¨rung θ′ und des Wasserdampfmischungsverha¨ltnis qv wer-
den unvera¨ndert in der Teil1-Simulation fortgesetzt. Zu den Geschwindigkeitsfeldern wird
ein Rauschen (u′, w′) addiert. Dies geschieht in Vorabsimulationen, in denen die tur-
bulenten Fluktuationen in der Windgeschwindigkeit durch ε = 3.5 · 10−5m2 s−3 (Eddy-
Dissipationsrate) zusammen mit der Stabilita¨t der Atmospha¨re (NB = 0.01 s
−1) gekenn-
zeichnet sind. Das Feuchtefeld wird, wie es in Abb. 2.4 zu sehen ist, nur im ersten Teil
der Simulationen u¨ber das komplette Gebiet konstant gehalten (hier: RH∗i = 120%). Die
vertikale Windscherung ist u¨ber das Hintergrundfeld des Horizontalwindes einstellbar. Bei
Scherung ﬁndet in der unteren Gebietsha¨lfte eine Advektion nach rechts und in der oberen
in entgegengesetzte Richtung statt. Fu¨r das Temperaturfeld θe muss eine Anpassung vor-
genommen werden, und zwar derart, dass die Temperatur auf dem Flugniveau die gleiche
und NB unvera¨ndert bleibt. Die Druck- und Dichtefelder werden ebenfalls in das gro¨ßere
Gebiet ein- und fortgesetzt. Eine Teil1-Simulation hat in dieser Arbeit immer eine Simu-
lationszeit von tsim1 = 2000 s und die wichtigsten Daten werden alle 200 s gespeichert.
Spezielle Eispartikeldaten werden auch in ku¨rzeren Zeitintervallen ausgegeben.
Prinzipiell a¨ndert sich die Vorgehensweise beim U¨bergang zu einer Teil2-Simulation
nicht. Ein Hauptmerkmal ist ein deutlich gro¨ßeres Simulationsgebiet im Vergleich zum
Vorga¨ngerlauf. Bei der exemplarischen Simulation in Abb. 2.4 hat das neue Gebiet eine
horizontale Breite Lx2 = 17280m und eine Ho¨he Lz2 = 1500m. Dort wird das Gebiet
mit allen physikalisch relevanten Feldern so eingebettet, dass zum rechten Gebietsrand
2880m und zum linken 8640m Abstand vorhanden bleibt. Im neuen Gebiet a¨ndert sich
die Flugho¨he HF auf 1400m. Nun ist der neue Standard Simulationszeitschritt ∆t2 = 10 s
und die maximale Simulationszeit tsim2 betra¨gt zwischen 5000 s und 36000 s je nach Sche-
rung und Art bzw. Rechenintensivita¨t der Untersuchungen (z. B. Aggregation, Maschen-
weitenabha¨ngigkeit, SIP-Anzahlvariation). Die standardma¨ßig eingestellten Gitterpunkts-
absta¨nde betragen dx2 = 15m und dz2 = 10m. Bei ho¨heren Windgeschwindigkeiten, wie
sie bei den Scherungsfa¨llen auftreten, muss der Standardzeitschritt ∆t2 herabgesetzt wer-
den. Hat man beispielsweise eine Scherung von 4m s−1 km−1, so ist max(ue) = 2m s
−1
und dementsprechend muss die CFL-Bedingung beru¨cksichtigt werden. Gerade bei hohen
Windscherungen muss auch die horizontale Gebietsbreite individuell erho¨ht werden, weil
sich der Kondensstreifen bei solchen Bedingungen sehr stark verbreitern kann. Eine ver-
tikale Ausdehnung des Modellgebiets um 500m beim U¨bergang vom ersten zum zweiten
Teil der Simulation ist wegen der Sedimentation der Eisteilchen im Kondensstreifen no¨tig.
Folgende Tabelle stellt nochmal einen groben U¨berblick u¨ber die Zeit- und Gebietspara-
meter im Modell dar:
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s in m s−1 km−1 ∆t1 in s ∆t2 in s Lx1 in m Lx2 in m
0 2 10 5760 17280
2 2 5 11520 34560
4 2 5 3 11520 34560 57600
6 2 2 11520 34560 103680
Tab. 2.1: Diskrete Zeitschritte ∆t1, ∆t2 und Gebietsbreiten Lx1, Lx2 der Teil1- und Teil2-
Simulationen und in Abha¨ngigkeit der Windscherung und maximaler Simulationszeit (tdisp).
Farbige Boxen geben an, dass ein Parameter noch zusa¨tzlich von tdisp abha¨ngt. Jeweils die
rote Box in einer Spalte zeigt die entsprechenden Parameterwerte fu¨r tdisp = 20000 s und die
blaue Box fu¨r tdisp = 38000 s.
Vergleicht man die relativen Feuchtefelder bzgl. Eis in Abb. 2.4, erkennt man schon,
dass die relative Umgebungsfeuchte in der Teil2-Simulation nicht mehr u¨ber den ganzen
Modellho¨henbereich gleich bleibt. In den untersten 500m nimmt die Feuchte linear auf
50%, bezogen zu den oberen 1000m, ab. In diesem Fall verringert sich RH∗i um 70%. In
einer Vergleichssimulation wurde diese U¨bergangsschicht (Transition-Layer) auch einmal
weggelassen. Damit war die Feuchte zu Beginn der Simulation u¨berall gleich groß, genauso
wie in den Teil1-Simulationen. Betrachtet man die Feuchtefelder sieht man dort den 2-D
Abdruck der Kondensstreifen, da der vorhandene Wasserdampf in der Umgebung auf den
Eiskristallen depositioniert und folglich eine Abnahme der relativen Feuchte stattﬁndet.
Demzufolge erstreckt sich der modellierte Lebenszeitraum der Kondensstreifen in der Di-
spersionsphase auf
tsim1 + tsim2 = tdisp.
Bei ausgewa¨hlten Studien wird in dieser Arbeit die maximale Simulationszeit tdisp =
38000 s (≈ 10.6 h) betragen. Normalerweise werden in einer Teil1-Simulation 32 und
in einer Teil2-Simulation 64 Prozessoren des Supercomputers verwendet. Werden aber
bestimmte Parametereinstellungen und Prozesse kombiniert, z. B. eine Simulation mit
mittlerer Scherung s = 4ms−1 km−1 (≡ 0.004 s−1), zusa¨tzlicher Aufgleitgeschwindigkeit
wsyn > 0 und Aggregationsrechnung, kann es vorkommen, dass fu¨r den zweiten Teil einer
Simulation auch mal 128 oder sogar 192 Prozessoren benutzt werden. Der Grund liegt beim
Speicherplatzbedarf einzelner Prozessoren, die sich das Simulationsgebiet gleichma¨ßig in
vertikale Stu¨cke aufteilen. In einem bestimmten Teilgebiet liegt der Hauptbereich des
Kondensstreifens, wo die Simulationspartikel die meisten Eiskristalle beinhalten. Je mehr
Prozessoren verwendet werden, desto kleiner wird der Zusta¨ndigkeitsbereich eines Prozes-
sors, der diesen Hauptbereich bearbeiten muss und deshalb sinkt dessen Speicherplatzbe-
darf. Wa¨hrend einer Simulation mu¨ssen Prozessoren, die benachbarte Gebiete bearbeiten,
unteinander kommunizieren und Informationen austauschen, weil z. B. Simulationpartikel
aus einem Prozessorgebiet in ein anderes wandern ko¨nnen.
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2.2.3 IDL – Datenvisualisierung
IDL steht fu¨r Interactive Data Language und ist eine numerisch und interaktiv vektorisier-
te Programmiersprache, die bestens dafu¨r geeignet ist, große Datenmengen zu prozessie-
ren (auch Bildverarbeitung). Seitens der Syntax besteht o¨fters A¨hnlichkeit zu Fortran und
manchmal zu C. IDL ist in vielen spezielen Gebieten der Wissenschaft beliebt, darunter
z. B. in der Astronomie, medizinischen Bildgebung oder Meteorologie.
Fu¨r eine kurze Vorstellung, wie mit IDL die Kondensstreifensimulationsdaten ausgewertet
und visualisiert werden, sind zuna¨chst drei Klassen von Graﬁkdarstellungen von Bedeu-
tung:
• Darstellungen mit zeitlichem Verlauf
• Vertikalproﬁle und andere Graﬁken zu bestimmten Zeitpunkten
• Zweidimensionale Querschnitte zu bestimmten Zeitpunkten
Darstellungen mit zeitlichem Verlauf Bei solchen Darstellungen, wo der zeitliche
Verlauf im Vordergrund steht, werden integrale Gro¨ßen u¨ber das gesamte Simulations-
gebiet betrachtet. Hierbei liegt der Vorteil, dass mittels einer Graﬁk der gesamte Zyklus
eines Kondensstreifens bzw. eine Eigenschaft des KS erfasst werden kann. Interessiert
man sich dagegen fu¨r feinere, ra¨umlich aufgelo¨ste Strukturen im KS, so ist diese Me-
thode der Darstellung nicht dafu¨r geeignet. Eine der beiden folgenden Mo¨glichkeiten der
Datenvisualisierung ist dafu¨r eher pra¨destiniert. Die Modelldaten werden nicht mit dem
diskreten Zeitschritt ∆t aus den Simulationen herausgeschrieben, sondern in viel gro¨ßeren
Intervallen (bis zu t = 1500 s).
Vertikalproﬁle und andere Graﬁken zu bestimmten Zeitpunkten Nutzt man
die Darstellungsform von vertikalen Proﬁlen, die gerade aufgrund der Untersuchung von
Sedimentationsprozessen hilfreich sind, kann man sich immer nur auf einen Zeitpunkt pro
Graﬁk beziehen. Was den analytischen Aufwand etwas erho¨ht, wenn man die Prozesse
u¨ber einen la¨ngeren Zeitraum verfolgen mo¨chte. In diesen Proﬁlen ﬁndet dann nur eine
horizontale Integration der physikalischen Gro¨ßen statt, sodass eine vertikale Variation
erhalten bleibt. Die Abbildungen zu Eiskristallgro¨ßenverteilungen, genauso wie zu Histo-
grammen, die aus den Partikeldaten erstellt werden, ko¨nnen ebenfalls nur zu festgelegten
Zeiten ausgegeben werden.
Zweidimensionale Querschnitte zu bestimmten Zeitpunkten Mittels zweidimen-
sionaler Darstellungen kann man besonders gut Konzentrationen in Bezug auf den Ort
im Simulationsgebiet veranschaulichen. Eine farbige Untermalung hiﬂt, die Unterschie-
de und starke Gradienten zu identiﬁzieren. Solche Plots dienen auch zur Erkennung von
kleinra¨umigen Strukturen und Fluktuationen ausgewa¨hlter Variablen.
Kapitel 3
Vergleich der Modellergebnisse
Die nachfolgende Tabelle zeigt die Parameterbandbreite der Simulationen fu¨r den Mo-
dellvergleich zwischen EULAG–BULK und EULAG–LCM. Zuna¨chst wird im exempla-
rischen Vergleich eine Simulation bei TF = 217K, RH
∗
i = 120% und s = 4 · 10−3 s−1
u¨ber 3 h betrachtet. Speziell wird auf die Entwicklung der Eiswassergehalte IWC, der
Eiskristallgro¨ßenverteilungen und den Sedimentationen im Kondensstreifen eingegangen.
Parameter Parameterraum
Flugho¨hentemperatur TF in K 209 212 217 222
relative Feuchte RH∗i in % 105 110 120 130
Windscherung s in m s−1 km−1 0 2 4 6
Linienmuster Modellsystem
durchgezogen EULAG–LCM
gepunktet EULAG–BULK
Tab. 3.1: Parameterraum fu¨r den Modellvergleich mit Standardsimulationen. Die Variablen TF ,
RH∗i und s ko¨nnen dabei verschieden variiert und kombiniert werden. Die Schriftfarben mit
entsprechenden Werten stimmen mit den Linien derselben Farben in den Vergleichsabbildun-
gen u¨berein. Graue Boxen geben an, welche anderen beiden Parameter bei der Variation eines
Parameters jeweils konstant gehalten werden. Das Linienmuster charakterisiert die Modelle.
3.1 Exemplarischer Vergleich
Die Abbildung 3.1 zeigt exemplarisch den Eiswassergehalt IWC zu den Zeitpunkten
tdisp ∈ [2000, 6500, 11000] s fu¨r eine Beispielsimulation bei TF = 217K, RH∗i = 120%
und s = 4 · 10−3 s−1. Der Eiswassergehalt wird zu drei Stadien des Lebenszyklus ge-
zeigt und kann zwischen den beiden Modellen verglichen werden. Aufgrund der vertikalen
Windscherung wachsen die Kondensstreifen hauptsa¨chlich in horizontaler Richtung an.
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(a) BULK
(b) LCM
(c) BULK − LCM
Abb. 3.1: Modellvergleich zwischen EULAG–BULK (1. Reihe) und EULAG–LCM (2. Reihe)
in 2-D Querschnitten des Eiswassergehalts zu den angegebenen Zeitpunkten bei TF = 217K,
RH∗i = 120% und s = 4 · 10−3 s−1 (blau markierter Scherungsfall der Standardsimulationen
in Tabelle 3.1). In der 3. Reihe ist das Diﬀerenzfeld der beiden Modelle IWCbulk − IWClcm
dargestellt. Die obersten 6 Abbildungen haben eine logarithmische Farbskala.
Die maximalen Werte fu¨r den Eiswassergehalt liegen bei beiden Modellen zu allen dar-
gestellten Zeitpunkten zwischen 1 und 10mgm−3. Aufgrund einer Kompensation durch
Depositionswachstum ﬁndet nur eine geringe Abnahme der Maximalwerte des IWC mit
der Zeit statt. Nach tdisp = 2000 s sind die Modellunterschiede gering und durch zufa¨llige
Fluktuationen bestimmt (linke Abb. 3.1(c)). Vertikal erstreckt sich der KS auf ca. 300m
(nach 2000 s) und bildet anschließend durch Sedimentationsprozesse einen Fallstreifen aus.
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Somit erreicht er nach 6500 s eine Dicke von u¨ber 1000m. Erst zu spa¨teren Zeiten der Si-
mulationen stellt sich heraus, dass der Kondensstreifen im EULAG–LCM Modell durch
eine versta¨rkte Sedimentation im Fallstreifen, speziell an den Randgebieten, auch deutlich
ho¨here IWC-Werte (∆IWC ∼ 5mgm−3) vorkommen. Im Laufe der Entwicklung kann
die gesamte Eismasse im KS drastisch zunehmen (mehrere Gro¨ßenordnungen), sofern ei-
ne kontinuierliche Einmischung von u¨bersa¨ttigter Luft in den KS-Randbereichen abla¨uft
(s. auch Unterstraßer und Gierens (2010a)). Generell geht der Eiswassergehalt mit der
Zeit in den Ho¨henbereichen zuru¨ck, wo gro¨ßere Eiskristalle heranwachsen, die daraufhin
aufgrund der ho¨heren Sedimentationsgeschwindigkeiten schneller nach unten fallen.
Im EULAG–LCM Modell verringern sich die IWC Werte in diesen Bereichen (obersten
200m des KS) etwas schneller, was in den beiden letzten Zeitpunkten der Abbildung 3.1(c)
an den hellblauen Streifen am Oberrand des Kondensstreifens zu erkennen ist. Da nur ein
kleiner Teil der Eiskristalle wirklich aussedimentiert, bleibt die Eiskristallanzahldichte
auch nach 3 h weiterhin im oberen Drittel des KS am gro¨ßten (s. Abb. 3.2(a)).
Zur Veranschaulichung ist das Feld der relativen Feuchte (Abb. 3.2(b)) gezeigt. Die In-
itialisierung des Feuchtefeldes wurde auf die gleiche Weise wie in Unterkapitel 2.2.2 vorge-
nommen. Nach 3 h haben Windscherung und turbulente Luftbewegungen zu einer leichten
Deformation der Feuchtera¨nder gefu¨hrt. In den homogenen Gebieten betragen die maxi-
malen Fluktuationen ±5%. Am Unterrand des Simulationsgebiets ﬂuktuiert die Feuchte
weiterhin um 50% und außerhalb des Kondensstreifens u¨ber der 500m Marke um die
120%. Das Innere des Kondensstreifens ist durch Eissa¨ttigung (RHi ≈ 100%) gekenn-
zeichnet. Damit ist der 2-D Feuchteabdruck des Kondensstreifens gut als gelbgeto¨nte
Fla¨che vor dem ro¨tlichen Hintergrund zu erkennen.
(a) LCM (b) LCM
Abb. 3.2: Eiskristallanzahldichte und relative Feuchte fu¨r EULAG–LCM Simulation nach
11000 s, gleiche Bedingungen wie bei Abbildung 3.1. Linkes Bild mit logarithmischer, rech-
tes mit linearer Farbskala.
Zur genaueren Analyse der Eispartikelfelder eignen sich EK-Gro¨ßenverteilungen besonders
gut. Zuna¨chst beziehen wir uns auf das gesamte Simulationsgebiet. Spa¨ter werden auch
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(a) Zeitpunkt: 2000 s (b) Zeitpunkt: 6500 s (c) Zeitpunkt: 11000 s
(d) Zeitpunkt: 2000 s (e) Zeitpunkt: 6500 s (f) Zeitpunkt: 11000 s
Abb. 3.3: Modellvergleich der Eiskristallgro¨ßenverteilungen pro Flugmeter und Binbreite in
linearer (obere Reihe) und logarithmischer Skala (untere Reihe) bei gleichen Bedingungen wie
fu¨r die Abbildung 3.1. Die Modelle sind durch unterschiedliche Linienmuster charakerisiert,
s. Tabelle 3.1.
Gro¨ßenverteilungen in verschiedenen Ho¨henbereichen der Kondensstreifen untersucht. Be-
trachtet man die Eiskristallgro¨ßenverteilungen des BULK Modells, erkennt man dessen
diﬀusiven Charakter in der Eisphase. Die Gro¨ßenverteilung endet nicht wie im LCM Mo-
dell abrupt bei einer bestimmten Eiskristallla¨nge L, sondern nimmt stetig mit zuwach-
sendem L ab. Ansatzweise erkennt man das in den Abbildungen 3.3(b) und 3.3(c) an den
schwarz gestrichelten Kurven. Rein theorethisch schneiden sich die Modellkurven auf der
rechten La¨ngenseite, was aber aufgrund der sehr niedrigen Anzahlkonzentration unbedeu-
tend ist.
dNtot/dL ist die totale Anzahlkonzentration einzelner Eiskristalle pro La¨ngenbinbreite.
Man erkennt, dass beim LCM-Lauf ab tdisp = 2000 s immer mehr gro¨ßere EK entste-
hen. Ab einer Eisteilchenla¨nge von 20µm wa¨chst der Abstand der Kurven merklich an
(Abb. 3.3(a) bis 3.3(c)). In beiden Modellen bleibt das Maximum von dNtot/dL ≈ 1.3·1017
bei L ≈ 3µm u¨ber die gesamte tsim2 Zeit erhalten. Beispielsweise beﬁnden sich nach
6500 s in jedem Bin zwischen 20 und 50µm der EULAG–LCM Simulation (durchgezo-
gene schwarze Kurve in Abb. 3.3(b)) mindestens um die 1.3 · 1015 Eiskristalle, wa¨hrend
bei der EULAG–BULK Simulation schon im 40µm-Bin die Anzahlkonzentration um ei-
ne Gro¨ßenordnung niedriger liegt. In der logarithmischen Darstellung der La¨ngenachse
(x-Achse), s. Graﬁken 3.3(d) bis 3.3(f), erkennt man bei der LCM-Simulation einige dis-
krete SIPs, die relativ wenige und sehr kleine Eiskristalle (L < 1µm) enthalten. Eine
EK-Gro¨ßenverteilung, wie sie mit dem EULAG–LCM Modell ausgewertet werden kann,
liegt wesentlich na¨her an einer experimentell messbaren Gro¨ßenverteilung.
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3.2 U¨berpru¨fung der Sedimentation
Es ist unklar, ob die unterschiedlichen Fallstreifen aufgrund der Verwendung unterschied-
licher Parametrisierungen der EK-Fallgeschwindigkeiten oder numerischen Implementie-
rung in Erscheinung treten. Daher wurde im Rahmen einer Sensitivita¨tsstudie testweise die
Sedimentationsgeschwindigkeit im EULAG–LCM Modell wie beim BULK-Ansatz vorge-
geben. Dabei ist die Relation zwischen Eiskristallmasse und Sinkgeschwindigkeit konsis-
tent zum EULAG–BULK Modell behandelt worden (Spichtinger und Gierens, 2009a).
Der Vergleich wurde bei der Flugho¨hentemperatur TF = 217K und bei einer relativen
Feuchte bzgl. Eis RH∗i = 120% ohne Windscherung durchgefu¨hrt. Folgende Gleichung
bestimmt die Sedimentationsgeschwindigkeit der Partikel als Funktion ihrer Masse:
v0(m) = γ(m) ·mδ(m) (3.1)
γ(m) und δ(m) sind stu¨ckweise konstante Parameterfunktionen (s. Tabelle 3.2). Nachdem
die Parametrisierung vom EULAG–BULK Modell in den das LCM-Modul u¨bernommen
worden ist, wurden Daten zur massenabha¨ngigen Sedimentationsgeschwindigkeit ausge-
wertet. Bei der U¨berpru¨fung des dazu gezeichneten Graphens wurde ein unstetiger Sprung
im Massenintervall m1 = 2.146 · 10−13 kg ≤ m ≤ m2 = 2.166 · 10−9 kg entdeckt. Die Ab-
weichung betrug ca. 5%. Daraufhin sind die grau hinterlegten Parameter (γ(m), δ(m))
angepasst worden. Die u¨brigen Werte blieben identisch. Mit einem Vergleich des LCM-
m γ(m) δ(m)
m ≤ m1 735.4 0.42
m1 ≤ m ≤ m2 60267.0 0.57105
m2 ≤ m ≤ m3 329.8 0.31
m3 ≤ m 8.8 0.096
Tab. 3.2: Abgea¨nderte Werterelationen fu¨r γ(m) und δ(m) in der Geschwindigkeits-Massen
Gleichung nach Spichtinger und Gierens (2009a). Grau hinterlegte Boxen zeigen die
gea¨nderten Werte.
Laufes zwischen den alten und neuen Parameterwerten ist es mo¨glich, deren Einﬂuss
auf die Simulationsergebnisse zu pru¨fen. Der Einﬂuss dieser A¨nderung ist, im Gegensatz
zu anderen A¨nderungen (z. B. relative Feuchte), als sehr gering einzuscha¨tzen. Eine fast
identische Abnahme der Eiskristallanzahl pro Flugmeter in der Dispersionsphase von rund
1.7 · 1012m−1 bei tdisp = 0 auf 0.5 · 1012m−1 bei tdisp = 20000 s verdeutlicht dies. Ein Blick
auf den zeitlichen Verlauf der Eismasse oﬀenbart maximale relative Abweichungen von
10%, die aber erst nach gut 3.5 h Simulationszeit auftreten.
Die roten Kurven in Abbildung 3.4 liegen zu allen dargestellten Zeitpunkten sehr nahe
an den durchgezogenen schwarzen Kurven und folgen deren Proﬁlverlauf. Die Modellun-
terschiede ko¨nnen deshalb nicht auf physikalische Gru¨nde zuru¨ckgefu¨hrt werden, sofern
sie mit Sedimentationsprozessen verbunden sind. Wahrscheinlich muss die Ursache in der
unterschiedlichen numerischen Implementierung liegen.
Das EULAG–BULK Modell zeigt einen
”
ausschmierenden“, diﬀusiven Charakter an den
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Abb. 3.4: Sedimentationstest: Vertikalproﬁle der optischen Dicke τhor (obere Reihe) und des
Eiswassergehalts IWC (untere Reihe) nach 2000 s (1. Spalte), 6500 s (2. Spalte) und 11000 s
(3. Spalte). Schwarze Kurven: Urspru¨ngliche Sedimentationsparametrisierung der jeweiligen
Modelle. Rote Kurve: Neue Parametrisiering der Sedimentation im EULAG–LCM Modell
fu¨r Gleichung (3.1) nach Tabelle 3.2. Das Modell ist durch Linienmuster charakerisiert, s.
Tabelle 3.1.
physikalischen Feldra¨ndern der Kondensstreifen. In den LCM-Simulationen sollten die Fol-
gen der Sedimentation, also auch der Fallstreifen, realistischer repra¨sentiert werden. Die
Umstellung der Parametrisierung in der Sedimentationsroutine fu¨r eine LCM-Simulation
wurde nur fu¨r diese U¨berpru¨fung (Unterkapitel 3.2) gemacht. Alle vorherigen und kom-
menden EULAG–LCM Simulationen benutzen wieder die urspru¨nglichen Parameterwer-
te, die zu den schwarzen durchgezogenen Linien in Abbildung 3.4 geho¨ren.
Jetzt wird zu einem systematischen Vergleich geometrischer, optischer und mikrophysika-
lischer Eigenschaften bei unterschiedlichen meteorologischen Bedingungen u¨bergegangen.
3.3 Systematischer Vergleich
In diesem Unterkapitel werden die Simulationsergebnisse des EULAG–LCM Modells sys-
tematisch mit denen des EULAG–BULK Modells verglichen (Unterstraßer und Gierens,
2010a). Der Zeitraum dafu¨r betra¨gt 20000 s, was etwa 6 Stunden sind. Mit
”
systema-
tisch“ ist die Aufteilung der Analyse bei einer Vera¨nderung der relativen Feuchte RH∗i ,
Temperatur auf Flugniveau TF und der Windscherung s gemeint, wobei man in jedem
dieser Abschnitte geometrische, optische und auch mikrophysikalische Kondensstreifenei-
genschaften betrachtet und diskutiert. Das Format der Abbildungen in den folgenden
Abschnitten ist weitestgehend einheitlich. Die Variation eines Parameters wird durch die
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Linienfarbe und das Modell durch das Linienmuster gekennzeichnet (s. Tabelle 3.1).
Gewo¨hnlich wird mit Hilfe der Strahlungsextinktion χ und einem deﬁnierten Schwell-
wert χ0 auf geometrische Wolkeneigenschaften geschlossen. Bei Kondensstreifen interes-
siert man sich z. B. fu¨r die Breite BExt (Ausdehnung entlang der Flu¨gelrichtung), Quer-
schnittsﬂa¨che F (Fla¨che senkrecht zur Flugrichtung) oder Ho¨he H (Ausdehnung in ver-
tikaler Richtung). Alternativ wird die die Breite BOD anhand der optischen Dicke τ mit
Schwellwert τ0 bestimmt. Die Schwellwerte sind so gewa¨hlt, dass χ0 = 1 · 10−5m−1 dem
Lidar-Detektions-Limit und τ0 = 0.03 dem Augen-Detektions-Limit entspricht. Ein Li-
dargera¨t ist wesentlich empﬁndlicher als das menschliche Auge und kann deshalb auch fu¨r
uns bereits unsichtbare, aber immer noch vorhandene Kondensstreifen erkennen.
BExt =
(
nx∑
i=1
nz∑
k=1
(χ(i, k) ≥ χ0)
)
· dx · dz
BOD =
(
nx∑
i=1
(τ ≥ τ0)
)
· dx
F =
(
nx∑
i=1
∃k mit (χ(i, k) ≥ χ0)
)
· dx
Die Ausdru¨cke in Klammern, die auf die Summenzeichen folgen, ko¨nnen entweder einen
wahren (1) oder falschen (0) Wert annehmen. Um auf die vertikale Erstreckung eines
Kondensstreifens zu schließen, hat es sich bei Unterstraßer et al. (2008) als nu¨tzlich er-
wiesen, eine horizontal integrierte Extinktion zu benutzen. Hierbei handelt es sich um eine
optische Dicke τhor entlang einer horizontalen Achse durch eine Wolke.
τhor =
∫
χdx
Bei den optischen Eigenschaften konzentrieren wir uns auf eine mittlere eﬀektive
(pra¨dominante) optische Dicke τpra¨, deren Berechnung wie folgt formuliert werden kann:
τpra¨ =
∫
Asim
τ 2 dx dz∫
Asim
τ dx dz
. (3.2)
Die Gesamtextinktion E (auch
”
totale Extinktion“ genannt) dient als Maß fu¨r die Strah-
lungswirksamkeit eines Kondensstreifens. Praktischerweise kombiniert E geometrische
Eigenschaften mit optischen Dicken. Die Deﬁnition dieser Gro¨ße ist damit unabha¨ngig
von Schwellwerten. Monte-Carlo-Simulationen von Photonenpfaden durch optisch du¨nne
Eiswolken verdeutlichen, dass praktisch keine Mehrfachstreuung an den Eisteilchen auf-
tritt. Somit kann die Gesamtextinktion E aus der Summe einzelner Extinktionssa¨ulen
Ex = 1− e−τx berechnet werden. Der zweite Term in Ex beschreibt die Transmission Tx
in einer solchen Sa¨ule.
E =
∫
(1− Tx) dx =
nx∑
0
(1− Tx) ·∆x
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Fu¨r kleine τ Werte kann man die Exponentialfunktion e−τx approximieren, indem man
die Taylorreihenentwicklung der Funktion nach der ersten Ordnung abbricht:
exp(−τx) =
∞∑
n=0
−τnx
n!
=
= 1 +
−τx
1
+O2 ≈ 1− τx
Ã Ex = 1− e−τx = 1− Tx ≈ 1− (1− τx) = τx
Somit kann man die Gesamtextinktion Eapp mit Hilfe von Ex ≈ τx durch
Eapp =
∫
τx dx =
∫ ∫
χdx dz =
nx∑
0
nz∑
0
χ ·∆x ·∆z
na¨herungsweise beschreiben. Hier erkennt man gut, wie die Gesamtextinktion im Kon-
densstreifen von der Querschnittsﬂa¨che und der Extinktionssumme einzelner Eiskristalle
abha¨ngt.
Wenn im folgenden von mikrophysikalischen Kondensstreifeneigenschaften die Rede
ist, wird unter Anderem auf den Verlauf der Eiskristallanzahldichte N und dem
pra¨dominanten Eiswassergehalt IWCpra¨ pro Flugmeter Bezug genommen.
N =
∫ ∫
Ni dx dz
IWCpra¨ =
∫
IWC3 dx dz∫
IWC2 dx dz
(3.3)
Mo¨chte man Modelldiﬀerenzen im Fallstreifen auﬂo¨sen, so liefern die horizontal integrier-
ten Eiskristallanzahlen Nh und die optischen Dicken τh nu¨tzliche Werte. Dargestellt wer-
den sie als Vertikalproﬁle zu ausgewa¨hlten Zeitpunkten.
Nh =
∫
Ni dx
Erga¨nzend wird auch der zeitliche Verlauf des mittleren Eiskristalldurchmessers D dis-
kutiert. Berechnet wird dieser u¨ber die mittlere Masse der Eiskristalle m, die u¨ber das
Verha¨ltniss des Eiswassergehalts und der Anzahldichte, jeweils u¨ber alle Gitterboxen in-
tegriert, bestimmt ist.
D =
(
6 ·m
π · ρi
) 1
3
m =
∫ ∫
χ>χ0
IWC dx dz∫ ∫
χ>χ0
N dxdz
Wie diese Formel zeigt, bestimmt man hier den mittleren Durchmesser u¨ber einen mas-
sengleichen, spha¨rischen Eisko¨rper.
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3.3.1 Variationen in der Eisu¨bersa¨ttigung
An dieser Stelle vergleichen wir die Simulationen der beiden Modelle unter verschiedenen
Eisu¨bersa¨ttigungen bzw. relativen Feuchten u¨ber Eis bei konstanter Flugho¨hentemperatur
TF = 217K und Scherung s = 0.
Geometrische Kondensstreifeneigenschaften
Eine Schwierigkeit bei der Beschreibung geometrischer Wolkeneigenschaften ist deﬁnitiv
die starke Schwellwertabha¨ngigkeit. Man sollte im Voraus klarstellen, u¨ber welche Schwell-
werte man das Gebiet eines Kondensstreifens ableiten mo¨chte. In Abbildung 3.5 stellt der
Schwellwert fu¨r die optische Dicke ein scha¨rferes Kriterium fu¨r die Breite eines Kondens-
streifens dar, als der Extinktionsschwellwert. Bei geringen Eisu¨bersa¨ttigungen a¨ußert sich
das an den relativ großen Unterschieden (Faktor ∼ 2) in den Breiten BExt und BOD in
beiden Modellen. Mit zunehmender Feuchte in der u¨bersa¨ttigten Schicht ko¨nnen sich die
Kondensstreifen horizontal sta¨rker ausbreiten, streben aber im scherungsfreien Fall gegen
einen Sa¨ttigungswert. Die Modellergebnisse fu¨r die Breite stimmen insgesamt gut u¨berein,
fu¨r BExt allerdings etwas besser als fu¨r BOD. Der Verbreiterungsprozess in der Dispersi-
onsphase wird u¨ber den Simulationszeitraum beider Modelle a¨hnlich repra¨sentiert.
(a) Breite anhand Extinktion (b) Breite anhand optischer Dicke
Abb. 3.5: Modellvergleich der KS-Breite BExt und BOD fu¨r verschiedene relative Feuchten
RH∗i im zeitlichen Verlauf. Relative Feuchten und Modell sind durch Farbe und Linienmuster
charakterisiert, s. Tabelle 3.1. Schwellwerte wie angegeben.
Sieht man sich den Vergleich der Querschnittsﬂa¨che an, so wird noch deutlicher, wie die
Unterschiede vom gewa¨hlten Schwellwert abha¨ngen. Diesmal sind zwei verschiede χ0 Wer-
te (10−5 und 10−4m) dargestellt. Fu¨r den kleineren Schwellwert liegen die Ergebnisse der
EULAG–BULK Simulationen bei allen Eisu¨bersa¨ttigungen um maximal einen Faktor
zwei ho¨her (3.6(a)), wa¨hrend fu¨r den gro¨ßeren Schwellwert die Unterschiede geringer wer-
den und die Maximalwerte der EULAG–LCM Resultate immer gro¨ßer werden (3.6(b)).
Im BULK Modell werden die physikalischen Felder (IWC, N) stark gegla¨ttet (siehe
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Abb. 3.1), sodass die Kondensstreifenra¨nder nicht scharf abgegrenzt sind und die Konzen-
trationen stetig abnehmen. Das fu¨hrt zu einer viel sta¨rkeren Schwellwertabha¨ngigkeit im
Vergleich zum EULAG–LCM Modell. Zum Beispiel bleibt der Maximalwert der Fla¨che
bei RH∗i = 130% im LCM-Lauf fu¨r beide Schwellwerte im Bereich zwischen 2.5 - 3.0 km
2
(durchgezogene braune Kurven in Abb. 3.6). Aber fu¨r den selben Feuchtefall liegt dieser
Bereich beim BULK-Lauf im Wertebereich zwischen 2.0 - 6.0 km2.
(a) Querschnittsﬂa¨che (b) Querschnittsﬂa¨che
Abb. 3.6: Modellvergleich der Querschnittsﬂa¨chen F fu¨r verschiedene relative Feuchten RH∗i
und Extinktionsschwellwerte im zeitlichen Verlauf. Relative Feuchten und Modell sind durch
Farbe und Linienmuster charakterisiert, s. Tabelle 3.1. Schwellwerte wie in Graﬁken angege-
ben.
Anhand der horizontal integrierten optischen Dicke τhor erkennt man die vertikale Er-
streckung H der Kondensstreifen. In den ersten 30 Minuten liegt H zwischen 200m
(RH∗i = 105%) und 300m (RH
∗
i = 130%). Bis zu diesem Stadium stimmen die Mo-
dellergebnisse nahezu u¨berein. Die maximalen τhor Werte bei einer Temperatur TF von
217K und s = 0 werden nach rund 6500 s (ca. 110 Minuten) und 100 - 200m unterhalb der
Flugho¨he im Hauptbereich der Kondensstreifen erreicht (3.7(b)). Bis auf die Simulation
bei RH∗i = 130%, wo die EULAG–BULK Ergebnisse um 20% ho¨her liegen, sind die
Abweichungen der optischen Dicke im Hauptbereich vernachla¨ssigbar. Systematische Mo-
delldiﬀerenzen treten allerdings im Fallstreifen der Kondensstreifen auf, also im mittleren
bis spa¨teren Lebensalter. In der Abbildung 3.7 erkennt man den Fallstreifen im Modellge-
biet unterhalb von 1000m. Wie schon in Unterkapitel 3.1 in Bezug auf den Eiswassergehalt
erwa¨hnt wurde, kommen auch fu¨r τhor bei den LCM-Simulationen ho¨here Werte im Fall-
streifen heraus. Bei allen betrachteten Feuchtevariationen tritt dieser Eﬀekt auf, wobei
die Unterschiede zum Teil gro¨ßer als 100% sind. Die Entwicklung des Fallstreifens, der
mit der Zeit an optischer Dicke gewinnt, stimmt dagegen in den Modellen gut u¨berein.
Ebenso gilt das fu¨r die Entwicklung der vertikalen Ausdehnung der Kondensstreifen. Die
Tatsache, dass sich das Maximum im Proﬁl der optischen Dicke mit der Zeit zuspitzt und
nicht gla¨ttet, ist ein Zeichen der geringen vertikalen Diﬀusion bei einer stabil geschichteten
Atmospha¨re.
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Abb. 3.7: Vergleich: Vertikalproﬁle der optischen Dicke τhor entlang der horizontalen optischen
Sichtachse fu¨r verschiedene relative Feuchten RH∗i zu den Zeitpunkten 2000 s (a), 6500 s (b)
und 11000 s (c). Relative Feuchten und Modell sind durch Farbe und Linienmuster charakte-
risiert, s. Tabelle 3.1.
Optische Kondensstreifeneigenschaften
Fu¨r die Einscha¨tzung der Klimawirksamkeit von Kondensstreifen eignet sich z. B. die Ge-
samtextinktion. In Abbildung 3.8(a) ist die Abha¨ngigkeit der Gesamtextinktion von der
relativen Feuchte zu sehen, die bei 130% sechsmal so groß ist wie bei 105%. Wie spa¨ter
noch zu sehen sein wird, haben die Temperatur als auch die Windscherung ebenfalls einen
großen Einﬂuss auf die Gesamtextinktion. Zu beachten ist, dass der Strahlungsantrieb
nicht daraus abgeleitet werden kann, jedoch der Lebenszyklus eines Kondensstreifens sich
dadurch gut veranschaulichen la¨sst. Als typische Zeitskala eines KS kann der Umkehr-
punkt (Maximum) in der Gesamtextinktion benutzt werden (Unterstraßer und Gierens,
2010a). Diese Zeitskala ist in beiden Modellsimulationen identisch (tdisp = 3h). Lediglich
der Wert des Maximums liegt bei den EULAG–LCM Simulationsergebnissen ho¨her (z. B.
30% bei RH∗i = 130%). Wenn man sich aber die A¨nderung der Gesamtextinktion zwi-
schen zwei U¨bersa¨ttigungen (z. B. rote und gru¨ne Kurven in Abb. 3.8(a)) ansieht, wo nur
eine geringe Feuchtezunahme stattﬁndet (5%), verliert der Modellunterschied an Bedeu-
tung. Versta¨rkt wird dies durch die Tatsache, dass die Bestimmung der relativen Feuchte
in u¨bersa¨ttigten Atmospha¨renschichten auch mit modernsten Messtechniken schwierig ist
und Fehler im Bereich von ±5 - 10% auftreten.
Eine Einteilung der Extinktion in verschiedene Ho¨henbereiche (Abb. 3.9) unterhalb der
Flugho¨he HF ist nu¨tzlich, wenn man herausﬁnden mo¨chte, in welchem Bereich des Kon-
densstreifens die gro¨ßten Unterschiede in den Modellergebnissen auftreten. Es fa¨llt auf,
dass im Hauptbereich der Kondensstreifen, also bis 400m unterhalb der Flugho¨hen- bzw.
Kondensstreifeninitialisierung, die BULK-Simulationen bei den beiden feuchteren Varia-
tionen (RH∗i ∈ [120%, 130%]) durchgehend gro¨ßere Extinktionswerte erreichen (s. Graﬁk
3.9(a)). Nimmt man dagegen noch weitere 400 Ho¨henmeter in der Auswertung dazu, so
verringert sich der Unterschied drastisch. Dies ist konsistent mit den Proﬁlen der optischen
Dicke τhor und dem Querschnitt des IWC aus dem exemplarischen Vergleich (Kapitel 3.1),
wo die LCM-Simulationen im oberen Bereich des Kondenstreifens leicht geringere Werte
aufweisen, dafu¨r aber die Felder (z. B. IWC oder N) im Fallstreifen gro¨ßer sind. Falls
genu¨gend Wasserdampf in der Umgebung vorhanden ist und ein ausreichendes Wachstum
der Eispartikel gewa¨hrleistet ist, kann man diesen Eﬀekt in den Modellen beobachten.
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Wegen der Sedimentation der großen Partikel, die den Hauptbereich des Kondensstrei-
fens nach einiger Zeit verlassen, ist in diesem 400m dicken Bereich die vorhin erwa¨hnte
Zeitskala nur etwa halb so lang (90 - 110 Minuten) als fu¨r das komplette KS-Gebiet.
(a) Totale Extinktion (b) Pra¨dominante optische Dicke
Abb. 3.8: Modellvergleich der totalen KS-Extinktion und pra¨dominanten optischen Dicke fu¨r
verschiedene relative Feuchten RH∗i im zeitlichen Verlauf. Relative Feuchten und Modell sind
durch Farbe und Linienmuster charakterisiert, s. Tabelle 3.1.
Der zeitliche Verlauf der pra¨dominanten optischen Dicke (Gl. (3.2)) fu¨r die vier Umge-
bungsfeuchten wird in Abbildung 3.8(b) dargestellt. In den ersten 1000 s nimmt in beiden
Modellen die optische Dicke aufgrund der Verdu¨nnung der Eiskristalle stark ab. Die Um-
gebungstemperatur und die relative Feuchte haben den sta¨rksten Einﬂuss auf die optische
Dicke. Auﬀa¨llig ist, dass nach der Initialisierung der Teil2-Simulation (nach 2000 s) τpra¨
bei den LCM-La¨ufen fu¨r RH∗i ∈ [120%, 130%] (blaue und braune durchgezogene Kurven)
ein Anstieg um jeweils 0.05 bis zum Zeitpunkt tdisp = 6500 s stattﬁndet. Dabei schnei-
den sich die gepunkteten mit den durchgezogenen Linien. Das heißt, nach etwa 3000 s
werden die pra¨dominanten optischen Dicken im EULAG–LCM gro¨ßer als im EULAG–
BULK Modell. Entweder folgt daraus, dass der Kondensstreifen im LCM Modell kom-
pakter bleibt, wodurch die Verdu¨nnung der EK-Konzentrationen kurzzeitig verlangsamt
und damit der KS wieder optisch dicker wird. Zugunsten des EK-Wachstums wird laufend
Feuchte abgebaut. Wahrscheinlicher ist allerdings ein direkter Zusammenhang der Berech-
nung einer pra¨dominanten Gro¨ße mit den jeweiligen Modellfeldern. Die Kondensstreifen
im EULAG–BULK Modell sind wesentlich glatter, die KS-Ra¨nder brechen nicht abrupt
ab und unterliegen kleinra¨umig keinen starken Fluktuationen, wie das bei der Lagran-
ge’schen Methode in EULAG–LCM vorkommen kann. Aber genau diese Fluktuationen
ko¨nnen durch die sta¨rkere Gewichtung der ho¨heren Werte bei einer pra¨dominanten Gro¨ße
fu¨r einen Anstieg der Werte verantwortlich sein. Bei den Arbeiten von Unterstraßer et
al. (2008) und Unterstraßer und Gierens (2010a,b) werden auch pra¨dominate Gro¨ßen der
optischen Dicke und des Eiswassergehalts fu¨r die Interpretation der Modellergebnisse ver-
wendet. Fu¨r hinreichend glatte Felder machen solche speziell gewichteten physikalischen
Gro¨ßen Sinn. Die starke Sensitivita¨t bezu¨glich des verwendeten Modells und dessen Va-
riabilita¨t in den Feldern machen einen Vergleich bei verschiedenen Modellen schwierig.
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Man mu¨sste zusa¨tzliche starke Gla¨ttungen der sta¨rker ﬂuktuierenden Modellgro¨ßen vor-
nehmen, um einen Vergleich erst mo¨glich zu machen. Trotzdem verlaufen die τpra¨-Kurven
der Modelle ab einer Simulationszeit von 3 Stunden fu¨r die verschiedenen Feuchten ohne
große Absta¨nde zeitlich einher.
(a) (b)
Abb. 3.9: Modellvergleich der ho¨henkorrigierten Gesamtextinktion fu¨r verschiede Ho¨henbereiche
unter der Flugho¨he HF und relative Feuchten RH
∗
i im zeitlichen Verlauf. Temperaturen und
Modell sind durch Farbe und Linienmuster charakterisiert, s. Tabelle 3.1. Ho¨henbereiche wie
in Graﬁken angegeben.
Mikrophysikalische Kondensstreifeneigenschaften
Als letztes werden in diesem Teilabschnitt mikrophysikalische Eigenschaften gegenu¨ber-
gestellt. Das Vergleichsproblem tritt beim pra¨dominanten Eiswassergehalt (s. Gl. (3.3))
viel sta¨rker auf als bei der optischen Dicke. Zudem ist der IWCpra¨ beim U¨bergang von der
Teil1-Simulation auf die Teil2-Simulation unstetig in den EULAG–LCM La¨ufen. Einen
Einﬂuss darauf hat die Einbeschreibung der Felder auf gro¨ßere Gitterboxen bei der Ge-
bietsvergro¨ßerung fu¨r die Teil2-Simulationen. In der Darstellung von Abbildung 3.10(a)
stimmen weder die Maxima des Eiswassergehalts noch die Gro¨ßenordnung in den Modell-
simulationen u¨berein. Die durchgezogenen Kurvenwerte (EULAG–LCM) sind teilweise
um einen Faktor ≥ 4 ho¨her als bei den gepunkteten Kurven (EULAG–BULK). Allein
schon wegen der Unstetigkeit mu¨sste bei dieser Gro¨ße eine starke Gla¨ttung fu¨r die LCM-
Eiswassergeha¨lter durchgefu¨hrt werden. Im Anhang (Kap. A) wird ein Vergleich bei zwei
unterschiedlich starken IWC-Gla¨ttungen gezeigt. Bemerkenswerterweise steigt im LCM
Modell der IWCpra¨ bei den blauen und braunen Linien im selben Zeitraum (2000 - 6500 s)
stark an (s. auch τpra¨), was aber noch nicht auf einen Zusammenhang schließen la¨sst.
Der mittlere Durchmesser D ha¨ngt wesentlich sta¨rker von der Temperatur TF ab als von
der relativen Feuchte RH∗i , weil sich bei hohen Feuchten die Eismasse proportional auf eine
gro¨ßere Anzahl an Eiskristallen verteilt. Damit ist die Gro¨ßen- bzw. Massenzunahme eines
einzelnen Kristalls fu¨r alle Feuchtevarianten des Parameterraums (Tab. 3.1) a¨hnlich. Merk-
liche Unterschiede in den Modellergebnissen fu¨r D treten in Abbildung 3.10(b) bei hohen
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U¨bersa¨ttigungen und nach 15000 s (≈ 4 h) Simulationszeit auf. Schwa¨cht sich der Einﬂuss
der Wirbelphase nach einigen Minuten ab, so wa¨chst der mittlere Durchmesser nahezu
linear von ca. 10µm bis maximal ca. 40µm (rote Kurve in Abb. 3.10(b)) an, bis sich ein
Sa¨ttigungszustand einstellt. Die Entwicklung der Eiskristallanzahl pro Flugmeter in der
(a) Pra¨dominanter Eiswassergehalt (b) Mittlerer Durchmesser
Abb. 3.10: Modellvergleich fu¨r pra¨dominanten Eiswassergehalt IWCpra¨ und mittleren Durch-
messer D bei verschiedenen relativen Feuchten RH∗i im zeitlichen Verlauf. Relative Feuchten
und Modell sind durch Farbe und Linienmuster charakterisiert, s. Tabelle 3.1.
Dispersionsphase zeigt keine großen Abweichungen zwischen den Modellen (Abb. 3.11(a)).
Bei allen analysierten Vergleichen fa¨llt die Eiskristallanzahldichte in den ersten Minuten
der Teil1-Simulationen sehr stark ab. Im Wesentlichen ist das auf die Reste der Wirbeldy-
namik zuru¨ckzufu¨hren, wo eine hohe Sublimationsrate durch Absinkvorga¨nge entsteht.
Der weitere stetige Verlust an Kristallen kann nicht auf die Sedimentation zuru¨ckgefu¨hrt
werden. Vor einiger Zeit, wo Studien mit dem LCM-Modell noch nicht vorhanden waren,
wurde vermutet, dass dieser Verlust ein numerisches Problem (Artefakt) im BULK-Modell
ist. Nachdem a¨hnliche Ergebnisse mit dem LCM-Modell erzielt wurden, sollte die Ursache
mit hoher Wahrscheinlichkeit von anderer Natur sein. Bisher ist man davon ausgegangen,
dass der Kelvin-Eﬀekt bei den im Kondensstreifen vorhandenen mittleren Eiskristall-
durchmessern eine untergeordnete Rolle spielt. Ku¨rzlich konnte das durch eine Arbeit
von Lewellen (2012) widerlegt werden. Als die Abha¨ngigkeit des Sa¨ttigungsdampfdrucks
auf die Eisoberﬂa¨chenspannung (
”
Kelvin-Eﬀekt“) bei Testsimulationen aus der Eismi-
krophysik entfernt wurde, trat der starke Eiskristallverlust nicht mehr auf. Beim Kelvin-
Eﬀekt sind vor allem kleinskalige ra¨umliche A¨nderungen im Feuchtesa¨ttigungsbereich, wie
sie auch im Inneren eines Kondensstreifens vorhanden sind, bedeutend. Fu¨r Si = 30%
(braune Kurven in Abb. 3.11(a)) stellt man fest, dass sich die EK-Anzahldichte N u¨ber
die simulierten 20000 s von ca. 2.2 · 1012m−1 auf 0.7 · 1012m−1 (EULAG–LCM) bzw.
0.5 · 1012m−1 (EULAG–BULK) reduziert. Dies entspricht einer relativen Diﬀerenz von
30% am Ende der KS-Simulationen. Bei allen U¨bersa¨ttigungsstudien, ausgenommen dem
RH∗i = 105% Fall, sind die LCM Datenwerte der EK-Anzahl fu¨r alle tdisp-Zeiten ho¨her
wie fu¨r die BULK Datenwerte.
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(a) Eiskristallanzahldichte (b) SIP-Anzahl
Abb. 3.11: Modellvergleich fu¨r Eiskristallanzahldichte N bei verschiedenen relativen Feuchten
RH∗i im zeitlichen Verlauf. In der linken Graﬁk ist zusa¨tzlich der zeitliche Verlauf der totalen
SIP-Anzahl im EULAG–LCM Modell zu sehen. Relative Feuchten und Modell sind durch
Farbe und Linienmuster charakterisiert, s. Tabelle 3.1.
Erga¨nzend veranschaulicht Graﬁk (b) in Abb. 3.11 den Verlauf der Anzahl der Simulati-
onspartikel (SIP) im EULAG–LCM Modell. Eine Verdopplung der SIP-Anzahl ﬁndet zu
Beginn der Teil2-Simulationen statt. Das hat eine im Schnitt halbierte Eiskristallanzahl
pro SIP zur Folge. Der Verlustfaktor der SIPs wa¨re identisch mit denen der Eiskristalle,
wenn keine Verdopplung stattﬁnden wu¨rde.
3.3.2 Variationen in der Umgebungstemperatur
Es folgt jetzt der Vergleich der Modellergebnisse bei vier verschiedenen
Flugho¨hentemperaturen TF . Die Werte sind in Tabelle 3.1 aufgelistet. Die Temperatur-
Spannweite reicht von 209 - 222K. Demzufolge werden diesmal RH∗i = 120% und s = 0
konstant gehalten. Da viele Ergebnisse a¨hnlich zu 3.3.1 sind, werden nicht nochmals
alle Eigenschaften der Kondensstreifen diskutiert. Die fu¨r die Arbeit interessanten
Eigenschaften, die z. B. von der Temperatur maßgeblich bestimmt werden, ﬁnden sich
in den Abbildungen wieder (s. Gesamtextinktion oder mittlerer Durchmesser). Manche
Gro¨ßen werden auch nur kurz diskutiert, ohne einen Verweis auf eine Graﬁk.
Breite
Die KS-Breite zeigt keine systematische Verknu¨pfung zur Flugho¨hentemperatur. Diesmal
ist die Varianz bezu¨glich des Schwellwertes (Extinktion, optische Dicke) deutlich geringer
als bei der Feuchtevariation. Fu¨r beide Schwellwerte erreicht der LCM-Lauf bei 222K
die Breite mit der gro¨ßten Ausdehnung (BExt ≈ 6 km; BOD ≈ 5.5 km). Das ist auch die
Simulation mit dem gro¨ßeren Modellunterschied (maximaler Breitenunterschied: 1 km).
Nach gut der Ha¨lfte der Simulationszeit stellt sich wieder eine Sa¨ttigungsbreite ein.
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Gesamtextinktion und optische Dicke
Die Kurven der Gesamtextinktion (Abb. 3.12(a)) zeigen, dass fu¨r beide Modellla¨ufe die
charakteristische Zeitskala (Zeitpunkt von max(E)) temperaturabha¨ngig ist. Bei niedri-
geren Temperaturen dauert es la¨nger, bis man zum Maximum der Extinktion gelangt.
Zwischen 209K und 217K liegt fu¨r beide Modellla¨ufe eine grobe Zeitdiﬀerenz von 2000 s
vor. Der Vergleich macht deutlich, dass die Entwicklung der Gesamtextinktion auch bei
der Temperaturvariation in den Modellen a¨hnlich ist. Mit wachsender Temperatur neh-
men jedoch die Gesamtextinktionsunterschiede zu. In den EULAG–BULK Simulationen
liegen die Maximalwerte der Extinktion z. B. bei TF = 217K und TF = 222K (gepunktete
blaue und braune Kurven) in der gleichen Gro¨ßenordnung der EULAG–LCM Simulatio-
nen bei der na¨chst tieferen Temperaturstufe. Ein Blick auf die ho¨henbeschra¨nkte Extink-
(a) Totale Extinktion (b) Pra¨dominante optische Dicke
Abb. 3.12: Modellvergleich der totalen KS-Extinktion und pra¨dominanten optischen Dicke fu¨r
verschiedene Umgebungstemperaturen TF im zeitlichen Verlauf. Temperaturen und Modell
sind durch Farbe und Linienmuster charakterisiert, s. Tabelle 3.1.
tion in Abbildung 3.13 oﬀenbart keine neuen Erkenntnisse gegenu¨ber zur Abbildung 3.9
im vorherigen Abschnitt. Erwa¨hnenswert scheint lediglich die umgekehrte Temperatur-
reihenfolge fu¨r die zunehmenden Extinktionsunterschiede 400m unterhalb von HF . Diese
sind im Hauptbereich des Kondensstreifens bei den ho¨heren Temperaturen etwas gerin-
ger (Abb. 3.13(a)). Erst wenn man weiter unten liegende Gebiete mit einbezieht, dreht
sich dieser Eﬀekt wieder um. Wird die Feuchte konstant gehalten, so a¨ndern sich auch
die charakteristischen Zeitskalen fu¨r die unterschiedlich dicken Ho¨henbereiche nicht. Be-
zogen auf die gleichen Temperaturen liegen die Umkehrpunkte in der ho¨henkorrigierten
Gesamtextinktion fu¨r beide Ho¨henbereiche viel na¨her beieinander, als in Abbildung 3.9.
Die pra¨dominante optische Dicke der Kondensstreifen bei RH∗i = 120% zeigt in den ersten
drei Stunden der Dispersionsphase eine vergleichbar große Variabilita¨t bei unterschiedli-
chen Temperaturen, wie fu¨r die analysierten relativen Feuchten. Auch bei der Tempera-
turstudie in den LCM-Simulationen sieht man den Eﬀekt eines Anstieges in τpra¨ bei 217K
und 222K (blaue und braune durchgezogene Kurven in Abb. 3.12(b)) nach tdisp = 2000 s.
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(a) (b)
Abb. 3.13: Modellvergleich der ho¨henkorrigierten Gesamtextinktion fu¨r verschiede Ho¨hen-
bereiche unter der Flugho¨he HF und Umgebungstemperaturen TF im zeitlichen Verlauf. Tem-
peraturen und Modell sind durch Farbe und Linienmuster charakterisiert, s. Tabelle 3.1.
Ho¨henbereiche wie in Graﬁken angegeben.
Damit versta¨rkt sich der Eindruck, dass dieser Eﬀekt nicht zufa¨llig entsteht, sondern sys-
tematisch abla¨uft. Ein abschließendes Statement wird beim Vergleich unter verschiedenen
Windscherungen (Unterkapitel 3.3.3) gemacht, wo die pra¨dominante optische Dicke einen
interessanten Verlauf zeigt.
Eiswassergehalt und mittlerer Durchmesser
Solange die IWC-Felder der EULAG–LCM Simulationen nicht hinreichend gegla¨ttet
werden, ist eine Diskussion bzw. ein Vergleich des pra¨dominanten Eiswassergehalts be-
deutungslos (s. Abb. 3.14(a)). Spru¨nge von bis zu 70% beim U¨bergang zur Teil2-
Simulation bei TF = 222K (braune Linie) sind extrem und zeigen die hohe Sensitivita¨t
auf kleinra¨umige Schwankungen im IWC-Feld. Sieht man sich den Verlauf der realen
Eismasse im Kondensstreifen an (vergleichbarer Zyklus wie bei E), so bleiben die Modell-
unterschiede in den Ergebnissen gering.
Bei wa¨rmeren Temperaturen u¨berleben weniger Eiskristalle die Wirbelphase. Da die
Feuchte hier immer gleich bleibt, steht einem Eiskristall bei 222 K relativ mehr Was-
serdampf zum Abbauen zur Verfu¨gung, als bei 209K. Damit kann man die Sensiti-
vita¨t des mittleren EK-Durchmessers D auf eine Temperatura¨nderung erkla¨ren (rech-
te Graﬁk in Abb. 3.14). Die Abweichungen in D wirken sich auf die Sedimentation
im Kondensstreifen aus, wodurch die Lebenszeit der Kondensstreifen begrenzt wird.
Man erha¨lt einen gro¨ßeren mittleren Durchmesser, wenn es auf Flugho¨he wa¨rmer ist
(D(209K) < D(212K) < D(217K) < D(222K)). In den ersten 10000 s der Dispersions-
phase verlaufen die Kurven der mittleren Durchmesser im Modellvergleich fu¨r alle analy-
sierten Temperaturen in einem tolerierbaren Rahmen mit ho¨chstens 2µm Diﬀerenz. Erst
danach laufen die Kurven auseinander. Im EULAG–LCM Modell tritt fu¨r die wa¨rmeren
Fa¨lle ein Maximum in D auf, wa¨hrend die EULAG–BULK Simulationen gegen einen
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(a) Pra¨dominanter Eiswassergehalt (b) Mittlerer Durchmesser
Abb. 3.14: Modellvergleich fu¨r pra¨dominanten Eiswassergehalt IWCpra¨ und mittleren Durch-
messer D fu¨r verschiedene Umgebungstemperaturen TF im zeitlichen Verlauf. Temperaturen
und Modell sind durch Farbe und Linienmuster charakterisiert, s. Tabelle 3.1.
Sa¨ttigungswert streben. Dieses Verhalten ist aufgrund der Unterschiede in den Eismikro-
physikroutinen zu erwarten. Verfolgt man bei diesem Vergleich den Verlauf der EK-Anzahl
pro Flugmeter, entdeckt man die gleichen Merkmale wie bei der Feuchtevariation.
3.3.3 Variationen in der Windscherung
Als letzte Vergleichsgruppe werden die Ergebnisse bei variierenden Windscherungen s im
Simulationsgebiet untersucht. Die Scherungswerte gibt man meist als A¨nderung der Wind-
geschwindigkeit zwischen 2 Ho¨henlevel mit einem vertikalen Abstand von 1 km an. Hier
werden nur lineare Windscherungsproﬁle in Betracht gezogen. Mo¨chte man Simulationen
durchfu¨hren, die weniger stark idealisiert sind, ko¨nnte man z. B. reale und typische Sche-
rungsproﬁle, wie sie in der UTLS (Upper Troposphere, Lower Stratosphere) vorkommen,
aus Radiosonden- oder Flugzeugdaten gewinnen und in die Modelle einbauen. In diesem
Kapitel bleibt TF = 217K und RH
∗
i = 120% bei allen Modellsimulationen konstant. In
Verknu¨pfung mit einer sta¨rker werdenden Windscherung verku¨rzt sich die Simulationszeit
tdisp wie folgt:
s in m s−1 km−1 tdisp in s
0 20000
2 17000
4 11000
6 7000
Tab. 3.3: Simulationszeiten in der Dispersionsphase tdisp fu¨r den Modellvergleich bei unter-
schiedlichen Windscherungen s.
56 KAPITEL 3. VERGLEICH DER MODELLERGEBNISSE
(a) Breite anhand Extinktion (b) Breite anhand optischer Dicke
Abb. 3.15: Modellvergleich der KS-Breite BExt und BOD fu¨r verschiedene Windscherungen s im
zeitlichen Verlauf. Scherung und Modell sind durch Farbe und Linienmuster charakterisiert,
s. Tabelle 3.1.
Breite
Die Windscherung spielt bei der Verbreiterung des Kondensstreifens und der Verdu¨nnung
der Eiskristallkonzentration die wichtigste Rolle. Je nach betrachteten Scherungswert,
werden die Kondensstreifen nach knapp 7000 s (≈ 2 h) bereits 3 - 25 km breit. Die Mo-
dellunterschiede bei BExt sind nicht von Bedeutung, da die physikalische Sensitivita¨t der
Scherungsparameter um Gro¨ßenordnungen ho¨her ist. Bei BOD ﬁndet man leicht unter-
schiedliche Verla¨ufe mit zunehmender Scherung. Aus den LCM-La¨ufen resultieren dort
die maximaleren KS-Breiten (vgl. Abb. 3.15(b)).
Gesamtextinktion und optische Dicke
Wenn man die Auswirkung der Scherung bezu¨glich der KS-Breite betrachtet, verwun-
dert es nicht, einen a¨hnlichen Eﬀekt bei der Gesamtextinktion E zu beobachten (s.
Abb. 3.16(a)). Die Varianz zwischen den Modellen ist prozentual betrachtet etwas
gro¨ßer und die LCM-Simulationen zeigen im Mittel die ho¨heren Extinktionswerte. Die
ho¨henkorrigierte bzw. ho¨henbeschra¨nkte totale Extinktion u¨ber 400m und 800m in Ab-
bildung 3.17 verdeutlicht, dass bei Scherung nur etwa ein Drittel der Gesamtextinktion
(Graﬁk 3.16(a)) den obersten 400m der KS zuzuschreiben ist. Nahezu alle scherungsfrei-
en Simulationen verdeutlichen, dass dieser
”
KS-Hauptbereich“ immer zu mindestens 50%
zur totalen und ho¨henunabha¨ngigen Extinktion beitra¨gt. Im Rahmen der Messgenauig-
keit passen die Ergebnisse der Modelle fu¨r die Extinktionen, sowie fu¨r die pra¨dominante
optische Dicke gut zusammen. Die auftretenden Unterschiede sind auf die Sedimentation
zuru¨ckzufu¨hren und damit hauptsa¨chlich in den Fallstreifen der Kondensstreifen lokali-
siert. Das bei Windscherung mehr Eismasse im Fallstreifen zu ﬁnden ist und es dort zu
erho¨hter Strahlungsextinktion kommt, liegt am versta¨rkten Wachstumsprozess der Eis-
kristalle bei der turbulenten Einmischung von u¨bersa¨ttigter Luft in den Kondensstreifen.
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(a) Totale Extinktion (b) Pra¨dominante optische Dicke
Abb. 3.16: Modellvergleich der totalen KS-Extinktion und pra¨dominanten optischen Dicke fu¨r
verschiedene Windscherungen s im zeitlichen Verlauf. Scherung und Modell sind durch Farbe
und Linienmuster charakterisiert, s. Tabelle 3.1.
(a) (b)
Abb. 3.17: Modellvergleich der ho¨henkorrigierten Gesamtextinktion fu¨r verschiedene Ho¨hen-
bereiche unter der Flugho¨he HF und Windscherungen s im zeitlichen Verlauf. Scherung und
Modell sind durch Farbe und Linienmuster charakterisiert, s. Tabelle 3.1. Ho¨henbereiche wie
in Graﬁken angegeben.
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Eine Vera¨nderung der eﬀektiven Sedimentationsgeschwindigkeit bewirkt die Zunahme der
Anzahlkonzentration gro¨ßerer Eiskristalle (und damit der Eismasse bzw. des Eiswasserge-
halts) im Fallstreifen. Die Zeitreihe in Abbildung 3.18 stellt die horizontal auﬁntegrierte
optische Dicke τhor im Vertikalproﬁl dar. Nach 2000 s kann man noch keinen Fallstreifen
erkennen und die Modellergebnisse passen perfekt zusammen. Zum Zeitpunkt (b) erkennt
man die zunehmenden optischen Dicken im Fallstreifen, weil dort die Eismassen jetzt stark
zunehmen. Auf 750m hat die LCM-Simulation eine um 0.5 gro¨ßere optische Dicke als die
BULK-Simulation. Zum lezten Simulationszeitpunkt nach 7000 s (Abb. 3.18(c)) kommen
die gro¨ßten Modellunterschiede vor. Im Bereich der maximalen optischen Dicke sind die
Gro¨ßenwerte von τhor aber fu¨r die Modellsimulationen identisch. Das KS-Gebiet, das die
meisten Eiskristalle beinhaltet, wird also durch das EULAG–BULK Modellergebinss ge-
nauso gut beschrieben.
Abb. 3.18: Vergleich: Vertikalproﬁle der optischen Dicke τhor, integriert entlang der horizon-
talen optischen Sichtachse, fu¨r die Windscherung s = 6ms−1 km−1 bei konstanter relativer
Feuchte RH∗i = 120% und Temperatur TF = 217K zu den Zeitpunkten 2000 s (a), 4500 s (b)
und 7000 s (c)). Die Modelle sind durch das Linienmuster charakterisiert, s. Tabelle 3.1.
Es folgt die Darstellung einer ausgewa¨hlten ho¨henaba¨ngigen EK-Gro¨ßenverteilung. Fu¨r
den besseren Vergleich mit der ho¨henkorrigierten Gesamtextinktionen wurden dafu¨r
die selben Ho¨henbeschra¨nkungen verwendet. In der Vertikalen erstrecken sich die
Ho¨henbereiche jeweils u¨ber 400m. Zwischen 600m und 1000m zeigt die Gro¨ßenverteilung
(gru¨ne Kurve) nach 2000 s in Abbildung 3.19(a), dass nur eine sehr geringe Anzahlkonzen-
tration an Eiskristallen vorhanden ist, deren La¨nge L 20µm bis 30µm erreicht. Die glei-
chen La¨ngen treten aber auch mit teilweise gro¨ßeren Konzentrationen im daru¨berliegenden
Bereich auf (s. rote Kurve). Dort beﬁnden sich zu diesem Zeitpunkt die meisten Eiskristal-
le mit einem Scheitelpunkt bei L ≈ 5µm, der auch wa¨hrend des Fortgangs der Simulation
nur unwesentlich la¨ngere L-Werte annimmt. Mit der Zeit verschiebt sich das Verha¨ltnis in
den Ho¨henbereichen drastisch, wofu¨r Sedimentations- und Sublimationsprozesse verant-
wortlich sind. Bei tdisp ∈ [4500 s, 7000 s] u¨berschneiden sich die GV-Bereiche der roten und
gru¨nen Linien, was bedeutet, dass jetzt zwischen 600 - 1000m die gro¨ßten Eiskristalldurch-
messer im Ho¨henvergleich anzutreﬀen sind. Einzelne Bins der Ho¨henbereiche enthalten
z. B. die selbe EK-Anzahl pro Flugmeter, haben aber einen EK-La¨ngenunterschied von
100%. Die GV im Ho¨henbereich, der den Fallstreifen teilweise abdeckt (gru¨ne Kurven),
hat wenig A¨hnlichkeit zu einer Lognormalgro¨ßenverteilung. Im unteren Ho¨henbereich tre-
ten auch kleinere Eiskristalle auf, beispielsweise haben die 20µm Eisteilchen die gleiche
Ha¨uﬁgkeit wie die 40µm Teilchen (Abb. 3.19(b) und 3.19(c)). Diese Art von Analysen
stellen die Sta¨rken des EULAG–LCM Modells heraus.
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Abb. 3.19: Ho¨henabha¨ngige EK-Gro¨ßenverteilung bei Simulation mit Windscherung s =
6ms−1 km−1, konstanter relativer Feuchte RH∗i = 120% und Temperatur TF = 217K
zu den Zeitpunkten 2000 s (a), 4500 s (b) und 7000 s (c)). Schwarze Kurve: GV ohne
Ho¨heneinschra¨nkung, rote Kurve: GV mit 400m Ho¨henbeschra¨nkung von HF = 1400m bis
1000m, gru¨ne Kurve: GV mit 400m Ho¨henbeschra¨nkung von H = 1000m bis 600m.
Ein nennenswerter Aspekt tritt nochmals bei der pra¨dominanten optischen Dicke auf. Der
schon diskutierte Anstieg von τpra¨ in den EULAG–LCM Simulationen nach 2000 s ist in
den s = 0 Studien am ausgepra¨gtesten und la¨ngsten. Bei s = 2ms−1 km−1 (durchgezoge-
ne gru¨ne Kurve in Abb. 3.16(b)) ist kein derartiger Anstieg zu erkennen. Es ist denkbar,
dass die scherungsbedingte Verbreiterung des Kondensstreifens auch die kleinra¨umigen
Gradienten der optischen Dicke in der Lagrange’schen Simulation verkleinert und τpra¨ da-
mit keine Sensitivita¨t zeigt. Bei ho¨heren Scherungen sind die Modelldaten fu¨r die optische
Dicke im zeitlichen Verlauf a¨hnlich und mit zunehmenden Scherungen sind auch die opti-
schen Dicken kleiner, weil sich der KS u¨ber ein gro¨ßeres Gebiet verteilt. Wie spa¨ter noch
gezeigt wird, wu¨rden allein numerische Sensitivita¨ten (z. B. Vera¨nderung der SIP-Anzahl)
gro¨ßere Diﬀerenzen erzeugen, als zwischen den Simulationsergebnissen der Modelle auftre-
ten. Generell sollte man bei der Diskussion der Unterschiede numerische und physikalische
Auswirkungen auf die Resultate, bei einer Vera¨nderung bestimmter Parameter, nicht aus
den Augen verlieren.
EK-Anzahl und mittlerer Durchmesser
Am Ende von Unterkapitel 3.3 wird dargestellt, welchen Einﬂuss die Windscherung auf
den Eiskristallverlust und den mittleren EK Durchmesser hat. Die EK-Anzahl nimmt bei
beru¨cksichtigter Windscherung in der ersten halben Stunde der Simulationen mit gleicher
Rate ab, wie im scherungslosem Fall. Selbst danach kann man nur mit Mu¨he erkennen,
dass die Rate bei s 6= 0 leicht sinkt. Noch eher fa¨llt es auf, wie die Modellunterschiede
fu¨r N u¨ber die gesamten Zeitra¨ume (s. Tab. 3.3) hinweg mit wachsendem s kleiner wer-
den. Hierfu¨r eine plausible Erkla¨rung zu ﬁnden ist schwierig, zumal nicht zwingend etwas
Systematisches dafu¨r verantwortlich sein muss.
Der mittlere DurchmesserD ha¨ngt im BULKModell so gut wie gar nicht von der Scherung
ab. Dagegen zeigt sich in den Ergebnissen der LCM Modellsimulationen eine Varianz von
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(a) Eiskristallanzahlkonzentration (b) Mittlerer Durchmesser
Abb. 3.20: Modellvergleich fu¨r mittleren Durchmesser D und Eiskristallanzahlkonzentration N
fu¨r verschiedene Windscherungen s im zeitlichen Verlauf. Scherung und Modell sind durch
Farbe und Linienmuster charakterisiert, s. Tabelle 3.1.
ca. 15µm am Ende der Simulation mit s = 6ms−1 km−1. Bei allen LCM-Simulationen
mit Scherung erreicht D am Ende der jeweiligen Simulation ca. 40µm. Darum ist an
dieser Stelle nicht der kleine Unterschied zwischen den Modellversionen, sondern eher der
gemeinsame und a¨hnliche zeitliche Verlauf von D zu betonen.
Kapitel 4
Sensitivita¨tsstudien mit
EULAG–LCM
Das vierte Kapitel dieser Arbeit stellt Sensitivita¨tsstudien mit dem EULAG–LCM Mo-
dell vor. Dabei werden zwei Kategorien von Sensitivita¨ten getrennt voneinander betrach-
tet. Einerseits wird die Reaktion der Kondensstreifeneigenschaften auf rein physikalische
Sensitivita¨ten analysiert, andererseits rein auf numerische Sensitivita¨ten hin untersucht.
Mit
”
sensitiv“ ist z. B. die Variationsbreite der Simulationsergebnisse bei einer kleinen
Vera¨nderung eines Modellparameters oder -variablen auf die Simulationsergebnisse ge-
meint. An dieser Stelle ist es sinnvoll, Ku¨rzel fu¨r bestimmte Simulationen mit identischen
meteorologischen Umgebungsbedingungen zu setzen:
Ku¨rzel TF in K RH
∗
i in % s in m s
−1 km−1
s25-s0
217 120
0
s25-s2 2
s25-s4 4
s25-s6 6
Tab. 4.1: Ku¨rzel fu¨r EULAG–LCM Simulationen mit bestimmten meteorologischen Bedingun-
gen.
Gro¨ßtenteils beziehen sich die Studien in diesem Kapitel auf die Simulationen mit dem
Ku¨rzel s25-s0 und s25-s4 (Tab. 4.1). Nur bei bestimmten synoptischen Aufgleitszenarien
wird auch auf s25-s2 und s25-s6 Simulationen zuru¨ckgegriﬀen.
4.1 Physikalische Sensitivita¨ten
4.1.1 Geometrische Breitenvariation der EK-Gro¨ßenverteilung
Im Abschnitt
”
Speziﬁsche Informationen zum EULAG–BULK Modell“ (s. Kap. 2.1.2,
Seite 22) ist die Funktion der Log-Normalverteilung mit der geometrischen Breite σm (s.
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Gl. (2.16)) deﬁniert und beschrieben worden. Angewendet wird diese Verteilung bei der
Initialisierung der Eiskristallmasse, die kausal mit der Eiskristallgro¨ße zusammenha¨ngt.
Allgemein kann man eine Log-Normalverteilung folgendermaßen deﬁnieren:
Deﬁnition Die logarithmische Normalverteilung ist eine kontinuierliche Wahrscheinlich-
keitverteilung u¨ber die Menge der positiven reellen Zahlen und beschreibt die Verteilung
einer Zufallsvariablen X, wenn ln(X) normalverteilt ist.
Fu¨r diesen ersten Sensitivita¨tstest, der physikalisch in die Massen- und Gro¨ßenverteilung
der Eiskristalle einer Gitterbox eingreift, sind jeweils folgende Parametervariationen bei
einer s25-s0 Simulation verwendet worden:
r0,init σm
2 2.299
3 2.852
4 3.246
Tab. 4.2: Werte fu¨r die Standardabweichung σm in der Log-Normalverteilung fu¨r verschiedene
Modellparameterwerte r0,init.
Welche Vera¨nderung die Variation von r0,init in den lognormalverteilten Eiskristallgro¨ßen
zum Zeitpunkt tdisp = 0 bewirkt zeigt unterer Plot (Abb. 4.1).
Abb. 4.1: EK-Gro¨ßenverteilungen pro Flugmeter und Binbreite nach Tabelle 4.2 am Anfang der
Dispersionsphase (tdisp = 0). Parameterwerte: r0,init = 4 (durchgezogene Kurve), r0,init = 3
(gepunktete Kurve), r0,init = 2 (gestrichelte Kurve).
In den bisherigen Kondensstreifensimulationen war r0,init im EULAG–LCM und
EULAG–BULK Modell auf 4 eingestellt. Dieser Wert wird auch der Standard in den
anderen Sensitivita¨tsstudien bleiben. Beispielhaft wird nun die Auswirkung auf die Ge-
samtextinktion und die normierte sublimierte EK-Anzahl eines Kondensstreifens beschrie-
ben.
Dies soll genu¨gen, um die Sensitivita¨t der Ergebnisse bezu¨glich der zu Beginn der Di-
spersionsphase initialisierten Breite der lognormalverteilten Eiskristallgro¨ßen zu veran-
schaulichen. Fu¨r die Gesamtextinktion ist festzustellen, dass die Diﬀerenzen in den Simu-
lationsergebnissen zwischen den Parameterwerten r0,init ∈ [3, 4] im Mittel u¨ber die Zeit
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(a) (b)
Abb. 4.2: Geometrische Breitenvariation in Log-Normalverteilung: Gesamtextinktion (a) und
normierte sublimierte EK-Anzahl (b) im zeitlichen Verlauf bis 20000 s. Pro Graﬁk sind jeweils
drei Kurven von s25-s0 Simulationen zu sehen, deren einziger Unterschied im Modellpara-
meter r0,init liegt. Durchgezogene Kurve: r0,init = 4, gepunktete Kurve: r0,init = 3, gestrichelte
Kurve: r0,init = 2.
nicht von Bedeutung sind (s. Abb. 4.2(a)). Die Kurvenverla¨ufe sind im Rahmen zufa¨lliger
Schwankungen absolut identisch.
Kleinere Unterschiede bei der sublimierten EK-Anzahl (s. Abb. 4.2(b)) entstehen nur
in den ersten hundert Sekunden der Dispersionsphase. Danach ist auch deren zeitli-
cher Verlauf nicht unterscheidbar. Die EK-Log-Normalverteilung hat einen Einﬂuss auf
die anfa¨ngliche Sublimationsrate, denn kurz nach der Initialisierung existieren bei einer
schma¨leren Eiskristallgro¨ßenverteilung weniger kleine Eiskristalle (s. Diﬀerenz zwischen
gestrichelter und durchgezogener schwarzen Kurve in der linken Ha¨lfte von Abb. 4.1).
Zu Beginn der Dispersionsphase la¨sst der Resteinﬂuss der Wirbeldynamik die kleineren
Eiskristalle schneller verdampfen.
4.1.2 Verschiebung turbulenter meteorologischer Initialisier-
ungsfelder
Grundsa¨tzlich muss man bei der Turbulenz in numerischen Modellen die nicht-
aufgelo¨ste Turbulenz (TKE-Schließung im EULAGModell) von der aufgelo¨sten Turbulenz
(kleinra¨umige Geschwindigkeitsﬂuktuationen) unterscheiden. Auf die Verbreiterung eines
Kondensstreifens (Dispersion der EK) haben die turbulente Diﬀusion und Scherung die
gro¨ßte Wirkung. Als turbulente Felder werden rauschende u˜- und w˜-Windfelder sowie
Temperaturfelder T˜ verwendet. Solche Felder sind aus einer a-priori Simulation erstellt
worden. Fu¨r diese Untersuchung sind wieder s25-s0 Simulationen herangezogen worden.
Allerdings wurde die Simulationszeit verla¨ngert auf rund 10 Stunden (38000 s).
Fu¨r die Turbulenzverschiebung wird bei der Einbeschreibung der Datenfelder in das neue
Simulationsgebiet zuna¨chst u¨berall ein Rauschen vorgegeben, auch im kleinen Gebiet aus
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dem Vorga¨ngerlauf (Kr = 0). Bei allen anderen Simulationen wurde bisher das Rauschen
im kleinen Gebiet komplett aus der Teil1-Simulation u¨bernommen (Kr = 1). Kr ∈ [0, 1]
beschreibt die Behandlung des turbulenten Rauschens im kleinen Simulationsgebiet bei
der Einbettung in das neue, gro¨ßere Modellgebiet. Die Gebietsbreite Lx2 fu¨r den scherungs-
freien Fall betra¨gt 17280m bei 1152 horizontalen Gitterpunkten. Die Feldverschiebungen
sind so durchgefu¨hrt worden, dass nach vier Verschiebungen erneut die Ausgangslage er-
reicht werden wu¨rde. Insgesamt sind deshalb drei Verschiebungen um je 1/4 (4320m), 2/4
(8640m) und 3/4 (12960m) der Gebietsbreite nach links vorgenommen worden. Der Rand
des Modellgebiets verha¨lt sich dabei zyklisch und die Strukturen die links hinauswandern
setzen sich auf der rechten Seite wieder fort (vgl. Abb. 4.3). Bei einer Testsimulation
wurde eine Verschiebung um 4320m vorgenommen, mit U¨bernahme der Felder aus dem
Ende der Teil1-Simulation, so wie es auch bei den
”
Standardsimulationen“ u¨blich war (2.
Reihe in Abb. 4.3).
Wird das Rauschen aus der Teil1-Simulation u¨bernommen, so erkennt man, dass die
Strukturen im kleinen Gebiet etwas kleinskaliger sind, als wenn sie durch den TKE-Lauf
vorgeschrieben werden. Um die Zuordnung der untersuchten EULAG–LCM Simulationen
zu erleichtern, fassen wir die Parametera¨nderungen zusammen und ordnen jeder Simula-
tion eine bestimmte Farbe und ein Linienmuster fu¨r die folgenden Auswertungen zu:
Ku¨rzel Linienfarbe und Muster Verschiebung in m Kr
T0-K1 schwarz, durchgezogen 0 1
T1-K1 rot, gepunket 4320 1
T1-K0 rot, durchgezogen 4320 0
T2-K0 gru¨n, durchgezogen 8640 0
T3-K0 blau, durchgezogen 12960 0
Tab. 4.3: Untergeordnete Abku¨rzungen fu¨r s25-s0 Simulationen fu¨r Turbulenzsensitivita¨t mit
Legende und Parametereinstellungen. Die Legende ist nur fu¨r Abbildungen in diesem Unter-
kapitel 4.1.2 gu¨ltig.
Die Resultate der mikrophysikalischen KS-Eigenschaften, wie der Verlauf der EK-Anzahl,
Sublimationsrate oder die Gro¨ßenverteilung der EK, a¨ndern sich durch die Variationen
unwesentlich. Grundsa¨tzlich ist festzuhalten, dass eine Kr A¨nderung allein (d. h. Entschei-
dung u¨ber die U¨bernahme der turbulenten Felder aus Vorga¨ngersimulation im kleinen
Gebiet, das im vergro¨ßertem Modellgebiet der Teil2-Simulation eingebettet wird) manche
Ergebnisse geometrischer oder optischer Kondensstreifeneigenschaften im zeitlichen Mit-
tel geringer vera¨ndert, als eine
”
Turbulenzverschiebung“ um ein Viertel der Gebietsbreite
nach links. Sehr deutlich kann man das bei der Gesamtextinktion (Abb. 4.4(a)) oder der
KS-Breite (Abb. 4.4(b)) sehen. Dazu mu¨ssen die Kurvenabsta¨nde der LCM-La¨ufe T0-K1,
T1-K1 und T1-K1, T1-K0 untereinander verglichen werden.
Wa¨hrend die Gesamtextinktion weniger sensitiv reagiert, hat die Breite BOD dagegen
sta¨rkere Sensitivita¨ten. Vom Maximum der Breite bei T3-K0 (blaue Kurve) ausgehend,
hat der Standardlauf T0-K1 (schwarze Kurve) eine um ca. 45% geringere Breite, also an-
statt ∼ 5.5 km nur ∼ 3 km. Derart große Abweichungen in der KS-Breite sind nicht einmal
4.1. PHYSIKALISCHE SENSITIVITA¨TEN 65
Abb. 4.3: Turbulente Initialisierungsfelder zu Beginn von Teil2-Simulationen. Linke Spalte:
Rauschende Horizontalwindfelder u˜. Mittlere Spalte: Rauschende Vertikalwindfelder w˜. Rechte
Spalte: Rauschende Temperaturfelder T˜ . 1. Reihe: Standardsimulation, also Ausgangszustand
der turbulenten Felder (Kr = 1). 2. Reihe: Testsimulation mit Verschiebung der Felder um
1/4 × Lx2 nach links (Kr = 1). 3. Reihe: Testsimulation mit Verschiebung der Felder um
1/4 × Lx2 nach links (Kr = 0). 4. Reihe: Testsimulation mit Verschiebung der Felder um
2/4 × Lx2 nach links (Kr = 0). 5. Reihe: Testsimulation mit Verschiebung der Felder um
3/4× Lx2 nach links (Kr = 0).
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(a) (b)
Abb. 4.4: Verschiebung turbulenter Initialisierungsfelder: Gesamtextinktion E (a) und KS-
Breite BOD (b) im zeitlichen Verlauf bis 38000 s. Pro Graﬁk sind jeweils fu¨nf Kurven, die nach
Tabelle 4.3 passend zu den fu¨nf Reihen in Abb. 4.3 zugeordnet werden ko¨nnen, dargestellt.
beim Modellvergleich (Kapitel 3) beobachtet worden, sodass dies nun im nachhinein rela-
tiviert werden sollte. Allerdings mu¨ssten auch a¨hnliche Sensitivita¨ten mit dem EULAG–
BULK Modell getestet werden, um genauere Aussagen daru¨ber machen zu ko¨nnen.
Schließlich ist es nicht auszuschließen, dass die BULK-Simulationen a¨hnlich reagieren
wie die vergleichbaren LCM-Simulationen. Es ist erstaunlich, wie geringe A¨nderungen
in den Anfangsbedingungen mit der Zeit zu unterschiedlichen Resultaten fu¨hren. Auch
Gro¨ßen, die die Klimawirksamkeit von Kondensstreifen beschreiben (Abb. 4.4(a)), sind
davon nicht ausgenommen. Die betrachteten Fluktuationen sind auch nicht stark, da
max(|u˜|) ≈ 1m s−1, max(|w˜|) ≈ 0.5m s−1 und max(|T˜ |) ≈ 0.3K groß ist. Eine lokale
Vera¨nderung der Fluktuationen wirkt sich prima¨r auf das lokale Feuchtefeld in der di-
rekten Umgebung der Eiskristalle aus und beeinﬂusst die Wasserdampfdeposition auf die
Partikel sekunda¨r. Auch die Einmischung von mit Wasserdampf u¨bersa¨ttigter Luft in den
KS-Bereich im s = 0 Szenario ist von den Geschwindigkeitsﬂuktuationen abha¨ngig, so-
dass sich die ra¨umliche Wasserdampfverteilung im Kondensstreifen bei unterschiedlichen
Initialisierungen der Turbulenzen a¨ndert.
Da bei dieser Untersuchung nur Fa¨lle ohne Windscherung in Betracht gezogen wurden,
muss man von einer Maximalabscha¨tzung der Abweichungen ausgehen. Eine Turbulenz-
verschiebung wu¨rde sich nicht so stark auf die KS-Eigenschaften auswirken, wenn der KS
seine kompakte Struktur an einem festen Ort verliert.
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4.1.3 Einﬂuss von Windscherung und synoptischer Hebung auf
KS-Lebenszyklus
Nachdem bereits von zwei lokalen und kleinra¨umigen A¨nderungen einige Auswirkungen
auf Kondensstreifensimulationen berichtet wurde, wird nun der Einﬂuss der Windsche-
rung und der synoptischen Hebung genauer analysiert. Hierbei handelt es sich um globa-
lere A¨nderungen der Parameter im Modellgebiet. Bei der Windscherung wird wie bisher
vorgegangen und ein lineares Geschwindigkeitsproﬁl verwendet. Auch die Parameteraus-
wahl fu¨r s ist identisch mit den Studien in Kapitel 3.3.3. Neu hinzukommt die Vorschrift,
in den Teil2-Simulationen in einem einstellbaren ZeitintervallWt,syn eine synoptische Auf-
gleitgeschwindigkeit wsyn zu beru¨cksichtigen. In der realen Atmospha¨re fu¨hrt die Hebung
einer Luftschicht mit abnehmenden Luftdruck zu einer adiabatischen Ku¨hlung. Da sich
die relative Feuchte u¨ber Eis nach dem temperaturabha¨ngigen Sa¨ttigungsdampfdruck rich-
tet, nimmt diese dadurch zu. Dem Kondensstreifen steht dann wieder mehr Wasserdampf
zum Abbau zur Verfu¨gung. Was sich stark auf dessen Entwicklung in der Dispersionsphase
auswirken kann.
Im numerischen Modell wird ein Hebungs- oder Absinkvorgang direkt mit einer Tempera-
tura¨nderung (∂T/∂t = wsyn · g/cp) beschrieben. Eine Aufteilung der Simulationen in zwei
Gruppen (a) und (b) ﬁndet fu¨r den Vergleich der Ergebnisse statt. Die Gruppe (a) be-
handelt alle Windscherungen mit jeweils zwei Aufgleitszenarien (wsyn ∈ [1, 2] cm s−1) und
einem Referenzlauf ohne Aufgleiten bzw. Temperatura¨nderung (∆TF = 0). Dabei wird
das Aufgleiten des Kondensstreifens u¨ber die komplette Simulationszeit ab tdisp = 2000 s
ohne Unterbrechung fortgesetzt. Die Tabelle 4.4 fasst die Gruppe (a) mit Legende und
den relevanten Einstellungen zusammen.
Ku¨rzel Linienfarbe Linienmuster s / s−1 wsyn / cm s
−1 Wt,syn / s
S0-W0
schwarz
durchgezogen
0
0 –
S0-W1 gepunket 1 [2000, 38000]
S0-W2 gestrichelt 2 [2000, 38000]
S2-W0
rot
durchgezogen
0.002
0 –
S2-W1 gepunktet 1 [2000, 38000]
S2-W2 gestrichelt 2 [2000, 38000]
S4-W0
gru¨n
durchgezogen
0.004
0 –
S4-W1 gepunktet 1 [2000, 38000]
S4-W2 gestrichelt 2 [2000, 38000]
S6-W0
blau
durchgezogen
0.006
0 –
S6-W1 gepunktet 1 [2000, 38000]
S6-W2 gestrichelt 2 [2000, 38000]
Tab. 4.4: Abku¨rzungen fu¨r Simulationen der Tabelle 4.1 mit verschiedenen vertikalen Windsche-
rungen und Aufgleitszenarien. Die Legende mit den dazugeho¨rigen Parametereinstellungen
gilt fu¨r alle Abbildungen der Bildgruppe (a) in diesem Unterkapitel 4.1.3.
68 KAPITEL 4. SENSITIVITA¨TSSTUDIEN MIT EULAG–LCM
Ku¨rzel Linienfarbe Linienmuster s / s−1 wsyn / cm s
−1 Wt,syn / s
S0-W5k
schwarz
gepunktet
0
5 [2000, 10000]
S0-W10k gestrichelt 10 [2000, 6000]
S0-W20k punkt-gestrichelt 20 [2000, 4000]
S4-W5k
gru¨n
gepunktet
0.004
5 [2000, 10000]
S4-W10k gestrichelt 10 [2000, 6000]
S4-W20k punkt-gestrichelt 20 [2000, 4000]
Tab. 4.5: Abku¨rzungen fu¨r Simulationen der Tabelle 4.1 mit und ohne vertikaler Windscherung
und Aufgleitszenarien. Die Legende mit den dazugeho¨rigen Parametereinstellungen gilt fu¨r
alle Abbildungen der Bildgruppe (b) in diesem Unterkapitel 4.1.3.
Abb. 4.5: Zeitliche A¨nderung der Eisu¨bersa¨ttigung bei verschiedenen Aufgleitszenarien in der
Umgebung der Kondensstreifen. Schwarze Linien geho¨ren zur Gruppe (b) und braune Linien
zur Gruppe (a). Zuordnung der Linienmuster entsprechend den Tabellen 4.4 und 4.5.
Die Gruppe (b) bezieht sich auf die EULAG–LCM La¨ufe s25-s0 und s25-s4 mit je
drei unterschiedlichen Aufgleitgeschwindigkeiten wsyn ∈ [5, 10, 20] cm s−1 u¨ber ku¨rzere be-
grenzte Zeitintervalle. Man hat die Intervalle so gewa¨hlt, dass alle Szenarien ungefa¨hr
in der selben maximalen Eisu¨bersa¨ttigung Si, der relevanten Luftschicht, enden. Dies
passiert zu verschiedenen Zeitpunkten der Teil2-Simulationen und am schnellsten bei
wsyn = 20 cm s
−1 nach tsim2 = 2000 s. Rechnet man die Si Werte aus, die nach den
Aufgleitprozessen in der Umgebung des Kondensstreifens vorliegen, kommen die Szenari-
en der Gruppe (b) auf ≈ 90% (vgl. schwarze Linien in Abb. 4.5). Die zwei braunen Linien
in Abbildung 4.5 zeigen die Feuchtea¨nderungen fu¨r Gruppe (a). Es genu¨gen zwei Linien,
weil die Scherungsa¨nderungen keine Auswirkung auf das Aufgleiten und die Temperatur-
abnahmen haben.
Erreicht Si ≈ 90%, hat die Lufttemperatur TF von 217K auf ca. 213K abgenom-
men, wa¨hrend eine Aufgleitstrecke dz von 400 Ho¨henmeter u¨berwunden wurde. Dies
la¨sst sich u¨ber den adiabatischen Temperaturgradienten dT/dz mit der speziﬁschen
Wa¨rmekapazita¨t bei konstantem Druck (cp = 1004 J kg
−1K−1) na¨herungsweise wie folgt
berechnen:
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dTF
dz
= − g
cp
dTF = −
(
g
cp
)
· dz = −
(
9.81m s−2
1004 J kg−1K−1
)
· 400m
≈ −4K
Dementsprechend reduziert sich die Temperatur bei der braunen gepunkteten Linie in
Abbildung 4.5 (wsyn = 1 cm s
−1) bei einer Aufgleitstrecke von 360m um ca. 3.5K und die
maximale relative Feuchte bzgl. Eis steigt auf ca. 180%. Aus der doppelten Aufgleitge-
schwindigkeit (braune gestrichelt Linie) u¨ber den selben Zeitraum resultiert eine maximale
relative Feuchte von fast 280% (dTF ≈ −7K).
In den Graﬁken der Kondensstreifeneigenschaften werden die beiden analysierten Simu-
lationsgruppen direkt gegenu¨bergestellt. Dabei ist zu beachten, dass der Ausschnitt der
y-Achse nicht immer gleich bleibt. Zu den bereits bekannten und diskutierten physika-
lischen Gro¨ßen za¨hlen die Gesamtextinktion E (Abb. 4.6), pra¨dominante optische Dicke
τpra¨ (Abb. 4.7), Breite BOD (Abb. 4.8) und die sublimierte EK-Anzahl Nsub (Abb. 4.9)
der Kondensstreifen. Indessen kommt als weitere mikrophysikalische Eigenschaft die se-
dimentierte EK-Anzahl Nsed (Abb. 4.9) hinzu.
Optische Eigenschaften
Der Einﬂuss der Windscherung wurde schon bis zu KS-Lebensaltern zwischen 7000 s
und 17000 s (Kap. 3.3.3) na¨her betrachtet. Zur besseren Auswertung werden alle Sche-
rungsla¨ufe bis zur gleichen Simulationszeit tdisp = 38000 s behandelt. Die horizontale
Ausbreitung eines Kondensstreifens wird, ebenso wie der mittlere Durchmesser, stark von
der Scherung beeinﬂusst. Die Auswirkungen spiegeln sich bei der Gesamtextinktion wider.
(a) (b)
Abb. 4.6: Gesamtextinktionen im zeitlichen Verlauf bis 38000 s. Graﬁk (a) zeigt alle Simula-
tionen der Tabelle 4.4 und Graﬁk (b) alle Simulationen der Tabelle 4.5, mit entsprechenden
Legenden.
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In den aufgleitfreien Szenarios liegt die Gesamtextinktion der Kondensstreifen nach 10.5 h
(38000 s) im Bereich von 100 - 600m. Das sind zwar schwache Werte, jedoch wa¨ren die KS
noch sichtbar mit 0.02 < τpra¨ < 0.05. Das Aufgleiten verursacht zum Teil eine extreme
Zunahme des zur Verfu¨gung stehenden Wasserdampfes in der Kondensstreifenumgebung.
Es ist deshalb nicht verwunderlich, dass mit ho¨heren wsyn Werten die optische Dicke (vgl.
Abb. 4.7(a)) und damit auch die Gesamtextinktion in den ersten 15000 - 20000 s schneller
ansteigen und ho¨here Werte erreichen. Der ho¨chste E-Wert (≈ 3800m) tritt bei Simu-
lation S6-W2 auf und stellt sich nach tdisp = 15000 s ein. Zu diesem Zeitpunkt ist die
Eisu¨bersa¨ttigung auf 60% angestiegen. Obwohl die Luftschicht weiter ansteigt, fa¨llt E
im weiteren Verlauf mitunter steil ab und der KS hat sich nach 32000 s aufgelo¨st. Unter
den analysierten Fa¨llen zeigt die blau gestrichelte Kurve den ku¨rzesten KS-Lebenszyklus.
Solange das Aufgleiten nicht abgebrochen wird, nimmt dessen Sensitivita¨t auf die Ent-
wicklung optischer KS-Eigenschaften mit ho¨herer vertikaler Windscherung zu. Beispiels-
weise sieht man das daran, dass sich die Unterschiede der Maxima in E bei gleicher
Linienfarbe aber verschiedenen Mustern von schwarz, rot, gru¨n nach blau deutlich aus-
dehnen. Ein a¨hnlicher Eﬀekt ist bei τpra¨ in Abbildung 4.7(a) zu sehen, nur in umgekehrter
Farbreihenfolge. Das heißt, dass bei s = 0 die gro¨ßten Diﬀerenzen zwischen den synopti-
schen Aufgleitgeschwindigkeiten zu ﬁnden sind. Der Kondensstreifen mit der maximalen
pra¨dominanten optischen Dicke hat diese nach ca. 6 Stunden erreicht (τpra¨ ≈ 0.42, S0-W0
Simulation).
(a) (b)
Abb. 4.7: Pra¨dominante optische Dicken im zeitlichen Verlauf bis 38000 s. Graﬁk (a) zeigt alle
Simulationen der Tabelle 4.4 und Graﬁk (b) alle Simulationen der Tabelle 4.5, mit entspre-
chenden Legenden.
Schaut man sich jetzt die Simulationsgruppe (b) (Tab. 4.5) an und vergleicht die Ex-
tinktionen mit der Gruppe (a), so wird sofort ersichtlich, dass die Scherungsvariation
u¨ber die A¨nderungen der begrenzten Aufgleitgeschwindigkeiten dominiert. Zu beachten
ist, dass in diesem Fall alle drei Aufgleitszenarien spa¨testens nach tdisp = 10000 s die sel-
ben Si Werte (90%) im Modellgebiet der u¨bersa¨ttigten Schicht hervorrufen und diese bis
Simulationsende auf einem Level bleiben. Weiterhin bleibt der Wasserdampf bezu¨glich
der Eisoberﬂa¨che im Inneren des Kondensstreifens gesa¨ttigt. Im Vergleich mit den Auf-
gleitszenarien in Gruppe (b) werden die Maxima der Gesamtextinktion in Graﬁk (b) der
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Abbildung 4.6 fru¨her erklommen (8000 s < tdisp < 11000 s). Bei der kleinsten Aufgleitge-
schwindigkeit (wsyn = 5 cm s
−1) erha¨lt man in der S4-W5k Simulation einen um ungefa¨hr
15% gro¨ßeren Maximumswert in E, als bei den Simulationen S4-W10k oder S4-W20k
(vgl. Abb. 4.6(b)). Kurze starke vertikale Auslenkungen der Kondensstreifen fu¨hren also
nicht zwangsla¨uﬁg auch zu gro¨ßeren Gesamtextinktionen, solange die relative Feuchte in
der Umgebung ab einem bestimmten Zeitpunkt gleich bleibt. Betrachtet man die sche-
rungsfreien Simulationen (S0-W5k bis S0-W20k), reduziert sich die totale Extinktion
um etwas mehr als die Ha¨lfte bezogen auf die EULAG–LCM La¨ufe mit s = 0.004 s−1.
Der extrem schnelle Anstieg in den schwarzen Kurven der Abbildung 4.7(b) nach 2000 s
ist nicht nur auf die Feuchtezunahme, sondern auch auf das Artefakt der pra¨dominanten
physikalischen Gro¨ße zuru¨ckzufu¨hren. Trotzdem nimmt mit beschleunigtem Wachstum
der U¨bersa¨ttigung die optische Dicke der Kondensstreifen zu. Diese Tatsache kann man
auch bei den Kurven der Simulationsgruppe (a) gut erkennen.
Sowohl bei der KS-Breite (Schwellwert: optische Dicke τ > 0.03), als auch bei der Gesam-
textinktion, kann man in manchen Fa¨llen eine Art Erholung des Kondensstreifens nach
dem ersten Maximum der physikalischen Gro¨ße ausmachen. Es ﬁndet keine kontinuierliche
Abnahme der Gro¨ße statt. Im Gegenteil, es kann sogar ein zweites Maximum im Kurven-
verlauf auftreten. Im Fall der Simulation S4-W2 erreicht ein zweites Maximum der Ge-
samtextinktion den selben Wert wie beim ersten. Dies ist erstaunlich, da keine neuen Eis-
kristalle im Modellgebiet entstehen (keine homogene Nukleation). Zudem la¨uft der Sedi-
mentationsverlust kontinuierlich ab (vgl. Abb. 4.9). Mo¨glicherweise spielt der unterschied-
lich schnelle Massenzuwachs der Eispartikel auf verschiedenen Ho¨henniveaus (oder hori-
zontalen Abschnitten) eine Rolle. Folglich ko¨nnte sich eine bimodale EK-Gro¨ßenverteilung
im KS-Gebiet einstellen. Wenn aus einem Gebiet viele Eiskristalle schnell anwachsen und
spa¨ter schneller aussedimentieren, als in einem anderen Gebiet, ko¨nnte ein zeitverzo¨gerter
KS-Erholungseﬀekt unter bestimmten meteorologischen Bedingungen auftreten. Die Be-
gutachtung der ho¨henbeschra¨nkten Verteilung der Gesamtextinktion ergab, dass sich das
wellenfo¨rmige Muster (doppeltes Maximum) nur in den unteren Ho¨henbereichen (Fall-
streifen) der Kondensstreifen zeigt (vgl. Abb. A.2 im Anhang).
Geometrische Eigenschaften
Es folgen ein paar kurze Bemerkungen zu zwei geometrischen Eigenschaften der unter-
suchten KS-Simulationen. Die EULAG–LCM Simulationen, die ein a¨hnliches U¨bersa¨tti-
gungsniveau Si ≈ 90% im Modellgebiet erreichen, machen deutlich, dass die Aufgleitge-
schwindigkeit fast keinen Einﬂuss auf die Breite eines Kondensstreifens hat (Abb. 4.8(b)).
Andere Sensitivita¨ten, wie die Turbulenzverschiebung (Kap. 4.1.2), verursachen eine viel
gro¨ßere relative Schwankung in der sichtbaren Kondensstreifenbreite (s. Abb. 4.4(b)). Die
Windscherung s ist der dominante Faktor. Wa¨hrend die maximale Breite BOD, bezo-
gen auf die scherungsfreien Untersuchungen, kaum gro¨ßer als 5 km wird (schwarze Kur-
ven), verbreitert sich der Kondensstreifen bei s = 0.006 s−1 und den beiden wsyn Werten
(1 cm s−1, 2 cm s−1) auf ca. 34 km. In Abbildung 4.8(a) ist zu erkennen, dass der un-
terschiedliche Verlauf der Eisu¨bersa¨ttigung (braune Kurven in Plot 4.5) auch eine sehr
geringe Auswirkung beim Zerfall des KS durch Sedimentation auf die Entwicklung der
KS-Breite hat. Die Abweichungen zwischen den wsyn = 0 und wsyn 6= 0 Studien sind
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(a) (b)
Abb. 4.8: KS-Breiten anhand optischer Dicken im zeitlichen Verlauf bis 38000 s. Graﬁk (a)
zeigt alle Simulationen der Tabelle 4.4 und Graﬁk (b) alle Simulationen der Tabelle 4.5 mit
entsprechenden Legenden.
ungefa¨hr um einen Faktor 2 bis 3 ho¨her als zwischen den beiden wsyn 6= 0 Studien unter-
einander. Genau wie bei der Gesamtextinktion sieht man hier, dass sich die Lebenszeit
des Kondensstreifens bei starker Scherung und mit zunehmender synoptischer Hebung
verringert. Zum Beispiel verku¨rzt sich die KS-Lebenszeit von der Simulation S6-W0 zu
S6-W2 um 100 Minuten (6000 s).
Mikrophysikalische Eigenschaften
Festzuhalten ist, dass relativ kurze und in der gleichen U¨bersa¨ttigung endende He-
bungsvorga¨nge, gleichgu¨ltig wie lange sie dauern (Wt,syn zwischen [2000, 4000] s und
[2000, 10000] s), keine Vera¨nderung in der normierten sedimentierten EK-Anzahl bewirken
(siehe Abbildung 4.9(b)). Jedoch setzt eine bemerkbare Sedimentation in der Simulations-
gruppe (a) um eine Zeitversetzung von ca. 3000 s eher ein als bei Gruppe (b). Oﬀensichtlich
steigt die U¨bersa¨ttigung in der KS-Modellschicht bei sta¨rkeren Aufgleitgeschwindigkeiten
schneller an, sodass den Kristallen in ku¨rzerer Zeit mehr H2O fu¨r die Wachstumsprozesse
zur Verfu¨gung stehen.
Der Lauf S6-W2 (s. Tab. 4.4) zeigt den sta¨rksten Kristallverlust durch Sedimentation.
Zum Ende der KS-Lebenszeit, nach rund 32000 s, sind 60% der anfa¨nglichen Eiskristalle
sedimentiert (Abb. 4.9(a)). Weil in dieser Studie noch keine Eiskristalle an Aggregate ver-
loren gehen, mu¨ssen die restlichen 40% der Kristalle durch Sublimation verloren gehen.
Auf Seite 73 sieht man in Abbildung 4.9(c) an der blau gestrichelten Linie, dass bei dieser
Simulation exakt 40% der Kristalle verdampfen, wobei die Anzahl der sublimierten Ek
schon nach sehr fru¨hen Simulationszeiten (tdisp ≈ 5000 s) eine Sa¨ttigung erreichen. Also
verdampfen ab diesem Zeitpunkt keine weiteren Eisteilchen mehr. Schließlich sedimentie-
ren bei zunehmender Windscherung mehr Eispartikel.
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(a) (b)
(c) (d)
Abb. 4.9: Sedimentierte und sublimierte EK-Anzahl (normiert) fu¨r die EULAG–LCM Simu-
lationen in Tabelle 4.4 und 4.5 im zeitlichen Verlauf bis 38000 s. Die Kurvenlegenden sind
den entsprechenden Tabellen zu entnehmen.
Zuna¨chst stellt sich bei allen kontinuierlichen Aufgleitszenarien mit verschiedenen Sche-
rungen sehr bald nach Beginn der Dispersionsphase ein Sa¨ttigunswert fu¨r Nsub von ca.
40% ein (Abb. 4.9(c)). Allerdings liegt der Sa¨ttigunswert bei wsyn = 2 cm s
−1 leicht nied-
riger, als bei wsyn = 1 cm s
−1. Die Bansbreite von Nsub liegt zwischen 0.4 und 0.8. Wenn
keine Sublimation mehr stattﬁndet, existieren keine sehr kleinen Eiskristalle, die eventu-
ell dem Kelvin-Eﬀekt zum Opfer fallen ko¨nnten. Ist die Windscherung gering oder nicht
vorhanden, gehen durchwegs Eiskristalle an die Sublimation verloren. Unter diesen Be-
dingungen kommen kleinere Eiskristalle in der Untersa¨ttigungsschicht am Unterrand des
Modellgebiets (Transition-Layer) vor, die es nicht schaﬀen aus dem Gebiet herauszufallen
und schließlich sublimieren. Anhand des Proﬁls fu¨r den mittleren EK-Durchmesser (s. Ab-
bildung 4.10) wird deutlich, dass zu Zeitpunkten tdisp > 18000 s fu¨r beide KS-Simulationen
(S0-W0 und S2-W0) immer wieder viel kleinere D Werte in den untersten Modellschich-
ten zu ﬁnden sind. Dies ist gut in Graﬁk 4.10(e) der gezeigten Proﬁlzeitpunkten zu sehen.
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Die gru¨nen und schwarzen Kurven der Abbildung 4.9(d) treten, bedingt durch die schnel-
leren vertikalen Windgeschwindigkeiten, sofort nach dem Start des Aufgleitens in einen
Sa¨ttigungszustand (bei ca. 35%). Solange die Scherung stark genug ist, a¨ndert sich auch
nach dem Ende der Aufgleitphasen an diesem Zustand nur sehr wenig. Letztendlich ver-
dampfen bei geringerer Scherung wieder mehr Eiskristalle.
Die D Proﬁle der Teil1-Simulationen verlaufen fu¨r die untersuchten Fa¨lle der Tabelle 4.4
ohne große Diﬀerenzen (s. Abb. 4.10(a), 4.10(b)). Am Ende der Teil1-Simulationen ha-
ben die Eiskristalle am Unterrand der Kondensstreifen (Ho¨he im Modellgebiet: 800m)
einen mittleren Durchmesser von ca. 70µm. Im KS-Hauptbereich werden 20µm kaum
u¨berschritten. Die Ausbildung der Fallstreifen ist zum Zeitpunkt 11000 s (Abb. 4.10(c))
bereits abgeschlossen, da Eiskristalle zu dieser Zeit schon aus dem Modellgebiet sedimen-
tiert sind. Mit fortschreitender Simulationszeit divergieren die Proﬁlkurven der untersuch-
ten Kondensstreifen, solange Zerfallsprozesse (vgl. Abb. 4.10(f)) nicht u¨berhand nehmen
(bis tdisp ≈ 30000 s). Allgemein la¨sst sich feststellen, dass mit sta¨rker werdender Windsche-
rung, als auch Erho¨hung der wsyn Werte (erho¨hte Feuchtezuwachsraten in u¨bersa¨ttigter
Modellschicht), die EK u¨ber weite vertikale Strecken gro¨ßere mittlere Durchmesser auf-
weisen. Bezieht man sich zum Beispiel auf den U¨bergangsbereich der eisu¨bsa¨ttigten und
eisuntersa¨ttigten Modellschichten, dann wird die Spannweite fu¨r D von den EULAG–
LCM Simulationen S0-W0 und S6-W2 zwischen tdisp = 11000 s bis 29000 s bestimmt.
Am Anfang liegt die Spannweite bei 70 - 115µm, nach rund 6 h dann bei 40 - 100µm. Die
gro¨ßten Diﬀerenzen (35 - 110µm) sind in Abbildung 4.10(e) nach 29000 s zu sehen.
Die Werte der Simulationsergebnisse liegen im Bereich derer von experimentellen Be-
obachtungen. Beispielsweise wird von Minnis et al. (1997) u¨ber die Umwandlung dreier
KS-Systeme in Zirrus wa¨hrend SUCCESS berichtet. Die von geostationa¨ren Satelliten be-
obachteten Lebenszeiten reichen von 7 (einzelne KS) bis 17 (KS-Cluster) Stunden. Meist
werden Kondensstreifen durch geometrische Muster mit kalter Signatur in IR-Bildern er-
kannt. KS-Parameter ko¨nnen aus der Diﬀerenz der Wellenla¨ngentemperatur im IR- und
SW-Band abgeleitet werden. Die Eiskristallgro¨ßen im linearen KS-Cluster-Gebiet, das sich
isoloert von natu¨rlicher Zirrenbewo¨lkung entwickelt hat, lagen im Wertebereich von 12 bis
25µm im Durchmesser (Minnis et al., 1997).
Andere Forschungsergebnisse, z. B. von Knollenberg (1972); Lawson et al. (1998), zeigen,
dass die innersten Bereiche von jungen Kondensstreifen hauptsa¨chlich aus Eisteilchen
mit Durchmessern kleiner als 20µm bestehen. Die Simulationsergebnisse sind auch mit
diesem Resultat konsistent. Nach 40 Minuten besteht der innerste Teil des Kondensstrei-
fens großteils aus sehr kleinen spherischen Eiskristallen im Gro¨ßenbereich zwischen 1µm
und 20µm. Gro¨ßere Eiskristalle (> 300µm) waren mit viel niedrigeren Konzentrationen
vertreten. Dagegen fand man in der Umgebung des Kondensstreifenkerns, also in den KS-
Randgebieten, weniger kleine, dafu¨r aber mehr große Eispartikel, die im wesentlichen die
Form hexagonaler Sa¨ulen oder mehrarmiger Rosetten aus spitz zulaufenden hexagonaler
Sa¨ulchen (Bullet Rosettes) annahmen (Lawson et al., 1998).
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Abb. 4.10: Vertikalproﬁle des mittleren Eiskristalldurchmessers D der Simulationsgruppe (a),
s. Tabelle 4.4, entlang der horizontalen optischen Sichtachse zu den Zeitpunkten 800 s (a),
2000 s (b), 11000 s (c), 20000 s (d), 29000 s (e) und 38000 s (f). Die dargestellten Ergebnisse
geho¨ren zur Simulationsgruppe (a), mit den Kurvenlegenden nach Tabelle 4.4.
4.1.4 Aggregation von Eiskristallen im Kondensstreifen
Eiskristalle in Zirruswolken haben bei bestimmten Entwicklungsstadien der Wolke unter-
schiedliche Gro¨ßen, sodass eine Gro¨ßenverteilung vorliegt. Im Schwerefeld der Erde stellen
sich bei den unterschiedlich großen und schweren Eisteilchen verschiedene Fallgeschwin-
digkeiten ein, worauf Kollisionen zwischen den Teilchen stattﬁnden ko¨nnen. Kollidieren
zwei Kristalle, bleiben sie manchmal aneinander haften und formen ein Aggregat, das wei-
tere Eispartikel und andere Aggregate aufsammeln kann. Der genaue Mechanismus des
”
Zusammenklebens“ der EK, im englischen auch als sticking bezeichnet, ist derzeit noch
unzureichend bekannt und Gegenstand aktueller Forschung. Bisherige Erkla¨rungsversuche
stu¨tzen sich auf mechanische oder elekrostatische physikalische Vorga¨nge (Field, 1999;
Meakin, 1992):
• Verhaken der Partikel mit Kontaktzeitverla¨ngerung
• Anschmelzen der Eisoberﬂa¨chen durch Druckerho¨hung bei Kollision
• Minimierung der Oberﬂa¨chenenergie bei den kollidierenden Eiskristallen (Sinte-
rungsprozess)
• Elektrische Anziehungskra¨fte
Es gibt bei der Bestimmung der Aggregationseﬃzienz Eagg (Wahrscheinlichkeit, dass zwei
EK bei Kollision aneinander haften bleiben) keinen wesentlichen Unterschied zur Bestim-
mung der Kollektionseﬃzienz, die sich aus der Multiplikation der Kollisionseﬃzienz EC
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mit der der Sticking-Eﬃzienz ES berechnet.
Eagg = EC × ES (4.1)
Bei So¨lch (2009) wird erkla¨rt, dass fu¨r die EULAG–LCM Simulationen von Zirren
die Umverteilung der Eismasse durch den Aggregationsprozess von Bedeutung ist. Mit
der Zeit nimmt die Anzahl der kleinen Eiskristalle pro Volumen ab und es bilden sich
gro¨ßere Aggregate mit einer ho¨heren Masse. Somit greift die Aggregation in die spezi-
ﬁsche Gro¨ßenverteilung einer Eiswolke ein und zwar derart, dass es zu Vera¨nderungen
optischer Eigenschaften und Lebenszyklen (erho¨hte Sedimentationsraten) kommen kann.
Betrachtet man zur Veranschauung zwei Kristalle, jeweils mit den Radien r1 und r2 mit
den Sedimentationsgeschwindigkeiten v1 > v2, dann beinhaltet die Fla¨che π(r1+ r2)
2 alle
Trajektorien der beiden Teilchen, die zu einer Kollision fu¨hren ko¨nnen. Mit gro¨ßer wer-
dender relativer Geschwindigkeitsdiﬀerenz der Teilchen steigt die Wahrscheinlichkeit zur
Bildung eines Aggregats. Zieht man eine bekannte Aggregationseﬃzienz Eagg heran, la¨sst
sich die Aggregationsrate fu¨r zwei Teilchenklassen i und j u¨ber eine Stoßratenmatrix Kij
parametrisieren:
Kij = π(ri + rj)
2 · |vi − vj| · Eagg (4.2)
Damit der Aggregationsprozess auch im Einklang mit der Lagrange’schen Eispartikelver-
folgung im numerischen Modell behandelt werden kann, sind zwei Algorithmen innerhalb
EULAG–LCM entwickelt worden (So¨lch, 2009):
• Partikel – Partikel Algorithmus
• Hybrid Algorithmus
Die implementierten Aggregationsprozesse nutzen die genauen Positionen der SIPs inner-
halb der Gitterboxen. Ein einzelner Prozess selbst kann sich jedoch nicht u¨ber mehrere
Gitterboxen hinweg erstrecken. Genauere Informationen zum Partikel – Partikel Algorith-
mus sind in Abschnitt 4. bei So¨lch und Ka¨rcher (2010) beschrieben.
Im Folgenden beschra¨nken wir uns auf die wichtigen Merkmale bei der Beschreibung der
Aggregationsroutinen, die fu¨r die Kondensstreifensimulationen verwendet werden ko¨nnen.
Bis zur Einfu¨hrung des Faktors Nskal gilt die Beschreibung der Routine fu¨r den Partikel-
Partikel Algorithmus. Erst danach beginnt die Beschreibung des modiﬁzierten Hybrid
Algorithmus.
Aggregationsroutine fu¨r Kondensstreifen
Wir gehen davon aus, dass SIPi mit Ni Eiskristallen (EKi) das aufsammelnde Simulati-
onspartikel ist und sich ra¨umlich gesehen oberhalb des SIPj mit Nj Eiskristallen (EKj)
beﬁndet. Die Kollisionsquerschnitte der EK eines SIPs kann man als horizontal nicht
u¨berlappend annehmen, weil
Nj · π(ri + rj)2 ≪ ∆x∆y
Ni · π(ri + rj)2 ≪ ∆x∆y
(4.3)
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gilt. Nun ist die Wahrscheinlichkeit, dass ein EKi aus SIPi mit EKj aus SIPj kollidiert,
wie folgt gegeben:
Ωij =
π(ri + rj)
2
∆x∆y
(4.4)
Nimmt man z. B. Teilchen mit 100µm Durchmesser und eine 10× 10m große Gitterbox,
so ist Ωij ≈ 10−9. Ha¨uﬁg ist die Anzahl der EK pro SIP anna¨hernd identisch, sodass
Ni ≈ Nj ≈ 106 als Beispielwerte benutzt werden ko¨nnen. Die Berechnung der Summe
der kollidierenden EK (Ncol) kann statistisch mit der Methode ”
Ziehen mit Zuru¨cklegen“
durchgefu¨hrt werden, da Ωij sehr klein ist.∑
Ncol = Ωij ·Ni ·Nj
≈ 10−9 · (106)2 = 1000
(4.5)
Somit kollidiert im Mittel jeder 103-te Eiskristall. Wa¨re Ωij in Gl. (4.4) gro¨ßer, mu¨ßte
man die Methode
”
Ziehen ohne Zuru¨cklegen“ betrachten. Dann wu¨rde aber die Annahme
in (4.3) nicht mehr gelten. Mit der Aggregationseﬃzienz Eagg entstehen durchschnittlich
Nagg = Eagg · Ωij ·Ni ·Nj
Aggregate in einem Zeitschritt aus den beiden Simulationspartikeln i und j. Fu¨r jede SIP-
Kombination, bei welcher das untere SIP vom oberen eingeholt, bzw. u¨berholt wird, wu¨rde
ein neues SIP mit Nagg Aggregaten erzeugt werden. Das ist numerisch aber nicht eﬃzient
machbar, weil zu viele SIPs pro Zeitschritt und Gitterbox entstehen wu¨rden. Deshalb
wurde bisher ein SIP mit Ninit := min(Ni, Nj) Aggregaten mit der Wahrscheinlichkeit
Pinit = Nagg/Ninit im Modell generiert. Der Erwartungswert fu¨r die generierten Aggregate
ist erneut Nagg. Der Ansatz zur Berechnung von Pinit ist a¨hnlich zu dem bei So¨lch und
Ka¨rcher (2010) (Gleichung (36)), nur wird jetzt eine Maximumbildung verwendet, damit
die Berechnung kommutativ in Ni und Nj wird:
Pinit = Eagg · Ωi,j ·max(Ni, Nj) (4.6)
Die wesentlichen Vorteile des Partikel-Partikel Verfahrens sind, dass bei einem der beiden
Simulationspartikel sa¨mtliche Eiskristalle aggregieren und in diesem SIP keine einzel-
nen EK u¨brig bleiben. Damit ko¨nnen mit diesem
”
Aggregat-SIP“ alle Eigenschaften der
Aggregate separat durch das EULAG–LCM Modellgebiet transportiert und gespeichert
werden.
Fu¨r den Hybrid Algorithmus wird nun ein Faktor Nskal eingefu¨hrt, mit dem Ninit sowie
Pinit wie folgt skaliert werden:
N˜init =
Ninit
Nskal
P˜init = Pinit ·Nskal
(4.7)
Wenn ein Aggregationsprozess zwischen zwei SIPs stattﬁndet, muss also ein neues SIP
(
”
Aggregat-SIP“, SIPagg) generiert werden. Die urspru¨ngliche Version des Hybrid Algo-
rithmus hat aber pro Zeitschritt zu viele neue SIPs erzeugt, was Probleme verursacht.
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Das vera¨nderte Schema, das den neuen Skalierungsfaktor mit einbezieht, formuliert sich
wie folgt:
SIPi : Ni Ã Ni − N˜init > 0
SIPj : Nj Ã Nj − N˜init > 0
SIPagg : N˜init
Standardma¨ßig wird Nskal auf 10 gesetzt, aber je ho¨her man Nskal schraubt, desto mehr
SIPs mit kleineren Anzahlen an Aggregaten werden erzeugt. Allgemein sollte
Nagg ≤ N˜init ≤ min(Ni, Nj)
sein, wobei Nagg von Ni und Nj abha¨ngt. Problematisch sind Fa¨lle, wo ein bereits beste-
hendes Aggregat an einer erneuten Kollision beteiligt ist. Denn mit jeder Kollision wu¨rde
entsprechend des numerischen Algorithmus im Modell N˜init um den Faktor Nskal jeweils
abnehmen. Hat man ein urspru¨ngliches SIP mit Ni Eiskristallen, wu¨rde nach dem ersten
Aggregationsprozess Ni ·10−1, nach dem zweiten Ni ·10−2, nach dem dritten Ni ·10−3 und
nach dem vierten Ni · 10−4 Eiskristalle im SIP enthalten sein. Die Anzahl an Teilchen pro
SIP wu¨rde also sehr stark mit der Zeit abnehmen. Darum ist es sinnvoll eine Grenze fu¨r
N˜init einzufu¨hren, sodass
N˜init > Nu
mit Nu = 1000. Dann werden die Kollisionen von SIPs mit wenigen Eiskristallen seltener.
Aber man muss vorsichtig sein, denn mit der Vorgabe einer Log-Normalverteilung der EK-
Gro¨ßen im Kondensstreifen sind immer Simulationspartikel mit einer anfa¨nglich kleinen
EK-Anzahl Ni vorhanden. Es ko¨nnten aber auch SIPs mit wenigen EK durch Nukleation
entstehen. Ferner ist zu beachten, dass Nu < min(Ni, Nj) gelten muss, da ansonsten
beim Stattﬁnden eines Aggregationsereignisses mehr Eisteilchen aggregieren wu¨rden als
letztendlich zur Verfu¨gung stehen. Ab jetzt wird N˜init folgendermaßen gesetzt:
N˜init = max(N˜u, Ninit,0/Nskal)
mit N˜u = min(Nˆu, Ni, Nj). Das korrigierte Nˆu ist dafu¨r zusta¨ndig, dass bei SIPs die
unter dem Schwellwert Nu liegen, N˜init = Ninit vorgeschrieben und damit nicht weiter
verkleinert werden kann. In diesem Fall ist N˜init deterministisch bestimmt. Eine andere
Variante wa¨re, ein N˜init,var zufa¨llig aus dem Intervall
N˜init,var ∈
[
max(N˜u, Nagg), Ninit
]
zu ziehen. Auf einer logarithmischen Skala ko¨nnte N˜init,var entweder Gauß- oder uniform
verteilt sein und entsprechend der Wahl von N˜init,var wu¨rde dann ein P˜init,var berechnet
werden.
Diese Vorgehensweise ist als ein weiteres Schema zum Hybrid-Algorithmus (So¨lch, 2009)
anzusehen. Fu¨r die EULAG–LCM Kondensstreifensimulationen wird Eagg = 0.75 als kon-
stant gesetzt. Da der Einﬂuss der Hydrodynamik und der Eismikrophysik auf die Aggrega-
tionseﬃzienz noch unzureichend bekannt ist, bleibt vorerst keine andere Wahlmo¨glichkeit,
4.1. PHYSIKALISCHE SENSITIVITA¨TEN 79
als einen realistischenWert fu¨r Eagg abzuscha¨tzen. Sollten ku¨nftig bessere theoretische Mo-
delle zur Verfu¨gung stehen, ist es denkbar, dass man fu¨r Eagg eine Funktion einfu¨hrt, die
von verschiedenen Variablen abha¨ngig sein kann (z. B. Temperatur, Eisu¨bersa¨ttigung, EK-
Durchmesser, u.A.)(So¨lch und Ka¨rcher, 2010). Man sollte auch noch erwa¨hnen, dass fu¨r
die Kondensstreifensimulationen mit Aggregation kein Zerfall der gebildeten EK-Cluster
beru¨cksichtigt wird. In der Fachsprache wu¨rde man solch einen Prozess als
”
Splintering“
bezeichnen, wo sich beispielsweise durch Turbulenzen oder bei der Kollision zweier Ag-
gregate einzelne EK oder kleinere EK-Cluster wieder ablo¨sen ko¨nnen.
Connolly et al. (2012) zeigen experimentell, wie die Aggregationseﬃzienz kurz nach der
Eisentstehungsphase von der Temperatur abha¨ngt. Die Laborstudie wurde mit einer
großen Eiswolkenkammer durchgefu¨hrt und bei Lufttemperaturen im Intervall −30 ≤
T ≤ −5 ◦C vorgenommen. Bei T = −15 ◦C ist ein Maximum von Eagg. Ohne sich auf das
statistische Konﬁdenzintervall von Eagg zu beziehen, liegt der Wert bei ca. 0.6. Mit einem
75-prozentigem Vertrauensintervall konnten bei Temperaturen 6= −15 ◦C Eagg Werte u¨ber
0.5 statistisch ausgeschlossen werden. Allerdings ko¨nnen in Realita¨t durchaus noch etwas
ho¨here Werte (∼ 0.6) vorkommen, sobald Eiskristalle Verzweigungen in ihrer Struktur
aufweisen oder Eiskristalle bereits aus vielen Monomeren bestehen.
Demnach ist fu¨r die nachfolgenden Studien mo¨glicherweise ein zu hoher Eﬃzienzwert fu¨r
die Aggregation angenommen worden. Wie nahe der experimentelle Versuchsaufbau bei
Connolly et al. (2012) der realen Atmospha¨re kommt, ist aber zu hinterfragen. Zudem
wurden die Versuche bei deutlich ho¨heren Temperaturen, als wir sie bei den Kondens-
streifensimulationen auf Flugho¨he vorschreiben, gemacht. Was genau bei T < −50 ◦C mit
Eagg passiert, wurde nicht untersucht.
Ausmaß der Aggregation bei unterschiedlichen Scherungs- und Aufgleitszena-
rien
Das Ausmaß der Aggregation wird bei unterschiedlichen Aufgleit- und Scherungsszenarien
betrachtet. Es wird untersucht, ob die unterschiedliche Gestalt der Kondensstreifen die
Aggregation beeinﬂusst. Man beschra¨nkt sich auf die Simulationen ohne Scherung und
mit Scherung s = 0.004 s−1. Die Tabellen 4.6 und 4.7 stellen die analysierten Studien fu¨r
das Ausmaß der Aggregation in Kondensstreifen vor.
Da die EULAG–LCM Simulationen mit Aggregation und zusa¨tzlicher Scherung wegen
dem stark verbreitertem Modellgebiet viel Rechenzeit beno¨tigt haben, konnten diese nur
bis tdisp = 20000 s gerechnet werden. Anstatt, wie bisher, 64 Prozessoren in x-Richtung zu
benutzen, sind bei einigen Simulationen bis zu 192 Prozessoren und einem entsprechend
gro¨ßeren Speicherplatz beno¨tigt worden.
Zur schematischen Veranschauung der EK- oder SIP-Verlustprozesse in der Kondensstrei-
fenentwicklung unterstu¨tzen eingefa¨rbte Fla¨chen die Abbildungen 4.12 bis 4.15 (s. Tabelle
4.8). Egal ob man die KS-Studien mit Scherung s = 0 (Abb. 4.12) oder s = 0.004 s−1
(Abb. 4.13) analysiert, der dominante Verlustprozess fu¨r die Eispartikel ist die Verdamp-
fung (Sublimation). Daran a¨ndern auch unterschiedlich starke Hebungsvorga¨nge nichts.
Exemplarisch wird die sta¨rkste in Betracht gezogene Hebung fu¨r die Scherungsvarianten
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Ku¨rzel Farbe Muster s / s−1 wsyn / cm s
−1 Wt,syn / s
(A)S0-W0 schwarz
durchgezogen
0
0 [0, 0]
(A)S0-W1 rot 1 [2000, 38000]
(A)S0-W2k gru¨n 2 [2000, 22000]
(A)S0-W5k blau
(gepunktet)
5 [2000, 10000]
(A)S0-W10k braun 10 [2000, 6000]
(A)S0-W20k lila 20 [2000, 4000]
Tab. 4.6: Abku¨rzungen fu¨r s25-s0 Simulationen bis tdisp = 38000 s (s. Tabelle 4.1) mit ver-
schiedenen Aufgleitszenarien und mit oder ohne Aggregation. Den Referenzsimulationen mit
Aggregation wird ein A vorangestellt. Die Legende mit den dazugeho¨rigen Parametereinstel-
lungen gilt fu¨r alle Abbildungen der Bildgruppe (a) in diesem Unterkapitel 4.1.4.
Ku¨rzel Farbe Muster s / s−1 wsyn / cm s
−1 Wt,syn / s
(A)S4-W0 schwarz
durchgezogen
0.004
0 [0, 0]
(A)S4-W1 rot 1 [2000, 20000]
(A)S4-W2 gru¨n 2 [2000, 20000]
(A)S4-W5k blau
(gepunktet)
5 [2000, 10000]
(A)S4-W10k braun 10 [2000, 6000]
(A)S4-W20k lila 20 [2000, 4000]
Tab. 4.7: Abku¨rzungen fu¨r s25-s4 Simulationen bis tdisp = 20000 s (s. Tabelle 4.1) mit ver-
schiedenen Aufgleitszenarien und mit oder ohne Aggregation. Den Referenzsimulationen mit
Aggregation wird ein A vorangestellt. Die Legende mit den dazugeho¨rigen Parametereinstel-
lungen gilt fu¨r alle Abbildungen der Bildgruppe (b) in diesem Unterkapitel 4.1.4.
Abb. 4.11: Zeitliche A¨nderung der Eisu¨bersa¨ttigung Si bei verschiedenen Aufgleitszenarien in
der Umgebung der Kondensstreifen. Zuordnung der Linienfarben zu den Aufgleitszenarien
gema¨ß den obigen Tabellen. Die vertikal gestrichelte Linie zeigt den Zeitpunkt an, wo die
Simulationen mit Windscherung s = 0.004 s−1 enden.
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Verlustprozesse (EK oder SIP) Fla¨chenfarbe Fla¨chenmuster
Sedimentationsverlust gru¨n
planarSublimationsverlust blau
Aggregationsverlust braun
EK- und SIP-Klassen Fla¨chenfarbe Fla¨chenmuster
Existierende einzelne EK rot planar
EK-Aggregate schwarz schraﬃert
Sedimentierte Aggregat-SIPs gru¨n schraﬃert
Sublimierte Aggregat-SIPs blau schraﬃert
Tab. 4.8: Legende fu¨r die EK- und SIP-Verlustprozesse bzw. Klassen in den Abbildungen 4.12
bis 4.15.
abgebildet. In den Abbildungen ist gut zu erkennen, wie die Sedimentationsverluste erst
ab ca. 10000 s an Bedeutung gewinnen. Der Verlauf des Sedimentationsverlusts a¨ndert sich
zwischen den Simulationen mit Aggregation und den entsprechenden Referenzla¨ufen nicht.
Nur eine Hebung der Luftschicht erho¨ht im Laufe der Simulation die Anzahl an sedimen-
tierten Eisteilchen, die in etwa doppelt so groß ist. Anzumerken ist, dass die Oberkante
der roten Fla¨chen in den Abbildungen der mikrophysikalischen EK-Verlustprozesse die
zu dem Zeitpunkt aktuelle Anzahl einzelner Eiskristalle angibt. Wenn von der relativen
Anzahl der vorhandenen Aggregate die Rede ist, bezieht sich das auf diese Werte.
Der Aggregationsverlust wird durch braune Fla¨chen repra¨sentiert und gibt die Anteile
an Eiskristallen an, die insgesamt an Aggregate verloren gehen. Da Aggregate vorhanden
sind, die aus mehr als zwei EKs bestehen, ist dieser Anteil immer etwas gro¨ßer als der
aktuelle Anteil der Aggregate an sich (schwarz schraﬃerte Fla¨chen). Zwischen 10% und
20% der Eiskristalle (N0) gehen im Laufe der simulierten 10 (s = 0) bzw. 6 (s = 0.004 s
−1)
Stunden an Aggregate verloren, wobei maximal 8 - 13% der EK nun Aggregate sind (vgl.
Abb. 4.12 und 4.13). Dennoch sind nach 6 h Simulationszeit 35% (AS0-W0) bis 25%
(AS0-W20k) der noch vorhandenen EK als Aggregate zu ﬁnden; nach 10 Stunden sogar
bis zu 65% (AS0-W0) bzw. 50% (AS0-W20k).
Die Windscherung hat auf die Aggregation einen vernachla¨ssigbaren Einﬂuss. Was beim
Vergleich der rechten Spalten der Verlustdiagramme nicht zu u¨bersehen ist. Es wird deut-
lich, dass bei Windscherung weniger Eiskristalle verdampfen und somit der Anteil der
blauen Fla¨che schrumpft und der Anteil der roten Fla¨che wa¨chst. Die Anzahl der EKs,
die aufgrund der Sedimentation verloren gehen, wird von der Windscherung ebenfalls be-
einﬂusst. Nach 6 h (20000 s) sind ungefa¨hr 20% von N0 sedimentiert und 30% sublimiert.
Bei allen KS-Aggregationssimulationen sa¨ttigt sich der EK-Verlust an Aggregaten
gro¨ßtenteils bis spa¨testens 3 h nach Beginn der Dispersionsphase. Fu¨r eine detaillierte-
re Unterscheidung der aktuellen relativen Aggregatanzahl, bezogen auf N0, ist Abbildung
4.16 auf Seite 84 heranzuziehen. Dort sind auch die restlichen wsyn-Variationsla¨ufe dar-
gestellt. Zu diesem Zeitpunkt la¨sst sich nur schwer abscha¨tzen, welche Auswirkung die
Aggregation auf globalere KS-Eigenschaften hat und ob sie u¨berhaupt von gro¨ßerer Be-
deutung ist. Bevor darauf noch na¨her eingegangen wird, werden die Verlustdiagramme
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Abb. 4.12: Schematische Darstellungen mikrophysikalischer Verlustprozesse fu¨r Eiskristal-
le einiger Simulationen der Tabelle 4.6 u¨ber tdisp = 38000 s. Die linke Spalte zeigt KS-
Referenzla¨ufe ohne Aggregation: S0-W0 (oben) und S0-W20k (unten). Die rechte Spal-
te zeigt KS-Simulationen mit Aggregation: AS0-W0 (oben) und AS0-W20k (unten). Die
Farbkodierung der Fla¨chen folgt der Beschreibung in Tabelle 4.8.
Abb. 4.13: Schematische Darstellungen mikrophysikalischer Verlustprozesse fu¨r Eiskristal-
le einiger Simulationen der Tabelle 4.7 u¨ber tdisp = 20000 s. Die linke Spalte zeigt KS-
Referenzla¨ufe ohne Aggregation: S4-W0 (oben) und S4-W20k (unten). Die rechte Spal-
te zeigt KS-Simulationen mit Aggregation: AS4-W0 (oben) und AS4-W20k (unten). Die
Farbkodierung der Fla¨chen folgt der Beschreibung in Tabelle 4.8.
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Abb. 4.14: Schematische Darstellungen mikrophysikalischer Verlustprozesse fu¨r SIPs einiger
Simulationen der Tabelle 4.6 u¨ber tdisp = 38000 s. Die linke Spalte zeigt KS-Referenzla¨ufe ohne
Aggregation: S0-W0 (oben) und S0-W20k (unten). Die rechte Spalte zeigt KS-Simulationen
mit Aggregation: AS0-W0 (oben) und AS0-W20k (unten). Die Farbkodierung der Fla¨chen
folgt der Beschreibung in Tabelle 4.8
Abb. 4.15: Schematische Darstellungen mikrophysikalischer Verlustprozesse fu¨r SIPs einiger
Simulationen der Tabelle 4.7 u¨ber tdisp = 20000 s. Die linke Spalte zeigt KS-Referenzla¨ufe ohne
Aggregation: S4-W0 (oben) und S4-W20k (unten). Die rechte Spalte zeigt KS-Simulationen
mit Aggregation: AS4-W0 (oben) und AS4-W20k (unten). Die Farbkodierung der Fla¨chen
folgt der Beschreibung in Tabelle 4.8.
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der SIPs diskutiert.
Zuna¨chst ist festzuhalten, dass in Simulationen ohne Aggregation die SIP-Verluste fast
ausschließlich der Sublimation zugeordnet werden ko¨nnen (vgl. Graﬁken in Abb. 4.14,
4.15). Deutlich weniger als 5% der SIPs gehen maximal aufgrund der Sedimentation ver-
loren. Im Kontrast zu den Eiskristallen, wo dieser Anteil merklich ho¨her liegt, hat das
zur Folge, dass die wenigen aus dem Modellgebiet sedimentierenden SIPs, relativ gesehen,
sehr viel mehr EKs transportieren, als die anderen Simulationspartikel. Man erkennt in
den Abbildungen 4.14 und 4.15 in welchem Ausmaß neue Aggregat-SIPs durch den Al-
gorithmus erzeugt werden und welcher Anteil sich davon wieder durch Sublimation oder
Sedimentation verringert (farbig schraﬃerte Fla¨chen). Im Vergleich zu der SIP-Anzahl am
Beginn der Simulationen sind am Ende (nach 10 h) zwischen der 10-fachen (AS0-W0)
und knapp 40-fachen (AS0-W20k) Menge an Aggregat-SIPs vorhanden. Dabei werden
die bereits wieder verloren gegangenen Aggregat-SIPs nicht mitgerechnet. Die vollsta¨ndige
Sublimation der SIPagg erreicht nur bei wsyn = 0 (AS0-W0 und AS4-W0) einen in den
Graﬁken sichtbaren Anteil, wobei nach 6 h fu¨r beide s-Varianten in etwa 50% der jeweils
initialen SIP-Anzahl verdampft ist (s. blau schraﬃerte Fla¨chen). Der Feuchtezuwachs
beim Aufgleiten durch die vorgegebenen Temperaturabnahmen verhindert weitestgehend
die Sublimation der Aggregat-SIPs, deren mittlerer EK-Durchmesser natu¨rlich gro¨ßer ist
als bei den normalen SIPs. Mit dem Aufgleiten gewinnt dagegen die Sedimentation der
SIPagg an Bedeutung. Mitunter sind nach 10 h (6 h) 25 - 30% (7 - 12%) der neu generier-
ten Simulationspartikel bei Windscherung s = 0 (s = 0.004 s−1) an die Sedimentation
verloren gegangen.
Ein besserer Vergleich der Aggreagtionsla¨ufe untereinander ist mit den ab Seite 84 fol-
genden Abbildungen mo¨glich.
(a) (b)
Abb. 4.16: Aggregationsstudie: Normierte EK-Aggregatanzahl Nagg im zeitlichen Verlauf bis
38000 s (Scherung s = 0) und 20000 s (Scherung s = 0.004 s−1). Graﬁk (a) zeigt alle Simu-
lationen der Tabelle 4.6 und Graﬁk (b) alle Simulationen der Tabelle 4.7 mit entsprechenden
Legenden.
Die EULAG–LCM Simulationen der Tablle 4.6 zeigen maximale, mit N0 normierte, EK-
Aggregatanzahlen zwischen 8% (AS0-W0) und 13% (AS0-W20k). Zeitlich gesehen
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treten die Maxima nicht gleich auf, so liegt es bei der schwarz gepunkteten Kurve bei
ca. 10000 s und bei allen anderen erst nach tdisp = 15000 s. Aufgrund der verschiedenen
Verlustprozesse nimmt die Anzahl der Aggregate ab dem Zeitpunkt der Maxima wieder
ab. Zum Zeitpunkt 38000 s streuen die relativen Aggregatzahlen von 0.06 bis knapp unter
0.11.
Die einzige auﬀa¨llige Abweichung zwischen Simulationsgruppe (a) und (b) (s. Tabellen 4.6
und 4.7) fu¨r Nagg erkennt man bei einer konstant bleibenden Umgebungsfeuchte. Zieht
man den Vergleich bei tdisp = 20000 s heran, betra¨gt der Unterschied aber gerade mal
2% (s. Abb. 4.16(a), 4.16(b)). Am Ende der Simulationen treten keine Unterschiede in
Nagg auf, sofern wsyn ∈ [5, 10, 20] cm s−1 betrachtet wird. Obwohl eine relativ hohe Ag-
gregationseﬃzienz verwendet wurde, ist der Verlauf der Anzahl der normierten Aggregate
ernu¨chternd, weil urspru¨nglich eine sta¨rkere Auswirkung erwartet wurde.
(a) (b)
Abb. 4.17: Aggregationsstudie: Mittlerer Durchmesser D im zeitlichen Verlauf bis 38000 s
(Scherung s = 0) und 20000 s (Scherung s = 0.004 s−1). Graﬁk (a) zeigt alle Simulatio-
nen der Tabelle 4.6 und Graﬁk (b) alle Simulationen der Tabelle 4.7 mit entsprechenden
Legenden.
Jetzt ko¨nnte man davon ausgehen, dass Aggregation wahrscheinlich einen sehr großen
Einﬂuss auf die Eiskristallgro¨ße nimmt und somit der mittlere EK-Durchmesser D stark
anwa¨chst. Mit Abbildung 4.17 soll dieser Einﬂuss analysiert werden. Kurzum, die Aus-
wirkung der Aggregation ist zu erkennen. Trotzdem sticht die Sensitivita¨t aus der Gruppe
der bisherig untersuchten nicht hervor. In den ersten 80 Minuten (5000 s) der Dispersi-
onsphasen bewirken die Rechnungen mit Aggregation keinen Zuwachs in D. Nach ca. 6
Stunden liegen die Zuwachsraten grob bei der Sensitivita¨t innerhalb einer wsyn = 0 und
wsyn = 1 cm s
−1 Studie. Die Simulationsgruppe (a) hat beim kontinuierlichem Aufgleitpro-
zess mit Aggregation den maximalen EK-Durchmesser D = 45µm am Ende vom Wt,syn
Intervall. Bei Scherung s = 0.004 s−1 ist der Eﬀekt der kontinuierlichen Feuchtezunahme
nicht so stark ausgepra¨gt, aber rein qualitativ ist sogar die Sensitivita¨t der Windscherung
auf die Werte des mittleren Durchmessers ho¨her als die der Aggregation. Veranschaulicht
wird dies z. B. durch die roten Kurven (Zeitpunkt: 20000 s), wo Unterschiede von 15µm
zwischen den Scherungsfa¨llen auftreten aber nur 5 - 10µm unter den A ≡ 0 und A ≡ 1
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Varianten.
Unterschiede in der Gesamtextinktion bei AS4-W0 bis AS4-W20k im Vergleich zu
S4-W0 bis S4-W20k sind im Zeitraum 0 - 12000 s praktisch nicht vorhanden und auch
bis Simulationsende kaum als erwa¨hnenswert zu bezeichnen (Abb. 4.18(b)). Sobald oh-
ne Scherung simuliert wird, werden jedoch Diﬀerenzen sichtbar, die sich mit der Zeit
ausweiten.
Die gro¨ßten Unterschiede (jeweils ca. Faktor 2) zeigen die Simulationen am Schluss der
Dispersionsphasen. Sofort nachdem das Aufgleiten stoppt, brechen die Extinktionswerte
der KS ein. Extrapoliert man die Kurven weiter in die Zukunft, ist es wahrscheinlich,
dass sich die Lebenszeit der Kondensstreifen durch Aggregation leicht verla¨ngern ko¨nnte.
Dafu¨r du¨rfte aber die Sedimentation im weiteren Verlauf der Kondensstreifenleben nicht
u¨berhand nehmen.
(a) (b)
Abb. 4.18: Aggregationsstudie: Gesamtextinktionen im zeitlichen Verlauf bis 38000 s (Scherung
s = 0) und 20000 s (Scherung s = 0.004 s−1). Graﬁk (a) zeigt alle Simulationen der Tabelle
4.6 und Graﬁk (b) alle Simulationen der Tabelle 4.7 mit entsprechenden Legenden.
Normalerweise wird die optische Dicke einer Wolke reduziert, sobald sich weniger kleine
Teilchen in ihr beﬁnden. Die Streuung von Sonnenlicht wird jedoch von den großen EK-
Aggregaten derart beeinﬂusst, dass die Extinktion an den EK-Polymeren stark zunimmt.
Ohne Windscherung bleibt der KS kompakter. Demnach treten die Strahlungseﬀekte dort
deutlicher hervor.
Kollisionsha¨uﬁgkeiten von Eispartikeln
Der Parameter IAGG gibt Aufschluss u¨ber die Ha¨uﬁgkeit von EK- oder SIP-Kollisionen.
Die genaue Anzahl der Kollisionen ist aber durch Ncol = IAGG−1 gegeben, da das Modell
die reinen, nicht kollidierten Eisteilchen mit dem Parameterwert IAGG = 1 za¨hlt. Wichtig
ist noch, dass, wenn jetzt im Folgenden von Kollisionen die Rede ist, immer solche Kolli-
sionen gemeint sind, die auch erfolgreiche Verklebungen der EKs zur Folge haben. Durch
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IAGG kann auch nicht auf die Anzahl der einzelnen Eispartikel pro Aggregat geschlossen
werden, da IAGG nur die Tiefe des Kollisionsstammbaums angibt. D. h. : Treﬀen zum Bei-
spiel zwei Aggregate mit IAGG = 3 und IAGG = 5 aufeinander und aggregieren erfolgreich,
erha¨lt das neue Aggregat den IAGG Wert 6. Dieses Aggregat ist aus insgesamt 6 Kollisio-
nen entstanden. Aber es besteht jetzt aus mindestens 8 ehemals separaten Eiskristallen.
Demnach ist IAGG die maximale Anzahl an Kollisionen, die ein Eiskristall innerhallb des
Aggregats erfahren hat. Die Ha¨uﬁgkeit der auftretenden IAGG-Werte wird nun anhand von
vier KS-Simulationen untersucht. Es werden zwei verschiedene Scherungen betrachtet und
pro Scherung je eine Simulation mit und ohne Aufgleiten (wsyn ∈ [0, 20] cm s−1). In der
logarithmischen Darstellung der Ha¨uﬁgkeitsachse erkennt man in den Teil1-Simulationen
zum Zeitpunkt tdisp = 400 s keine Unterschiede (Aufgleiten erst ab 2000 s). Die Aggrega-
te mit den meisten Kollisionen sind insgesamt fu¨nf mal mit anderen Teilchen erfolgreich
zusammengestoßen (IAGG = 6). Erho¨ht sich IAGG um 1 dann nimmt die Anzahl der EKs,
die den entsprechenden IAGG Wert tragen, um 1.5 bis 2 Gro¨ßenordnungen ab.
Zum Zeitpunkt tdisp = 3500 s werden beim Vergleich der Simulationen mit Scherung s = 0
und s = 0.004 s−1 Abweichungen bei ho¨heren Ncol Zahlen erkennbar. Diese Unterschiede
sind aber irrelevant, weil mo¨glicherweise nur die Aggregation einzelne SIPs dafu¨r verant-
wortlich ist. Kurze Zeit spa¨ter ko¨nnte die Ha¨uﬁgkeitsverteilung bei großen IAGG-Zahlen
dennoch wieder ganz anders aussehen. Von dem, was in Abbildung 4.19 zu sehen ist, ist
letztendlich nur der mit der Zeit abfallende Gradient in der Ha¨uﬁgkeitstreppe von Be-
deutung. Die Gro¨ßenunterschiede zwischen den roten Balken (reinen EKs) und z. B. den
blauen Balken (EK-Anzahl mit IAGG = 5) nehmen mit voranschreitender Simulationszeit
tdisp stetig ab, solange die Aggregation noch keine Sa¨ttigung erreicht hat. Auf diesen Pro-
zessverlauf zeigen weder das synoptisch-skalige Aufgleiten, noch die Windscherung eine
spu¨rbare Auswirkung.
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Abb. 4.19: Aggregationsstudie: Anzahl von EKs mit bestimmtem IAGG-Parameter zu den Zeit-
punkten 400 s (links), 3500 s (mitte) und 6500 s (rechts) bei den Simulationen AS0-W0 (1.
Reihe), AS0-W20k (2. Reihe), AS4-W0 (3. Reihe) und AS4-W20k (4. Reihe), s. Tabellen
4.6 und 4.7. Rote Balken: Reine Eiskristalle; Gru¨ne Balken: Aggregate aus einer Kollision
(alle Nagg dieser Gruppe tragen exakt 2 Eispartikel); Blaue Balken: Aggregate aus zwei Kol-
lision (alle Nagg dieser Gruppe tragen mindestens 3 Eispartikel); usw.
4.2 Numerische Sensitivita¨ten
Es ist nicht nur aufschlussreich zu sehen, wie Kondensstreifen von physikalischen Bedin-
gungen abha¨ngen (Realita¨t & Simulation), sondern auch welche numerischen Parameter
auf eine KS-Simulation einwirken. Darum werden zum einen Kondensstreifen am Anfang
der Dispersionsphasensimulationen mit verschieden großen SIP-Anzahlen Nsip initialisiert
(Kap. 4.2.1). Zum anderen wird die Abha¨ngigkeit der Maschenweite im Modellgebiet auf
die KS-Eigenschaften untersucht (Kap. 4.2.2). Da man sich auf 2-D Simulation beschra¨nkt,
werden dazu die Modellparameter dx2 und dz2 in den Teil2-Simulationen systematisch
vera¨ndert.
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4.2.1 Variationen der SIP-Anzahl
Eine direkte Steuerung der anfa¨nglichen SIP-Anzahl ist im EULAG–LCM Modell nicht
mo¨glich. Nsip,0 (SIP-Anzahl zum Zeitpunkt tdisp = 0) kann aber u¨ber den Parameter RNL,
der die maximal zula¨ssige EK-Anzahl pro SIP angibt, gesteuert werden. Standardma¨ßig
ist RNL auf 5·106 gesetzt. Wa¨hlt man einen kleineren Wert, dann sind weniger Eiskristalle
pro SIP zugelassen und dementsprechend mu¨ssen sich die EKs auf mehr SIPs verteilen.
Vorweg gesagt ha¨ngt das Ausmaß der Aggregation im Kondensstreifen trotz der Berech-
nungen mit dem neuen Hybrid-Algorithmus mit einer hohen Sensitivita¨t von der SIP-
Anzahl ab. Bei der Einfu¨hrung des neuen Aggregationsalgorithmus bestand die Hoﬀnung
die SIP-Abha¨ngigkeit der Ergebnisse zu reduzieren. In 4.2.1 diesem Kapitel werden die
SIP-Abha¨ngigkeiten der beiden Aggregationsschemata verglichen.
KS-Sensitivita¨t durch SIP-Anzahlvariation ohne Aggregation
Die Tabelle 4.9 stellt die simulierten Kondensstreifen mit den RNL und korrespondieren-
den Nsip,0 Werten vor. Die Untersuchungen werden bei zwei relativen Umgebungsfeuch-
ten vorgenommen. Alle bisherigen Modellla¨ufe sind mit RNL = 5 · 106 gestartet worden.
Je nach Feuchte liegen am Anfang der Dispersionsphasensimulationen ca. zwischen 104 -
3.8 · 106 Simulationspartikel vor.
Ku¨rzel Linienfarbe Linienmuster RNL Nsip,0
s23-sip1 schwarz
gepunktet
5 · 106 103293
s23-sip2 gru¨n 5 · 105 779611
s23-sip3 rot 1 · 105 3798010
s25-sip1 lila
durchgezogen
2 · 108 43559
s25-sip2 braun 5 · 107 67502
s25-sip3 blau 2 · 107 117789
s25-sip4 schwarz 5 · 106 374781
s25-sip5 gru¨n 5 · 105 3480960
Tab. 4.9: SIP-Anzahl: Abku¨rzungen fu¨r KS-Simulationen ohne Aggregation bis tdisp = 20000 s
bei Scherung s = 0, Flugho¨hentemperatur TF = 217K und zwei Umgebungsfeuchten RH
∗
i =
105 (s23-sip1 bis s23-sip3) und 120% (s25-sip1 bis s25-sip5). Die Linienfarbe und das
Linienmuster charakterisiert die Modellsimulation.
Den weiteren Verlauf der jeweiligen SIP-Anzahlen sieht man in Abbildung 4.20(a). Ex-
emplarisch gehen bei s25-sip5 in sechs Stunden 2.6 · 106 SIPs verloren. Eine Verdopp-
lung der SIP-Anzahl zu Beginn der Teil2-Simulation wird aus Gru¨nden der Rechenper-
formance nicht durchgefu¨hrt. Gleiches gilt fu¨r die s23-sip3 Simulation. Von Grund auf
u¨berleben bei niedrigeren Wasserdampfu¨bersa¨ttigungen bzgl. Eis weniger Eiskristalle die
KS-Wirbelphase. Schließlich verteilen sich die EKs bei Si = 5% und sonst gleichen at-
mospha¨rischen Modellbedingungen auf weniger als ein Drittel der SIP-Zahlen wie bei
einer 15% ho¨heren U¨bersa¨ttigung. Je weniger Simulationspartikel zum Zeitpunkt tdisp
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im Modellgebiet transportiert werden, desto geringer ist deren Verlustrate in der Teil2-
Simulation. Die SIPs mit wenigen Eisteilchen kommen seltener vor, was zu einer kleineren
Sublimationsrate fu¨hrt.
(a) (b)
(c) (d)
Abb. 4.20: SIP-Anzahlvariation ohne Aggregation: SIP-Anzahl (a), EK-Anzahl (b), Gesamtex-
tinktion (c) und mittlerer EK-Durchmesser (d) im zeitlichen Verlauf bis 20000 s. Pro Graﬁk
sind jeweils acht Kurven, entsprechend den KS-Simulationen in Tabelle 4.9, dargestellt.
Die Vergro¨ßerung der SIP-Anzahl bei Si = 5% (gepunktete Kurven) zeigt keinerlei signi-
ﬁkante Vera¨nderungen in den optischen und geometrischen KS-Eigenschaften. Wa¨hrend
sich fu¨r den EK-Anzahlverlauf ebenfalls nichts vera¨ndert, erho¨ht sich der mittlere Durch-
messer maximal um 5µm (tdisp = 10000 s), wenn man Nsip,0 ≈ 105 mit Faktor 38 multi-
pliziert. Die Kurvenverla¨ufe lassen in Kombination mit Nsip,0 darauf schließen, dass eine
Verkleinerung von RNL den EK-Durchmesser D sa¨ttigt. Nimmt RNL von 5 · 106 um eine
Gro¨ßenordnung ab, dann sind die relativen Auswirkungen auf D bei beiden Simulations-
gruppen (Tab. 4.9) a¨hnlich. Die Absta¨nde zwischen den schwarzen und gru¨nen Linien der
jeweiligen Muster sind im zeitlichen Verlauf vergleichbar groß.
Die Kurven der Simulationen s25-sip1, s25-sip2, s25-sip3, s25-sip4 und s25-sip5
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bleiben bei N (s. Abb. 4.20(b)) u¨ber den gesamten Simulationszeitraum, bei E u¨ber
8000 s, kompakt beieinander. Zu spa¨teren Zeiten wirken sich ho¨here Anzahlen an SIPs
leicht versta¨rkend auf die optischen Gro¨ßen, aber abschwa¨chend auf den mittleren EK-
Durchmesser aus. Die gro¨ßten Diﬀerenzen u¨bersteigen jedoch 50m (E) und 10µm (D)
nicht. Als Erkla¨rungsmo¨glichkeit, warum D mit abnehmender SIP-Anzahl sinkt, ko¨nnte
folgende logische Kausalkette dienen:
Weniger SIPs ⇒ Mehr EKs pro SIP im Mittel.
⇒ Ra¨umliche Trennung der EKs im Mittel geringer.
⇒ Konkurrenz um u¨berschu¨ssigen Wasserdampf steigt.
⇒ Pro EK wird im Mittel weniger H2O abgebaut.
⇒ Der mittlere Durchmesser D sinkt.
KS-Sensitivita¨t durch SIP-Anzahlvariation mit Aggregation
Ausgehend vom Referenzlauf mit Aggregation beginnt die Studie mit der SIP-
Anzahlvariation fu¨r den Hybrid-Aggregationsalgorithmus (HA; vgl. HA-sip1 bis HA-
sip4 in Tab. 4.10). Die gleichen Nsip,0 Varianten werden auch mit dem Partikel-Partikel-
Aggregationsalgorithmus (PA) (So¨lch und Ka¨rcher, 2010) gerechnet (vgl. PA-sip1 bis
PA-sip4 in Tab. 4.10). Damit ist eine gute Vergleichsmo¨glichkeit der beiden Implemen-
tierungen gegeben.
Ku¨rzel Linienfarbe Linienmuster RNL Nsip,0 Aggregationsalgorithmus
PA-sip1 blau
gepunktet
1 · 107 203188
Partikel-Partikel
PA-sip2 schwarz 5 · 106 374781
PA-sip3 gru¨n 1 · 106 1754590
PA-sip4 rot 5 · 105 3480960
HA-sip1 blau
durchgezogen
1 · 107 203188
Hybrid
HA-sip2 schwarz 5 · 106 374781
HA-sip3 gru¨n 1 · 106 1754590
HA-sip4 rot 5 · 105 3480960
Tab. 4.10: SIP-Anzahl Aggregation: Abku¨rzungen fu¨r KS-Simulationen mit Aggregation
bis tdisp = 38000 s bei Scherung s = 0, Umgebungsfeuchte RH
∗
i = 120% und
Flugho¨hentemperatur TF = 217K (s25-s0). Die Linienfarbe und das Linienmuster charak-
terisiert die Modellsimulation.
Wenn man den Verlauf der SIP-Anzahl (Abb. 4.21(a)) verfolgt, dann erkennt man, dass
beim PA keine neuen SIPs generiert werden. Nur beim U¨bergang zur Teil2-Simulation
wird die Anzahl verdoppelt, was beim HA entfa¨llt. U¨ber große Strecken der Simula-
tionszeitra¨ume und vor allem zu spa¨teren Zeitpunkten der Dispersionsphase sind bei
der HA Simulationsgruppe bedeutend mehr SIPs vorhanden. Die SIP-Proﬁle in Abbil-
dung 4.22 signalisieren, dass die ho¨chsten SIP-Konzentrationen bis tdisp = 6h immer
u¨ber oder nahe der 1000m Modellho¨henmarke auftreten. Unterschiede zwischen den SIP-
Variationen eines Aggregationsalgorithmus und zwischen den Algorithmen werden in den
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Teil1-Simulationen nicht beobachtet. Die spa¨teren dargestellten Zeitpunkte kennzeichnen
sich durch eine kontinuierlich Vergro¨ßerung der Abweichungen. Im Fallstreifen der Zeit-
punkte 6500 s und 11000 s (s. Graﬁken 4.22(c), 4.22(d)) bricht der Standardlauf HA-sip2
aus der HA Gruppe der KS-Simulationen aus, obwohl Nsip,0 einen mittleren Wert aus der
Gruppe hat. Zum Beispiel hat diese Simulation in Graﬁk 4.22(c) auf H = 500m ca. 104
SIPs weniger als die drei anderen.
Benutzt man fu¨r die Aggregationsberechnungen den HA, entstehen mehr EK-Aggregate.
Zwischen HA-sip2 und PA-sip2 hat man z. B. nach 6 Stunden Simulieren eine Diﬀe-
renz von 0.03%, bezogen auf die anfa¨ngliche EK-Anzahl. Unter der HA Gruppe schwa¨cht
sich die SIP-Abha¨ngigkeit der Aggregate bei niedrigen RNL Werten ab. Wa¨hrend die PA
Gruppe von Simulation PA-sip4 auf PA-sip3 zu allen Zeitpunkten ein verdoppeltes Nagg
zeigt, hat HA-sip3 nur maximal ca. 50% mehr Aggregate als HA-sip4. Trotzdem ist
die SIP-Abha¨ngigkeit beim neuen Algorithmus immer noch sehr hoch und es stellt sich
die Frage, inwieweit sich das auf die KS-Eigenschaften auswirkt. Fu¨r die in dieser Unter-
suchung variierten RNL Modellparameterwerte lassen sich noch keine Sa¨ttigungseﬀekte
in Nagg ausmachen. Die Simulationen mit den geringsten SIP-Anzahlen lassen die meis-
ten EK-Aggregate entstehen (ho¨chstens 10 bzw. 6% von N0, blaue durchgezogene bzw.
gepunktete Linie in Abb. 4.21(b)). Die Sublimationsrate der EK-Aggregate scheint aller-
dings mit einer gro¨ßer werdenden SIP-Anzahl gegen eine untere Schranke zu laufen. Denn
obwohl sich Nsip,0 verdoppelt, liegen die roten und gru¨nen Kurven fast aufeinander. Geht
man von den blauen zu den gru¨nen Kurven, ﬁndet nicht einmal eine Verdopplung statt und
trotzdem liegen die Kurven der HA Gruppe am Ende der Simulationsphase um 0.02 ·N0
auseinander. Momentan ist keine Erkla¨rung fu¨r die bei HA-sip2 erho¨hten, sublimierten
(tdisp > 0) und sedimentierten (25000 s < tdisp < 38000 s) EK-Aggregatzahlen oﬀensicht-
lich. Im Vergleich zu identischen RNL Werten, ist die Sublimation und Sedimentation von
Nagg beim Hybrid-Algorithmus gro¨ßer.
Auf die Gesamtextinktion E der Kondensstreifen wirken sich die Eﬀekte der unterschied-
lichen Aggregationsalgorithmen und der SIP-Anzahl erst in der fortgeschrittenen Disper-
sionsphase aus. Die gro¨ßten Spannweiten der E-Werte treten am Simulationsende auf
und sind 250m groß (s. Abb. 4.21(e)). Im Schnitt kommen fu¨r die HA Simulationen bei
E die ho¨heren Werte heraus. Im Großen und Ganzen hat die Aggregation, so wie sie
momentan in den Modellen implementiert ist, eine geringe Auswirkung auf großﬂa¨chige
KS-Eigenschaften und ist zudem von den SIPs abha¨ngig. Jedoch la¨sst sich an dieser
Stelle keine direkte SIP-Tendenz (mit zu- oder abnehmendem Nsip,0) ausmachen (vgl.
Abb. 4.21(b)).
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(a) (b)
(c) (d)
(e)
Abb. 4.21: SIP-Anzahlvariation mit Aggregation: SIP-Anzahl (a), aggregierte EK-Anzahl
(norm.) (b), sedimentierte aggregierte EK-Anzahl (norm.) (c), sublimierte aggregierte EK-
Anzahl (norm.) (d) und Gesamtextinktion (e) im zeitlichen Verlauf bis 38000 s. Pro Graﬁk
sind jeweils acht Kurven, entsprechend den KS-Simulationen in Tabelle 4.10, dargestellt.
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Abb. 4.22: SIP-Anzahlvariation mit Aggregation: SIP-Anzahlproﬁle zu den Zeitpunkten (tdisp)
0 s (a), 2000 s (b), 6500 s (c), 11000 s (d), 15500 s (e) und 20000 s (f). Pro Graﬁk sind jeweils
acht Kurven, entsprechend den KS-Simulationen in Tabelle 4.10, dargestellt.
4.2.2 2-D Gitterweitenabha¨ngigkeit der Simulationen
Abschließend wird die Reaktion der EULAG–LCM Simulationsergebnisse auf Vera¨nde-
rungen der Gitter- bzw. Maschenweite im Modell untersucht. Hierbei ﬁndet eine systema-
tische Variation der Modellparameter dx2 und dz2 in den Teil2-Simulationen statt. Die
Studie entha¨lt Simulationen mit Windscherung s = 0 sowie s = 0.004 s−1 und je ein bzw.
kein synoptisches Aufgleitszenario (wsyn = 1 cm s
−1). In den Tabellen mit den Simulati-
onsabku¨rzungen (Tab. 4.11 und 4.12) wird das Aufgleiten nicht extra behandelt. Wegen
der großen Anzahl an Simulationen sind die Muster und Farben der Kurven in den Abbil-
dungen nicht abgea¨ndert worden. Weitestgehend ist eine Abtrennung zwischen Aufgleiten
und Nicht-Aufgleiten durch vertikale Absta¨nde der Kurven gleicher Farbe und Muster in
den Graﬁken mo¨glich. Nur in der Abbildung 4.24(b) ko¨nnen die wsyn = 1 cm s
−1 Fa¨lle
nicht zugeordnet werden.
Insgesamt werden drei Kategorien von Modellgittern verwendet. Die erste Kategorie hat
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in x- und z-Richtung die gleiche Maschenweite (dx2 = dz2), in der zweiten ist die Maschen-
weite in z-Richtung immer um 5m gro¨ßer als in x-Richtung (dz2 = dx2+5m) und bei der
dritten ist letzteres spiegelverkehrt (dx2 = dz2+5m). Unter der letzten Kategorie beﬁnden
sich auch der Lauf mit den Standardmaschenweiten der bisherigen KS-Simulationen (S0-
X15Z10 bzw. S4-X15Z10). In jeder Kategorie gibt es drei oder vier Modellsimulationen,
in denen nacheinander die Gitterweiten um 5m zunehmen.
Ku¨rzel Linienfarbe Linienmuster dx2 in m dz2 in m
S0-X5Z5
rot
durchgezogen 5 5
S0-X10Z10 gepunktet 10 10
S0-X15Z15 gestrichelt 15 15
S0-X20Z20 punkt-gestrichelt 20 20
S0-X5Z10
gru¨n
durchgezogen 5 10
S0-X10Z15 gepunktet 10 15
S0-X15Z20 gestrichelt 15 20
S0-X10Z5
schwarz
durchgezogen 10 5
S0-X15Z10 gepunktet 15 10
S0-X20Z15 gestrichelt 20 15
Tab. 4.11: Gitterweitenstudie: Abku¨rzungen fu¨r KS-Simulationen bis tdisp = 38000 s bei Sche-
rung s = 0, Flugho¨hentemperatur TF = 217K und der Umgebungsfeuchte RH
∗
i = 120%. Die
Linienfarbe und das Linienmuster charakterisiert die EULAG–LCM Modellsimulation.
Ku¨rzel Linienfarbe Linienmuster dx2 in m dz2 in m
S4-X5Z5
rot
durchgezogen 5 5
S4-X10Z10 gepunktet 10 10
S4-X15Z15 gestrichelt 15 15
S4-X20Z20 punkt-gestrichelt 20 20
S4-X5Z10
gru¨n
durchgezogen 5 10
S4-X10Z15 gepunktet 10 15
S4-X15Z20 gestrichelt 15 20
S4-X10Z5
schwarz
durchgezogen 10 5
S4-X15Z10 gepunktet 15 10
S4-X20Z15 gestrichelt 20 15
Tab. 4.12: Gitterweitenstudie: Abku¨rzungen fu¨r KS-Simulationen mit 12000 s ≤ tdisp ≤ 38000 s
bei Scherung s = 4ms−1 km−1, Flugho¨hentemperatur TF = 217K und der Umgebungsfeuchte
RH∗i = 120%. Die Linienfarbe und das Linienmuster charakterisiert die EULAG–LCM
Modellsimulation.
Das Aufgleiten reduziert sowohl bei Scherung s = 0.004 s−1 als auch bei s = 0 die
Varianz im Verlauf der Eiskristallanzahl. Eine erkennbare Tendenz ist, dass zu spa¨ter
Zeiten (tdisp > 22000 s) im linken Bild (Abb. 4.23(a)) die Varianz durch die extremen
Maschenweiten der Simulationen S0-X5Z5 und S0-X20Z20 bestimmt wird. Maximal
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sind beim Lauf mit den kleinsten Gitterweiten um 0.2 · 1012 mehr Eiskristalle anzutreﬀen
(tdisp ≈ 23000 s), als beim Lauf mit den gro¨ßten Gitterweiten.
(a) (b)
Abb. 4.23: Studie u¨ber Gitterweitenabha¨ngigkeit: EK-Anzahl N im zeitlichen Verlauf. Graﬁk
(a) zeigt alle Simulationen der Tabelle 4.11 und Graﬁk (b) alle Simulationen der Tabelle 4.12
mit den entsprechenden Legenden. Zusa¨tzlich sind die selben Modellla¨ufe nochmals mit dem
konstanten Aufgleitszenario wsyn = 1 cm s
−1 gerechnet worden. Dabei bleiben die Legenden
identisch. Die Aufgleitgruppen sind, wenn mo¨glich, an der ra¨umlichen Trennung der Kurven
zu identiﬁzieren.
Desweiteren werden folgende KS-Eigenschaften diskutiert: Querschnittsﬂa¨che F , pra¨do-
minanter Eiswassergehalt IWCpra¨, pra¨dominante optische Dicke τpra¨, Gesamtextinktion
E. Bei diesen Gro¨ßen ist o¨fters eine Tendenz des Linienmusters der Kurven festzustellen,
aber keine Tendenz in der Farbe. Mit Tendenz meint man hier die Separation der Simu-
lationskurven nach einem logischen Muster (vgl. Tabellen 4.11 und 4.12). Die Aufgleitsi-
mulationen ohne Scherung zeigen sich bei der Querschnittsﬂa¨che durch einen Anstieg in
der Fla¨che F . Generell werden die KS-Querschnittsﬂa¨chen mit wachsenden dx2 und dz2
Werten gro¨ßer. Die starke Abha¨ngigkeit der KS-Querschnittsﬂa¨che von der Maschenweite
setzt sich bei Abbildung 4.24(b) fort. Aus Rechenzeitgru¨nden ko¨nnen die kleinmaschigen
KS-La¨ufe bei sta¨rkerer Windscherung und dementsprechender großer Gebietsbreite nicht
bis tdisp = 38000 s durchgerechnet werden. Je kleiner die Gitterweiten sind, desto scha¨rfer
kann der Kondensstreifen durch den Extinktionsschwellwert eingegrenzt werden und desto
kompakter erscheint er in der Fla¨chendarstellung (s. Abb. 4.24). Mit zusa¨tzlicher vertikaler
Windscherung reagiert F sensitiver.
Das Gewirr an Kurven, die den Verlauf des IWCpra¨ zeigen, macht eine Analyse schwierig
(s. Abb. 4.25). Aber der wichtige Punkt, den man daran aufzeigen kann, ist erkenntlich.
Na¨hern sich die Maschenweiten der Teil2-Simulationen kontinuierlich an die Maschenwei-
ten der Teil1-Simulationen an, dann wird der Sprung im pra¨dominanten Eiswassergehalt
stetig reduziert. Schließlich verschwindet der Sprung, sobald sich die Gitterweiten beim
U¨bergang zur Teil2-Simulation nicht vera¨ndern und dx1 = dx2 sowie dz1 = dz2 gilt (ro-
te durchgezogene Linien schließen direkt an die schwarzen Linien der Teil1-Simulationen
an). Die Erkla¨rung dazu ist im Anhang zu ﬁnden (Kapitel A). Ferner kann an den Po-
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(a) (b)
Abb. 4.24: Studie u¨ber Gitterweitenabha¨ngigkeit: EK-Anzahl N im zeitlichen Verlauf. Graﬁk
(a) zeigt alle Simulationen der Tabelle 4.11 und Graﬁk (b) alle Simulationen der Tabelle 4.12
mit den entsprechenden Legenden. Zusa¨tzlich sind die selben Modellla¨ufe nochmals mit dem
konstanten Aufgleitszenario wsyn = 1 cm s
−1 gerechnet worden. Dabei bleiben die Legenden
identisch. Die Aufgleitgruppen sind, wenn mo¨glich, an der ra¨umlichen Trennung der Kurven
zu identiﬁzieren.
(a) (b)
Abb. 4.25: Studie u¨ber Gitterweitenabha¨ngigkeit: Pra¨dominanter Eiswassergehalt IWCpra¨ im
zeitlichen Verlauf. Graﬁk (a) zeigt alle Simulationen der Tabelle 4.11 und Graﬁk (b) alle
Simulationen der Tabelle 4.12 mit den entsprechenden Legenden. Zusa¨tzlich sind die selben
Modellla¨ufe nochmals mit dem konstanten Aufgleitszenario wsyn = 1 cm s
−1 gerechnet wor-
den. Dabei bleiben die Legenden identisch. Die Aufgleitgruppen sind, wenn mo¨glich, an der
ra¨umlichen Trennung der Kurven zu identiﬁzieren.
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sitionen der durchgezogen Kurven (S0-X5Z5, S0-X5Z10, S0-X10Z5 sowie S4-X5Z5,
S4-X5Z10, S4-X10Z5) die Tendenz erkannt werden, dass bei den kleineren Maschen-
weiten durchschnittlich ho¨here IWC Werte im zeitlichen Verlauf vorkommen.
Der Kurvenverlauf der KS-Simulationen fu¨r die pra¨dominante optische Dicke (s.
Abb. 4.26) und die Gesamtextinktion (s. Abb. 4.27) macht eine eindeutige Unterscheidung
der Aufgleitszenarien (wsyn = 0 und wsyn = 1 cm s
−1) mo¨glich. Die Kurvenschar, die zu
Zeiten spa¨ter als 2000 s wertema¨ßig u¨ber der anderen liegt, ist mit einer Temperaturabnah-
me der Modellschicht verbunden. Kontinuierlich nimmt die Wasserdampfu¨bersa¨ttigung in
der KS-Schicht zu und erreicht am zeitlichen Ende der Darstellungen ca. 80%. Zufa¨llige
Linienverla¨ufe der Simulationsklassen pra¨gen die optische Dicke τpra¨. U¨ber einen la¨ngeren
Zeitraum (> 1.5 h) treten keinerlei Tendenzen bei den Gitterweiten-Variationen auf. Ver-
gleicht man die beiden Scherungsfa¨lle S0 und S4, bleiben die Werte der optischen Di-
cke der S4-Simulationen wesentlich kompakter beieinander. U¨ber große Zeiten der Di-
spersionsphase in den Teil2-Simulationen liegt τpra¨ nahe 0.1 (mit Aufgleiten) bzw. sinkt
langsam aber stetig auf 0.03 (ohne Aufgleiten). Beide Scherungsgruppen zeigen kaum
Abweichungen vom Mittel, die gro¨ßer als 0.01 sind (vgl. Abb. 4.26(b)). Ein um 50 %
ho¨herer Wert (0.015) wird u¨ber den ganzen Bereich der Teil2-Simulationen angenom-
men (s. Abb. 4.26(a)). Somit gibt es eine Variationsbreite von τpra¨ = 0.03. Diese nimmt
deutlich zu, wenn die gleichen Studien mit Aufgleiten betrachtet werden (maximale Va-
riationsbreite nach tdisp = 38000 s: ∆τpra¨ = 0.1). Interessanterweise gibt es dabei nur einen
Maschenweitenunterschied von 5m bei dz2.
Bei der Gesamtextinktion widerspiegelt sich dieses Bild nicht. Die durch die verschiedenen
Maschenweiten aufgespannte maximale Variationsbreite unterscheidet sich im Fall des
Nicht-Aufgleitens bei der Simulationsgruppe S0 nicht von S4 (max(∆E) ≈ 200m). Mit
zusa¨tzlichem Aufgleiten erlangt die gro¨ßte Varianz in E bei Scherung s = 0.004 s−1 einen
doppelt so großen Wert wie fu¨r s = 0, was der Vergleich der oberen Kurvenscharen zeigt
(s. Abb. 4.27). Es erweckt den Anschein, dass bei weiteren Gitterpunktabsta¨nden die
Gesamtextinktionen eher dazu neigen, ein wellenfo¨rmiges Muster bei den Simulationen
mit Windscherung auszubilden. Dies kann momentan noch nicht erkla¨rt werden.
In den Fa¨llen der Dispersionsphasensimulationen ohne Scherung kann man auch erkennen,
dass fu¨r kleinere Gitterweiten (S0-X5Z5, S0-X5Z10) die mittlere Klimawirksamkeit der
Kondensstreifen gro¨ßer ist.
Auf jeden Fall sollte die numerische Sensitivita¨t der Gitterweite auf die Kondensstreifen-
eigenschaften im Modell nicht unterscha¨tzt oder gar vernachla¨ssigt werden. Zuweilen ist
festzuhalten, dass die durchgefu¨hrten Variationen in dx2 und dz2 wesentlich sensitiver auf
die KS-Eigenschaften ansprechen, als die der SIPs (ohne Aggregation) in Kapitel 4.2.1.
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(a) (b)
Abb. 4.26: Studie u¨ber Gitterweitenabha¨ngigkeit: Pra¨dominante optische Dicke τpra¨ im zeit-
lichen Verlauf. Graﬁk (a) zeigt alle Simulationen der Tabelle 4.11 und Graﬁk (b) alle Si-
mulationen der Tabelle 4.12 mit den entsprechenden Legenden. Zusa¨tzlich sind die selben
Modellla¨ufe nochmals mit dem konstanten Aufgleitszenario wsyn = 1 cm s
−1 gerechnet wor-
den. Dabei bleiben die Legenden identisch. Die Aufgleitgruppen sind, wenn mo¨glich, an der
ra¨umlichen Trennung der Kurven zu identiﬁzieren.
(a) (b)
Abb. 4.27: Studie u¨ber Gitterweitenabha¨ngigkeit: Gesamtextinktion E im zeitlichen Verlauf.
Graﬁk (a) zeigt alle Simulationen der Tabelle 4.11 und Graﬁk (b) alle Simulationen der Tabel-
le 4.12 mit entsprechenden Legenden. Zusa¨tzlich sind die selben Modellla¨ufe auch nocheinmal
mit dem konstanten Aufgleitszenario wsyn = 1 cm s
−1 gerechnet worden. Dabei bleiben die
Legenden identisch. Die Aufgleitgruppen sind, wenn mo¨glich, an der ra¨umlichen Trennung
der Kurven zu identiﬁzieren.
Kapitel 5
Resu¨mee
5.1 Zusammenfassung
Mit dem anelastischen numerischen LES Modell EULAG–LCM (So¨lch und Ka¨rcher,
2010) wurden in dieser Arbeit mehr als 150 Simulationen von Kondensstreifen in der
Dispersionsphase durchgefu¨hrt. Bei bestimmten Untersuchungen betrug die maximale Si-
mulationsdauer tdisp etwas mehr als 10 Stunden. Das EULAG–LCM Modell hat sich
bei KS-Simulationen bewa¨hrt. Es konnte demonstriert werden, dass es sich nicht nur
fu¨r die Analyse von in-situ gebildeter Zirren (So¨lch, 2009), sondern eben auch fu¨r Kon-
densstreifen hervorragend eignet. Im ersten Schritt wurden Simulationen zweier EULAG
Modellversionen verglichen. Die EULAG–BULK Simulationsdaten sind dabei aus voran-
gegangenen wissenschaftlichen Studien herangezogen worden. Beim Vergleich mit dem von
Spichtinger und Gierens (2009a) entwickelten Modellsystems (EULAG–BULK) konnte
untersucht werden, welchen Einﬂuss die numerische Implementierung der mikrophysikali-
schen Prozesse auf die Kondensstreifenentwicklung hat und welche Unsicherheiten damit
verbunden sind.
Der exemplarische Modellvergleich hat gezeigt, dass sich vorallem in den Fallstreifen der
Kondensstreifen gro¨ßere Diﬀerenzen ausbilden. Als Grund fu¨r diese Unterschiede konn-
ten Sedimentationseﬀekte ausgemacht werden. Die beiden Modellversionen haben eine
unterschiedliche physikalische Parametrisierung der Sedimentationsgeschwindigkeit. Bei
einer Teststudie (s. Kap. 3.2) wurde die Parametrisierung der Sedimentationsgeschwin-
digkeit im EULAG–LCMModell an die des EULAG–BULKModells angeglichen. Bei der
U¨berpru¨fung der Vertikalproﬁle der horizontal integrierten optischen Dicken und Eiswas-
sergeha¨lter wurde keine wesentliche Anna¨herung der Simulationsergebnisse festgestellt.
Damit ist es eindeutig, dass allein die unterschiedliche numerische Behandlung der Eis-
phase im BULK- und LCM-Ansatz fu¨r die gro¨ßeren Abweichungen bei der Sedimentation
der Eiskristalle verantwortlich ist. Zu spa¨teren Simulationszeiten (ab tdisp ≈ 2 h) treten
im Fallstreifen des EULAG–LCM Kondensstreifens ho¨here IWC-Werte im Vergleich zum
EULAG–BULK Kondensstreifen auf. Auch mit dem LCM-Ansatz bleibt die ho¨chste EK-
Anzahlkonzentration in einem schmalen, maximal 300m dicken Streifen am Oberrand des
Kondensstreifens erhalten. Mit dem EULAG–LCM Modell ist es mo¨glich, realistischere
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Eispartikel-Gro¨ßenverteilungen ohne diﬀusive numerische Probleme auszuwerten.
Mit dem systematischen Modellvergleich konnte eine gro¨ßere Bandbreite an unterschied-
lichen KS-Entwicklungen abgedeckt werden. Auch bedingt durch die ho¨here numeri-
sche Diﬀusion in der Eisphase sind die Kondensstreifenra¨nder der EULAG–BULK Mo-
dellla¨ufe nicht klar abgrenzbar. Gerade bei geometrischen KS-Eigenschaften kommt es
deshalb ha¨uﬁger zu gro¨ßeren Abweichungen zwischen den Modellen, wobei den BULK-
Simulationen o¨fters die ho¨heren Werte zuzuordnen sind. Bei integralen KS-Gro¨ßen lie-
gen die Datenwerte der LCM-Simulationsergebnisse im Mittel ha¨uﬁger u¨ber denen des
BULK-Ansatzes. Mit zunehmender Flugho¨hentemperatur TF vergro¨ßern sich die Diﬀeren-
zen zwischen den EULAG–LCM und EULAG–BULK Simulationen. Nur im Vergleich
bei TF = 222K sind die Diﬀerenzen signiﬁkant gro¨ßer als bei anderen EULAG–LCM Sen-
sitivita¨tsstudien. In beiden Modellversionen geht ein Großteil der Eiskristalle durch turbu-
lente Sublimation verloren. Der Verlauf der EK-Anzahl ist dem der BULK-Simulationen
a¨hnlich, sodass ein urspru¨nglich angenommenes numerisches Artefakt beim BULK-Ansatz
auszuschließen ist. Ku¨rzlich wurde von Lewellen (2012) eine Erkla¨rung fu¨r den starken
EK-Sublimationsverlust mit Hilfe des Kelvin-Eﬀekts und um dem Sa¨ttigungspunkt ﬂuk-
tuierenden Feuchtefelder gegeben. Allgemein gesehen stimmen die Entwicklungsverla¨ufe
und Lebenszeiten der Kondensstreifen gut u¨berein. Oft liegen die Abweichungen im Be-
reich der Gitterweitensensitivita¨t des EULAG–LCM Modells (vgl. Kap. 4.2.2).
In der Kategorie der numerischen Sensitivita¨ten wurden Auswirkungen der initialen SIP-
Anzahl und der Gitterpunktabsta¨nde auf die Ergebnisse der LCM-Simulationen unter-
sucht. Sofern Kondensstreifen ohne ablaufende Aggregationsprozesse simuliert wurden,
hat sich die SIP-Anzahlvariation (∼ 4·104 < Nsip,0 <∼ 3.5·106) nur geringfu¨gig sta¨rker auf
optische und geometrische KS-Eigenschaften ausgewirkt, wie die Testsimulationen zu den
r0,init Variationen (physikalische Sensitivita¨t, s. Kapitel 4.1.1). Nicht zu unterscha¨tzen ist
jedoch die auftretende Variationsbreite der Abweichungen bei der Mikrophysik. Im Gegen-
satz zur SIP-Studie hat eine Vera¨nderung der Maschenweite keinen signiﬁkanten Einﬂuss
auf die EK-Mikrophysik (z. B. zeitlicher Verlauf der EK-Anzahl N , vgl. Abb. 4.23). Dafu¨r
ist dieser bei optischen und geometrischen KS-Gro¨ßen um so ho¨her. Auf einen Schwell-
wert gestu¨tzte Gro¨ßen sind generell problematisch zu bewerten. So ist das auch mit der
Querschnittsﬂa¨che F , die schon wegen ihrer Deﬁnition von den Gitterpunktabsta¨nden
abha¨ngig ist.
Eine Aba¨nderung der geometrischen Breite in der Eiskristall-Gro¨ßenverteilung beim Auf-
bau einer Simulation zeigt im Unterkapitel 4.1.1 zwar eine Auswirkung auf die Sublimation
der Eispartikel (s. Abb. 4.2(b)), jedoch ist dies vollsta¨ndig auf Vorga¨nge in der Wirbelpha-
se zuru¨ckzufu¨hren. Der Verlauf der verdampften Eiskristalle vera¨ndert sich in der Disper-
sionsphase nicht. Im Großen und Ganzen sind die Abweichungen der optischen und mi-
krophysikalischen Gro¨ßen in Relation zu den weiteren physikalischen Sensitivita¨tsstudien
hier als am Geringsten zu bewerten. Die Variationsbreite der Ergebnisse des Turbulenz-
verschiebungstests (Kap. 4.1.2) liegen etwa in der Gro¨ßenordnung des Maschenweitentests
ohne dem Einbezug des Aufgleitszenarios.
Einen besonders großen Eﬀekt auf den KS-Lebenszyklus haben bestimmte meteorologische
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Atmospha¨renparameter. ImWesentlichen bestimmt die vertikale Windscherung in Kombi-
nation mit der Entwicklung der relativen Feuchte u¨ber Eis in der Umgebung des Kondens-
streifens die KS-Lebenszeit. Langlebige Kondensstreifen sind von den eisu¨bersa¨ttigten Re-
gionen in der oberen Tropospha¨re abha¨ngig. Mit zunehmender Windscherung verbreitert
sich der KS schneller und erreicht ho¨here Eismassen sowie Gesamtextinktionen. Gleitet
jetzt ein Kondensstreifen zusa¨tzlich mit konstanter Geschwindigkeit mit einer Luftschicht
auf, fu¨hrt ein weiter beschleunigtes Wachstum der KS-Teilchen zu einem U¨berhandnehmen
der Sedimentation, was die Lebenszeit eines Kondensstreifens wieder verringert. Enden un-
terschiedliche Aufgleitszenarien in der gleichen Wasserdampf-Eisu¨bersa¨ttigung, verla¨ngert
anscheinend eine Zunahme der Windscherung die KS-Lebenszeit (vgl. Abbildungen der
Gesamtextinktionen in Kap. 4.1.3). Der Schlu¨sselfaktor beim Zerfall der langlebigen Kon-
densstreifen sind Sedimentationsprozesse.
Im LCM-Ansatz ist der Aggregationsprozess beru¨cksichtigt. Trotz einer hohen Aggrega-
tionseﬃzienz (Eagg = 0.75) hat die Kondensstreifenentwicklung im Rahmen dieser Stu-
die nur im scherungsfreien Fall einen quantiﬁzierbar anderen Verlauf. Schaut man sich
die zeitliche Entwicklung der Gesamtextinktion u¨ber 10 Stunden bei verschiedenen wsyn-
Szenarien an, so versta¨rkt Aggregation die qulitative Klimawirksamkeit (Verla¨ngerung der
Lebenszeit). Sobald aber vertikale Windscherung die KS-Teilchen (SIPs) horizontal ver-
teilt und eine Verdu¨nnung der EK-Konzentrationen eintritt, verliert die Aggregation an
Bedeutung fu¨r die Gesamtextinktion oder Breite der Kondensstreifen. Je ra¨umlich kom-
pakter der Kondensstreifen in der Dispersionphase bleibt, desto ha¨uﬁger schneiden sich
SIP-Trajektorien. Damit steigt die Wahrscheinlichkeit fu¨r eine erfolgreiche Aggregation
unter den Eispartikeln. Sogar der mittlere EK-Durchmesser wird kaum durch die Aggre-
gation im Kondensstreifen vera¨ndert. Beispielsweise hat eine Turbulenzverschiebung einen
gro¨ßeren Einﬂuss auf den mittleren Durchmesser der KS-Teilchen als die Aggregationsstu-
die ohne Windscherung. Dennoch kann der relative Anteil an Eiskristallaggregaten zu den
einzelnen noch vorhandenen Eiskristallen (EK-Monomere) am Ende der Dispersionsphase
erheblich sein (bis zu 65%, s. Kap. 4.1.4).
Wesentlich sta¨rker beeinﬂusst die anfa¨ngliche SIP-Anzahl Nsip,0 alle analysierten KS-
Bereiche, wenn Aggregation mit beru¨cksichtigt wird. Die Menge der zu einem Zeit-
punkt vorhandenen EK-Aggregate reagiert sehr sensitiv (ohne erkennbare Ausbildung
eines Sa¨ttigungszustandes) auf die SIP-Anzahl, obwohl mit einem speziell angepassten
Hybrid-Algorithmus gearbeitet wurde.
5.2 Wissenschaftlicher Ausblick
Wie mit vielen Beispielen demonstriert wurde ist das EULAG–LCM Modellsystem bes-
tens dafu¨r geeignet, Kondensstreifen in der Dispersionsphase zu simulieren und zu unter-
suchen. In dieser Arbeit wurden die Simulationen aus 2-D Vorabsimulationen der Wirbel-
phase (BULK-Ansatz) gestartet. Man ist aber bereits dazu u¨bergegangen, Simulationen
der Wirbelphase mit dem LCM-Ansatz durchzufu¨hren (Unterstraßer und So¨lch, 2010).
Nun liegt es auf der Hand, diese mo¨glicherweise besseren Initialisierungsdaten fu¨r die dar-
auﬀolgenden KS-Entwicklungsstufe zu verwenden. Man benutzt dieselben Modellgrund-
versionen fu¨r die KS-Simulationen der Wirbel- und Dispersionsphase und umgeht die
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Generierung der Simulationspartikel aus den IWC und N Feldern des BULK-Modells.
Zudem bleibt das mikrophysikalische Schema beim U¨bergang der Entwicklungsstufen er-
halten.
KS-Simulationen, die bisher betrachtet werden, unterliegen teils sehr starken Idealisie-
rungen. Daher ist es wu¨nschenswert, realistischere (z. B. meteorologische) Bedingun-
gen in den Modellen zu verwenden. Anstatt linearer Windscherungproﬁle ko¨nnte man
auch real gemessene Proﬁle verwenden, wie sie typischerweise in der UTLS auftre-
ten. Da der KS-Lebenszyklus wesentlich von der Feuchteentwicklung abha¨ngt, sollten
zusa¨tzlich zu idealisierten synoptisch-skaligen Hebungsprozessen realita¨tsgetreue Lebens-
zyklen eisu¨bersa¨ttigter Regionen im EULAG–LCM Modell implementiert werden.
In weiterfu¨hrenden wissenschaftlichen Arbeiten sollte beim Auftreten hoher Wasser-
dampfeisu¨bersa¨ttigungen in der Umgebung der Kondensstreifen die Wechselwirkung mit
natu¨rlich gebildeten Zirren Beru¨cksichtigung ﬁnden. Die Wechselwirkung mehrerer KS
in KS-Clustern wird aktuell analysiert. Neben der Betrachtung vieler KS horizontal
nebeneinander auf ein und der selben Flugho¨he ist es auch denkbar, Kondensstreifen
u¨bereinander sowie nebeneinander (vgl. Abb. 1.4(a)) und zu verschiedenen Zeitpunkten
im Modellgebiet zu initialisieren. Schließlich ﬂiegen Flugzeuge in Wirklichkeit auch selten
zur gleichen Zeit exakt parallel nebeneinander oder u¨bereinander. Eventuell sind dafu¨r
auch zuku¨nftig 3-D Simulationen der Dispersionsphase in Erwa¨gung zu ziehen.
Bislang wurde der Einﬂuss des Flugzeutypus auf die Entwicklung langlebiger Kondens-
streifen unzureichend untersucht. Da es viele unterschiedliche Flugzeugtypen gibt und
eventuell ebenso viele unterschiedliche Kondensstreifen, sollte dieser Aspekt genauer stu-
diert werden. Die dabei relevanten physikalischen Gro¨ßen der Flugzeuge ko¨nnten das Ge-
wicht, die Flu¨gelspannweite, die Anzahl der Triebwerke oder der Kerosinverbrauch sein.
Anhang A
Zusa¨tzliches
Pra¨dominanter Eiswassergehalt
Im Gegensatz zur Graﬁk 3.10(a) in Kapitel 3.3.1 ist fu¨r die Abbildung A.1 eine Gla¨ttung
des IWC Feldes durchgefu¨hrt worden. Mit der IDL Funktion smooth ist es mo¨glich, einen
Vektor mit einer Rechtecksmittelung (boxcar average), deren Breite eingestellt werden
kann, zu gla¨tten. Fu¨r den zeitlichen Verlauf von IWCpra¨ macht solch eine Gla¨ttung nur
fu¨r die beiden Raumdimensionen (x- und z-Richtung) Sinn. Zeitlich wurde nicht gegla¨ttet,
was man immer noch an dem Kurvensprung beim U¨bergang zur Teil2-Simulation sehen
kann. Bei beiden BAW (boxcar average width) Werten macht sich eine merkliche Verbes-
(a) BAW = 5 (b) BAW = 9
Abb. A.1: Modellvergleich fu¨r pra¨dominanten Eiswassergehalt IWCpra¨ bei verschiedenen rela-
tiven Feuchten RH∗i im zeitlichen Verlauf. Linke Graﬁk: Ra¨umliche IWC-Gla¨ttung mit ”
box-
car average width“ BAW = 5. Rechte Graﬁk: Ra¨umliche IWC-Gla¨ttung mit enquoteboxcar
average width BAW = 9. Relative Feuchten und Modell sind durch Farbe und Linienmuster
charakterisiert, s. Tabelle 3.1.
serung des IWCpra¨ Verlaufs fu¨r die LCM-Simulationen bemerkbar. Zumindest beﬁnden
sich jetzt die Modellwerte der jeweiligen Feuchtefa¨lle in der selben Gro¨ßenordnung. Was
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einen quantitativen Vergleich vereinfacht. Auch der Funktionssprung im LCM-Ergebnis
hat sich deutlich reduziert und zwar auf 20% (Faktor 1.2) bei BAW = 5 (Abb. A.1(a))
und sogar auf nur 10% (Faktor 1.1) bei BAW = 9 (Abb. A.1(b)). Diesmal ist der An-
stieg nach 2000 s zwar noch vorhanden, im Gegensatz zum Ergebnis jedoch ohne Gla¨ttung
schon deutlich schwa¨cher. Mit Erho¨hung des BAW Werts reduzieren sich auch die IWCpra¨
Simulationsdiﬀerenzen fu¨r die Modellla¨ufe. Die Tendenz bleibt aber a¨hnlich zu den in Ka-
pitel 3.3 diskutierten IWCpra¨ Kurven, denn ab Simulationszeiten zwischen 3000 - 4000 s
liefern die EULAG–LCM Simulationen fu¨r relative Feuchten u¨ber Eis zwischen 105% und
130% bei TF = 217K und s = 0 konstant ho¨here Datenwerte. Maximale Unterschiede
erreichen einen Faktor 2 (z. B. braune Kurven in Abb. A.1 nach tdisp = 7000 s).
Der Sprung im mittleren IWC Wert bei der Berechnung aus den IWC-Daten einer LCM-
Simulation tritt nicht wegen der Gebietsvergro¨ßerung zu Beginn der Teil2-Simulation auf,
sondern nur bei einhergehenden Vera¨nderungen der Maschenweiten (dx, dz). Die Ver-
gro¨ßerung der Maschenweite hat zur Folge, dass weniger lokale Maxima des Eiswasserge-
halts in Gitterboxen der Wolkengebiete, mit einer sta¨rkeren Gewichtung in der Berech-
nung von IWCpra¨ (Gleichung (3.3)), einﬂießen. Darum reduziert sich der IWCpra¨ Wert.
Nachdem sich das neue System wieder eingespielt hat, erreichen die durchgezogenen Kur-
ven in den Abbildungen 3.10(a), 3.14(a) und A.1 in etwa wieder die Ausgangsho¨he, wie
zum Ende der Teil1-Simulationen. Jetzt wird auch versta¨ndlich, warum eine Gla¨ttung
der IWC-Felder eine Verbesserung der Situation bewirkt. Eine Gla¨ttung verringert den
Gradienten im pyhsikalischen Feld, sodass daraufhin die Maxima weniger lokal begrenzt
in den Gitterboxen auftreten.
Weiterfu¨hrende Abbildung zu Kapitel 4.1.3
(a) (b)
Abb. A.2: Ho¨henbeschra¨nkte Gesamtextinktionen im zeitlichen Verlauf bis 38000 s. Dargestellt
sind alle Simulationen der Tabelle 4.4 aufgeteilt auf zwei Ho¨henbereiche von HF bis HF −
400m (links) und bis HF − 800m (rechts) mit entsprechender Legende.
Symbol- und Abku¨rzungsverzeichnis
Lateinische Symbole
Symbol Deﬁnition Einheit
A Projizierte Eispartikelﬂa¨che µm2
BExt Kondensstreifenbreite bzgl. der Extinktion km
BOD Kondensstreifenbreite bzgl. der optischen Dicke km
CC Cunningham-Korrekturfaktor -
CCFL Courant-Friedrichs-Lewy-Zahl -
CL Widerstandsbeiwert -
cp Speziﬁsche Wa¨rmekapazita¨t bei konstantem Druck J kg
−1K−1
D Mittlerer EK-Durchmesser µm
~D Diﬀusionskoeﬃzienten -
dNtot Totale Anzahlkonzentration reiner EKs pro La¨ngenbinbreite -
Dv Diﬀusionskoeﬃzient fu¨r Wasserdampf in der Atmospha¨re m
2 s−1
dxW Horizontale Gitterweite bei Wirbelphasensimulation m
dx1, dz1 Gitterpunktabsta¨nde in Teil1-Simulationen m
dx2, dz2 Gitterpunktabsta¨nde in Teil2-Simulationen m
dzW Vertikale Gitterweite bei Wirbelphasensimulation m
E Gesamtextinktion eines KS m
Eapp Approximierte Gesamtextinktion eines KS m
Eagg Aggregationseﬃzienz -
EC Kollisionseﬃzienz -
ES Sticking-Eﬃzienz -
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F KS-Querschnittsﬂa¨che km2
f Coriolisparameter s−1
f1 Molekularer Transferfaktor von H2O Moleku¨le -
f2 Ventilationsfaktor -
g Erdbeschleunigung m s−2
H Vertikale KS-Ausdehnung m
HF Vertikale Position des Flugzeugs im Modellgebiet m
IAGG Variable zur Speicherung der EK-Kollisionen -
IWC Ice water content, Eiswassergehalt mgm−3
IWCpra¨ Pra¨dominanter Eiswassergehalt mgm
−3
~k Einheitsvektor in vertikaler Richtung -
Kij Stoßratenmatrix -
L Eispartikella¨nge µm
LS Latente Wa¨rme der Sublimation J kg
−1
Lx1 Gebietsbreite in Teil1-Simulation m
Lx2 Gebietsbreite in Teil2-Simulation m
Lz1 Gebietsho¨he in Teil1-Simulation m
Lz2 Gebietsho¨he in Teil2-Simulation m
m Mittlere EK-Masse kg
m0 Medianmasse kg
m Massen-Gro¨ßen Relation der EKs -
MF Flugzeuggewicht kg
mi Eiskristallmasse kg
mi,SIP Eismasse in einem SIP kg
N Eiskristallanzahl pro Flugmeter 1012 ·m−1
N0 Eiskristallanzahlkonzentration bei Modellinitialisierung 10
12 ·m−1
Nagg Anzahl der EK-Aggregate -
NB Brunt-Va¨isa¨la¨-Frequenz s
−1
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∑
Ncol Summe der kollidierenden Eiskristalle -
Nh Horizontal auﬁntegrierte EK-Anzahl -
Ni EK-Anzahlkonzentration pro Gitterbox -
Nsed Sedimentierte EK-Anzahl -
NSIM Anzahl SIPs pro Gitterbox -
Nskal Skalierungsfaktor bei Aggregation -
Nsed Sublimierte EK-Anzahl -
Nu Untere Anzahlbeschra¨nkung fu¨r Nagg -
p Luftdruck Pa
p0 Umgebungsluftdruck hPa
QH Erwa¨rmungsrate durch Freisetzung latenter Wa¨rme K s
−1
qi Wolkeneis-Mischungsverha¨ltnis kg kg
−1
QR Strahlungsbedingte Erwa¨rmungsrate K s
−1
qv Wasserdampf-Mischungsverha¨ltnis kg kg
−1
r EK-Radius µm
r0,init EULAG Modellparameter zur Bestimmung von σm -
Rd Speziﬁsche Gaskonstante fu¨r trockene Luft J kg
−1K−1
Re Reynoldszahl -
RFcc Strahlungsantrieb durch KS-Zirren mWm
−2
RFcl Strahlungsantrieb durch lineare KS mWm
−2
RH Relative Feuchte bzgl. Wasserﬂa¨che %
RHi Relative Feuchte bzgl. Eisﬂa¨che %
RH∗i Relative Feuchte bzgl. Eisﬂa¨che in der Umgebung %
RHi,crit Homogener Nukleationsfeuchteschwellwert bzgl. Eis %
RL Lagrange’scher Autokorrelationskoeﬃzient -
RNL EULAG Modellparameter zur Steuerung der SIP-Anzahl -
Rv Speziﬁsche Gaskonstante fu¨r feuchte Luft J kg
−1K−1
s Vertikale Windscherung m s−1 km−1
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Si Eisu¨bersa¨ttigung des Wasserdampfes %
t Zeit s
∆t Diskreter Zeitschritt s
∆t1 Simulationszeitschritt in Teil1-Simulationen s
∆t2 Simulationszeitschritt in Teil2-Simulationen s
tdisp KS-Simulationszeit in Dispersionsphase s
tsim1 Simulationszeit in Teil1-Simulationen s
tsim2 Simulationszeit in Teil2-Simulationen s
T Temperatur ◦C
Te Umgebungstemperatur K
TF Flugho¨hentemperatur K
TSA Schwellwerttemperatur nach Schmidt-Appleman-Kriterium K
Ts Eiskristalloberﬂa¨chentemperatur K
~u Horizontaler Windvektor m s−1
u˜i Unaufgelo¨ste Geschwindigkeitsﬂuktuationen m s
−1
umax Maximale Windgeschwindigkeit im Modell m s
−1
v0(m) Sedimentationsgeschwindigkeit als Funktion der EK-Masse m s
−1
VGB Volumen einer Gitterbox m
3
wsyn Synoptische Aufgleitgeschwindigkeit cm s
−1
Wt,syn Aufgleitzeitintervall -
X Best-Zahl -
x Horizontale Koordinate m
∆x Diskreter Ortsschritt m
~xSIP,i Ortsvektor von einem SIP -
z Vertikale Koordinate m
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Griechische Symbole
Symbol Deﬁnition Einheit
α Sublimationsparameter -
αv Massenakkomodationskoeﬃzient -
γ(m), δ(m) Parameterfunktionen fu¨r v0(m) -
ε Eddy-Dissipationsrate m2 s−3
ηs Dynamische Viskosita¨t der Luft kgm
−1 s−1
θ Potentielle Temperatur K
θd Dichtegewichtete potentielle Temperatur K
λv Mittlere freie Wegla¨nge m
ξ Zufallszahl -
ρ Dichte der Luft kgm−3
ρb Bulkeisdichte kgm
−3
ρs,i Sa¨ttigungswasserdampfkonzentration bzgl. Eis kgm
−3
ρv Wasserdampfkonzentration kgm
−3
σm Geometrische Breite in der Log-Normalverteilung der Eiskristalle -
τ Optische Dicke -
τ0 Sichtbarkeitsschwellwert 0.03
τhor Optische Dicke entlang horizontaler Sichtachse -
τL Lagrange’sche Zeitskala fu¨r Fluide s
τpra¨ Pra¨dominante optische Dicke -
χ Strahlungsextinktion m−1
χ0 Extinktionsschwellwert 1 · 10−5m−1
~Ψ Stromfunktionsvektor -
Ωij Kollisionswahrscheinlichkeit zweier Eiskristalle -
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Abku¨rzungen
AIC Aviation-induced cloudiness
ARM IOP Atmospheric Radiation Measurement, Intensive Operational Period
AVHRR Advanced Very High Resolution Radiometer
BAW Boxcar Average Width
CCMod Contrail-cirrus module
CIAP Climate Impact Assessment Program
CoCiP Contrail Cirrus Prediction Tool
CONCERT Contrail and Cirrus Experiment
DKRZ Deutsches Klimarechenzentrum
DLR Deutsches Zentrum fu¨r Luft- und Raumfahrt
ECHAM Globales atmospha¨risches Zirkulationsmodell
EK Eiskristall
EULAG Eulerian/semi- Lagrangian ﬂuid solver
FALCON DLR-Forschungsﬂugzeug
Flops Floating-point operations per second
GV Gro¨ßenverteilung
HA Hybrid-Aggregationsalgorithmus
HALO DLR High Altitude and LOng Range Research Aircraft
HPC High-Performance Computing
IDL Interactive Data Language
IPA Institut fu¨r Physik der Atmospha¨re
IPCC Intergovernmental Panel on Climate Change
IR Langwelliges Strahlungsspektrum (infrared)
IT Informationstechnik
KS Kondensstreifen
KS-Zirrus Kondensstreifen-Zirrus
LCM Lagrangian Cirrus Module
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LES Large Eddy Simulation
LIDAR Light Detection and Ranging
LOSU Level of scientiﬁc understanding
MPDATA Multidimensional Positive Deﬁnite Advection Transport Algorithm
NASA National Aeronautics and Space Administration
NOAA National Oceanic and Atmospheric Administration
PA Partikel-Partikel-Aggregationsalgorithmus
PC Personal Computer
RADAR Radio Detection and Ranging
SI Nahinfraroter Wellenla¨ngenbereich (infrared)
SIP Simulationspartikel
SUCCESS Subsonic Aircraft: Contrail and Cloud Eﬀects Special Study
SW Schwellwert; Kurzwelliger Wellenla¨ngenbereich (shortwave)
TKE Turbulente kinetische Energie
UTLS Upper Troposphere, Lower Stratosphere
VIS Sichtbarer Wellenla¨ngenbereich (visible)
WMO World Meteorological Organization
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