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Abstract
A new smoothing function for the second-order cone programming is given by smoothing the symmetric perturbed
Fischer–Burmeister function. Based on this new function, a one-step smoothing Newton method is presented for solving the
second-order cone programming. The proposed algorithm solves only one linear system of equations and performs only one line
search at each iteration. This algorithm does not have restrictions regarding its starting point and is Q-quadratically convergent.
Numerical results suggest the effectiveness of our algorithm.
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1. Introduction
The second-order cone programming (SOCP) problem is to minimize or maximize a linear function over the
intersection of an affine space with the Cartesian product of a finite number of second-order cones. The SOCP problem
has wide range of applications in many fields, such as engineering, control and so on [8,9]. In this paper we consider
the following SOCP problem
(P) min
{
n∑
i=1
cTi xi :
n∑
i=1
Ai xi = b, xi ∈ Ki , i = 1, . . . , n
}
, (1)
where Ai ∈ Rm×ki , ci ∈ Rki , i = 1, . . . , n, and b ∈ Rm are the data, xi ∈ Ki , i = 1, . . . , n, are the variables and the
set Ki , i = 1, . . . , n, is the second-order cone (SOC) of dimension ki . The SOC Ki is defined as
Ki = {xi = (xi0, xi1) ∈ R × Rki−1 : xi0 − ‖xi1‖ ≥ 0},
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where ‖ · ‖ refers to the Euclidean norm. It is easy to verify that the SOC Ki is self-dual, that is
Ki = K ∗i = {si ∈ Rki : sTi xi ≥ 0, ∀xi ∈ Ki }.
Thus the dual of problem (1) [1] is
(D) max
{
bT y : ATi y + si = ci , si ∈ Ki , i = 1, . . . , n
}
, (2)
where si ∈ Ki , i = 1, . . . , n, are the slack variables, and y ∈ Rm is the variable. Define
k = k1 + · · · + kn, K = K1 × · · · × Kn,
A = (A1, . . . , An) ∈ Rm×k, c = (c1, . . . , cn) ∈ Rk,
x = (x1, . . . , xn) ∈ K , s = (s1, . . . , sn) ∈ K ,
where we write x = (x1, . . . , xn) instead of x = (xT1 , . . . , xTn )T. Then problems (P) and (D) can be simply written as
(P) min{cTx : Ax = b, x ∈ K },
(D) max{bT y : AT y + s = c, s ∈ K }.
Without loss of generality we may assume that n = 1 and k = k1 in the following analysis, since our analysis can
be easily extended to the general case.
The set of strictly feasible solutions of (1) and (2) are
F0(P) = {x : Ax = b, x ∈ K 0},
F0(D) = {(y, s) : AT y + s = c, s ∈ K 0},
respectively, where
K 0 = {x = (x0, x1) ∈ R × Rk−1 : x0 − ‖x1‖ > 0}.
Throughout this paper, we assume that F0(P) × F0(D) 6= ∅. Under this assumption, it can be shown that both (1)
and (2) have optimal solutions and their optimal values coincide [1].
Recently smoothing Newton methods (non-interior continuation methods) [3,6,12,13,15] have attracted a lot of
attention partially due to their superior numerical performances. However, some algorithms [3,12] depend on the
assumptions of uniform nonsingularity and strict complementarity. Without the uniform nonsingularity assumption,
the algorithm given in [15] usually needs to solve two linear systems of equations and to perform at least two
line searches per iteration. Lastly, Qi, Sun and Zhou [13] proposed a class of new smoothing Newton methods for
nonlinear complementarity problems and box constrained variational inequalities under a nonsingularity assumption.
The method in [13] was shown to be locally superlinearly/quadratically convergent without strict complementarity.
Moreover, the smoothing methods available are mostly for solving the complementarity problems [3,6,12,13], but
there is little work on smoothing methods for the SOCP.
In this paper, we introduce a new smoothing function by smoothing the symmetric perturbed Fischer–Burmeister
function [5] for the SOCP. Based on this smoothing function, we propose a one-step smoothing Newton method for
the SOCP by modifying and extending the method of Qi, Sun and Zhou [13]. It is shown that our algorithm has the
following good properties:
(i) the algorithm can start from an arbitrary point;
(ii) the algorithm needs to solve only one linear system of equations and perform only one line search at each
iteration;
(iii) if an accumulation point of the iteration sequence satisfies a nonsingularity assumption, then the
iteration sequence converges to the accumulation point globally and locally Q-quadratically without strict
complementarity.
The organization of this paper is as follows. In Section 2, we present some preliminaries and introduce a new
smoothing function for the SOCP with good properties. In Section 3, a one-step smoothing Newton method is
proposed for solving the SOCP. We analyze the global convergence and locally Q-quadratic convergence properties
of our algorithm in Section 4. Numerical results are given in Section 5.
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In what follows, Rk (respectively, R) denotes the space of k-dimensional real column vectors (respectively, real
numbers). The set of all m × k matrices with real entries is denoted by Rm×k . We denote the positive orthant of R
by R++. ‖ · ‖ denotes the Euclidean norm defined by ‖x‖ :=
√
xTx for a vector x . For simplicity, we often use
x = (x0, x1) for the column vector x = (x0, xT1 )T. For any α, β ∈ R++, α = O(β) (respectively, α = o(β)) means
that α/β is uniformly bounded (respectively, tends to zero) as β → 0.
2. A smoothing function and preliminaries
First, we recall the Euclidean Jordan algebra associated with the SOC and some useful definitions. Next, we
introduce a smoothing function for the SOCP by smoothing the symmetric perturbed Fischer–Burmeister function.
The smoothing function is shown to possess some desirable properties, which can be used to develop and analyze our
smoothing Newton method.
Smoothing Newton methods for the SOCP are based on the Euclidean Jordan algebra associated with the SOC [1,
4]. The Euclidean Jordan algebra for the SOC K is the algebra defined by
x ◦ s = (xTs, x0s1 + s0x1), ∀x, s ∈ Rk,
with e = (1, 0, . . . , 0) ∈ Rk being its unit element. Given an element x ∈ Rk , we define
Lx =
(
x0 x
T
1
x1 x0 I
)
,
where I represents the (k−1)× (k−1) identity matrix. It is easy to verify that x ◦ s = Lx s for any s ∈ Rk . Moreover,
Lx is symmetric positive definite (and hence invertible) if and only if x ∈ K 0.
Now we give the spectral factorization of vectors in Rk associated with the SOC K . Let x = (x0, x1) ∈ R× Rk−1.
Then x can be decomposed as
x = λ1u(1) + λ2u(2),
where λ1, λ2 and u(1), u(2) are the spectral values and the associated spectral vectors of x given by
λi = x0 + (−1)i‖x1‖,
u(i) =

1
2
(
1, (−1)i x1‖x1‖
)
if x1 6= 0,
1
2
(1, (−1)iω) otherwise,
for i = 1, 2, with any ω ∈ Rk−1 such that ‖ω‖ = 1.
By using the spectral factorization, a scalar function can be extended to a function for the SOC. For any x ∈ Rk ,
we define
x2 = λ21u(1) + λ22u(2).
Since both eigenvalues of any x ∈ K are nonnegative, we define
√
x = √λ1u(1) +√λ2u(2).
Next, let us introduce a smoothing function. In [5], it has been shown that the Fischer–Burmeister function
φ0 : Rk × Rk → Rk defined by
φ0(x, s) = x + s −
√
x2 + s2
satisfies
φ0(x, s) = 0⇔ x ◦ s = 0, x ∈ K , s ∈ K . (3)
We note that φ0 is typically nonsmooth. By smoothing the symmetric perturbed φ0, we obtain the vector-valued
function φ : Rk × Rk × R→ Rk defined as
φ(x, s, µ) = (1+ µ)(x + s)−
√
(x + µs)2 + (µx + s)2 + 2µ2e, (4)
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whereµ is a real parameter. As we will show, φ is strongly semismooth everywhere. This property plays a fundamental
role in the analysis of the quadratic convergence of our smoothing Newton method.
Semismoothness is a generalization concept of smoothness, which was originally introduced in [10] for functionals
and extended to vector-valued functions in [11]. Semismooth functions include smooth functions, piecewise smooth
functions, and convex and concave functions. The composition of (strongly) semismooth functions is still a (strongly)
semismooth function [10].
Definition 2.1. Suppose that G : Rm → Rn is locally Lipschitz continuous around x ∈ Rm . G is said to be
semismooth at x if G is directionally differentiable at x and for any V ∈ ∂G(x +4x),
G(x +4x)− G(x)− V (4x) = o(‖4x‖),
where ∂G stands for the generalized Jacobian of G in the sense of Clarke [2]. G is said to be p-order (0 < p < ∞)
semismooth at x if G is semismooth at x and
G(x +4x)− G(x)− V (4x) = O(‖4x‖1+p).
In particular, G is said to be strongly semismooth at x if G is said to be 1-order semismooth at x .
A function G : Rm → Rn is said to be a semismooth (respectively, p-order semismooth) function if it is
semismooth (respectively, p-order semismooth) everywhere in Rm .
The concept of a smoothing function of a nondifferentiable function was introduced by Hayashi, Yamashita and
Fukushima [7]. In fact, we can prove that the function φ(x, s, µ) given by (4) is a smoothing function of φ0(x, s).
Thus, we can solve a family of smoothing subproblems φ(x, s, µ) = 0 for µ > 0 and obtain a solution of φ0(x, s) = 0
by letting µ ↓ 0.
Definition 2.2. For a nondifferentiable function h : Rm → Rn , we consider a function hµ : Rm → Rn with a
parameter µ > 0 that has the following properties:
(i) hµ is differentiable for any µ > 0;
(ii) limµ↓0 hµ(x) = h(x) for any x ∈ Rm .
Such a function hµ is called a smoothing function of h.
In the following theorem, we show that the function φ given in (4) is a smoothing function of φ0(x, s).
Theorem 2.3. (i) φ is globally Lipschitz continuous and strongly semismooth everywhere. Moreover, φ is continuously
differentiable at any (x, s, µ) ∈ Rk × Rk × R++ with its Jacobian
φ′(x, s, µ) =
 (1+ µ)I − L−1w (Lw1 + µLw2)(1+ µ)I − L−1w (µLw1 + Lw2)
x + s − L−1w (Lw1s + Lw2 x + 2µe)
 , (5)
where
w1 := w1(x, s, µ) = x + µs, w2 := w2(x, s, µ) = µx + s,
w := w(x, s, µ) =
√
w21 + w22 + 2µ2e.
(ii) limµ↓0 φ(x, s, µ) = φ0(x, s) for any (x, s) ∈ Rk × Rk . Thus, φ is a smoothing function of φ0.
Proof. By Theorem 3.2 in [14], it is not difficult to show that φ is globally Lipschitz continuous, strongly semismooth
everywhere and continuously differentiable at any (x, s, µ) ∈ Rk × Rk × R++. Now we prove (5). For any
(x, s, µ) ∈ Rk × Rk × R++, we have w ∈ K 0 and therefore Lw is invertible. From the definition of w, we get
w2 = w21 + w22 + 2µ2e.
By finding the derivative on both sides of the last relation, we obtain
w′(x, s, µ) =
 L−1w (Lw1 + µLw2)L−1w (µLw1 + Lw2)
L−1w (Lw1s + Lw2 x + 2µe)
 .
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Then, by the chain rule for differentiation, we have the desired Jacobian formula. 
Next we prove (ii). For any x = (x0, x1) and s = (s0, s1) ∈ R × Rk−1, it follows from the spectral factorization of
w2 that
φ(x, s, µ) = (1+ µ)(x + s)− (√λ1(µ)u(1)(µ)+√λ2(µ)u(2)(µ)),
where
λi (µ) = ‖w1‖2 + ‖w2‖2 + 2µ2 + 2(−1)i‖v(µ)‖, i = 1, 2,
u(i)(µ) =

1
2
(
1, (−1)i v(µ)‖v(µ)‖
)
, if v(µ) 6= 0
1
2
(1, (−1)iω), otherwise
i = 1, 2,
v(µ) = (x0 + µs0)(x1 + µs1)+ (µx0 + s0)(µx1 + s1),
with ω ∈ Rk−1 being an arbitrary vector satisfying ‖ω‖ = 1. In a similar way, we can also obtain
φ0(x, s) = x + s − (
√
λ1u
(1) +√λ2u(2)),
where
λi = ‖x‖2 + ‖s‖2 + 2(−1)i‖v‖, i = 1, 2,
u(i) =

1
2
(
1, (−1)i v‖v‖
)
, if v 6= 0
1
2
(1, (−1)iω), otherwise
i = 1, 2,
v = x0x1 + s0s1,
with ω ∈ Rk−1 such that ‖ω‖ = 1. Since limµ↓0 v(µ) = v, we consider the following two cases:
Case (i) If v 6= 0, then
lim
µ↓0 λi (µ) = λi , limµ↓0 u
(i)(µ) = u(i), i = 1, 2.
Hence limµ↓0 φ(x, s, µ) = φ0(x, s).
Case (ii) If v = 0, we have
v(µ) = 0, λi = ‖x‖2 + ‖s‖2,
u(i) = 1
2
(1, (−1)iω), i = 1, 2,
with any ω ∈ Rk−1 such that ‖ω‖ = 1. Then
lim
µ↓0
√
λ1(µ)u
(1)(µ)+√λ2(µ)u(2)(µ) = √‖x‖2 + ‖s‖2u(1)(µ)+√‖x‖2 + ‖s‖2u(2)(µ)
=
√
‖x‖2 + ‖s‖2e
=
√
‖x‖2 + ‖s‖2u(1) +
√
‖x‖2 + ‖s‖2u(2)
= √λ1u(1) +√λ2u(2),
and hence limµ↓0 φ(x, s, µ) = φ0(x, s).
Therefore, it follows from (i) and Definition 2.2 that φ is a smoothing function of φ0.
3. Algorithm description
Based on the smoothing function (4) introduced in the previous section, we propose a one-step smoothing Newton
method for the SOCP. Under suitable assumptions, we show the well-definedness of our algorithm.
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Let z := (x, y, µ) ∈ Rk × Rm × R. By using the smoothing function (4), we define the function H : Rk+m+1 →
Rm+k+1 by
H(z) :=
b − Axφ(z)
µ
 , (6)
where φ(z) := φ(x, c − AT y, µ). In view of (3) and (6), z∗ := (x∗, y∗, µ∗) is a solution of the system H(z) = 0 if
and only if (x∗, y∗, c − AT y∗) solves the optimality conditions [1]
Ax = b, x ∈ K ,
AT y + s = c, s ∈ K ,
x ◦ s = 0.
(7)
It is well-known that problems (1) and (2) are equivalent to (7) in the sense that their solutions are coincident [1].
Therefore, z∗ is a solution of H(z) = 0 if and only if (x∗, y∗, c − AT y∗) is the optimal solution of (1) and (2). Then
we apply Newton’s method to the nonlinear system of equations H(z) = 0.
Let γ ∈ (0, 1) and define the function ρ : Rk+m+1 → R+ by
ρ(zk) := γ ‖H(zk)‖min{1, ‖H(zk)‖}.
Then we give a formal description of our algorithm.
Algorithm 3.1 (A One-Step Smoothing Newton Method). Step 0 Choose constants δ, σ ∈ (0, 1) and µ0 ∈ R++, and
let z := (0, 0, µ0) ∈ Rk × Rm × R. Let (x0, y0) ∈ Rk × Rm be an arbitrary point and z0 := (x0, y0, µ0). Choose
γ ∈ (0, 1) such that γµ0 < 1 and γ ‖H(z0)‖ < 1. Set k := 0.
Step 1 If ‖H(zk)‖ = 0, stop. Otherwise, let ρk := ρ(zk).
Step 2 Compute ∆zk := (∆xk,∆yk,∆µk) ∈ Rk × Rm × R by
H(zk)+ H ′(zk)∆zk = ρk z. (8)
Step 3 Let lk be the smallest nonnegative integer l such that
‖H(zk + δl∆zk)‖ ≤ [1− σ(1− γµ0)δl ]‖H(zk)‖. (9)
Let λk := δlk .
Step 4 Set zk+1 := zk + λk∆zk and k := k + 1. Go to Step 1.
To analyze our algorithm, we study the Lipschitzian, strong semismoothness and differential properties of the
function H(z) given by (6). Moreover, we derive the computable formula for the Jacobian of the function H(z) and
give the condition for the Jacobian to be invertible.
Lemma 3.1. Let z := (x, y, µ) ∈ Rk × Rm × R and H : Rk+m+1 → Rm+k+1 be defined by (6). Then the following
results hold.
(i) H is globally Lipschitz continuous, strongly semismooth everywhere on Rk+m+1 and continuously differentiable
at any z := (x, y, µ) ∈ Rk × Rm × R++ with its Jacobian
H ′(z) =
 −A 0 0M(z) −N (z)AT P(z)
0 0 1
 , (10)
where
M(z) = (1+ µ)I − L−1w (Lw1 + µLw2), N (z) = (1+ µ)I − L−1w (µLw1 + Lw2),
P(z) = x + c − AT y − L−1w [Lw1(c − AT y)+ Lw2 x + 2µe],
w1 := w1(x, c − AT y, µ) = x + µ(c − AT y),
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w2 := w2(x, c − AT y, µ) = µx + (c − AT y),
w := w(x, c − AT y, µ) =
√
w21 + w22 + 2µ2e.
(ii) If A has full row rank, H ′(z) is invertible for any µ > 0.
Proof. By Theorem 2.3, it is not difficult to show that (i) holds. Now we prove (ii). Fix any µ > 0 and let
∆z := (∆x,∆y,∆µ) ∈ Rk × Rm × R be a vector in the null space of H ′(z). We will show that ∆x = 0, ∆y = 0
and ∆µ = 0. By (10), we have
A∆x = 0, ∆µ = 0,
M(z)∆x − N (z)AT∆y = 0. (11)
Applying Lw to both sides of (11) yields
LwM(z)∆x − LwN (z)AT∆y = 0. (12)
A simple calculation using the definitions of M(z) and N (z) reveals that
LwM(z) = (1+ µ)Lw − (Lw1 + µLw2),
LwN (z) = (1+ µ)Lw − (µLw1 + Lw2).
Since
w2 − (w21 + w22) = 2µ2e ∈ K 0,
Lemma 3.5 in [5] shows that both Lw−Lw1 and Lw−Lw2 are positive definite. Therefore, both LwM(z) and LwN (z)
are positive definite and hence invertible. Multiplying both sides of (12) by ∆xT(LwN (z))−1 from the left yields
∆xT(LwN (z))−1(LwM(z))∆x = 0, (13)
because A∆x = 0. Since
[(1+ µ)w]2 − [(w1 + µw2)2 + (µw1 + w2)2] = 2µ(w1 − w2)2 + 2µ2(1+ µ)2e ∈ K 0,
it follows from Lemma 3.5 in [5] that the symmetric part of (LwM(z))(LwN (z)) is positive definite. Then
∆xT(LwN (z))−1(LwM(z))∆x = ∆xT(LwM(z))(LwN (z))∆x ≥ 0,
where ∆x = (LwN (z))−1∆x . Thus, by (13) we have ∆x = 0. Then ∆x = 0 and since A has full row rank, (12)
implies ∆y = 0. Thus the null space of H ′(z) comprises only the origin, and hence H ′(z) is invertible. 
By Lemma 3.1, we can show that Algorithm 3.1 is well-defined.
Theorem 3.2. Suppose that A has full row rank. If µk > 0, then Algorithm 3.1 is well-defined for any k ≥ 0.
Proof. Since A has full row rank, it follows from Lemma 3.1 that H ′(zk) is nonsingular for any µk > 0. Hence Step 2
is well-defined at the kth iteration. Then by following the proof of Lemma 5 in [13], we can show the well-definedness
of Step 3. This completes the proof. 
4. Convergence analysis
In this section, we show that any accumulation point of the iteration sequence is a solution of the system H(z) = 0.
If the accumulation point z∗ satisfies a nonsingularity assumption, then the iteration sequence converges to z∗ locally
Q-quadratically without strict complementarity. To show the global convergence of Algorithm 3.1, we need the
following result.
Lemma 4.1. Suppose that A has full row rank and that {zk} is the iteration sequence generated by Algorithm 3.1.
Then µk ∈ R++ and zk ∈ Ω for any k ≥ 0, where
Ω =
{
z = (x, y, µ) ∈ Rk × Rm × R : µ ≥ ρ(z)µ0
}
.
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Proof. Suppose that µk > 0. It follows from (8) that
µk+1 = (1− λk)µk + λkρkµ0 > 0, (14)
which, together with µ0 > 0, implies that µk ∈ R++ for any k ≥ 0. Now we prove zk ∈ Ω for any k ≥ 0 by induction
on k. Since ρ(z0) ≤ γ ‖H(z0)‖ < 1, it is easy to see that z0 ∈ Ω . Suppose that zk ∈ Ω , and then µk ≥ ρkµ0. We
prove zk+1 ∈ Ω by considering the following two cases:
Case (i) If ‖H(zk)‖ > 1, then
ρk = γ ‖H(zk)‖. (15)
Since
ρk+1 = γ ‖H(zk+1)‖min{1, ‖H(zk+1)‖} ≤ γ ‖H(zk+1)‖,
it follows from (9), (14) and (15) that
µk+1 − ρk+1µ0 ≥ (1− λk)ρkµ0 + λkρkµ0 − γµ0‖H(zk+1)‖
≥ ρkµ0 − γµ0‖H(zk)‖
= 0. (16)
Case (ii) If ‖H(zk)‖ ≤ 1, then
ρk = γ ‖H(zk)‖2. (17)
By (9), we have ‖H(zk+1)‖ ≤ ‖H(zk)‖ ≤ 1 and hence
ρk+1 = γ ‖H(zk+1)‖2. (18)
Then from (14), (17) and (18), it follows that
µk+1 − ρk+1µ0 = (1− λk)µk + λkρkµ0 − γµ0‖H(zk+1)‖2
≥ (1− λk)ρkµ0 + λkρkµ0 − γµ0‖H(zk)‖2
= ρkµ0 − γµ0‖H(zk)‖2
= 0. (19)
Combining (16) and (19) yields that zk ∈ Ω for any k ≥ 0. 
Theorem 4.2. Suppose that A has full row rank and that {zk} is the iteration sequence generated by Algorithm 3.1.
Then, any accumulation point z∗ := (x∗, y∗, µ∗) of {zk} is a solution of H(z) = 0.
Proof. Without loss of generality, we assume that {zk} converges to z∗ as k →∞. Since {‖H(zk)‖} is monotonically
decreasing and bounded from below by zero, it follows from the continuity of H(·) that {‖H(zk)‖} converges to a
nonnegative number ‖H(z∗)‖. Then by the definition of ρ(·), we obtain that {ρk} converges to
ρ∗ := γ ‖H(z∗)‖min{1, ‖H(z∗)‖}.
On account of (8) and Lemma 4.1, we have
0 < µk+1 = (1− λk)µk + λkρkµ0 ≤ µk,
which implies that {µk} converges to µ∗. If ‖H(z∗)‖ = 0, we obtain the desired result. Suppose ‖H(z∗)‖ > 0. Since
0 < ρ∗µ0 ≤ µ∗ by Lemma 4.1, it follows from Lemma 3.1 that H ′(z∗) exists and is invertible. Hence, there exists
a closed neighborhood N (z∗) of z∗ such that for any z ∈ N (z∗) we have µ ∈ R++ and H ′(z) is invertible. For any
z ∈ N (z∗), let ∆z := (∆x,∆y,∆µ) ∈ Rk × Rm × R be the unique solution of the system of equations
H(z)+ H ′(z)∆z = ρ(z)z.
Then by following the proof of Lemma 5 in [13], we can find a positive number α ∈ (0, 1] such that
‖H(z + α∆z)‖ ≤ [1− σ(1− γµ0)α]‖H(z)‖
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Table 1
Comparison of Algorithm 3.1 and SDPT3 on SOCPs
Algorithm 3.1 SDPT3
Iteration cpu (s) Iteration cpu (s)
6 0.08 7 0.20
6 0.08 7 0.20
6 0.08 8 0.10
7 0.09 8 0.20
6 0.08 8 0.10
6 0.08 8 0.20
6 0.08 9 0.20
6 0.08 8 0.20
6 0.08 8 0.20
6 0.08 7 0.20
5 0.06 7 0.10
holds for any α ∈ [0, α] and any z ∈ N (z∗). Therefore, for a nonnegative integer l such that δl ∈ (0, α], we have for
all sufficiently large k
‖H(zk + δl∆zk)‖ ≤ [1− σ(1− γµ0)δl ]‖H(zk)‖.
For all sufficiently large k, since λk = δlk ≥ δl , it follows from (9) that
‖H(zk+1)‖ ≤ [1− σ(1− γµ0)λk]‖H(zk)‖
≤ [1− σ(1− γµ0)δl ]‖H(zk)‖.
This contradicts the fact that the sequence {‖H(zk)‖} converges to ‖H(z∗)‖ > 0. So, we complete our proof. 
Now we analyze the rate of convergence for Algorithm 3.1. To establish the locally Q-quadratic convergence of
our smoothing Newton method, we assume that z∗ satisfies the nonsingularity condition but may not satisfy the strict
complementarity.
Theorem 4.3. Suppose that A has full row rank and that z∗ is an accumulation point of the iteration sequence {zk}
generated by Algorithm 3.1. If all V ∈ ∂H(z∗) are nonsingular, then:
(i) λk ≡ 1 for all zk sufficiently close to z∗;
(ii) {zk} converges to z∗ quadratically, i.e., ‖zk+1 − z∗‖ = O(‖zk − z∗‖2); moreover, µk+1 = O((µk)2).
Proof. By using Lemma 3.1 and Theorem 4.2, we can prove the above theorem similarly as in Theorem 8 of [13]. We
omit the details for brevity. 
5. Numerical results
In this section, we have conducted some numerical experiments to evaluate the efficiency of Algorithm 3.1. All
experiments were performed on a desktop computer with Intel(R) Pentium(R) 4 CPU 3.00 GHz and 512 MB memory.
The operating system was Windows XP and the implementations were done in MATLAB 7.0.1. As the interior-point
method for the SOCP, SDPT3 solver [16] was used for comparison purpose.
We randomly generate 10 test problems with size m = 50, k = 100 and n = 1. In detail, we generate a
random matrix A ∈ Rm×k with full row rank and random vectors x ∈ K 0, s ∈ K 0, y ∈ Rm , and then let
b := Ax , c := AT y + s. Thus the generated problems (1) and (2) have optimal solutions and their optimal
values coincide, because the set of strictly feasible solutions of (1) and (2) are nonempty. Let x0 = 1.0e and
y0 = 0 ∈ Rm be initial points, where e is the unit element in K . The parameters used in Algorithm 3.1 were as
follows: µ0 = 0.01, σ = 0.25, δ = 0.75 and γ = 0.95 min{1, 1/‖H(z0)‖}. We used ‖H(z)‖ ≤ 10−6 as the stopping
criterion.
The results in Table 1 indicate that Algorithm 3.1 performs very well. We also observed similar results for other
examples.
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