Abstract-Motivated by on-chip communication, a channel model is proposed where the variance of the additive noise depends on the weighted sum of the past channel input powers. For this channel, an expression for the capacity per unit cost is derived, and it is shown that the expression holds also in the presence of feedback.
A. Channel Model
We consider the communication system depicted in Figure 1. The message M to be transmitted over the channel is assumed to be uniformly distributed over the set M = {1,..., M } for some positive integer MA. The encoder maps the message to the length-n sequence X1,... ., Xn, where n is called the block-length. Thus, in the absence of feedback, the sequence X{n is a function of the message M, i.e., X n= On5(M) for some mapping On: M -*> Rn. Here, An7 stands for Am. An, and R denotes the set of real numbers. If there is a feedback link, then Xk, k = 1,... n, is a function of the message M and, additionally, of the past channel output symbols Y1k 1, i.e., Xk = f) (M, 1k-) for some mapping )o 
Note that this channel is not stationary as the variance of the additive noise depends on the time-index k. We study the above channel under an average-power constraint on the inputs, i.e., 
In
where a is defined in (2).
Theorem 1 is proved in Section II. In Section III we briefly discuss the above channel at high SNR. Specifically, we present a sufficient and a necessary condition on the coefficients {a,} for capacity to be bounded in the SNR.
II. PROOF OF THEOREM 1
In Section 1I-A we derive an upper bound on the feedback capacity CFB(SNR), and in Section I1-B we derive a lower bound on the capacity C(SNR) in the absence of feedback. These bounds are then used in Section Il-C to derive an upper bound on CFB (0) and a lower bound on 0(0), and it is shown that both bounds are equal to 1/2. (1 + a). Together with (8) this proves Theorem 1.
A. Upper Bound
As in [2, Sec. 8.12 ], the upper bound on CFB (SNR) is based on Fano's inequality and on an upper bound on 1 I(M; Y¾n), which for our channel can be expressed, using the chain rule for mutual information, as
where we define a0 = 1. Here, the second inequality follows because conditioning cannot increase entropy and from the entropy maximizing property of Gaussian random variables [2, Thm. 9.6.5]; the next inequality follows by Jensen's inequality; the following equality by rewriting the double sum; the subsequent inequality follows because the coefficients are nonnegative which implies that E= a EV=a>O 1+ a; and the last inequality follows from the power constraint (3).
B. Lower Bound
As aforementioned, the above channel (1) it can be shown that the second term in the sum on the righthand side (RHS) of (16) 
where the first equality follows because, for our choice of input distribution, X2
... In order to evaluate the first term on the RHS of (18) 
Then, using (19) & (18) and taking expectations over X-1 we obtain, again defining ao = 1,
where the first inequality follows by the lower bound
which is a consequence of Jensen's inequality applied to the convex function 17(1 + x), E [log (I + ak-li 2 2 +Z E L±k 1X J ( J 2 7 Ei=-1C_iL+k-1 iL+1 ,J < log (I + ak-1t2/a72) for every k = 2,. . ., L; and the second inequality follows by (14) and by upper bounding a for every k = 1, . . ., L.
The final lower bound follows now by (20) and (17) lim -I ( (24) and proceed by analyzing the limiting ratio of the lower bound (21) Returning to the analysis of (21), we obtain from (24) and (25) 
The claim (25) follows then by upper bounding
and by (27) . In order to prove (28) For example, when {aa} is a geometric sequence, i.e., a°= p" for 0 < p < 1, then the capacity is bounded. Note that when neither the left-hand side (LHS) of (35) 
