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Introduction
Consider the following classical heat equation in R 1+d = R × R d :
where ∆ is the Laplacian in R d . It is by now a classical result that for any p ∈ (1, ∞), there is a constant C = C(d, p) > 0 such that for all
, which is an easy consequence of the classical Mihlin's multiplier theorem (cf. [8] ), and plays a basic role in the L p -theory of second-order parabolic equations (cf. [7] ). This type of estimate has been extended to the nonlocal Lévy operators (a class of pseudo-differential operators with non-smooth symbols) in [9] and [15] .
In this paper, we are concerned with the following kinetic equation in R 1+2d : In [5] , Hörmander established a famous hypoelliptic theorem for general second order partial differential operators. A more precise global hypoelliptic regularity estimates are established by Bouchut in [2] in 2002:
Note that for "nice" f (t, x, v) on
is a solution to ∂ t u + v · ∇ x u = f . One can show directly (see [2] ) that for any α > 0, ∆ x in (1.2). When p 2, through establishing some weak-type (1, 1) estimate, Bramanti, Cupini, Lanconelli and Priola [3] proved the following global regularity estimate ∆ v u p C f p , p ∈ (1, ∞), which, together with a result of Bouchut in [2] , also yields that
x u p C f p , p ∈ (1, ∞). It should be noted that the optimal local L p -estimates for hypoelliptic differential operators have been studied by Rothschild and Stein in [10] , where ∆
1/3
x u 2 term first appeared. On the other hand, for α ∈ (0, 2), Alexander [1] proved the following L 2 -regularity estimate for (1.1) by using Fourier's transformation,
A natural question arises whether the above fractional hypoellipticity estimate still holds for general p ∈ (1, ∞). Clearly, such type estimates belong to the theory of singular integral operators. In fact, as pointed out in [1] , the main motivation of studying the above nonlocal regularity also comes from the investigation of spacially inhomogeneous Boltzmann equations. Let us explain this point in detail (see also [13] ). Denote by v and v * the velocities of two particles immediately before the collision, and v ′ and v ′ * their velocities immediately after the collision. Physics law says
where S d−1 is the unit sphere in R d . We have the following relations:
(i.e. conservation of velocities and conservation of energies) and
Let f be the density of gases. The classical Boltzmann equation says
where Q( f, g) is the collision operator defined by
where
where ≍ means that both sides are comparable up to a constant. Here and below, we drop "(t, x)" for simplicity. By an elementary calculation, the collision operator has the following Carleman's representation (see Appendix 4.1):
In particular, when b(s) = s −1−α , we can split Q into two parts
and
The linearized Boltzmann equation then takes the following form that involves non-local operator of fractional Laplacian type:
, and gH f is a zero order term in g.
The goal of this paper is to study the following nonlocal kinetic FokkerPlanck equation: 
The rest of the paper is organized as follows. In Section 2, we give some preliminaries. In particular, we derive some estimates about the density of the processes associated with the nonlocal operators. We also recall Fefferman-Stein's theorem. In Section 3, we prove our main result Theorem 3.3 for p 2 by showing the boundedness of suitably defined operators from L ∞ to BMO-spaces. Some useful facts needed in this paper are collected in Subsections 4.1-4.2 of the Appendix of this paper. The proof of Theorem 3.3 for p = 2 is given in Subsection 4.3. Its proof is new and more elementary even for the time-independent case (that is, U s is independent of s) studied in Alexander [1] . This elementary proof is based on a direct Fourier transform.
Throughout this paper we use the following convention. The letter C with or without subscripts will denote an unimportant constant, whose value may change in different places. Moreover, f g means that f Cg for some constant C > 0, and f ≍ g means that C −1 g f Cg for some C > 1. We use := as a way of definition. For two real numbers a and b, a ∨ b := max{a, b}, a ∧ b := min{a, b} and a + := max{a, 0}.
Preliminaries
Let L sym be the set of all symmetric Lévy measures ν on R d , that is, (positive) measures ν on R d such that
We equip L sym with the weak convergence topology. For α ∈ (0, 2), let L sym,(α) ⊂ L sym be the set of all symmetric α-stable measures ν (α) with form
where Σ is a finite symmetric measure over the sphere S d−1 (called spherical measure of ν (α) ). We introduce the following notions.
The set of all non-degenerate symmetric α-stable measures is denoted by
sym , we say that ν 1 is less than ν 2 (simply written as
Remark 2.2. In this paper, for simplicity we only consider symmetric stable Lévy measures. This assumption is not crucial. All the results of this paper can be extended to non-symmetric stable Lévy measures.
, we define the difference operators of first and second orders as follows:
Using the fact that
non the set of all nonsingular matrices. The identity matrix is denoted by I, and the transpose of a matrix σ is denoted by σ * . Let S(R d ) be the space of rapidly decreasing functions. For given ν ∈ L sym , σ ∈ M d and α ∈ (0, 2), we consider the following Lévy operator:
wheref denotes the Fourier transform of f . The function ψ ν σ is also called a Fourier multiplier. It is easy to see that
In particular, for given 8) and by (2.7), (2.1) and (2.2), for any 10) where ∆ α 2 is the usual fractional Laplacian. In this paper, up to a constant multiple, we always use the following definition of fractional Laplacian:
We have the following commutator estimate.
with p q and γ ∈ ((α − 1) + , 1), and for any
12)
Proof. By definition (2.6), we have
Hence, by Hölder's inequality with
Notice that δ
The desired estimate then follows by (2.1), (2.4) and (2.5).
2.1. Fundamental solutions of nonlocal kinetic Fokker-Planck operator. In the following, for a function
, we shall write
and similarly for δ
where Π s,t := t s U r dr, s, t ∈ R with s < t.
The above assumptions correspond to the non-degeneracy on σ and U. Let ν : R → L sym be a measurable map and satisfying that for some α ∈ (0, 2),
Notice that by (2.8) and (2.9), there is a constant κ 1 ∈ (0, 1) depending on κ 0 and α such that
By the above notations, we consider the following time-dependent nonlocal kinetic Fokker-Planck operator
In this subsection we study the existence of smooth fundamental solutions for K s by using a probabilistic approach, and establish some short time asymptotic estimates for the heat kernel. Note that the existence of smooth fundamental solution of nonlocal Hörmander operators was studied in [16, 17, 18] (see also the references therein).
Let N(dt, dv) be the Poisson random measure on R 1+d with intensity mea- 
For any s t and
which solves (2.19) with starting point (x, v). In particular,
forms a family of time-inhomogenous Markov processes. Let T s,t be the associated Markov operator:
, T s,t f satisfies the following backward Kolmogorov's equation (for example, see [14] ): for Lebesgue-almost all s t and all
where K s is defined by (2.16). The Fourier transform of T s,t f is given by
Below, we use the following convention: If a quantity depends on ν, σ and U, and when we want to emphasize the dependence, we shall write them in the place of superscript. For example, there is no further declarations, we sometimes use X 
Proof. Since ν is symmetric, we can write
By Hölder's inequality and the isometry of stochastic integral, we have
If q ∈ (1, α), then by Burkholder's inequality (see [11, (2.10) 
Combining the above calculations, we obtain the desired estimate. 9 The following is a crucial lemma of this paper. 
Proof. We divide the proof into four steps. All the constants below will depend only on d, n, m, κ 0 , ν
First of all, we assume that
Let L ν (α) be an α-stable process with the Lévy measure ν (α) . Since for any s < t, L ν (α) has the following scaling property:
by (2.18) and the change of variables, we have
whereŨ r := U (t−s)r+s andσ r := σ (t−s)r+s . This implies that
Hence, if one can show that for any n, m ∈ N 0 ,
then (2.25) for ν s = ν (α) immediately follows by (2.27).
(ii) We make the following further decomposition:
be two independent Lévy processes with the Lévy measures
s,t ) be defined as in (2.18) with σ,Ũ and L
which implies that 
Thus, in order to show (2.28), it suffices to prove that for any n, m ∈ N 0 , 
, which has the following expression
Denote the Lévy exponent of L ν (α) and L ν 2 by ψ ν (α) and ψ ν 2 , respectively. Then ψ ν 2 is bounded and ψ ν (α) (ξ) ≍ |ξ| α . Hence there are constants M 1 and c 0 > 0 so that
On the other hand, note that
Thus by decreasing the value of c 0 if needed, we have 
and in the later case,
Combining the above two cases, by first choosing δ small enough and then ε small enough, one finds that for some 
(2.37)
Hence by (2.32),
On the other hand, by (2.33), one sees that ψ ν 1 is smooth and for any k ∈ N,
for some m ∈ N and C > 0. Thus (2.32), (2.37) and (2.38) in particular implies that (ξ, η) → Ee
0,1 has a smooth density p
, which is given by the inverse Fourier transform
In particular, (2.31) holds.
(iv) Finally, we assume (2.14), and make the following decomposition 
(2.39)
Thus, the distributional density of K ν s,t is given by
As above, by (2.24) and
, and
which, together with (2.40) and what we have proved, gives (2.25). 
Remark 2.6. Let p s,t (x
′ , v ′ ; x, v) be the smooth density of K s,t (x, v) = K s,t + (x + Π s,t v, v), which is given by p s,t (x ′ , v ′ ; x, v) = p ν s,t x ′ − x − Π s,t v, v ′ − v . (2.41) For any n 1 , m 1 , n 2 , m 2 ∈ N 0 , there is a constant C = C(d, n i , m i , κ 0 , ν (α) 1 , α) > 0 such that for all s < t and x, v ∈ R d , R 2d |∇ n 1 x ′ ∇ m 1 v ′ ∇ n 2 x ∇ m 2 v p s,t (x ′ , v ′ ; x, v)|dx ′ dv ′ C(t − s) −((n 1 +n 2 )(1+α)+m 1 +m 2 )/α ,(2.∂ s T s,t f (x, v) + K s T s,t f (x, v) = 0,(2.
43)
where K s is defined by (2.16).
Proof. First of all, as a consequence of (2.42), we have for any n, m ∈ N 0 ,
Thus, by Lebesgue's differentiable theorem, it suffices to prove that for all s t 0 < t and all
Fix t 1 ∈ (t 0 , t) and define g(x, v) := T t 1 ,t f (x, v). By (2.21), we only need to show that for all s t 0 and all
Since g ∈ C ∞ b (R 2d ) by (2.44), it follows by (2.22).
Lemma 2.8. Let β, γ ∈ (0, 2). Under (2.13) and (2.14),
, and for any n, m ∈ N 0 , there is a positive constant C depending only on κ 0 , ν, n, m, d, ν 
By using (2.4), (2.5) and (2.42), it is easy to see that for some
Hence,
If we calculate the double integral in the following four regions separately,
then we obtain (2.45). Similarly, one can show (2.46).
2.2.
Fefferman-Stein's theorem. In this subsection we recall the classical Fefferman-Stein's theorem. First of all, we introduce a family of "balls" looking like a "parallelepiped" in R 1+2d , as seen below, which is natural for treating the kinetic operator. More precisely, fixing α ∈ (0, 2), and for any r > 0 and point (t 0 , x 0 , v 0 ) ∈ R 1+2d , we define 
and the sharp function by
where for a Q ∈ Q (α) , |Q| denotes the Lebesgue measure of Q and
One says that a function f ∈ BMO(R
. Clearly, f ∈ BMO(R 1+2d ) if and only if there exists a constant C > 0 such that for any Q ∈ Q (α) , and for some a Q ∈ R,
We have the following simple property about Q r ∈ Q (α) . 
Proof. (i) By the assumption, we have
1+α .
Thus, for any (t, x, v) ∈ Q r (t 0 , x 0 , v 0 ), we have
From these, we immediately obtain (2.48).
(ii) It follows by noticing that |Q r (t 0 , We need the following version of Fefferman-Stein's theorem, whose proof is given in Appendix 4.2. Proof. Noticing that by the assumptions,
Theorem 2.11. (Fefferman-Stein's theorem) For any p
by the classical Marcinkiewicz's interpolation theorem (cf. [12] ), we have for any p ∈ [q, ∞),
which together with (2.50) gives the desired estimate.
L p -maximal regularity of nonlocal kinetic Fokker-Planck equations
For λ > 0, we consider the following linear equation:
where K s is defined by (2.16). We first introduce the following notion.
called a weak solution of equation (3.1) if for all s T and any φ ∈ C
where u, φ :
We need the following simple result.
Proposition 3.2. Given p
, the unique weak solution of equation (3.1) with u ∈ C(R; L p (R 2d )) and lim T n →∞ u(T n ) = 0 weakly for some deterministic sequence T n → ∞ is given by
3) where T s,t f is defined by (2.20).
Proof. Let ̺ : R 2d → [0, ∞) be a smooth function with compact support and ̺ = 1. For ε > 0, define
where * denotes the convolution, and
, we have by (2.22),
In particular, for all s T and φ ∈ C ∞ c (R 2d ),
By taking limits ε → 0 and the dominated convergence theorem, one sees that u is a weak solution of equation (3.1). Moreover, we also have u ∈ C(R; L p (R 2d )) and lim T →∞ u(T ) = 0 weakly. On the other hand, let u be a weak solution of (3.1). In (3.2), taking φ = ̺ ε (x − ·, v − ·) and setting u ε := u * ̺ ε , f ε := f * ̺ ε , one has
Since u ε ∈ C(R; C ∞ b (R 2d )) and lim n→∞ u ε (T n ) = 0, the unique solution of (3.4) is given by
Notice that by the definition of ̺ ε ,
By taking limits ε → 0 for both sides of (3.5), we obtain (3.3).
Now we can present our main result of this paper. When p = 2 and U s is independent of s, estimate (3.6) was proved in [1] . The proof of Theorem 3.3 for p = 2 will be given in Appendix 4.3, which is new and more elementary even for the time-independent case considered in [1] .
3.1. Proof of Theorem 3.3 for p ∈ (2, ∞). We introduce the following two operators:
By Theorem 2.12 and (3.6) for p = 2, our main task is to show that P 1 and P 2 are bounded linear operators from L ∞ (R 1+2d ) to BMO. More precisely, we want to prove that for any f ∈ L ∞ (R 1+2d ) with f ∞ 1, and any
where a Q i is a constant depending on Q and f , and C only depends on 
where a ∈ R,ν s := ν r α s+t 0 ,σ s := σ r α s+t 0 ,Ũ s := U r α s+t 0 and
Proof. Let us write
By the change of variables, we have
On the other hand, by Proposition 3.2, one sees that
Thus, we obtain (3.8) for i = 1. Similarly, (3.8) holds for i = 2.
Below we split P i f = P i1 f + P i2 f , i = 1, 2, where
First of all, we treat P 11 f, P 21 f .
Lemma 3.5. Under (2.13) and (2.14), there is a constant C > 0 depending
Since f ∞ 1, we have
By (2.4), (2.5) and (2.44), we have for any t > s, 11) and for any γ 2 ∈ (0, α ∧ 1),
where C > 0 is independent of λ > 0. Let ϕ be a nonnegative smooth cutoff function in R 2d with ϕ(x, v) = 1 for |(x, v)| 4 and ϕ(x) = 0 for |(x, v)| > 8. By Definition 3.1, it is easy to see that uϕ is a weak solution of equation (3.1) with f replacing by
Noticing that by (3.10) and (3.12), g ϕ 2 C ϕ , and by Proposition 3.2, we have
which implies by (3.6) for p = 2 that
By the definition of P 11 and (2.12), (3.11), (3.13), we have
and by (2.12), (3.12) and (3.13),
The proof is complete.
To treat P 12 f, P 22 f , we need the following estimate.
Lemma 3.6. Under (2.13) and (2.14), there is a constant C > 0 depending
Proof. First of all, by (2.46) with γ = α and β = α 1+α
, we have for all
which give (3.14).
Next we deal with (3.15). Let χ be a smooth cutoff function with χ(s) = 1 for s ∈ [0, 1] and χ(s) = 0 for s > 3. Fix γ ∈ (1, 1 + α 2−α ) and define
By definition, we have
Thus, we can write
In view of γ > 1, we have for all s ∈ [−1, 1],
On the other hand, let us write
Recalling definition (2.3), by (2.43) and (2.45), we have
By Fubini's theorem, we have for all s ∈ [−1, 1],
For J 2 , noticing that
Combining (3.16), (3.17), (3.18) and (3.19), we obtain (3.15).
Now, we treat P 12 f, P 22 f as follows.
Lemma 3.7. Under (2.13) and (2.14), there is a constant C > 0 depending
Proof. For i = 2, by definition, we have
Noticing that by Lemma 2.8,
we have for all s ∈ [−1, 1],
and for all (s, x, v) ∈ Q 1 (0),
Moreover, by (3.15), we have for all s ∈ [0, 1],
Combining the above calculations, we obtain (3.20) for i = 2 with C independent of λ. For i = 1, it is similar.
Now we can give
Proof of Theorem 3.3 for p ∈ (2, ∞). By Lemmas 3.4, 3.5 and 3.7, we know that Hence, by Hölder's inequality,
Similarly, we have
However, we can not treat it as P 1 because
s,t h. To overcome this difficulty, for ε ∈ (0, 1), we introduce a new operator
. Notice that Q 0 can be considered as the formal adjoint operator of P 2 . As in the previous subsection, we want to show that
First of all, as in Lemma 3.4 we have
whereν,σ,Ũ andf are defined as in Lemma 3.4. We aim to prove that there is a constant
Below we dropν,σ,Ũ and the tilde. As above, we make the following decomposition 
For any β ∈ (0, α), by (2.25), it is easy to see that
Furthermore, by the chain rule we have
Hence, by definition (2.11) and (2.5), we have
Thus, we obtain (3.23).
Lemma 3.9. Under (2.13) and (2.14), there is a positive constant C only
) with f ∞ 1 and all ε ∈ (0, 1),
Let ϕ be a nonnegative smooth cutoff function in R 2d with ϕ(x, v) = 1 for |(x, v)| 4 and ϕ(x) = 0 for |(x, v)| > 8. We have
Let h ∈ C ∞ c (R 1+2d ) with h 2 1. By (3.23), we have
, and for any γ ∈ (0, α ∧ 1),
by (2.12) and (3.23), we have
Combining the above calculations, we obtain (3.24).
The following lemma is the same as in Lemma 3.7.
Lemma 3.10. Under (2.13) and (2.14), there is a positive constant C only depending on κ 0 , p, d, ν
i , α such that for all f ∈ L ∞ (R 1+2d ) with f ∞ 1 and ε ∈ (0, 1),
Proof. By (2.45) with β = γ = α, we have for all t ∈ [−1, 1],
Using this estimate, as in the proof of Lemma 3.7, we obtain the desired estimate.
Proof of Theorem 3.3 for p ∈ (1, 2). By Lemmas 3.4, 3.5 and 3.7, we know that
→ BMO is bounded with norm independent of ε.
Moreover, by duality, we also have
is bounded with norm independent of ε.
Hence, for q = p/(p − 1) ∈ (2, ∞), by Theorem 2.12, we have for some C > 0 independent of ε,
Now going back to (3.22), for p ∈ (1, 2), by Fatou's lemma, we get
which together with (3.21) gives (3.6) for p ∈ (1, 2). Lemma 4.1. We have 
Proof. By the co-area formula and the change of variables, we have
The desired formula follows. ((t 0 , x 0 , v 0 ), (t 1 , x 1 , v 1 )) = 0 ⇒ t 0 = t 1 , x 0 = x 1 , v 0 = v 1 .
(ii) ρ ((t 0 , x 0 , v 0 ), (t 1 , x 1 , v 1 )) = ρ((t 1 , x 1 , v 1 ), (t 0 , x 0 , v 0 ) ). (iii) For some constant c 0 1 and any points (t i , x i , v i ) ∈ R 1+2d , i = 0, 1, 2, it holds that ρ((t 0 , x 0 , v 0 ), (t 2 , x 2 , v 2 )) c 0 ρ ((t 0 , x 0 , v 0 ), (t 1 , x 1 , v 1 ) ) + ρ ((t 1 , x 1 , v 1 ), (t 2 , x 2 , v 2 ) ) .
Given (t 0 , x 0 , v 0 ) ∈ R 1+2d and r > 0, a "ball" in R 1+2d with radius r with respect to the quasi-metric ρ is defined by Q r (t 0 , x 0 , v 0 ) := (t, x, v) ∈ R 1+2d : ρ((t 0 , x 0 , v 0 ), (t, x, v)) < r .
Recalling the definition of the "ball" Q r in (2.47), we have the following relation between Q r and Q r , whose proof is obvious by definitions. (v) For each (n, j), O n j contains some ball Q a 0 δ n , and so
Estimate (2.50) now follows by (4.4) and (4.5).
4.3. Proof of Theorem 3.3 for p = 2. In this subsection we give a proof of Theorem 3.3 for p = 2. Let us first recall a key estimate due to Bouchut [2] . Since there is a time inhomogeneous matrix U s in our formulation, we need to modify the proof given in [1] . (4.7)
Proof. We follow the argument of [1] with modification to deal with the time-dependent case. Taking Fourier transform in (x, v)-variables on both sides of (4.6), we have To treat J ε , let us writê u ε := φ εû ,f ε := φ εf , g ε :=f ε + (U * s ξ · ∇ η φ ε )û. Then by (4.8) , it is easy to see that ∂ sûε − U * s ξ · ∇ ηûε +ĝ ε = 0. Multiplying both sides by the complex conjugate ofû ε , we obtain
