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ON CODAZZI TENSORS ON A HYPERBOLIC SURFACE AND FLAT
LORENTZIAN GEOMETRY
FRANCESCO BONSANTE AND ANDREA SEPPI
Abstract. Using global considerations, Mess proved that the moduli space of globally
hyperbolic flat Lorentzian structures on S × R is the tangent bundle of the Teichmu¨ller
space of S, if S is a closed surface. One of the goals of this paper is to deepen this
surprising occurrence and to make explicit the relation between the Mess parameters
and the embedding data of any Cauchy surface. This relation is pointed out by using
some specific properties of Codazzi tensors on hyperbolic surfaces. As a by-product we
get a new Lorentzian proof of Goldman’s celebrated result about the coincidence of the
Weil-Petersson symplectic form and the Goldman pairing.
In the second part of the paper we use this machinery to get a classification of glob-
ally hyperbolic flat space-times with particles of angles in (0, 2pi) containing a uniformly
convex Cauchy surface. The analogue of Mess’ result is achieved showing that the cor-
responding moduli space is the tangent bundle of the Teichmu¨ller space of a punctured
surface. To generalize the theory in the case of particles, we deepen the study of Codazzi
tensors on hyperbolic surfaces with cone singularities, proving that the well-known de-
composition of a Codazzi tensor in a harmonic part and a trivial part can be generalized
in the context of hyperbolic metrics with cone singularities.
1. Introduction
In 1990, in his pioneering work [Mes07] G. Mess showed that gravity in dimension 3 is
strictly related to Teichmu¨ller theory. Assuming the cosmological constant equal to 0 (that in
dimension 3 corresponds to the flatness of the space), Mess showed that the relevant moduli
space is the tangent bundle of the Teichmu¨ller space of the spatial part of the universe.
In the Anti-de Sitter case (negative cosmological constant) the moduli space is instead the
Cartesian product of two copies of Teichmu¨ller space. Since Mess’ work, connections between
3-dimensional gravity and Teichmu¨ller theory and more generally hyperbolic geometry have
been intensively exploited by a number of authors, see for instance [ABB+07, Bar05, BB09,
KS07, Sca02].
The main problem of gravity is to classify solutions of Einstein equation, that in dimension
3 are Lorentzian metrics of constant curvature. Usually some global causal conditions are
required; the most important one is the so called global hyperbolicity, that prescribes the
existence of a Cauchy surface – namely a surface which meets every inextensible causal path
exactly once. Globally hyperbolic space-times are topologically a productM = S×R, where
S is the Cauchy surface. In [CB68], Choquet-Bruhat proved that the embedding data of
any Cauchy surface S ⊂M – that is, the first and the second fundamental form – determine
a maximal extension of the space. This is an Einstein space-time Mmax containing M , so
that S is a Cauchy surface of Mmax, and it contains all the globally hyperbolic space-times
where S is realized as a Cauchy surface. This fact has a simple physical meaning: if the
shape of the space and its first order variation is known at some time, one can predict the
whole geometry of the space-time.
The authors were partially supported by FIRB 2010 project “Low dimensional geometry and topology”
(RBFR10GHHH003). The first author was partially supported by PRIN 2012 project “Moduli strutture
algebriche e loro applicazioni”. The authors are members of the national research group GNSAGA.
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So from this point of view, the problem of gravity can be reduced to a study of the
embedding data of Cauchy surfaces. Those are pairs of a metric I and a shape operator s
which satisfy the so called constraint equations. In dimension 3, assuming the cosmological
constant 0, those equations correspond to the classical Gauss-Codazzi equations:
KI = − det s , ∇iskj −∇jski = 0 .
However, in general it is not simple to understand whether two different embedding data
(I, s), (I ′, s′) correspond to Cauchy surfaces of the same space-time.
Assuming S closed, Mess overcame this difficulty by a careful analysis of the holonomy of
a globally hyperbolic space-time of constant curvature. In the flat case, he showed that the
linear part of the holonomy is a discrete and faithful representation ρ : π1(S) → SO0(2, 1),
providing an element Xρ = [H
2/ρ] of Teichmu¨ller space T (S). On the other hand, the trans-
lation part is a cocycle t ∈ H1ρ(π1(S),R
2,1). Using the SO0(2, 1)-equivariant identification
between R2,1 and so(2, 1) given by the Lorentzian cross product, t can be directly regarded
as an element of the cohomology group H1Ad◦ρ(π1(S), so(2, 1)) which is canonically identified
to the tangent space Tρ(R(π1(S), SO0(2, 1))//SO0(2, 1)) of the character variety, [Gol84].
By a celebrated result of Goldman (see for instance [Gol80]) the map which gives the
holonomy of the uniformized surface
hol : T (S)→R(π1(S), SO0(2, 1))//SO0(2, 1) ,
is a diffeomorphism of T (S) over a connected component of R(π1(S), SO0(2, 1))//SO0(2, 1).
Through this map we identify H1Ad◦ρ(π1(S), so(2, 1)) and TXρT (S), and consider t as a
tangent vector of Teichmu¨ller space.
Although Mess pointed out a complete description of the moduli space of gravity, it
remained somehow mysterious how to recover the space-time from the embedding data of
any Cauchy surface. In the Anti-de Sitter case Krasnov and Schlenker provided some simple
formulae to get the two hyperbolic metrics associated to an Anti-de Sitter space-time M in
terms of the embedding data of any Cauchy surface S of M , [KS07]. Those formulae work
provided the intrinsic curvature of the Cauchy surface is negative. In the flat case Benedetti
and Guadagnini [BG01] studied the particular case of level set of the cosmological time,
showing how they are directly related to Mess parameterization.
One of the aims of this paper is to point out an explicit relation between the embedding
data (I, s) of any Cauchy surface S in a flat 3-dimensional space-time M and the Mess
parameters of M . As in [KS07], we will also work under the assumption that S inherits
from M a space-like metric I of negative curvature. By the Gauss equation for space-like
surfaces in Minkowski space, this is equivalent to the fact that the shape operator s has
positive determinant and corresponds to a local convexity of S.
The reason why we assume the local convexity of S is that it permits a convenient change
of variables. Instead of the pair (I, s), one can in fact consider the pair (h, b), where h is the
third fundamental form h = I(s•, s•) and b = s−1. The fact that (I, s) solves Gauss-Codazzi
equations corresponds to the conditions that h is a hyperbolic metric and b is a self-adjoint
solution of Codazzi equation for h.
It is simple to check that the holonomy of the hyperbolic surface (S, h) is the linear part
of the holonomy of M , so the isotopy class of h does not depend on the choice of a Cauchy
surface in M and corresponds to the element Xρ of Mess parameterization. Recovering the
translation part of the holonomy of M in terms of (h, b) is subtler. This is based on the
fact that b solves the Codazzi equation for the hyperbolic metric h. Oliker and Simon in
[OS83] proved that any h-self-adjoint operator on the hyperbolic surface (S, h) which solves
the Codazzi equation can be locally expressed as Hessu − uI for some smooth function u.
Using this result we construct a short sequence of sheaves
(1) 0→ F → C∞ → C → 0 ,
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where C is the sheaf of self-adjoint Codazzi operators on S and F is the sheaf of flat sections
of the R2,1-valued flat bundle associated to the holonomy of h. Passing to cohomology, this
gives a connecting homomorphism
δ : C(S, h)→ H1(S,F) .
It is a standard fact that H1(S,F) is canonically identified with H1hol(π1(S),R
2,1). Under
this identification we prove the following result.
Theorem A. Let M be a globally hyperbolic space-time and S be a uniformly convex Cauchy
surface with embedding data (I, s). Let h be the third fundamental form of S and b = s−1.
Then
• the linear holonomy of M coincides with the holonomy of h;
• the translation part of the holonomy of M coincides with δb.
It should be remarked that the construction of the short exact sequence (1) and the proof
of Theorem A are carried out just by local computations, so they hold for any uniformly
convex space-like surface in any flat globally hyperbolic space-time without any assumption
on the compactness or completeness of the surface.
In the case where S is closed, we also provide a 2-dimensional geometric interpretation of
δb. This is based on the simple remark that b can also be regarded as a first variation of the
metric h. As any Riemannian metric determines a complex structure over S, b determines
an infinitesimal variation of the complex structure X underlying the metric h, giving in this
way an element Ψ(b) ∈ T[X]T (S).
Theorem B. Let h be a hyperbolic metric on a closed surface S, X denote the complex
structure underlying h and C(S, h) be the space of self-adjoint h-Codazzi tensors. Then the
following diagram is commutative
(2)
C(S, h)
Λ◦δ
−−−−→ H1
Ad◦hol(π1(S), so(2, 1))
Ψ
y dholx
T[X]T (S) −−−−→
J
T[X]T (S)
where Λ : H1
hol
(π1(S),R
2,1)→ H1
Ad◦hol(π1(S), so(2, 1)) is the natural isomorphism, and J is
the complex structure on T (S).
As a consequence we get the following corollary
Corollary C. Two embedding data (I, s) and (I ′, s′) correspond to Cauchy surfaces con-
tained in the same space-time if and only if
• the third fundamental forms h and h′ are isotopic;
• the infinitesimal variation of h induced by b is Teichmu¨ller equivalent to the infini-
tesimal variation of h′ induced by b′.
The compactness of S is important for the proof of Theorem B for several reasons. First,
in the non closed case the uniformization is more problematic and one should add some extra
hypothesis on h, like completeness. A more important reason to restrict this theorem to the
closed case is that the proof highly depends on a decomposition of C(S, h) as the direct sum
of the space of Codazzi tensors that can be globally expressed as Hess (u)−uI (trivial Codazzi
tensors) and the space of Codazzi tensors which are the real part of quadratic differential
(harmonic Codazzi tensors). This decomposition, proved by Oliker and Simon in [OS83], is
peculiar of the closed case.
The key point to prove Theorem B is to relate δb to the first-order variation of the
holonomy of the family of hyperbolic metrics ht obtained by uniformizing the metrics h((I+
tb)•, (I + tb)•). This computation can be made explicit in the case b = bq is a harmonic
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Codazzi tensor. In fact in this case bq is the first variation of a family of hyperbolic metrics,
so the uniformization is not strictly necessary. It turns out that the variation of the holonomy
for Ψ(bq) is Λδ(biq).
However in general b is not tangent to a deformation of h through hyperbolic metrics, so
the uniformization necessarily enters in the proof. To get rid of the conformal factor one uses
the decomposition b = bq + Hessu − uI. Heuristically uI is a conformal variation, whereas
Hessu is trivial in the sense that correspond to the Lie derivative of the metric through the
gradient field gradu. So one has Ψ(b) = Ψ(bq) and the commutativity of the diagram (2)
follows by the computation on harmonic differentials.
We give an application of the commutativity of the diagram (2) to hyperbolic geometry.
Goldman proved in [Gol84] that the Weil-Petersson symplectic form on T (S) coincides up
to a factor with the Goldman pairing on the character variety through the map hol. We
give a new Lorentzian proof of this fact. It directly follows by the commutativity of (2): we
show by an explicit computation that the pull-back of those forms through the maps Λ ◦ δ
and Ψ coincide (up to a factor) on C(S, h).
The computation of the Weil-Petersson metric is quite similar to that obtained by Fischer
and Tromba [FT84b] and the result is completely analogous. The computation of the Gold-
man pairing follows in a simple way using a different characterization of self-adjoint Codazzi
tensors. The inclusion of H2 → R2,1 projects to a section ι of the flat R2,1-bundle F associ-
ated with hol : π1(S) → SO0(2, 1). The differential of this map provides an inclusion ι∗ of
TS into F corresponding to the standard inclusion of TH2 into R2,1. Thus any operator b on
TS corresponds to an F -valued one-form ι∗b. We prove that b is Codazzi and self-adjoint for
h if and only if the form ι∗b is closed. From this point of view the connecting homomorphism
δ : C(S, h) → H1(S,F) associated to the short exact sequence in (1) can be expressed as
δ(b) = [ι∗b], where we are implicitly using the canonical identification between H
1(S,F) and
the de Rham cohomology group H1dR(S, F ). The fact that the Goldman pairing coincides
with the cup product in the de Rham cohomology proves immediately the coincidence of
the two forms.
While Goldman’s proof highly relies on the complex analytical theory of Teichmu¨ller
space, our proof is basically only differential geometric.
Space-times with particles. In the second part of the paper we apply this machinery to
study globally hyperbolic space-times containing particles. Mathematically speaking par-
ticles are cone singularities along time-like lines with angle in (0, 2π). In order to develop
a reasonable study of Cauchy surfaces in a space-time with particles, some assumption are
needed about the behavior of the surface around a particle. Here the assumption we consider
is very weak: we only assume that the shape operator of the surface is bounded and uni-
formly positive (meaning that the principal curvatures are uniformly far from 0 and +∞).
We will briefly say that the Cauchy surface is bounded and uniformly convex.
Under this assumption we prove that the surface is necessarily orthogonal to the singular
locus and intrinsically carries a Riemannian metric with cone angles equal to the cone singu-
larities of the particle (here we use the definition given by Troyanov [Tro91] of metrics with
cone angles on a surface with variable curvature). It turns out that the third fundamental
form of such a surface is a hyperbolic surface with the same cone angles and b = s−1 is a
bounded and uniformly positive Codazzi operator for (S, h). More precisely we prove the
following statement.
Theorem D. Let us fix a divisor β =
∑
βipi on a surface with βi ∈ (−1, 0) and consider
the following sets:
• Eβ is the set of embedding data (I, s) of bounded and uniformly convex Cauchy
surfaces on flat space-times with particles so that for each i = 1, . . . , k a particle of
angle 2π(1 + βi) passes through pi.
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• Dβ is the set of pairs (h, b), where h is a hyperbolic metric on S with a cone sin-
gularity of angle 2π(1 + βi) at each pi and b is a self-adjoint solution of Codazzi
equation for h, bounded and uniformly positive.
Then the correspondence (I, s)→ (h, b) induces a bijection between Eβ and Dβ.
Remark. By Gauss-Bonnet formula, in order to have Dβ (and consequently Eβ) non empty
one has to require that χ(S,β) := χ(S) +
∑
βi is negative. We will always make this
assumption in the paper.
The difficult part of the proof is to show that for (h, b) ∈ Eβ , the corresponding pair (I, s)
is the embedding data of some Cauchy surface in a flat space-time with particles. Clearly the
regular part of S can be realized as a Cauchy surface in some flat space-time M ; it remains
to prove that M can be embedded in a space-time with particles. The problem is local
around the punctures. Indeed it is sufficient to prove that a neighborhood of a puncture pi
can be realized as a surface in a small flat cylinder with particle and then use some standard
cut and paste procedure to construct the thickening of M .
The first point is to prove that the translation part of the holonomy of M is trivial for
peripheral loops, preventing singularities with spin as those studied in [BM12]. This is
achieved by showing that b can be expressed as Hess u−uI in a neighborhood of a puncture.
In fact we prove that this fact holds for the larger class of Codazzi operators defined on the
regular part of S whose squared norm is integrable with respect to the area form of h.
The construction of the small cylinders where neighborhoods of particles in S can be
embedded is somehow technical. Here we try to sketch the main ingredients we use. A key
point is that if U is a neighborhood of a puncture p, then it carries a natural Euclidean
metric with the same cone angle: such a metric is obtained by composing the developing
map of U with the radial projection of the hyperboloid H2 onto the affine plane tangent in
R2,1 at the fixed point of the holonomy of U .
Now express b around the cone point as Hessu − uI and consider the function u¯ =
(cosh r)−1u, where r is the distance from the singular point. In [BF14] it was proved that
the developing map corresponding to the embedding data (I, s) is a map of the form
(3) σ(x) = D∗(grad u¯(x)) + u¯(x)e0
where D : U˜ \ {p} → R2 is the developing map of the Euclidean metric over U and e0 is a
unit vector fixed by the holonomy of the peripheral loop around p. We are implicitly using
the orthogonal splitting of Minkowski space R2,1 = R2 ⊕ Span(e0).
We then prove that the map ϕ : U˜ \ {p} → R2, defined by ϕ(x) = D∗(grad u¯(x)) is
the developing map of a Euclidean structure with a cone point on U . This fact allows to
construct a flat cylinder with a particle as the orthogonal product of the flat Euclidean
structure over U and the standard negative metric over R. Formula (3) shows that the
graph map x→ (x, u¯(x)) is the isometric embedding of (U, I, s) in this cylinder.
The fact that ϕ is a developing map for a Euclidean structure with a cone point relies on
the fact that the Euclidean Hessian of u¯ is bounded and uniformly positive over U , as it is
directly related to b by a result of [BF14].
Moreover, the above construction allows to prove the following result concerning Rie-
mannian metrics with cone points, which might have an interest on its own:
Theorem E. Let h be a hyperbolic metric with cone singularities and let b be a Codazzi,
self-adjoint operator for h, bounded and uniformly positive. Then I = h(b•, b•) defines a
singular metric with the same cone angles as h.
Another goal of this part is to show the analogue of Theorem B in the context of cone
singularities, proving that the relevant moduli space is the tangent bundle of the Teichmu¨ller
space of the punctured surface, and in particular it is independent of the cone angles.
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To give a precise statement we use the Troyanov uniformization result [Tro91] which
ensures that, given a conformal structure on S, there is a unique conformal hyperbolic
metric with prescribed cone angles at the points pi (notice we are assuming χ(S,β) < 0).
So once the divisor β is chosen we have a holonomy map
hol : T (S, p)→R(π1(S \ p), SO0(2, 1))//SO0(2, 1) ,
where p = {p1, . . . , pk} is the support of β, and T (S, p) is the Teichmu¨ller space of the
punctured surface.
As in the closed case fix a hyperbolic metric h on S with cone angles 2π(1+βi) at pi. LetX
denote the complex structure underlying h. Any Codazzi operator b on (S, h) can be regarded
as an infinitesimal deformation of the metric on the regular part of S. If b is bounded this
deformation is quasi-conformal so it extends to an infinitesimal deformation of the underlying
conformal structure at the punctures, providing an element Ψ(b) in T[X]T (S, p).
Theorem F. Let C∞(S, h) be the space of bounded Codazzi tensors on (S, h). The following
diagram is commutative
(4)
C∞(S, h)
Λ◦δ
−−−−→ H1
Ad◦hol(π1(S \ p), so(2, 1))
Ψ
y dholx
T[X]T (S, p) −−−−→
J
T[X]T (S, p)
,
where Λ : H1
hol
(π1(S \ p),R
2,1)→ H1
Ad◦hol(π1(S \ p), so(2, 1)) is the natural isomorphism, and
J is the complex structure on T (S, p).
In order to repeat the argument used in the closed case, we show that also in this context
bounded Codazzi tensors can be split as the sum of a trivial part and a harmonic part.
More precisely we prove that any square-integrable Codazzi tensor on a surfaces with cone
angles in (0, 2π) can be expressed as the sum of a trivial Codazzi tensor and a Codazzi
tensor corresponding to a holomorphic quadratic differential with at worst simple poles at
the punctures. As a consequence we have the following corollary.
Corollary G. Two embedding data (I, s) and (I ′, s′) in Eβ correspond to Cauchy surfaces
contained in the same space-time with particles if and only if
• the third fundamental forms h and h′ are isotopic;
• the infinitesimal variation of h induced by b is Teichmu¨ller equivalent to the infini-
tesimal variation of h′ induced by b′.
It should be remarked that in this context, at least if the cone angles are in [π, 2π), the
holonomy does not distinguish the structures, so this corollary is not a direct consequence of
Theorem F, but some argument is required. Indeed we believe that for the same reason, the
direct application of Mess’ arguments to this context is not immediate. It can be remarked
that in Anti-de Sitter case in [BBS11] a generalization of Mess’ techniques has been achieved,
at least if cone angles are in (0, π). In that context the existence of a convex core can be
proved by some general arguments which work also in the case with particles (with small
angles). On the other hand in the flat case it seems more difficult to adapt Mess’ argument.
However, if cone angles are less than π, the arguments used in this paper indicate that one
can recover the analogous picture of the closed case, showing that the initial singularity of
a maximal globally hyperbolic flat space-time with particles containing a uniformly convex
surface is a real tree. We will not develop this point in this work as it seems not strictly
related to the focus of the paper.
It remains open to understand the extent to which the condition of containing a uniformly
convex surface is restrictive. It is not difficult to point out some counterexamples: it is
sufficient to double a cylinder in Minkowski space based on some polygon on R2. However
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the space-times obtained in this way have the property that Euler characteristic χ(S,β) of
its Cauchy surfaces is 0.
So a natural question is whether there are globally hyperbolic space-times with parti-
cles with negative characteristic which do not contain uniformly convex surfaces. In the
last section we give some counterexamples in this direction, based on some simple surgery
idea. Similar problems regarding the existence of space-times with certain properties on the
Cauchy surfaces have been tackled in [BG00].
We remark that in all those exotic examples at least one particle must have cone angle
in [π, 2π). Indeed we believe that if cone angles are less than π the classification given in
this paper is complete, that is maximal globally hyperbolic flat space-times with small cone
angles must contain a uniformly convex surface. However we leave this question for a further
investigation.
We finally address the question of the coincidence of the Weil-Petersson metric and the
Goldman pairing in this context of structures with cone singularities. Once a divisor β is
fixed, the hyperbolic metrics with prescribed cone angles allow to determine a Weil-Petersson
product on T (S, p), as it has been studied in [ST11]. In [Mon10], Mondello showed that also
in this singular case the Weil-Petersson product corresponds to an intersection form on the
subspace ofH1Ad◦hol(π1(S\p), so(2, 1)) corresponding to cocycles trivial around the punctures.
Actually Mondello’s proof is based on a careful generalization of Goldman argument in the
case with singularity. Like in the closed case, we give a substantially different proof of this
coincidence by using the commutativity of (4).
Outline of the paper. In Section 2 we study Codazzi tensors on a hyperbolic surface (S, h).
In this section S is not assumed to be closed. The only assumption we will make is that the
holonomy of S is not elementary. We construct the short exact sequence (1) and then we
prove Theorem A. In the last part of this section we prove the characterization of self-adjoint
Codazzi tensors in terms of closed forms and the relation to de Rham cohomology.
Section 3 is mostly devoted to the proof of Theorem B. The first part of the section shows
the relationship between the variation of a family of hyperbolic metrics and the variation of
the corresponing holonomies. Then we conclude the proof, by showing the decisive equality
dhol(Ψ(bq)) = δ(biq), where bq is the harmonic Codazzi tensor associated with the quadratic
differential q. In the final part of the section we perform the computations of the Weil-
Petersson and Goldman symplectic forms and obtain Goldman theorem as a corollary.
Section 4 develops the theory for hyperbolic surfaces with cone angles and flat space-times
with particles. In the first part of this section we study Codazzi tensors on hyperbolic surfaces
with cone angles. Here there are two remarkable results: first we prove the decomposition
of L2-Codazzi tensors as the sum of a trivial tensor and a harmonic tensor corresponding
to a quadratic differential with at worst simple poles at punctures. Second, we prove that
L2-Codazzi tensors are trivial around punctures. Basically results of this part are achieved
by a local analysis of the Codazzi tensors around the punctures.
In the second part of Section 4 we apply the theory we have developed about Codazzi
tensors on hyperbolic singular surfaces to the Lorentzian setting. Here we prove Theorem D.
Again the arguments of this section are of local nature around punctures. As a byproduct
we prove Theorem E.
In Section 5 we finally prove Theorem F and Corollary G. We use the same ingredients as
in the closed case. There is some more technical details to get rid of conformal factors. Once
the commutativity of the diagram (4) is achieved, the computation of the Weil-Petersson
metric and the Goldman pairing is done exactly as in the closed case.
Finally in Section 6 we construct an example of a flat globally hyperbolic space-time
with particles whose Euler characteristic is negative, but such that it does not admit any
uniformly convex Cauchy surface.
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2. Cauchy surfaces and Codazzi operators
2.1. Codazzi operators on a hyperbolic surface. We denote with R2,1 Minkowski space,
namely the vector space R3 endowed with the bilinear form
〈v, w〉 = v1w1 + v2w2 − v3w3 .
In this paper we will implicitly consider H2 as the hyperboloid model in R2,1, that is,
H2 =
{
v ∈ R2,1 | 〈v, v〉 = −1, v3 > 0
}
.
Recall that Isom+(R2,1) = SO(2, 1)⋉R2,1 is the group of orientation-preserving isometries
of Minkowski space, and Isom+(H2) = SO0(2, 1) is the identity component of SO(2, 1),
containing orientation-preserving orthochronus linear isometries of R2,1.
Let (S, h) be any hyperbolic (possibly open and non-complete) surface. Denote by
hol : π1(S)→ SO0(2, 1)
the corresponding holonomy. The only assumption we will make on h is that hol is not
elementary.
We will consider the Codazzi operator on the space of linear maps on TS
d∇ : Γ(T ∗S ⊗ TS)→ Γ(Λ2T ∗S ⊗ TS)
defined in this way. Given a linear map b : TS → TS, and given v1, v2 ∈ TxM we have
d∇b(v1, v2) = (∇v1b)(v2)− (∇v2b)(v1) = ∇v1(b(vˆ2))−∇v2(b(vˆ1))− b([vˆ1, vˆ2]) ,
where ∇ is the Levi Civita connection of h and vˆ1 and vˆ2 are local extensions of v1 and v2
in a neighborhood of x.
Given a representation ρ : π1(S)→ SO0(2, 1), the first cohomology group H
1
ρ(π1(S),R
2,1)
is the vector space obtained as a quotient of cocycles over coboundaries. A cocycle is a
map t : π1(S) → R
2,1 satisfying tαβ = ρ(α)tβ + tα. Such a cocycle t is a coboundary if
tα = ρ(α)t − t for some t ∈ R
2,1. In this section we will show that self-adjoint operators b
satisfying the Codazzi equation d∇b = 0 naturally describe the elements of the cohomology
group H1hol(π1(S),R
2,1).
Let us recall that associated with h there is a natural flat R2,1-bundle F → S, whose
holonomy is hol. Basically, F is the quotient of S˜ × R2,1 by the product action of π1(S)
as deck transformation on the first component and through the representation hol on the
second one. Since S˜ is contractible, the group H1hol(π1(S),R
2,1) can be canonically identified
with the first cohomology group H1(S,F) of the sheaf F of flat sections of F .
The relation between Codazzi tensors and the cohomology group H1hol(π1(S),R
2,1) =
H1(S,F) relies on the construction of a short exact sequence of sheaves
0→ F → C∞ → C → 0 ,
where C is the sheaf of self-adjoint Codazzi tensors on S.
First we construct a map H : C∞ → C. This is is based on the following simple remark:
Lemma 2.1. Let U be any hyperbolic surface. For every u ∈ C∞(S), b = Hessu − uI is
a self-adjoint Codazzi operator with respect to h. Here I denotes the identity operator and
Hess u = ∇ gradu is considered as an operator on TS.
Proof. The fact that b is self-adjoint is clear. Let us prove that b satisfies the Codazzi
equation. By a simple computation d∇(uI) = du ∧ I. On the other hand, since by def-
inition Hessu = ∇(gradu) we get d∇Hessu = R(·, ·) gradu. As for a hyperbolic surface
R(v1, v2)v3 = h(v3, v1)v2 − h(v3, v2)v1, we get d
∇Hess u = du ∧ I, so the result follows. 
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Hence we define
H(u) = Hess u− uI .
The second step is to construct a map V : F → C∞ whose image is the kernel of H . Notice
that the developing map dev : S˜ → H2 ⊂ R2,1 induces to the quotient a section ι : S → F
called the developing section. Using the natural Minkowski product on F , for any section σ
of F the smooth function V (σ) is defined by taking the product of σ with ι:
V (σ) = 〈σ, ι〉 .
Theorem 2.2. The short sequence of sheaves
(5) 0 −−−−→ F
V
−−−−→ C∞
H
−−−−→ C −−−−→ 0
is exact.
Since the statement is of local nature, it suffices to check exactness on an open convex
subset U of H2. The surjectivity of the map H : C∞(U) → C(U, h) follows by the general
results in [OS83].
Notice that F(U) is naturally identified with R2,1. On the other hand, by identifying H2
with a subset of R2,1, the developing section is the standard inclusion. So the exactness of
the first part of the sequence (5) is proved by the following Proposition.
Proposition 2.3. Let U be a convex neighborhood of H2. For any vector t0 ∈ R
2,1 the
corresponding function v = V (t0)
v(x) = 〈t0, x〉
satisfies the equation H(v) = 0. Conversely, if u is a smooth function on U such that
H(u) = 0, there exists a unique vector t ∈ R2,1 such that u(x) = 〈t, x〉 for any x ∈ U .
Proof. We start by showing that for any fixed t0 ∈ R
2,1 the function v(x) = 〈t0, x〉 satisfies
H(v) = 0. Note that, for w ∈ TxH
2,
(6) dvx(w) = 〈t0, w〉 = 〈t
Tx
0 , w〉
where tTx0 is the projection of t0 to TxH
2. Thus gradv(x) = tTx0 . Note that TxH
2 coincides
with the orthogonal plane to x. So t0 = t
Tx
0 − 〈t0, x〉x = gradv(x) − v(x)x and, upon
covariant differentiation in R2,1 (we will denote by ∇ the covariant derivative in the ambient
R2,1 and by ∇ that of H2 and use the fact that the second fundamental form of H2 coincides
with the metric),
0 = ∇w gradv(x) + 〈w, grad v(x)〉x − dvx(w)x − v(x)w = (Hess v − vI)(w) .
Since elements of U , regarded as vectors of R2,1, generate the whole Minkowski space,
the map
V : R2,1 → C∞(U)
is injective and the image is a subspace of dimension 3 contained in the kernel of H . In
order to conclude it is sufficient to prove that the dimension of kerH is 3.
To this aim it will suffice to show that any u satisfying Hess u−uI = 0 such that u(xi) = 0
on three non-collinear points x1, x2, x3 vanishes everywhere.
Let γ : R → H2 be a unit-speed geodesic in U connecting two points γ(s1), γ(s2) where
u(γ(s1)) = u(γ(s2)) = 0. We claim that u ◦ γ ≡ 0. Using that Hessu − uI = 0, one gets
that y = u ◦ γ satisfies the linear differential equation y′′ = y. Since y(s1) = y(s2) = 0, for a
standard maximum argument, y ≡ 0 on the interval [s1, s2] and, by uniqueness, y ≡ 0 on R.
Then u ≡ 0 on any geodesic connecting two points where u takes the value 0. By
hypothesis, u takes the value 0 on three non-collinear points of U . By convexity of U , it is
easy to see that the geodesics on which u ≡ 0 exaust the whole U , and this concludes the
proof. 
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Let us stress that in general the sequence (5) is not globally exact. The following example
shows a family of Codazzi tensors which cannot be expressed as Hess (u)− uI.
Example 2.4. Suppose S is a closed surface. As observed by Hopf, see also [KS07], a self-
adjoint Codazzi operator b : TS → TS is traceless if and only if the symmetric form
g(v, w) = h(b(v), w) on S is the real part of a holomorphic quadratic differential q on S.
This gives an isomorphism of real vector spaces between the space of holomorphic quadratic
differentials on S and the space of traceless Codazzi tensors. We denote the image of q under
this isomorphism by bq. So traceless Codazzi tensors form a vector space of finite dimension
6g − 6 where g is the genus of S.
On the other hand, if Hessu−uI is traceless, then u satisfies the equation ∆u−2u = 0. A
simple application of the maximum principle shows that the only solution of that equation
is u ≡ 0. It follows that non-trivial traceless Codazzi tensors on S cannot be expressed as
Hess u− uI.
The next Proposition shows that however the examples above are in a sense the most
general possible. Although the proof is contained in [OS83], we give a short argument.
Proposition 2.5. Let S be a closed surface. Given b ∈ C(S, h) self-adjoint tensor satisfying
Codazzi equation with respect to the hyperbolic metric h, a holomorphic quadratic differential
q and a smooth function u ∈ C∞(S) are uniquely determined so that b = bq +Hess u− uI.
Proof. The subspaces {b ∈ C(S, h) : b is traceless} and {b ∈ C(S, h) : b = Hessu− uI} have
trivial intersection by Example 2.4. Now, let b ∈ C(S, h) and f = tr(b) ∈ C∞(S). Again,
since ∆−2id is invertible, there exists some function u such that f = ∆u−2u = tr(Hess u−
uI). Therefore b − (Hessu − uI) is traceless. This concludes the proof of the direct sum
decomposition. 
From the exact sequence (5) we have a long exact sequence in cohomology
(7) 0→ H0(S,F)→ H0(S,C∞)→ H0(S, C)→ H1(S,F)→ H1(S,C∞) .
Since the holonomy representation hol is irreducible, then H0(S,F) is trivial. Moreover,
H1(S,C∞) vanishes since C∞ is a fine sheaf. So we have a short exact sequence
(8) 0 −−−−→ C∞(S)
H
−−−−→ C(S, h)
δ
−−−−→ H1(S,F) −−−−→ 0 .
Since S˜ is contractible, the cohomology group H1(S,F) is naturally identified with the
group H1hol(π1(S),R
2,1). The identification goes as follows. Take a good cover U of S and
let U˜ be its lifting on S˜. By Leray Theorem H1(S,F) = H1(Cˇ•(U ,F)).
The pull-back π∗F of the sheaf F on the universal cover is isomorphic to the sheaf R2,1
of R2,1-valued locally constant function. Moreover there is a natural left action of π1(S) on
Cˇk(U˜ ,R2,1) given by
(α ⋆ s)(i0, . . . , ik) = hol(α)s(α
−1i0, . . . , α
−1ik) ,
where we are using the fact that π1(S) permutes the open subsets in U˜ .
Now, the complex Cˇ•(U ,F) is identified by pull-back with the sub-complex of Cˇ•(U˜ ,R2,1),
say Cˇ•(U˜ ,R2,1)π1(S), made of elements invariant by the action of π1(S).
Since H1(S˜,R2,1) = 0, given a π1(S)-invariant cocycle s ∈ Zˇ
•(U˜ ,R2,1)π1(S), there is a
0-cochain r ∈ Cˇ0(U˜ ,R2,1) such that dˇ(r) = s, that is s(i0, i1) = r(i1)− r(i0) for any pair of
open sets in U˜ which have nonempty intersection.
Although in general r is not π1(S)-invariant, for any α ∈ π1(S) we have that dˇ(α⋆r−r) =
0, so there is an element tα ∈ R
2,1 such that hol(α)r(α−1i0)− r(i0) = tα for every i0.
It turns out that the collection (tα) verifies the cocycle condition, so it determines an
element of H1hol(π1(S),R
2,1). This construction provides the required isomorphism
H1(Cˇ•(U˜ ,R2,1)π1(S))→ H1hol(π1(S),R
2,1) .
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Using this natural identification we will explicitly describe the connecting homomorphism
δ : C(S, h) → H1hol(π1(S),R
2,1). Let b ∈ C(S, h) and let b˜ : TH2 → TH2 be the lifting
of b to the universal cover. By Proposition 2.3, there exists uˆ ∈ C∞(S˜) such that b˜ =
Hess uˆ − uˆI. By the equivariance of b, for every α ∈ π1(S), uˆ ◦ α
−1 is again such that
b˜ = Hess (uˆ ◦α−1)− (uˆ ◦α−1)I. By the exactness of (5) there is a vector tα ∈ R
2,1 such that
(uˆ− uˆ ◦ α−1)(x) = 〈tα, dev(x)〉
where dev : S˜ → H2 is a developing map for the hyperbolic structure on S˜. The map
α → tα gives a cocyle. Since the definition depends on the choice of uˆ, it is easy to check
that t• : π1(S) → R
2,1 is well-defined up to a coboundary. The cohomology class of t• in
H1hol(π1(S),R
2,1) coincides with δ(b).
2.2. Geometric interpretation.
Definition 2.6. Let S be a C2 Cauchy surface in a flat space-time M and denote by s its
shape operator computed with respect to the future-pointing normal vector. We say that S
is strictly future convex if s is positive.
In this section we fix a topological surface S of genus g ≥ 2. We consider pairs (M,σ)
where M is a maximal globally hyperbolic flat space-time (we will use the acronym MGHF
hereafter) and σ : S → M is an embedding onto a strictly future-convex Cauchy surface.
Recall M is homeomorphic to S×R; we will always implicitly consider embeddings σ : S →
M which are isotopic to the standard embedding S →֒ S × {0}.
By a classical result of [CB68], those pairs are parameterized by the embedding data of
σ which are the Riemannian metric I induced by σ on S and the shape operator s of the
immersion (computed with respect to the future-pointing normal vector). Pairs (I, s) are
precisely the solutions of the so called Gauss-Codazzi equations:
(GC)
{
det s = −KI
d∇I s = 0
.
We consider the set of embedding data of strictly convex Cauchy surfaces in a MGHF
space-time, namely:
D =
(I, s) :
I Riemannian metric on S
s : TS → TS positive, self-adjoint for I
(I, s) solves equations (GC)
 .
Observe that the Riemannian metric I in a pair (I, s) ∈ D is necessarily of negative curvature.
First of all we want to show that the space D can be naturally identified with the space
E =
{
(h, b) :
h hyperbolic metric on S
b : TS → TS self-adjoint for h, d∇h b = 0, b > 0
}
.
Proposition 2.7. Let (I, s) be an element of D. Then the metric h(v, w) = I(sv, sw)
is hyperbolic and the operator b = s−1 satisfies the Codazzi equation for h. Conversely if
(h, b) ∈ E then I = h(bv, bw) and s = b−1 are solutions of (GC).
Proof. Using the formula ∇h = s−1∇Is which relates the Levi-Civita connection of h and
I (see [Lab92] or [KS07]), it is easy to check that b is an h-Codazzi tensor, and the same
implication with the roles of h and I switched. We also haveKh = KI/det s when h = I(s, s),
where Kh and KI are the curvatures of h and I. Therefore Kh = −1. Viceversa, starting
from (h, b), one obtains the Gauss equation KI = −1/ det b = − det s. 
Remark 2.8. The group Diffeo(S) naturally acts both on E and D. It is important to remark
here that the identification given by Proposition 2.7 commutes with those actions.
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The following theorem shows the relation between the embedding data (I, s) of a convex
Cauchy embedding S into M and the holonomy of M .
Theorem A. Let M be a globally hyperbolic space-time and S be a uniformly convex Cauchy
surface with embedding data (I, s). Let h be the third fundamental form of S and b = s−1.
Then
• the linear holonomy of M coincides with the holonomy of h;
• the translation part of the holonomy of M coincides with δb.
The rest of this section is devoted to the proof of this theorem. We first give a more
geometric meaning to the correspondence between D and E. The key ingredient is the Gauss
map. Given a Cauchy immersion σ : S → M we can consider the equivariant immersion of
the universal cover of S, σ˜ : S˜ → R2,1 obtained by composing the inclusion of S˜ into M˜
with the developing map of M . Notice that the holonomy of σ˜ coincides with the holonomy
of M .
The Gauss map of the immersion is then the map G : S˜ → H2 sending a point x to the
future normal of the immersion σ˜. Notice that dσ(TxS˜) = 〈G(x)〉
⊥ = TG(x)H
2. Denote by
s˜ and I˜ the lifting of s and I to the universal cover. Using that s˜ is the covariant derivative
of the future normal field by the flat R2,1-connection, it is immediate to see that
(9) dGx(v) = dσ(s˜(v)).
This identity shows that the pull-back of the hyperbolic metric through G is the metric
h(v, w) = I(sv, sw) so G is a local isometry between (S˜, h˜) and H2. This implies that G is
the developing map of h.
Proposition 2.9. Let (I, s) be the embedding data of a strictly convex spacelike Cauchy
surface in some MGHF space-time M , and denote by (h, b) the pair in E corresponding to
(I, s). If σ˜ : S˜ → R2,1 is the space-like immersion corresponding to the data (I, s), then the
corresponding Gauss map G : S˜ → H2 is a developing map for h.
We now want to compute the translation part of the holonomy ofM , once the embedding
data (I, s) are known. In particular we want to show that the translation part of the
holonomy equals δb where (h, b) is the pair corresponding to (I, s).
To this aim we need to construct a function uˆ : S˜ → R such that b˜ = Hessh˜uˆ− uˆI.
Proposition 2.10. Let (I, s) ∈ D and (h, b) ∈ E be the corresponding pair. Let σ˜ : S˜ → R2,1
be an embedding whose first fundamental form is I˜ and whose shape operator is s˜, and denote
by G : S˜ → H2 its Gauss map. Let us define uˆ : S˜ → R as uˆ(x) = 〈σ˜(x), G(x)〉. Then
s˜−1 = b˜ = Hess h˜uˆ− uˆI.
Proof. Notice that the statement is local so we may suppose that G is an isometry between S˜
and an open subset U of H2. So we can identify (S˜, h˜) to U through the map G. Under this
identification we have uˆ(x) = 〈σ˜(x), x〉 and (9) becomes dσ˜x(v) = bx(v). By a computation
we have
duˆx(v) = 〈dσ˜x(v), x〉 + 〈σ˜(x), v〉 = 〈σ˜(x)
Tx , v〉 ,
where we are using that dσ˜x(v) = bx(v) ∈ TxH
2 = x⊥. This shows that grad uˆ(x) = σ˜(x)Tx
and concludes that σ˜(x) = grad uˆ(x)− uˆ(x)x. Furthermore,
b˜x(v) =dσ˜x(v) = ∇v grad uˆ+ 〈grad uˆ, v〉x− duˆx(v)x − uˆ(x)v
=(Hess uˆ(x))(v) − uˆ(x)v .

The argument of the proof shows that in general the map σ˜ can be reconstructed using
G and uˆ by the formula
(10) σ˜(x) = dG(grad uˆ(x)) − uˆ(x)G(x) .
ON CODAZZI TENSORS ON A HYPERBOLIC SURFACE AND FLAT LORENTZIAN GEOMETRY 13
Remark 2.11. By a result of Mess, if the metric I˜ on S˜ is complete (that is the case if it
comes from a metric I on the closed surface S), then the immersion σ˜ is in fact an embedding
on a space-like surface of R2,1.
It turns out that S is future strictly convex iff the future F of σ˜(S˜) in R2,1 is convex. The
function uˆ ◦G−1 : H2 → R coincides with the support function of F (see [FV13] for details
on the support function of convex subsets in Minkowski space).
We can now conclude the proof of Theorem A.
Lemma 2.12. Let (I, s) ∈ D and (b, h) the corresponding pair in E. Denote by σ˜ : S˜ → R2,1
the space-like immersion corresponding to (I, s) and by G : S˜ → H2 the corresponding Gauss
map. Consider the function uˆ : S˜ → R defined by uˆ(x) = 〈σ˜(x), G(x)〉. Then
(uˆ− uˆ ◦ α−1)(x) = 〈tα, G(x)〉 ,
where tα is the translation part of the holonomy of the immersion σ˜.
Proof. We have
σ˜(α−1x) = hol(α−1)σ˜(x) − hol(α)−1tα ,
and
G(α−1x) = hol(α−1)(G(x)) .
So
uˆ(α−1x) = 〈G(α−1x), σ˜(α−1x)〉 = uˆ(x) − 〈tα, G(x)〉 .
and this concludes the proof. 
Remark 2.13. If S is a closed surface of genus g ≥ 2, the holonomy distinguishes MGHF
structures on S × R containing a convex Cauchy surface. So Theorem A implies that that
two elements of E, say (h, b), and (h′, b′), correspond to isotopic Cauchy immersions into the
same space-time if and only if
• there is an isometry F : (S, h)→ (S, h′) isotopic to the identity.
• δ(b) = δ(b′) (this makes sense as the holonomies of h and h′ coincide for the previous
point).
Let us denote by S+(S) the set of isotopy classes of MGHF structures on S×R containing
a future convex surface. Then, S+(S) can be realized as the quotient of E up to the identify
(h, b) and (h′, b′) if the previous conditions are satisfied.
2.3. A de Rham approach to Codazzi tensors. We want to give a different description
of the connection homomorphism
δ : C(S, h)→ H1(S,F) .
Let us denote by D the flat connection over F → S, and let Ωk(S, F ) be the space of
F -valued k-forms over S, namely the space of smooth sections of the bundle ΛkT ∗S ⊗ F .
The exterior differential is the operator
dD : Ωk(S, F )→ Ωk+1(S, F )
defined on simple elements by dD(ω ⊗ t) = d(ω)⊗ t+ (−1)kω ∧Dt.
As F is flat, dD ◦ dD = 0 and the de Rham cohomology of the bundle F is defined as the
cohomology of the complex (Ω•(S, F ), dD). As
0→ F → Ω0(−, F )→ Ω1(−, F )→ . . .
is a fine resolution of F , by de Rham theorem H1(F) is naturally identified with H1dR(S, F ).
The first aim of this section is to give a characterization of Codazzi operators over S in
terms of de Rham complex. Recall that we have a developing section ι : S → F obtained
as the projection of the developing map. The covariant derivative of ι provides a natural
monomorphism ι∗ : TS → F , where ι∗(v) = Dvι. If S = H
2, then ι corresponds to the
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natural inclusion H2 → R2,1, and ι∗ corresponds to the inclusion of tangent spaces of H
2 in
R2,1.
Now, given any operator b : TS → TS we can consider the composition ι∗b as an F -
valued 1-form on S. The following simple computation gives a characterization of self-adjoint
Codazzi tensors:
Proposition 2.14. Let b : TS → TS be any operator. Then b is self-adjoint and Codazzi if
and only if ι∗b is closed.
Proof. The usual splitting of the flat connection of R2,1 into the Levi-Civita connection of
H2 and second fundamental form gives in this setting the following formula
Dv(ι∗X) = ι∗(∇vX) + h(X, v)ι(x)
for any vector field X over S and any tangent vector v at x. Given two vector fields X,Y
on S we get
dD(ι∗b)(X,Y ) =DX(ι∗(bY ))−DY (ι∗(bX))− ι∗b[X,Y ]
=ι∗(∇X(bY )−∇Y (bX)− b[X,Y ]) + (h(X, bY )− h(Y, bX))ι(x)
=ι∗(d
∇b(X,Y )) + (h(X, bY )− h(Y, bX))ι(x)
As the image of ι∗ at TxS is the orthogonal complement of ι(x) in Fx, the previous compu-
tation proves the statement. 
We can now give a description of the connection homomorphism δ under the usual iden-
tification between H1(S,F) and H1dR(S, F ).
Proposition 2.15. The connecting homomorphism δ : C(S, h) → H1dR(S, F ) of the short
exact sequence (8) is expressed by the formula
δ(b) = [ι∗b] .
Before proving the Proposition, we give a preliminary Lemma.
Lemma 2.16. Given a function u ∈ C∞(S) and b ∈ C(S, h), we have b = Hessu−uI if and
only if ι∗b = d
D(ι∗ gradu− uι).
Proof. By an explicit computation,
dD(ι∗ gradu− uι) =D(ι∗ gradu)− (du)ι− uDι
=ι∗(Hessu) + h(gradu, •)ι− (du)ι− uι∗
=ι∗(Hessu− uI) .

Remark 2.17. If b is positive and (I, s) ∈ D are the embedding data associated with (h, b),
the corresponding map σ˜ : S˜ → R2,1, considered as a section of the trivial flat R2,1-bundle
on S˜, solves the equation
dDσ˜ = ι∗b ,
so Lemma 2.16 is a generalization of Formula (10).
Proof of Proposition 2.15. The construction of the operator δ works as follows. Take a good
cover {Ui} of S. On each Ui there is a function ui such that b|Ui = Hessui − uiI. Now
ui1 −ui0 = V (ti0i1) for some flat sections ti0i1 of F on Ui0 ∩Ui1 . The family {ti0i1} forms an
F -valued 1-cocyle. Since Ω0(−, F ) is fine, there are smooth (but in general non flat) sections
ηi over Ui such that
(11) ti0i1 = ηi1 − ηi0 .
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The differentials of ηi glue to a global F -valued closed form which represents δb in the
de Rham cohomology. We claim that ηi = ι∗(gradui)−uiι satisfy the condition (11). From
the claim and Lemma 2.16 we easily get that δb = [ι∗b].
To prove the claim it is sufficient to check the following formula
ui1(x) − ui0(x) = 〈(ηi1 − ηi0 )(x), ι(x)〉 ,
which is immediate once one recalls that the image of ι∗ is orthogonal to ι. 
3. Relations with Teichmu¨ller theory
In this section we will consider symmetric Codazzi tensors as infinitesimal deformations
of a metric, inducing in this way an infinitesimal deformation of the conformal structure.
We will see that in the closed case the first order variation of the holonomy map
hol : T (S)→R(π1(S), SO(2, 1))//SO(2, 1)
which associates to a conformal structure the holonomy of the hyperbolic structure in its
conformal class, can be explicitly computed in terms of the coboundary operators δ we
already considered.
As a by-product we will see that the corresponding map E → TT (S), induces to the
quotient a bijective map between the space S+(S) of MGHF structures on S×R and TT (S).
3.1. Killing vector fields and Minkowski space. The Lie algebra so(2, 1) is naturally
identified to the set of Killing vector fields on H2, so it is realized as a subalgebra of the
space of smooth vector fields X(H2) on H2. There is a natural action of SO(2, 1) on X(H2)
that is simply defined by
(A∗X)(x) = dA(X(A
−1x)) .
This action restricts to the adjoint action on so(2, 1).
The Minkowski cross product is defined by v ⊠ w = ∗(v ∧ w), where ∗ : Λ2(R2,1)→ R2,1
is the Hodge operator associated to the Minkowski product. As in the Euclidean 3D case, it
leads to a natural identification between R2,1 and so(2, 1) which commutes with the action
of SO(2, 1). Basically any vector t ∈ R2,1 is associated with the Killing vector field on H2
defined by Xt(x) = t⊠ x. This identification will be denoted by Λ : R
2,1 → so(2, 1).
Notice that any hyperbolic surface S is equipped with a SO(2, 1)-flat bundle Fso(2,1)
whose flat sections correspond to Killing vector fields on S. Elements of Fso(2,1) are germs
of Killing vector fields on S, so an evaluation map ev : Fso(2,1) → TS is defined.
On the other hand, the isomorphism Λ provides a flat isomorphism, that with a standard
abuse we still denote by Λ, between the R2,1-flat bundle F and Fso(2,1). Under this identi-
fication the developing section ι : S → F corresponds to the section sending each point to
the infinitesimal generator of the rotation about the point.
We recall that the Zarinski tangent space at a point ρ : π1(S)→ SO(2, 1) to the charac-
ter variety R(π1(S), SO(2, 1))//SO(2, 1) is canonically identified with the cohomology group
H1Adρ(π1(S), so(2, 1)) ([Gol84]). The identification goes in the following way. Given a differ-
entiable path of representations ρt such that ρ0 = ρ, we put
ρ˙(α)(x) =
d
dt
∣∣∣∣
t=0
ρt(α) ◦ ρ0(α)
−1(x).
3.2. Deformations of hyperbolic metrics. We fix a hyperbolic surface (S, h) – that in
this subsection we will not necessarily assume complete – with holonomy hol : π1(S) →
SO(2, 1). We still make the assumption that hol is not elementary.
It is well known that if ht is a family of hyperbolic metrics on S which smoothly depend
on t and such that h0 = h, then the h-self-adjoint operator b = h
−1h˙ satisfies the so called
Lichnerowicz equation (see [FT84a])
L(b) = −(∆− 1/2)trb+ δhδhb = 0 ,
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where δhb is the 1-form obtained by contracting ∇b namely, δh(b)(v) = tr(∇•b)(v), whereas
the second δh is the divergence on 1-forms, δ(ω) = trh
−1∇ω.
If X is a vector field on S with compact support, and ft : S → S is the flow generated
by X , then putting ht = f
∗
t (h), we have that h
−1h˙ = 2S∇X , where S∇X denotes the
symmetric part of the operator ∇X . It follows that S∇X is a solution of Lichnerowicz
equation. Being L a local operator, we deduce that S∇X is a solution of Lichnerowicz
equation for any vector field X .
Conversely, as any deformation of a hyperbolic metric is locally trivial, it can be readily
shown that any solution of Lichnerowicz equation can be locally written as S∇X for some
vector field X .
Denoting by X the sheaf of smooth vector fields and by L the sheaf of solutions of Lich-
nerowicz equation, the sheaf morphism S∇ : X → L, defined by X 7→ S∇X , is surjective.
On the other hand the kernel of this morphism is the subsheaf of X of Killing vector fields.
This is simply the image of the sheaf Fso(2,1) of flat sections of Fso(2,1) through the evaluation
map ev : Fso(2,1) → X.
So we have a short exact sequence of sheaves
0→ Fso(2,1) → X→ L→ 0
that in cohomology gives a sequence
(12) 0 −−−−→ X(S) −−−−→ L(S)
d
−−−−→ H1hol(π1(S), so(2, 1)) −−−−→ 0 ,
where hol is the holonomy of h and again we are using the canonical identification
H1(S,Fso(2,1)) = H
1
hol(π1(S), so(2, 1)).
We claim that if b is the first order deformation of a family of hyperbolic metrics, namely
b = h−1h˙, then d coincides with the derivative of the holonomy map (which we still denote
by hol)
hol :M−1 →R(π(S), SO(2, 1))//SO(2, 1)
along the family of metrics.
More precisely we will prove the following result.
Proposition 3.1. Let ht be a family of hyperbolic metrics on a surface S, not necessarily
complete, and suppose that h depends smoothly on t. Then we can find a family of repre-
sentations holt so that
• holt is a representative of the holonomy of ht in its conjugacy class.
• holt smoothly depends on t.
Moreover we have
(13) 2 ˙hol = d(h−1h˙) .
Remark 3.2. A simple way to understand the operator d is the following. Given b ∈ L(S),
on the universal covering there is a field T such that b˜ = S∇T . As b˜ is π1(S)-invariant, it
turns out that T − α∗T is a Killing vector field on S˜ for any α ∈ π1(S). Thus there is an
element τα ∈ so(2, 1) such that ddev(T − α∗T )(x) = τα(dev(x)) and d(b) coincides with the
cocycle τ•.
Proof. Notice that the exponential maps expt of ht define a differentiable map on an open
subset Ω of (−ǫ, ǫ)× T S˜
exp : Ω→ S˜
such that exp(t, x, v) = expt(x, v).
Now, let devt be the developing map of ht normalized so that devt(p0) = dev0(p0) and
d(devt)(p0) = d(dev0)(p0), and consider the map
dev : (−ǫ, ǫ)× S˜ → H2
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defined by dev(t, p) = devt(p). As devt commutes with the exponential map
devt(expt(x, v)) = expH2((devt)∗(x, v)) ,
one readily sees that dev is differentiable.
As a representative for the holonomy representation holt of ht can be chosen so that
devt ◦ α = holt(α) ◦ devt ,
it turns out that the map hol : (−ǫ, ǫ)→R(π1(S), SO(2, 1) is differentiable as well.
Now differentiating the identity
ht(v, w) = 〈ddevt(v), ddevt(w)〉
one sees that on the universal covering
h−1h˙ = 2S∇ ˙dev ,
where we have put ˙dev = d(dev0)
−1 ddevt
dt |t=0. On the other hand, for any α ∈ π1(S),
differentiating the identity
devt(αx) = holt(α)devt(x)
one gets that
(ddev0) ˙dev(αx) = (ddev0)(dα) ˙dev(x) + ˙hol(α)dev0(αx) .
It can be checked (compare Remark 3.2) that d(h−1h˙)α = 2ddev0( ˙dev − α∗ ˙dev), hence the
conclusion follows. 
3.3. Codazzi tensors as deformations of conformal structures on a closed surface.
In this section we restrict to the case S closed. We fix a hyperbolic metric h with holonomy
hol and denote by J : TS → TS the almost-complex structure induced by h.
We remark that in general a Codazzi tensor b for h is not an infinitesimal deformation of
a family of hyperbolic metrics, unless b is traceless. Indeed the following computation holds.
Lemma 3.3. If b is a self-adjoint Codazzi tensor of a hyperbolic surface (S, h) then L(b) =
tr(b)/2 .
Proof. Notice that (δhb)(v) = tr(∇•b)(v) = tr∇vb, where the last equality holds as b is
Codazzi. As the trace commutes with ∇, (δhb)(v) = (dtrb)(v) so δhb = dtrb, and δhδhb =
∆(trb). The conclusion follows immediately. 
We may consider b as an infinitesimal deformation of the conformal structure. Indeed for
small t the bilinear form
hˆt(v, w) = h((I + tb)v, (I + tb)w)
defines a path of Riemannian metrics which smoothly depends on t.
So for each t, there is a uniformization function ψt : S → R such that ht = e
2ψt hˆt is
the unique hyperbolic metric conformal to ht. It is well known that the conformal factor ψt
smoothly depends on t (compare [FT84a]), so the path of holonomies [holt] defines a smooth
path in the character variety.
The following proposition computes the first order variation of holt (that is an element
of H1Ad◦hol(π1(S), so(2, 1)) in terms of b.
Proposition 3.4. Let h be a hyperbolic metric on S, Xh ∈ T (S) be its complex structure
and let b ∈ C(S, h). Let b = bq +Hessu− uI the decomposition of b given in Proposition 2.5.
Then
dholXh([b0]) = −Λ(δ(Jbq))
where Λ : H1
hol
(π1(S),R
2,1) → H1
Ad◦hol(π1(S), so(2, 1)) is the isomorphism induced by the
SO(2, 1)-equivariant isomorphism Λ : R2,1 → so(2, 1).
Remark 3.5. As bq is traceless and self-adjoint, Jbq is traceless and self-adjoint as well, and
it turns out that Jbq = biq.
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Proof. Let devt be a family of developing maps of ht depending smoothly on t and denote
by holt the holonomy representative for which devt is equivariant.
By Proposition 3.1, 2 ˙hol = d(h−1h˙), where d : L(S) → H1Ad◦hol(π1(S), so(2, 1)) is the
connecting homomorphism defined in (12).
By differentiating the identity ht(v, w) = e
2ψth((I + tb)v, (I + tb)w) one gets
h˙(v, w) = 2h((ψ˙I + b)v, w)
that is
1
2
h−1h˙ = (ψ˙ − u)I + Hessu+ bq .
Now h−1h˙, bq and Hess u = S∇(gradu) are solutions of Lichnerowicz equation, so by linearity
L((ψ˙− u)I) = 0. An explicit computation shows that this precisely means that the function
φ = ψ˙ − u must satisfy the equation ∆φ − φ = 0. As φ is a regular function on S and we
are assuming S is closed, we deduce that φ ≡ 0.
Thus h−1h˙ = 2Hessu+ 2bq. Notice that d(Hess u) = 0 as Hess u = S∇(gradu) on S. So
we get
2 ˙hol = d(h−1h˙) = 2d(bq) .
To compute d(bq) we have to find a vector field T on the universal covering, such that
bq = S∇T , and d(bq) is determined by the equivariance of T .
Now as Jbq is still a symmetric Codazzi tensor, on the universal cover we can find a func-
tion v such that Jbq = Hessv−vI. This implies that bq = −JHessv+Jv = −∇(J gradv)+Jv.
That is, the field T = −J grad v satisfies the property we need. It follows that
(14) (ddev0)
−1( ˙hol(α)) = (−J gradv)− α∗(−J grad v) ,
where dev : S˜ → H2 is the developing map for h.
The conclusion then follows by comparing Equation (14) with the formula proved in the
following Lemma, that we prove separately as it does not depend on the fact that S is
closed. 
Lemma 3.6. Let b a Codazzi tensor on any hyperbolic surface S and let v be a function on
the universal cover such that b = Hess f − f I. Then for any α ∈ π1(S) and x ∈ S˜ we have
that
J gradf − α∗(J gradf) = −(ddev)
−1Λ(δb)α ,
where dev : S˜ → H2 is the developing map.
Proof. Let us put tα = (δb)α. As Λ(t)(•) = t⊠ •, we have to prove that for any x in S˜
ddevx(J gradf(x)− α∗(J gradf))(x) = −tα ⊠ dev(x) .
The point is that (f − f ◦ α−1)(x) = 〈tα, dev(x)〉 for any x ∈ S˜. Thus
ddevx(grad f − α∗ gradf) = tα + 〈tα, dev(x)〉dev(x) .
As for any v ∈ TxS˜ we have that ddevx(Jv) = JH2ddevx(v) = dev(x)⊠ ddevx(v) we get
ddevx(J(grad f − α∗ grad f)) = dev(x) ⊠ ddevx(grad f − α∗ gradf) = dev(x)⊠ tα ,
and the conclusion follows. 
Remark 3.7. We want to emphasize the reasons we restricted Proposition 3.4 to the case of
closed surfaces.
There are some technical issues. For instance the metric hˆt is not well defined if the
eigenvalues of b are not bounded and one should use I + χtb, where χt is a function going
sufficiently fast to 0 at infinity for each t and such that ∂tχt(0) = 1. Moreover the uni-
formization factor ψt on t is well defined only if we restrict on some classes of hyperbolic
metrics (e.g. complete metrics, metrics with cone singularities) and its smooth dependence
on the factor is more complicated.
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More substantial problems are related to the splitting of b as traceless part and trivial
part. The splitting is related to the solvability of the equation ∆u− 2u = tr(b). Now in the
non closed case to get existence and uniqueness of the solution, some asymptotic behavior
of tr(b) must be required.
A related problem is that on an open surface there are smooth non trivial solutions of
the equation ∆φ − φ = 0. So in order to prove that φ ≡ 0, φ is needed to have some good
behavior at infinity (which can be obtained only requiring some extra hypothesis on the
behavior of b in the ends).
We will discuss the case of hyperbolic metrics with cone singularity in Section 4, where
these problems will become evident.
3.4. A global parameterization of MGHF space-times with closed Cauchy sur-
faces. We consider the space E introduced in Section 2. We know that this space param-
eterizes embedding data of uniformly convex surfaces in some MGHF space-time, and we
have already remarked that the space S+(S) of MGHF structures on S × R containing a
closed convex Cauchy surface is the quotient of E by identifying (h, b) and (h′, b′) if h and
h′ are isotopic and δb = δb′ (see Remark 2.13)
We want to use results of the previous section to construct a natural bijection between
S+(S) and the tangent bundle of the Teichmu¨ller space of S. Let us briefly recall some basic
facts of Teichmu¨ller theory that we will use. See for instance [Gar87] for more details.
Elements of T (S) are complex structures on S, say X = (S,A), up to isotopy. In the
classical Ahlfors-Bers theory, the tangent space of T (S) at a point [X ] ∈ T (S) is identified
with a quotient of the space of Beltrami differentials B(X). A Beltrami differential is a L∞
section of the bundle K−1 ⊗ K¯, where K is the canonical bundle of X , that simply means
that a Beltrami differential is a (0, 1)-form with value in the holomorphic tangent bundle
of X . There is a natural pairing between quadratic differentials and Beltrami differentials,
given by the integration of the (1, 1) form obtained by contraction
〈q, µ〉 =
∫
S
q • µ ,
where in complex chart q • µ := q(z)µ(z)dz ∧ dz¯, if µ = µ(z)dz¯/dz and q = q(z)dz2.
We say that a Beltrami differential µ is trivial if 〈q, µ〉 = 0 for any holomorphic quadratic
differential. We will denote by B(X)⊥ the subspace of trivial Beltrami differentials.
The tangent space T[X]T (S) is naturally identified with B(X)/B(X)
⊥ as a complex vector
space. The identification goes as follows: suppose to have a C1-path γ : [0, 1]→ T (S) such
that γ(0) = [X ]. Then it is possible to choose a family of representatives γ(t) = [Xt] such
that the Beltrami differential µt of the identity map I : X → Xt is a C
1 map of [0, 1] in B(X).
It is a classical fact that µ˙(0) does not depend on the choice of the representatives Xt up to
a trivial differential, and thus one can identify γ˙(0) with the class of [µ˙] in B(X)/B(X)⊥.
Smooth trivial Beltrami operators can be expressed as ∂¯σ, where σ is a section of K−1.
In order to link this theory with our construction it seems convenient to identify the
holomorphic tangent bundle K−1 of a Riemann surface X = (S,A) with its real tangent
bundle TS. Basically if z = x+ iy is a complex coordinate one identifies the tangent vector
a ∂∂x + b
∂
∂y with the holomorphic tangent vector (a+ ib)
∂
∂z . Notice that under this identifica-
tion the multiplication by i on K−1 corresponds to the multiplication by the almost-complex
structure J associated with X . Moreover Beltrami differentials correspond to operators m
on TS which are anti-linear for J : mJ = −Jm. By some simple linear algebra this is
equivalent to tr(m) = 0 and tr(Jm) = 0, or analogously Beltrami differentials correspond
to traceless operators which are symmetric for some conformal metric on (TS, J).
More explicitly, if in local complex coordinate µ = µ(z)dz¯/dz, the corresponding operator
in the real coordinates is
(15) m =
(
ℜ(µ) ℑ(µ)
ℑ(µ) −ℜ(µ)
)
.
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We recall that T (S) is a complex manifold. Its almost-complex structure J corresponds
in the complex notation to the multiplication by i of the Beltrami differential. In the real
notation, this is the same as J ([m]) = [Jm].
Now we denote by X = Xh the complex structure determined by a hyperbolic metric h.
Given a Codazzi operator for the metric h, we have considered a smooth path of metrics
hˆt = h(I + tb, I + tb), which determines a smooth path in the Teichmuller space [Xt], where
Xt is the complex structure on S determined by hˆt.
It turns out that the tangent vector of this path is simply the class of the Beltrami
differential b0, where b0 = b− (trb/2)I is the traceless part of b.
The main theorem we prove in this section is the following:
Theorem B. Let h be a hyperbolic metric on a closed surface S, X denote the complex
structure underlying h, and C(S, h) be the space of self-adjoint h-Codazzi tensors. Then the
following diagram is commutative
(16)
C(S, h)
Λ◦δ
−−−−→ H1
Ad◦hol(π1(S), so(2, 1))
Ψ
y dholx
T[X]T (S) −−−−→
J
T[X]T (S)
where Λ : H1
hol
(π1(S),R
2,1)→ H1
Ad◦hol(π1(S), so(2, 1)) is the natural isomorphism, and J is
the complex structure on T (S).
Remark 3.8. In order to prove this Theorem, we need to link the Levi-Civita connection on
S with the complex structure X .
Let X = (S,A) be a Riemann surface with underlying space S, and let h be a Riemannian
metric on S which is conformal in the complex charts of A. Then through the canonical
identification between TS and K−1, h corresponds to a Hermitian product over K−1.
Being K−1 a holomorphic bundle over S, there is a Chern connection D on K−1 associ-
ated with h. As in complex dimension 1 any Hermitian form is Ka¨hler, the connection D
corresponds to the Levi Civita connection of h (regarded as a real Riemannian structure on
S), through the identification K−1 ∼= TS (see Proposition 4.A.7 of [Huy05]).
Now if in a conformal coordinate z the metric is of the form h = e2η|dz|2, then the
connection form of D is simply
(17) ω = 2∂η ,
where ∂η = ∂η∂z dz. Thus a simple computation shows that the connection form of ∇ with
respect to the real conformal frame ∂x, ∂y is
(18) A = dη ⊗ I− (dη ◦ J)⊗ J .
Finally, as the ∂¯-operator on K−1 corresponds to the (0, 1)-part of D, holomorphic sections
of K−1 correspond to vector fields Y such that (∇Y ) commutes with J . This means that
S∇Y must be a multiple of the identity, i.e. ∇Y = λI + µJ for some functions λ and µ.
Proof. The proof is based on the computation in Proposition 2.5. Using the decomposition
b = bq + Hessu − uI, we see that Jb0 = Jbq + S∇(JHess u) = Jbq + ∂¯(J gradu), where
we are using that the ∂¯-operator on K−1 coincides with the anti linear part of ∇X (un-
der the identification K−1 = TS). In particular [Jb0] = [Jbq] as elements of TXT (S). As
dhol([Jb0]) = Λδ(bq) = Λδ(b) by Proposition 3.4 we conclude that the diagram is commu-
tative. 
Corollary C. Two embedding data (I, s) and (I ′, s′) correspond to Cauchy surfaces con-
tained in the same flat globally hyperbolic space-time if and only if
• the third fundamental forms h and h′ are isotopic;
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• the infinitesimal variation of h induced by b is Teichmu¨ller equivalent to the infini-
tesimal variation of h′ induced by b′.
In particular the map induces to the quotient a bijective map
Ψ¯ : S+(S)→ TT (S) .
Proof. As it is known ([Gol84]) that
dhol : TXT (S)→ T[hol] (R(π1(S), SO(2, 1))//SO(2, 1))
is an isomorphism, and that the holonomy distinguishes maximal globally hyperbolic flat
space-times with compact surface ([Mes07]), the result follows by the commutative of (16).
The only point to check is that the restriction of the map Λ◦δ : C(S, h)→ H1hol(π1(S), so(2, 1))
on the subset of positive Codazzi tensors C+(S, h) = {b ∈ C(S, h) : b > 0} is surjective. This
follows from the fact that δ : C(S, h) → H1hol(π1(S),R
2,1) is surjective and that for any
smooth Codazzi tensor we can find a constant M such that b+M I is positive. 
3.5. Symplectic forms. We fix a hyperbolic metric h on a closed surface S and use the
same notation as in the previous section. We consider the Goldman symplectic form ωB
on H1Ad◦hol(π1(S), so(2, 1)), which depends on the choice of a non-degenerate Ad-invariant
symmetric form B on so(2, 1), and the Weil-Petersson symplectic form ωWP on TT (S).
In [Gol84], Goldman proved that dhol : (T[Xh]T (S), ωWP ) → (H
1
hol(π1(S), so(2, 1)), ω
B) is
symplectic up to a multiplicative factor (which depends on the choice of B).
In this section we give a different proof of this fact. We will compute in a simple way
the pull-back of the forms ωB and ωWP respectively through the maps Λ ◦ δ : C(S, h) →
H1hol(π1(S), so(2, 1)) and Ψ : C(S, h) → TXhT (S) introduced in the previous section and
show that they coincide up to a factor. The thesis will directly follow by the commutativity
of (16).
In the definition of the Goldman form ωB given in [Gol84], the model sl(2,R) of the
algebra so(2, 1) is considered, and in that model the following Ad-invariant form is taken:
B(X,Y ) = tr(XY ) .
With this choice we can compute B in terms of the Minkowski product on the bundle F .
Lemma 3.9. Let B be the form on so(2, 1) obtained by identifying so(2, 1) with sl(2,R).
Then B(Λ(t),Λ(s)) = (1/2)〈t, s〉.
Proof. As the space of Ad-invariant symmetric forms on so(2, 1) is 1-dimensional, there
exists λ0 such that B(Λ(t),Λ(s)) = λ0〈t, s〉.
In order to compute λ0, let us consider an isometry Γ between H
2 and the upper half-
space H+, sending t0 = (1, 0, 0) to i. As Λ(t0) is a generator of the elliptic group around t0,
we have that ΓΛ(t0)Γ
−1 is a multiple of the matrix
X0 =
(
0 −1
1 0
)
.
Using that exp(tΛ(t0)) is 2π periodic, whereas exp(tX) is π-periodic in PSL(2,R) we deduce
that ΓΛ(t0)Γ
−1 = ±(1/2)X0, so B(Λ(t0),Λ(t0)) = −1/2 = 1/2〈t0, t0〉 and λ0 = 1/2. 
To define the symplectic form ωB, H1Ad◦hol(π1(S), so(2, 1)) is identified with H
1
dR(S, Fso(2,1)).
Then we set
ωB(σ, σ′) =
∫
S
B(σ ∧ σ′) ,
where B(σ ∧ σ′) is obtained by alternating the real 2-form B(σ(•), σ′(•)).
Analogously a symplectic form ωF is defined on H1dR(S, F ) by setting
ωF (s, s′) =
∫
S
〈s ∧ s′〉 ,
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where s, s′ are F -valued closed 1-forms.
By Lemma 3.9 one gets that ωB(Λ(s),Λ(s′)) = (1/2)ωF (s, s′).
Proposition 3.10. Let δ : C(S, h)→ H1dR(S, F ) be the connecting homomorphism. Then
(19) ωF (δ(b), δ(b′)) =
1
2
∫
S
tr(Jbb′) dAh ,
or analogously
(20) ωB(Λ(δ(b)),Λ(δ(b′))) =
1
4
∫
S
tr(Jbb′) dAh .
Proof. By Proposition 2.15, δ(b) = [ι∗b] and δ(b
′) = [ι∗b
′], where ι∗ : TS → F is the
inclusion induced by the developing section. In particular if {e1, e2} is an orthonormal
frame on S we have
〈(δb) ∧ (δb′)〉 =
1
2
(〈ι∗b(e1), ι∗b
′(e2)〉 − 〈ι∗b(e2), ι∗b
′(e1)〉)
=
1
2
(h(be1, b
′e2)− h(be2, b
′e1))
=
1
2
(h(be1, b
′Je1) + h(be2, b
′Je2))
=
1
2
tr(Jbb′) .
Formula (19) immediately follows. 
Remark 3.11. A consequence of the previous proposition is that if b and b′ are Codazzi
operators, then ∫
S
tr(Jbb′) dAh = 0
whenever one of the two factors is of the form Hessu− uI. This could also be deduced by a
direct computation.
We now consider the computation of the Weil-Petersson symplectic form ωWP . In con-
formal coordinates, if q(z) = f(z)dz2, q′(z) = g(z)dz2 and h(z) = e2η|dz|2, then the 2-form
f g¯
e2η
dx ∧ dy
is independent of the coordinates. Recall that the Codazzi tensor bq is defined as the
h−1ℜ(q). A simple computation shows that in the conformal basis {∂x, ∂y} the operator bq
is represented by the matrix
(21) e−2η
(
ℜ(f) −ℑ(f)
−ℑ(f) −ℜ(f)
)
.
The Weil-Petersson product is defined as
gWP (q, q
′) =
∫
S
f g¯
e2η
dx ∧ dy .
A local computation, using expression (21) of the matrices bq and bq′ shows that
(22) gWP (q, q
′) =
1
2
∫
S
tr(bqbq′) dAh +
i
2
∫
S
tr(Jbqbq′) dAh .
This expression is at the heart of the following computation.
Proposition 3.12. Given b, b′ ∈ C(S, h), the following formula holds:
(23) ωWP (Ψ(b),Ψ(b
′)) = 2
∫
S
tr(Jbb′) dAh .
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Proof. Let q be a holomoprhic quadratic differential. By a local computation, using Equa-
tions (15) and (21) which relate the expression in complex charts of the Beltrami differential
Ψ(b) = [b0] and the holomorphic quadratic q differential to their expression as operators on
the real tangent space TS, the contraction form of Ψ(b) and q equals
q •Ψ(b) = −(tr(Jb0bq) + itr(b0bq)) dAh .
It follows that
(24) 〈q,Ψ(b)〉 = −
∫
S
(tr(Jb0bq) + itr(b0bq)) dAh .
Comparing this equation with (22) we see that the antilinear map K2(S) → TXhT (S)
defined by the Weil-Petersson product is
q → Ψ
(
Jbq
2
)
.
So we have dually that
gWP (Ψ(bq),Ψ(b
′
q)) = 4gWP (Ψ(Jbq/2),Ψ(Jb
′
q/2)) = 4gWP (q, q
′)
and using (22) we see that
ωWP (Ψ(bq),Ψ(b
′
q)) = 2
∫
S
tr(Jbqb
′
q) dAh .
To get the formula in general, notice that, if b = bq +Hessu−uI and b
′ = bq′ +Hessu
′− u′I,
ωWP (Ψ(b),Ψ(b
′)) =ωWP (Ψ(bq),Ψ(bq′))
=2
∫
S
tr(Jbqbq′) dAh
=2
∫
S
tr(Jbb′) dAh .
where the last equality holds by Remark 3.11. 
Corollary 3.13. The Weil-Petersson symplectic form ωWP and the Goldman symplectic
form ωB are related by:
hol∗(ωB) =
1
8
ωWP .
The proof, which is a new proof of Goldman’s Theorem presented in [Gol84], follows
directly by the commutativity of diagram (16) and formulae (20) and (23).
4. The case of punctured and singular surfaces
4.1. Hyperbolic metrics with cone singularities. We now consider more deeply the
case of surfaces with cone singularities. Let us fix a closed surface S of genus g and a finite
set of points p = {p1, . . . , pk} on S. Finally fix θ1, . . . θk ∈ (0, 2π). Recall by [Tro91] that
a singular metric on S with cone angles θi at pi is a smooth metric h on S \ p such that
for any i = 1 . . . , k. there is a conformal coordinate z in a neighborhood Ui of pi such that
h|Ui\{pi} = |z|
2βie2ξi(z)|dz|2, where βi =
θi
2π − 1 ∈ (−1, 0) and ξi is a continuous function on
Ui. We will denote by β =
∑
βipi the divisor associated with the metric h. We will always
assume χ(S,β) := χ(S) +
∑
βi < 0.
Example 4.1. The local model of a hyperbolic metric with cone singularity of angle θ0 is
obtained by taking a wedge in H2 of angle θ0 and glueing its edges by a rotation. See Figure
1 below, in the Poincare´ disc model.
More formally one can consider the universal coverH of H2\{p}. Its isometry group is the
universal cover of the stabilizer of p in Isom(H2). Indeed we can consider onH ∼= (0,+∞)×R
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l1
l2
Figure 1. The model of a hyperbolic surface with a cone point. The wedge
in H2 is the intersection of the half-planes bounded by two geodesic l1, l2.
The edges are glued by a rotation fixing l1 ∩ l2.
the coordinates (r, θ) obtained by pulling back the polar coordinates of H2 centered at p. If
we take p = (0, 0, 1) the projection map is simply
d(r, θ) = (sinh r cos θ, sinh r sin θ, cosh r) .
We have d∗(hH2) = dr
2 + sinh 2(r)dθ2. The isometry group of H coincides with the group
of horizontal translations τθ0(r, θ) = (r, θ0 + θ). For a fixed θ0, the completion Hθ0 of the
quotient of H by the group generated by τθ0 is the model of a hyperbolic surface with cone
singularity θ0.
According to the definition given in [JMR11], polar coordinates on Hθ0 are obtained by
taking r and φ = (2π/θ0)θ ∈ [0, 2π] and the metric takes the form
dr2 +
(
θ0
2π
)2
(sinh r)2dφ2.
To construct a conformal coordinate on Hθ0 it is convenient to consider the holomorphic
covering of π : H → H2 \{p}. Taking the Poincare´ model of the hyperbolic plane centered at
p, we can realize H as the upper half plane with projection π(w) = exp(iw). In this model
the pull-back metric is simply
π∗
(
4|dz|2
(1− |z|2)
)
=
4e−2y
(1− e−2y)2
|dw|2 ,
and isometries are horizontal translations. It can be readily shown that the dependence of
coordinates (r, θ) on the conformal coordinate w = x+iy is of the form r = log 1+e
−y
1−e−y , θ = x.
In particular the map τθ0 in this model is still of the form τθ0(w) = w + θ0.
Now we have a natural holomorphic projection πθ0 : H → D \ {0} given by πθ0(w) =
exp(ikw) where k = 2π/θ0. The automorphism group of πθ0 is generated by the translation
τθ0 . So a conformal metric hθ0 is induced on D \ {0} that makes D a model of Hθ0 . Putting
z = exp(ikw) and w = x + iy it turns out that |z| = e−ky so e−y = |z|1/k and as dz =
ik exp (ikw)dw one gets that
(25) hθ0 =
4
k2
|z|2(1/k−1)
(1− |z|2/k)2
|dz|2 = 4(1 + β)2
|z|2β
(1 − |z|2(1+β))2
|dz|2 ,
where we have put β = θ0/2π − 1.
Analogously, one can construct the models of Euclidean and spherical singular points. In
polar coordinates the flat cone metric takes the form
dρ2 +
(
θ0
2π
)2
ρ2dφ2 .
In the conformal coordinate the flat metric is simply |z|2β|dz|2.
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We mainly consider the case where h is a hyperbolic metric with cone singularities. In
particular we denote by H(S,β) the set of singular hyperbolic metrics on S with divisor
β. We will endow a neighborhood of a cone point of a hyperbolic surface with a Euclidean
metric with the same cone singularity, that we call the Klein Euclidean metric associated
with h. The construction goes as follows.
Take a point p ∈ H2 and consider the radial projection of H2 to the affine plane P tangent
to H2 at p,
π : H2 → P .
The map π is frequently used to construct the Klein model of H2. The pull-back of the
Euclidean metric gP of P to H
2 is invariant by the whole stabilizer of p. Hence the pull-back
of this metric on the universal cover H of H2 \ {p} is a Euclidean metric invariant by the
isometry group of H . The latter metric thus projects to a Euclidean metric gK on Hθ0 ,
still having a cone singularity of angle θ0 at the cone point. We observe that h and gK are
bi-Lipschitz metrics in a neighborhood of the singular point.
Remark 4.2. On a surface with cone singularity, the metric gK is defined only in a regular
neighborhood of a cone point.
One of the reason we are interested in this metric is that there is a useful relation between
the Hessian computed with respect to the metric h and the Hessian computed with respect
to the metric gK .
Lemma 4.3 (Lemma 2.8 of [BF14]). Let S be a hyperbolic surface with a cone point at p.
Let u be a function defined in a neighborhood of p and r the the hyperbolic distance from p.
Consider the function u¯ = (cosh r)−1u, then
(26) D2u¯(•, •) = (cosh r)−1h((Hess u− uI)•, •) ,
where D2u¯ is the Euclidean Hessian of u¯ for the metric gK , considered as a bilinear form.
The computation in [BF14] was done only locally in H2, but as the result is of local nature
it works also in the neighborhood of a cone point.
4.2. Codazzi tensors on a hyperbolic surface with cone singularities. A Codazzi
operator on the singular hyperbolic surface (S, h) is a smooth self-adjoint operator b on S \p
which solves the Codazzi equation d∇h b = 0. It is often convenient to require some regularity
of b around the singularity.
We basically consider two classes of regularity. We say b is bounded if the eigenvalues
of b are uniformly bounded on S, and denote by C∞(S, h) the space of bounded Codazzi
operators. We say that b is of class L2 (with respect to h) if∫
S
tr(b2) dAh < +∞ ,
where dAh is the area form of the singular metric. We denote by C2(S, h) the space of L
2-
Codazzi tensors. Since tr(b2) = ||b||2, b is in C2(S, h) if and only if ||b|| ∈ L
2(S, h). Notice
that if u ∈ C∞(S \p), then the operator b = Hessu−uI is a Codazzi operator of the singular
surface. We have that b ∈ C2(S, h) if u and ||Hessu|| are in L
2(S, h).
As in the general case, given a holomorphic quadratic differential q on S\p, the self-adjoint
operator bq defined by ℜq(u, v) = h(bq(v), w) is a traceless Codazzi operator of the singular
surface (S, h). The regularity of bq close to the singular points can be easily understood in
terms of the singularity of q. In particular we have
Proposition 4.4. The Codazzi operator bq is in C2(S, h) if and only if q has at worst simple
poles at the singularities. Moreover if θi ≤ π then bq is bounded around pi, and if θi < π
then bq continuously extends at pi.
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For the sake of completeness we prove an elementary Lemma, that will be used in the
proof of Proposition 4.4.
Lemma 4.5. Let D be a disc in C centered at 0 and f be a holomorphic function on D\{0}.
If |z|a|f |p is integrable for some a ∈ (0, 2) and p ∈ [1, 2], then f has at worst a pole of order
3 at 0. If moreover 2p− a ≥ 2, then the pole at 0 is at most simple.
Proof. First we notice that with our assumption fˆ(z) = z2f(z) ∈ L1(D, |dz|2). As the
function |fˆ(z)| is subharmonic, the value at a point z of |fˆ | is estimated from above by the
mean value of |fˆ | on the ball centered at z with radius |z|
|fˆ(z)| ≤
1
2πi|z|2
∫
B(z,|z|)
|fˆ(ζ)|dζ ∧ dζ¯ .
As the integral is estimated by the norm L1 of fˆ we get that |z|2|fˆ(z)| ≤ C. Thus fˆ has a
pole of order at worst 2. As 1/z ∈ L1(D, |dz|2), whereas 1/z2 /∈ L1(D, |dz|2), the pole in 0
cannot be of order 2.
This implies that f has at most a pole of order 3. Suppose f has a pole of order 2
or 3, then close to 0 we have |f(z)| > C|z|−2 where C is some positive constant. Thus
|z|a|f(z)|p ≥ Cp|z|a−2p, that implies 2p− a < 2. 
Proof of Proposition 4.4. The problem is local around the punctures. Let us fix a conformal
coordinate z in a neighborhood of a puncture pi, so that the metric takes the form h =
e2ξ|z|2β|dz|2 where ξ is a bounded function, whereas q = f(z)dz2 where f is a holomorphic
function on the punctured disc {z | 0 < |z| < ǫ}. Using the expression (21) for the operator
bq in real coordinates, we get
||bq||
2 = tr(b2q) = 2e
−4ξ|z|−4β|f |2 .
On the other hand the area form is dAh = e
2ξ|z|2βdx ∧ dy, so the problem is reduced to
the integrability of the function |z|−2β|f(z)|2. As −2β ∈ (0, 2), Lemma 4.5 implies that this
happens if and only if f has at worst a simple pole at 0.
The same computation shows that ||bq||
2(z) < C|z|−4β−2. In particular if β ∈ (−1,−1/2]
(that is if the cone angle is θ ≤ π) the operator bq is bounded around pi, whereas if β < −1/2
the operators continuously extends at pi with bq(pi) = 0. 
We want to prove now that δb is a continuous function of b with respect to the L2-distance.
Proposition 4.6. The map δ : C2(S, h) → H
1
hol
(π1(S),R
2,1) is continuous for the L2-
distance on C2(S, h).
We antepone to the proof an elementary lemma.
Lemma 4.7. Let fn be a sequence of smooth functions defined on a planar disc U of radius
R such that
• fn(0)→ 0 and dfn(0)→ 0 as n→ +∞;
• ||D2fn||L2(U) → 0.
then dfn → 0 and fn → 0 in L
2(U).
Proof. By Taylor expansion along the path γ(t) = ty, we write
dfn(y) = dfn(0) +
∫ 1
0
D2(fn)ty(y, •)dt ,
so by applying Cauchy-Schwartz inequality we deduce that
||dfn(y)− dfn(0)||
2 < C
∫ 1
0
||D2(fn)ty ||
2dt ,
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where C is a constant depending on R. By integrating, using Fubini-Tonelli Theorem we
get ∫
U
||dfn(y)− dfn(0)||
2 < C||D2fn||
2
L2(U) .
Using that dfn(0) → 0 we conclude that dfn → 0 in L
2(U). A similar computation shows
that fn → 0 in L
2(U). 
Proof of Proposition 4.6. Let bn be a sequence of Codazzi operators on (S, h) such that
||bn||L2(h) → 0. We have to prove that δbn → 0.
Lifting bn on the universal covering we have a family of functions un : S˜ → R such that
b˜n = Hessun − unI ,
and un(x)−un(α
−1x) = 〈dev(x), δ(bn)α〉 for every α ∈ π1(S). We claim that we can choose
un such that un(x) → 0 almost everywhere on S˜. The claim immediately implies that
δ(bn)α → 0 for every α ∈ π1(S).
In order to prove the claim we fix a point x0 ∈ S˜ and normalize un so that un(x0) = 0
and dun(x0) = 0 (this is always possible by adding some linear function to un).
Consider now the Klein Euclidean metric gK on S˜ obtained by composing the developing
map with the projection of H2 to the tangent space Tdev(x0)H
2. (Notice that covering
transformations are not isometries for gK .) Take the function u¯n = (cosh r)
−1un where r(x)
is the hyperbolic distance between dev(x) and dev(x0). Let U be any bounded subset of S˜.
Combining the hypothesis on bn and Lemma 4.3, we have that ||D
2u¯n||h → 0 in L
2(U, h).
As h and gK are bi-Lipschitz over U we have that ||D
2u¯n||L2(U,gK) → 0.
By Lemma 4.7 there is a neighborhood U0 of x0 where u¯n → 0 and du¯n → 0. So the set
Ω = {x ∈ S˜ : ∃U neighborhood of x such that ||u¯n||L2(U,gK) → 0, and ||du¯n||L2(U,gK) → 0}
is open and non-empty. Again Lemma 4.7 implies that this set is closed so Ω = S˜. The
claim easily follows. 
We are now ready to prove that the decomposition of Codazzi tensors for closed surfaces
described in Proposition 2.5 holds for singular surfaces, when the correct behavior around the
singularity is considered. For a singular metric h, we need to introduce the Sobolev spaces
W k,p(h) of functions in Lp(h) whose distributional derivatives up to order k (computed with
the Levi-Civita connection of h) lie in Lp(h).
Proposition 4.8. Given b ∈ C2(S, h), a holomorphic quadratic differential q and a function
u are uniquely determined so that
• b = bq +Hess u− uI;
• q has at worst simple poles at p;
• u ∈ C∞(S \ p) ∩W 2,2(h).
Such decomposition is orthogonal, in the sense that
||b||2L2 = ||bq||
2
L2 + ||Hess u− uI||
2
L2 .
Moreover, if θi < π and b is bounded then u ∈ W
2,∞(h).
Again we antepone an elementary Lemma of Euclidean geometry.
Lemma 4.9. Let (U, g) be a closed disc equipped with a Euclidean metric with a cone angle at
p0. Let f be a smooth function on U \{p0} such that ||D
2f || is in L2(U, g) (resp. L∞(U, g)).
Then f and || gradf || lie in L2(U, g) (resp. L∞(U, g)).
Proof. Let us consider coordinates r, θ on U . We may suppose that U coincides with the
disc of radius 1. The Taylor expansion of f along the geodesics c(t) = (1 − (1− r)t, θ) is
f(r, θ) = f(1, θ)− (1− r)〈grad f(1, θ), ∂r〉+ (1 − r)
2
∫ 1
0
(1− t)D2f(1−(1−r)t,θ)(∂r, ∂r)dt .
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Now the function fˆ(r, θ) = f(1, θ)− (1− r)〈grad f(1, θ), ∂r〉 is bounded and we can estimate
(f(r, θ) − fˆ(r, θ))2 <
∫ 1
0
||D2f(tr, θ)||2dt .
If D2f is bounded this formula shows that f ∈ L∞(U, g). By integrating the inequality
above on U we also see that if ||D2f || ∈ L2(U, g) then f is in L2(U, g) as well.
Cutting U along a radial geodesic we get a planar domain. We can find on this domain two
parallel orthogonal unitary fields e1, e2 and basically one has to prove that fi = 〈gradf, ei〉 ∈
L2(U, g) (resp. L∞(U, g)). This can be shown by a simple Taylor expansion as above noticing
that gradfi = (D
2f)ei, and so || gradfi|| ∈ L
2(U, g) (resp. L∞(U, g)). 
Proof of Proposition 4.8. The proof is split in three steps:
Step 1 We prove that if Hessu−uI is in C2(S, h) (resp. C∞(S, h)) then u ∈ W
2,2(S, h) (resp.
W 2,∞(S, h)).
Step 2 Denote by Ctr(S, h) the space of trivial Codazzi tensors in C2(S, h). We prove that
Ctr(S, h)
⊥ coincides with the space of traceless Codazzi tensors.
Step 3 We prove that the orthogonal splitting holds
C2(S, h) = Ctr(S, h)⊕ Ctr(S, h)
⊥ .
(This is not completely obvious as C2(S, h) is not complete.)
To prove Step 1 first suppose Hessu − uI ∈ C2(S, h). We check that u and ||du||h lie in
L2(S, h). Notice that we only need to prove integrability of u2 and ||du||2h in a neighborhood
U of a puncture pi. Consider the function u¯ = (cosh r)
−1u, where r is the distance from the
puncture. By Lemma 4.3, the Hessian of u¯ computed with respect to the Klein Euclidean
metric gK is simply
D2u¯(•, •) = (cosh r)−1h((Hessu− uI)•, •) ,
so we see that ||D2u¯||gK is in L
2(U, gK). By Lemma 4.9 we conclude that u and ||du||gK lie
in L2(U, gK). As gK and h are bi-Lipschitz we conclude that u and ||du||h are in L
2(U, h).
The proof of Step 1 easily follows by noticing that Hessu = (Hessu− uI) + uI.
The case where Hessu− uI is in C∞(S, h) can be proved adapting the argument above in
a completely obvious way.
Let us prove Step 2. Imposing the orthogonality with the trivial Codazzi tensor cor-
responding to u = 1 we see that Ctr(S, h)
⊥ is contained in the space of traceless Codazzi
tensors.
To prove the reverse inclusion it suffices to show that∫
S
tr(bq(Hessu− uI)) dAh = 0 .
for any holomorphic quadratic differential q with at worst simple poles at the punctures and
for any u ∈ W 2,2(h).
As bq is Codazzi, bqHessu = ∇(bq gradu)−∇gradubq. Using that tr(bq) = 0, we get∫
S
tr(bq(Hessu− uI)) dAh =
∫
S
tr(bqHessu) dAh =
∫
S
div(bq gradu) dAh .
So if Br is a neighborhood of the singular locus formed by discs of radius r we have
(27)
∫
S
tr(bq(Hessu− uI)) dAh = lim
r→0
∫
∂Br
h(bq gradu, ν)dℓr ,
where dℓr is the length measure element of the boundary whereas ν is the normal to the
boundary pointing inside Br. Now we claim that there exists a sequence rn → 0 such that∫
∂Brn
||bq gradu||hdℓrn → 0
as n→ +∞. Using this sequence in Equation (27) we get the result.
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In order to prove the claim, notice that as u ∈ W 2,2(h), gradu ∈ W 1,2(h). By Sobolev
embedding, || gradu||h ∈ L
p(h) for any p < +∞. On the other hand as in the proof of
Proposition 4.4, ||bq|| ∼ |z|
−2βi |f |, where z is a conformal coordinate on U with z(pi) = 0
and we are putting q(z) = f(z)dz2. As the area element of h is ∼ |z|2βidxdy, using that
|f | < C|z|−1 we see that ||bq||h lies in L
2+ǫ(U, h) for ǫ < 2|βi| for i = 1, . . . k.
So by a standard use of Ho¨lder estimates we get f = ||bq gradu||h lies in L
2(S, h). Now
suppose that there exists a singular point p and some number a such that∫
∂Br
fdℓr > a
for any r ∈ (0, r0). By Schwarz inequality we get
a < ℓ(∂Br)
1/2(
∫
∂Br
f2)1/2 .
As ℓ(∂Br) < Cr for some constant C, we have∫
∂Br
f2 >
a2
Cr
.
Integrating this inequality and using Tonelli Theorem we obtain
||f ||2L2 >
∫ r0
0
dr
∫
∂Br
f2 >
a2
C
∫ r0
0
dr
r
.
which gives a contradiction.
Finally we prove Step 3. Considering the completion of C2(S, h) we have an orthogonal
decomposition
C2(S, h) = Ctr(S, h)⊕ Ctr(S, h)⊥ ,
where we used a bar to denote the completed space. By Step 2 and Proposition 4.4 the
subspace Ctr(S, h)
⊥ is finite dimensional, so it coincides with its completion. This implies
that the splitting above induces a splitting
C2(S, h) = (Ctr(S, h) ∩ C2(S, h))⊕ Ctr(S, h)
⊥ .
By Proposition 4.6 we notice that Ctr(S, h) = δ
−1(0) is closed in C2(S, h), so the first addend
is actually Ctr(S, h), and the proof is complete. 
Now we want to show that if b ∈ C2(S, h) then the cocycle δb is trivial around all the
punctures, that means that for every peripheral loop α there exists t0 ∈ R
2,1 such that
(δb)α = hol(α)t0 − t0.
Remark 4.10. As hol(α) is an elliptic transformation, proving that δb is trivial around α is
equivalent to proving that the vector (δb)α is orthogonal to the axis of hol(α). The impor-
tance of this condition will be made clear in next subsection. Basically, it corresponds to
being the translation part of the holonomy of a MGHF manifold with particles. Moreover,
it can be checked that a cocycle trivial around the punctures, if regarded as an element
in H1Ad◦hol(π1(S), so(2, 1)) by means of the isomorphism Λ, corresponds to a first-order de-
formation of hyperbolic metrics which preserves the cone singularity. This clarifies how
Theorem B can be extended to the case of manifolds with particles, which is the aim of
Section 5.
By Proposition 4.8, in order to prove that δb is trivial around the punctures, it is sufficient
to consider the case b = bq where q is a holomorphic quadratic differential with at most a
simple pole at singular points.
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Lemma 4.11. Let U be a neighborhood of a cone point p in a hyperbolic surface of angle
θ0 ∈ (0,+∞) and let b a Codazzi operator on U such that ||b(x)|| < C0r(x)
α where r(x) is
the distance from the cone point and α is some fixed number bigger than −2. Then δb is
trivial.
Moreover, there exists a function u ∈W 1,2(h) ∩C0,α(U), smooth over U \ {p}, such that
b = Hess u− uI. If α > −1, then u is Lipschitz continuous around p.
Proof. As in Example 4.1, let H be the universal cover of H2 \ {x0}, and (r, θ) be global
coordinates on H obtained by pulling back the polar coordinates on H2 centered at x0. We
can assume x0 = (0, 0, 1). The cover d : H → H
2 is then of the form
d(r, θ) = (sinh r cos θ, sinh r sin θ, cosh r) .
Up to shrinking U , we may suppose that U is the quotient of the region U˜ = {(r, θ) | r < r0}
by the isometry τθ0(r, θ) = (r, θ + θ0).
If b˜ is the lifting of U , there is some function u on U˜ such that b˜ = Hessu−uI. Moreover,
t = (δb)α is such that
(u− u ◦ τ−1θ0 )(r, θ) = u(r, θ)− u(r, θ − θ0) = 〈d(r, θ), t〉 .
Integrating du on the path cr(θ) = (r, θ) with θ ∈ [0, θ0] we get∫
cr
du = cosh (r)〈x0, t〉+O(r) .
So, in order to conclude it is sufficient to prove that
(28)
∫
cr
du→ 0 as r → 0 .
To this aim we consider the Klein Euclidean metric gK on U introduced in Subsection 4.1.
Notice that gK is equivalent to the hyperbolic metric h in U . In particular if ρ is the
Euclidean distance from p, we have that ρ ∼ r. Let u¯ = (cosh r)−1u. By Lemma 4.3 we have
D2u¯(•, •) = (cosh r)−1h((Hessu− uI)•, •) as bilinear forms, so we get ||D2u¯||gK ∼ ρ
α on U˜ .
A simple integration on vertical lines shows that ||du¯||gK (r, θ) ≤ C0+C1ρ
α+1 < C0+C2r
α+1
for any θ ∈ [0, θ0] and r ∈ [0, r0], where C0, C1 and C2 are constant depending on α, r0,
sup0≤θ≤θ0 ||du||(r0, θ).
In particular |
∫
cr
du¯| ≤ C3(1 + r
α+1)ℓgK (cr) ≤ C4(1 + r
α+1)r. So if α > −2 this integral
goes to 0 as r → 0. As
∫
cr
du = cosh r
∫
cr
du¯, (28) follows.
We conclude that 〈x0, t〉 = 0, or equivalently t can be decomposed as t = hol(α)t0− t0 for
some vector t0 ∈ R
2,1, and up to adding the linear function f(r, θ) = 〈d(r, θ), t0〉, we may
suppose that u is τθ0-periodic. Hence u projects to a function on U , that with some abuse
we still denote u, such that b = Hessu− uI.
By the estimate on du¯ we also deduce that u¯ is uniformly continuous around the singular
point. More precisely the following estimate holds:
|u¯(r1, θ1)− u¯(r2, θ2)| ≤ |u¯(r1, θ1)− u¯(r1, θ2)|+ |u¯(r1, θ2)− u¯(r2, θ2)|
≤ C3(1 + r
α+1)r|θ1 − θ2|+ C0|r1 − r2|+
C2
α+ 2
|rα+21 − r
α+2
2 | .
So u¯ extends to a continuous function on U and the same holds for u.
Writing u = cosh (r)u¯ we get du = sinh (r)u¯dr + cosh (r)du¯. As u¯ is bounded it results
that ||du|| < C5 + C6r
α+1 and this estimate shows that ||du|| ∈ L2(U, h) and u is Lipschitz
if α > −1. 
Proposition 4.12. Let (U, h) be a disc with a hyperbolic metric with a cone singularity of
angle θ0 ∈ (0, 2π) at p. Let q be a holomorphic quadratic differential with at most a simple
pole in p. Then δbq is trivial. Moreover there exists a Lipschitz function u over U that is
smooth over U \ {p} such that b = Hess u− uI.
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Proof. If z is a conformal coordinate on U with z(p) = 0 and r is the distance from the
singular point, we know that r ∼ |z|β+1. On the other hand if q = f(z)dz2 and h =
e2ξ|z|2β|dz|2 we have ||bq||
2 = e−4ξz−4β|f(z)|2, so by the assumption ||bq||
2 < C|z|2(−1−2β).
In particular ||bq|| < Cr
α with α = −1−2β1+β . As α > −1 for any β ∈ (−1, 0) we can apply
Lemma 4.11 and conclude. 
Remark 4.13. If cone angles are in bigger than 2π (but different from integer multiples of
2π) the same argument shows that bq is trivial around the puncture as well. The main
difference is that the exponent α lies in (−2,−1] so Lemma 4.11 ensures that the function
u is Ho¨lder continuous at the puncture and du is only L2-integrable over U \ {p}.
A simple corollary of Proposition 4.12 is that if q is a quadratic differential on (S, h) with
at most simple poles at the punctures then the cohomology class of δbq can be expressed as
δ(b) for some operator b ∈ C∞(S, h)
Corollary 4.14. Let q be a quadratic differential on S with at most simple poles at punc-
tures. There exists a Lipschitz function u on S, smooth on S\p such that b = bq−(Hess u−uI)
is bounded. Moreover u can be chosen so that b is uniformly positive definite, i.e. b ≥ aI for
some a > 0.
Proof. By Proposition 4.12 around each puncture pi there exists a function ui such that
bq = Hessui−uiI. By a partition of the unity it is possible to construct a smooth function u
such that u coincides with ui is some smaller neighborhood of pi. In particular the support
of b′ = bq −Hessu+ uI is compact in S \ p, so b
′ is bounded.
In order to get b uniformly positive it is sufficient to consider the constant function
v = ||b′||∞+ a. Then b = b
′−Hess v+ vI = bq −Hess (u+ v) + (u+ v)I is uniformly positive
since b′ −Hess v + vI = b′ + vI > aI. 
4.3. Flat Lorentzian space-times with particles. We now consider maximal globally
hyperbolic flat manifolds with cone singularities along timelike lines.
Definition 4.15. We say that a Lorentzian space-time M has cone singularities along
timelike lines (which we call also particles) if there is a collection of lines s1, . . . , sk such
that M∗ = M \ (s1 ∪ . . . ∪ sk) is endowed with a flat Lorentzian metric and each si has a
neighborhood isometric to a slice in R2,1 of angle θi < 2π around a timelike geodesic, whose
edges are glued by a rotation around this timelike geodesic.
By definition it is immediate that in a neighborhood of a point pi ∈ si there are coordinates
(z, t) ∈ D×R, for D a disc, such that si corresponds to the locus {z = 0} and the metric g
takes the form
(29) g = |z|2βi|dz|2 − dt2,
where βi =
θi
2π − 1. Notice that the restriction of the metric g to the slices {t = const} are
isometric Euclidean metrics with cone singularities θi.
By definition the holonomy of a loop surrounding a particle of angle θ is conjugated with
a pure rotation of angle θ, so the translation part of the holonomy is orthogonal to the axis
of rotation.
A closed embedded surface S ⊂ M is space-like if S ⊂ M∗ is space-like and for any
point p0 ∈ S ∩ si, in the coordinates (z, t) defined in a neighborhood of p0, S is the graph
of a function f(z). We will say that the surface is orthogonal to the singular locus at p0
if |f(z) − f(z0)| = O(r
2) where r is the intrinsic distance on D from the puncture. As
r = 1β+1 |z|
β+1 this condition is in general not equivalent to requiring that the differential of
f at z0 (computed with respect to the coordinates x, y) vanishes.
If S is a space-like surface in a flat space-time with cone singularity, then the intersection
of S with the singular locus is a discrete set and a Riemannian metric I is defined on
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P2
P1
Figure 2. The model of a flat particle. The slice in R2,1 is the intersection
of the half-spaces bounded by two timelike planes P1, P2. The edges of the
slice are glued by a rotation fixing P1 ∩ P2.
S∗ = S \ (s1 ∪ . . . ∪ sn). Clearly the first fundamental form and the shape operator on S
∗,
say (I, s), satisfy the Gauss-Codazzi equation.
A notion of globally hyperbolic extension of S makes sense even in this singular case and
the existence and uniqueness of the maximal extension can be proved by adapting verbatim
the argument given for the Anti de-Sitter case in [BBS11].
Like the previous section, we fix a topological surface S and k points p = {p1 . . . , pk}
and study pairs (I, s) on S \ p corresponding to embedding data of a Cauchy surface S in
a globally hyperbolic space-time with particles of cone angles θ1, . . . , θk, so that the point
pi lies on the particle with cone angle θi. The divisor of (I, s) is by definition β =
∑
βipi,
where we have put βi =
θi
2π − 1. Again, we consider embeddings which are isotopic to
S →֒ S × {0} ⊂M ∼= S × R.
As in the closed case we consider uniformly convex surfaces, but we also consider an upper
bound for the principal curvatures. More precisely we will assume that s is a bounded and
uniformly positive operator: that means that there exists a number M such that 1M I < s <
M I; in other words we require the eigenvalues of s at every point to be bounded between
1/M and M .
We now want to show that the set
Dβ =
(I, s) :
I and s are embedding data of a closed uniformly convex Cauchy surface
in a flat Lorentzian manifold with particles of angles θ1, . . . , θk
orthogonal to the singular locus with s bounded and uniformly positive

is in bijection with
Eβ =
{
(h, b) :
h hyperbolic metric on S with cone singularities of angles θ1, . . . , θk
b : TS∗ → TS∗ self-adjoint, bounded and uniformly positive, d∇h b = 0
}
.
More precisely, we show the following relation.
Theorem D. The correspondence (I, s)→ (h, b), where h = I(s, s) and b = s−1, induces a
bijection between Eβ and Dβ.
ON CODAZZI TENSORS ON A HYPERBOLIC SURFACE AND FLAT LORENTZIAN GEOMETRY 33
This is a more precise version of Proposition 2.7, which additionally deals with the condi-
tion that I and h have cone singularities. The fact that the hyperbolic metric associated to
(I, s) ∈ Dβ has a cone singularity at the singular points is a simple consequence of the fact
that its completion is obtained by adding a point. In the opposite direction things are less
clear and we will give a detailed proof of the fact that given (h, b) as in the hypothesis of
the theorem, the surface S can be embedded in a singular flat space-time with embedding
data (I, s).
We first prove two Lemmas which will be used in the proof of Theorem D.
Lemma 4.16. Let g be a Euclidean metric on a disc D with a cone point of angle θ0 ∈ (0, 2π)
at the point 0. Suppose u to be a C2 function on the punctured disc D∗ = D \ {0} such that
the Euclidean Hessian Hess gu is bounded with respect to g, namely there exists a constant
a1 > 0 such that Hess gu < a1I. Then || gradg u(x)|| ≤ a1dg(0, x) and u extends at 0.
If moreover, Hess gu is uniformly positive, i.e. there is a constant a2 such that a2I <
Hess gu, then the metric g
′(v, w) = g(Hess gu(v),Hess gu(w)) is a Euclidean metric on D
with a cone point of angle θ0 at 0.
Proof. Let D˜∗ be the universal cover of the punctured disc D∗, and let u˜ be the lifting of
u on D˜∗. Let dev be a developing map for the Euclidean metric on D; we can assume 0 is
the fixed point of the holonomy of a path winding around 0 in D. Then we define the map
ϕ : D˜∗ → R2 given by
ϕ(x) = (dev)∗(gradg u˜(x)) ,
where with a standard abuse we denote by g also the lifting of the Euclidean metric to D˜∗.
By the hypothesis
||dϕ(v)||R2 < a1||v||g
for any tangent vector v. In particular this estimate implies that ϕ is a1-Lipschitz, so it
extends to the metric completion of D˜∗, which is composed by one point 0˜ fixed by the
covering transformations. As ϕ conjugates the generator of the covering transformations
D˜ → D with the rotation of angle θ0 in R
2, we must have ϕ(0˜) = 0, as ϕ(0˜) must be fixed
by the action of the holonomy. This implies that
(30) || gradg u˜(x)|| = ||ϕ(x)|| = dR2(ϕ(x), ϕ(0)) ≤ a1dg(0˜, x) .
From the boundedness of gradu we also obtain that u is Lipschitz hence u extends with
continuity to the metric completion D. This concludes the first part.
Suppose now that Hess gu is uniformly positive. By construction, the pull-back ϕ
∗gR2 =
g(Hess gu˜(•),Hess gu˜(•)) is a Euclidean metric for which ϕ is a developing map, and has
the same holonomy as dev. We claim that ϕ (suitably restricted if necessary to the lift of a
smaller neighborhood of 0, which we still denote by D), is a covering on U \{0}, where U is a
neighborhood of 0 in R2. This will show that ϕ lifts to a homeomorphism ϕ˜ from D˜∗ and the
universal cover of U \{0} conjugating the generator of π1(D
∗) to an element of the isometry
group S˜O(2) of this covering. Therefore ϕ˜ descends to an isometric homeomorphism between
D equipped with the metric g′ and a model of a Euclidean disc with a cone singularity.
To show the claim, observe that ϕ is a local homeomorphism. Moreover, since Hess gu is
bounded by a2I and a1I, we have
(31) a2||v||g < ||dϕ(v)||R2 < a1|v||g
for any tangent vector v.
We prove now that ϕ(x) 6= 0 for any x 6= 0˜. Consider the geodesic path γ : [0, t0] → D˜
∗
joining x to 0˜ parametrized by arc length: it is simply the lifting of a radial geodesic in D∗.
Then we have that
g(gradg u(x), γ˙(t0))− g(gradg u(γ(ǫ)), γ˙(ǫ)) =
∫ t0
ǫ
g(Hess g(γ˙(t)), γ˙(t))dt .
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Notice that |g(gradg u(γ(ǫ)), γ˙(ǫ))| ≤ || gradg u(γ(ǫ))|| = ||ϕ(γ(ǫ))||. So, since ϕ(γ(ǫ)) → 0
as ǫ→ 0, we get
g(gradg u(x), γ˙(t0)) =
∫ t0
0
g(Hess g(γ˙(t)), γ˙(t))dt ,
and the integrand in the RHS is bigger than a2t0. We deduce that
(32) ||ϕ(x)|| = || gradg u(x)|| ≥ a2t0 = a2d(x, 0˜) .
To conclude that ϕ is a covering of U \{0} for some neighborhood of 0 in R2, it suffices to
show that ϕ has the path lifting property. Given any path γ : [0, 1]→ U \ {0}, take a small
ρ0 so that γ is contained in U \B(0, ρ0). Therefore by (30) a local lifting of γ is contained in
a region of D˜∗ uniformly away from 0˜, hence metrically complete for the metric g. Equation
(31) ensures that any local lifting of γ has finite lenght and thus by standard arguments the
lifting can be defined on the whole interval [0, 1].
To complete the second point, we need to show that g′ has the same cone angle as g. By
construction g and g′ have the same holonomy, hence the cone angle can only differ by a
multiple of 2π. Consider the one-parameter family of functions us : D˜
∗ → R,
us(x) = su(x) +
1
2
(1− s)dg(0, x)
2.
The metrics gs(v, w) = g(Hess gus(v),Hess gus(w)), constructed as above, form a one-
parameter family of Euclidean metrics with cone singularities, depending smoothly on s.
Moreover g0 = g and g1 = g
′. All the metrics gs have the same holonomy on a path
around 0, for the same construction. Therefore, by discreteness of the possible cone angles
{θ0 + 2kπ}, all metrics gs must have the same cone angle θ0. 
Lemma 4.17. Let S be a surface embedded in a flat space-time with particles. Suppose that
in a cylindrical neighborhood C = D × (a, b) of a particle where the metric is of the form
g = |z|2βi|dz|2 − dt2 as in (29), S is the graph of a function f : D → (a, b). If the shape
operator of S satisfies a2I < s < a1I, then
• There are constants A1 and A2 such that A2I < Hess gf < A1I, where g is the
Euclidean singular metric on D.
• |f(x)− f(x0)| = O(ρ
2) where ρ is the Euclidean distance from the singular point x0.
Remark 4.18. This lemma implies that any surface with shape operator bounded and uni-
formly positive is automatically orthogonal to the singular locus.
Proof. Let SC be the disc S ∩ C = graph(f). Let dev be the developing map on the
universal cover of C. We may assume that p0 = (0, 0, 1) is fixed by the holonomy of C, so
dev(x, t) = dev0(x) + (0, 0, t), where dev0 is the developing map of the singular disc (D, g).
Let G : S˜C → H
2 be the Gauss map of the immersion dev|S˜C . First we notice that G
is locally bi-Lipschitz by our hypothesis, and since the diameter of SC is bounded, then
the image through G of a fundamental domain of the covering S˜C → SC is contained in a
hyperbolic ball B(p0, r0). As the holonomy of G is an elliptic group fixing p0 we get that
G(S˜C) is entirely contained in B(p0, r0).
Now let π : H2 → R2 be the radial projection π(x, y, z) = (x/z, y/z). Notice that the
restriction of π over the disc B(p0, r0) is a bi-Lipschitz diffeomorphism onto a Euclidean disc
B(p0, ρ0) where ρ0 = tanh r0. Let A = A(r0) be the bi-Lipschitz constant of π|B(p0,r0).
Observe that, at a point (x, f(x)), the vector gradg f(x) + ∂t is a multiple of the normal
vector of SC . Hence the normal vector of the immersion dev : S˜C → R
2,1 at (x˜, f˜(x˜))
is parallel to the vector (dev0)∗(gradg f˜(x˜)) + (0, 0, 1). Then it is easy to check that
π(G(x˜, f˜(x˜))) = (dev0)∗(gradg f˜(x˜)). So we get
g(Hessg f˜(v),Hessgf˜(v)) = 〈(π ◦G)∗(v
′), (π ◦G)∗(v
′)〉 ,
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where v′ = v+df(v)∂t. Using that π is A-bi-Lipschitz and that 〈G∗(v
′), G∗(v
′)〉 = I(sv′, sv′)
we get on D
(33)
a21
A
I(v′, v′) < g(Hessg(f)v,Hessg(f)v) < Aa
2
2I(v
′, v′) .
Now I(v′, v′) = g(v, v) − (df(v))2 so it turns out that g(Hessg(f)•,Hessg(f)•) is uniformly
bounded. By the first part of Lemma 4.16 there is a0 such that || gradg f(x)|| < a0ρ, where
ρ is the distance from the singular point x0. In particular, in a small neighborhood of the
singular point we have (1− ǫ)g(v, v) ≤ I(v′, v′), for a fixed small ǫ. By (33) we conclude the
proof of the first part of the lemma.
Finally, as || gradg f(x)|| < a0ρ, a simple integration along the geodesic connecting x to
x0 shows that |f(x)− f(x0)| < (a0/2)ρ
2. 
Proof of Theorem D. We start by showing that I = h(b•, b•) and s = b−1 define an embed-
ding in a flat manifold with particles. The key point is to prove that a neighborhood U of
a singular point p0 ∈ p can be immersed as a graph in the model of the cone singularity
with embedding data (I, s). Once this has been proved, by a standard application of the
uniqueness of the extension one sees that S can be globally immersed in a space-time with
cone singularity as in Definition 4.15.
Let D be a small disc centered at p0 and let D˜
∗ be the universal cover of the punctured
disc D∗ = D \ {p0}. Suppose the cone angle at p0 is θ0. Now we denote by d : D˜
∗ → H2
the restriction of the developing map of h to D˜∗; we can assume (0, 0, 1) is the fixed point
for the holonomy of a path winding around p0. Consider the radial projection π : H
2 → R2
from hyperbolic plane to the horizontal plane {(x, y, z) | z = 1} in R2,1, namely π(x, y, z) =
(x/z, y/z). Let dev = π ◦ d, which is a developing map for the Klein Euclidean metric gK
on D∗ introduced in Subsection 4.1, which will be denoted simply by g in the following.
Now let u be a function on D∗ such that b˜ = Hess hu−uI, that exists by Proposition 4.12.
We consider the function u¯ on D∗ as u¯(x) = u(x)/cosh r where we have put r = dh(p0, x).
We know that σ˜ : D˜∗ → R2,1 given by σ˜(x) = d∗(gradh u(x))−u(x)d(x) gives an immersion
of D˜∗ with the required embedding data. Here with some abuse we denote by u also the
lifting of u to the universal cover. By [BF14, Lemma 2.8] it turns out that the orthogonal
projection of σ˜(x) onto the horizontal plane R2 ⊂ R2,1 (where again we are supposing that
the vertical direction is fixed by the holonomy of a loop around p0) is exactly
ϕ(x) = (dev)∗(gradg u¯(x)) ,
Thus σ˜(x) = ϕ(x) + f(x)(0, 0, 1), for some function f : D˜∗ → R. Notice that the holonomy
of σ is simply the elliptic rotation around the vertical line of angle θ0, so it turns out that f
is invariant by the action of covering transformation of D˜∗ so it projects to a function still
denoted by f on D∗.
Now we claim that ϕ is the developing map for a Euclidean structure with cone singularity
θ0 over D
∗. In fact by Lemma 4.3 we know that for v, w ∈ TxD
∗
(34) g(Hess gu¯(v), w) =
1
cosh r
h(b(v), w) .
Therefore, Hess gu¯ is bounded and uniformly positive. Indeed b and the factor 1/ cosh r
appearing in Equation (34), as well as the metric h compared to g, are bounded on D∗.
Applying Lemma 4.16, g′ = g(Hess guˆ(·),Hess guˆ(·)) is a Euclidean metric with cone angle
θ0 and ϕ coincides with its developing map.
As a consequence, if we consider on M = D∗×R the flat Lorentzian metric with particle
g′ − dt2, its developing map is Dev(x, t) = ϕ(x) + t(0, 0, 1). In particular we have that
Dev(x, f(x)) = σ˜(x). So we have shown that the map σ(x) = (x, f(x)) is an immersion
of D∗ into the space-time with particles M with embedding data (I, s). The fact that the
immersion is orthogonal to the singular locus follows from Lemma 4.17.
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We prove now the opposite implication showing that if (I, s) are the embedding data of
a Cauchy surfaces in a space-time M with singularities of angle θi, then h = I(s•, s•) is a
hyperbolic metric with cone points of angle θi.
We know h = I(s•, s•) is a hyperbolic metric, with holonomy a rotation of angle θi around
each cone point pi of I. Moreover s is bounded and uniformly positive, hence h admits a
one-point completion as I does, and this is sufficient to show that h has cone singularity. As
I = h(b, b), by applying the first part of the proof to the pair (h, b) one sees that the cone
angles of h coincide with the cone angles of M . 
4.4. A Corollary about metrics with cone singularities. We write here a consequence
of the previous discussion, which might be of interest independently of Lorentzian geometry.
Theorem E. Let h be a hyperbolic metric with cone singularities and let b be a Codazzi,
self-adjoint operator for h, bounded and uniformly positive. Then I = h(b•, b•) defines a
singular metric with the same cone angles as h. Moreover if I = e2ξ|w|2β |dw|2 in a conformal
coordinate w around a singular point p, the factor ξ extends to a Ho¨lder continuous function
at p.
To prove Theorem E, we consider the uniformly convex surface constructed in Theorem
D, with first fundamental form I. We must show that this metric has cone singularities.
For every puncture of S, consider the singular Euclidean metric on the disc D, provided by
Lemma 4.16. We now call this metric g instead of g′. Suppose the embedding in the chart
D∗ × R with the metric g − dt2 is the graph of a function f : D∗ → R. Hence if z is a
conformal coordinate for the metric g, the metric I can be written in this coordinate as
I = |z|2β|dz|2 − df ⊗ df = |z|2β
(
|dz|2 −
df ⊗ df
|z|2β
)
,
where g = |z|2β |dz|2.
Lemma 4.19. The coefficients of the metric
I ′ = |dz|2 −
df ⊗ df
|z|2β
= |z|−2βI
extend to Ho¨lder functions defined on D.
Proof. It suffices to show that the functions |z|−β∂xf and |z|
−β∂yf are Ho¨lder functions.
We will give the proof for the first function, which we denote
F (z) = |z|−β
∂f
∂x
.
We split the proof in three steps. Recall from Lemmas 4.17 and 4.16 that we have ||Hess gf || ≤
C and || gradg f ||g ≤ Cρ for some constant C, where ρ =
1
1+β |z|
1+β is the intrinsic Euclidean
distance.
First, consider the path γ1(t) = ̺e
it for t ∈ [φ0, φ1], so that |γ1(t)| = ̺ is constant. We
claim that
|F (γ1(φ1))− F (γ1(φ0))| ≤ C1̺
β+1|φ1 − φ0|
for some constant C1. Consider
F (γ1(φ1))− F (γ1(φ0)) =
∫ φ1
φ0
d(F ◦ γ1(t))
dt
dt
=
∫ φ1
φ0
̺−β
(
g
(
Hess gf(γ˙1),
∂
∂x
)
+ df
(
∇γ˙1
∂
∂x
))
.
(35)
Now we have
(36) |g (Hess gf(γ˙1), ∂x) | ≤ C||γ˙1||g||∂x||g = C̺
2β+1.
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On the other hand, a computation (using Equation (18) in Remark 3.8) shows ∇γ˙1∂x = β∂y ,
hence
(37) |df (∇γ˙1∂x) |g ≤ β|| gradg f ||g||∂x||g ≤ (|β|/β + 1)C̺
2β+1.
Using (36) and (37) in (35), we get
|F (γ1(φ1))− F (γ1(φ0))| ≤ C1̺
β+1|φ1 − φ0|
As a second step, we consider the path γ2(t) = tz0 with |z0| = 1, for t ∈ [t0, t1]. We claim
that
|F (γ2(t1))− F (γ2(t0))| ≤ C2|t1 − t0|
β+1.
Since |γ2(t)| = t, we have
(38)
d(F ◦ γ2(t))
dt
= −βt−β−1
∂f
∂x
+ t−β
(
g
(
Hess gf(γ˙2),
∂
∂x
)
+ df
(
∇γ˙2
∂
∂x
))
.
From || gradg f || ≤ Cρ, we get |∂f/∂x| ≤ (C/(β + 1))t
2β+1, hence the first term in (38) is
bounded by (|β|/β + 1)Ctβ . For the second term we have as above
(39) |g (Hess gf(γ˙2), ∂x) | ≤ C||γ˙2||g||∂x||g = Ct
2β ,
whereas in this case ∇γ˙2∂x = (β/t)∂x, from which we get
(40) |df (∇γ˙2∂x) |g ≤ |β/t||| gradg f ||g||∂x||g ≤ (|β|/β + 1)Ct
2β .
By integrating we get
|F (γ2(t1))− F (γ2(t0))| ≤
∫ t1
t0
∣∣∣∣d(F ◦ γ2(t))dt
∣∣∣∣ dt ≤ C2|tβ+11 − tβ+10 | ≤ C2|t1 − t0|β+1.
We can now conclude the proof. Given two points z0 = ̺0e
iφ0 , z1 = ̺1e
iφ1 ∈ D, assuming
̺1 ≥ ̺0, consider the point z2 = ̺0e
iφ1 . We have
|F (z1)− F (z0)| ≤ |F (z1)− F (z2)|+ |F (z2)− F (z0)| ≤ C2|̺1 − ̺0|
β+1 + C1̺
β+1
0 |φ1 − φ0|
≤ C3(|z1 − z0|
β+1 + ̺β+10 |φ1 − φ0|
β+1)
≤ C4|z1 − z0|
β+1.
In the second line we have used that |̺1 − ̺0| ≤ |z1 − z0| and the constant C3 involves C1,
C2 and a factor which bounds |φ1 − φ0|
β+1 in terms of |φ1 − φ0|, since |φ1 − φ0| ∈ [0, 2π].
In the last line, we have used ̺0|φ1 − φ0| ≤ (π/2)|z1 − z0|. 
Proof of Theorem E. By a classical theorem of Korn and Lichtstein (see [Che55] for a proof),
Lemma 4.19 implies that there exists a C1,α conformal coordinate w = w(z) for the metric
I ′ in a neighborhood of the point p. Now I = |z|2βI ′ = e2ξ|w|2β |dw|2 where ξ is some
continuous function on a neighborhood of the puncture. This concludes the proof that I has
a cone point of the same angle as h. 
4.5. Cauchy surfaces in MGHF space-times with particles. The purpose of this
subsection is to prove a step towards the parametrization of MGHF structures with particles
on S × R by means of the tangent bundle of Teichmu¨ller space of the punctured surface S.
The parametrization will be completely achieved in Corollary G.
Given two uniformly convex Cauchy surfaces in a MGHF space-timeM , we already know
from Theorem A that the holonomy of the third fundamental form of a Cauchy surface
coincides with the linear holonomy ofM . However, differently from the closed case, this is not
sufficient to guarantee that the two hyperbolic metrics obtained as third fundamental form
correspond to the same point in Teichmu¨ller space. We prove this separately in Proposition
4.20, by using techniques similar to those developed in [Bel14].
Next, we prove a converse statement in Proposition 4.23. Namely, if two pairs of em-
bedding data (I, s) and (I ′, s′) are such that the third fundamental forms h = I(s•, s•) are
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isometric via an isometry isotopic to the identity, and the translation parts of the holonomy
are in the same cohomology class, then (I, s) and (I ′, s′) are embedding data of uniformly
convex Cauchy surfaces in the same space-time.
Proposition 4.20. Let (I, s), (I ′, s′) ∈ Dβ be embedding data of uniformly convex Cauchy
surfaces in the same space-time with particles M . Then h = I(s•, s•) and h′ = I ′(s′•, s′•)
are isotopic.
We first give an observation which will be used several times in the proof.
Remark 4.21. Given a uniformly convex surface S with embedding data (I, s), let (h, b) ∈ Eβ
the corresponding pair. Let S(t) be the surface obtained by the future normal flow of S at
time t. It is known that S(t) corresponds to the pair (h, b+tI), namely, the third fundamental
form is constant along the normal flow. Moreover, as the first fundamental form of S(t) is
It = h((b+ tI)•, (b+ tI)•), h can also be recovered as h = limt→∞
1
t2 It.
We will also use the following lemma concerning the properties of flat globally hyperbolic
space-times.
Lemma 4.22. Let S1 and S2 be uniformly convex surfaces in a MGHF space-time with
particles. If S2 is contained in the future of S1 and in the past of S1(a), then S2(t) is
contained in the future of S1(t) and in the past of S1(a+ t) for every t > 0.
Proof. We claim that a point x is in the future of S1(t) if there is a timelike path with future
endpoint in x, of length at least t, entirely contained in the future of S1. From this claim,
the thesis follows directly.
To prove the claim, assume x is in the past of S1(t). The pull-back of the Lorentzian
metric of M using the normal flow takes the form −ds2 + gs , where gs are Riemannian
metrics. Hence every causal path contained in the future of S1 and with endpoint x has
length at most t. 
Proof of Proposition 4.20. Let σ1 : S → M and σ2 : S → M be embeddings of uniformly
convex Cauchy surfaces S1 and S2 with embedding data (I, s) and (I
′, s′) respectively.
Assume first that S2 is contained in the future of S1 and in the past of S1(a). Applying
Lemma 4.22 and [Bel14, Proposition 4.2], one sees that the projection from S2(t) to S1(a+t)
obtained by following the normal flow of S1 is distance-increasing, and is a diffeomorphism
by the property of Cauchy surfaces. Hence we obtain a one-parameter family of 1-Lipschitz
diffeomorphisms (which clearly extend to the punctures) ft : S1(a+ t)→ S2(t).
Recall that by Remark 4.21, for the first fundamental form It of S2(t), It/t
2 converges
to the third fundamental form h1, and analogously for h2. Hence by Ascoli-Arzela` Theorem
we obtain a 1-Lipschitz map f∞ : (S1, h1) → (S2, h2) homotopic to f0. Since the areas
of (S1, h1) and (S2, h2) coincide by Gauss-Bonnet formula, f∞ is necessarily an isometry.
Moreover, by construction it is clear that (σ2)
−1 ◦ f∞ ◦ σ1 is isotopic to the identity.
In the general case, given S1 and S2 uniformly convex, it suffices to replace S2 by S2(k)
for k to reduce to the previous case. Indeed, we have already observed that the third
fundamental forms coincide for S2 and S2(k). 
We now move to the proof of a Proposition 4.23, which is a converse statement.
Proposition 4.23. Let h be a hyperbolic metric on S with cone singularities and let b, b′ ∈
C∞(S, h) be bounded and uniformly positive Codazzi operators. If δ(b) = δ(b
′), then the pairs
(I, s) and (I ′, s′) corresponding to (h, b) and (h, b′) are embedding data of uniformly convex
Cauchy surfaces in the same MGHF space-time with particles.
Recall from Theorem A that, under the hypothesis, δ(b) is the translation part of the
holonomy of the space-timeM provided by the embedding data (I, s), and the linear part is
the holonomy of h. The idea of the proof is to show that any small deformation of b which
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leaves the holonomy invariant gives an embedding into the same space-time M . Then, we
use connectedness of the space
{b′ ∈ C∞(S, h) : b
′ is uniformly positive and δ(b′) = δ(b)} .
So we prove the first assertion, by a standard argument.
Lemma 4.24. Let b ∈ C∞(S, h) be uniformly positive, and b˙ ∈ C∞(S, h) be such that
δ(b˙) = 0. Let M be the MGH space-time obtained from the embedding data (h, b). Then
there exists ǫ > 0 such that for s ∈ (−ǫ, ǫ) every pair (h, b + sb˙) gives an embedding of a
uniformly convex spacelike surface into the space-time M .
Proof. Let σ˜ : S˜ → R2,1 be the embedding constructed as in Proposition 2.10. We can choose
a smooth path of developing maps devs : S˜ → R
2,1 having embedding data (h, b + sb˙), for
s ∈ (−ǫ, ǫ). Since by linearity δ(b + sb˙) = δ(b) for all s, devs all have the same holonomy.
We can also assume dev0 extends to a developing map Dev0 for M defined on the lifting of
a tubular neighborhood T˜ ∼= S˜ × (−a, a) of S in M and there is a covering {Uα} of S such
that, for every α, either Dev0 is an isometry on its image when restricted to Uα× (−a, a) (if
Uα does not contain any singular point) or there is a chart for Uα × (−a, a) to a manifold
(D×R, g−dt2) where g is a Euclidean metric on the discD with a cone point at 0. Restricting
to a smaller ǫ if necessary, and using the fact that all devs have the same holonomy, we see
that devs provides an embedding of S˜ into the space-time obtained by gluing the charts
{Uα × (−a, a)}, for s ∈ (−ǫ
′, ǫ′). This concludes the proof. 
Proof of Proposition 4.23. Given b and b′ as in the hypothesis, let v = ||b′||∞ be a constant
function and let bs = b+ svI for s ∈ [0, 1]. Since b is modified by adding svI = −Hess (sv) +
(sv)I, δ(bs) = δ(b) for every s. Clearly, bs is bounded and uniformly positive for every s. By
Lemma 4.24, (h, b) and (h, b1) correspond to embeddings of uniformly convex surfaces in the
same space-time M . Now the same argument can be applied to b′s = b
′+ s(b1− b
′), which is
again bounded and uniformly positive for every s, since by construction the eigenvalues of
b1 at every point are larger than the largest eigenvalue of b
′, and δ(b′s) = δ(b
′) by linearity
of δ. Therefore, b and b′ correspond to embeddings in the same space-time M . 
5. Relation with Teichmu¨ller theory
Let us fix a topological surface S, and a divisor β =
∑
βipi, where βi ∈ (−1, 0), and put
p = {p1, . . . , pk}. Recall we are assuming χ(S,β) < 0.
We denote by H(S,β) the space of hyperbolic metrics on S with cone singularity θi =
2(1 + βi)π at pi. On the other hand, we consider the space of MGHF structures containing
a uniformly convex Cauchy surface orthogonal to the singular locus with bounded second
fundamental form, which we denote as follows:
S+(S,β) =

MGHF structures on S × R with particles along p× R of angles θi
containing a convex Cauchy surface orthogonal to p× R
having bounded and uniformly positive shape operator
 /∼
where two structures are equivalent for the relation ∼ if and only if they are related by an
isometry of S × R isotopic to the identity fixing each particle.
In Theorem D we have seen that the pairs (h, b), where h ∈ H(S,β) and b is a bounded and
positive h-Codazzi tensor on S, bijectively correspond to immersion data of convex Cauchy
surfaces in a MGHF space-time, orthogonal to the singular locus. Moreover the space-times
corresponding to (h, b) and (h′, b′) are in the same equivalence class in S+(S,β) if and only
if there is an isometry from (S, h) to (S, h′) isotopic to the identity in Homeo+(S, p) and
δ(b) = δ(b′).
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In this section we want to use this characterization to construct a natural bijective map
between S+(S,β) and the tangent space of Teichmu¨ller space of the punctured surface
T (S, p).
Let us recall that elements of T (S, p) are complex structures on S, say X = (S,A), where
A is a complex atlas on S, considered up to isotopies of S which point-wise fix p. Dealing
with complex structures associated with singular metrics on S \p makes important to clarify
the regularity of the complex atlas. In the classical Teichmu¨ller theory one can deal with
complex atlas whose charts are only quasi-conformal with respect to a base smooth complex
structure on S. In this framework the group acting on this space of complex structures is
the space of quasi-conformal homeomorphisms of S, which does not depend on the complex
structure chosen. We have the following lemma:
Lemma 5.1. Let h be a hyperbolic metric with cone singularities on S, and b ∈ C∞(S, h).
Then there is a complex structure X on S such that the metric hˆt = h((I + tb)•, (I+ tb)•) is
conformal for X.
Proof. Clearly there is a smooth complex structure A∗t on S \ p for which hˆt is conformal.
We have to prove that A∗t extends to a complex atlas over S.
If t = 0 then this basically follows from the definition of metric with cone singularities.
Consider now the general case. Notice that I : (S \p,A∗0)→ (S \p,A
∗
t ) is quasi-conformal.
In particular this implies that a neighborhood U of any puncture pi with the structure
inherited by A∗t is quasi-conformal to a punctured disc. So it is biholomorphic to a punctured
disc, that is there is a biholomorphic map
ζ : (U \ pi,A
∗
t )→ D
∗ ,
where D∗ = {z ∈ C | 0 < |z| < 1}.
It is not difficult to show that ζ extends by continuity to a homeomorphism ζ : U → D.
This proves that the atlas A∗t extends to S. Finally notice that the function ζ in general is
not smooth at pi, but, as the map
ζ : (U,A0)→ D
is quasi-conformal, it has the requested regularity. 
At a point [X ] ∈ T (S, p) , the tangent space of T (S, p) is identified with a quotient of
the space of Beltrami differentials B(X). We say that a Beltrami differential µ is trivial
if 〈q, µ〉 = 0 for any holomorphic quadratic differential with poles of order at worst 1 at
pi (equivalently with for any holomorphic section of K
2(p)). We will denote by B(X, p)⊥
the subspace of trivial Beltrami differentials. The tangent space T[X]T (S, p) is naturally
identified with B(X)/B(X, p)⊥. The identification works as in the case of a closed surface.
The main difference is that the derivative of the Beltrami differential of the map I : X → Xt
is well-defined up to this more restrictive relation as we only consider homotopies which
point-wise fix p. It turns out that if σ is a smooth section on K−1, then ∂¯σ is trivial iff σ
vanishes at punctures.
The main theorem we prove in this section is the analogue of Theorem B in the closed
case. Given a hyperbolic metric h ∈ H(S,β) and b ∈ C∞(S, h), the family of Riemannian
metrics hˆt = h((I + tb)•, (I + tb)•) induces a smooth family Xt of complex structures by
Lemma 5.1. As in the closed case treated in Section 3.4, the derivative of Xt coincides with
the Beltrami differential corresponding to the traceless part b0 = b − (trb/2)I. This leads
again to the definition of a map Ψ : Eβ → TT (S, p).
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Theorem F. Let C∞(S, h) be the space of bounded Codazzi tensors on (S, h). The following
diagram is commutative
(41)
C∞(S, h)
Λ◦δ
−−−−→ H1
Ad◦hol(π1(S \ p), so(2, 1))
Ψ
y dholx
T[X]T (S, p) −−−−→
J
T[X]T (S, p)
,
where Λ : H1
hol
(π1(S \ p),R
2,1)→ H1
Ad◦hol(π1(S \ p), so(2, 1)) is the natural isomorphism, and
J is the complex structure on T (S, p).
As in the closed case the proof of this theorem is based on the computation of the
differential of the holonomy map, where in this case
hol : T (S, p)→R(π1(S \ p), SO(2, 1))//SO(2, 1)
is the map sending the marked Riemann surface [X ] to the holonomy of the unique hyperbolic
conformal metric on S \ p with cone singularities θi at pi. The existence of such a metric is
a corollary of a more general result [Tro91].
In [ST11] it has been proved that if t 7→ [Xt] is a smooth path in T (S, p), then there is
a smooth family of hyperbolic metrics ht on S \ p whose underlying complex structure is
isotopic to Xt. By Proposition 3.1 it turns out that the holonomy map is smooth. Now we
want to compute precisely the differential of hol. In particular we prove the analogue of
Proposition 3.4. Then, the proof of Theorem F follows exactly as in the closed case.
Proposition 5.2. Let h be a hyperbolic metric in H(S,β), Xh ∈ T (S, p) its complex struc-
ture and let b ∈ C∞(S, h). Let b = bq + Hess u − uI be the decomposition of b given in
Proposition 4.8. Then
dholXh ([b0]) = −Λδ(Jbq) ,
where Λ : H1
hol
(π1(S \ p),R
2,1) → H1
Ad◦hol(π1(S \ p), so(2, 1)) is the isomorphism induced by
the SO(2, 1)-equivariant isomorphism Λ : R2,1 → so(2, 1).
The proof of this proposition follows the same line as in the closed case, but some technical-
ities come up. We consider the hyperbolic metric ht with cone singularities and ht = e
2ψt hˆt,
where hˆt = h((I + tb)•, (I + tb)•). By Proposition 3.1,
˙hol =
1
2
d(h−1h˙) .
Since h−1h˙ = 2((ψ˙ − u)I + bq + Hessu), putting φ = ψ˙ − u one gets ∆φ − φ = 0 as in the
closed case. Then proving that φ ≡ 0, one concludes as in the closed case.
Notice that respect to the closed case there are two technical points.
• One has to prove that the conformal factor ψt smoothly depends on t on S\{p}. The
idea is to use the result of [ST11], but we emphasize that we cannot apply directly
it, as the conformal structure induced by ht is not constant in a neighborhood of
the punctures. So we need to use an isotopy to fix the conformal structures around
the punctures.
• The second point is that the proof that φ is zero is not immediate. In fact φ is
defined only on the regular part S \ p which is not compact. Actually we will
prove that φ continuously extends to the punctures and conclude by adapting the
maximum principle to the context of surfaces with cone singularity. The proof that
φ continuously extends to the disc needs some careful analysis around the singular
points.
In the following lemma we summarize the technical construction of the isotopy Ft.
Lemma 5.3. There is a smooth map F : [0, ǫ]× (S \ p)→ (S \ p) such that
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• For any t the map Ft(•) = F (t, •) extends to a quasi-conformal homeomorphism
fixing p.
• F0 is the identity.
• There is a neighborhood U of p such that Ft : (U,A0) → (U,At) is conformal for
any t.
• The variation field Y = dFt(x)dt
∣∣∣
t=0
extends to a continuous field on S with Y (pi) = 0.
Proof. First we construct the isotopy F
(i)
t on a small neighborhood Ui of a puncture pi.
Notice that the Beltrami coefficient µt of the identity (S,A0)→ (S,At) corresponds to the
symmetric traceless tensor tb01+t(trb/2) under the usual identification, so µt smoothly depends
on t. By the classical theory of Beltrami equation we can find on a disc around the puncture
a family of quasi-conformal maps G
(i)
t : (Ui,A0) → (Ui,A0) with Beltrami coefficient µt,
such that the map G(i) : (−ǫ, ǫ) × Ui → Ui is smooth in t. We may moreover suppose
that G
(i)
t (pi) = pi for every t. Regarding G
(i)
t as a map G
(i)
t : (Ui,At) → (Ui,A0), it
is holomorphic, so the map defined by F
(i)
t = (G
(i)
t )
−1 satisfies the requirements. Notice
that the variation field Y
(i)
t =
dF (i)
dt
∣∣∣
t=0
is defined on the whole Ui, is smooth outside the
punctures and Yt(pi) = 0.
Now take a neighborhood U ′i of pi such that U
′
i ⊂ Ui and choose a smaller neighborhood
U ′′i such that F
(i)
t (U
′′
i ) ⊂ U
′
i for every t. Take a smooth function χ on S which vanishes
on S \ (
⋃
Ui) and is constantly 1 over
⋃
U ′i . Let Yt be the field defined by Yt = χY
(i)
t over
Ui and Yt ≡ 0 over S \ (
⋃
Ui). It can be readily shown that Yt generates a flow of maps
Ft ∈ Homeo(S, p) ∩Diffeo(S \ p) and Ft ≡ F
(i)
t over U
′′
i . It is easy to check that Ft verifies
the requirements we need. 
Proof of Proposition 5.2. We consider the metrics kt = F
∗
t (ht) conformal to F
∗
t (hˆt). By
[ST11] we know that they smoothly depend on the parameter t. It follows that ht also
smoothly depends on t. Moreover we have
h−1k˙ = h−1h˙+ 2S∇Y .
As h−1h˙ = (2ψ˙ − 2u)I + 2bq + 2Hessu = 2φI + 2bq + 2Hessu, one deduces that ∆φ− φ = 0
as in the closed case.
We claim that φ ≡ 0. From the claim the proof follows exactly as in the closed case.
To prove the claim we first check that φ continuously extends to the punctures, then we
use the maximum principle adapted to the case of surfaces with cone points that we prove
separately in the next Lemma (notice that here φ solves the equation ∆φ − φ = 0 on S \ p
but this does not imply that it is a weak solution of the equation on the closed surface).
The proof of the continuity of φ around a puncture pi is articulated in the following steps:
Step 1 We will show that around pi there is a smooth vector field V such that h
−1k˙ =
2S∇V .
Step 2 Writing bq = JHessv − vJ we have that
φI = S∇(Y1) ,
where Y1 = V − Y − J gradv − gradu. This implies that ∂¯Y1 = 0, that is Y1 is a
holomorphic vector field on U \{pi} (see Remark 3.8). We will prove that Y1 extends
at pi and Y1(pi) = 0.
Step 3 As 2φ is the divergence of Y1, the continuity of φ will be deduced by an explicit
computation where we use that Y1 is analytic around the puncture with Y1(pi) = 0
(as the Christoffel symbols of the metric h diverge around the puncture, the condition
Y1(pi) = 0 will play a key role in the computation).
Step 1:
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As kt smoothly depends on t we can construct a smooth family of isometric embeddings
st : (U, kt)→ (U
′, h)
where U and U ′ are fixed neighborhoods of pi. Up to shrinking U we may suppose that on
U the metric kt is conformal to h for every t, so from the conformal point of view we have
a smooth map
s : (−ǫ, ǫ)× U → U ′
such that the restriction st(•) = s(t, •) is holomorphic for every t. It follows that V =
dst
dt
∣∣
t=0
is a holomorphic field defined on the whole U . As st(pi) = pi we get that V (pi) = 0. Finally
notice that as s∗t (h) = kt we have that 2S∇V = h
−1k˙.
Step 2:
As we know that Y (pi) = 0 and V (pi) = 0, it is sufficient to prove that gradv and gradu
vanish at pi.
More generally we will prove that if f is a function on U such that ||Hessf − f I|| < Crα
for some α > −1, then grad f extends to 0 at pi. This general fact implies the extendability
of grad v, because Hess v − vI = −biq satisfies this condition as we noted in the proof of
4.4. On the other hand u can be regarded as the difference of the functions u1 − u2 where
b = Hess u1 − u1I and bq = Hess u2 − u2I. As b is bounded and bq satisfies the condition
above, we conclude that gradu extends as well.
Let g be the Klein Euclidean metric on U . As in the proof of Lemma 4.16, let us put
f¯ = (cosh r)−1f , where r is the hyperbolic distance from the cone point. By Lemma 4.3,
f¯ satisfies the equation D2g f¯(•, •) = (cosh r)
−1h((Hess f − f I)•, •), so ||D2g f¯ ||g < Cr
α.
Consider on the universal cover the gradient map ϕ˜ = (dev)∗(gradg f¯) :
˜U \ {pi} → R
2. If
ρ denotes the Euclidean radial coordinate and θ is the pull-back of the angular coordinate,
we have
||ϕ˜(ρ1, θ1)− ϕ˜(ρ2, θ2)|| ≤ ||ϕ˜(ρ1, θ1)− ϕ˜(ρ1, θ2)||+ ||ϕ˜(ρ1, θ2)− ϕ˜(ρ2, θ2)||
≤ C(ρα1 ρ1||θ1 − θ2||+ ||ρ
α+1
2 − ρ
α+1
1 ||) .
This shows that on each radial line there exists the limit limρ→0 ϕ(ρ, θ) = ξ. Moreover
this limit does not depend on θ, and the convergence is uniform as far as θ lies in some
compact interval of R. As in the proof of Lemma 4.16, ϕ(ρ, θ+ θ0) = Rθ0ϕ(ρ, θ), we deduce
that ξ is a fixed point of the rotation, that is ξ = 0. It turns out that || gradg f¯ ||g → 0 at pi.
As the hyperbolic metric h is equivalent to g we conclude that also || gradh f ||h → 0 at the
puncture pi.
Step 3:
Under the identification K−1 = TS we have Y1 = f(z)
∂
∂z and 2φ = divY1. As in complex
notation the connection form (compare Remark 3.8) is
ω = 2
∂η
∂z
dz ,
where η is the conformal factor of the hyperbolic metric h = e2η|dz|2. It turns out that
φ = ℜ(f ′(z) + 2∂zηf(z)). Notice that η = β log |z|+ ξ where ξ is a C
1 function on D such
that ||dξ|||z| → 0 (compare the explicit expression in Equation (25) for the hyperbolic metric
in the conformal coordinate). So we get
lim
z→0
φ = (1 + β)ℜf ′(0) ,
and in particular φ extends to a continuous function on S. 
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Lemma 5.4. Let h ∈ H(S,β). If φ is a continuous function on S, and on S \ p is a smooth
solution of ∆hφ− φ = 0, then φ ≡ 0.
Proof. From the equation we know that if the maximum of φ is realized at an interior point,
then it must be nonpositive. We claim that the same holds if the maximum is realized at a
puncture pi. From the claim we can conclude that the maximum must be nonpositive and
analogously the minimum nonnegative, that is φ ≡ 0.
To prove the claim we consider the function F : [0, ǫ)→ R such that F (r) is the average
of φ over the circle centered at pi of radius r. We fix ǫ so that all those circles are embedded
in S. Notice that by continuity of φ we have limr→0 F (r) = φ(pi) and the assumption that
pi is a maximum point for φ implies that F (r) ≤ F (0) for r ≥ 0.
Now using coordinates r, θ in a neighborhood of pi we have
F (r) =
1
θ0
∫ θ0
0
φ(r, θ)dθ ,
so
F˙ (r) =
1
θ0
∫ θ0
0
h(gradφ(r, θ), ν)dθ =
1
θ0sinh r
∫
∂Br
h(gradφ(r, θ), ν)dℓr ,
where ν is the normal field on ∂Br pointing outside.
Putting G(r) =
∫
∂Br
h(gradφ(r, θ), ν)dℓr , the Divergence Theorem implies that for s < r
G(r) −G(s) =
∫
Br\Bs
∆hφdAh =
∫
Br\Bs
φdAh .
As φ is bounded we have |G(r) − G(s)| ≤ K(r2 − s2) for some constant K. This implies
that G extends to 0 and, putting C0 = G(0)
(42) |G(r) − C0| ≤ Kr
2 .
Let us show that C0 = 0. If C0 6= 0, up to changing the sign of φ we may suppose C0 > 0.
Then by (42) we get ∣∣∣∣θ0F˙ (r) − C0sinh r
∣∣∣∣ ≤ K ′r .
This implies that θ0F˙ ≥
C0
sinh r −K
′r, but this contradicts the fact that F˙ is integrable on
[0, ǫ). Thus C0 = 0 so |F˙ (r)| < K
′r, that implies that F˙ (r)→ 0 as r → 0.
Now
θ0(F˙ (r) − F˙ (s)) =
1
sinh r
(G(r) −G(s)) +
(
1
sinh r
−
1
sinh s
)
G(s) =
=
1
sinh r
∫
Br\Bs
∆hφdAh +
sinh s− sinh r
sinh s sinh r
G(s) .
Notice that the last addend tends to 0 as s→ 0, so we deduce
F˙ (r) =
1
θ0sinh r
∫
Br
∆hφdAh =
1
θ0sinh r
∫
Br
φdAh .
Now as F (r) ≤ F (0) we get that F˙ (r) must be nonpositive for small r, and this implies
that φ(0) cannot be positive. Analogously one shows that if the minimum is achieved at a
puncture, then it must be nonnegative and this concludes that φ ≡ 0. 
Corollary G. Two embedding data (I, s) and (I ′, s′) in Eβ correspond to Cauchy surfaces
contained in the same space-time with particles if and only if
• the third fundamental forms h and h′ are isotopic;
• the infinitesimal variation of h induced by b is Teichmu¨ller equivalent to the infini-
tesimal variation of h′ induced by b′.
ON CODAZZI TENSORS ON A HYPERBOLIC SURFACE AND FLAT LORENTZIAN GEOMETRY 45
The map Ψ induces to the quotient a bijective map
Ψ¯ : S+(S,β)→ TT (S, p).
Proof. The first part directly follows by Proposition 4.23. The fact that Ψ¯ is well-defined and
injective is then a consequence of commutativity of (41). Notice that Ψ : C(S, h)→ T[X](S, p)
is surjective by a simple dimensional argument. As for any b ∈ C∞(S, h) we may find a
constant M so that b + M I is positive. Like in the closed case we conclude that Ψ¯ is
surjective. 
5.1. Symplectic structures in the singular case. In the singular case it is also possible
to construct a Goldman intersection form ωB on the image of dhol inH1Ad◦hol(π1(S), so(2, 1)).
Mondello [Mon10] proved that the map dhol is symplectic up to a factor. We will give here a
different proof of that result in the analogy of the proof of Corollary 3.13 given in Subsection
3.5.
First let us recall some basic facts on the construction of ωB. We denote byH•c (S, Fso(2,1))
the de Rham cohomology of the complex of Fso(2,1)-valued forms on S with compact support,
and let
I∗ : H
1
c (S, Fso(2,1))→ H
1
dR(S, Fso(2,1))
be the map induced by the inclusion. The image of I∗ will be denoted by H
1
0 (S, Fso(2,1)) and
contains the cohomology classes in H1dR(S, Fso(2,1)) which admit a representative with com-
pact support. Under the isomorphism H1Ad◦hol(π1(S), so(2, 1))
∼= H1dR(S, Fso(2,1)), elements
of H10 (S, Fso(2,1)) correspond to cocycles which are trivial around the punctures.
Let B be the Ad-invariant product on so(2, 1) defined in Subsection 3.5. It induces a
well-defined pairing
ω¯B : H1c (S, Fso(2,1))×H
1
dR(S, Fso(2,1))→ R
given as in the closed case by
ω¯B([ς ], [σ]) =
∫
S
B(ς ∧ σ) .
This pairing is nondegenerate by Poincare´ duality. Notice that if ς, ς ′ are forms with compact
support ω¯B([ς ], I∗[ς
′]) = −ω¯B([ς ′], I∗([ς ])), showing that ker I∗ coincides with the orthogonal
subspace of H10 (S, Fso(2,1)).
Thus the form ω¯B induces a symplectic form on H10 (S, Fso(2,1)), defined by
ωB([σ], [σ′]) =
∫
S
B(σ ∧ σ′) ,
where σ and σ′ are representatives with compact support.
In a similar way we can define the subspace H10 (S, F ) and a symplectic form ω¯
F on it,
analogous to the one constructed in Subsection 3.5
By Proposition 4.12, the coboundary operator δ : C2(S, h) → H
1
dR(S, F ) takes values in
H10 (S, Fso(2,1)). The following proposition computes ω¯
B(Λδb,Λδb′) in analogy with Propo-
sition 3.10.
Proposition 5.5. Let δ : C2(S, h)→ H
1
0 (S, F ). Then
(43) ω¯F (δ(b), δ(b′)) =
1
2
∫
S
tr(Jbb′) dAh .
or analogously
(44) ω¯B(Λ(δ(b)),Λ(δ(b′))) =
1
4
∫
S
tr(Jbb′) dAh .
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Proof. Since δ is continuous for the L2-norm by Proposition 4.6, both LHS and RHS in (43)
and (44) are continuous on C2(S, h) × C2(S, h). So by density it is sufficient to prove that
(43) holds for b and b′ with compact support. But in that case, the proof is the same given
in the closed case, recalling that δb = [ι∗b]. 
Now we compute the Weil-Petersson form in terms of the map Φ. Let us denote by K2(p)
the space of holomorphic quadratic differentials with at worst simple poles at p. Recall that
if q, q′ ∈ K2(p) then as in the closed case one can define gWP (q, q
′) by integrating the form
that in a local chart is
f g¯
e2η
dx ∧ dy ,
for q = f(z)dz2, q′(z) = g(z)dz2 and h = e2η|dz|2. In fact the integrability of that form
relies on the fact that q and q′ have at worst simple poles. We have the same result as in
the closed case:
Proposition 5.6. Given b, b′ ∈ C∞(S, h), the following formula holds:
(45) ωWP (Ψ(b),Ψ(b
′)) = 2
∫
S
tr(Jbb′) dAh .
The computation is done as in the closed case up to a simple technical difficulty. The
point is that strictly speaking if b ∈ C∞(S, h), then bq is only C2(S, h), so in order to use the
splitting b = bq +Hessu− uI we need to extend the map Ψ to C2(S, h).
The reason this is possible is that the pairing
C∞(S, h)×K
2(p)→ C , 〈q,Ψ(b)〉 =
∫
S
q •Ψ(b)
continuously extends to a pairing C2(S, h) × K
2(p) → C. In fact as the proof of Equation
(24) was only local, it holds also in this singular case and we have
〈q,Ψ(b)〉 = −
∫
S
(tr(Jb0bq) + itr(b0bq)) dAh .
Moreover, the antilinear map K2(p)→ TXhT (S, p) given by the Weil-Petersson product is
q 7→= Ψ(
Jbq
2
)
as in the closed case, which allows to recover the result. This concludes also the alternative
proof of the result of Mondello ([Mon10]).
Corollary 5.7. The Weil-Petersson symplectic form ω¯WP and the Goldman symplectic form
ω¯B for hyperbolic surfaces with cone points are related by:
hol∗(ω¯B) =
1
8
ω¯WP .
6. Exotic structures
We now want to discuss flat Lorentzian manifolds which do not satisfy the hypothesis we
considered so far.
6.1. The existence of a strictly convex Cauchy surface. Recall we are considering
MGHF space-times on S × R, where S is a possibly singular surface of genus g and the
cone angles correspond to a divisor β =
∑k
i=1 βipi with βi ∈ (−1, 0). We have always
assumed χ(S,β) < 0. In [Mes07], Mess proved that in the case of a closed surface (i.e. no
cone points), every MGHF space-time contains a strictly convex Cauchy surface provided
χ(S) < 0. We now show that this is not true in general if cone singularities are allowed.
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Example 6.1. Let M be a MGHF space-time with a particle s of angle θ < π which contains
a uniformly convex Cauchy embedding orthogonal to the singular lines. Such space-times
are classified in Theorem F. It is easy to find another Cauchy embedding σ : S →M which is
is flat (and thus not strictly convex) in a neighborhood of its intersection with the particle s.
Hence there is a neighborhood U of the singular point p such that σ(U) lies in the orthogonal
plane to s at σ(x), so that the induced metric is Euclidean. By taking U sufficiently small,
we suppose σ(U) does not intersect any other particle.
Hence we find a neighborhood σ(U) × (−ǫ, ǫ) where the metric takes the form gU − dt
2,
for gU is a Euclidean metric on U with a cone point p of angle θ. We are now going to cut
this neighborhood of σ(U) and glue a germ of flat space-time containing two cone points.
Our construction is two-dimensional Euclidean geometry; see also Figure 3. Consider a
wedgeW in R2 of angle θ, which represents a model of the cone point. We choose two points
p1 and p2 in U (which will represent the new cone points), p1 in the boundary of the wedge
and p2 in the line bisecting W . Let p
′
1 be the image of p1 by the rotation of angle θ, namely
the point identified to p1 on the other edge of W . Connect p2 to p1 and p
′
1 by geodesic
segments. We remove the quadrilateral Q = p1pp
′
1p2 from W and glue the segments p1p2
and p′1p2 by a rotation around p2. We keep the same gluing as before between the two edges
of W outside Q. This gives a Euclidean structure on a disc U ′, obtained from W \Q by the
gluing we defined, containing two cone points of angle θ1 and θ2. Observe that at least one
of θ1 and θ2 has angle between π and 2π. By some simple Euclidean geometry we have that
θ
2π − 1 =
θ1
2π − 1 +
θ2
2π − 1.
We extend this operation to U ′ × (−ǫ, ǫ) in the obvious way and glue the new structure
to a tubular neighborhood of σ(S) \ σ(U) in M \ (σ(U) × (−ǫ, ǫ)). By taking the maximal
extension, we obtain a space-timeM ′ with two particles s1 and s2 of angles θ1 and θ2. Notice
that the Euler characteristic ofM ′ equals that ofM so it is negative. It is also clear thatM ′
cannot contain any strictly convex Cauchy surface, as the requirement of being orthogonal
to the singularities forces a spacelike surface to be flat (i.e. the shape operator has a null
eigenvalue) at some points. More precisely, s1 and s2 are connected by a geodesic segment
entirely contained in S.
Observe that the holonomy of M ′ of a path winding around both s1 and s2 is the same
as the holonomy of M of a path around s. Moreover, on peripheral paths around s1 and s2,
the linear part of the holonomy of M ′ fixes the same point in H2.
p
W
U
p
W
p1
p2
p′1
U ′
Figure 3. Replacing a neighborhood of a cone point on a Euclidean struc-
ture by a disc with two cone points. The cone angles satisfy the relation
θ1 + θ2 = 2π + θ.
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