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Condensation of Symmetrized Tensor Powers
A. J. E. RYBA
Department of Computer Science, Queens College, CUNY, 65-30 Kissena Boulevard,
Flushing, NY 11367-1597, U.S.A.
An algorithm for condensing symmetrized tensor powers of a modular representation of
a finite group with respect to a monomial subgroup is introduced. We show that our
algorithm provides a practical tool for analyzing tensor powers of modules. We include
a brief review of symmetrization of tensor powers and of condensation of modules.
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1. Introduction
In this paper we describe a method to compute condensed versions of symmetrized tensor
powers of a module. The symmetrized tensor powers of a module include the familiar
symmetric and exterior powers as well as some less well known symmetrizations. There
is a symmetrized tensor power associated with each representation of a symmetric group;
the symmetric and exterior powers correspond to one-dimensional representations. Our
method applies to principal symmetrized tensor powers (defined in Section 2); these in-
clude all symmetrizations that correspond to irreducible representations of symmetric
groups. This paper can be viewed as a generalization of Ryba (1990): the earlier work
described a method for computing condensed modules obtained from the exterior powers
of a module.
In the calculation of modular character tables and the determination of p-modular
invariants of finite groups it is important to understand the module structure of small
tensor powers of modular representations. Our paper provides an efficient method that
gives such information.
Throughout this paper, we write G, F , W , and p to denote a finite group, a finite field,
an FG-module, and the characteristic of F , respectively. We think of W as a “small”
FG-module, in the sense that we know and can calculate with matrices giving the action
of generators of G on W . We suppose that H is a p′-subgroup of G that acts monomially
on W . We shall refer to H as the condensation subgroup; the condensed modules that
we obtain will be fixed point spaces of H.
We will consider a fixed tensor power V =
⊗n
W . Even for small values of n, the
module V is likely to be much too large to compute with directly. Our method allows us
to analyze the structure of otherwise inaccessibly large tensor powers. For example, in
Section 8, we discuss our computations of the condensed symmetrizations of the fourth
tensor power of the natural 133-dimensional representation (Ryba and Wilson, 1994)
of HN over a field of characteristic 5. This tensor power is 312 900 721 dimensional.
However, the condensed symmetrized modules that we obtain are small enough to analyze
with the Meat-Axe. In Lux and Ryba (2001) we make essential use of these particular
condensed modules in our complete determination of the 5-modular character table of
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HN . Implementations of the methods described in this paper, which were used in the
analysis of the HN -module, are available at http://www.math.rwth-aachen.de/LDFM/
homes/MTX/ as part of the C-Meataxe.
Although the methods that we describe have no theoretical limitations, there are prac-
tical bounds that we should bear in mind when considering their efficiency. The two
parameters that are of most importance in practical considerations are n, the degree of
tensors under consideration, and dim(W ), the dimension of the input representation. As
a rough indication of the range of problems that we have in mind, we will suppose that
100 ≤ dim(W ) ≤ 1000 and that 3 ≤ n ≤ 5 in analyzing the performance of our meth-
ods. An important goal of this paper is to show that condensation of symmetrized tensor
powers is possible and practical within these ranges. We give rough estimates of how
the performance of our method is effected by changes in the parameters n and dim(W ).
Although more exact complexity estimates involving other lesser parameters are avail-
able, the timing data of Section 8 shows that the actual performance of our program has
matched closely with our simple estimates for its complexity. One further condition that
must be met in applications is that the computed condensed symmetrized powers must
be small enough to be analyzed with the Meat-Axe (this amounts to being able to choose
a condensation subgroup H of sufficient size).
In Section 2, we follow an approach similar to James (1980) to describe general sym-
metrized tensor powers of a module. We associate a symmetrized tensor power with each
left ideal of FSn (the group algebra of the symmetric group on n letters). In particular,
we associate a symmetrized tensor power with each irreducible FSn-module.
We review the idea of condensation, following the notation and approach of Ryba
(1990), in Section 3. Other treatments of condensation are available in Lux and Wiegel-
mann (1998) and Mu¨ller and Rosenboom (1999). It would be particularly useful to extend
the methods of this paper to cover non-monomial condensation subgroups—the work of
Lux and Wiegelmann (1998) achieves an analogous objective for the condensation of
tensor products.
In Section 4, we describe explicit bases for symmetrized tensor powers, and the corre-
sponding condensed modules. The main result of this paper is Theorem 5.2, of Section 5.
This theorem gives a formula for computing “condensed matrix” actions with respect
to the basis provided by Proposition 4.2. Our formula is practical because it avoids the
calculation or storage of the complete action of G on any power or symmetrized power
of W , and it avoids summation over the complete set of elements of H.
In Sections 6 and 7, we describe our computer program that implements the formula of
Theorem 5.2. The computation is broken up into two stages. The first stage (preconden-
sation) is a short, preliminary computation, to determine the basis vectors described in
Section 4. For each basis vector we calculate a number of simple auxiliary structures de-
scribed in Section 5. The second stage is the computation of the condensed matrices; this
is just a multiple loop that contracts tensors. It is important to optimize the second stage,
which is the time consuming part of the process. In contrast the precondensation phase
takes relatively little time, but involves more sophisticated group theoretic calculations.
2. Symmetrized Tensor Powers
In this section we give a brief introduction to symmetrized tensor powers. In particular,
we indicate why symmetrized tensor powers are useful in the computation of composition
factors of the tensor power of a module. Our approach follows James (1980). Another,
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slightly less general approach to symmetrized tensor powers is given in Section 5.2 of
James and Kerber (1981).
As in Section 1, let W be a right FG-module and V be
⊗n
W . The symmetric group
Sn acts on V by permutation of tensor factors. If σ ∈ Sn and w1, w2, . . . , wn are vectors
in W , we have
(w1 ⊗ w2 ⊗ w3 ⊗ · · · ⊗ wn)σ = w1σ−1 ⊗ w2σ−1 ⊗ w3σ−1 ⊗ · · · ⊗ wnσ−1 . (2.1)
So for example, (w1⊗w2⊗w3)(1, 2, 3) = (w3⊗w1⊗w2). (At first sight, the appearance of
σ−1 in (2.1) is surprising. One intuitive approach to the formula is the observation that
the factor in the jth position of the tensor product on the left of (2.1) is moved to occupy
the the jσth position on the right. This observation makes it clear that (2.1) does give
an action of Sn.) The action extends by linearity to make V into a (right) FSn-module.
Clearly, the actions of Sn and G on V commute. Hence each subset Σ ⊂ FSn gives an
FG-submodule V Σ ≤ V . We call V Σ the Σ-symmetrized tensor power of W .
Observe that V Σ = (V FSn)Σ = V (FSnΣ), so that the Σ-symmetrized tensor power
coincides with the Π-symmetrized tensor power, where Π is the left ideal FSnΣ. We
shall pay particular attention to the minimal symmetrized tensor powers obtained from
minimal left ideals of FSn. Slightly more generally, we shall implement algorithms that
apply to the principal symmetrized tensor powers obtained from principal left ideals in
FSn. Of course, if Π is a minimal left ideal of FSn, then Π is generated by any non-zero
element, and in particular is principal. In Section 8 we describe an efficient and convenient
way to obtain an explicit element in FSn that generates a given minimal left ideal.
If char(F ) does not divide n! (in other words, if p is either 0 or exceeds n), then
Section 5.2 of James and Kerber (1981) gives a different construction of the minimal
symmetrized tensor powers. In this special case, the module V decomposes as a direct
sum of minimal symmetrized tensor powers. Hence, we obtain complete information
about the irreducible constituents of the FG-module V by analyzing the constituents
of the minimal symmetrized tensor powers of W . Even in the case where p divides n!
an analysis of the minimal symmetrized tensor powers yields considerable information
about the irreducible constituents of V (see James, 1980).
In computations, it is useful to approach the structure of V via the much smaller spaces
of symmetrized tensor powers on W . In fact, if dim(W ) is large compared to n and if
V Σ is a minimal symmetrized tensor power, then dim(V Σ)/ dim(V ) is approximately
dim(FSnΣ)/|Sn|. (This estimate for the degree is easy to obtain from James (1980),
where formula (4.8) gives the full Brauer character of the FG-module V Σ. By combining
the formula with Theorem (4.9) of James (1980), we obtain dim(V Σ) as a polynomial in
dim(W ). The leading term of this polynomial is (dim(W ))n × dim(FSnΣ)/n!. For the
range of values of dim(W ) and n of primary consideration for us, the estimate is always
valid to within 11%. The most extreme situation within our range arises for the symmetric
fifth power of a 100-dimensional module; here our degree estimate is 1010/120, which
differs from the actual degree of (1010 +10.108 +(20+15)106 +(30+20)104 +24.102)/120
by a little more than ten percent.) If FSnΣ is a minimal ideal of FSn then dim(FSnΣ)
is clearly bounded by
√
n! and hence our approximation for dim(V Σ)/ dim(V ) is at
most 1/
√
n!. This shows that the computation of the composition factors of a minimal
symmetrized tensor power is considerably easier than the computation of the composition
factors of V itself. As a rough estimate, when we work with symmetrizations, the time and
space complexities of computations improve by factors of more than (n!)3/2 and n!. One
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of the motivating reasons for this particular paper is that the efficiency gained by working
with symmetrized tensor powers is maintained when we pass to condensed modules.
3. Condensed Representations
As in Section 1, we suppose that we work with modules over a field F of characteristic
p, and that the condensation subgroup H is a p′-subgroup of G. In later sections, we
shall require H to act monomially on certain modules, but this restriction is not relevant
to the general theory of condensation and is not necessary in this section. Our brief
introduction follows Ryba (1990) and establishes further notation for the remainder of
the paper. Proofs of our assertions are available in Ryba (1990).
We write e for the idempotent 1|H|
∑
h∈H h in FG. The subspace eFGe of FG is
spanned by elements of the form ege, where g ∈ G. This subspace is actually a subalgebra
of FG and it is known as the Hecke algebra associated with H. With any FG-module M ,
we associate the condensed subspace Me. The condensed subspace of M is a module for
the Hecke algebra eFGe. Although certain FG-modules might condense to zero spaces,
the irreducible FG-modules that condense to non-zero spaces do give irreducible modules
for the Hecke algebra. Moreover, the composition factors of a condensed module Me are
precisely the non-zero modules obtained by condensing the composition factors of the
FG-module M . It follows that any analysis of the structure of an eFGe-module Me
yields considerable information about the structure of the corresponding FG-module M .
This information is especially useful in cases where all irreducible FG-modules condense
to non-zero modules for the Hecke algebra.
We further observe that the condensed space Me consists of the vectors of M that
are fixed by H. Accordingly, dim(Me) is approximately |H| times smaller than dim(M).
Hence, application of the Meat-Axe (Parker, 1984) to study the condensed module for
the Hecke algebra runs about |H|3 times as fast as a direct application of the Meat-Axe
to study M .
Application of the Meat-Axe to a condensed module does require that we know a small
set of generators for the Hecke algebra and that we find the actions of these generators
on the condensed module. The Hecke algebra always has a generating set of elements
of the form ege. Unfortunately, in general there is no known efficient method to prove
that some particular set generates a Hecke algebra (see Ryba, 1990). However, there are
methods to produce likely sets of generators, and generators of some Hecke algebras have
been obtained in some examples. We shall overlook the problem of generation of the
Hecke algebra.
The process of computing the action of an element ege on a module Me is known as
condensation of the module M . Various algorithms have been developed for condensing
different classes of modules, see, for example, Ryba (1990) and Lux and Wiegelmann
(1998). In this paper we develop a program to condense principal symmetrized tensor
powers. We remark that a particularly important feature that makes our program prac-
tical is that it can be applied to condense symmetrized tensor powers that are so large
that representing matrices can not be computed or stored.
4. A Basis for the Condensed Space
We now describe a basis of the space obtained from a principal symmetrized tensor
power by condensing with respect to a monomial subgroup H ≤ G. Throughout the rest
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of this paper we suppose that pi =
∑
φ∈Sn pφφ denotes an element of FSn; we work with
the {pi}-symmetrized tensors and the corresponding condensed spaces.
We fix a basis w1, w2, . . . , wd of W that exhibits the monomial action of H on W .
Let T be the set of n-tuples of elements of {1, 2, . . . , d}: thus T indexes a basis of V .
If i ∈ T we write (i1, i2, . . . , in) for the corresponding n-tuple, and we write vi for the
tensor product wi1 ⊗ wi2 ⊗ · · · ⊗ win . We let σ ∈ Sn act on T by
(i1, i2, . . . , in)σ = (i1σ−1 , i2σ−1 , . . . , inσ−1).
Thus viσ = viσ (see (2.1)).
The monomial action of H permutes the 1-spaces {〈w1〉, 〈w2〉, . . . , 〈wd〉}. This gives an
action, written as right multiplication, of H on {1, 2, . . . , d} and a further action on the
set of n-tuples that constitute T . Let J be the set of orbits of H × Sn on T . We shall
use capital letters such as I and J to denote orbits in J ; these orbits are subsets of T ,
that is sets of n-tuples.
We select a representative from each orbit in J , we denote this by the lower case
letter corresponding to the orbit name. Accordingly the representative of the orbit I is
called i. The object i is an element of T , that is an n-tuple of integers—we recall that it
corresponds to the tensor vi in V . For each orbit I, consider vI = vie ∈ V e.
Observe that the set {vihω | I ∈ J , h ∈ H,ω ∈ Sn} spans the space V (since J is the
collection of orbits of H×Sn). Moreover, the action of e commutes with that of Sn, so we
have vihωe = viheω = vieω = vIω. We deduce that the set {vIω | I ∈ J , ω ∈ Sn} spans
V e and therefore the set {vIωpi | I ∈ J , ω ∈ Sn} spans V epi. However, since V epi = V pie
we obtain the following.
Proposition 4.1. The set {vIωpi | I ∈ J , ω ∈ Sn} spans the condensed symmetrized
tensor power V pie.
The spanning (multi)set of Proposition 4.1 usually contains many redundant vectors.
For example, if we are working in the symmetric nth power of a representation, we could
omit all reference to the parameter ω ∈ Sn (which merely permutes the tensor factors)
and obtain the same spanning set. In more general symmetrizations we can thin down
the spanning set of Proposition 4.1 as follows. For each I ∈ J , let ΩI be a maximal
subset of Sn such that {vIωpi | ω ∈ ΩI} is a set of linearly independent vectors in V epi.
Then {vIωpi | I ∈ J , ω ∈ ΩI} forms a basis of V epi. We remark that for certain choices
of the orbit I, the set ΩI is empty. For instance whenever vI = 0, the set ΩI is empty. It
is possible that ΩI is empty even in cases where vI is non-zero. For example, this would
happen in the consideration of the skew square of a module for all orbits representing
pairs with two equal coordinates.
We let Jpi denote the subset of orbits I for which ΩI is non-empty. We have the
following.
Proposition 4.2. The set {vIωpi | I ∈ Jpi, ω ∈ ΩI} forms a basis for the condensed
symmetrized tensor power V pie.
Proof. Recall that T can be decomposed as a disjoint union of orbits
⋃
I∈J i(H × Sn).
It follows that V =
⊕
I∈J 〈vi(H × Sn)〉.
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Now, Proposition 4.1 shows that V pie = ΣI∈J 〈vIωpi | ω ∈ ΩI〉. Moreover, our decom-
position of V shows that the decomposition of V pie is direct since 〈vIωpi | ω ∈ ΩI〉 ⊂
〈vi(H × Sn)〉. 2
It is useful to keep in mind estimates for the sizes of the sets Jpi and ΩI that appear in
Proposition 4.2. Write D for the dimension of the principal left ideal generated by pi in
the group algebra FSn. Then, we can estimate |ΩI | ≈ D. (That D is an upper bound for
|ΩI | follows from the observation that the image of the D-dimensional space 〈ωpi|ω ∈ Sn〉
under the linear transformation ωpi 7→ vIωpi has ΩI for a basis.) In the cases of most
interest to us, where pi generates a minimal left ideal, the dimension D is small compared
with the size of Sn and we should therefore view ΩI as a small subset of Sn.
From the estimate dim(V pi) ≈ dim(V )D/n! that we obtained in Section 2, we would
expect dim(V pie) ≈ dim(V )D|H|n! . Combining this with Proposition 4.2 and our estimate
|ΩI | ≈ D, we obtain |Jpi| ≈ dim(V )|H|n! = |T ||H||Sn| . We can reach this approximation without
appeal to our earlier rough estimates by using the next lemma. The lemma also gives
useful information about which n-tuples can belong to orbits in Jpi.
Lemma 4.3. Suppose that h ∈ H, vI 6= 0, and ih = i, then vi = vih.
Proof. We observe that vih = cvi for some c ∈ F . Now, vI = vie = vihe = cvie = cvI ,
and therefore, since vI 6= 0, we have c = 1. 2
Let A denote the kernel of the action of H on {1, 2, . . . , d}, thus A is an Abelian normal
subgroup of H that acts diagonally in the monomial representation on W .
Corollary 4.4. Suppose that a ∈ A, and vI 6= 0, then vi = via.
We can now recover the estimate |Jpi| ≈ |T ||Sn||H| , since |Jpi| counts certain orbits of
Sn ×H/A on the points of T that are fixed by the action of A.
5. Condensed Matrix Actions
We now establish the main result of this paper. The result gives a formula for comput-
ing condensed matrix actions with respect to the basis of Proposition 4.2. The formula
is obtained in Theorem 5.2. Before we can state and prove Theorem 5.2, we need to
introduce a number of auxiliary structures that are defined for each orbit I ∈ J . We
have provided Table 1 as a summary of the auxiliary structures.
For each orbit I ∈ J , consider a pair of subgroups of H: let HI = StabH(i) and
let HI = {h ∈ H | ih ∈ iSn}. Note that these subgroups do depend on our choice of
representative i ∈ I; however, they are unchanged when we replace i by one of its Sn-
images (since H commutes with Sn). The subgroup HI is the stabilizer of the unordered
n-tuple corresponding to i. Observe that A ≤ HI ≤ HI ≤ H. Denote fixed sets of (right)
coset representatives of HI in H, and HI in HI by H/HI , and HI/HI , respectively.
Let I0 be the set of images of i under H/HI . Intuitively, we view I0 as indexing the set
of H-images of vi that are not simply related by permutation of tensor factors. Observe
that I =
⋃
j∈I0 jSn; moreover, this is a disjoint union. For each k ∈ I0, let ck be the
(unique) scalar such that ckvk is an image of vi under an element of H/HI .
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Table 1. Summary of auxiliary structures defined for each orbit I ∈ J .
Objects associated with the orbit I:
I set of n-tuples
Objects obtained from i, which is chosen from I:
i n-tuple
vi vector of V
vI vector of V e
HI subgroup of H
HI subgroup of H
SI subgroup of Sn
SI subgroup of Sn
Objects obtained from ΩI , which is found via Gaussian elimination on 〈vISnpi〉:
ΩI subset of Sn
XI matrix, with rows indexed by Sn and columns indexed by ΩI
Objects obtained from a choice of coset representatives of HI in H:
H/HI subset of H
I0 subset of I
{ck|k ∈ I0} set of scalars
Objects obtained from a choice of coset representatives of SI in S
I :
ΣI subset of Sn
{cθ|θ ∈ ΣI} set of scalars
Other choices of coset representatives:
ΣI subset of Sn
HI/HI subset of H
We shall use an estimate |I0| ≈ |H||A| in later analyses of efficiency of our algorithms. This
is an overestimate since A is merely a subgroup of HI ; it will lead to slight overestimates
in the running time of our program. Combining this with our earlier estimate for |Jpi|,
we estimate |⋃I∈Jpi I0| ≈ |T ||Sn||A| . We write Tpi for ⋃I∈Jpi I0. We view Tpi as indexing the
orbits of Sn on n-tuples i for which vipie 6= 0. Our estimate for |Tpi| will turn out to be
useful for predicting the run time of our condensation program.
For each I ∈ J , we let SI be the stabilizer of i under the action of Sn and we let
SI = {θ ∈ Sn | iθ ∈ iH}. Let ΣI = SI/SI be a set of (right) coset representatives of SI
in SI : thus ΣI ⊂ Sn. Intuitively, we view ΣI as representing the permutation actions on i
that can also be achieved by elements of H. For each θ ∈ ΣI , there is a (unique) element
h ∈ HI/HI with iθ = ih, and we define the scalar cθ by the equation cθviθ = vih. We let
ΣI denote a set of coset representatives of SI in Sn, so that the elements of iΣI give the
distinct elements of iSn. Moreover, since H commutes with Sn, the elements of jΣI give
the distinct elements of jSn for any j ∈ I0. In particular the elements of I are enumerated
by the possibilities for jθ with j ∈ I0 and θ ∈ ΣI .
Lemma 5.1. (i) If vI is non-zero then vI = 1|H/HI |
∑
k∈I0
∑
θ∈ΣI ckcθvkθ.
(ii) If j ∈ I0, then cjvje = vI .
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Proof. (i) From Lemma 4.3, we have
vI = vie
=
1
|H|
∑
h1∈H/HI
∑
h2∈HI/HI
∑
h3∈HI
vih3h2h1
=
1
|H/HI |
1
|HI |
∑
h1∈H/HI
∑
h2∈HI/HI
|HI |vih2h1
=
1
|H/HI |
∑
h1∈H/HI
∑
θ∈ΣI
cθviθh1
=
1
|H/HI |
∑
h1∈H/HI
∑
θ∈ΣI
cθvih1θ
=
1
|H/HI |
∑
k∈I0
∑
θ∈ΣI
ckcθvkθ.
For (ii), we note that cjvje must be a scalar multiple of vI . Moreover, since the terms on
the right hand side of (i) are linearly independent elements of V , we can determine this
constant multiple by evaluating the coefficient of vj in a similar expression for cjvje. We
observe that (i) is valid whatever our choices of the sets of coset representatives H/HI
and ΣI . For convenience in evaluating coefficients, we may suppose that both of these
sets include the identity element. Hence, the coefficients of vi and vj on the right hand
side of (i) are 1/|H/HI | and cj/|H/HI |, respectively. If we substitute j for i, we see that
in an analogous calculation of vje, the coefficient of vj has value 1/|H/HI |. Therefore,
the coefficient of vj in cjvje matches its coefficient in vI . 2
We now introduce the final data items that are needed to calculate the matrix repre-
sentation of the Hecke algebra on our basis of V pie. For each I ∈ Jpi, we define a matrix
XI whose rows are indexed by Sn and whose columns are indexed by ΩI . We visualize XI
as a long thin matrix, since we expect that ΩI should be a small subset of Sn. The entries
of XI give the coefficients in the following linear relations: vIσpi =
∑
ω∈ΩI X
I
σ,ωvIωpi.
(There must be such relations from the maximality property of ΩI .)
We suppose that the element g ∈ G acts on W by a matrix whose k, l entry is gk,l. Thus
wkg =
∑
l gk,lwl. Let g
⊗ be the matrix whose rows and columns are indexed by T , with
g⊗i,j =
∏
1≤x≤n gix,jx . The matrix g
⊗ gives the action of G on V , since vig =
∑
j∈T g
⊗
i,jvj.
We now aim to obtain a formula for the condensed action of the Hecke algebra element
ege. In order to be useful, we need to obtain a formula for this action that does not
involve summation over the complete set of elements of H or computation of the complete
matrix g⊗.
Theorem 5.2. Suppose that I ∈ Jpi and ω ∈ ΩI . Let g ∈ G act with matrix g⊗ on our
basis of V . Then in the action of ege on the basis of Proposition 4.2 for V pie the matrix
entry corresponding to the row indexed by I and ω and the column indexed by L and ζ is
1
|H/HI |
1
|SL|
∑
φ∈Sn
{(∑
k∈I0
∑
j∈L0
ck
cj
g⊗k,jφ
)( ∑
θ∈ΣI
cθX
L
φθω,ζ
)}
.
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Proof. We calculate
|H/HI |vIωpiege
= |H/HI |vieegeωpi
= |H/HI |viegeωpi
=
∑
k∈I0
∑
θ∈ΣI
ckcθvkθgeωpi
=
∑
k∈I0
∑
θ∈ΣI
ckcθvkgeθωpi
=
∑
k∈I0
∑
θ∈ΣI
∑
j∈T
ckcθg
⊗
k,jvjeθωpi
=
∑
k∈I0
∑
θ∈ΣI
∑
L∈Jpi
∑
j∈L0
∑
φ∈ΣL
ckcθg
⊗
k,jφvjφeθωpi
=
∑
k∈I0
∑
θ∈ΣI
∑
L∈Jpi
∑
j∈L0
∑
φ∈ΣL
ckcθg
⊗
k,jφ
vL
cj
φθωpi
=
∑
k∈I0
∑
θ∈ΣI
∑
L∈Jpi
∑
j∈L0
∑
φ∈ΣL
ckcθg
⊗
k,jφ
∑
ζ∈ΩL
XLφθω,ζ
vL
cj
ζpi
=
∑
L∈Jpi
∑
ζ∈ΩL
{∑
k∈I0
∑
θ∈ΣI
∑
j∈L0
∑
φ∈ΣL
ckcθ
cj
g⊗k,jφX
L
φθω,ζ
}
vLζpi.
We extract the ((I, ω), (L, ζ)) entry of the condensed matrix as the coefficient of vLζpi
in this expression. The lemma follows when we reorder the summations, and note that
each coset representative φ ∈ ΣL can be replaced by any of the |SL| other elements of
its coset. 2
We note that the factorization represented by the bracketed subsums in the formula of
Theorem 5.2 is computationally important. The existence of the bracketing will lead to
parallel rather than nested loops in an implementation. Moreover, since the first bracketed
subsum is independent of ω and ζ, this expression can be retained for use in all entries
of the (I, L)-block of a condensed matrix. This eliminates another two potential levels of
loop nesting in an implementation.
Two other features of the formula of Theorem 5.2 are computationally important.
Firstly, although a certain part of the matrix g⊗ is used, we only ever need entries in
rows indexed by Tpi =
⋃
I∈Jpi I0 and columns indexed by TpiSn. Our estimate for |Tpi|
shows that this represents a fraction of only about 1|A|2|Sn| of the whole matrix. Secondly,
the formula for individual entries of the condensed matrix does not include any sums
over H. The sums over I0 and L0 do depend on the size of H, but we think of them as
corresponding to sums over the smaller group H/A.
Our proof of Theorem 5.2 shows that the outer summation over φ ∈ Sn could be
replaced by a smaller summation over φ ∈ ΣL. (If we do use this smaller summation,
we need to adjust the formula of Theorem 5.2 by dropping the factor 1/|SL|.) However,
later efficiency estimates will show that the summation over the index φ adds little to
the time used by implementations.
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We close this section by extracting from Theorem 5.2 the case that corresponds to
e = 1. The following corollary records an explicit description of the matrix representation
of G on a principal symmetrized tensor power.
Corollary 5.3. Let pi ∈ FSn. Let T = {i ∈ T | i1 ≤ i2 ≤ · · · ≤ in}. For each i ∈ T , let
Ωi be a maximal subset of Sn such that {viωpi | ω ∈ Ωi} is a set of independent vectors.
Let X i be the matrix whose rows are indexed by Sn and whose columns are indexed by
Ωi such that viθpi =
∑
ω∈Ωi X
i
θ,ωviωpi. Then the pairs (i, ω) with i ∈ T and ω ∈ Ωi index
the vectors viωpi of a basis of V pi. Moreover the (i, ω), (j, ζ) entry of the matrix of the
action of g ∈ G on this basis is
1
|StabSn(j)|
∑
σ∈Sn
g⊗i,jσX
j
σω,ζ .
6. Precondensation
In the next two sections we shall describe our implementation of the formula of The-
orem 5.2. We divide up the implementation into two parts that we call precondensation
and condensation. In precondensation we compute and list the set of orbits Jpi. Further,
for each orbit I, the precondensation program calculates and records a data structure
consisting of the following information (as defined in Sections 4 and 5): i, ΩI , |H|/|HI |,
I0, {ck | k ∈ I0}, ΣI , ΣI , {cθ | θ ∈ ΣI}, and XI . The condensation program uses exactly
this data to apply Theorem 5.2 to calculate condensed matrices. It is a good idea to pre-
compute these data structures, because their number is proportional to dim(V pi) whereas
the number of summands of Theorem 5.2 is proportional to the square of dim(V pi). Thus,
for the cases of most interest to us, where dim(V pi) is large, we save a great deal of effort
by using precondensation rather than computing all parts of the formula of 5.2 when
they are needed. We take the view that precondensation will run very much faster than
condensation and therefore we are satisfied with any reasonable method for this pro-
gram. Accordingly, in this section, we merely show that the necessary information can
be computed by well known methods.
We use the notation established in Sections 4 and 5. Recall that A is the kernel of
the action of H on {1, 2, . . . , d}. We observe that if a ∈ A and j ∈ {1, 2, . . . , d}, we have
wja = χj(a)wj for some character χj of A. It follows that if i = (i1, i2, . . . , in) ∈ T , then
via = χi(a)vi where χi is the character
∏
1≤x≤n χix of A. Let T
A = {i ∈ T | χi is trivial};
this set is smaller than T by a factor of about |A|. Let JA denote the set of orbits of H×Sn
on TA. Lemma 4.3 shows that Jpi ⊂ JA; moreover, Jpi = {I ∈ JA | ΩI is not empty}.
The input for precondensation consists of a description of the group H and a descrip-
tion of the symmetrized tensor power that we wish to condense. The description of H
is most conveniently given as the collection of characters {χ1, χ2, . . . , χd} of A, together
with the monomial actions of elements of H that map to generators of H/A. To specify
the symmetrized tensor power, we use an integer n and an element of the group alge-
bra FSn (as described in Sections 2 and 4). The strategy of precondensation is to use
straightforward orbit calculations to obtain JA and the data structures associated with
its members. The program should only print out those orbits for which ΩI is non-empty.
Let T denote the set of unordered n-tuples of elements of {1, 2, . . . , d}. If i denotes
an ordered n-tuple in T , we write i for the corresponding unordered n-tuple. We let JA
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denote the set of orbits of H on {i | i ∈ TA}. We observe that the map i 7→ i restricts to
a bijection between orbit representatives of JA and orbit representatives of JA.
Precondensation begins by calculating the set JA by determining the orbits of the
permutation action of H on those elements of T that are fixed by A. (In this calculation
we need to loop once through the elements of T .) We lift the computed unordered n-tuples
representing orbits in JA to ordered n-tuples representing orbits in JA.
Let i denote one of the ordered n-tuples that represents an orbit in JA. Two further
orbit calculations, on sets of images of i, provide the H-orbit of i and the Sn-orbit
of i. These calculations furnish coset representatives for H/HI , HI/HI , Sn/SI , and
ΣI = SI/SI . The set of representatives ΣI = Sn/SI is obtained by computing the
products of elements in the sets Sn/SI and ΣI . The set I0 is obtained by acting on i with
the elements of H/HI . Similarly, we can apply appropriate coset representatives to tuples
of basis elements of W to compute the sets of scalars {ck | k ∈ I0} and {cθ | θ ∈ ΣI}.
Up to this point, precondensation has neither needed nor made use of the element pi =∑
φ∈Sn pφφ that defines the particular symmetrized tensor power under consideration.
We still need to determine the sets ΩI and the matrices XI : it is these structures that
depend on pi. We recall that ΩI indexes a basis and XI is a corresponding relation matrix.
We would therefore expect to obtain these items by application of Gaussian elimination.
The following lemma is used to identify a matrix input for the Gaussian elimination.
Lemma 6.1. Suppose that {λω} is a collection of scalars, indexed by elements of Sn.
Then, the linear combination
∑
ω∈Sn λωvIωpi is zero if and only if
∀α ∈ ΣI ,
∑
ω∈Sn,θ∈ΣI ,φ∈ω−1θ−1SIα
λωcθpφ = 0.
Proof. We recall from Lemma 5.1 that |H/HI |vI =
∑
k∈I0
∑
θ∈ΣI ckcθvkθ.
This is a sum of linearly independent tensors in V . Hence,∑
ω∈Sn
λωvIωpi = 0
⇐⇒
∑
k∈I0
ckvk
{∑
ω∈Sn
∑
θ∈ΣI
∑
φ∈Sn
λωcθpφθωφ
}
= 0
⇐⇒ ∀k ∈ I0, ckvk
{∑
ω∈Sn
∑
θ∈ΣI
∑
φ∈Sn
λωcθpφθωφ
}
= 0
⇐⇒ ∀h ∈ H/HI ,
{
vi
∑
ω∈Sn
∑
θ∈ΣI
∑
φ∈Sn
λωcθpφθωφ
}
h = 0
⇐⇒ vi
∑
ω∈Sn
∑
θ∈ΣI
∑
φ∈Sn
λωcθpφθωφ = 0
⇐⇒
∑
ω∈Sn
∑
θ∈ΣI
∑
φ∈Sn
∑
α∈ΣI ,θωφ∈SIα
λωcθpφviα = 0.
The tensors viα are linearly independent in V as α ranges over SI , and therefore the
lemma follows. 2
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For each orbit I ∈ JA, our precondensation program constructs a matrix Y I whose
rows are indexed by Sn and whose columns are indexed by ΣI . The ω, α entry of Y I is
evaluated as the sum
∑
θ∈ΣI
∑
φ∈Sn,θωφ∈SIα cθpφ. (In practice we compute this matrix
by letting φ loop over Sn and θ loop over ΣI and adding cθpφ to appropriate entries of
Y I .) According to Lemma 6.1, the set ΩI is just a set of indexes for a maximal set of
independent rows of Y I . Let Y I0 denote the submatrix of Y
I whose rows are indexed by
ΩI then, according to Lemma 6.1, XI is defined by the equation XIY I0 = Y
I . A standard
Gaussian elimination gives ΩI and the matrix XI . In the event that we discover that ΩI
is empty, we have encountered an orbit I ∈ JA − Jpi, and we discard it. Otherwise, we
print a record of the orbit and the associated data structure.
We remark that apart from the Gaussian elimination used to determine the matrices
XI and the sets ΩI , the total amount of work done by precondensation is completely
independent of the particular symmetrization of
⊗n
W that we are considering. The
relevant Gaussian eliminations apply to matrices of size at most n! × n!. So long as
n is small, these computations should not have any significant effect on the run time
of precondensation. The data that we obtain in Section 8 seem to indicate that the
Gaussian eliminations do not start to produce a noticeable contribution to the run time
of precondensation until n ≥ 5.
A major part of the output of precondensation is the list Tpi =
⋃
I∈Jpi I0, that is,
the list of n-tuples that belong to one of the sets I0. It is very convenient to print this
collection of n-tuples as a single file so that a user can easily gauge the size of Tpi. We shall
see that this can often be used to form a very accurate idea of the amount of time the
later condensation program will require. Of course, we already have the rough estimate
|Tpi| ≈ |T ||Sn||A| , which is good enough to tell a user whether a planned condensation is
feasible, or whether it will take years of computer time. After running precondensation,
an exact value of |Tpi| is available to the user, and with this information a user can make
a very precise estimation of the run time required for a condensation.
7. Condensation
The condensation program reads in the data structures produced by precondensation
and then executes a multiple loop to apply the formula of Theorem 5.2.
In our implementation, we compute a condensed matrix by dividing it up into blocks
corresponding to pairs, (I, L), of orbits from Jpi × Jpi. The matrix entries from a block
correspond to pairs ((I, ω), (L, ζ)) where ω ∈ ΩI and ζ ∈ ΩL. We shall compute all
of the entries in a block together since their values depend on many common subex-
pressions. This arrangement means that the outermost loop of condensation is indexed
by I and L. The outermost loop iterates a total of (Jpi)2 times. The only parts of the
condensation program that are not within this loop are the input routines that read
in data supplied by precondensation, an output routine to print the condensed matrix,
and an initial auxiliary calculation of the Cayley table for the symmetric group Sn. (For
the range of values of n of primary interest to us, this table takes little storage space.)
Inside the main loop of the condensation program are three parallel subloops that cor-
respond to the two bracketed subsidiary summations and the primary summation in
Theorem 5.2.
The first subloop calculates and stores the summations
∑
k∈I0,j∈L0
ck
cj
g⊗k,jφ—the re-
sulting values give a vector indexed by φ ∈ Sn. We can think of this loop as calculating
part of the matrix g⊗. As we already observed in Section 5, over the whole course of a
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condensation, we need to compute exactly |Tpi| × |TpiSn| entries of g⊗. Accordingly, we
estimate that the statements of the subloop will be executed n!× |Tpi|2 times. Moreover,
each required entry of g⊗ is determined as the product of n entries from the input matrix
g. Therefore, the innermost statements of the first subloop are iterated a total of about
n× n!× |Tpi|2 times in the course of a complete condensation.
The second subloop of condensation is indexed by φ ∈ Sn, θ ∈ ΣI , ω ∈ ΩI , and
ζ ∈ ΩL. It calculates a tensor indexed by Sn × ΩI × ΩL that records the summations:∑
θ∈ΣI cθX
L
φθω,ζ . Notice that each term of this summation requires two multiplications
of elements of Sn. It is to gain efficiency here that we precompute a Cayley table for Sn
right at the start of the condensation program. The innermost statements of the second
subloop are iterated about
∑
I,L∈Jpi |Sn||ΩI ||ΩL||ΣI | times in the course of a complete
condensation.
The third subloop of the main loop in condensation corresponds to the outer sum-
mation in Theorem 5.2. It is indexed by φ ∈ Sn, ω ∈ ΩI , and ζ ∈ ΩL. It calculates
the ((I, ω), (L, ζ)) entry of the condensed matrix. This subloop contracts the vector and
tensor obtained in the two earlier subloops at the index φ ∈ Sn. It also applies the
scale factor 1|SL|
1
|H/HI | that appears in Theorem 5.2. In a complete run of condensa-
tion this subloop contributes about
∑
I,L∈Jpi |Sn||ΩI ||ΩL| iterations. Clearly this always
represents less than the work of the second subloop. We will therefore ignore the third
subloop in further analysis of the complexity of condensation.
We have now seen that the time used by the innermost loops of condensation can
be approximated by the sum of two contributions proportional to n × n! × |Tpi|2 and∑
I,L∈Jpi |Sn||ΩI ||ΩL||ΣI |. We have not described the relevant constants of proportional-
ity, but they reflect the constant small numbers of operations at the innermost levels of the
first two subloops of condensation. We earlier estimated |Tpi| ≈ |T |/|A|, |Jpi| ≈ |T |/|H|,
and |ΩI | ≈ D. Of course, |ΣI | is bounded by |Sn|. We can therefore approximate the num-
ber of basic operations performed by condensation as a sum of contributions proportional
to n× |Sn| × |T |2/|A|2 and D2 × |Sn|2 × |T |2/|H|2.
In situations where |H/A|2 is large compared to D2|Sn−1| the first of these two sum-
mands will be much more significant, and the work done by condensation will be approx-
imately proportional to n × |Sn| × |T |2/|A|2. It is interesting to note that this quantity
is independent of the particular symmetrization of
⊗n
W under consideration. More
precisely, when |H/A|2  D2|Sn−1|, the relative work done in condensing two different
symmetrizations of a given tensor power is close to the ratio of the corresponding values
of |Tpi|2.
At the other extreme, where H = A, the second summand will also be important, espe-
cially for any symmetrization corresponding to a large value of D. Here, we would expect
the condensation of a symmetrized tensor power corresponding to a representation of Sn
of degree D to be almost D2 times slower than the condensation of the corresponding
exterior or symmetric power.
There is an optimization that might be used to cut the number of operations performed
by the first subloop of condensation. The main work in the subloop is the computation
of elements of g⊗. If we could precompute the tensor square of g, the work needed to
find each particular entry of g⊗ would decrease by a factor of 2. However, for the range
of values of dim(W ) of primary concern to us, the tensor square of g is too large to be
computed and stored. Instead, we arrange the first subloop so that its innermost loop runs
over φ ∈ Sn. Outside this innermost loop, we can compute the small part of the tensor
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square of g that is used in the computation of values of g⊗k,jφ as φ varies over Sn. The
innermost loop then has access to the necessary entries of the tensor square of g. We have
carried out this optimization for symmetrized tensor fourth powers, with the result that
the 4×4! = 96 multiplication operations that we originally envisioned for the computation
of the 4! values of g⊗k,jφ are replaced by 4
2 + 42 + 4! = 56 multiplication operations.
8. Examples
We have applied the condensation program described in this paper to the first four ten-
sor powers of a 133-dimensional 5-modular representation of the Harada–Norton group.
The representation is constructed in Ryba and Wilson (1994). In further work (Lux
and Ryba, 2001) the condensations described here are used to determine the complete
5-modular character table of HN . The key role of these applications of condensation in
Lux and Ryba (2001) is highlighted by the observation that all irreducible 5-modular
representations from the principal block occur as constituents of the fourth tensor power
of a 133-dimensional representation of HN .
In this section we briefly survey the technical details of how the program is applied and
how much time it takes to run. We pay particular attention to providing experimental
support for our earlier estimates of efficiency. We also discuss the preliminary work that
is needed to produce input for the condensation program. We leave the more theoretical
details of the interpretation of program output to Lux and Ryba (2001).
We write W for an irreducible 133-dimensional module for HN in characteristic 5,
and V for the tensor power
⊗4
W . We have dim(V ) = 312 900 721. Moreover from the
character formula (4.8) of James (1980) the symmetrized fourth tensor powers of W
have degrees 12 649 098, 13 633 830, 26 265 239, 38 330 600, and 39 698 505. These degrees
match well with the approximations of 13 037 530, 13 037 530, 26 075 060, 39 112 590, and
39 112 590 that are given by the estimate in Section 2.
The dimensions of the symmetrized tensor powers show that we need to use a con-
densation subgroup of size at least 10 000 to obtain condensed modules that are small
enough to analyze with the Meat-Axe. In the condensations that we describe here, we
work with a condensation subgroup H ≤ HN with structure H ∼= 34:2(A4 × A4). This
subgroup has order 23 328; it is the normal subgroup of index 4 in the maximal subgroup
of HN that normalizes a 34 (ATLAS, 1985). H acts monomially on a 133-dimensional
HN -module W , and in Lux and Ryba (2001), we show that the 24 irreducible 5-modular
representations of HN condense to non-zero spaces with respect to H. We remark that,
in order to obtain a diagonal action of the large normal subgroup A ∼= 34 in H, we
must work over the field F = F25. We start with a basis of common eigenvectors for
A. We then adjust bases for the 1, 2, and five-dimensional subspaces on which elements
of A act as scalars in order to ensure a monomial action of H/A ∼= 2(A4 × A4). The
small subspaces fall into three orbits under H/A: a single five-dimensional subspace, an
orbit of 32 one-dimensional subspaces, and an orbit of 48 two-dimensional subspaces.
For a representative of each orbit, we select a basis so that its stabilizer in H/A acts
monomially. Bases of the other small subspaces are then chosen by applying H/A. We
found appropriate bases for the three orbit representatives by an easy process of trial
and error. It would be useful to have access to a general procedure for identifying and
exhibiting monomial representations. Matrix generators for the diagonal action of A and
the monomial action of H/A on W form the first part of the input to our condensation
program.
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Table 2. Condensation of symmetrized powers of a 133-dimensional module for HN with respect to a
subgroup 34 : 2(A4 ×A4).
Symmetrization W
∧2 W S2W ∧3 W S3W T 32W
Dimension 133 8778 8911 383 306 400 995 784 168
Precondensation time (s) 0.5 0.7 0.7 9.5 9.5 9.5
Condensed dimension 1 4 6 26 53 57
|Jpi | 1 4 6 26 53 37
|Tpi | 1 50 67 2450 3799 3474
Condensation time (s) 0.15 0.18 0.19 40 95 80
2.5×106×time (s)
n×n!×|Tpi |2 − 45 26 0.92 0.91 0.92
Symmetrization
∧4 W S4W T 42W T 43−W T 43+W
Dimension 12 649 098 13 633 830 26 265 239 38 330 600 39 698 505
Precondensation time (s) 398 399 401 402 403
Condensed dimension 522 800 1280 1709 1977
|Jpi | 522 800 744 747 797
|Tpi | 128 641 157 354 156 277 154 875 157 353
Condensation time (days) 8.5 11.7 11.6 10.4 10.9
2.5×106×time (s)
n×n!×|Tpi |2 1.15 1.06 1.07 0.98 0.99
Table 3. Condensation of symmetrized tensor fifth powers of a ten-dimensional module for M11 with
respect to a subgroup 32.
Symmetrization
∧5 W S5W T 54−W T 54+W T 55− T 55+ T 56 T 536
Dimension 252 2002 1848 5148 3300 4950 4752 28 512
Precondensation time (s) 10 16 13 22 15 25 22 77
Condensed dimension 28 226 208 572 364 550 528 3168
|Jpi | 28 226 124 224 156 214 196 196
|Tpi | 28 226 124 224 156 214 196 196
Condensation time (s) 2 100 47 243 103 238 199 4252
Time (s)/D2 2 100 2.9 15.2 4.1 9.5 5.5 3.3
The second part of the input to our condensation program is the matrix action of an
element of HN on W ; our program will determine the condensed action of this element
on a symmetrized tensor power of W . The particular symmetrized tensor power that
our program will work with is specified by its final piece of input: the coefficients of
an element of FSn. We determine coefficients corresponding to minimal symmetrized
tensor products by applying the Meat-Axe to the left regular representation of Sn. In the
applications described here, we have n ≤ 5, so that the left regular representation has a
degree of at most 120, and use of the Meat-Axe is routine.
Table 2 summarizes the application of condensation to all minimal symmetrized tensor
powers of W , up to tensors of degree four. The run time data included in the Table was
produced on a Sun Sparc 20 workstation. While executing our programs (sometimes
for periods in excess of a week) the workstation was occasionally also engaged in other
tasks. Accordingly, the timing data should only be seen as giving a rough estimate of
performance. The condensed modules that result from the condensations described in
Table 2 are all small enough to be analyzed with the Meat-Axe.
In Table 2, we denote the symmetric and exterior nth powers of a module by the op-
erators Sn and Λn, respectively. For any other symmetrized nth tensor power, we write
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Tnχ where χ names a representation of Sn. We use the following convention in naming
irreducible representations of Sn: an irreducible representation is named by its degree
D, and if there are two representations with the same degree, a suffix of + or − gives
the sign of the corresponding character value at transpositions to distinguish the repre-
sentations. For the cases n < 6, this naming scheme allows us to identify all irreducible
representations.
The run time data given in Table 2 confirms our earlier predictions for a situation
where |H/A| is several times larger than |Sn|. For symmetrized tensors of degrees less
than three, the program runs relatively quickly, and its run time is significantly affected
by program overhead as well as by the main loops of condensation. However, the last
row of the table shows that for tensors of degrees three and four, the much longer run
times do match very well with our earlier complexity estimates. In particular, we observe
that a very good indicator of the amount of work to be done to condense a particular
symmetrization of a tensor power is the square of |Tpi|.
To support our predictions that apply in the alternative situation where D2|Sn−1| is
not dwarfed by |H|2/|A|2, we present the data of Table 3. This details the computation of
condensed symmetrized tensor fifth powers of the ten-dimensional deleted permutation
representation of G ∼= M11. We work in characteristic 7, and use an Abelian condensation
subgroup A = H ∼= 32. (In other words, we examine an instance of the extreme case where
|H|/|A| = 1.) We opt to work with a particularly small module W in order to be able to
condense symmetrized fifth tensor powers within a reasonable time period.
The first seven columns summarize the (unoptimized) condensation of the seven min-
imal symmetrized tensor fifth powers. (The symmetrizations correspond to the seven
irreducible representations 1+, 1−, 4+, 4−, 5+, 5−, and 6 of the group S5. As be-
fore, we name a representation of Sn by its degree, and if necessary we add a suffix
that gives the sign of the corresponding character value at transpositions.) The eighth
column details the condensation of a principal, but non-minimal, symmetrized tensor
power corresponding to a 36-dimensional subspace of F7S5. The subspace is the direct
sum of six irreducible six-dimensional constituents of F7S5. We note that, for example,
|Tpi| is identical for the last two columns of the table. It follows that the excess time
recorded for the last column’s condensation can be attributed to the second summand of
our complexity estimate in Section 7. In this case, the size of the symmetrization being
considered does appear to play a significant role in the run time of condensation, as we
predicted. We also observe that for the fifth tensor powers under consideration in Table 3
the precondensations, although generally much faster than the condensations, do exhibit
a noticeable slow-down as the symmetrizations increase in size.
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