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WHAT HAS SEISMIC MISSED?
ABSTRACT
The relative efficiencies of alternative geometric patterns of both discrete bore hole and
continuous grid line search have been extensively discussed in the mathematical geology
literature. However, an equally important problem has received virtually no attention: how
to use a sample of properties of geologic anomalies detected by grid line search of a region
to estimate systematically both the number of and size distribution of geologic anomalies
missed by the search. Here we show how estimation methods developed in the sample
survey design literature can be adapted to this problem and demonstrate by application
to data describing 94 anomalies identified by a seismic reconnaissance survey.
1. Introduction
The principal objective of a seismic search for geological anomalies that may contain
oil and/or gas is to identify economically viable targets for drilling, i.e. prospects. To this
end, the problem of determining the probability of detection of a geological anomaly as a
function of its size, shape and orientation and of the geometry of a continuous line seismic
search grid has been studied since the 1950's [Agocs (1955), Boissard (1966), Pachman
(1966), and Mc Cammon (1977) are notable examples]. The closely related problem of
computing detection probabilities for anomalies subjected to patterned drill hole search has
also been thoroughly investigated [Slichter (1955), Savinskii (1965), Drew (1966), (1967),
Singer and Wickman (1969), (1972), (1975), and Tsaregradskii (1970)]. Much of this
work was motivated by a desire to optimize search strategy by balancing an increase in
cost with increasing grid density against the value of increasing the probability of target
identification.
An efficient design of exploration strategy in a region subjected to seismic search for
oil and gas prospects must account for the number of targets missed as well as their shapes
and sizes. That is, what inferences can be made about the empirical size distribution and
the number of prospects undetected by a seismic search that has identified the locations,
sizes and shapes of n geological anomalies? This question has received surprisingly little
attention in the published literature. We address it here.
Our approach is to regard the search process as selection bias sampling of a finite
population of geological anomalies, a sampling process in which the probability of detection
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of an anomaly is solely a function of that anomaly's attributes. This interpretation of
seismic search allows us to apply well known finite population sampling theory to a sample
of detected anomalies in order to estimate unbiasedly both the number of and the empirical
size distribution of undetected anomalies. In section 2 we describe the problem. Section
3 begins with an heuristic explanation of how a class of unbiased estimators originally
designed for sample survey applications can be applied to a sample of anomalies detected
by a reconnaissance seismic survey. An application to a sample of 94 anomalies identified by
seismic search of a 7000 square mile region of an offshore U.S. basin is presented in section 4.
Some plausible modifications of the model of anomaly detection aimed at accommodating
the effects of infill surveying on anomaly counts are discussed in section 5.
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2. The Problem
A rectangular grid line pattern reconnaissance seismic survey of a region identifies
n anomalies some of which are potential targets for drilling. From knowledge of the
surface boundary curve, projective area of closure (area within the boundary curve) and
position (location and orientation) of each anomaly, what can be said about the number
of unidentified anomalies in the region and about their empirical areal distribution and
shape?
The nature of the problem is conveyed by Figure 1. The hatched areas in Figure 1
represent areas of closure of anomalies. The rectangular grid crosses anomalies 1, 3, 5, 6,
7, 9, 11, 15, 16 which, in our setting, are presumed to be detected. Anomalies 2, 4, 8, 10,
12, 13 and 14 are not crossed by a grid line and are presumed to be undetected. From
knowledge of properties of detected anomalies we wish to estimate properties of undetected
anomalies. In order to do this in a systematic fashion, we must model positions of anomalies
and make assumptions about how the probability of detection of an anomaly depends on its
position, size, and on grid dimensions and geometry as well. It is apparent that if position
is assumed to be "random", then as the area of an anomaly with a given boundary curve
shape increases, so does the probability of it being crossed by at least one grid line. If so,
what we observe is a size-biased sample. In order to be useful, a procedure for estimating
properties of undetected anomalies must adjust for size bias. In section 3 we show how
this can be done.
3
21
4
8
-IV-71.
9
13
14
3
11
FIGURE 1
4
16
In accord with earlier work on continuous grid line search for two dimensional targets,
we view a geologic anomaly as a rigid figure on the x-y plane with (simple closed) boundary
curve C. The anomaly's position on the plane is determined as follows: first, pick any
point p within the boundary curve C and fix its position relative to this boundary curve;
second, draw any line L through p that divides the anomaly's area of closure into two parts
and fix its position within the anomaly. The position of tle anomaly is then determined
by the location of the point p in the x-y plane and the angle 0 between the line L through
p and the x-axis in the x-y plane. Figure 2 shows typical p, L and 0.
We use well-known ideas from both geometric probability and sample survey estima-
tion theory to estimate both the number of anomalies undetected by seismic search of
a region and the empirical frequency distribution of areas of undetected anomalies from
a sample of n detected anomalies. The estimation methods we propose are described in
section 3.1. These methods depend on knowledge of the probability of detection of each
anomaly detected by continuous grid line search and detection probabilities depend in
turn on how we choose to model positions of anomalies on the x-y plane. We adopt a
simple model of anomaly position that is descriptively congruent with the level of knowl-
edge about anomaly location and orientation appearing in the sample data analyzed in
section 4. Because neither a description of tectonic features that suggest preferred orien-
tation of major axes nor a record of x-y location co-ordinates of individual anomalies in
this reconnaissance survey sample are provided, the sample is analyzed as if the location
of each anomaly identified by reconnaissance surveying is "uniformly distributed" within
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the search region, as if major axes orientations are "random" and as if all locations and
orientations are mutually independent. The methodology described in section 3 can be
easily modified to incorporate non-uniformly distributed locations and orientations. In
section 5, we discuss possible modifications of the baseline model of anomaly detection
and location employed in section 4 and present some alternatives for modelling the impact
of infill shot line surveying on the interpretation of areas of closure of anomalies defined by
a reconnaissance survey; i.e. infill surveys tend to split large closure areas into a collection
of smaller ones.
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3. Unbiased Estimation
3.1 Horvitz-Thompson Estimates
Let N - (1, 2,.. ., N} be a set of labels attached to N anomalies deposed by nature
in a region of area B and, in terms of this set, define a sample of size n < N of anomaly
labels to be a subset Sn of N. Attach a measurable feature of an anomaly to its label; for
example, define Ck to be the boundary curve of the anomaly labelled k in N. If by good
fortune, we know the a priori probability that a particular element, say k, of N will appear
in a sample of size n, then no matter how complicated the sampling scheme is, we can
easily compute an unbiased estimate of measurable features of a set of N anomalies from
such a sample. To this end let h(C) be any single valued function of a generic anomaly's
boundary curve C. For example, h(C) can be the area, rock volume, or BOE in place of
the anomaly; alternatively, we can set h(C) - 1, or h(C; x) = 1 if the area of the anomaly
is < x and is zero otherwise. Our objective is to estimate the sum of N anomaly attribute
values h(C1 ) + ... + h(CN) from a sample of n - N of them. For example, if h(Ck) = 1
for k = 1, 2,..., N, then h(C1 ) + + h(CN) = N; if h(Ck) = area of closure of anomaly
k, then h(C 1) + ... + h(CN) equals the total area of closure of all N anomalies; and if
h(Ck; x) = 1 if the area of closure of anomaly labelled k is less than or equal to x and zero
otherwise, then h(CI; x) + + h(CN; x) is the number of anomalies with areas less than
or equal to x.
We shall distinguish a random variable (rv) from a value assumed by it throughout
the remainder of this paper; a rv will be tilde upper case and values assumed by rvs will
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be lower case with no tilde. For example, prior to observing the outcome ef seismic search
of a region containing N anomalies, both the number n of anomalies that the search may
detect and the label set Sn C N of these n anomalies are random variables. Consequently,
prior to observing the search outcome, we write the yet-to-be observed label set as S,
say that "the random variable SA assumes value Sn C N" and define the probability that
anomaly labelled k in N will be detected to be Dk = Prob k E S).. [This notation is in
accord with sample survey literature conventions; Sarndal et al (1977) for example]. Then
we have
Proposition 1: For any observed sample Sn C N, the function
( h(Ck) (3.1)
N
is an unbiased estimate of the population total E h(Ck). In addition,
k=l
h (Ck) [1D2 (3.2)
is an unbiased estimate of the variance of H(Sf).
The class of estimators defined in Proposition 1 is well known in the sample survey
literature. It was first proposed by Horvitz and Thompson in 1952 and is called a "Horvitz-
Thompson estimator" (H-T estimator). In order to use a H-T estimator we need to know
the detection probability Prob {keS9O } for each k in an observed sample s,.
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3.2 Computation of Detection Probabilities
In order to compute the probability that anomaly will be detected by continuous grid
line search, we must make some assumptions about conditions under which an anomaly
with boundary curve C lying in the x-y plane is in fact detected. A simple but reasonable
first order assumption is adopted here: an anomaly is detected if at least one grid line
crosses its boundary curve. At the expense of increased computational complexity and
cost, this assumption may be relaxed [See Pachman (1966) for some generalizations]. In
the absence of a detailed description of the geology of the region from which the data
presented in section 4 is drawn, the following sample model of anomaly position is a
reasonable choice for analysis of that data:
Al: A rectangular lattice with lattice sides of lengths A and B is superposed on the x-y
plane.
A2: An anomaly is detected if at least one lattice (grid) line crosses its boundary curve
the anomaly.
A3: The location of each prospect is uniformly distributed on the plane and orientations
are uniform on [0, 27r].
A4: Anomaly positions are mutually independent.
The framework of analysis presented here can be easily modified to incorporate non-
uniformly distributed anomaly orientations and non-uniformly distributed anomaly posi-
tions as well as more complex specifications of detectability conditions.
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Equipped with Al - A4, a convenient way to compute the probability that an anomaly
will be detected is in terms of its caliper lengths. Draw any line L through any fixed point
p interior to the anomaly that divides its projective area on the x-y plane into two regions.
The line L is to be regarded as fieed in the anomaly. Suppose that L is at angle 0 with
respect to the x-axis as in Figure 2. Enclose the anomaly's boundary curve in a box with
sides parallel to x- alrd y-axes and all four sides tangent to the boundary curve.
Y I I
ii
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Figure 2
The caliper length at angle 0 in the x-direction is the distance Lx(O) between lines
parallel to the y-axis touching the boundary curve of the anomaly; Ly(0) is the anomaly's
caliper length at angle 0 in the y-direction. For an anomaly with L fixed at angle 0 to the
x-axis, the probability that it is not detected by a regular lattice composed of rectangles
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with sides A and B in length is easy to compute. Inscribe the caliper length rectangle
(with sides of lengths Lx(O) and Ly(O)) in a grid rectangle and compute the ratio of the
area of the rectangle within a grid rectangle in which the center of the caliper length
rectangle must lie in order to avoid crossing a grid line. This is [A - Ly (0)] [B - LX(0)1/AB
if A > Ly(O) and B > Lx(0) and is zero otherwise. Consequently, given grid dimensions
(A, B),
Prob { anomaly with boundary curve C detected I# and L at angle 0)
[A-L(0)][B-L(0)] if A > Ly(O) and B > L(0) (33)
AB YU (3.3)
1 otherwise
By A3, 0 is uniformly distributed on [0, 27r], so with So = {(0 e[0, 27r] and
[A - L(0)][B - L(0)] > 0},
D(CI#) = Prob { anomaly with boundary curve C detected )#}
= 1- 21AB J [A - Ly()][B - Lx(O)]dO. (3.4)
OeSe
Formula (3.4), well-known to geometric probabilists, is straightforward to compute
numerically given the functions Lx(0) and Ly(0) for 0 [0, 2r].
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4. An Application
A reconnaissance seismic survey of about 7000 square miles of a portion of an offshore
U.S. Basin identified 94 structures that could be classified as possible prospects. The search
grid consists of 714 grid rectangles of unequal size that can be grouped into 81 distinctly
dimensioned rectangles which in turn cluster into two distinct size groups dictated by grid
"length", arbitrarily labeled to be that grid dimension with (largest) range of 6250-225,000
feet.
[Figure 3 here]
Grid rectangle areas range from 46.9 to 9450 million square feet (1077 to 216,942 acres or
1.68 to 339 square miles). Figure 4 is a frequency histogram of grid area on a horizontal
axis scaled as log1 0 area measured in units of 106 feet squared.
[Figure 4 here]
Sample data describing the 94 structural anomalies identified in the search region
consists of a list of the major axis, minor axis, and area of each structure. Structure
locations, orientations, and boundary curve shapes were omitted to protect confidentiality.
The list did include the number of grid lines crossing each structure detected. Figure 5 is
a frequency histogram of areas of these anomalies on a scale of log area.
[Figure 5 here]
In the absence of knowledge of boundary curve shapes and locations, assumptions A2,
A3 and A4 are adopted here and the boundary curve of each anomaly is approximated by
an ellipse. Suppose that the center of an elliptical anomaly with major axis a and minor
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axis d is located in a rectangle with sies of lengths A and B. If the diagonal of the rectangle
vA 2 + B 2 is less in length than C2 + /32, then the anomaly is certain to cross at least
one side of the rectangle irrespective of its orientation. In this case, conditional on the
center of an anomaly with (elliptical) boundary curve lying in that rectangle, D(CI#) = 1.
If, on the other hand /2 2 < A2 + B 2, we use (3.3) together with A3 to compute
the probability D(CI#; 0) that an anomaly with major axis aC at angle 0 with respect to
the x-axis in the x-y plane is detected for each of 360 evenly spaced values of 0. We then
average these 360 values to approximate D(CI#) for a rectangle with sides of length A
and B.
In this particular application, there are 81 distinctly dimensioned seismic grid rectan-
gles and, in addition, we are not given the location of detected anomalies. Consequently, if
we adhere to A3, we must compute the probability that a generic anomaly is detected if its
center lies in each of these 81 rectangles and then average to determine the unconditional
probability D(CI#). (Again, if tectonic features suggest a non-uniform distribution of
anomaly locations and this distribution is provided along with sample data describing the
shape, size and orientation of detected anomalies, the computations described below can
be modified to accommodate this knowledge.) There are three possibilities.
(1) The anomaly is so large that it is detected with probability one if its center is within
any rectangle within the search area.
(2) The anomaly is so small that the probability of detection is < 1 in all such rectangles.
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(3) The detection probability is < 1 in some rectangles and equal to one in others.
If an anomaly has a major axis of length a and a minor axis of length such
that va 2 +/32 < v/A2 + B 2 for the smallest grid (grid with smallest diagonal), then
we must compute the probability of detection of this anomaly for all grids. If ,/Ca2 + 2 >
/A 2 + B 2 for all grid rectangles, then the probability of detection of this anomaly is one
for all grid rectangles.
The in-between case: label rectangles formed by seismic grid search 1, 2,..., J, and
let SG = {1,2,... J. Suppose that anomaly labelled i has DIAGi a= - // such
that DIAGi < A + B for some jSG and DIAGi > A + B2 for some jSG. With
D(ClI#j) = probability that anomaly i is detected within grid rectangle j, (4. l1a)
G(< 1) = {jlD(Cil#j) < 1 for jESG} (4.lb)
and
G(= 1) = {jlD(Cil#j) = 1 for jESG} (4.1c)
the unconditional probability Di that anomaly i is detected in area W is
Di (A Bj) D(Cil#j) + E Aj Bj
jeG(<l) jEG(=l)
Figure 6 displays Di for i = 1, 2... ,94 as a function of anomaly area. Anomalies
with areas greater than 10,000 acres have a better than .98 probability of being detected.
Because the probability of detection of an ellipse depends on lengths of both major and
minor axis, this probability is not one-to-one with area, except in 'he special case when
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the ellipse is a circle. Figure 7 is a plot of an empirical fit to detection probabilities fur
detected anomalies, with each probability regarded as a joint function of length of major
and length of minor axis.
[Figures 6 and 7 here]
Table 1 displays point estimates of the number of anomalies missed within each of
eleven areal size intervals on a scale of log1 0 area and Figure 8 shows how H-T estimator
"boosts up" the empirical cdf of numbers of anomalies.
[Figure 8 here]
An alternative view of Table 1 data is Figure 9, frequency histograms of both missed and
observed anomaly areas.
[Figure 9 here]
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Table 1
SUMMARY OF POINT ESTIMATES
OF MISSED ANOMALIES VS. LOG1 o AREA
Range Range Observed Estimated Estimated
LogloArea of Area(Acres) Frequency Number Missed Frequency
2.50-2.74 433-541 3 2.29 5.29
2.75-2.99 577-974 7 3.52 10.52
3.00-3.24 1010-1730 19 5.21 24.21
3.25-3.49 1803-3155 23 3.57 26.57
3.50-3.74 3245-5553 15 1.04 16.04
3.75-3.99 5625-9376 14 0.44 14.44
4.00-4.24 10,097-15,254 7 0.12 7.12
4.25-4.49 20,194-20,194 1 0.01 1.01
4.50-4.74 31,877-31,377 1 0.00 1.00
4.75-4.99 56,254-79,622 2 0.00 2.00
5.00-5.24 195,008-173,090 2 0.00 2.00
Total 94 16.20 110.20
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5. Discussion
Upon seeing Table 1, a geologist intimately familiar with the region represented by
this data made the following remarks:
"An aspect of the analysis that we find somewhat surprising i:; the de-
crease in the estimated number of targets for the smaller target size
classes (less than 1800 acres). We would expect the actual distribution
for a given seismic grid to show an increase in the number of targets
for each successive decrease in size class and a corresponding increase
in the number of targets missed. The impacts of the missed targets
on assessments of undiscovered resource volumes are important only to
the extent they exceed minimum exploitable sizes for the conditions as-
sessed. If missed targets exceed this marginal size they would impact
the assessment of both probabilities and resource volumes."
There are several possible explanations for the shape of H-T estimates of number of
anomalies within each size class presented in Table 1 which address, in particular, the
geologist's surprise at the relatively small number of missed anomalies assigned to small
areal size classes. First, the empirical frequency histogram of areas of detected anomalies is
unimodal, positively skewed with mode between 1800 and 3200 acres and possesses a very
"thin" left tail; i.e. very few very small anomalies have been detected by reconnaissance
surveying. A consequence is that the probability of detection of very small anomalies must
be very small in order to "boost up" estimates of the number missed in each small areal
17
1_--_1111_11 ____
size class in a way that translates an empirical histogram of target sizes like that of Table
1 into a J-shaped histogram of estimates of in-place target sizes.
The unconditional probability .55 of the smallest anomaly being detected is surpris-
ingly large. Ais a result, a H-T estimate of the number of missed anomalies within the
smallest area interval in Table 1, is only about 1.8 times the number of detected anomalies
with areas in this particular interval. In order to see why, approximate from Figure 3
the elaborate calculation of unconditional detection probabilities described in section 4 as
follows: pick out a "median" grid rectangle in each of the two clusters of rectangles. A
"median" rectangle in the cluster with grid lengths from 0 to 50,000 feet is about 16,000
feet x 25,000 feet = 3.41 miles x 4.73 miles = 16.13 square miles in area; in the cluster with
grid lengths of 225,000 feet a "median" rectangle is about 16,000 feet x 225,000 feet = 3.41
miles x 42.61 miles = 145.3 square miles. If the shape of the smallest detected anomaly,
461 acres in actual area, is approximated by a circle then its radius is .4788 miles. The
probability that a circular anomaly with radius .4788 miles will be detected if its center lies
in a 3.41 mile x 4.73 mile rectangle is .426; this probability is .300 if the rectangle is 3.41 x
miles x 42.41 miles. This rough approximation to the unconditional probability of detec-
tion of the smallest of 94 detected anomalies suggest that an H-T estimate of the number of
anomalies missed within the smallest areal size interval is unlikely to be more than about
twice the number detected or about 6. The proportions by which the number of anomalies
in each of eleven size intervals is "boosted up" by the H-T estimator are shown in Table 2:
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Table 2
Range
of Area (Acres)
433-541
577-974
1010 - 1730
1803 - 3155
3245- 5553
5625- 9376
10,097 - 15,254
20,194 - 20,194
31,187 - 31,187
56,254- 79,622
195,008 - 173,090
Estimated/Observed
1.76
1.50
1.27
1.16
1.07
1.03
1.02
1.01
1.00
1.00
1.00
The reciprocal of the detection probability for an interval equals the ratio of estimated to
observed numbers in that interval. If the probability of detection declined more sharply
with decreasing areal extent than it does, a H-T estimate of the number of small anomalies
missed could be substantial.
The H-T estimates in Table 1 are based on the assumption that an anomaly is certain
to be detected if crossed by one or more grid lines. If this assumption is an inaccurate
representation of detectability for the survey leading to Table 1 data, then the detection
probabilities it implies may be too large. A very small anomaly with low structural relief
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may be detectable only if crossed by at least twc grid lines. More generally, there may
be a threshold of detectability determined by anomaly size, shape, and orientation below
which an anomaly must be crossed by more than one grid line in order to be detected.
Assumption A2 ignores this possibility. Precisely how one should define a detectability
threshold depends on the particulars of structural geology in the search region. Pachman
[1966] treats this issue by constructing a probability detection function dependent on grid
dimensions and the shape, size, and orientation of an anomaly. No geological underpinning
is provided, however. In its absence we can still test the impact of changing detectability
thresholds. Suppose that anomalies within the smallest size class in Table 1 are detected
only if crossed by at least two grid lines. For circular anomalies, the change in detection
probability induced by this more stringent requirement is easy to compute: consider a
small anomaly with radius r much smaller than min{A, B}, A and B being lengths of
sides of the grid this rectangle within which the center of this circular anomaly is located.
If r < min{A, B} then the probability that two grid lines cross the anomaly is 4r2 /AB.
A recapitulation of the back-of-the-envelope approximation done for the smallest detected
anomaly (actual area = 461 acres, approximated by a circle of radius .4788 miles) gives
a probability of detection equal to .0621 for a "median" 3.41 miles x 4.33 miles grid and
.0063 for a "medium" 3.41 miles x 42.61 miles grid. As 1/.0621 - 16 and 1/.0063 v 158,
a change in the detection threshold can dramatically increase an estimate of the number
of small anomalies. This calculation suggests that if assumption A2 is modified to require
that an anomaly is detected only if at least two grid lines cross it. then the estimate of 5
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targets of area 433 to 541 acres should be modified to lie between 90 and 158 targets! In
sum, estimates of the number of small anomalies missed can be very sensitive to choice of
a detection threshold. In particular, the reciprocal of the probability that at least one grid
line crosses an anomaly can easily differ from the reciprocal of the probability that at least
two grid lines cross the same anomaly by one or more orders of magnitude.
What do the data tell us? Seven of the fifty-two detected anomalies less than or equal
to 3283 acres in area are labeled as "no fault" anomalies. Frequencies of occurrence of
one, two, three or four grid line crossings among the remaining forty-five anomalies are as
follows:
Number of Grid
Line Crossings Count
1 25
2 15
3 3
4 2
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As five-ninths of these small anomalies were detected by a single grid line crossing, we
cannot reject A2 out of hand. But remember that the above cited count is selection biased
as this count excludes anomalies that were crossed by at least one grid line but remain
unidentified.
The geologist quoted above gives another plausible rationale for appearance of much
larger numbers of missed anomalies in smaller areal size classes:
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"As I have mentioned before, an expansion of this type of analysis to
reflect a changing seismic grid size would be interesting. Such an analysis
would address the changes in the estimated frequency distribution of
target sizes as the seismic grid becomes tighter (additional infill data
acquired). It is our experience that as the seismic grid size decreases
the number of targets identified increases. This increase in the number
of targets is not solely the result of identifying new smaller targets, but
also reflects the splitting of previously identified targets into separate
individual smaller closures."
Subsequent to followup (detailed) seismic that refines portions of the original grid, the
data partitions naturally into two parts: a list of boundary curves C1,..., CN describing
reconnaissance survey versions of anomalies and an associated list of boundary curves
arising from detailed seismic surveying of anomalies identified by the initial reconnaissance
survey.
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Table 3
Boundary Curves
Reconnaissance Detailed
C1 C11 ... Clq
C2
Ck Ckl,.. , Ckqk
Cn
Now the objective is to use knowledge of the location, extent, and grid dimensions of
each detailed seismic survey executed and data of the type in Table 3 to estimate what
was missed. In the absence of a model that describes how "splitting" takes place, an
estimation procedure cannot be designed that magically accounts for its effect. Suppose
that a detailed infill survey of a reconnaissance "anomaly" accurately identifies the number
of anomalies associated with the areal closure assigned to the reconnaissance "anomaly"
immediately subsequent to reconnaissance surveying. A naive estimation procedure is
to act as if the infill survey grid is executed without knowledge of the results of the
reconnaissance survey and then interpret the smaller anomalies generated by a "split" as
if identified by simultaneous execution of infill and reconnaissance surveys. This approach
ignores both the search signal generated by the reconnaissance survey and a second form
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of selection bias sampling: infill surveys are located where reconnaissance surveying has
identified a promising anomaly.
More precisely, let #R symbolically represent the reconnaissance grid that assigns a
boundary curve Ck, to one or more anomalies, denote the infill grid generated by observa-
tion of Ck as (#I, Ck) and define #R n (#I, Ck) as the refinement of the partition of the
search region by #R induced by (#I, Ck). Also define #R n #I as the same refinement
absent knowledge of Ck. Then in general
Prob Ck ,..., Ckqk detected I#R n (#I, Ck)}
: Prob Ckl,...,Ckqk detected #R n #I} (5.1)
and in particular it may not be true that
qk
Prob {Ckl,..., Ckqk detected I#R n (#r, Ck)} = ] Prob {Ckl detected I#R n #i).
1=1
(5.2)
Perhaps the simplest model of infill shot-line surveying leading to a epresentation of
the left hand side of (5.1) explicit enough to allow unbiased estimation is
A5: If a reconnaissance survey assigns a closed boundary curve Ck to a set {Clk, ... Ckqk)
of anomalies, then infill surveying reveals Ckl, ... Ckqk with certainty.
This assumption says that
Prob {Ckl,..., Ckqkdetected I#R n (#I, Ck)} = 1 (5.3)
and in turn, for 1= 1, 2,.., qk,
Prob {Ck detected I#R n (#I. Ck)} = 1 (5.4)
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so that if infill surveying follows "detection" of Ck then
Prob Ckl detected t#R n #Ir} = Prob {Ck#R}. (5.5)
In words, A5 implies that if a boundary curve Ck is assigned to Ckl, ... , Ckqk } by #R
and this is followed by #I then the probability that Ckl is detected prior to executing #I
equals the marginal probability that #R "detects" Ck.
A nice feature of (5.5) is that it tells us how to modify a H-T estimator to account for
observed splits: if infill surveying splits Ck into Ckl, ... , Ckqk then replace h(Ck)/Dk with
h(Ckl)/Dk,. .. , h(Ckqk)/Dk in formula (3.1). The variance formula (3.2), however, must
be re-computed to account for splitting.
This account of how to account for observed splits is incomplete because it does not say
how to use knowledge that infill surveying may split into smaller parts those Ck assigned
by a reconnaissance survey but not yet subjected to infill surveying. In order to use this
knowledge in a logically coherent way we need a model of the process by which a collection
{Ckl,..., Ckqk ) of anomalies leads to a boundary curve assignment of Ck subsequent to
#R but before #I. The intuitive notion that Ck is associated with a collection of anomalies
that are spatially close to one another (that cluster or clump) may guide us. One approach
is to interpret Ck as a structural feature that controls the spatial domain within which
Ckl,..., Ckqk must lie. This approach leads naturally to adoption of one of a class of
widely known cluster point processes for centers of anomalies. Another approach is to
regard the Cks a boundary curves of clumps of one, two, or more anomalies generated
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by intersections of areal closures of th Ckls whose positions are determined by a (sparse)
spatial "random" point process model like that loosely described by assumption A3.
In the absence of knowledge of positions of the 94 boundary curves in our sample
and of how such these curves split into smaller anomalies subsequent to infill drilling, no
one model type stands out as preferred. Nonetheless, we can say that when these data
are available, unbiased estimation based on it will fatten estimates of numbers of small
anomalies that were missed.
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FIGURE 3
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(thousands of feet)
I I I II I I I
0 0 
* a 
.. I t I I
._._ 
.
._. .. ~ ..
_ * e~~~~~~~~~~~~~~~~~~~~~r
_ .
_....
100
Jill~15 200
GRID LENGTH
50
40
30
20
E-
a3CI
a3
10
0
0 250150 200
-----·----------____-^11-1-11
FIGURE 4
GRID RECTANGLE FREQUENCY VS. LOG AREA
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FIGURE 5
OBSERVED ANOMALY FREQUENCY VS. LOG AREA
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FIGURE 6
ANOMALY DETECTION PROBABILITY VS. ANOMALY AREA
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FIGURE 7
3-DIMENSIONAL PLOT OF
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FIGURE 9
MISSED AND OBSERVED ANOMALY FREQUENCIES VS. LOG AREA
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