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ABSTRACT 
The SOR iteration method is popular for solving many of the large sparse systems 
of linear algebraic equations which are used to approximate many of the partial 
differential equations which arise in engineering. We consider the matrix equation 
Au = w when David Young’s SOR theory is applicable (for example, when the matrix 
A is a symmetric, block tridiagonal matrix). It is well known that using the “optimal 
relaxation factor” oh produces the smallest possible spectral radius of the associated 
SOR iteration matrix (Am>. It is also known that tw polynomial acceleration can 
reduce the size of the spectral radius when the relaxation factor w = wb is used. 
Therefore it has been assumed that it is best to use the combination of the 
unaccelerated SOR iteration together with the “optimal relaxation factor” wb. (The 
spectral radius is oh - 1.) But we show that a smaller average spectral radius can be 
achieved by using a polynomial acceleration together with a suboptimal relaxation 
factor (0 < w,). 
1. INTRODUCTION 
We shall be considering the matrix equation Av = w when the usual 
SOR theory is applicable, as in the textbooks [6] and [2] (that is, when the 
matrix A is a symmetric positive definite block tridiagonal matrix or a 
consistently ordered e-cyclic symmetric matrix). The matrix A is split as 
A=D-L-U=M-N, 
where (as usual) D is the diagonal of A, and - L and - U are the upper and 
lower triangular parts of A, and where 
M= D-uL, N=oU-(l-w)D, and &=M-‘N. 
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Suppose that the vector z1a is the initial guess. Then the nth iteration 
vector is 
vn = _t7ov”-‘+ W’, where wi = M-‘w, 
and w is an SOR relaxation constant. As is well known [6, 21, for each 
problem (or matrix A) there is an optimal w, denoted by oh, which will 
result in the smallest possible spectral radius S(_tZ,), which in turn results in 
the fastest convergence of the iteration, that is, S(&,>) < S(Jm) for all 
w z wh. As usual S(J) denotes the spectral radius of -8, that is, 
S( _d) = Max{lh,], w h ere the A i are the eigenvalues of 1). 
Polynomial acceleration is a popular way of speeding up the convergence 
of several iteration methods (for example, read Hageman and Young’s [2] 
discussion of the Chebychev acceleration method). There is a result of 
Zarantello (Theorem 2.2 below) which implies that there is no polynomial 
acceleration which can improve on the SOR method when the optimal oh is 
used. Because of this, the unaccelerated SOR iteration with the optimal w (or 
as close to wh as could be calculated) has always been the way the SOR 
method has been implemented. We are unaware of anyone trying to “beat” 
wh by trying to use a polynomial acceleration together with a relaxation factor 
w#w/,. 
We shall present a polynomial acceleration that together with a relaxation 
factor w < oh will produce a smaller spectral radius and thereby a faster 
convergence than results from using oh. 
We shall choose w such that o - 1= Aa, the second largest eigenvalue of 
Jm. In this situation there are no real eigenvalues between A, and w - 1 = A,. 
There are precisely two eigenvalues that are not on the circle Iz] = o - 1, 
namely A, and its “partner” A _ i, andO<A_,<w-l.Therefore,ifweusea 
polynomial acceleration to kill the A, coordinate of the error vector, then the 
“effective” spectral radius will become w - 1. The simplest way to do this 
is to use something that we will call an u&e A,-shifi; namely, we might 
use the polynomial acceleration associated with the affine function P,(z) = 
(z - A,)/(1 - A,). In th e very long run, doing this affine shift followed by 
plain (unshifted) SOR iterations will result in an average spectral radius 
which approaches w - 1 < wh - I. But for a reasonable number of iterations 
this is a foolish tactic, because this affine shift has a very large eigenvalue 
circle and therefore will greatly increase the size of the error. 
We will present practical polynomial accelerations in Sections 3 and 5 
which will “kill off’ the undesirable eigenvalue A, without a (large) increase 
in the spectral radius. 
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FIG. 1. 
2. BACKGROUND. THE EIGENVALUE BANJOS 
It is well known (Chapter 5 of [6] or Section 9.3 of [2]) that when the 
relaxation factor o is less than the optimal relaxation factor wh, then the set 
of eigenvalues of the SOR matrix lm, are on a “banjo” (Figure 1). 
DEFINITION. Whenever the eigenvalues of a matrix lie on the union of a 
circle and a real line segment such that 
(i) the center of the circle is a real number, 
(ii) the circle intersects the line segment in exactly one point, 
(iii) the end points of the line segment are (real) eigenvalues, 
then the union of this circle and line segment will be called the eigenvalue 
banjo of the matrix. 
DEFINITION. We define the a-shi@ for two successive SOR error vec- 
tors vi and v,, as 
1 a 
*+ 
01 l_av1- l_aVO. 
This a-shift is the same as the polynomial acceleration associated with the 
first-degree polynomial 
x-a 
P,(x) =l_a7 
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FIG. 2. 
whose unique root is at x = a [also P(1) = 11. (Polynomial accelerations are 
fully discussed later in this section.) Since such a P,(X) is an affine function, 
these polynomial accelerations will shift the eigenvalues of k’, by the affine 
transformation P,(X) fixed at the point 1. Therefore the u-shift, when a = A,, 
will shift the eigenvalue banjo of & to eigenvalue banjo for Pr(&) shown 
in Figure 2. For example, when w = 1.91 and A, = 0.978 (as will be in the 
case in the model problem with 10,000 equations which will be discussed in 
Section 4), the eigenvalue banjos are as shown in Figure 3. 
Polynomial Accelerations 
Given a system Au = wa, a splitting A = M - N, and an iteration proce- 
dure 
‘i+l = M-‘NV, + w 1’ w1 = M-‘w,, 
a polynomial acceleration of this iteration procedure is to replace an iteration 
vector v, by a convex combination of the iterations: 
v* = i bivi, where Cbi=l. 
i=O 
FIG. 3. Eigenvalue banjo for P,(Jl,,,). 
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The associated polynomial is P(r) = Cbixi. Note that Cb, = 1 implies that 
P(1) = 1. 
It will be easy to calculate the consequences of our polynomial accelera- 
tions by using the next lemma (which is well known; see [6] or [2]). 
LEMMA 2.1. The error vector and the residual vector for v* will be the 
same linear combination of the errors and residuals, namely 
error vector: 
v* - v = i bi( vi - V) = k b,e(‘), 
i=O i=o 
residual vector : 
v* - M-‘NV* - w1 = c bir(‘), 
i=o 
where the rCi) = vi - M-‘NV, - w, are the residual vectors. 
Proof. For the residual vector, 
v*-M-‘NV*-w,=zbivi-M-‘N(xb,u,)-(zbi)wl 
(since Cb, = 1). Therefore, 
v*- M-‘NV*- Cbi(vi - M-‘NV, - wi) = xbir(‘). n 
That no polynomial acceleration can decrease the spectral radius of the 
SOR method with the optimal w-value wb is a consequence of Theorem 2.2 
and the fact that the eigenvalues of &,, all lie on the circle ]z] = oh - 1. 
Therefore, up until now, polynomial acceleration of the SOR method (when 
o > o,,) has been considered counterproductive and hence not done. 
THEOREM 2.2 (Zarantello). Given any rth-degree polynomial P,.(z) such 
that P,.(l) = 1, then 
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We present a new and simple proof of Theorem 2.2 that is due to our 
colleague, Professor Heins. 
Proof (Maurice Heins [3]). Let Q,(z) = P~(z)/z’. Then Q,(l) = 1, and 
Q,(z) is analytic at ~0. Therefore, the maximum-modulus theorem applies to 
Q(z) on the region ]z] > a. Therefore there is a complex number z,,, ]za] = a, 
such that 
Qr(&J ’ O(l) = 1 
[unless Q,(z) is constant]. Hence ]P,(z,)] > ,zh unless P,(z) = zr. n 
3. POLYNOMIAL ACCELERATIONS OF THE SOR METHOD 
In this section we will present two polynomial accelerations of the SOR 
method, both with A, = w - 1, and both polynomials will have the polyno- 
mial P,(z) (introduced in Section 1) as a factor. 
Suppose we follow a single affine A, shift by regular (unshifted) SOR 
iterations. Then the associated polynomial is 
zn-lP,( z) = 
z-y .z - A,) 
l-A, 
Since Pi(,t’,> kills off the A, coordinate of the error vector, the “effective” 
spectral radius for each SOR iteration will be w - 1. The spectral radii are 
S(_dy’P,(_dg) = (w -l)"-'s(P,(~~)), 
which will be much less than (w, - 1)” for very large n, since w < wh. 
Unfortunately, the factor S(P,(dm)) will b e sufficiently large to reduce the 
practicality of this scheme when n is not very large. 
For the model problem with 10,000 equations, 
SPd-4)) = 91 4 
W,-1 
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FIG. 4. Eigenvalue banjo for (M-‘N)‘. 
and 
q P,(4) x -4F) = o o7 
(w,1-1)200 . . 
Now let us look for another polynomial acceleration which will kill off the 
undesirable eigenvalue A, without starting out with a (large) increase in the 
spectral radius. 
First we consider r SOR iterations as a single (long) iteration, where r is 
chosen such that A; Q 0.1. The polynomial .zr takes the circle lzl= w - 1 and 
wraps it r times around the circle Iz[ = (w - 1)‘. The eigenvalue banjo for 
these r iterations taken together is shown in Figure 4. 
Thus there are precisely two eigenvalues of this collective iteration that 
are not on the circle (zl = (o - l)‘, namely (A, 1’ and (A _ 1 1’. Doing an affine 
(A,)’ shift will kill off the (A,)’ component and increase the spectral radius 
by a factor of only 
(l-(A,Y)(W 
which is often a good deal. We shall be more precise. 
DEFINITION. The A’,-sh$ of the r steps of the iteration: 
‘i+l = M-'Nv,+w, 
826 
is defined by 
JEROME DANCIS 
1 
o* = 
- A’, 
-0, + -tIO. 
1 - A; 1 - A; 
This A;-shift makes v* the result of a “single” iteration: 
v* = M;‘N,v, + u.‘*, 
for some splitting A = M, - N, where 
M,‘N, = 1 
1 - A; [( 
M-lN)r - A;I] 
(and M,, N,, and w* are not calculated). The error is given by (using 
Lemma 2.1) 
v*-v=M,‘N,(v,-v)= -&CM-lNj-A;z](v,-v). 
1 
Doing this Al-shift results in an affine shift of the eigenvalue banjo for 
(M-IN)‘, shown in Figure 5. 
The important thing is that zero is the image of the eigenvalue A’, of 
(M-IN)‘. Thus the eigenvalues M,' N, all lie on the circle in Figure 5 with 
the sole exception of P,(A_,). In this way, this single affrne shift on the 
collection of r iterations is equivalent to the polynomial acceleration associ- 
ated with the polynomial 
P,(z) = 
+(A$ 
l-(AJ . 
----++ 
FIG. 5. Eigenvalue banjo for M; ‘N, 
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Following this shift by plain SOR iterations results in 
z-Pr( z) = Zn-r 
.zr -(lq 
1-(4Y 
being the polynomial associated with the polynomial acceleration. We ob- 
serve that the spectral radius is 
Thus this polynomial acceleration appears to have the two desirable proper- 
ties of lolling off the contribution of the largest eigenvalue without unduly 
increasing the spectral radius. 
In particular, for the model problem with 10,000 equations, 
V&4)) = 13 1 
(wh-l)s . 
and 
s( Pfd-4) x -cQZ) = o 0135 
(wh-1)200 . ’ 
which are much lower than the 91 and 0.07 obtained when we used the 
affine u-shift Pi(-t’,). 
4. COMPARISONS OF THE SPECTRAL RADII 
In this section, we present three tables which contain numbers from the 
“standard model problem.” These tables will provide the reader with some 
actual data on the ratios of the spectral radii discussed in Section 3. At this 
time, we do not have any data on how much further the spectral radii are 
reduced by using the polynomial acceleration presented in Section 5. 
We examined the five-point finite-difference approximation to Laplace’s 
equation (V'u = 0) on a square using equal mesh sizes (Ax = Ay); this is the 
model problem presented in Section 1.7 of [2], and also in [6]. We always 
choose w = ws such that ws -I = A,. 
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TABLE 1 
Grid 
Number of 
equations 
40x40 1,600 1.784 
50x50 2,500 1.823 
60X60 3,600 1.85 
70x70 4,900 1.869 
80X80 6,400 1.885 
90x90 8,100 1.897 
100 x 100 10,000 1.906 
Wb Al f-1 
1.858 0.947 25.7 
1.884 0.957 32.1 
1.902 0.964 38.4 
1.915 0.969 44.7 
1.925 0.973 51 
1.933 0.976 57.3 
1.94 0.978 63.6 
We calculated the numbers in the three tables. We define the number r, 
by 
w2 -lr’ 1 
i I =- WI, -I 10 C-1.1) 
Thus ri is the number of steps that it takes the error vector in the SOR 
method, with ws and no hi-coordinate, to gain a factor of $ over the error 
vector in the SOR method using the optimal w-value wh. Its values are given 
in Table 1. 
We arbitrarily decided on 200 iteration steps, and then we calculated the 
ratios of {the spectral radii of the SOR method (using w,) with a shift done 
after r iterations} to {the spectral radii of the SOR method with the optimal 
o}. The results are shown in Table 2. 
Table 3 shows how much the shift procedure blows up the size of the 
error vector, namely, it lists the blowup factors 
‘s(dw;,j ’ . 
5. A BETTER POLYNOMIAL ACCELERATION OF THE 
SOR METHOD 
In this section we will present a better polynomial acceleration of the 
SOR method, again with A, = o - 1, and again the polynomial will have 
P,(z) as a factor. 
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TABLE 2 
END RATIOS st~r(~~p)x ~m;m-‘)/s(&;,m) FOR” r = 1,2,...,11 
Number of End ratio 
Grid equations r=l 2 3 4 
40x40 1,600 7.0x lo-’ 4.0x 1O-7 3.1 x lo-’ 2.7x lo-’ 
50x50 2,500 2.9x1O-5 1.6x 1O-5 1.2X 1O-5 1.0X 10-s 
60X60 3,600 3.7x10-4 2.0x10-4 1.5x10-4 1.2x1o-4 
70x70 4,900 2.3x1O-3 1.2x1O-3 8.9x1O-4 7.2x1O-4 
80X80 6,400 9.3x1O-3 4.9xIO-3 3.5~~10-~ 2.8x1O-3 
90x90 8,100 2.8x lo-’ 1.5X lo-’ 1.0X 1O-2 8.3x 1O-3 
100 x 100 10,000 6.8x1O-2 3.6X1O-2 2.5X1O-2 2.OX1O-2 
End ratio 
r=5 6 7 
40x40 1,600 2.5x10-’ 2.5X10-’ 2.5X10-’ 
50x50 2,500 9.2x10-” 8.7X1O-6 8.5X10-” 
60x60 3,600 1.1x1O-4 9.8x1O-5 9.3X1O-5 
70x70 4,900 6.3x1O-4 5.7x1O-4 5.3X1O-4 
80X80 6,400 2.4x1O-3 2.2x1O-3 2.OX1O-3 
90x90 8,100 7.1X1O-3 6.3X1O-3 5.8X1O-3 
100 x 100 10,000 1.7x10-2 1.5x10-2 1.4x10-2 
End ratio 
r=8 9 10 11 
40x40 1.600 2.6X10-’ 2.8X1O-7 3.1X10-’ 3.4X10-’ 
50x50 21500 8.5x1O-6 8.7X1O-6 9.OXlO-‘j 9.5X10-” 
60X60 3,600 9.1x10-5 9.0x10-5 9.1x10-5 9.3x10-s 
70x70 4,900 5.1 x 10-4 5.0x 1o-4 4.9x 10-4 4.9x 10-4 
80X80 6,400 1.9x1O-3 1.8x1O-3 1.8X1O-3 1.8x1O-3 
90x90 8,100 5.4x 10-a 5.1 x 10-s 5.0x 10-s 4.9x 10-3 
100 x 100 10,000 1.3x10-2 1.2x10-2 1.1x10-2 1.1x10-2 
‘r = step at which shift is done. 
As P,.(a) is the polynomial whose zeros are the r rth roots of A,, we 
examined the diagram in Figure 6. Then we speculated that it might be 
better to move the zeros radially into the circle of eigenvalues, except of 
course for the zero at A,. The next theorem will justify this. 
THEOREM 5.1. Let the polynomial Q,(z) be defined by 
Q,-,(z) = 
Z’-(w-l)r 1-(0-l) 
l-(&l-l)’ z-(w-1) 
when r=2,3,4 ,... . 
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TABLE 3 
BLOWUP FACTORS ’ 
Blowup factor 
Number of 
Grid equations r=l 2 3 4 5 6 7 
40x40 1,600 40 20 14 11 10 9 8 
50x50 2,500 47 24 17 13 11 10 9 
60X60 3,600 56 29 20 15 13 11 10 
70x70 4,900 65 33 23 17 14 12 11 
80X80 6,400 74 38 26 20 16 14 12 
90x90 8,100 83 42 29 22 18 15 13 
100x100 10,000 91 46 32 24 20 17 15 
Blowup factor 
r=8 9 10 11 12 
40x40 1,600 8 7 7 7 7 
50x50 2,500 8 8 8 7.4 7.3 
60X60 3,600 9 9 8 8 8 
70x70 4,900 10 9 9 8 8 
80X80 6,400 11 10 10 9 9 
90x90 8,100 12 11 10 10 9 
100 x 100 10,000 13 12 11 10 10 
ar = step at which shift is done. 
Then 
(5.0) 
for all z on the eigenvalue banjo (except z = A,), and hence 
S(Q,_,(Jw)P,(Jw)) < S(P,(&)). Also, Iz~-~Q~_~P~(z)I < Iz”-~P,(z)I for 
all z on the eigenvalue banjo (except z = A 1>, and hence 
S(~~“-‘Q,_,(~~)P,(~~)) < S(~~nn--TPr(_t70)) for all integers n > r. 
> 
FIG. 6. Eigenvalues for II,. X denotes zeros of P,(z). 
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REMARK. Therefore, using the polynomial acceleration Q,_ ,(-z$)P&-z$ 
should result in smaller error vectors than using P,(-zQ. 
Proof. When r = 2, we begin by observing that 
z2 - A; z+h, z-h, 
P2( 2) = x = -. - 
1 l+A, z+A, 
and that 
Qdz)Pdz) = 
2+(0-l) z-A, 
.- 
1+(0-1) z+A; 
We observe that the second factors of P,(z) and Q,(z)P,(z) are identical. SO 
we need only compare the first factors. This is done in the next lemma. 
LEMMA 5.2. Given real numbers 1 > b > a > 0 and afine polytwmiak 
R,,,(z) =(z + a>/(1 + a) and R&z) = (z + b)/(l+ b), then 
IR~,,,(z)]>/R~,,(z)/ fmaZEzsuchthat Izl=a 
orsuch thata<z=Rez<l. 
NOTE. Here a is o - 1 and b is A,. 
Proof. From the diagram of the circle lzl= a in Figure 7 we observe 
that 
L( - b,z,l) > L( -a,z,l) > L( - a,z,a) =9O” when lzl= a. 
We note that 
R,,,(l)=l=Rr,h(l) and R,,,(-a)=O=R,,,(-b) 
and that complex &ne maps preserve angles. Therefore 
L(-b,z,l)= L(O,R&),l) and L(-a,z,l)= L(O,R,,,(z),l). 
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FIG. 7. 
Combining the equations and inequalities on these angles, we see that 
and we have the diagram in Figure 8. Therefore 1 R &z)l < IR,,,,(z)( for all z, 
IzI = a. This inequality is also easily established when 0 < z = Re z < 1. w 
We note that this lemma, together with the remarks preceding it, 
establishes Theorem 5.1 when r = 2. n 
SUBLEMMA 5.3. Given a real number 0 < a < 1, consider the collection 
of polynomials defined by 
zi _ .i 1-a 
Oi-l,cz(z>=-*- 
1-d z-a' 
If we choose two positive integers s and r, then we have the identity 
FIG. 8. 
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LEMMA 5.4. Given real numbers A, > a > 0 and polynomials 
and P,(z) = 2, 
1 
then IQ,_,(z)P,(z)l < IP,(z)l f~ all powers of 2, n = 2,4,8,.. ., andfor all z 
on the “open” banjo IzI = a and 0 Q z = Re z < A,. 
Proof. When n is a powsl of 2 and r = n/2, Sublemma 5.3 says that 
Q,-l(z) = Qn-d4 = Qr-dz) x QdO 61) 
We now observe (with the aid of Lemma 5.2) that 
IQ~,a’(~‘)I=I’~,,~(~‘)I<(‘~,~i(Z’)( (5.2) 
for all z such that ]z] = a or 0 Q z = Re z < 1. Assume that this lemma is 
valid for some power of 2, denoted by r = n /2. Then the induction hypothe- 
ses implies that 
IQ,-~,aWW 1 <I C(z) 1 (5.3) 
when z is on the banjo. 
We observe that 
Combining Equations (5.1), (5.21, (5.31, and (5.4) will establish the lemma. n 
REMARK. As Lemma 5.4 is almost a corollary of Sublemma 5.3, we see 
that if Lemma 5.4 is valid for two integers r and s, then it is valid for their 
product rs. Unfortunately, we only know a simple proof for the integer s = 2. 
We had conjectured this theorem after proving it whenever r is a power of 
two, which may be enough by itself to justify trying Q,_,(J~)P,(&) in 
computer runs. We then stated our conjecture at a miniconference on 
complex variables held at the University of Maryland. Our number-theory 
colleagues, Professors Washington and Zagier [5], quickly established this 
theorem, for all natural numbers r, just on the handle of the banjo, that is, 
when w - 1 Q z = Re .a < A,. Shortly thereafter, Aimo Hinkkanen [4] found 
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a proof of Theorem 5.1 for all z. Their complete proof is presented in 
Section 7. 
6. AN ALGORITHM FOR THE BETTER POLYNOMIAL 
ACCELERATION 
It is not immediately obvious how to implement the polynomial accelera- 
tion associated with the better polynomial &(z)P,(z). We could do the 
affine A, shift last or first, but how do we implement Q,(z)? 
We calculated, using a = w - I, that 
1-a’ 
Q,(z) = I _ a++’ 4-l(z) + “;“,-“I . 
This equation justifies using the following algorithm. 
ALGORITHM 6.1. Given an initial vector u,_, and an iteration procedure 
0, = Jt~,_i + wa and answer v (v = _/v + wa). Set a = w - 1, and set 
V*+JVi_l+W, (a regular SOR iteration) 
and 
l- ui 
0. c -_v* + 
a’(l- u) 
t l_ai+l 1 l_ ai+l ‘O> i=1,2 ?-. ,...’ 
Then the error vectors will be 
vi-v=Qi(~)(vo-V), i=1,2 )...) ?-, 
as desired. 
7. PROOF OF THEOREM 5.1 
We begin by presenting a proof of the inequality (5.0) on the handle of 
the banjo. 
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LEMMA 7.1 (Larry Washington and Don Zagier [5]). The inequality (5.0) 
is valid whenever 0 < Re z = z < 1 and 0 < a < b < 1 for all positive integers 
greater than 1, r = 2,3,4,5,. . . . 
Proof. The inequality (5.0) is equivalent to 
zn - an 1-b” zn-b” l-a” 
*-< ~. 
z-a l-b z-b l-a ’ 
or 
zn - a” l-b” z”_b” l_a” 
_._- -.- < 0. 
z-a l-b z-b l-a 
Simple factoring changes this to 
n-l n-l 
c c aibj(zn-i-l _ ,n-i-l) < 0. 
i=lJ j=() 
Reorganizing the terms yields 
f ycl ncl(aibj _ a bi)(zn-i-l _ Zn-j-l) < 0, 
r=O j=O 
and it is easily checked that each summand is negative for all i # j and zero 
for i = j whenever 
O<Re.z=z<l and O<a<b<l. n 
We now present Hinkkanen’s proof of Theorem 5.1 on the circle IzI = a. 
LEMMA 7.2 (Hinkkanen 141). Given real numbers 0 < a < b < 1 and the 
function 
f(Z)=z.$g, (7.1) 
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then 
(7.2) 
when Izl = a. 
REMARK. Hinkkanen observed that Equations (7.1) and (7.2) are equiva- 
lent to 
on the circle IzI = a. 
Proof. Suppose that 1.~1 = a, and write z = aeie. Then 
If(4” = 
lzn - ay2 Iz - b12 
Iz - aI2 1.2” - by2 
2a2” -2a2” cos ntl a2 + b2 - 2ab cos 13 
= 
a2” + b2” -2a”b”cos ne 2a2(1-co4 
l-cosn0 1-pcost? a2 + b2 
= gcn- 1) 
l-cost9 l-7cosn0 a2n+b2n' 
where 
2ab 2a”b” 
P= 
a2 + b2 ’ 
7= a2n+b2n' 
so that 0 < p, r < 1 (in fact 0 < r < p < 1). To obtain an upper bound for 
If( we may assume by symmetry that 0 < 0 < r. Suppose that 0 = 13, + 
k 2rr/n, where 0 G 8, < 2+rr/n and k a 0 (and 0 G 0 G r). Then cos nB = 
cos &I,. The function 
i-pcose 
i-c0se 
=,(I+ y-J) (7.3) 
is a decreasing function of 8 for 0 < 0 < r and takes a smaller value at the 
above 0 for k > 1 than at ea. Hence we may assume that 0 < 8 < 2r / n. 
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Further observe that while the function in (7.3) is decreasing, also the 
function 
l-cosne 
7-l l- 
i 
r-l-1 
1-7cosne = 7-l - cos n0 i 
is a decreasing function of 8 for -r/n < 8 =G 2a/n, since then T G no G 27. 
SO we may assume that 0 < 8 < r/n. 
Now we have 
bcosne l-pcose 2sin2(n0/2) l-p+2psin2(f3/2) 
l-COSB l- 7cosd3 = 2sin2(8/2) l- 7+27sin2(nB/2) 
i-p p1 +csc2(e/2) 
=- 
l-7 71+csc2(ne/2) ’ 
where 
2P 27 
p1= I-P - and TV=- l--7’ 
We set c2 = b/a > 1, and we will show that 
CLAIM 7.3. 
After that, to prove that lf(z)1’ Q A2, it remains to show that 
CLAIM 7.4. 
1-p 
iTa 
z(n_l) a2+b2 c”-c~~ 2 a2”+b+,( c_c-1 ) ‘AI-( :=b”; 1::I;:‘:[’ (7*5) 
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But 
2 
l- 
2 
1-p a/b + b/a 
l-- 
c2 + c-2 -= = 
1-r 2 2 
= 
‘- (a/b)*+(b/a)” ‘- C2n + C-2n 
(7.6) 
and 
C2n + C-2n = (i)“+(i)” a2;;-2” 
= 
c2 + c-2 b a 
a+z 
a2 + b2 ’ 
ab 
(7.7) 
so that the left-hand side of (7.5) is (a/b)“-‘. Hence, after taking square 
roots, (7.5) reads 
b-(n-l)/2 + b-(n--3)/2 + . . . + b(“-W + b(“-W2 
<a 
-(n-1)/2 + &“-3)/2 + . . . + @-3v2 + &-w2. 
(7.8) 
Since 
l<b-k<a-k for k>O, k==,E,... 
2 2 
and 
l=b-kza-k for k=O, 
and x + l/x is increasing for x > 1, we get bTk + bk < awk + ak, so that 
(7.5) holds and Claim 7.4 is established. 
It remains to prove (7.41, which is true if 
cn - c-n 
( 1 
2 
PI G 
c-c-l 
71 (7.9) 
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and 
e ntl 
cd - Q n2 csc2 - for 
2 2 
0 G e GE 
n 
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(7.10) 
and 
Cn - c--n 
nQ 
c-c-’ 
=c n-l+Cn-3+ . . . +&n+cl-n. (7.11) 
Obviously (7.11) holds, since ck + cTk > 2 for all k [if n is odd, one term on 
the right side of (7.11) is = 11. Next, (7.10) reads 
sin n0 < n sin e for oge<&. 
This is true if n = 1. For the range of 0 that shrinks with n, this is proven by 
induction: if 0 E [O, r/2(n + l)] then 
sin (n + 1)e = sin no cos e + cos ne sin e Q sin ne + sin e 
<nsine+sinfI=(n+l)sin8. 
SO (7.10) holds. To prove (7.9) we note that by definition of Pi and ri and by 
(7.6) and (7.7) we have 
Pl 2p l--7 p l--7 -= --=-- 
71 l-p 27 7 l-p 
ab 
=- a2+ b2 a”b” 
so that (7.9) holds with equality. This establishes Claim 7.3 and (7.2) for 
]z] = a, and the lemma is established. W 
8. TWO FINAL REMARKS 
The results of our companion paper [l] can be combined to advantage 
with the results of this paper. In [l] we use an a-shift to “diagonalize” dW; to 
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be more precise, an u-shift was used to push the error vector into the span of 
the eigenvectors, thereby removing the difficulties normally caused by the 
principal vector. 
The Chebyshev accelerations may also be improved by using the basic 
ideas of this paper, namely using a polynomial acceleration with a zero at the 
largest eigenvalue in order to effectively reduce the range of the eigenvalues. 
Then one can use a faster Chebyshev acceleration on the smaller eigenvalue 
interval. 
9. THE COMPUTER RUNS 
We did a set of computer runs on the popular model problem of Section 
1.7 of [2], which is the five-point rule applied to Poisson’s equation on an 
(equally spaced) 60X60-point square grid with the dictionary ordering. We 
used the problem (M - iV)u = w, where v was chosen by a random number 
generator as a vector with integer entries between -999 and +999. Using 
the randomly chosen answer (vector u), the computer calculated w, and then 
it used the SOR method with initial guess u0 = 0 to calculate approximate 
solutions (on, n = 1,2,. . . , 200). Since we knew the exact value of 0, the 
computer also calculated the 2-norms of the error vectors, IJo - ~“11. 
We wrote our code in APL and ran it on a Macintosh IIci computer. APL 
does its calculations in double precision. 
The computer did five runs as follows: 
Run 1 (SO@. This was the control run, that is, the standard SOR 
iteration without acceleration. We set w = wh = 1.90.. . , where wh is the 
usual optimal value for o, that is, the value which results in the smallest 
spectral radius for the unaccelerated SOR iteration matrix. 
Run 2. This SOR iteration was accelerated by a single A;-shift per- 
formed after the 9th iteration step (followed by 191 standard SOR iteration 
steps). This is the method discussed in Sections 3 and 4. The data for 3600 
equations in Table 2 of end ratios implies that choosing to do the A;-shift at 
the 9th step will result in the smallest spectral radius. We set w = wa = 
1.85.. . , where wa - 1 = A,. Here A, = 0.964.. . . 
Run 3 (Better polynomial). Here we used the nine-step better polyno- 
mial acceleration as described in Section 5, followed by 191 standard SOR 
iteration steps. As in run 2, we set w = oa = 1.85.. . , where we - 1 = A,. 
Again A, = 0.964.. . . 
Run 4. Again, we used the nine-step better polynomial acceleration 
followed by 191 standard SOR iteration steps as in run 3. But here we set 
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FIG. 9. The 2-norms of the error vectors. 
w = o2 +O.OOOOl = 1.85.. . , where o2 - 1= A,. Here A, = 0.95.. .; but the 
shift at step 9 was at A, -0.000001. 
Run 5. Again, we used the nine-step better polynomial acceleration 
followed by 191 standard SOR iteration steps as in run 3. But here we set 
w=w,+O.O1=1.86..., where w,-l=A,. Here A,=0.960...; but the 
shift at step 9 was done at A, -0.00001. 
Of course the shift at step 9 always will result in a jump in the size of the 
error vector at that step. I call this jump the blowup factor; it is 
IIV - f&II 
llv - v*ll ( 
We could calculate the blowup factors because these were experimental 
runs in which we knew exact answers. These jumps are clearly seen in 
Figures 9 and 10. 
In practice one does not know the answer in advance. Instead one 
calculates the jump in the size of the difference vector. The difference vector 
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FIG 10. Ratios of e-norms of paired error vectors. 
is the residual vector for the iteration equation (as noted in Equation (9-4.1) 
of [2]). The jump in the Z-norm of the difference vector is 
11219 - VfJ 
llvs - v,ll . 
We call this ratio the pseudo blowup factor. 
We tabulate the jumps in the 2-norms of the error vectors and the 
difference vectors in Table 4. We observe that the blowup factors in runs 3, 
4, and 5 were predictably large. But we also note that the observable pseudo 
TABLE 4 
BLOWUP FACTORS 
Run Blowup factor 
2 7.3 
3 25 
4 25 
5 21 
Pseudo blowup factors 
7.4 
44 
44 
36 
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FIG. 11. Ratios of 2-norms of run 3 to e-norms of run 2. 
blowup factors in runs 3, 4, and 5 indicated even larger jumps than actually 
occurred. 
After 200 steps, the 2-norm of the error vector in run 3 was 7.2 X lop4 
times the 2-norm for the unaccelerated SOR run 1. This is a very nice 
improvement. It is somewhat higher than 9.0 X 10e5, the ratio of the spectral 
radii listed in Table 2 for our run (200 steps on a 60 X60-point grid with the 
single Al-shift performed after the 9th iteration step). 
Theorem 5.1 says that the spectral radius for run 3 is less than the one for 
run 2. When the polynomial accelerations were completed at step 9, the 
2-norm of the error vector in run 3 was 0.857 times the one for run 2. Even 
though both runs 2 and 3 used the same 191 SOR steps afterwards with the 
same w, this ratio was not constant at 0.857. Figure 11 shows the ratio 
mostly varying between 0.7 and 0.8 during the last 90 steps. This demon- 
strates that the better polynomial acceleration of Section 5 does indeed 
produce a smaller error than the single Al-shift of Section 3. 
Figure I2 is a graph of the ratios of the 2-norms of the successive error 
vectors, that is, {Ilv,ll/ Il~,,_~ll, n = ~2,. . . ,200). 
In run 4, we simulated a run calculated in single precision by choosing o 
and the h-shift with errors in the 6th digit. The e-norms of the error vectors 
in runs 3 and 4 are almost identical for the first 165 iteration steps. (See 
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Figure 9.) The eigenvector associated with A, starts to make its presence felt 
in steps 169-173. It dominates the iteration during the last 27 steps. For the 
last 27 steps, this slowed down the convergence rate to that of A,. This is 
clearly demonstrated in Figure 12. 
In run 5, we use less exact information for o and A,. As in run 4, the 
eigenvector associated with A, starts to make its presence felt in steps 
169-173. It dominates the iteration during the last 27 steps. For the last 27 
steps, this slowed down the convergence rate to that of A,. Choosing w off 
from ws by 0.01 results in a larger error vector than in run 3, but one that 
was still less than one-tenth the error vector for the unaccelerated SOR run 1 
from step 138 to step 199. This is shown in Figures 12 and 10. 
We note that using the adaptive SOR method of [2] will provide very 
accurate values for pi, the largest eigenvalue of the associated Jacobi 
iteration matrix. This value of pr can be used to obtain very accurate values 
of A,. 
Summary of the Run Using the Better Polynomial 
At the beginning of run 3, the polynomial acceleration in the first 8 steps 
resulted in the 2-norm of the error vector becoming less than one-fifth (0.18) 
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of its value for run 1 (which used the standard SOR iteration with the usual 
optimal w = q). The shift at step 9 blew up the error vector by a factor of 
25. This made the error vector almost 5 times as large as that of run 1. With 
the removal of the eigenvector for A, from the error vector (by the shift at 
step 9) the iteration steps proceeded with an efictive spectral radius of 
w - 1 = 0.85. This resulted in run 3 steadily gaining on run 1. The ratio of the 
2-norms of the error vectors of run 3 with the better polynomial acceleration 
to those of run 1 using the standard SOR steps declined steadily from 5 to 
0.000721. This is clearly demonstrated in Figure 10. This run using the 
better polynomial of Section 5 provides a good demonstration of the theory of 
this paper. 
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