and P. Ke examined the autocorrelation function of new quaternary sequences over Z pq of length pq defined as S(t) = ϕ[S 1 (t), S 2 (t)], where
for t ∈ P 0, for t ∈ {0} ∪ Q 1−
2
, for t ∈ Z * N .
(
and
First of all, we give another definition of sequence S(t) . Let H 0 = a ∈ Z p a p = 1 , H 1 = a ∈ Z p a p = −1 and H 2 = {0}. Then H 0 , H 1 are generalized cyclotomic classes of order 2 modulo p . Similarly, we define G 0 , G 1 , G 2 for q.
By definition, put F k,l = f −1 (H k × G l ), k, l = 0, 1, 2. Then we have a partition Z N = 2 k,l=0 F k,l . Immediately from the definitions of the sequence S (t) and the inverse mapping Gray ϕ[a, b] we have
2 The linear complexity of quaternary sequences over the finite field of order four Let F 4 = {0, 1, µ, µ + 1} be the finite field of 4 elements. If we view F 4 as a vector space over F 2 with basis µ, 1, we will define quaternary sequences U (t) by Gray map as [10] 
Let α be a primitive pq-th root of unity in the extension of the field F 4 . Then by Blahut's theorem for the linear complexity L of the sequence U (t) we have
where M U (x) is a polynomial of the sequence U (t). Thus: M U (x) = pq−1 t=0 U (t)x t . Let us calculate M U (α v ) using the method proposed in [6] .
Suppose β = α aq and γ = α bp , where a, b are integers satisfying aq + bp = 1. Then β and ?γ are primitive p-th and q-th roots of unity in the extension of field F 4 , respectively. Let us introduce subsidiary polynomials R 2 (x) = j∈H 0 x j and T 2 (x) = j∈G 0 x j .
In [6] it was shown that if sequence Y (t) is defined as
then for v = 0, 1, ..., pq − 1 we have
Here, θ and η are primitive roots modulo p and q, respectively; I, K, M are subsets of indices. Using (4), (6) and (7) we obtain the following formula to compute the values of the sequence polynomial
Properties of R 2 (x) were explored in [2] . In particular, it was shown that with an appropriate choice of β we can assume that
for p ≡ ±1(mod 8) or p ≡ ±3(mod 8), respectively. Without loose of generality, we can assume that (9) are valid for T 2 (γ v ).
Lemma 1 follows immediately from (8) and (9).
Lemma 2. If sequence U (t) is defined by (4) and v / ∈ P ∪Q∪{0}, then M U (α v ) = 0 only if v ∈ F 0,0 ∪ F 1,1 for p ≡ ±1(mod 8) and q ≡ ±3(mod 8) or for p ≡ ±3(mod 8) and q ≡ ±1(mod 8).
Proof According to (9) 
Therefore, we can easily calculate by (9) the values M U (α v
Having considered all the options for p and q, we see the validity of Lemma 2. Lemmas 1 and 2 allow to determine the number of zeros of M U (x) in the set {α v , v = 0, 1, ..., pq − 1}. Based on this, we can easily compute the linear complexity and the minimal polynomial of X by (5). The results of computation are given in the following tables (Table 1 and 2). 
Table 1 Linear complexity of quaternary sequences for
We verified the validity of these results by finding the linear complexity by Berlekamp-Massey algorithm for small values of p and q.
3 The linear complexity of quaternary sequences over the ring Z 4
We call polynomial C(x) = 1 + c 1 x + c 2 x 2 + · · · + c m x m ∈ Z 4 [x] the associated connection polynomial of periodic sequence S(t) over Z 4 , if coefficients c 1 , c 2 , ..., c m satisfy
The linear complexity L of periodic sequence S(t) over Z 4 is equal to min{degC(x) : then C(x) is an associated connection polynomial of S(t)}. We know that if M S (x) is the polynomial of sequence S(t), then C(x) is an associated connection polynomial of S(t) if and only if M S (x)C(x) ≡ 0 (mod (x pq − 1)) .
Let R be Galois ring of characteristic 4, which contains the element ζ of order pq. Let us examine the values of the polynomial of the sequence S(t) in R like we did in the previous section. First, we note that in R we have
By definition, the polynomial of the sequence S (t)
Hence, M S (1) = 0. As before, it is easy to ascertain that if ς = ζ aq and = ζ bp , where a, b : aq + bp = 1, then
Here the values of the polynomials R 2 (ς v ) and T 2 ( v ) do not coincide with those that were indicated in (9) . Particularly, in R by (10) we have
Proof To prove the Lemma 3 it is enough to show that
j=1 ζ vjp . Now we can apply (10) , which concludes the proof of Lemma 3. Proof If v ∈ Q, then by (11), (12) and (13) we have M S (ζ v ) = 0. Suppose v ∈ P , then M S (ζ v ) = 1. An application of Lemma 3 concludes the proof. Theorem 1. Let S(t) = ϕ[S 1 (t), S 2 (t)] be the quaternary sequence, where S 1 (t) and S 2 (t) are the binary sequences defined in (1) and (2), respectively. Then the linear complexity of S(t) is equal L = pq − p + 1.
Proof Choose C(x) = (x pq − 1) /Q(x). Then all the roots of x pq − 1 are the roots of M S (x)C(x). Hence C(x) is an associated connection polynomial of S(t). It implies that L ≤ pq − p + 1. If L = pq − p + 1, then there exists another associated connection polynomial C 1 (x) of sequence S(t) with degree less than pq − p + 1. So, we obtain that there exists v such that M S (ζ v ) = 0 and v / ∈ Q, which contradicts Lemmas 3 and 4. Thus, L = pq − p + 1. This completes the proof.
We confirmed the validity of this assertion by finding the linear complexity of sequences using Reeds and Sloane algorithm for small values of p and q.
Conclusion
We computed the linear complexity of quaternary sequences over Z pq of length pq with low autocorrelation over the finite field of 4 elements and over the finite ring Z 4 .
