We consider the quadratic eigenvalues problem (QEP) of gyroscopic systems (λ 2 M + λG + K)x = 0, with M = M being positive definite, G = −G , and K = K being negative semidefinite. In [1] , it is shown that all eigenvalues of the QEP can be found by finding the maximal solution of a nonlinear matrix equation Z + A Z −1 A = Q under the assumption that the QEP has no eigenvalues on the imaginary axis. Although for some cases when the QEP has eigenvalues on the imaginary axis, the algorithm proposed in [1] also works, but the convergence is much slower. In this paper, we consider the general case when the QEP has eigenvalues on the imaginary axis. We propose an eigenvalue shifting technique to modify the original gyroscopic system to a new gyroscopic system, which changes the eigenvalues on the imaginary axis to eigenvalues with nonzero real parts, while keeps other eigenpairs unchanged. This ensures that the algorithm for the maximal solution of the nonlinear matrix equation converges quadratically. Numerical examples illustrate the efficiency of our method.
Introduction
The quadratic eigenvalue problem (QEP) is to find scalars λ ∈ C and nonzero vectors x ∈ C n satisfying Q(λ)x = (λ 2 M + λC + K)x = 0, (1.1) find the maximal solution Z + of a nonlinear matrix equation (NME) Z + A Z −1 A = Q. The numerical approach for the NME developed in [1] is based on the cyclic reduction method [8] . The method is quadratically convergent if ψ(λ) ≡ λ 2 A + λQ + A has no unimodular eigenvalues, and is linearly convergent if all unimodular eigenvalues of Z −1 + A are semisimple. A more efficient method for solving the NME based on the SDA algorithm [9] is shown to be linearly convergent if the unimodular eigenvalues of Z −1 + A have half of the partial multiplicity of the associated unimodular eigenvalue of ψ(λ).
Linear convergence is poor. The main purpose of this paper is to provide a new technique to shift the purely imaginary eigenvalues, while keeping the other eigenpairs unchanged. We then apply the structure-preserving methods in [1] or [9] to find the maximal solution of the resulted NME with quadratic convergence.
The paper is organized as follows. In Section 2, we review some results in [1] on how to solve the QEP by the solvent approach, and the SDA algorithm and the related convergence analysis in [10, 9] . The main technique of shifting the purely imaginary eigenvalues of the QEP is developed in Section 3. Some numerical examples are shown in Section 4 to illustrate the efficiency of our approach. Some conclusions are given in Section 5.
Solving the QEP
As described in Section 1, the classical approach for finding all 2n eigenpairs of the QEP is to use linearizations and solve the resulting 2n × 2n standard or generalized eigenvalue problem. These methods operate in dimensions twice that of the original problem. Another approach is to factorize G(λ) in (1.2). It is well known that G(λ) has the factorization
if and only if S is a solution of the quadratic matrix equation
Such an S is called a solvent of (2.2) [3] . If (2.2) has a solvent S, then the eigenvalues of G(λ) are those of S and those of the matrix pencil λM + MS + G. However, (2.2) may not have any solvent. Even if the solvent exists, the computation involved may be difficult. Fortunately, for the special QEP (1.2), Guo ([1], Lemma 1) proved that if the QEP (1.2) has no eigenvalues on the imaginary axis, then the matrix equation (2.2) has a real solvent whose eigenvalues are in the right half plane. Therefore, if we can find such S, the remaining n eigenvalues of G(λ) are obtained by symmetry without any computation. Moreover, since S is real, the complex eigenvalues of S must appear in complex conjugate. Together with the eigenvalues in the left half plane obtained by symmetry, the Hamiltonian structure for the eigenvalues of the QEP (1.2) is preserved. The eigenvectors can be obtained from the factorization (2.1) and the properties of eigenvectors of the QEP (1.2). If x i and y i are, respectively, the right and left eigenvectors corresponding to an eigenvalue λ i of the solvent S, or
then x i and (λ i M + MS + G) − ȳ i are eigenvectors corresponding to ±λ i , both eigenvalues of the QEP (1.2). It seems difficult to find the solvent of (2.2) whose eigenvalues are in the right half plane directly. Instead, the Cayley transformation S = (I + Y)(I − Y) −1 is used (see [1] ). Equation (2.2) then becomes
where
Recall that the eigenvalues of S lie in the right half plane. With the Cayley transformation, we are now interested in the solution Y of (2.3) whose eigenvalues are inside the unit circle.
3), we arrive at the NME:
The solution Z of (2.5) then satisfies
Here ρ(·) denotes the spectral radius of a matrix. Equation (2.5) has been well studied [11, 12, 8, 10] . We are interested in finding the maximal symmetric positive definite solution of (2.5). A symmetric positive definite solution Z + is called a maximal solution if Z + ≥ Z for any symmetric positive definite solution Z of (2.5). Here Z 1 ≥ Z 2 (Z 1 > Z 2 ), where Z 1 , Z 2 are symmetric, means that Z 1 − Z 2 is positive semidefinite (definite). The following result about the maximal solution was given in [11, 12] The following two theorems in [1] show the relations between the NME (2.5) and the QEP (1.2). 
The problem is now reduced to computing the maximal solution of (2.5) efficiently. Several numerical methods have been proposed, including the cyclic reduction method [8] and the structure-preserving doubling algorithm [9] . These algorithms are similar, but the convergence analysis of the structure-preserving doubling algorithm is simpler. The structurepreserving doubling algorithm is as follows.
Algorithm 2.1:
To ensure that the iteration in Algorithm 2.1 is well-defined, Q k − P k must be symmetric positive definite for all k. This is guaranteed by the following theorem in [9] , which describes the convergence of Algorithm 2.1.
Theorem 2.4. Assume that Z > 0 is a solution of (2.5), and let R = Z −1 A. Then the matrix sequences {A k }, {Q k } and {P k } generated by Algorithm 2.1 are well-defined and satisfy
Moreover, if the maximal solution Z + satisfies ρ(S + ) < 1, where 
Eigenvalue Shifting
Theorem 2.2, together with Theorems 2.1 and 2.4, show that if the QEP (1.2) has no eigenvalues on the imaginary axis, the matrix sequence {Q k } generated by Algorithm 2.1 converges quadratically to the maximal solution Z + of the equation (2.5). However, if the QEP (1.2) has eigenvalues on the imaginary axis, ψ(λ) = λ 2 A +λQ+A has eigenvalues on the unit circle (because of the Cayley transformation involved). Hence if the conditions in Theorem 2.5 hold, Algorithm 2.1 still converges, although on a slower rate. So it is desirable to shift purely imaginary eigenvalues while keeping the remaining eigenpairs.
Chu et al [13] discussed model updating with no spill-over for quadratic models, which incorporates the original quadratic model with some measured data. The updated model matches the measure data preserving part of original eigenstruture. Based on this approach, we modify the original gyroscopic model (M, G, K) to a new gyroscopic model (M,G,K) ≡ (M + ∆M, G + ∆G, K + ∆K), with ∆M = ∆M , ∆G = −∆G , ∆K = ∆K , such that the original eigenvalues on the imaginary axis are shifted away while preserving the other part of the original eigenstructure.
It is well known that for G(λ), there exist an n × 2n matrix X and an 2n × 2n Jordan canonical form matrix J, such that J XJ is nonsingular, and
and (X, J) is referred to as a Jordan pair of G(λ). Suppose that J and X are partitioned as
, where X 1 contains the eigenvectors and generalized eigenvectors corresponding to J 1 . The following theorem gives a relationship between eigenvalues and eigenvectors.
Proof. We first prove (3.4). Obviously, (X 1 , J 1 ) and (X 2 , J 2 ) satisfy
Multiplying (3.5) by X 1 on the left, multiplying (3.6) by X 2 on the right and eliminating X 1 KX 2 , we obtain
which can be rewritten as
By the assumption σ(J 1 ) ∩ σ(−J 2 ) = ∅, the equation above implies that
The proofs of (3.2) and (3.3) are given in a similar way by eliminating the 'G-term' and 'M-term', respectively, from (3.5) and (3.6).
Now we assume that J 1 contains all the eigenvalues on the imaginary axis. To avoid complex arithmetic, we assume that J 1 ∈ R k×k and X 1 ∈ R n×k are of the forms
. . , s,
and
Here P j contains the pure imaginary eigenvalues ±iα j with partial multiplicities m j , and y
m j I are the (generalized) eigenvectors associated with ±iα j (j = 1, . . . , s); and N j contains the zero eigenvalues with multiplicities n j , and z 1 , . . . , z n j are the corresponding (generalized) eigenvectors (j = 1, . . . , t). Here we say that x 1 , . . . , x m are (generalized) eigenvectors associated with the eigenvalue λ 0 satisfying
. . .
On the other hand, (X 2 , J 2 ) is the part of eigenstructure to be preserved, so (∆M, ∆G, ∆K) satisfy
The following theorem gives a sufficient condition for (3.7). Since J 1 contains all eigenvalues on the imaginary axis, the condition σ(J 1 ) ∩ σ(−J 2 ) = ∅ is satisfied automatically, thus (3.4) holds. By direct substitution and (3.4), we have
Theorem 3.2. Let
Hence, the theorem is proved. 
Remark (i):
with Φ being symmetric, also satisfies (3. 
which implies that
From (3.8)-(3.10), we havẽ
Hence, with the help of det(I + RS) = det(I + SR) when R ∈ C n×m and S ∈ C m×n , we obtain
Since G(λ) shares the eigenvalues of J 1 , the above equality shows thatG(λ) and G(λ) share the same spectrum, except that the eigenvalues of J 1 are replaced by those in 
For the computation of J 1 and X 1 , we use Newton's method [14] . Let iω be a purely imaginary eigenvalue of G(λ). Then det((iω) 2 M + iωG + K) = 0 if and only if
, where L k is lower triangular, Q k is orthogonal and Θ k is an appropriate permutation. We then have the iteration
n is the last component of the solution x of the system
Here e n is the last column of the identity.
Once the Newton iteration (3.14) converges to ω, we then apply Algorithm 3.1 in [15] . Setting α := iω, 
Numerical Examples
To illustrate the performance of Algorithm 3.2, we present three numerical examples, using MATLAB 6.5 with machine accuracy = 2.22 × 10 −16 .
Example 1 Consider the following example with
The QEP has four eigenvalues 2, −2, 0, 0, and the eigenvector and generalized eigenvector associated with the zero eigenvalue are 0 1 and 0.2 2 respectively. Thus
With an randomly chosen real positive semidefinite matrix Φ, Algorithm 3.2 converges in 6 iterations. The computed eigenvalues of the updated QEP are
±2, ±0.18947265349913.
The eigenvalues of the matrix pencil (3.12) are
±0.18947265349913.
From here on, the number of iteration steps refers to that of the algorithm used to solve (2.5). If Algorithm 3 in [1] is applied directly to the original QEP, it does not converge after 1000 iterations. It is because the zero eigenvalues of the QEP is transformed into −1 by the Cayley transformation. . A cyclic reduction method, or the equivalent SDA method, can be applied. This approach preserves the Hamiltonian structure of the spectrum of the QEP, and is less expensive than the linearization approach followed by the QZ algorithm. However, it is based on the condition that the QEP has no eigenvalues on the imaginary axis. Although this approach still works for some cases when the condition is violated, the cyclic reduction or SDA method for the maximal solution of the nonlinear matrix equation converges much slower. In this paper, using the concept of model updating, we propose an eigenvalue shifting technique to modify the original gyroscopic system to a new gyroscopic system, shifting all the purely imaginary eigenvalues. Hence the SDA method applied to the new system will converge quadratically. Numerical examples illustrate the efficiency of our approach.
