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a b s t r a c t
Let D = (V , A) be a directed graph with non-negative arc weights. We study the
problem of computing certain special co-cycle bases of D, in particular, a minimumweight
weakly fundamental co-cycle basis. A co-cycle in D corresponds to a cut in the underlying
undirected graph and a {−1, 0, 1} arc incidence vector is associated with each co-cycle,
where the ±1 coordinates are used for the arcs crossing the cut. The weight of a co-cycle
C is the sum of the weights of those arcs a such that C(a) = ±1. The vector space over
Q generated by the arc incidence vectors of the co-cycles is the co-cycle space of D. The
co-cycle space of D can also be defined as the orthogonal complement of the cycle space of
D. A set of linearly independent co-cycles that span the co-cycle space is a co-cycle basis
of D. The problem of computing a co-cycle basis {C1, . . . , Ck} such that the sum of weights
of the co-cycles in the basis is the least possible is the minimum co-cycle basis problem. A
co-cycle basis {C1, . . . , Ck} is weakly fundamental if for every i there is an arc ai such that
Ci(ai) = ±1 while Cj(ai) = 0 for j > i.
The minimum cycle basis problem in directed and undirected graphs is a well-studied
problem andwhile polynomial time algorithms are known for these problems, the problem
of computing aminimumweight weakly fundamental cycle basis has recently been shown
to be APX-hard.We show that the co-cycle basis corresponding to the cuts of a Gomory–Hu
tree T of the underlying undirected graph of D is a minimum weight weakly fundamental
co-cycle basis of D. This is, in fact, a minimum co-cycle basis of D and it is also totally
unimodular. Thus this is a special co-cycle basis that simultaneously answers several
questions in the domain of co-cycle bases. It is known that there is no such special cycle
basis for general graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let D = (V , A) be a directed graph with m arcs, n vertices, and weight function w : A → R+ on its arc set. A co-cycle in
D is a set of arcs A ∩ [(U × U c) ∪ (U c × U)], where U ⊂ V and U c = V \ U; that is, a co-cycle is a cut in the underlying
undirected graph. The arc directions are captured by assigning a {−1, 0, 1} arc incidence vector to a co-cycle. The vector C
assigned to the co-cycle A ∩ [(U × U c) ∪ (U c × U)] is defined as follows. For each a ∈ A,
C(a) =

1 if a is from U to U c
−1 if a is from U c to U
0 otherwise.
✩ A preliminary version of thiswork appeared in the 11th ScandinavianWorkshop on AlgorithmTheory (SWAT) 2008.Work done as part of the DST–MPG
partner group ‘‘Efficient Graph Algorithms’’ at IISc Bangalore.∗ Correspondence to: School of Technology and Computer Science, Tata Institute of Fundamental Research, Mumbai, 400005, India. Tel.: +91 22 2278
2000; fax: +91 22 2278 2299.
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Fig. 1. Inclusions between various classes of co-cycle bases.
The weight of a co-cycle C is the sum of the weights of those arcs a such that C(a) = ±1. The vector space overQ generated
by the co-cycle vectors of D is the co-cycle space of D.
Definition 1. A co-cycle basis of D is a set of linearly independent co-cycles that span the co-cycle space.
Let G denote the underlying undirected graph of D. We can assume without loss of generality that G is connected, then
the co-cycle space of D has dimension n − 1. It is easy to see that the set of n − 1 co-cycles {Ca : a ∈ T }, where T is any
spanning tree of G and Ca is the co-cycle corresponding to the partition of V created by deleting edge a from T , forms a
co-cycle basis of D.





is minimum. The minimum co-cycle basis problem has already been studied in undirected graphs [6]. In undirected graphs,
a {0, 1} edge incidence vector C is assigned to a co-cycle; C(e) = 1 for edges e crossing the partition corresponding to this
co-cycle and C(e) = 0 for the remaining edges e, in other words a co-cycle is a cut in undirected graphs. In any undirected
graph, the edge incidence vectors of cuts form a vector space over Z2 and theminimum cut basis is a minimumweight basis
of this space. It has been shown that the n− 1 cuts of a Gomory–Hu tree T yield a minimum cut basis [6]. This proof can be
extended to show that representing the {0, 1} edge incidence vectors of the cuts of a Gomory–Hu tree of G (the underlying
undirected graph of D) as {0,±1} co-cycle vectors yields a minimum co-cycle basis of D.
An interesting subclass of co-cycle bases of D is the set of weakly fundamental co-cycle bases.
Definition 2. A co-cycle basis C is called weakly fundamental if the co-cycles in C can be labeled as C1, . . . , Cn−1 so that for
every i ∈ {1, . . . , n− 2}, there is an arc ai such that Ci(ai) = ±1 while Cj(ai) = 0 for j > i.
We consider the problem of computing a minimum weight weakly fundamental co-cycle basis of a given
directed/undirected graph. Weakly fundamental co-cycle bases have the following simple characterization: C =
{C1, . . . , Cn−1} is a weakly fundamental co-cycle basis of D iff n = 1 or there exists an arc a in A and a co-cycle Ci in C
such that C \ {Ci} is a weakly fundamental co-cycle basis of the graph obtained by contracting the arc a in D. The set of
weakly fundamental co-cycle bases forms a natural superclass of the set of strictly fundamental co-cycle bases of D. A strictly
fundamental co-cycle basis is defined below.
Definition 3. A co-cycle basis C is strictly fundamental if the co-cycles in C can be labeled as C1, . . . , Cn−1 so that for every
i ∈ {1, . . . , n− 1} there is an arc ai such that Ci(ai) = ±1 while Cj(ai) = 0 for j ≠ i.
Equivalently, a strictly fundamental co-cycle basis C is a set of n−1 co-cycles corresponding to a spanning tree T , where
each co-cycle corresponds to the partition ofV created by deleting an edge from T . It is known that the problemof computing
a minimum weight strictly fundamental co-cycle basis is NP-hard (see [4]). Other interesting classes of co-cycle bases are
the class of integral co-cycle bases and the class of totally unimodular co-cycle bases.
A set of co-cycles C = {C1, . . . , Cn−1} of D is an integral co-cycle basis if any co-cycle of D can be written as an integral
linear combination of the co-cycles in C. A co-cycle basis C = {C1, . . . , Cn−1} of D forms a totally unimodular co-cycle basis
if the (n − 1) × m co-cycle arc incidence matrix M of C is totally unimodular. An undirected co-cycle basis of D is a set of
co-cycles that are linearly independent over Z2: such a co-cycle basis projects on to a cut basis of the underlying undirected
graph. Fig. 1 shows inclusions between various classes of co-cycle bases.
For the proofs of the inclusions indicated in Fig. 1, we refer the reader to [23] that has the corresponding proofs for the
analogous classes of cycle bases — the proofs for co-cycle bases are the same. For example, to show the inclusion {weakly
fundamental co-cycle bases} ⊆ {integral co-cycle bases}, let {C1, . . . , Cn−1} be any weakly fundamental co-cycle basis.
In order to show that this is also an integral co-cycle basis, we need to show that any co-cycle X in D can be written as
X = n−1i=1 αiCi, where all the coefficients αi are integers. The vector x⃗ = [α1 · · ·αn−1] satisfies: x⃗ · M = X , whereM is the
(n− 1)×m co-cycle arc incidence matrix corresponding to the n− 1 co-cycles C1, . . . , Cn−1. The rank ofM is n− 1 and in
order to solve for x⃗, we need to choose n− 1 columns (arcs) so thatM restricted to these n− 1 arcs is non-singular. Choose
the n − 1 arcs a1, . . . , an−1 as follows: for each 1 ≤ i ≤ n − 1, let ai be an arc such that Ci(ai) = ±1 while Cj(ai) = 0 for
j > i. Then M restricted to these n − 1 arcs is upper triangular with ±1 values along its diagonal, so all the entries in M ′−1
are integral, and thus x⃗ = X ′ ·M ′−1 is an integral vector, whereM ′ and X ′ areM and X respectively restricted to these n− 1
edges.
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1.1. Cycle bases
The co-cycle space of D is also the orthogonal complement of the cycle space of D. A cycle S in D is actually a cycle in the
underlying undirected graph, i.e., arcs in S are traversable in both directions. Associated with each cycle is a {−1, 0, 1} arc
incidence vector: arcs traversed by the cycle in the right direction get 1, arcs traversed in the reverse direction get -1, and
arcs not in the cycle get 0. The vector space over Q generated by these vectors is the cycle space S of D. The cycle space S
has dimension m − n + 1 when the underlying undirected graph G is connected. It is easy to see that ⟨S, C⟩ = 0 for every
cycle S and co-cycle C , where ⟨x, y⟩ denotes the standard dot product of the vectors x and y in Qm. We have Qm = S ⊕ S⊥
where S⊥ is the co-cycle space of D.
The problem of computing a set of linearly independent cycles that span the cycle space and whose sum of weights
is the least is the minimum cycle basis problem. The minimum cycle basis problem has been well-studied and there are
many polynomial time algorithms for this problem in undirected and directed graphs [15,14,6,10,3,18,17,16,22,13,24,2,1].
A minimum cycle basis has many applications, which include, the construction of sparse systems when solving problems
in electrical networks [28,6,3], applications in structural engineering [5], chemistry and biochemistry [8], and surface
reconstruction from point clouds [29]. See [19] for a survey on minimum cycle bases.
Liebchen and Rizzi [23] studied various classes of cycle bases for general graphs; this refined classification of cycle bases
was of strong relevance for practical applications and they identified several new variants of the minimum cycle basis
problem. Each of these variants asks for a minimum weight cycle basis in a particular class of cycle bases. These classes
are the analogues of the six classes of co-cycle bases indicated in Fig. 1. It was shown that for general graphs, computing a
minimumweight cycle basis in any class of cycle bases is different from computing a minimumweight cycle basis in any of
the other classes.
It has recently been shown that the problem of computing a minimum weight weakly fundamental cycle basis is APX-
hard [25]. Weakly fundamental cycle bases were first investigated in 1935 by Whitney [30] and recent interest in weakly
fundamental cycle bases is due to the practical relevance of lowweight weakly fundamental cycle bases in applications like
the periodic event scheduling problem [21,20]. It was shown by Deo et al. [7] that computing a minimum weight strictly
fundamental cycle basis is NP-hard. The complexities of computing a minimum integral cycle basis and a minimum totally
unimodular cycle basis are currently unknown. In this paper, we show that the various minimum cycle basis problems and
the corresponding minimum co-cycle basis problems exhibit marked dissimilarities.
The set of n− 1 co-cycles of the edges of a Gomory–Hu tree of the underlying undirected graph forms a special co-cycle
basis that is both weakly fundamental and totally unimodular. As stated earlier, de Pina [6] showed that a Gomory–Hu
co-cycle basis forms a minimum undirected co-cycle basis and this proof extends to show that this co-cycle basis is also a
minimum directed co-cycle basis. Hence, a Gomory–Hu co-cycle basis is a common solution to the minimum co-cycle basis
problem in five classes of co-cycle bases (see Fig. 1).
Section 2 has some preliminaries on Gomory–Hu trees. Section 3 contains our main results. We conclude in Section 4.
2. Preliminaries
For a directed graph D = (V , A), we obtain the underlying undirected graph G = (V , E) by removing the directions from
the arcs. In undirected graphs, cycles and co-cycles (or more appropriately, cuts) are vectors in {0, 1}m and the cycle space
and the cut space are vector spaces over Z2. Note that every cut basis of the underlying undirected graph is always a co-
cycle basis of the directed graph, when the {0, 1} vectors of the cuts in the undirected graph are interpreted appropriately as
{−1, 0, 1} vectors in the directed graph. This is because, if some {0, 1} vectors are linearly independent over Z2, then if we
replace some 1’s with−1’s in these vectors, then the resulting vectors are linearly independent overQ (since their residues
modulo 2 are linearly independent over Z2).
2.1. Gomory–Hu tree
A classical result in graph connectivity, due to Gomory and Hu [11], states that the connectivity between all pairs of
vertices in an undirected graph G can be computed using n − 1 (rather than the naive n2) max-flow computations. The
Gomory–Hu algorithm computes a weighted tree T on V , known as a Gomory–Hu tree, with the following property: the
edge connectivity of any pair of vertices s and t in G exactly equals the weight on the lightest edge in the unique s-t path in T .
Further, the partition of the vertices produced by removing this edge from T corresponds to a minimum s-t cut in G.
Note that a Gomory–Hu tree T need not be a spanning tree of G. That is, the edges of T need not be edges of G. Fig. 2
illustrates such a graph and a Gomory–Hu tree of this graph.
The a-b minimum cut is 3 and the s-t minimum cut for s ∈ {x, y, z} and t ∈ {a, b} is 2. Thus a and b, which are non-
adjacent in G, have to be adjacent (with an edge of weight 3) in any Gomory–Hu tree of G.
The above graph is also an example of a graph where a minimum strictly fundamental co-cycle basis has weight larger
than a Gomory–Hu co-cycle basis. A Gomory–Hu co-cycle basis in the above graph has weight 2+ 2+ 2+ 3 = 9 (the sum
of all the edge weights in the Gomory–Hu tree), while the weight of a minimum strictly fundamental co-cycle basis in this
graph is 10, as shown in Claim 1.
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Fig. 2. An example of a graph with unit edge weights on the left and a Gomory–Hu tree of that graph on the right. Note that (a, b) is an edge of the
Gomory–Hu tree though (a, b) is not an edge in the given graph.
Fig. 3. Any spanning tree of G is isomorphic to one of these 2 trees.
Claim 1. Any strictly fundamental co-cycle basis of the graph G in Fig. 2 has weight 10.
Proof. Recall that any strictly fundamental co-cycle basis corresponds to a spanning tree of G. In any spanning tree T of G,
exactly one of the vertices in {x, y, z} has degree 2. This is because if there is more than one vertex in {x, y, z}with degree 2,
then these 2 vertices along with their neighbors a and b in T form a 4-cycle. Also, if all the vertices in {x, y, z} have degree
1, then T would be disconnected. Hence there is exactly one vertex in {x, y, z}with degree 2 in T .
This implies that the sum of degrees of a and b in T is 2 ∗ 4− (2+ 1+ 1) = 4: hence either both a and b have degree 2 in
T or one of them has degree 3 and the other has degree 1 in T . Fig. 3 shows trees isomorphic to T in each of these 2 cases. In
both cases, the co-cycle basis is made up of 2 co-cycles of weight 3 and 2 co-cycles of weight 2, adding up to a total weight
of 10. 
3. Gomory–Hu co-cycle basis
Let D = (V , A) be a directed graph with m arcs and n vertices whose underlying undirected graph G is connected. As
mentioned earlier, de Pina [6] showed that a Gomory–Hu co-cycle basis forms aminimum undirected co-cycle basis and his
proof can be extended to show that this is also a minimum co-cycle basis of D. For the sake of completeness, we show this
proof here.
An easy observation that will be useful here is the following: let C and P be elements of {−1, 0, 1}m such that C is a
co-cycle and P is a path in G, then the dot product ⟨C, P⟩ has to be an element in {0,±1}. If the co-cycle C corresponds to
the vertex partition (Y , Y c) and if a and b are the endpoints of P , then ⟨C, P⟩ is 1 if a ∈ Y and b ∈ Y c , it is−1 if a ∈ Y c and
b ∈ Y , otherwise it is 0.
Theorem 1. The set of n− 1 co-cycles corresponding to the n− 1 cuts (interpreted as {−1, 0, 1}m vectors) of a Gomory–Hu tree
of G (the underlying undirected graph of D) forms a minimum co-cycle basis of D.
Proof. Let T be a Gomory–Hu tree of G and let C = {C1, . . . , Cn−1} be the corresponding co-cycle basis, where for
1 ≤ i ≤ n − 1, the co-cycle Ci corresponds to the partition of V obtained by deleting the edge (ui, vi) from T . Thus for
each i, Ci is a ui-vi min-cut in G.
SupposeC is not aminimum co-cycle basis ofD. LetB = {B1, . . . , Bn−1} be aminimum co-cycle basis such that |C∩B| is
themaximum among all theminimum co-cycle bases of D and let Ck ∈ C \B. SinceB is a co-cycle basis, there exist rational
numbers α1, . . . , αn−1 such that Ck = α1B1 + · · · + αn−1Bn−1. Let ρk be any uk-vk path in G. Since ⟨Ck, ρk⟩ = ±1, there has
to be some j, where 1 ≤ j ≤ n− 1, such that αj ≠ 0 and ⟨Bj, ρk⟩ ≠ 0. Thus ⟨Bj, ρk⟩ = ±1. In other words, Bj projects on to
a uk-vk cut in G. Since αj ≠ 0, we have Bj in the linear span of the co-cycles in {Ck} ∪B \ {Bj}. ThusB ′ = {Ck} ∪B \ {Bj} is
also a co-cycle basis. In fact,B ′ is a minimum co-cycle basis because Ck is aminimum uk-vk cut while the evicted co-cycle Bj
is also a uk-vk cut. The claim is that |C ∩ B ′| > |C ∩ B|. This is because every co-cycle Ci ∈ C \ {Ck} satisfies ⟨Ci, ρk⟩ = 0.
Thus Bj /∈ C, so C ∩ B ′ ⊃ C ∩ B, which means that B ′ contradicts the choice of B as a minimum co-cycle basis whose
intersection with C has the maximum size. Hence C has to be a minimum co-cycle basis of D. 
3.1. Minimum weakly fundamental co-cycle basis
We now show that a Gomory–Hu co-cycle basis is weakly fundamental. Let G = (V , E) be any undirected connected
graph on n ≥ 2 vertices. We will assume here that all edge weights in G are positive.1 Let T be a Gomory–Hu tree of G. We
1 Edges with weight 0 can as well be deleted from G since they do not contribute to the weight of any cut, but deleting such edges may leave the graph
disconnected. However this problem can be easily circumvented by working on each connected component with positive edge weights and connecting
the Gomory–Hu trees of these components with the 0 weight edges.
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Fig. 4. The vertices x1, . . . , xk are siblings in T and are leaf vertices in T .
will show that the co-cycles corresponding to the n−1 cuts ofT can be ordered as C1, . . . , Cn−1 so that for each 1 ≤ i ≤ n−2,
there exists an edge ei such that Ci(ei) = 1 while Cj(ei) = 0 for j > i.
Refer to Fig. 2, where some edges in the Gomory–Hu tree were not edges of the given graph. However, there were some
edges of the Gomory–Hu tree (for instance, (a, x), (a, y), (a, z)) which were edges of the given graph. The following lemma
shows that there is always at least one real edge in a Gomory–Hu tree.
Lemma 1. Let G = (V , E) have positive edge weights and let T be a Gomory–Hu tree of G. Then there exists an edge (x, y) in T
where x is a leaf in T , that is a ‘‘real edge’’, that is, (x, y) ∈ E.
Proof. Root the Gomory–Hu tree T at any arbitrary vertex r . Let y be a vertex such that all its children, call them x1, . . . , xk,
are leaves in T . We claim that at least one of the edges (xi, y), where 1 ≤ i ≤ k, is in E. Suppose not. We will consider two
cases here.
Case 1. The vertex y is not the root r . Let z be the parent of y. The Gomory–Hu tree T tells us that the vertex partition
(U, V \ U) caused by deleting (y, z) from T is a minimum y-z cut in G. The vertex y and its children x1, . . . , xk are on one
side of this partition, call this U , and the vertex z and the remaining vertices constitute V \ U (see Fig. 4).
Since we assumed that none of x1, . . . , xk is adjacent to y, some of the vertices in {x1, . . . , xk} have to be adjacent to
vertices of V \ U since the given graph G is connected. The weight of the cut (U, V \ U) is the sum of weights of edges
between y and V \ U + sum of weights of edges between {x1, . . . , xk} and V \ U . Now consider the partition ({y}, V \ {y})
obtained bymoving the vertices x1, . . . , xk from the side of y to the side of V \U . This cut has weight only the sum of weights
of edges between y and vertices in V \ U since we assumed that there are no edges between any of x1, . . . , xk and y. Since
all edge weights are positive, this is a y-z cut whose weight is strictly smaller than (U, V \ U), contradicting that (U, V \ U)
is a minimum y-z cut.
Case 2. The vertex y is the root r . Since x1, . . . , xk are leaves in T , the Gomory–Hu tree T is a tree of depth 1, the vertex y
is the root and y’s children x1, . . . , xk are all the vertices of V \ {y}. If none of the vertices in V \ {y} is adjacent to y in G, then
y is an isolated vertex in G, contradicting that G is connected. Hence there is at least one xi that is adjacent to y in G. 
We now need to have a method to use the above lemma repeatedly and our next lemma gives us such a method. Note
that contracting an edge (u, v) implies identifying the vertices u and v into a single vertex {u, v} and this vertex retains all
edges incident on u, all edges incident on v, and self-loops are discarded.
Lemma 2. Let Ti be a Gomory–Hu tree of the graph Gi = (Vi, Ei). Let (ui, vi) be an edge that is present in both Ti and Gi, where
ui is a leaf vertex in Ti and vi is ui’s neighbor in Ti (Lemma 1 tells us there is such a ui). The tree Ti+1 obtained by contracting the
edge (ui, vi) in Ti, is a Gomory–Hu tree of the graph Gi+1 which is obtained by contracting the edge (ui, vi) in Gi.
Proof. The tree Ti is a Gomory–Hu tree of Gi and ui is a leaf in Ti and vi is the (only) neighbor of ui in Ti. Thus except for
pairs including ui, the edge (ui, vi) cannot be an intermediate edge in the path in Ti between any other pair of vertices. This
means that there is a minimum x-y cut in Gi for every pair of vertices x, y ∈ Vi \ {ui} that has both ui and vi on the same
side of the cut. Thus contracting the edge (ui, vi) in Ti preserves the minimum cuts in Gi between all the pairs of vertices in
Vi \ {ui}. Hence the edges of Ti+1 capture minimum x-y cuts in Gi for all pairs of vertices in Vi \ {ui}.
The vertex set of Ti+1 is the same as the vertex set of the graph Gi+1. We claim that each of the edges (x, y) in Ti+1 defines
a minimum x-y cut in Gi+1. This is because the value of a minimum x-y cut in Gi+1, for any two vertices x and y in Gi+1, is at
least the value of the minimum x-y cut in Gi and we saw that the edges of Ti+1 capture minimum x-y cuts in Gi for all pairs
of vertices x, y in Vi \ {ui}. Thus the edges of Ti+1 capture minimum x-y cuts for all pairs of vertices x, y in Gi+1. Hence Ti+1
is a Gomory–Hu tree of Gi+1. 
Let G = (V , E) be the input graph. Lemmas 1 and 2 indicate an obvious strategy to construct a weakly fundamental
co-cycle basis of G. Let us illustrate this on the example in Fig. 2 — refer to Fig. 5 for an illustration of these steps. The edge
(a, x) in the Gomory–Hu tree is a real edge, let us call this e1. Let C1 be the corresponding co-cycle. We contract this edge
(a, x) in G and in the Gomory–Hu tree. Note that in the new graph b is adjacent to {a, x} (the new vertex) due to the edge
(b, x); so the edge in the tree between b and {a, x} is a real edge now, this can be chosen as e2. That is, e2 = (b, x) and the
co-cycle C2 corresponds to the partition ({b}, {a, x, y, z}), corresponding to the edge (a, b) in T . Note that C1(e2) = 1 since
C1 corresponds to the partition ({x}, {a, b, y, z}), but that is allowed. What we need to ensure is that Cj(e2) = 0 for all j > 2.
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Fig. 5. Our procedure illustrated on the Gomory–Hu tree of the example in Fig. 2. Here the edge (a, x) is chosen as e1 , then edge (b, x) is chosen as e2 , edge
(a, y) is chosen as e3 , and edge (a, z) is chosen as e4 .
The edges (a, y) and (a, z) can be chosen as e3 and e4, respectively and the co-cycles corresponding to these edges in T are
C3 and C4, respectively.
Using Lemmas 1 and 2, we now prove our main theorem.
Theorem 2. The co-cycle basis corresponding to the n− 1 cuts of a Gomory–Hu tree T of an undirected connected graph G on n
vertices is weakly fundamental.
Proof. Let C be the set of the n− 1 cuts of the Gomory–Hu tree T . We need to show that the elements of C can be ordered
as C1, . . . , Cn−1 so that for each 1 ≤ i ≤ n− 2 there is an edge ei such that Ci(ei) = 1 while Cj(ei) = 0 for all j > i.
Let G1 = G and T1 = T . For each iwhere 1 ≤ i ≤ n− 2, let (xi, yi) be a real edge of Gi that is between a leaf xi of Ti and
its parent yi in Ti (we know from Lemma 1 that such an edge exists; also Ti will be a Gomory–Hu tree of Gi by Lemma 2). Let
Gi+1 and Ti+1 be the graph and the tree obtained by contracting the edge (xi, yi) in Gi and in Ti, respectively.
For any edge (xi, yi) in Ti, it follows from the construction of Ti that there is an edge (ai, bi) in the original Gomory–Hu tree
T , where the vertex ai got identified with several other vertices to form the set xi and similarly, the vertex bi got identified
with several other vertices to form the set yi. Thus the partition of V obtained by deleting (xi, yi) from Ti is the same as the
partition of V obtained by deleting the edge (ai, bi) from T . That is, Ti \ {(xi, yi)} is some cut in C and we will call this cut Ci.
Initially, the edge (ai, bi) of T need not be a real edge, however after the vertex ai got identifiedwith several other vertices
to form the set xi and the vertex bi got identified with several other vertices to form the set yi, due to some vertex ui in xi and
some vertex vi in yi being adjacent in G, we get (xi, yi) as a real edge in Ti. Thus if (xi, yi) is a real edge in Ti, then there is an
original edge (ui, vi) in G between some ui ∈ xi and vi ∈ yi. It is easy to see that the edge Ci(ui, vi) = 1 but Cj(ui, vi) = 0 for
all j > i. This is because the later cuts dealt only with the edges between those subsets of V which were vertices of the tree
Ti+1. Since the edge (ui, vi) gets contracted once the cut Ci is found, the vertices ui and vi always occur on the same side of
the subsequent cuts. Hence it follows that Cj(ui, vi) = 0 for all j > i. This concludes the proof that the Gomory–Hu co-cycle
basis is weakly fundamental. 
Thus a Gomory–Hu co-cycle basis is weakly fundamental and it follows from Theorem 1 that this is a minimum weakly
fundamental co-cycle basis. So the minimumweakly fundamental co-cycle basis problem can be solved in polynomial time.
A Gomory–Hu tree T can be computed using n−1max-flow computations [11,12] in G. Once T is computed, we can obtain
the vectors of the n− 1 cuts/co-cycles of T in O(mn) time as shown by the following simple algorithm:
• Let C1 be the {0,±1} incidence vector of the edges incident on any leaf x in T .
• Contract the edge (x, y) in T , where y = x’s parent in T , now T has only n− 2 edges.
• Recursively compute the edge incidence vectors C2, . . . , Cn−1 of the co-cycles of the n− 2 edges in T .
We thus obtain all the co-cycle vectors C1, . . . , Cn−1 of T in O(mn) time. It is also easy to reorder these as
Cπ(1), . . . , Cπ(n−1) and find edges e1, . . . , en−1 in E such that for each i, Cπ(i)(ei) = ±1while none of the subsequent co-cycles
(in this permuted order) contains ei. Let C = {C1, . . . , Cn−1}, and compute for each edge e ∈ E, countC(e) = the number
of C ∈ C such that C(e) = ±1. Since C is weakly fundamental, we know that there exists at least one edge e such that
countC(e) = 1. Let e1 be such an edge and let Cπ(1) be the unique co-cycle such that Cπ(1)(e1) = ±1. Let C = C \ {Cπ(1)} and
update countC(e) for all e. By the weakly fundamental property of C, we know there is an edge e2 such that countC(e2) = 1
and we get Cπ(2) and so on. It is easy to see that the time taken for this reordering is O(mn).
Thus the total time taken to compute a minimum weakly fundamental co-cycle basis is O((n − 1)(time for max-flow
computation)). Hence by using an O˜(mn)max-flow algorithm, say [27], a minimumweakly fundamental co-cycle basis can
be computed in O˜(mn2) time.When the edgeweights are integers in the range [1, . . . , k], using the Goldberg–Raomax-flow
algorithm [9], a minimum weakly fundamental co-cycle basis can be computed in O(mn · min(√m, n2/3) log(n2/m) log k)
time.
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3.2. Totally unimodular co-cycle bases
A family F of subsets of V is called cross-free if S, T ∈ F , then S ⊆ T , or T ⊆ S, or S ∩ T = ∅, or S ∪ T = V . Given a
directed graph D = (V , A) and a cross-free family of subsets F of the vertex set V , the {−1, 0, 1} edge incidence matrixM
of these subsets is defined as (for S ∈ F and (u, v) ∈ A):
M[S, (u, v)] =

1 if u ∈ S and v /∈ S
−1 if u /∈ S and v ∈ S
0 otherwise.
(1)
It is known that such a matrixM is totally unimodular (see Schrijver [26], Section 19.3, Example 5).
Let C1, . . . , Cn−1 be the co-cycles corresponding to the n − 1 edges of a Gomory–Hu tree of the underlying undirected
graph G. Let (Ui, V \ Ui) be the partition corresponding to the co-cycle Ci, for each i. It is easy to see that the family of sets
Ui for i = 1, . . . , n− 1 is cross-free. Hence the (n− 1)×m co-cycle arc incidence matrixM of C1, . . . , Cn−1 (whose entries
follow the same definition as (1) above) is totally unimodular. Thus the Gomory–Hu co-cycle basis is a totally unimodular
co-cycle basis.
Summarizing, a Gomory–Hu co-cycle basis of a directed graph D is a special co-cycle basis that is a minimum co-cycle
basis, a minimum undirected co-cycle basis, a minimum integral co-cycle basis, a minimum weakly fundamental co-cycle
basis and a minimum totally unimodular co-cycle basis.
4. Conclusions
For any directed graph D with non-negative arc weights, the co-cycle basis corresponding to a Gomory–Hu tree of the
underlying undirected graph G is a special co-cycle basis that simultaneously answers minimum co-cycle basis questions
in several classes. Thus a minimum integral/weakly fundamental/totally unimodular co-cycle basis can be computed in
polynomial time, more specifically, in time taken to compute a Gomory–Hu tree of the underlying undirected graph G. The
minimum cycle basis problems have no such special basis.
Regarding bounds on the weights of cycle bases and co-cycle bases, it has recently been shown in [25] that any graph
admits a weakly fundamental cycle basis of weight O(W log n)whereW is the sum of edge weights in G and n is the number
of vertices in the graph. Our results on co-cycle bases show that every graph admits a weakly fundamental co-cycle basis of
weight at most 2W , since it can be shown that the sum of edge weights of a Gomory–Hu tree of the underlying undirected
graph is at most 2W . We can show this bound by rooting the Gomory–Hu tree T at an arbitrary vertex r and bounding the
weight of each edge (x, parent(x)) in T by the sum of the weights of edges incident on vertex x. Thus the sum of all the edge
weights in T is at most 2W .
An open problem is to settle the computational complexity of the problem of computing a minimum integral cycle basis
and of the problem of computing a minimum totally unimodular cycle basis in a directed graph.
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