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ABSTRACT 
Simulation and Optimization of ESA Designs 
for Space Plasma Missions 
by 
Roman G. Gomez 
A novel electrostatic analyzer (ESA) simulation method that differs 
significantly from traditional methods is presented in this study, the "reverse-fly" 
simulation method. The simulation process and its applications are discussed in detail. 
This method is tested by comparing its results to the published test data of three 
experimental instruments; The Proton Electrostatic Analyzer-High Geometric Factor 
(PES A-H) instrument on the Wind mission [Lin, et aI. 1995], the 21t-Toroidal Analyzer 
(21tTA) of Young, et aI., [1988], and the Hot Plasma Composition Analyzer (HPCA) to 
be used in the upcoming Magnetospheric Multi-scale (MMS) mission. The strong 
agreement between simulation and experimental results verifies the accuracy of this 
technique. Our results reveal detailed properties of ESA response that are not practical to 
assess using laboratory data. This simulation method then is used to compare the 
transmission characteristics of five published ESA geometries to efficiently determine the 
ii 
optimal ESA geometry for use in future space missions. We show that the simulation 
methods described here are an important contribution to instrument design and 
development techniques and are critical to efficient and accurate verification of 
instrument performance. 
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1. Introduction 
Measurement of space plasmas is vital to understanding the physics of the environments 
where they are found. The field of space plasma physics has progressed considerably in 
the past five decades. This is true for both the theoretical and experimental divisions of 
this field. In response, it has become necessary to increase performance in terms of the 
resolution and sensitivity of the instruments used for these measurements. However 
improved performance has led to increases in their volume, mass, power and telemetry 
requirements which come at a cost in spacecraft resources. This creates a considerable 
challenge to the researcher who must provide an instrument which meets both mission 
science measurement and limited resource requirements. 
Electrostatic analyzers (ESAs) are measurement tools which have been widely 
used to perform analysis of space plasmas in energy and angle space simultaneously and 
to do so rapidly ( .... 0.1 to ~10 seconds). As will be discussed, the most important 
resources to consider in ESA construction are instrument volume, mass and power. 
Instrument sensitivity to incident particle flux increases with its size: larger instruments 
will have a larger particle throughput. However mass and size constraints make larger 
instruments less likely to be chosen for a mission. So the object is to provide a smaller 
instrument which maximizes particle sensitivity. 
Instrument power requirements tend also to increase with capabilities. For 
example, plasma composition measurements, which are a critical tool for plasma studies, 
require that a mass analyzer section be coupled to the ESA. This will increase not only 
1 
the power required for instrument operation, but also its size and mass. The object then, 
is to design an ESA which provides maximum sensitivity and optimal coupling to the 
mass measurement section, while remaining within limits on volume, mass, and power 
set by the mission managers. 
This thesis provides two solutions to this problem. The fIrst is a novel simulation 
technique which yields an accurate assessment of ESA transmission properties in shorter 
times than traditional simulation methods. The results of this technique are validated by 
comparing them to experimental data from several different instruments. This 
simulation technique is then used to compare the transmission properties of different ESA 
geometries to determine the best model to use in future space missions. 
1.1 Physics of Plasmas 
The majority of visible matter in the universe exists as plasma. Plasmas consist of 
both negatively and positively charged particles in a quasi-neutral state (the numbers of 
ions and electrons in a volume are equal to a very good approximation). Plasmas are 
also found over a wide range of densities and temperatures. Figure 1 shows 
schematically a sample of the density-temperature space characteristic of plasmas. 
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Figure 1: Parameters of naturally occurring and man-made plasmas from Kivelson and Russell 
(1997]. Dashed lines indicate constant values of Debye length (AD) which is the charcteristic length 
scale of charge neutrality in a plasma. Solid lines indicate constant values of Debye number, which is 
the number of electrons found in a sphere of radius AD: N D=( 4/3)1tAD3neo 
This representation is not to be taken literally but instead used to illustrate general ranges 
in which they are found. 
The remainder of this discussion will focus on hot, low-density space plasmas 
typical of planetary magnetospheres. As seen in figure 1, this confines the De and T e 
ranges to the lower left-hand comer of the figure (10-3 cm-3 ~:::; De ~:::; 103 cm -3, 10° e V ~:::; 
T e ~:::; 105 e V). Space plasmas in these ranges are found everywhere in the solar system 
and they also comprise a significant portion of planetary environments. Because of their 
ubiquity, complete characterization of a planetary environment is impossible without 
measurement of native plasmas. 
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Plasmas in this density range are so sparse that particle collisions are essentially 
absent. Only near the ionosphere does their density increase to the point where collisions 
become significant. In place of direct collisions plasmas react to waves and interact with 
electric and magnetic fields. These processes often occur in parallel with each other, 
making the plasma environment a very complex system. The key to its understanding is 
detailed measurement of the plasma distribution function, fs(r,v,t). 
fs(r,v,t) is a differential expression of the number of ions of species s, (Ns), which 
occupy a 6 dimensional unit phase space volume at particle position, r, and velocity, v. 
In rectangular coordinates fs(r,v,t) is expressed: 
(1) 
which has units of cm-6 S3 (in cgs units), and depends on time as well as position and 
velocity. For the sake of simplicity, the shorthand expression fs(v) will be used in the 
remainder of this document. The subscript s is included because space plasmas are 
generally composed of more than a single ion species, and each species has its own 
velocity distribution. 
In a single environment, several plasma populations may exist. Figure 2 shows 
idealized plasma distributions in the vicinity of Saturn. 
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Figure 2: Representative ion velocity space distribution functions in the vicinity of Saturn from 
Young, et aJ.120041. The velocity components shown in the figure are divided into components which 
are parallel (vertical) and perpendicular (horizontal) to the magnetic field. 
In the figure at left (a) is shown the fs(v) of ion beam and conic distributions centered on 
the magnetic field direction. The beam indicates an ionospheric source and is usually due 
to the action of parallel electric fields in the auroral acceleration process. Ion conics 
originate primarily through wave-particle interactions causing acceleration perpendicular 
to the magnetic field. The figure at right (b) shows a "pancake distribution" which 
indicates plasma that originates from an equatorially located source. One such source is 
neutral particles that are ionized and then accelerated by a corotating magnetic field, 
which is moving with respect to the rest frame of the newly produced ions. The 
accelerated ions co-rotate with the magnetic field. It often happens that despite these 
processes, energy exchange occurs and particles come to equilibrium in a Maxwellian 
distribution in velocity. Multiple plasma distributions are present at every planetary body 
in the solar system, and as seen in the figure, they originate from different sources and 
different processes. Each process contributes to the kinetics of the system and the fmal 
plasma state. So understanding the plasma environment, requires that the fs(v) of each 
separate plasma population is measured at a given time. 
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Plasmas are generally composed of different ion species in different 
concentrations. Species higher in concentration in the plasma are called major species; 
those lower in concentration (-few percent) are minor species. Major ion species are 
important because they define the dynamics of a system such as a magnetosphere. Minor 
ion species serve as tracers of plasma sources and processes. Because of this, 
understanding the physics of the plasma environment requires detailed measurement of 
the fs(v) of all species. 
An example of how major species drive plasma dynamics is the timescale of 
wave-particle interactions. Low-density, magnetized plasmas, like the Solar Wind, are 
collisionless, which means that collisions are rare, and therefore not a significant means 
of energy transfer between particles. However the fs(v) of the Solar Wind, which is 
dominated by protons (It), can be represented accurately as a Maxwellian distribution at 
rest in the solar wind frame while moving with a bulk velocity -400 km/s. This indicates 
that particles exchange energy despite the collisionless character of the plasma. In a 
magnetized plasma, and in the absence of collisions, energy transfer between particles 
occurs through wave-particle interactions. The medium for wave propagation is the 
magnetized plasma. The characteristic velocity at which signals propagate is the Alfven 
velocity, which can be expressed as: 
(2) 
Where B is the strength of the magnetic field, J.I.o is the permittivity of free space, and ns 
and ms are the number density and mass of ion species s in cm-3 and grams respectively. 
The characteristic timescales over which these interactions occur is proportional to Va-I. 
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From equation 2, it is not enough to know the magnetic field strength to determine this 
velocity, the mass density of the plasma must also be known. 
Minor ion species are excellent indicators of plasma sources. Plasma sources 
such as the Solar Wind are distinguished by protons and He2+ (-5%) and high charge 
state ions such as 06+ (-1 %). In the Earth's magnetosphere, which consists primarily of 
protons with at times large admixtures of He + and 0+, q.-particles are a clear tracer of 
Solar Wind entry, while 0+ is a tracer species for plasmas originating from the Earth's 
atmosphere [Reber & Nicolet, 1965]. In the Saturnian system, water group ions and 
nitrogen are tracers of plasma originating from Enceladus [Smith, et aI., 2007]. While 
useful for determining plasma sources, minor species do not play the same driving role in 
system dynamics as major species. Therefore high time resolution measurements minor 
ion species are generally not required thus allowing more time for signal integration to 
maintain accuracy consistent with major species. 
Mission science objectives place requirements on key instrument performance 
parameters such as sensitivity and resolution which depend on details of the space 
environment and characteristics of fs(v). Once performance requirements are established 
instrument design, which is the subject of the next chapter, can begin. 
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2. Instrument Design Considerations 
2.1 Science Objectives 
In this chapter the design of instruments for space plasma research is discussed. 
Design proceeds from the mission science objectives, which define the experimental 
goals of the mission, to the specific instrument requirements, which guide instrument 
construction as do limitations on available resources such as mass, volume and power. 
2.2 Measurement Objectives 
Once the science objectives are known and understood, measurement objectives 
can be defined for a plasma experiment. For instance, to determine the characteristic 
timescales and the processes which drive the plasma environment, the fs(v) of major ion 
species will need to measured. The principal parameters used to define the properties of 
fs(v) are the energy range and resolution of the measurement together with the species to 
be covered, the angular characteristics of the distribution, the overall abundance of the 
species, and the time resolution of the phenomena under study. These factors are 
discussed in the following sections. 
Introduced in the previous chapter, fs(v) is a statistical function which describes 
the plasma state. Before going further, it is important to understand how a plasma 
instrument "sees" fs(v). This is shown in figure 3. 
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v,. 
j(E) 
Figure 3: fs(v) as seen by a plasma instrument 
As shown in the figure, instruments view the plasma in energy and solid angle. The 
instrument "phase space" view is defined by the volume element with dimensions .1E .1a 
.1~ as shown in the left figure. In this figure, increasing radial values indicate higher 
energy. The conversion from velocity to energy is provided in the formula located at the 
top of the figure. A drifted Maxwellian distribution (one not centered at v=O cm/s) is 
pictured in the top right figure projected on the x-y plane and shown as viewed by an 
instrument in a parcel of phase space ~ .1a. Dashed arcs centered at the origin indicate 
contours of constant energy. The solid, concentric circles displaced from the origin 
represent contours of constant Ns, the number of ions populating a parcel of phase space 
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(equation 1). In the bottom left figure is the Maxwellian distribution viewed along the x-
axis. 
The differential directional number flux of a species s registered at a detector is: 
(3) 
in units of cm-2 sec-I sr-I ey-I. Cs is the detected counting rate of species s, E and n are 
the energy and solid angle field-of-view (FOY in 6a 6~) of the instrument. The 
geometric factor, G, represents the instrument sensitivity to particle flux and is described 
in more detail in section 3.3.5. 
The relationship between js(E) and fs(v) is: 
(4) 
Substituting equation 3 into 4 gives: 
(5) 
which illustrates how differential particle flux measurements are converted to the plasma 
distribution function, fs(v). Dimensional analysis gives the expected units ofcm-6 S3. 
Bulk plasma properties are determined by taking moments offs(v) [Parks, 2004]. 
For example, the number density of species sis: 
(6) 
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Higher order moments of fs(v) provide bulk plasma parameters such as mean velocity, 
temperature and pressure. When fs(v) is analyzed as a differential quantity it can be used 
to examine kinetic plasma processes such as diffusion. 
2.3 Measurement Requirements 
Measurement requirements specify the energy and solid-angle ranges and 
resolutions needed to define fs(v). Plasma composition measurements and the methods 
employed will be discussed in a later chapter. Referring to figure 3, the resolution in 
solid angle and energy corresponds to the size of the differential volume shown in the left 
hand plot. A smaller volume indicates higher resolution. Referring to the right-hand plots 
in figure 3 and figure I, the number densities, and proportionally particle flux, of space 
plasmas span over six orders of magnitude and can vary significantly within a single 
plasma population. The dynamic range (DR-the ratio of the highest to the lowest fluxes 
that can be detected in a single sample) and time resolution (~t) are also addressed in the 
measurement requirements. 
There are two requirements to consider related to the energy measurement: 
resolution and range. Resolution defines how finely the energy range is sampled. The 
higher the resolution, the more samples are required to cover the range and, conversely, 
the longer it takes to cover that range. In Figure 3, this value is indicated by the radial 
dimension of the volume, ~E. As shown in the same figure in the upper right hand plot, 
the fs(v) of the drifted Maxwellian is distributed over a range of energies (increasing 
radial values). Accurate fs(v) measurement requires that the entire energy range of the 
distribution is covered. 
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Plasma fluxes also have strong directional dependences which requires angular 
resolution (~a., ~~) compatible with energy resolution so that fs(v) is covered uniformly. 
At the same time the solid angle subtended by the instrument FOV must be large enough 
to cover a significant portion of fs(v). 
As discussed in section 1.1, plasma phenomena have both temporal and spatial 
dependence. Particularly challenging are rapidly evolving phenomena on the order of 
seconds that occur in magnetic reconnection and wave-particle interactions. Phenomena 
with small spatial extent (on the order of tens to hundreds ofkm), such as shocks or 
electron and ion diffusion regions in magnetic reconnection, place further constraints on 
time resolution. In addition, it is important to remember that the instrument is mounted 
on a spacecraft moving with respect to the plasma environment. This increases the 
importance of time resolution as well as good angular coverage. Considering this 
interdependence of time and spatial measurement, determining the time resolution 
required for a plasma instrument must take these factors into consideration. With regard 
to the considerations explained above, the inherent time resolution of the instrument is set 
by its sampling time ~t. 
Because they address both range and resolution, measurement requirements also 
affect the interplay between these factors. Resolution of the fs(v) measurement must be 
balanced with the range coverage required. For example, finer resolution in energy 
measurement results in more samples required to cover the energy range. If more 
samples are required, then more time is required to scan the entire energy range unless 
the sampling interval is decreased proportionately, which in turn reduces counting rate 
and statistical accuracy. From equation 5, the count rate can be expressed with Cs = Nsf ~t, 
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(units:counts/s=counts/sample/L\t) where Ns is the number of ions hitting a detector in 
sampling time L\t: 
(Sa) 
The loss of signal can be compensated for by increasing the geometric factor and hence 
sensitivity. But as will be discussed later, this generally increases instrument volume and 
mass. 
2.4 Instrument Requirements 
The energy and angle resolutions and ranges and overall FOV determine 
instrument geometry, configuration, and construction parameters. In ESAs energy and 
angle resolution are coupled values and thus selection of energy resolution affects angle 
resolution in one dimension and vice-versa. Because of coupling, performance 
requirements generally can only be met by careful selection of the construction 
parameters using analytical and simulation methods. 
2.S Instrument Resource Constraints 
As the field of space physics has progressed, so has instrumentation. The 
planetary probe Pioneer 10, which was launched in 1972, had a suite of eleven 
instruments, six of which were dedicated to particle or field measurements. The total 
spacecraft mass was 258 kg, 13 percent of which was attributed to the instrument 
payload. In comparison, the Cassini spacecraft, launched in 1997, had almost a metric 
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ton in dry mass (2150 kg). 12 instruments were onboard the spacecraft, five of which 
were dedicated to particles and fields. The average particle and field instrument mass on 
the Pioneer craft was -3.0 kg. Onboard Cassini, this mass average was -20 kg. The 
average power requirement for the particle instruments increased from 2.2 watts onboard 
Pioneer to 20.5 watts on Cassini. Due to the higher sophistication and larger data volume 
of the instruments onboard the Cassini spacecraft, telemetry rates increased from -0.1 
kbps to -2 kbps. Despite increases in the size of Cassini versus Pioneer, mass, power and 
telemetry are still the main factors constraining plasma instrument construction. 
Control of instrument mass is addressed mainly through mechanical parameters 
such as volume and choice of materials. Constraints in power are reflected in the choice 
of energy range and scan speed, data acquisition methods and rates, and high voltages. 
The addition of a mass measurement section will require at least one more voltage 
supply. Telemetry limits have grown considerably, but the need for high rates is driven 
primarily by the detector pixilation and time resolution, and use of onboard data 
compression techniques. 
The angular FOV is maximized when an instrument is used on a rotating 
spacecraft. This is because the FOV is swept across the sky on each rotation and can in 
principle cover 41t steradians (full-sky view) in as little as one-half of a spacecraft spin 
period. However, rotating spacecraft are not always used in space missions and the FOV 
must be increased through other means in one of two ways. The first is based on electric 
deflection ofthe angular FOV and requires two additional HV power supplies. This 
method is used on the DS-l PEPE instrument [Young, et al. 2007]. A second method 
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uses mechanical rotation to increase the instrument FOV as on the Cassini Plasma 
Spectrometer (CAPS) instrument suite [Young, et al. 2004]. 
While telemetry and power requirements are concerns, the most important goal is 
to create an instrument which remains within the mass and volume constraints of the 
mission while satisfying performance requirements. The following section provides a 
survey of ESA-based instruments and how these goals are met. 
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3. Types of Plasma Instruments 
In the previous section the design process and construction constraints of space 
plasma instruments were discussed. In this section we provide a brief review of 
instruments used in space plasma research including discussions of construction, mode of 
operation, data acquisition, and comparative disadvantages. The preceding chapters 
discussed the science and measurements of plasmas in the centimeter-grams-seconds 
(cgs) unit system. In this and the following chapters, plasma instrument construction is 
discussed in units of millimeters or centimeters unless otherwise noted. 
3.1 Langmuir Probe 
The Langmuir Probe has historically been used to make measurements of ion and 
electron densities and temperature. It has a relatively simple construction consisting of a 
bare metal collector (usually of cylindrical geometry) attached to a boom which is long 
enough to position the probe in the region of undisturbed plasma several Debye lengths 
from the spacecraft. This prevents probe measurements from being affected by the 
spacecraft potential sheath. Brace [1998] suggests a minimum boom length of30-100 cm 
for ionospheric applications where the Debye length is small. The Langmuir Probe has 
been used predominantly in the measurement of ionospheric plasmas where the higher 
densities (104-106 cm-3) allow for better contact of the probe with the plasma [Bogges, 
Brace and Spencer 1959],[Spencer, et al. 1965]. Langmuir probes have also been used at 
Venus [Brace, Hoegy and Theis 1988] and Saturn [Bridge, et al. 1982], [Gurnett, et al. 
2004] at densities as low -10-2 cm-3• 
Brace [1998] provides a detailed discussion of how Langmuir probes are used. In 
operation, the voltage supplied to the probe is stepped progressively from negative to 
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positive values over a range -32 to 32 Volts and the probe current is measured as a 
function of probe voltage. The resulting "volt-ampere (V -A)" curve depends on: ne and 
T e, mj (mean ion mass), and nj (ion number density). During operation, the voltage on 
the probe is changed at a regular cadence and the current is measured as a function of the 
applied voltage. The plasma potential external to the probe is Vp. Mott-Smith and 
Langmuir [1926] have shown that the electron saturation current (Ie) is proportional to ne 
and is measured when the voltage of the probe is greater than or equal to Vp. The 
generic V-A curve shown in figure 4 displays this region. The relationship between the 
current Ie and electron number density is: 
(7) 
Where A is the probe surface area, e is the electron charge, kt, is the Boltzmann constant, 
fie is the electron mass and V is the probe voltage relative to V p in volts. 
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Figure 4: IdeaHzed V -A curve of a Langmuir Probe. V. is the spacecraft ground. At this voltage 
neither eleetions nor ions are accelerated toward the probe. Also displayed in this figure are the 
electron saturation region which occurs for appUed probe potentials greater than V ... the ion 
saturation region which occurs for negative probe potentials V < VI' and the electron retardation 
region which occurs for probe potentials V. S V sv p' Also included are the quantities related to 
currents measured in these regions (ne, nl, and T e). 
Electron density is determined by fitting equation 3 to the V-A curve in the region V ~ 
Vp. In figure 4, this region is labeled "electron saturation". 
Similar treatment of the V-A curve is used to determine ni. The relationship is: 
(8) 
Where qi is the ion charge, Vi is the ion drift velocity, Ti is the ion temperature, and V is 
the probe potential relative to the plasma. This equation is fit to the region labeled "ion 
saturation" in the figure. 
T e is determined from the behavior of the electron current in the electron 
retardation region. In the range Vs ~ V ~ Vp, the electron current increases exponentially 
as the voltage is increased from Vs to the plasma potential Vp. This behavior allows 
direct measurement of T e by inverting the equation: 
(9) 
The electron current in the voltage range V s ~ V ~ V p is inhibited by the probe potential, 
which is different from the electron current for V ~ V p. This means that in order to 
interact with the probe, the electrons must have E > eV. At V=Vs, the potential 
difference Vs + Vp is zero and neither ions nor electrons experience acceleration towards 
the probe. As V is increased, the potential barrier to the probe is decreased and more 
electrons have access to the probe. At V = V p, the flow of electrons to the probe is no 
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longer inhibited and the saturation current is achieved. The retarded current is dominated 
by the exponential term which depends on probe voltage and the electron temperature; 
higher temperature, which translates to more energetic electrons, require the application 
of larger probe voltages to cut off thermal electrons and achieve ion saturation. 
Langmuir probes are relatively simple to operate and can typically measure Ne 
and Ni with 10% accuracy and Te with 5% [Brace 1998] provided that implementation 
issues like boom length and probe surface issues have been properly addressed. At Earth 
the measurement ofTe suffers at low density (ne < 102 cm-3) where background emission 
from UV sources introduces errors in current measurement. At Saturn where UV is -1 % 
of Earth this is much less of a problem. The issues with accuracy and measurement errors 
are compounded by the fact that Langmuir Probes cannot collect directional or, unless the 
plasma is at constant velocity, compositional information from the plasma. Measurement 
of the velocity distribution function, and therefore a complete description of the plasma, 
is not possible below an energy of a few 10's of eV. 
3.2 Retarding Potential Analyzer 
A second important plasma instrument is the retarding potential analyzer (RP A). 
RPA's have been used extensively in space plasma investigations. Bridge, et aL [1977] 
used an RP A with three sensors with different look directions to measure the plasma 
environments of Jupiter and Saturn. Hanson, et aL [1977] used RP A's on the Viking 
landers to measure the plasmas in the Martian ionosphere. Chappell, et aL [1981] used an 
RP A to investigate the magnetospheric-ionospheric coupling processes in the plasma in 
Earth orbit. 
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Unlike the Langmuir probe, the RP A measures particle flux by retarding ions 
attempting to enter the detector with energies below a potential applied to grids within the 
RPA. The location and geometry of the grids limits the FOV. The detector is placed 
behind the grids and measures the count rate (Cs) of particles penetrating the grid 
potential. Figure 5 shows a schematic of an RP A with several grids. 
____________________________ y_r9!JDQ _ 
___ _________________________ QIQyQq 
-v~:~~~ ---------------------------
Figure 5: RP A schematic with labeled grids. The figure shows the retarding grid with potential V ret, 
two grids held at ground and a secondary electron suppression grid with potential V supress' The count 
rate ofparticies is measured as current from the RPA (IRP~' 
In this schematic two of the grids are held at ground. The first shields the effects 
of fringing fields from particle trajectories at the RPA entrance. V supress suppresses the 
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current of secondary electrons leaving the detector while presents a potential barrier 
which rejects incoming charged particles below an energy/charge E/q equal to V ret. 
Transmitted particles continue past the second grounded grid and suppression grid where 
they impact the detector. Selection of particle charge depends on the sign of the 
potential V ret. Collimation of the grids and detector allow some limited directional 
measurement of fs(v). 
In operation, V ret is stepped progressively and the counting rate is measured as a 
function of applied voltage. It is useful at this point to define the analyzer constant, k 
which is the ratio of the acceptance energy of an analyzer to the voltage that 
discriminates for that energy. Since the acceptance energy of the RP A is set by the 
potential barrier V reb the analyzer constant is unity; E/q = k V ret where k = 1.0 e V N. 
Cs measured by the detector is proportional to the ion flux arriving from a 
direction normal to the RPA entrance with energies above VRPA. Recall from equation 1 
that fsCv) is a differential quantity. However the RPA flux measurement is integral in 
energy. To convert this to differential flux as a function of energy, js(E), the Cs is 
measured at each value of V ret and subtracted from the previous value. Determination of 
fs(v) then proceeds from the differential fluxjs(E) as shown in equation 3. 
Though the RP A is capable of measuring the directional and energy dependence 
of plasma flux, and therefore fs(v), it has disadvantages that decrease its utility. One is an 
inability to prevent passage of particles with energies greater than the V ret potentially 
creating a high background. Moreover the open aperture leads to poor UV rejection 
capability, again giving rise to large background counting rates. The influence of 
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energetic particles and UV photons or particles can lead to significant errors in js(E) when 
background fluxes are significantly above the signaL 
Because its analyzer constant is unity, the energy range which an RP A can scan is 
limited to the voltages that can be applied to the retarding grid-typically less than a few 
kV. However, as seen in figure 1, the energy range of magnetospheric plasmas spans the 
range - 1-105 eV. Plasma measurements with RPA are restricted to a fraction of this 
space but work quite well in the solar wind, for example. 
The charged particle optics of the RP A prevents coupling to a mass measurement 
section, preventing measurement of plasma composition except in the case that 
composition can be measured by the RP A alone, which is the case, for example, in cold 
plasmas entering with high relative velocities (i.e., high Mach numbers). As discussed in 
section 1.1 composition measurements are vital to understanding dynamic processes and 
plasma sources, which makes the RP A a less than desirable instrument. 
What is required is an instrument that can provide improved differential, 
directional energy measurements, a high k-value to extend energy range, good UV 
rejection, and a capability for applications in mass spectrometry. Such an instrument is 
the curved plate electrostatic analyzer (ESA) discussed in the following section. 
3.3 Electrostatic Analyzers (ESAs) 
Because of these advantages the curved "plate" ESA (by convention a "plate" is 
an electrode) is used extensively in space plasma research. Several different geometries 
have been developed and are discussed in detail below. What follows in Section 3.3.1 is 
a general discussion of characteristics common to all curved plate ESAs, regardless of 
geometry. 
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3.3.1 ESA Construction and Operation 
In general, ESAs are constructed of two concentric conducting plates of radius RI 
and R2, respectively (where R2 > RI). The plates are separated by a distance ~ = (R2-
R1). The cross section of an ESA is shown in figure 6: 
Detector 
Figure 6: Cross section of an ESA 
The mean radius is Ro = (R2 + RI)/2, and the analyzer "bending angle" which the plates 
subtend is y. Again, the term ''plates'' is used as a euphemism for any conducting 
electrode through which electric fields are supplied. 
An electric field results when differing potentials are applied to the inner and 
outer plates, V(RI) = VI, V(R2) = V2, V = V2 - VI. The equation of motion for a charged 
particle in the electric field is: 
F = q£ = mv2 = 2E(r) (10) 
r r 
where q is the charge of the particle, £ is the ( conservative) electric field which gives rise 
to a central force directed radially inward, and m, v and E are the mass, velocity and 
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energy (2E = m~) of the particle. Particle trajectories in central force may be either 
circular or elliptical. Here for purposes of illustration we use circular motion with radius 
r. In space V is usually applied to a single plate while holding the other plate at the 
spacecraft ground Vs. This reduces power requirements as only a single power supply is 
necessary and prevents complications involved in applying voltages to the outer surface 
of the instrument where it could come into contact with other surfaces (or people). The 
remainder of this discussion will concentrate on ESAs operated with potential applied 
only to the inner plate; Vl = V, V2 = Vsc. 
The total energy (sum of kinetic and potential energies) of particles moving in 
conservative fields is constant: 
T + U = constant (11) 
where T and U represent the kinetic and potential energies of the particle between the 
analyzer plates. This equation, rearranged and expressed in terms of the particle charge, 
electrostatic potential V(r) and kinetic energy inside the analyzer E(r) is: 
E(r) = Eoo -qV{r) (12) 
where Eoo is the particle energy in space far from the analyzer. Particles approaching the 
analyzer experience a change in kinetic energy L\E(r) = Eoo - E(r) = qV(r). This is true in 
all cases. Equation 12 also shows that particles with a charge opposite in sign to V(r) as 
well as particles with energies outside the "passband" L\E(r), are rejected and strike one 
of the plates. This is also true in all cases. For a given applied voltage, V, there is a 
specific range of V(r) values within Rl ~ r ~ R2 that determines L\E(r). The specific 
trajectories and how they relate to particle transmission will be covered shortly. 
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In operation V is applied to the inner ESA plate and is changed progressively 
between minimum and maximum values at a particular cadence. Each setting of V 
changes V(r) which, from equation 12, changes the range of energies accepted by the 
ESA. The central acceptance energy, Eo (in eV) is the kinetic energy ofa particle which 
enters the ESA at the mid-radius Ro and is determined from the analyzer constant, k: 
k= Eo 
V 
(13) 
The count rate is then measured at each voltage setting to produce a single energy cut 
through f(v) similar to the conceptual schematic diagrams in Figs. 2 and 3. 
Energy scans are performed most efficiently by spacing the voltage steps 
logarithmically and matching passbands so steps are contiguous. However, at very low 
energies (few eV) typical of ionospheric plasmas, linear spacing is often used because of 
the relatively large number of steps required to cover the last few e V of a scan when the 
real interest is usually in the keY range .. 
3.3.2 Limiting Trajectories and Transmission Characteristics of ESAs 
The limiting trajectories of transmitted particles within an ESA depend on its 
geometry determined primarily by plate radii and bending angle which together define 
the strength and extent of the electric field and hence transmitted trajectories. These 
trajectories define the ESAs energy (~IE) and angle resolutions (~a.). Figure 7 shows 
these trajectories. 
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Figure 7: Limiting trajectories of an ESA 
Arrows indicate the direction of particle motion. In the top figure the trajectories labeled 
1 and 2 define the full width at full-maximum (FWFM) energy and angle transmission 
limits. In the bottom figure the trajectories labeled 3 and 4 define full width at half-
maximum (FWHM) energy and angle transmission. The transmission limits are usually 
referred to as "pass bands" since they determine which particles are passed (in the sense 
of a filter) through the ESA. Trajectory 5 is the trajectory taken by a particle with energy 
Eo and angle a =O° at the ESA entrance. How these trajectories relate to ESA 
transmission space in energy and angle is shown in figure 8. 
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This figure shows points in the ESA E-a transmission space corresponding to trajectories 
shown in figure 7. Trajectory 1 is the most negative angle-highest energy combination 
that can be accepted by the ESA when the central acceptance energy Eo = Emo, where the 
EmO is the energy of the central trajectory (5). A particle with this trajectory enters and 
exits the ESA at R2 with its trajectory tangent to plate R] at y/2. Conversely, trajectory 2 
results from ions with the lowest energy and most positive entrance angle. An ion with 
this trajectory enters and exits the ESA at Rl with its trajectory tangent to R2 at y/2. The 
envelope with endpoints at 1 and 2 is the full range of trajectories accepted by the ESA 
and determines the FWFM transmission of the ESA. Particles with trajectories outside of 
this region will not be transmitted by the ESA. 
Trajectories 3 and 4 define the endpoints of the FWHM transmission envelope. 
This region exists because E-a transmission varies across the width ~R of the ESA 
27 
entrance; more E-a. combinations at the ESA entrance are transmitted by the ESA within 
this envelope. The largest number of E-a. combinations are transmitted by the ESA when 
the entrance point is the mid-radius, r=Ro. As the distance from Ro increases, the number 
of transmitted E-a. combinations decreases. Recall that particle orbits between the ESA 
plates are ellipses with the simplest case being a circular path of Ro. Entering the ESA at 
radial values greater than or less than Ro and with a.:¢:. 0° shifts the trajectory and 
constrains the E-a. combinations which can be transmitted by the ESA. By the time the 
extreme radii are reached (R=RI or R2) the allowed E-a. has decreased to a single 
combination. These single combinations are the endpoints of the FWHM and FWFM 
envelopes. This positional transmission dependence is therefore included in the ESA 
transmission space of the ESA with the transmission envelopes. Since the energy and 
angular resolutions ofESA are coupled, the overall transmission space (FWHM and 
FWFM envelopes) is referred to as the resolution of the analyzer or the integrated 
response; denoted (~EIE ~a.). 
3.3.3 Selection of ESA Energy range and energy and angle resolution 
As discussed above, energy and angle resolution are coupled values for an 
ESA and are defined by the construction parameters Ro, ~ and y. Figures 9 and 10 
show ~IE and ~a. plotted as functions of Rot ~ and y based on the analytical treatment 
of spherical ESAs, adapted from Gosling, Thomsen and Anderson [1984] 
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Figure 9: Aa(FWHM) values for RofAR and y 
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Figure 10: AEIE(FWHM) values for RoIAR and 'Y. Contours in figure 9 and figure 10 indicate 
constant values of AUFWHM and (AEIE)FWHM respectively. 
As seen in these figures, choosing an (Ro/ 8R, y) pair to achieve a specific energy or angle 
resolution imposes restrictions on angle or energy resolution respectively. For instance, 
to meet a requirement for an energy resolution of 0.20 eV/eV and ~a=10°, only one 
combination (RoI~R,y) can be selected: (7.3, 103°). If in order to decrease the instrument 
size a different geometry with smaller bending angle is desired, say y=90°, then in order 
to retain the same energy resolution a Rol ~R value of 10.5 is required. However this 
causes the angular resolution to increase to 8.0°. Therefore for a given geometry the 
specification of energy and angle resolution must come as the result of a tradeoff between 
the two. 
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3.3.4 Definition of angular FOV 
The ESA's angular field-of-view (FOV) is governed by particle access through 
limiting apertures and as shown previously, by analyzer geometry. In particular as for 
energy response, angular FOV and resolution are dependent on Ro, ~r and y. The solid 
angle n subtended by the FOV is defined by a. and ~ (figure 11) 
EI evati on An gl e Detector Array 
In stru mentApertu re 
Azimuthal Angle (0) 
Figure 11: ESA a. and J3 angle definitions from Scarf, Wolfe and Silva [1967J. Instrument is the 
Ames Research Center quadraspheric analyzer on the Pioneer-6 Spacecraft. 
As shown in this figure and defined earlier in figure 7, a. is defined relative to the 
aperture normal in a plane containing the aperture normal and the analyzer axis (the y-
axis in the figure). The ~ angle is orthogonal to a. and is measured relative to the aperture 
normal and perpendicular to the plane previously mentioned. Typically a. is referred to as 
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defining the azimuthal direction and P as the elevation direction. In the remainder of this 
document, these angles will be discussed only as a and p. 
The P-FOV of an ESA depends on its geometry. As will be discussed, some ESA 
geometries possess ion optical properties which focus particles in the p-direction. We 
will see that the P-FOV is maximized when the ESA has rotational symmetry. 
Resolution in P (i\P) depends on the focusing properties of the analyzer and the 
placement of detectors. The total P-FOV (see figure 11) for a spherical ESA with a flat 
aperture can be as large as 160° regardless ofR&'i\R and y. However in the case of flat 
apertures the amount of particle flux entering the aperture varies as the cosine of the entry 
angle. Therefore large values of P will generally yield vanishingly small transmission. 
For example, for the case in figure 12 the flux entering the analyzer at the most extreme 
rays (67° + 12.5°/2 = 73.25°) is reduced by cos(73.25°) to -29% transmission. 
Nonetheless a pixilation scheme for resolving the p-dependence of particle flux is shown 
in figure 12. 
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Anode ~ - A~ 
Direction 
-6JO 12.50 
2 _45 0 7.9 0 
3 -22.50 S.9° 
Incident Particle Flux 4 00 6.9 0 
5 22.5° 6.9 0 
6 -45 0 7.90 
7 SJO 12.50 
Figure 12: p-angle resolution scheme in a 90° spherical ESA. Adapted from Mukai, et ale [1994J. The 
low energy particle instrument (LEP) on the Geotail Satellite. Arrows indicate the direction of 
particle paths to detectors based on their p entrance at the aperture. Anode 4 detects ions entering 
with p=00 with resolution AP=6.9° as shown in the table. 
Table 1 gives a sample of ~-FOV's and resolutions for space plasma instruments used on 
. .. 
vanous mISSIons. 
Table 1: 13- FOV Resolution for Instruments usin~ Spherical ESAs 
Analyzer 
I3-FOV Resolution Mission Instrument Bending Notes Reference 
An21e (y) (Total) (AJJ) 
4 detectors Entrance Bame, et ISEE-l,2 FPE 90° 110° Aperture width ~fF27.5° 12mm al. [1978] 
7 detectors Energy analyzer ~fF (2x9°, Frank, et ISEE-l,2 LEPEDEAS 70° 162° 2x21°, 2x32°, for protons and al. [1978] 
1 x38°) electrons 
Spherical top-
Giotto RPA-EESAI 90° 360° 16 detectors hatESA for Reme, et ~fF22.5° analysis of al. [1987] 
plasma electrons 
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GEOTAIL LEP-EA 7 detectors 
Energy analyzer Mukai,et 90° 1450 for protons and 11/3=22.50 
electrons aI. [1994] 
Energy analyzer 
GEOTAIL LEP-MS IlO° 600 8 detectors for positive ion Mukai, et 11/3=8.60 mass aI. [1994] 
spectrometer 
CASSINI CAPS-ELS 8 detectors 
Spherical top- Young,et 90° 1600 hat analyzer for I1P=20° 
electrons al. [2004] 
3.3.5 ESA Geometric Factor 
Recall from equation 5 that fs(v) is obtained by measuring differential particle 
flux. The geometric factor G is defined as the sensitivity of an instrument and is given 
by: 
(14) 
where G is measured in cm2 sr eV/eV and lillIE, L\a., L\f3 were introduced earlier. Aeff is 
the effective aperture area defined as: 
Aeff = Aap x z{s,det,E}x T{E,a,p,;} (15) 
where Aap is the physical area of the aperture in cm2, X is a combination of mass, energy 
and detector-dependent efficiencies, and T{E,a.,f3,r) is the transmission factor which 
depends on energy, angle(s) and position within the aperture. Note that X :s 1.0 and T:S O. 
If T= I, particles are unifonnly transmitted and reach the detector from every part of the 
aperture and Aeff= Aap ·X. This is never the case as some combinations of (E, a., 13, r) do 
not lead to transmitted trajectories. 
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3.3.6 Considerations on ESA size, sensitivity and dynamic range 
For an ESA with fixed geometry Aap is proportional to: 
A oc R; 
'tip k (16) 
From the treatment in Gosling et a1. [1984], the energy-angle resolution of an ESA, 
(~IE L1a.), is proportional to k-2• Substitution of this and equation 16 into equation 14, 
and considering only factors dependent on Ro and k, yields: 
(17) 
which shows that the geometric factor of an ESA with a particular k increases as Ro 2 as 
might be expected since the aperture is effectively a surface area. Equation 17 also shows 
the consequence of changing k to increase the energy transmitted for a given voltage. If 
Ro is fixed, then increasing k increases both energy and angle resolution (see figures 9 
and 10) but then sensitivity decreases as k-3• Equation 17 effectively defines the trade 
space between ESA resolution and sensitivity. 
In general, large k values are preferred because lower voltages can be used for the 
same energy. To achieve larger k, either Ro increases, which increases instrument 
volume and mass, or L1R decreases, which decreases sensitivity. Mission size and mass 
restrictions will impose some upper limit to the value of Ro, so to achieve a larger k 
value, L1R is decreased. For smaller ESAs, small L1R can become problematic because of 
HV breakdown at large electric fields. Engineering guidelines typically limit fields across 
a vacuum gap to 2 kV/mm although there are exceptions. Consider an ESA with Ro = 
20.0 mm, and L1R = l.0 mm for which k == 10. For E = 40.0 keY (roughly the upper range 
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ofa hot plasma) VESA = 4.0 kV and the field would be 4 kV/mm which violates 
engineering safety standards. In practice, careful attention to high voltage engineering 
can permit fields up to 4.0 kV/mm as was the case with the Cassini-CAPS Ion Beam 
Spectrometer (IBS) [Young, et a1. 2004]. 
As previously discussed, the majority of space plasmas have very low density and 
consequently tend to present lower counting rates at the detector for a particular value of 
G. The only way to counter this is to increase acquisition times At which reduces time 
resolution and may present a problem measuring rapidly evolving plasma phenomena 
such as reconnection events or shock crossings. 
Dynamic range (DR) is the ratio of maximum to minimum counting rates that can 
be sustained by a detector. Since the DR is fixed by the detector the total sensitivity has 
to be balanced against the maximum fluxes to be measured. This defines a trade space 
bounded by time resolution, geometric factor. and detector and data acquisition system 
performance. 
To illustrate this trade space, consider an ESA mounted on a spinning spacecraft 
which has a 20 second period of revolution (3 rpm). Assuming that the instrument has a 
~-FOV=21t radians, and angular resolutions A~=O.3925 radians (22.5°) and Aa=0.1745 
(lOO), a full-sky measurement (41t steradians) offs(v) is performed in one half of a spin 
period (10 secs, a-FOV is swept with the rotation of the spacecraft). The energy range 
of the plasma is measured by stepping the instrument voltage in 64 logarithmically based 
steps (E from equation 13). A full 2-D energy-a scan is desired every 10°. This means 
that a full energy scan must be completed in 0.56 seconds. To achieve this, the sampling 
time at each energy must be At = 8.75 x lO-3 s. Reducing the size of the instrument by 
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half (Ro/2) will decrease the geometric factor by 4 (from equation 17), which means that 
to get the same number of counts in each energy sample, ~t must increase by the same 
factor (35.0 X 10-3 s). Optimizing instrument construction within this space of resolution, 
geometric factor, time, and data acquisition performance requires the use of analytical 
approaches to and simulations of ESA design. 
3.3.7 Analytical ESA Treatments 
Determining the optimum ESA design parameters within the multi-parameter 
ESA trade space requires the use of analytical approaches and detailed numerical 
simulations. Analytical approaches to ESA design are useful because they provide an 
initial estimation of the instrument design parameters. As discussed previously, 
analytical ESA treatment allows determination of energy and angular resolution based on 
the instrument construction parameters (Rm, ~, y) and exhibits the tradeoffs for the 
selection of a particular resolution. 
Two analytical methods are used extensively for ESAs: Characteristic Rays (CR) 
and Transfer Matrices. The CR treatment uses the limiting trajectories of particles in the 
ESA to define its transmission properties. An example of these rays and how they define 
ESA transmission was shown in figure 7 and figure 8. The most widely used CR 
approach is that of Gosling, et a1. [1984] and equations 14, 16, and 17 are taken directly 
from this reference. However, other CR treatments can be found in Theodoridis and 
Paolini [1967] [1968], Chase [1973], Gosling, et a1. [1978]. Though the CR approach of 
Gosling, et a1. [1984] is meant for spherical section ESAs, these relationships are almost 
univerally applicable to curved plate ESAs. 
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Another analytical approach to ESA design is the use of transfer matrices. A 
general transfer matrix treatment of ion optics is discussed in Wollnik [1965] [1967], 
Matsuo, et a1. [ 1972], Tr6tscher, et a1. [1990], and Liebl [2007]. Matrices dealing 
specifically with poloidal trajectories in a toroidal ESA are discussed in Ghielmetti, et a1. 
[1990], Yavor, et a1. [1992], and Yavor [1998]. The premise ofTM methods is that rays 
are paraxial (they travel close to the central trajectory) and the equations of motion can be 
expanded using perturbation methods. 
Like its analog in geometric optics, the transfer matrix represents the transmission 
properties of an ion optical component. The terms of the transfer matrix for an ESA 
depend on its construction parameters (Rm, dR, and y). This method employs the use of 
optical planes; one at the ESA entrance and one at a location past the ESA exit where a 
detector would be located. Determining the location, the particle energy, and angular 
values at the detector, involves multiplying the initial particle conditions at the entrance 
by the ESA transfer matrix. Since it models the ESA as an ion optical device, transfer 
matrices can be used to check for the location of foci. Similar to a geometric optic lens, 
ESAs possess certain ion optical properties which result in transmitted particle 
trajectories being directed to a single point. This can be used to maximize transmission 
to the detector or to couple another optical component to the ESA, such as a mass 
measurement section. In the later case the transfer matrix of the combined system, the 
product of the matrices of the optical components, can be used to determine particle 
transmission through both components. 
Despite the utility of analytical methods for obtaining an approximate idea of 
performance, they only provide a starting point for instrument construction. From this 
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starting point determined from the analytical approach, one of two routes can be taken. 
One route is to build a working test instrument and determine its transmission properties 
through instrument calibration. This process is costly in resources, time and manpower 
and these costs are magnified considerably if multiple instruments are considered. Short 
of building an actual instrument for testing, the second possible route, and the most 
accurate and cost effective method, is to determine ESA transmission properties using 
numerical simulations. 
3.3.8 ESA Simulations 
In a sense numerical simulations of an ESA are conducted in the same manner as 
a laboratory experiment (which they in some ways can replace): particles are initialized 
in energy, mass, charge, position, and direction outside the instrument and the transmitted 
particles are followed to determine the instrument transmission properties. This method 
is used in Sablik, et al. [1988], Deserio [1989], McFadden and Carlson [1998], Vilppola, 
et al. [2001], and Victor, et al. [2006]. In addition to providing more accurate 
determination of the ESA transmission characteristics, simulation results refine the 
analytical approach and provide detailed information that can be used in actual 
mechanical design. Furthermore, simulation results can be directly compared to 
experimental data from ESA tests. Disagreement between these values may point to 
problems in the simulation, but they can also be used to diagnose errors due to problems 
in the instrument design. 
Simulations can be used help to determine detector efficiencies. However, some 
considerations which are not part of the ESA design need to be included in the 
simulation. ESA testing is usually performed with an ion source that is well defined in 
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energy, angle and position at the ESA entrance (E,~, ~a, ~f3, M). If the beam rate 
(current) is known, then the detection efficiency of the instrument can be determined 
from the ratio of the geometric factors determined from test and simulation results: 
G Z( s, det, E) = --1!E... 
Gsim 
(18) 
which comes from equations 14 and 15, where for Gsim, X=1. The limitation of this 
technique for determining X lies mainly in modeling the detector dead time. For any 
detector, there is a minimum amount of time which must separate two events in order for 
them to be counted individually. This is called the detector dead time. For example, a 
particular detector has a dead time of 1.0 ns. Three sequential ion signals are registered 
at the detector at t = 0.0 ns, 0.5 ns and 1.0 ns (1.0 ns = lxl0-9 s). Given the detector 
dead time, only the first and last events in the sequence will be counted; events which 
occur within this period of time are lost. The rates of ion signals for which separate 
events can be resolved depend on the type of the detector, the count-rate capacity of the 
detector and the electronic processing of signals for a test instrument. This is particularly 
important when the current of the ion source used for the test instrument is high (-100 
kHz count rate at a single detector, this can vary between detector types however). To 
determine X with (18), the dead time must be modeled in the simulation as well. 
ESA simulations require accuracy in both geometric modeling and numerical 
integration of particle trajectories. The machining techniques used to create the working 
portions of the ESA (conducting plates) have advanced to the point where a minimum 
construction tolerance of ± 0.1 mm is possible. Therefore the simulation model of the 
ESA should at least be constructed to this level of precision. This also means that the 
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numerical integration of particle paths through the ESA will be evaluated to this level of 
precision; particle trajectories between the ESA plates will tenninate when either of the 
plates are contacted. 
While previously separate routines were required to create a simulation geometry 
and integrate particle trajectories, there are now a number of programs which are 
commercially available which perfonn both functions. The program used in these 
simulations is SIMIONTM 8.0 which is designed to model magnetic and electric fields 
and run trajectories in ESAs and similar instruments. A brief discussion SIMION 
capabilities and numerical methods is provided in the following section. 
3.3.9 SIMIONTM 8.0 
SIMIONTM 8.0 is a commercially available program used to create a two- or three-
dimensional model of charged particle optics. The program then provides methods for the 
generation and numerical integration of particle trajectories. This program can be used to 
model the geometries of electric and magnetic optical systems. It can also be used to 
model the trajectories of charged particles within the optical systems; this includes 
relativistic motion. The particles used in the simulation can either be randomly generated 
using an interface included in the program, or the initial values can be inserted in an "ion-
file" which is a text file with 1 0 initial conditions (including charge, mass, energy, and 
angles) for particles in a comma separated fonnat; each row of the file has the initial 
conditions of a single particle. Ion files can be created for as many as 1 x 1 06 particles. In 
addition to modeling instruments and particle trajectories, pertinent particle data (energy, 
velocity, mass, a., ~) can be collected and stored in text files until needed for analysis. In 
addition to the data listed previously, time is also a recordable parameter. This allows the 
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program to be used to determine the time-of-flight for particles in a carbon foil time-of-
flight (CTOF) mass measurement section. This method of plasma composition 
measurement will be discussed in chapter 5. 
The ESA geometry ESA is generated in SIMIONTM 8.0 by filling specific points 
of a potential array (P A), which is initially a two-dimensional (x,y) grid whose points are 
designated as "non-electrodes" and have initial potentials of 0 V. The point (x,y)=(O,O) is 
the lowest valued point in the potential array as there are no absolute negative coordinates 
(negative coordinate values are relative to a given point). This can be used to great 
advantage with rotationally symmetric geometries. The default dimensional scaling used 
by SIMIONTM 8.0 is 1.0 mmI P A grid point. A finer gridding of the ESA geometry may 
be desired (for example the simulation ESA models included in chapter 6 use a scale of 
0.05 mml PA grid point versus a construction precision of ± 0.1 mm discussed 
previously). This dimensional scaling must be declared before making the P A because 
the mechanical dimensions of the simulated ESA depend on this value; a finer 
dimensional scaling results in a more accurate representation of the electric field of the 
ESA and its construction. 
Constructing the ESA requires changing the potentials and designations of 
specific points within the P A. For example, creating the inner plate of a spherical top-hat 
ESA with dimensions RJ = 37.5 mm, Y = 90°, a plate thickness, t, of 0.7 mm and a 
voltage of -277 V using the dimensional scaling of 0.05 mmlpoint requires locating a 
point in the PA (i.e. x = 1024,y = 0) and changing the voltages of points in a circle of 
radius 750 (37.5 mmlO.05 mmI PA grid point = 750 PA grid points) centered at (x,y) = 
(1024, 0) to V = -277 V and changing their designation to electrode. A circle with the 
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same center but with radius 736 is then cut out (points within are returned to potential OV 
and non-electrode designation), which leaves a shell with t = 750 - 736 = 14 PA grid 
points (which equals 0.7 mm with the dimensional scaling. Lastly, the bottom halfofthe 
circle is cut off (274 :s x :s 1024, 0 :s y :s 750), returning them to their original 
voltages and designation. This process is of coordinate selection, voltage assignment, 
designation, and removal is used repeatedly to construct all of the portions of the ESA. 
The two dimensional representation of the ESA can either remain in two 
dimensions or can be rotated about an axis to create analyzer with rotational symmetry 
which is by far the most common type. Once this is done, the potentials of the unassigned 
non-electrode points are computed to produce a functional model of the ESA. SIMION 
8.0™ computes these potentials using a solution method called self-adjusting over 
relaxation (SOR). This is a modified version of the relaxation finite difference method 
used to solve simple boundary valued ordinary differential equations (ODE's) or partial 
differential equations (PDE's). This method and its applications are discussed in Press, et 
al. [2007]. The SIMION 8.0™ specific applications such as SOR are covered in the user 
manual [Manura and Dah12007]. 
In SIMION 8.0™ particles are generated with initial values of energy, position 
and angle (energy and two angles are chosen to correspond to a particle's initial velocity). 
Integration of particle trajectories is performed by the Runge-Kutta 4th order numerical 
integration algorithm (RK4) which is a modified version of the Euler integration method. 
In this method, 4 derivatives of a function f(x,y) are computed over a specified interval h, 
one at the beginning of the interval kJ, two midpoints, k2 and k3, and one at the end of the 
interval, 14. The value of the derivative for the next step, Yn+l, is computed from a 
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weighted sum of the derivative values. The derivative equations and the weighted sum 
are shown in equations 19-23. 
(19) 
(20) 
(21) 
(22) 
(23) 
This algorithm is discussed in Press, et al. [2007]. Specific termination conditions and 
step size adaptation are discussed in the user manual [Manura and Dahl 2007]. In the 
simulations of chapter 6, a trajectory control setting of 12 is used which results in a 
default step size of 1 PA grid point! time step. The minimum step size is 1112 PA grid 
point! time step. 
4. ESA Geometries 
Several topologically similar ESA geometries are used in space plasma research. 
The most general shape is the toroid so the geometries will be characterized in terms of 
major and minor radii (figure 13). The table below shows the defmition of these 
geometries in terms of their radii. 
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T bl 2 ESA a e : geometry D fi itl e D ODS 
ESA Geometry Major Radius (RM) Minor Radius (RaJ 
Cylindrical ESA 00 Ro 
Spherical ESA 0 Ro 
Toriodal ESA RM*O Rm*O 
Weak Toroid RM<Rm Ro 
Strong Toroid RM>Rm Ro 
For each geometry the minor radius Rm corresponds to the mean plate radius, Ro. 
Schematic views of the geometries are shown in figure 13. 
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Figure 13: Schematic view ofESA geometries showing top and cross-section views 
(bottom) of each of the ESA geometries. As might be expected, ESA transmission 
properties are a direct consequence of analyzer geometry. 
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4.1 Cylindrical ESAs 
The simplest geometry capable of differential energy scanning is the cylindrical 
ESA which, unlike spherical geometries, focuses in only one plane. The plates are 
arranged as concentric sections two tubes. The optical properties of cylindrical ESAs are 
discussed in Hughes and Rojansky [1929], Theodoridis and Paolini [1968], and 
Johnstone [1972]. 
First order focusing at the analyzer exit is achieved at a bending angle y=127.3°. 
This is due to the presence of an inverse first power radial electric field and the geometry 
of paraxial ray trajectories between the ESA plates as discussed extensively in Hughes 
and Rojansky [1929]. This focusing property is important for coupling the ESA to other 
optical components, in particular a magnetic mass analyzer. As will be discussed, 
magnetic analyzers resolve mass through the use of collimating slits. Positioning the slit 
at the ESA focus sets up necessary conditions for momentum focusing by the magnet and 
as well maximizes transmission. 
It is important to note that the cylindrical ESA is not capable of P-focusing 
because RM is infmite and there is no electric field component parallel to the cylinder 
axis. Because of the lack of focusing the range of p-angles is controlled by collimation. 
As would be the case for all instruments, lack of focusing in this dimension also 
decreases instrument sensitivity. 
The energy of a central ray in the cylindrical ESA is: 
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(24) 
where the plate radii Rl and R2 have been previously defined (see figure 6). The half -
maximum width of the energy passband for y= 127.3 ° is approximately: 
(25) 
Combining equations 24 and 25 gives the approximate half maximum energy resolution 
of a cylindrical ESA 
(!ill) ~ ~iJ 
E FWHM M 
(26) 
where again the dependence on y is neglected. Decreasing the bending angle from 
y=127.3° will decrease in the half-maximum energy resolution relative to (26). At 
y=127.3°, the half maximum a-resolution to first order depends on the ratio of plate 
spacing to mean radius: 
(27) 
which follows the same trend as the differential energy passband. Increasing y will 
increase the a resolution relative to (27). 
Though capable of differential energy analysis with high a-resolution, the 
primary drawback to cylindrical ESAs is lack of ~-focusing. With this resolving 
directional ~-dependence of flux can only be done by repositioning the instrument by 
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using a scan platform, for instance, or by using multiple analyzers. Either method results 
in increased costs in volume, mass, and power. Thus over time, cylindrical ESAs have 
seen little use in space plasma investigations. 
4.2 Spherical ESAs 
Spherical ESAs are constructed of two plates which are concentric sections of a 
sphere. Spherical ESA theory has been discussed extensively by Purcell [1938], 
Theodoridis and Paolini [1967], Chase [1973], Gosling, et a1. [1978] and Gosling, et a1. 
[1984]. Carlson, et a1. [1982] and Young, et a1. [1988] have also applied Gosling's 
analytical approach to spherical and toroidal "top-hat" ESAs which will be discussed 
later. 
With the major radius (RM) set to zero (see figure 13) one obtains a spherical ESA 
with a spherically symmetric electric field in which particles follow great circle 
trajectories lying in a plane passing through the sphere center. There are an infinite 
variety of spherical ESA geometries defined by Ro, k and y. Here for the purposes of 
illustration we will discuss the simplest cases in which y=90° and 1800 • 
When the bending angle is 90° the ESA exhibits point-to-parallel or parallel-to-
point focusing (figure 14). In parallel-to-point geometry the ESA is focusing in p. 
Trajectories travel through the ESA and exit at a point which maps to their angle of 
incidence at the aperture. Particle fluxes incident at the aperture with a fixed value of p 
will be focused to a single point as shown in figure 14. 
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a {3-FOV A 
i {3=O° 
J 
B 
Figure 14: J3-focusing of a 900 spherical ESA. The total J3-FOV is de.fined at the aperture. The 
aperture is enlarged in this figure to more easily display particle paths A->a and B->b. 
Hemispherical ESAs (y = 180°) focus in a and f3 at the ESA exit. This is useful because it 
allows the total f3-FOV to be resolved at the detector. As shown in figure 14 particles 
with f3=0° (a) incident through a slit aperture will be focused to point a in the figure. 
Particles incident with 1f3 1>0°, are focused to different points (B to b in the figure). As 
shown in figure 12 multiple detectors arranged in a semicircular pattern are used to 
resolve the f3 dependence of particle flux. Discussion of how the elevation FOV is 
resolved, and examples of schemes used in space missions, appeared in section 3.3.4 in 
figure 12 and table 1. As mentioned earlier, flux entering the flat aperture of a spherical 
section ESA decreases as cos(f3). This means that acceptance in f3 is not uniform across 
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the aperture and accurate fs(v) measurements require extensive characterization of this 
dependence. 
The energy and a-angle resolutions of a spherical ESA are coupled and depend 
on y, Ro, and~. The analytical treatment of Gosling, et a1. [1984] is very useful for 
estimating ESA construction parameters for a given resolution and their method will be 
described here. The half maximum a-resolution of a spherical ESA is approximated by: 
(28) 
where ~ are the tangent angles for particle trajectories defining the endpoints of the 
half-maximum transmission envelope (defined earlier) and depend on Ro,~, and y. 
These angles are defined: 
(29) 
The half maximum energy resolution of a spherical ESA using Gosling's 
treatment is approximately: 
(30) 
The coupling of the energy and a-resolutions is shown explicitly in the integrated energy-
angle response: 
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(31) 
which was introduced as the resolution of the ESA in section 3. An example of this 
transmission space was shown in figure 8. It is important to note that Gosling's treatment 
assumes that k is large (>-10) and thus neglects the influence of fringing electric fields. 
Young et a1. [1988] have shown that Gosling's equations can be used reasonably well 
down tok-5. 
4.3 Toroidal ESAs 
ESAs with toroidal geometry have the common feature that RM';t:O, so the 
rotational center of the plates is offset from the analyzer axis. Toroidal analyzers are 
further separated into two categories: strong and weak toroids. The classification of these 
geometries was shown in table 2 and figure 13. 
The non-zero curvature radii (RM and Rm) of the toroidal ESA result in astigmatic 
a. and ~ focusing, i.e., unlike spherical ESAs the two focal points of the analyzer do not 
coincide. This property can be used to great advantage when coupling the ESA to other 
ion optical devices such as magnetic sector and time-of-flight analyzers. In a spherical 
ESA with r-90° the parallel to point focus occurs at the ESA exit. In order to focus the 
incoming beam at a detector, a portion of the ESA plates has to be removed so that the 
detector can be placed at the location of the focus, effectively reducing r and 
consequently the UV rejection properties of the ESA. 
With the toroid, the foci of the analyzer can be modified through manipulation of 
the radii of curvature and the bending angle so that one focus occurs between the ESA 
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plates while the other occurs beyond the ESA exit. This allows a detector to be 
positioned at the focus without shortening the plates. More importantly it permits the 
focus to be placed on a second analyzer section. 
There are two categories of particle trajectories in a toroidal ESA: equatorial and 
poloidal. Equatorial trajectories are confined in a plane perpendicular to the analyzer axis 
and along the toroid equator. Poloidal trajectories are confmed to a plane which is 
contains the toroid axis. Figure 15 shows the orientation of these trajectories. 
Top View 
. Equatorial Trajectory 
Analyzer Axis 
Poloidal Trajectory 
Side View (Cross section) : RM 
I 
Figure 15: Equatorial and Poloidal trajectories in a toroidal ESA. Also labeled are the major radii 
(RM) and the plate radii (Rl and R2). The red curve represents the particle trajectory relative to the 
analyzer axis. 
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Analytical treatment of equatorial trajectories is found in Septier [1967]. Closed 
solutions of equatorial trajectories are possible because the electric field is constant 
between the plates along the equator. 
Analytical treatment of poloidal trajectories in a toroidal ESA is discussed 
extensively in Yavor, et al. [1992][1994], Ghielmetti and Young [1987], and Ghielmetti 
and Shelley [1990]. All of these analytical treatments involve approximation methods. 
No closed-form solution exists for the potential distribution because the field between the 
plates in the poloidal direction changes along the direction of motion. This effect is less 
severe in weak toroids which was demonstrated by Young, et al. [1988] when they used 
the analytical approach of Gosling, et al. [1984] to approximate the transmission 
properties ofa weak toroid (RMIRm=.25) with cylindrical symmetry. In practice weak-
toroids have approximately the same energy, a, and integrated resolutions as 
geometrically similar spherical ESAs. This means that equations 28, 30, and 31 can be 
used to determine the construction parameters of a weak toroidal ESA given a desired Aa 
or AEIE. In the next section we discuss different configurations of toroidal analyzers that 
use cylindrical symmetry to maximize the angular FOV. 
4.4 ESAs with Rotational Symmetry 
The energy and angle resolutions and a-FOV of an ESA are controlled through 
selection ofRo, AR, and 'Y. The P-FOV is a free parameter that can be increased to 
maximize the instantaneous phase space view of the instrument. The way to increase this 
parameter is to used rotational symmetry. This does two things. First it increases the 
instantaneous P-FOV up to 21t radians. Secondly, particle acceptance is uniform in P so 
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the cos(~) flux dependence disappears. The contrast between a standard ESA with a 
planar aperture and a rotationally symmetric ESA is shown in figure 16. 
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Figure 16: Comparison of ESAs with and without rotational symmetry. Figure from Carlson et aJ. 
rt9821. Flat aperture 900 spherical ESA (Normal Quadrasphere) shown at left. Rotationally 
symmetric 900 ESA (Symmetrical Quadrasphere) at right. In this figure J3 is the polar angle and a. is 
the azimuthal angle. Position sensing detectors are a semicicular array for the normal quadrasphere 
and a full circle for the rotationaJJy symmetic model. 
As shown in this figure, the rotationally symmetric version of the spherical ESA is 
constructed by mirroring the quadrasphere and moving a portion of the outer plate up 
forming a top-hat entrance to the ESA. Of the geometries discussed in chapter 4, only 
spherical and toroidal ESAs allow the use of rotational symmetry to increase the ~-FOV. 
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The top-hat is an example of one particular ESA configuration of which there are various 
examples.. In the section which follow the configurations most relevant to space research 
will be discussed. 
4.4.1 Spherical Top-Hat ESA. 
A rotationally symmetric ESA which accepts particles across its axis of 
symmetry, as opposed to a flat aperture, is called a "top-hat" ESA. The simplest version 
of this configuration is equivalent to removing a portion of the top of a 90° spherical 
analyzer as shown in figure 14. A schematic of the top-hat is shown in figure 16. 
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f3-FOV=21r 
B 
TOP-HAT 
Figure 17: Spherical Top-Hat ESA Configuration 
As seen in this figure, spherical top-hat ESA's preserve f3-angle parallel-to-point focusing 
of their spherical counterparts. This allows resolution of the f3-FOV into smaller pixels 
which can then be imaged by using a circular array of detectors centered on the analyzer 
aXIs. 
The construction parameters remain the same as for a spherical ESA. The 
difference is that instead of a planar aperture, the analyzer entrance is defined by an 
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opening in the center of the outer plate. The construction parameters of the spherical top-
hat ESA are shown in figure 17. 
Figure 18: Spherical top-hat ESA construction parameters (after Carlson, et al. [1982]). 
In this figure Rl and R2 are the inner and outer plate radii. 8th is the top-hat opening 
angle defined as the half-angle of the opening in the outer ESA plate measured from the 
analyzer axis. The total analyzer bending angle y is the sum of the top hat angle and the 
angle subtended by the outer plate, 80. ~Zdet is the distance of the detector from the ESA 
exit. Regardless of other construction paranleters, the spacing between the inner plate R = 
Rl and the top-hat plate is always taken to be 2~. 
Spherical top-hat ESAs have been used extensively in space plasma experiments. 
The first published example of a top-hat was by Mel'nikov, et al. [1965] flown on the 
57 
Russian Cosmos-12 mission. Carlson, et a1. [1982] provided the first comprehensive 
review of spherical top-hat ESAs including their transmission properties. The following 
table shows a sample of these instruments. 
Tb13Sh· I h ESA sed· a e : pI enca top- at su In SJI ace IDISSlons 
Mission InstrumentlSpeeies R",(cm) ., 4E1E(eV/eV) n MassCkI) Reference 
AMTPE- Plasma 3.4 90° 0.15 1800 xl0° nal Pascbmann, IRM InstrumentlIons et aI., [1985] 
AMTPE- Plasma 3.4 90° 0.20 1800 xlO° nal Pascbmann, IRM InstrumentlElectrons et aI., [1985] 
Giotto RP AI-EESAlelectrons 3.79 90° 0.10 360ox4° 2.3 Reme,etaI. [19871 
Cluster PEACE 4.15 90° 0.165 1800 x5.27° 1.74 Johnstone, et HEEAlelectrons aI., [1997] 
Cluster CIS-HIAlions 3.9 900 0.18 3600 x8° 2.49 Reme,etaI., [1997] 
New SWAP/ions 6.77 122° 0.085 276°xlO° 3.29 McComas, et Horizons aI., [2008] 
STEREO SWEAlElectrons 3.89 90° 0.17 3600 x12002 0.97 Sauvaud, et aI., [2008] 
I. na:Value not available m reference. 
2. Electrostatic deflection used to sweep a-FOV through :1:600 
4.4.2 Toroidal Top-Hat ESA. 
The top-hat configuration has also been extended to toroidal ESA geometries by 
Young, et a1. [1988]. The geometry is shown in figure 18. 
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Figure 19: Toroidal top-hat design (after Young, et al., (19881). 
This is a variation of the weak toroid geometry. Roffin the figure is equivalent to the 
major radius RM introduced earlier. The total bending angle, y, is the sum of 8th, the top-
hat opening angle, and the angle subtended by the outer plate 80. The curved portions of 
the plates are met at 8th by a flat plate of radius RA = Roff + RJ sineath). The distance 
between the inner and top-hat plate, ~z, is a free parameter which can be adjusted to 
maximize transmission. 
4.4.3 Spberical-Toroid Top-Hat ESA. 
Another weak-configuration toroidal top-hat was used in the Cluster Ion 
Spectrometry Composition and Distribution Function analyzer (CIS-CODIF) [Reme, et 
al. 1997]. In this configuration a spherical profile is used at the ESA entrance instead of 
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a flat plate (Fig. 19). The curvatures of the spherical and toroidal sections of the inner 
plate are tangent. 
/ 
I 
';';::~~+--I--L---------- ----------------------
Figure 20: Spherical-toroidal top-hat ESA construction (after Reme, et al.[19971). 
This design is similar to the toroidal top-hat ESA. The major and minor radii are RM=Roff 
and Rm=Ro. As shown in this figure, tangent matching of the toroidal (R1) and spherical 
(R3) profiles of the inner plate occurs at 8 th. ~ is a free parameter which can be adjusted 
to maximize transmission. The total bending angle, y, is the sum of 8th, the top-hat 
opening angle, and the angle subtended by the outer plate 80. 
60 
4.4.4 Cusp ESA 
The cusp ESA design is based on that of Kasahara, et al. [2006]. This ESA 
possesses cylindrical symmetry, but is not considered a top-hat ESA because it does not 
have a plate centered over the analyzer entrance and particles are not accepted across the 
symmetry axis. This design is complicated; fourteen construction parameters define the 
geometry. Construction of the cusp analyzer is shown in figure 20. 
W, 
eml. 
emar-----+--+------- .~ ... 
[(R+ARl2)sin\jJ)/2 +81, WI 
[(R+ARl2)sin\jJ)/2 +81, 
Figure 21: Cusp ESA construction (after Kasahara, et ale [20061) 
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The construction parameters are included in table 4. 
T bl 4 C a e : onstruct on parameters of the cusp ES A 
Construction Description Parameter 
R Inner plate radius 
dR Plate separation 
1/1 Bending angle 
dAu Offset radius U))per ESA section 
dAI Offset radius lower ESA section 
Ru Matching radius U))))el' ESA section 
RI Matching radius lower ESA section 
Wu Gao in inner plate U))))er section 
WI Gap in outer plate lower section 
d Distance from ESA exit to detector 
1/10 ESA cutback angle 
emin UDDer Collimator assy. angle 
emAX Lower Collimator assy. angle 
dZ Distance of detector from ESA exit 
From the definitions in Table 4, RJ = R, R2 = R +~, and y = 'II. The upper and 
lower sections of the ESA have two different RM values. For the upper section RM is: 
(32) 
And for the lower section: 
(33) 
While based on the geometry of a weak-toroid, it can be seen in figure 20 that the 
major radii of the upper and lower section are reflected across the axis of symmetry This 
geometry is best described as a frustrated toroid. 
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4.4.5 Trumpet ESA 
The trumpet ESA is based on the design ofMoestue [1973], and was used for the 
Automatic Space Plasma Experiment with Rotating Analyzer (ASPERA) on board the 
Phobos spacecraft [Lundin, et aI.,1989]. This ESA geometry is a variation of the strong 
toroid. The construction of this ESA is shown in figure 21. 
Figure 22: Trumpet ESA construction (after Lundin, et aI., [19891). 
As shown in this figure the major radius is larger than the minor radius (RM > Rm = Ro = 
[R2+R1]/2). y in this geometry is the angle subtended by both ESA plates. 
4.4.6 Toroidal ESAs in Space Missions 
Toroidal ESAs are now used frequently in space plasma research. Their 
astigmatic focusing properties facilitate coupling the ESA to mass-analysis components 
[Young, et aI., 1998; Lundin, et aI.,1989; Shelley, et aI., 1995]. The following table gives 
a sample of rotationally symmetric toroidal ESAs which have been used in space 
missions. 
63 
TblST idlESAs di a e : oro a use n soace DI asma IDISS10ns 
Mission Instrument! R".(cm)1 AEIE n Mas. Reference Species RM(cm) y (eV/eV) (1m) 
ASPERN 0.08 90
0x5° 
Phobos electrons and na
l (strong 90° (electrons) (electrons) 8.5 Lundin, et 
ions toroid) 0.10 3600x3° al. [1989] (ions) (ions) 
POLAR TIMAS ESAl: 16.514.1
2 ESAl: 125.2° 0.08 314°xl00 15.73 Shelley, et ESA2:16.215.7 ESA2: 82.3° aI. [1995] 
CLUSTER CODIFlIons 6.30/1.18 90° 0.16 360ox8° 8.3<t Reme, etal. [1997] 
FAST TEAMSlIons 6.3/1.2 90° 0.15 360ox8° nat Klumpar, et 
at. [2001] 
Cassini CAPS- 6.50/1.30 104°5 0.17 160ox8.3° 7.066 Young,et IMSlIons al. [2004] 
0.08 
DS-l PEPElelectrons 33.5/8.2 11505 (electrons) 360ox506 5.58 Young,et 
and ions 0.04 aI. [2007] 
(ions) 
1. Value not gtven m reference 
2. Double Focusing ESA: ESA 1 angle focusing; ESA 2 Energy Focusing 
3. Value includes ESAs and magnetic sector 
4. Value includes time-of-flight (TOF) measurement section 
5. Value includes bending angle (Do) and top-bat opening angle (a...) 
6. Value includes time-of-flight (TOF) measurement section 
7. Electrostatic deflection used to sweep a-FOV:±45° 
8. Value includes ion section, electron section, and TOF mass measurement section. 
The progression from instruments with flat apertures and limited solid angle FOV 
to ESAs with rotational symmetry has greatly increased the amount of instantaneous 
phase space seen by a single plasma instrument, permitting measurements offs(v) to be 
made with higher time resolution and with more compact instruments. In addition, the J3-
response of the analyzer is uniform rather than having the cos(J3) dependence of a flat 
aperture. 
An ESA alone is sufficient to measure f(v) of a plasma without regard to ion 
species. As discussed previously, measurement of plasma composition, and therefore 
measurement of individual fs(v) of both major and minor species requires coupling the 
ESA to a mass analyzer. The next chapter discusses two methods used to do this. 
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5. ESAs Coupled to Mass Analyzers 
The two methods used to perform mass analysis involve combining the ESA with 
a sector magnetic field or with a carbon-foil based time-of-flight analyzer (CTOF). Each 
of these methods will be discussed in order to show how ESA optics are matched to mass 
analyzers. While not included in this thesis, modeling the optical and transmission 
properties of time-of-flight (TOF) mass measurement systems in conjunction with ESAs 
is a future application of the reverse-fly simulation technique. Therefore the operation of 
these systems will be discussed here. 
5.1 Mass Measurement with Magnetic Sectors-POLAR TIMAS 
We discuss TIMAS here to show the influence of the choice of ESA parameters to 
match the requirements to the magnetic analyzer. Attention will be given to the optical 
properties of the ESAs and their effect on the mass analysis section of the instrument. 
The toroidal imaging mass spectrograph (TIMAS) used on the POLAR mission 
couples two rotationally symmetric toroidal ESAs to a magnetic spectrograph to 
simultaneously perform energy and mass analysis of the incident plasmas. Figure 22 
shows a cross-section of this ESA from Shelley, et a1. [1995]. 
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Figure 23: The POLAR-TIM AS instrument [Shelley, et al. 1995] 
The first ESA, EAl (RM = 16.5 cm, Rm = 4.1 cm), focuses particles arriving within a = 
±5° through the primary slit (S 1 = 1.0 mm) to the entrance of a slit located past the EAl 
exit (S2 = 3.9 mm). Particles transmitted through S2 pass into the second ESA, EA2 (RM 
= 16.2 cm, Rm = 5.7 cm) and are focused in energy so that the energy distribution of 
particles exiting EA2 is nearly nl0noenergetic (FWHM energy resolution of 0.08 eV/eV). 
Because of the focusing properties of the tandem toroid sections, POLAR -TIMAS is 
referred to as a double focusing imager, i.e. , focusing occurs in both energy and angle at 
the entrance to the magnetic analyzer [Ghielmetti and Shelley 1990]. This is also an 
example of a strong toroidal ESA with RM/Rm ratios equal to 4.0 and 2.85 for the EAl 
and EA2 sections. 
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Particles exiting EA2 are introduced to the magnetic sector through the entrance 
slit S3 (width 6.8 mm). The radius of the circular path for an ion with mass ms is: 
~2Ems 
r=~-.::.... 
S qB 
(34) 
If all other values are fixed, the path radius increases with the ion mass and the ions are 
dispersed in radius. In TIMAS ions are dispersed and focused on a microchannel plate 
(MCP) as separate masses. 
Before proceeding, some time will be taken to describe microchannel plate 
detectors (MCP's). Individual ion and electron signals are too weak to be detected 
without multiplication. MCP's are electron mUltipliers used because of their speed (pulse 
rise time < I ns), wide range of available sizes, high signal gain, and long lifetimes (total 
charge output -10 coulombs). An MCP consists of a plate of lead glass which has several 
million channels etched through it and then covered on both sides by a thin metallic layer. 
Typical channel diameters are 25 J.Ul1 and fill- 60% of the total detector area. Typical 
bias voltages of 1000 V across a single plate produce gains _104. MCP's are often 
"stacked" to produce total gains of - 106 _107 in order to obtain large pulse heights and 
the high signal-to-noise ratio required for event detection. 
In TIMAS, the multiplied ion signals are registered on the MCP and counting 
rates are proportional to the relative fluxes of the different mass species present in the 
plasma. Ignoring image magnification and the relatively small differences in RM and Rm 
-RESA, the resolution of a mass spectrometer combining electric and magnetic fields is 
proportional to the central radius of the ESA divided by the sum of the slit widths 
[Duckworth, et al. 1986]: 
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(34a) 
This makes clear the tradeoffs between resolution and sensitivity (represented by the 
inverse proportion to slit size), and the tradeoff between instrument size and resolution 
(represented by direct proportion to REsA). The reported value of mass resolution for the 
TIMAS instrument is energy dependent and has a range of2-5. 
S.2 Carbon Foil Time-or-Flight Mass Measurement-Cassini CAPS-IMS 
We discuss Cassini CAPS-IMS here to show the influence of the choice ofESA 
parameters to match the requirements of the TOP analyzer. Attention will be given to the 
paths of particles within the TOP region as a result of the ESA parameters. 
The Cassini plasma spectrometer-ion mass spectrometer (CAPS-IMS) [Young, et 
at, 2004] couples a carbon foil time-of-flight (CTOP) analyzer to a toroidal top-hat ESA 
to perform energy and mass analysis of the plasmas in the neighborhood of Sa tum. IMS 
has the following construction parameters: RM = 1.3 cm, Rm =6.5 cm, AR = .4 cm and y 
=104°. Pigure 23 shows a diagram ofthe CAPS IMS instrument. 
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Figure 24: The Cassini CAPS-lMS instrument [Young, et al. 2004). 
IMS uses straight-through (ST) and LEF (linear electric field - electrostatic mirror) TOF 
methods to perform mass analysis. Ions enter the ESA through the entrance collimator 
and are transmitted to the analyzer exit. The plate radii and bending angle are optimized 
so that the ~-angle focus occurs in a -15 kV acceleration region between the ESA exit and 
the thin carbon foils (~O.5 J..lg/cm2) . The accelerated ions then impact and penetrate one of 
the 8 circularly arranged carbon foils. 
The choice of ESA optics must take into account the requirements of the TOF 
analyzer. For example, the angle (slope) of the foils has to be matched by the ESA 
bending angle, particularly in the case of LEF optics. As seen in figure 24, the ESA exit 
and the foils are parallel, which results in roughly normal incidence of particle 
trajectories at the foil. The reflectron optics of the LEF are optimized so that particle 
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paths within the region tenninate on the upper detector. If the foils and ESA exit are not 
parallel, the paths taken in the may be too vertical (for a smaller bending angle) or too 
horizontal (for a larger bending angle) to the paths to terminate correctly. 
The -15 kV acceleration voltage increases the particle velocity and therefore the 
probability of foil penetration. Ion interactions within the foil liberate electrons from the 
rear of the foil. Electrons emitted into the TOF region have rapid and unifonn transit 
times (~5 ns) to the detector. Because they are emitted with a few eV they are strongly 
focused on position sensitive detectors (ST anodes) giving the f3 entrance angle of the 
ion. The electrons also provide start signals for the TOF measurement. 
Ions, having greater mass, travel much more slowly (typically 15 - 500 ns) than 
electrons in the TOF region. Collisions with carbon atoms in the foil decrease the kinetic 
energy of the ion and cause angular scattering of the ion path. The majority of "ions" 
enter the TOF region in a neutral charge state, having picked-up an electron from the foil. 
Ions travel through the TOF section to the MCP where they create a signal that stops the 
TOF measurement. To avoid ambiguity, TOF start and stop signals are registered on 
different parts of the detector or, in the case of the LEF, on an entirely separate detector. 
Neutral, negatively charged, and positively charged ions with E/q >- 15.5 keY 
proceed to the stop (ST) detector located at the bottom of the TOF region. Neutral 
particles, unaffected by the field, travel to the stop detector with the velocity which they 
exited the foil. The TOF for a neutral atom with mass m is: 
r=22.85L~ (35) 
where t is in ns, L, the flight length, is in em, m has units of AMU and E is: 
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(36) 
in units ofkeV. VacceJ is the acceleration potential (-15 kV) and AEfoil is the energy loss 
term. 
Negatively charged ions exiting the foil will experience positive acceleration in 
the LEF resulting in faster TOF times than neutrals. Positively charged ions with E/q >-
15.5 keV/e will experience deceleration in the LEF resulting in slower TOF times than 
neutrals. The mass resolution for particles striking the bottom (ST) detector is: 
(37) 
The contributions in 37 are independent and add as root sum of squares. The energy term 
includes the spread in ion energies leaving the ESA and energy straggling from the foil. 
The variation in the flight length, ~IL, comes from the angular scattering of the ions by 
the foil. Time resolution, fl:th:, is the ''jitter'' caused by the MCP pulses and time 
measurement by the TOF electronics. 
The mass range of the instrument increases with the length of the TOF section. 
While this also increases the mass separation, it does not increase the mass resolution 
because t increases for all species if no time focusing occurs. The reported mass 
resolution is 8 for straight through operation (ST) . 
5.3 Comparison of Composition Measurement Methods 
Before going further, it is important to compare both techniques used for 
composition measurement. As discussed above the mass resolution of a coupled ESA 
magnetic sector spectrometer is inversely proportional to slit width which decreases the 
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geometric factor and sensitivity in exchange for higher resolution. In a CTOF system, the 
slit size is essentially the ESA plate spacing which is much larger. Comparing the mass 
resolutions ofTIMAS and CAPS-IMS, mlrun:::: 5 versus 8 respectively, and slit sizes, 
~ESA > S} or S3, CTOF has the advantage of higher transmission for approximately the 
same resolution. 
From equation 34, the radius of ion paths increases with the square root of 
energy. With a fixed value of B, composition measurement at higher energies and 
masses become problematic because trajectory radii increase as the square root. 
Moreover the mass dispersion (separation of mass lines) decreases, reducing resolution. 
Conversely the primary problem with TOF analyzers arises at low rather than high 
energies and masses. At low energies and high masses ion velocities are low and 
scattering and energy straggling in the foils (or even penetration at extremely low 
velocities) becomes problematic. This is alleviated for low velocity ions by using post-
ESA acceleration voltages of>- lOkV. Post acceleration increases transmission 
probabilities through the foil and in addition improves detector efficiencies which are 
mass and energy dependent. Typically the combination of foil transmission and detector 
efficiencies results in an overall instrument efficiency of -30%. In the case of magnetic 
sectors, for example TIMAS, the entrance slit is smaller than the ESA plate spacing; S I 
on TIMAS is 1 rnm whereas the ESA spacing ~ is 4 rnm resulting in a geometric factor 
(G) advantage of 4 in this case .. Evidence of this comes from the geometric factors of 
TIMAS and CAPS-IMS. On the one hand, the total geometric factor of TIMAS is GTIMAS 
= 0.1 to 7 x 10-2 cm2 sr eV/eV (high to low energy respectively). where the range in 
values comes from the energy dependent mass measurement of the magnetic sector. On 
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the other hand GIMs = 5.0 x 10-3 cm2 sr eV/eV but it has (1600 /3600 ) = 4/9 the J3-FOV of 
TIMAS and is 40 % of the radius (from ratio of mean plate radii for the two instruments). 
Scaling IMS to the TIMAS mean radius and J3-FOV gives a normalized G = (9/4) 
(1I0.40) GIMs=2.8x 10-2 cm2 sr eV/eV. Thus GIMS is comparable to GTIMAS in the mid 
energy range (-few keY) and larger at higher energies. TIMAS has a higher geometric 
factor (G) at low energies because of pre-acceleration before the ESA. In consideration 
that resolution and sensitivity are more critical at higher energies in space plasmas, CTOF 
is the preferred method of plasma composition measurement in magnetospheric plasmas. 
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6. ESA Design Using the Reverse-Fly Simulation 
Technique 
As discussed previously in chapter 3, numerical simulations are a cost effective 
way to optimize ESA design in the resolution, sensitivity and resource trade space. The 
traditional simulation method is to start particles outside of the ESA and use the 
trajectories which are transmitted to the detector to determine the ESAs transmission 
characteristics. Simulation by this method is relatively inefficient. Filling the 
transmission space of the ESA in energy, a. and /3 angles, and the physical aperture space 
requires starting a considerable number of particles (-20 million or more). The 
transmission efficiencies for simulations conducted in this manner are rarely greater than 
0.1 %, which means that collecting 200000 or fewer transmitted particles requires flying 
up to 1000 times this number. Acquiring this number of particles is a minimum 
requirement for determining the various transmission passbands of these instruments 
within some statistical uncertainty (counting errors go as ...In where n is the number of 
counts in a bin, the larger the number of counts, the less the uncertainty in measurement), 
Acquiring particle data in the conventional simulation manner results in a very inefficient 
use of computer time and lengthens the time spent evaluating different ESA designs. 
Moreover, with the traditional simulation method some particle trajectories at the edges 
of the passbands may be missed leading to ''tails'' or crosstalk between energy or angle 
channels that might appear later in the construction and testing phase of development. 
Another reason for this number of particles is the possibility to simulate the operation of 
a TOF system. Comparing simulation results to the test results of a TOF system requires 
giving similar consideration to timing errors. This is particularly important because of 
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electronic noise sources present in the test instrument, which are absent in the simulation 
and which are difficult to model. 
Computer simulations however provide options that are not available in the 
laboratory. One option that has not been taken advantage of is to fly particles in reverse: 
particles started at the detector are flown "inside-out", i.e., in the direction opposite to 
conventional methods which are "outside-in" as illustrated in figure 25 Particles 
transmitted from starting positions on the detector will map the energy, angle and 
aperture transmission space outside the ESA corresponding to their normally forward-
flown trajectories. 
1 2 2 1 
ESA Entrance Detector 
Figure 25: Reverse Trajectories in an ESA. 
These two trajectories define the endpoints of the ESA transmission envelope shown in 
figure 8. The notion of reverse flight is based on assumptions derived from the 
traditional analytical treatments of ESAs. 
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The first assumption, that the limiting particle trajectories are unique to the 
geometry and construction parameters of the ESA, is shown in by the limiting trajectories 
which define the limits of its transmission space. So if the energy, angle, and position 
values for these trajectories are known outside the ESA, then the distributions can be 
uniquely bracketed by the values of the limiting trajectories. Constraining these 
distributions means that starting particle values will be generated more efficiently, 
requiring fewer particles to be flown. 
From the transfer matrix treatment, the vector of energy and angle (which 
correspond to vector velocity) and location values of a particle at the detector, (E, a., (3, 
r)det, are computed by transforming the vector at the ESA entrance (E, a., (3, r)entrance using 
the ESA transfer matrix. According to matrix mathematics, operating on (E, a., (3, r)det 
with the inverse of the transfer matrix, will give values outside the ESA. The benefit here 
is that the phase space in which particles are generated is much smaller at the detector 
than outside the ESA. This also means that uniformly filling the detector surface and 
flying particles backward will show the transmission space of all possible trajectories 
seen by that portion of the detector. 
Introduced here, the reverse-fly technique takes advantage of both of these 
properties. Limiting trajectories are mapped from the detector outward. The energy, 
angle, and positional values determined from these trajectories are used to bracket a 
distribution of particles which are randomized in initial position, energy, and angle at the 
detector and launched "backwards" through the ESA. Their final energy, velocity, and 
position are recorded outside of the instrument where the influence of the electric field is 
negligible. Analyzing the transmitted trajectories allows determination of ESA properties 
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such as resolution and sensitivity. In the sections that follow this technique will be 
described, verified by comparison to ESA test results, and used to evaluate the best ESA 
geometries for space plasma research. As will be shown, this technique provides 
accurate results in minimal time, which is useful for rapidly evaluating and comparing 
multiple instrument designs without the need for costly prototyping. 
6.1 The Reverse-Fly Simulation Technique 
In the modeling and simulations that follow we will adhere to the engineering 
convention that instrument and optical dimensions are given in mm. However, following 
science convention, areas will be quoted in cm2• 
The reverse-fly simulation technique requires two steps. In the first step the 
limiting trajectories of the ESA are found which defines the limits of the transmission 
envelope. In the second step, the envelope is filled with a uniform distribution of 
particles which is randomized in position, energy, and angle and flown from a section of 
a detector. Symmetry is used to extend the results to other parts of the detector. The data 
(energy, velocity, and position of transmitted particles) are collected at a plane located 
outside the ESA and used to determine the transmission characteristics (L\E/E, dO., and G) 
of the ESA. A detailed description of these steps in included in the following sections. 
6.1.1 Determination of Limiting Trajectories 
Determining the limiting trajectories of an ESA requires flying a distribution of 
particles that is regularly spaced in position energy and angle backward from strategic 
points at the detector. A total of eleven trajectories are required to define the 
transmission envelope. Five of these trajectories define the acceptance envelope for 
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particles incident with ~=O0 at the ESA entrance, corresponding to the endpoints of the 
envelopes shown in figure 8. The remaining six trajectories define the extremes of ~ seen 
by the instrument out of the meridianal plane of the instrument, i.e., for ~*Oo. The first 
two trajectories originate from ~e extreme radii of the detector from which particle 
transmission occurs, Rmax and Rmin. To find Rmax, particles are started from just inside the 
outer analyzer plate with regular spacing in y, 8 and energy. The transform from R to y is 
made because the initial release points of particles are along the positive y-axis and from 
because the initial angles are confined to the x-y place which only depends on 8; the 
value of"" the angle in the x-z plane is fixed at 00 The starting x-position for all 
particles is the surface of the detector (Xdet= constant). The coordinate system used in the 
simulations is the internal coordinate system of the SIMION program. Figure 25 shows 
this coordinate system and the angular definitions. 
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Z-Axi 
Figure 26: Simulation coordinate system and angular definitions. 
Pictured in figure 25 is the geometry of a spherical top-hat ESA projected into a 3-
dimensional rectangular coordinate system. The system center coincides with the center 
of the detector location which is sized and placed in order to cover all possible 
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trajectories exiting the ESA. The analyzer symmetry axis is aligned with the x-axis and 8 
is measured in the x-y plane as shown in the central figure. 'If is measured in the x-z 
plane. 
In the initial run trajectory starting points are coarsely spaced (8y = 0.1 mm, 88 = 
1.0°, 8E = 2-5 eV) to ensure that the radial, angular and energy ranges are fully covered. 
Some intuition is required when running these initial simulations particularly in 
understanding the ESA transmission characteristics. In an ESA at a given inner plate 
voltage, higher energy particles will impact the detector at larger radial values as shown 
in figure 7. This means that in reverse flight the energy values of particles leaving the 
detector will be higher when attempting to find R max, so for a given voltage the energies 
should be higher than E=kEsAV from equation 13). Also, as shown in figure 25, lower 
values of 8 are required; trajectories originating closer to the outer ESA plate with 
positive 8 will bypass the space between the ESA plates and hit the inner surface of the 
grounding plate. Bracketing values of radius, angle and energy are found from the 
results of the first run. This process of re-bracketing and re-spacing the particle 
distribution continues until a maximum radial value is found for which a single or several 
8-E combinations are transmitted and outside of which no transmission occurs. This 
determines Rmax. For the present studies, the precision in the final radial, angle and 
energy values is 8y=O.01 mm, 88=0.01°, 8KE=0.1 eV. The values are recorded and the 
search for Rmin and its associated 8-E values begins and proceeds in the same manner. 
The differences are that lower particle energies and larger 8 are used. When a minimum 
radial value is found for which one or several 8-E combinations are transmitted and 
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inside of which no transmission occurs then Rmin is defined. The radial, energy and angle 
values are then recorded. 
The next series of 9-E values is found by flying particles from the mid radius, 
Rmid defmed as: 
(38) 
From a fixed radial value of Rmid, particles are flown with regular spacing in energy and 
9-angle. The ",-angle is still fixed at 0° and trajectories are confined to the x-y plane. 
Three limiting trajectories are determined from this point. One is the highest E, smallest 
9 (9min) combination for which transmission occurs. The second is the lowest E, largest 9 
(9max) combination for which transmission occurs from this radius. The third trajectory 
has a fixed radius Rmid and angle, 9mid given by: 
(39) 
With the fixed values of radius and angle, determining the energy of this trajectory is 
done by visual inspection. The energy of a particle from Rmid is adjusted until its 
trajectory intersects the cross-over of the two previous trajectories. This is shown in 
figure 26. 
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Figure 27: Using the cross-over point to determine the central ray energy. 
This is the only trajectory which is found without using regular spacing in E and 8, and is 
done manually. When this is achieved, the five rays defining the E-8 transmission 
envelope in the x-y (~=OO) plane have been found. These are referred to as the ESA 
meridian trajectories. Figure 27 shows these trajectories for a spherical top-hat ESA. 
x 
• 
y z 
Figure 28: Meridian trajectories of a spherical top-hat ESA. 
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Trajectories originating from the extreme radii, Rmax and Rmin, are indicated by red traces 
while particle trajectories in blue originate from Rmid• 
Following the determination of meridian trajectories, the limiting trajectories 
which are not confined to the x-y plane must be found. To find these, particles are flown 
from fixed radial values (~, ~, Rmax) with regular spacing in E, 9, and '1'. Again the 
first run values are coarsely spaced (BE = 2-5 eV, B9 = 1.0°, B'I'= 1.0°). At the 
completion of each run, bracketing values are changed and the spacing is made finer. 
The limiting trajectories from each point are determined when an E-9-'I' combination is 
found from each of the radial points for which one or several particles are transmitted and 
no other combination of values outside of these are transmitted. The fmal precision of 
the determined values is the same as for meridian trajectories (39 = B'I' = 0.01 0, BE = 0.1 
eV). Up to this point, eight trajectories are accounted for, but as discussed previously 
eleven are required for defining the envelope. The other three trajectories are found by 
multiplying 'I' by -1, while keeping the values of R, E, and 9 the same making them 
reflections about the x-y plane. These six trajectories are referred to as the off-meridian 
limiting trajectories. All eleven trajectories (cross section and isometric views) are 
shown in figure 28. 
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Figure 29: Meridian and off-meridian trajectories of a spherical top-hat ESA. 
In figure 28, the symmetry axis of the ESA is indicated by the vertically oriented red line 
in the cross-section view (top), and the diagonally oriented red line in the three 
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dimensional representation (bottom). Again, the blue particle traces originate from Rmid, 
the red traces from Rmax and Rmin. The R, E, 9, and \If values of these eleven trajectories 
defme the transmission envelope from a radial line lying on the detector surface. 
However, the transmission properties for an entire detector section are desired. This 
requires rotation of the transmission envelope. 
6.1.2 Rotation of the Transmission Envelope 
To determine the 9 and \If angles required for flying particles from a detector 
section with angular width ~<P, the transmission envelope needs to be rotated through the 
extremes of angle <Pmin and <Pmax defming the detector location and width. The definition 
of the <P angle is shown in figure 29. 
V-Axis 
Figure 30: Definition of the ~ angle. The detector in this figure is the solid brown circle centered at 
the origin 
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Figure 29 is a view from the positive x-axis looking in towards the origin. cp is measured 
in the y-z plane and has the convention that positive cp values are counterclockwise 
rotations in this plane. For each particle trajectory the velocity magnitude is determined 
fromE by: 
(40) 
where ms is the particle mass. The rectangular velocity components of the particle, Vx, Vy 
and v z, are determined using: 
Vy = I~ sin(B) (41) 
where the definition of w is: 
w=lvlcos(B) (42) 
Rotation of the velocity components through an angle cp is performed using: 
[v:J [1 0 0 J[vxJ v~ = 0 cos(~) sin(~) Vy 
v: 0 - sin(~) cos(~) Vz 
(43) 
which is the rotation of the velocity coordinate system about the x-axis by an angle cpo In 
equation 44 the primed components correspond to values following the transformation. 
The transformed Vy and Vz components are then substituted into the following equation to 
determine transformed value of 9: 
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(44) 
The transformed value of", is determined using: 
(45) 
where the atan2 function has the following properties: 
tan-I(~) x>O 
~+tan-t~) y~O,x<O 
atan2(y, x) = _ ~ + tan -I ( ~ ) y < O,x < 0 (46) 
~ 
Y > O,x = 0 
2 
~ 
Y < O,x=O 
2 
undefined y = O,x =0 
To produce the following figure, the velocity and position values were rotated through 
angles cI> = ±0.5°. Following the transformations, the e and", angles for each trajectory 
are computed and the particles are then launched from the detector. 
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Figure 31: Rotated transmission envelopes for' angles of -0.5°,0°, and 0.5° in a spherical top-hat 
ESA. 
The view in this figure is from the top of the analyzer looking down. The particle trace 
color scheme remains the same as in previous figures (blue: Rmin and Rmax, red: Rmid). 
This completes the frrst step of the reverse fly process in which the information required 
to for bracketing the particle distribution has been found. The next section will show 
how these values are used. 
6.1.3 Bracketing the Random Particle Distribution 
The R, E, 9, and \If found in the previous step are inspected for maximum and 
minimum values. Rmin and Rmax are used to bracket the R coordinates of particle origins 
at the detector. The values of <I> (<!>nunlmax) through which the envelope is rotated are used 
to bracket the <I> coordinates of particle origins at the detector. With these bracketing 
values the positions of particle origination (y,z) are: 
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y=Rcos(¢) 
z = Rsin(¢) 
(47) 
where R and cj> are randomized values in the ranges Rmin::S R::S Rmax, and cl>min::S cj> ::s cl>max. 
The maximum and minimum values of e, and '" are determined from the 33 
characteristic trajectories. To ensure that the transmission space is adequately filled in e 
and", it is necessary to overfill this space. To do this, ten times the precision to which 
the angular values are determined is added to/subtracted from the maximum/minimum 
values. For example, consider an ESA with maximum and minimum e angles of9.01 ° 
and -10.35°. Since the precision to which they are determined is 0.01°, the e values used 
to bracket the particle distribution are emax=9.01°+ [(10.0) (0.01°)] = 9.11 ° and emin=-
10.35°-[(10.0)(0.01°)] =-10.45°. The", angle is given the same treatment. 
Similarly it is necessary to overfill the energy space. The maximum and 
minimum values ofE found from the envelope trajectories are used to compute the 
difference, ~Esim. Then 20% of this value is added to/subtracted from the 
maximum/minimum values of E. These arbitrary limits were used extensively in the 
simulation procedure and were found to provide adequate overfilling of the energy 
transmission space 
6.1.4 Envelope Filling Methods- Desired Number! Desired Density 
With the bracketing values ofR, cj>, e, "', and E established, the trajectory 
envelope can be filled using one of two methods. In the first method, a pre-determined 
number of transmitted particles is declared, for example 3 x 1 05• This requires running a 
short simulation (usually -1 x 105 particles) to determine percentage transmission (the 
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ratio of transmitted to launched particles). In most cases this run requires less than two 
minutes to complete for transmission of ~1500 particles or ~1.5%. To collect 3x105 
transmitted particles then requires a simulation with 3xl05/0.015 = 2xl07 particles. 
Simulation times increase linearly with the number of particles, so a simulation this size 
usually requires ~ 7 -10 hours. 
In the second envelope filling method, a desired uniform particle density is flown 
from each unit of detector phase space. This requires computing the phase volume from 
the detector using the ranges of energy, 'II, 9 and the area of the detector from which 
particles are flown. The quantities L\Esim, L\'II, and L\9 are the differences between the 
maximum and minimum bracketing values determined in the previous section. The 
detector area is computed from: 
(48) 
Where L\cI>=4>max-«Pmin and ~=Rrnax-Rmin. With these values determined, the phase 
volume launched from the detector is computed from: 
(49) 
The number of particles launched is computed from the product of the desired particle 
density and the phase volume. An ESA with ~sim=lOOO eV, L\9 = 0.38 radians, L\'11 = 
0.87 radians and ~et=2.5 mm2 has Vphase=826.5 eV sr mm2• For a uniform particle 
density of 30000 eVI sr-l mm-2 from the detector, approximately 25xl06 particles need to 
be launched. 
The first filling method (desired number) is more useful for determining 
transmission properties of a particular instrument. The second method (desired density) 
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is useful for comparing the relative transmission properties between instruments, but the 
limitation is that ESA models with smaller phase volumes will have fewer particles 
launched and therefore fewer transmitted. Since the transmitted particles are used to 
quantify the ESA transmission properties, fewer particles may result in inadequate 
statistics. In view of these factors, the method of desired number is preferred. 
6.1.5 Geometric and Operational Considerations of the Reverse Fly Technique 
Before proceeding to the comparison of reverse fly results to ESA test data, there 
are some additional factors to consider. The simulations presented previously for ESA 
models apply when the ESA exit normal and detector normal are aligned. The same 
method can be applied regardless of whether the detector (or foil) lies on a conical or 
other surface as in the case oflMS foils (figure 24). Perhaps the most complex situation 
to model and understand is the case of time-dependent electric fields which occurs when, 
a radio-frequency (RF) voltage is applied to the ESA [Burch et aI., 2005]. The following 
discussion wit.l show that the reverse flight method is applicable to these situations with 
minimal modifications. 
While the reverse fly technique was conceived with instruments possessing 
rotational symmetry, the technique is adaptable to geometries which do not possess this 
property. In the case of a spherical ESA with a planar aperture, rotation of the limiting 
envelope of trajectories for a line of detector space at 4>=00 allows determination of the 
flux dependence as a function of (3-incidence at the aperture. Figure 14 shows the 
envelope for (3=00 incidence (A) and (3;t:O° (B). 
Some ESAs use superimposed radio frequency (RF) voltages for attenuation of 
lighter mass ion species and a corresponding increase in dynamic range [Burch, et aI., 
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2005]. How this method works will be discussed later in this chapter (section 6.2.3), but 
suffice it to say that in this case ESA particle transmission is position, energy, angle and 
also time dependent. 
This concludes the description of the reverse-fly simulation technique. In the next 
section this technique is applied in a series of tests to exhibit its accuracy and efficiency. 
6.2. Applications of the Reverse-Fly Technique 
In the following sections, different applications of the reverse-fly simulation 
technique are discussed. In the first two sections, the simulation results are compared to 
test data from existing instruments. In the third section, simulation results are compared 
to test data from the engineering test unit (ETU) of the MMS-HPCA instrument, 
particularly with respect to the mass dependent transmission and position resolution of 
the instrument. In the fourth and final section reverse-fly results are used to compare the 
transmission properties of five cylindrically symmetric ESAs which have the same 
energy resolution but different geometry. All of the simulations are performed with the 
SIMION 8.OTM program. 
6.2.1 WIND PESA-H 
The WIND proton electrostatic analyzer-high geometric factor (PESA-H) 
instrument is a spherical top-hat ESA similar to the design proposed originally by 
Carlson, et al. [1982]. The top-hat opening half angle is 19°, a total bending angle (y) of 
90°, and inner and outer plate radii of37.5 mm and 40.3 mm respectively. The 
separation between the top-hat plate and the inner ESA plate is 5.6 mm (double the inner-
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outer plate separation). Figure 32 from Lin, et al. [1995] shows the instrument cross-
section. 
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Figure 32: The WIND Energetic Particle Investigation Instrument [Lin, et al. 19951 . 
The cross-section of the WIND-PESA-H instrument is on the left of the dashed center 
[f{E 
SHielD 
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line in the figure (labeled PH in the diagram). PESA-H has minimal aperture collimation 
and has a large geometric factor to deal with low levels of proton flux. Right of the 
dashed center line is a cross-section of the PESA-L (P-protons and L low geometric 
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factor) and the EESA-L (E-electrons and low geometric factor) very similar ESAs which 
were not simulated. 
A model of PESA-H was constructed for the simulations. Dimensional 
information on the aperture collimation was not provided in the reference but is so open 
that it is assumed to be irrelevant for simulation. In addition the distance between the 
collimation plates is left arbitrarily large (32.0 mm) to allow maximum transmission. 
The cross-section of the simulation model is shown in figure 33. Note that all instruments 
presented in these simulations are surrounded by a grounded cylindrical housing. 
o 
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Figure 33: Simulation geometry of PESA-H instrument. 
For the purposes of simulation, the voltages of the outer plate and the detector 
placed 3.0 mm below the analyzer exit are set to OV (ground). The potential on the inner 
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ESA plate (R = 37.5 mm) is set to -277 V. Of 10 million (10439700) flown, 350354 were 
collected. The particles were flown uniformly from a 0.20 section of the detector and 
transmitted particle data is collected outside the ESA at y = -77.5 mm. The simulation 
took 10 hours to complete. 
The FWHM energy resolution is determined by histogramming the energy values 
of particles collected outside the analyzer (figure 34). 
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Figure 34: Energy spectrum determined from simulation results. 
The measured half maximum width of the energy passband is 303.3 e V and the 
center acceptance energy is 1758.3 eV. The FWHM energy resolution determined from 
simulation is 0.172 eV/eV. A sample k versus counts passband (where k is the analyzer 
constant) is included in the reference [Lin, et aI. , 1995]. This same plot can be made for 
the energy histogram by dividing the energy of each bin (from equation 13) by the ESA 
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voltage. This can be directly compared to the experimentally derived plot from the 
reference in figure 35. 
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Figure 35: Comparison of Simulation Energy-ESA Voltage Ratio to WIND-PESA-H instrument. 
The energy-ESA voltage ratio is shown for the simulated data (left) and the PESA-H instrument 
(right). 
The passband shapes are similar. The PESA-H instrument has a larger analyzer constant 
(6.6 vs. 6.3). A more correct value of the energy resolution of the experimental 
instrument is determined from the ratio ~k1k as shown in the figure. This gives a FWHM 
energy resolution 0.23 eV/eV for the PESA-H instrument which differs from the 
simulation result by 6%. The reason for the broadening of the test passband is unknown. 
However it is possible that the calibration beam was not monoenergetic. A Gaussian 
beam with ~EIE~3% can explain the broader passband. 
The a-angles of the particles outside of the analyzer are determined from: 
(50) 
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where the velocity components are the values collected outside of the ESA. 
The simulated angle passband is histogrammed in 0.5° bins and plotted at the left 
in figure 36. This response curve is compared to the calibration curve of the PESA-H 
shown at right. 
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Figure 36: Azimuthal Response of Simulated Instrument compared to PESA-H Calibration Data. 
The plot at the right shows the azimuthal angle response of the simulated instrument. The right plot 
from Lin et al. [1995) shows the instrument response determined from calibration. 
The simulation result is plotted with a truncated range for direct comparison. The 
response curves of the experiment and simulation are quite similar. The central 
acceptance angle and the FWHM acceptance both show agreement. The full range of the 
simulated analyzer is ~23°. The full range of the PESA-H instrument is reported as 14°, 
but as can be seen in the figure, the range approaches 15°. The simulation result can be 
explained by the lack of collimati<?n in the model. The arbitrarily large opening between 
the top plate and lower housing (32.0 mm) would allow more negative a angles to enter 
the analyzer. There is good agreement in the positive direction where trajectories are 
truncated by the outer plate while negative angles are cut offby collimation. To 
determine the geometric factor of the ESA from the simulation results the energies, 
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angles and positions outside the ESA are histogrammed in five dimensions (E, a, ~, x, z) 
and then nonnalized to the maximum bin counts and summed over all five dimensions. 
The geometric factor of the simulated analyzer is computed from: 
(51) 
where E, and BE, are the bin energies and bin size, Ba is the bin size, Bx, and Bz are the 
bin sizes of the x and z locations of the particles outside the ESA. ~ and B~ are the bin 
centers and bin sizes where ~ is computed from: 
(52) 
and the velocity components are the values outside of the ESA. Gij,k,I,m are the relative 
transmission values which have the range 0:5 Gij,k.l,m:5 1. The units of geometric factor 
are [cm2 steradians eV/eV]. 
The geometric factor computed for a 0.2 degree section of detector is 2.85xI0-s 
cm2 sr eV/eV. To compare this to the published value of the PESA-H instrument, we 
assume rotational symmetry and multiply by 1800 (360%.2°=1800) to determine G for 
the entire analyzer. The total simulated G is then 5. 13x 10-2 cm2 sr eV/eV. The published 
value ofG is 1.5xlO-2 cm2 sr eV/eV. This includes efficiency factors for the MCP 
detector (.50) and post-analyzer grid (.75). Multiplying the G determined from the 
simulation by these values gives G = 1.9x 1 0-2 cm2 sr eV/eV, which agrees well with the 
published value. 
Overall, simulation results agree with the published values for this instrument, 
with no large deviations in the transmission characteristics. With respect to the energy 
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response shown in figure 35, the experimental energy bins are coarser than those used for 
the simulation data which could lead slight to overestimation of the FWHM. The same 
can be said of the a-angle binning shown in figure 36, although there is much better 
agreement between simuation and published values. 
A comparative summary of the transmission characteristics is provided in table 6. 
The possible reasons for the deviations in energy resolution, azimuthal FOV and the total 
instrument geometric factor have already been discussed, but in addition to the factors 
previously addressed, inadequate filling of the instrument response envelope by the 
calibration beam is also a possibility. This is because even a wide beam which fills the 
spatial, energy and a-angle space of the instrument has mostly normal incidence and very 
little spread in 13. This means that in order to fill the l3-space, the beam must be translated 
and rotated across the instrument aperture; a capability which many laboratories do not 
have. 
Table 6: Transmission Properties of WIND PESA-H (Test vs. Simulation) 
Property Test Value Simulation Results Difference 
(AE/E)FWHM ~.23 eVieV 0.172 eV/eV 0.058 eV/eV 
(Aa)FWHM 8.1 0 (.141 radians) 8.80 (.154 radians) 0.70 (0.013 radians) 
G 1.5x 10-' em' sr eV/eV 1.9xlO-< em" sr eV/eV O.4x 10-" em" sr e V leV 
6.2.221tTA 
The 2nTA of Young, et al. [1988] is a toroidal top-hat ESA. The cross-section of 
this instrument is shown in figure 37. 
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Figure 37: 21t Toroidal ESA [young, et at. 1988] 
The ESA dimensions are given in table 7. 
Table 7: 21tTA Dimensions 
Labeled Value Dimension 
RA 40.7 mm 
RI 80.0mm 
R2 100.Omm 
fiR 5.0mm 
60 75 0 
Zo 28.2mm 
ZI 24.4 mm 
Note that in this table you use cm and in others you use mm- it would be better to pick 
one unit and stick with it. Typically in space engineering mm are used for part 
dimensions but science uses cm for areas. At least make tables consistent. The curved 
portion of the inner plate abuts a flat section 15° from the vertical. The radius of the flat 
section is RA• The total ESA bending angle y= 90°. The collimator Zo and top plate 
spacing ZI distances are adjustable, but the values used in testing are those included in 
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the table. In order to study the imaging properties of the analyzer during lab tests, the 
location of the imaging MCP was adjustable as well with locations ranging from 10 mm 
to 40 mm from the ESA exit. 
To conform to other simulations, the model plate radii and spacing values were 
reduced by half and the results scaled to the mean radius of the plates R1• The simulation 
model is shown in figure 38. 
~~I --------------------~--~--------------~ 
+ 
Figure 38: Simulation geometry for 21t T A. 
The offset radius is 1 cm, plate separation is 2.5 mm, R]=40.0 mm and R2= 50.0 mm 
based on figure 37. The toroidal section angle and the bending angle are identical to that 
of the instrument. The radius of the flat section, RA, is 20.35 mm. The top hat plate and 
collimator plate spacings are Zo=14.90 mm and Z]=13.35 mm. These values are to scale 
but slightly larger than their counterparts in the experimental model. A comparison of 
the dimensions is given in table 8. 
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Table 8: ComparIson of Test Model and Simulation DimensIOns 
Dimension Value from Table 7 
40.7mm 
80.0 mm 
100.0 mm 
5.0mm 
Zo 28.2 mm 
24.4 mm 
Scaled Simulation 
Model 
20.35 mm 
40.0mm 
50.0mm 
2.5mm 
14.90 mm 
13.35mm 
Scale 
2:1 
2:1 
2:1 
2:1 
1: 1 
1.9:1 
1.8:1 
For simulation purposes, the voltages of the outer housing, outer ESA plate and 
the detector are set to 0 V (ground). The voltage placed on the inner ESA plate (R=38.75 
mm) is -277 V. TABLE Of 14,799,300 particles flown from a 0.20 detector section over 
a 10 hour period, 421988 (2.85%) were transmitted and collected at the plane y = -77.5 
mm, which is outside the ESA. The energy resolution, a-resolution, integrated energy-a 
resolution and geometric factor were determined with the methods shown in the previous 
section. 
The passbands for the instrument (right) and the simulation (left) are shown in 
figure 39. 
1dOOO . 
E=2127.1 eV 
1.0 4OOOCI : C 
in ~ >-E" 0,8 (I) 
c: 
W 
(.) 
: ~ AE/E=O.20 eV/eV lI> 0.6 :-c 
B. 
2 lOOCIO ~ c 
,:) 0 .4 0 
(.) 
'0 
.~ fClOC» ~ 
Ci 0 .2 
e 
0 
z 
1600 1800 2000 2200 2400 2600 2800 3000 
Kinetic Energy (5 eVfBin) 
102 
J'l1 
Figure 39 : Energy passbands of simulated 2:n;T A and experimental model. 
(Note in figure 39 that the axes differ in that simulation data is plotted against particle 
energy while the experimental data is plotted against the inner ESA plate voltage, which 
are almost exactly equivalent.) The simulated energy resolution is 0.20 eV/eV while the 
experimental result is 0.18 eV/eV. The shape of the passbands on the high energy side of 
the distributions is similar however they differ on the lower energy side and there appears 
to be more low energy tailing in the experimental data, possibly because of the 
differences between simulation and experimental methods of treating the beam behavior 
as it enters the ESA. In the simulation, particle energy is changed while the ESA voltage 
remains constant. In the experiment, the beam energy is held constant while the ESA 
voltage is changed. On the one hand, acquiring data in the same manner as the laboratory 
is possible in simulations but requires more computer time because changing the voltage 
is a programmatic function. On the other hand, changing the beam energy in the lab is 
more difficult than changing the ESA voltage. It requires less time to fill the energy-
angle-position transmission space of an ESA with static voltage than to cycle the ESA 
voltage and reorient the beam. The difference in overall energy resolution is slight 
considering the differences in collimation and the possibility that the experimental beam 
may not have filled the aperture in (3. 
The a-passbands derived from simulation (left) and experiment (right) are shown 
in figure 40. 
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Figure 40: Simulated and experimental a-angle passbands. 
Asymmetry is apparent in both passbands. As discussed previously, the asymmetry 
results from the top-hat configuration; positive a FOV is occluded by the outer plate. The 
width of the passband determined from simulations is 1.1 ° larger than the experimental 
result. The experimental passband displays a local minimum at a~ 1 ° and a shelf 
structure at a~4°. The shelf may be due to beam vignetting where the collimation 
structure occludes a portion of the beam. The half a-FOV can be approximated by the 
ratio (Zo/2R2) for the simulation and test models. With this approximation the FWFM is 
~ 17° from simulations and ~ 16° from experiment, a 1 ° difference. This suggests that, as 
is the case for energy response, differences in the a-passbands can be attributed to 
differences in entrance collimation and simulation vs. experimental methods. 
The integrated energy-angle response, <~E/E ~a>, reported in Young et al. is 
1.17x lO-2 eV/eV rads. The integrated energy-angle response of the simulation models is 
determined by histogramming the energy-angle data and normalizing it to the bin with 
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the maximum number of counts. The integrated response is computed by a weighted sum 
as: 
(53) 
where BE and BOo are the sizes of the energy and angle bins and the Ei' s are the locations 
of the bin centers in energy. RiJ are the relative transmission values which have the range 
0::; RiJ::; 1. The energy-angle response of the simulated data, using equation, 55 is 
1.32x10-2 eV/eV rads, in good agreement with experimental results. With the 
considerations of instrument collimation and possible insufficient filling of the aperture, 
the difference between the experimental and simulation values is not significant. 
The geometric factor of the experimental model was computed using equation 14. 
In testing, the effective aperture area was determined by using a pencil ion beam 
(diameter=O.7 mm) rastered across the analyzer entrance (the x' direction in figure 37). 
The instrument response to the pencil beam location is shown in figure 41 in the right 
hand plot showing that the instrument has a half-maximum beam acceptance of 4.22 cm. 
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Figure 41: Aperture width simulation (left) and experiment (right) 
Note the similarities in the shapes of these distributions, particularly the concavity of the 
response across their centers. This is an interesting result which demonstrates that the 
simulation can accurately and in detail reproduce the behavior of the test instrument, 
despite obvious differences in simulation and experimental methods. The effective area 
of the test instrument is determined from the product of the beam acceptance width and 
the plate spacing of the test model: Aeff= (4.22 cm) (0.5 cm) = 2.11 cm2. Assuming 
uniform coverage in ~~ in the lab, and (~E/E ~a) calculated for a detector width of 22.5° 
and ~~=0.3927 radians, the geometric factor G of the test model (from equation 14) is: 
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G=Aeff(~ ~a)~p 
=2.11cm2 (1.17XIO-2radians:~).3927radians (54) 
= 9.63 x 10-3 cm2 sr eV 
eV 
The Aeff of the simulation model is determined by the product of the half-
maximum response width in Z, shown in the left hand plot in figure 41 (3.26 cm) and the 
plate spacing 0.25 cm; AeCF 0.815 cm2. Because the analyzer dimensions were scaled for 
the simulation the result has to be re-scaled to the original geometry. Recall from 
equation 17 that GocR2 oIk3• The simulation and test ESAs have the same k-value, but Ro 
of the simulation model is half that of the test model. The G of the simulation model, 
according to this proportionality, should be closer to y.. of the geometric factor of the test 
instrument. However if the same f3-angle coverage is assumed and the (~EIE ~a) value 
determined for the simulation model is used then G= 4.23xlO-3 cm2 sr eV/eV which 
scales to 1.69xl0-2 cm2 sr eV/eV. This result is problematic because it is 75% larger than 
test results from the full size analyzer. 
The problem is most likely that illumination of the aperture with a pencil beam at 
normal incidence in the lab did not account for all possible transmitted trajectories. 
Taking as a reference the diameter of the flat portion of the analyzer (2 RA) it is apparent 
that more of this space is used in the simulation than in the experimental run. The ratio 
of the FWHM acceptance width to 2 RA is 0.80. This same ratio computed for the 
experimental instrument the value is comparatively smaller: 0.52, about 54% smaller than 
the simulated value. 
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To check for differences between the experimental and simulation models, a test 
similar to Young's pencil beam raster was performed. A Gaussian pencil beam with 
central energy 2.0 keY, ~EFWHM = 10 eV, a diameter of 0.35 mm and normal incidence to 
the aperture was rastered across the entrance. The beam was centered at x=94.0 mm and 
z=O.O mm to start. Figure 42 shows how this test was run in the simulation geometry. 
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Figure 42: Aperture width beam test for the 21tTA. 
F or reference, the lower collimator plate is positioned at x = 91.15 mm in the simulation 
and z=o is located at the center of the instrument. The z location of the beam in the lower 
figure is 10.2 mm. The beam transmission is constant across the aperture for -8.5 mm :S z 
:S 8.5 mm. Outside of this range the transmission begins to decrease as shown at right. 
Transmission to the detector decreases to half efficiency when z = ±10.1 mm. So the 
effective aperture width determined from simulation is 20.2 mm. The half maximum 
aperture width of an ESA which is twice this size is twice this value: 40.4 mm which 
agrees well with the FWHM of the pencil beam response shown in figure 42 (right hand 
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plot) and confinns that the experimental and simulated models produce nearly the same 
result, giving confidence in the simulation. 
Considering the test result, RA = 4.07 cm is scaled by 2 for the width and 0.80 for 
the portion sensitive to particle transmission. This increases to the effective width to 6.51 
cm which when multiplied by the plate spacing (0.50 cm) gives Aeff= 3.256 cm2• If this 
area is used instead of 2.11 cm2 in equation 57, the computed geometric factor increases 
to 1.5xlO-2 cm2 sr eV/eV. The scaled ratio ofG-values for the simulated analyzer to the 
full size analyzer is 0.273 which is much closer to the result of 0.25 expected from 
analyzer scaling, a difference of ~9%. Of additional significance is the close agreement 
within 0.15% between (lillIE I!..a) for the test and simulation data. 
Traditionally, detenninations of G for ESAs assume unifonn transmission across 
the aperture. The left hand plot in figure 41 shows that this assumption may not be 
accurate. There are positions of increased relative transmission within the aperture due 
to the differences in energy-angle acceptance between these locations. The same is also 
true along the vertical span of the aperture. Figure 43 shows a two dimensional plot of 
the aperture area response of the simulated 21tTA. 
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Figure 43: Analyzer aperture response determined from simulation of the 21tTA. 
The simulation data are taken at y=-77.5 mm (outside of the ESA collimator at 51.25 
mm). The centers of the transmission hot points for this analyzer are located 13.5 mm 
from the center of the aperture at 3.0 mm above the lower collimator plate. Note that 
these hot spots also map down to the detector surface. In other words a uniform beam at 
the entrance aperture will cause hot spots on the detector which has to be taken into 
account because of possible damage to detectors. This is an important result which has 
not been observed previously and which should be considered in the process of 
laboratory instrument calibration. 
110 
1.000 
0.9063 
0.7930 
0 .6797 
0.5664 
0.4531 
0.3398 
0.2266 
0.1133 
0.000 
This is an important result. It is evident that evaluating the transmission character 
of the aperture, which is a key to understanding instrument response, is far too resource 
intensive for laboratory investigation. For example, in the fig1,lfe the positions of particles 
are binned in Ilz = Ax = 0.5 Mm. In the laboratory, this same sampling would require 1) 
moving the ion source to each of the locations in the figure, 2) changing the ESA voltage, 
and 3) moving the instrument in (l and J3 orientation relative to the beam direction. 
Assuming 40.0 mm are covered in both the x and z directions in 1.0 mm increments, 
rastering the beam through 15° in (l and 10° in J3 in 1.0° increments and assuming 30 
second acquisitions in energy (ESA Voltage) for say 50 steps, then ~[(402)(15)(10)(50)(30 
secs)]/[3600 secs/hr] = 105 hours would be required to acquire the data. This is clearly 
not feasible in a laboratory environment, thus simulations are an important contribution 
to instrument design and development as well as to performance verification. 
Because of non-uniform transmission, a more accurate G can be calculated by 
taking positional dependence into account. Using equation 53 the simulations give G = 
4.6xlO-5 cm2 sr eV/eV for a 0.2° detector section. Then G for a 22.5° detector section 
(G22.5 0 ) is 112.5 (22.5°/.2° = 112.5) times this value or 5.18xlO-3 sr eV/eV. When scaled 
to the 21tTA G = 2.07xlO-2 sr eV/eV, which is more than twice the value determined 
using equation 56. This means that Gosling's approximation (equation 14) can 
significantly underestimate the geometric factor of some ESAs, particularly those with 
large top-hat-like apertures. The Gosling method has been used repeatedly for ESAs in 
space plasma missions. Recalling that j(E) oc G-1 from equation 3 errors in G can lead to 
similar errors in estimating f(v) and moments derived from it. Both design and calibration 
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can benefit from reducing the error in estimates of G and we suggest that equation 53 is 
more accurate and should be favored over the more traditional method. 
Overall, we have shown good agreement between simulation and experimental 
results. Energy and angle passbands display closely similar shapes and resolutions and 
the integrated energy-angle responses are very close. While G for the experimental and 
simulated instruments differ, the lab data allow these differences to be accounted for in 
the simulation. A comparative summary of the transmission characteristics is provided in 
table 9. 
Table 9: Transmission Properties of 2KT A (Test vs. Simulation) 
Property Test Value Simulation Results Difference 
(&EIE)FWHM .18 eV/eV .20eV/eV 0.02 eV/eV 
(&a)FWHM 7.60 (.13 radians) 8.70 (.15 radians) 1.1 0 (0.020 radians) 
<&EIE&a> 1.17xl0-:< eV/eV radians 1.31xlO-:t eV/eV radians 0.14 xlO-:< eV/eV radians 
G 9.63xlO-3 crn2 sr eV/eV 5.18xlO-
3 crnz Sf eV/eV 1. Ix 1O-:t crn:t sr eV/eV (scaled) 
(for Ro/2 ESA) 
6.2.3 MMS-HPCA 
The hot plasma composition analyzer (HPCA) for the Magnetospheric Multi-scale 
(MMS) mission is a plasma mass spectrometer with a toroidal top-hat ESA coupled to a 
CTOF analyzer (figure 44). The HPCA, scheduled for launch in 2014, is designed to 
investigate the role of ion composition in the process of magnetic reconnection. 
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Figure 44: MMS-HPCA dimensions. 
The ESA is divided into two parts; a 37° upper section, which during operation 
has a static voltage, and a 73° lower section which is electrically decoupled from the 
upper. During operation the lower and upper sections can be held at the same DC voltage 
or, in order to reject high fluxes of solar wind protons entering during reconnection, the 
upper is held at DC with a radio-frequency (RF) voltage superimposed on the DC applied 
to the lower section [Burch, et ai. , 2005]. Proton suppression allows measurements of 
low-abundance, higher mass species such as He+, He2+, 0 +. At a few MHz, the RF field 
acts as a velocity selector altering the trajectories of all species inside the ESA. At the 
same energy in the ESA high velocity ions (i.e., protons) see only a single oscillation of 
the electric field and are deflected more than heavier, slower species. Proton trajectories 
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are altered significantly enough that they collide with an ESA plate, which prevents them 
from reaching the detector. Higher mass species see more cycles of the field which 
causes the forces to average out allowing the ions to be transmitted more 
efficiently.He2+ are somewhat affected by the RF and 0 + not at all. MMS-HPCA uses a 
straight through CTOF mass analyzer described earlier. 
Upon exiting the ESA, ions are accelerated by 15 k V into the carbon foils. and 
then to the TOF analyzer Within the TOP region, electrons are steered by curved 
electrodes to an MCP which sits above another MCP (so-called Z-stack configuration) 
and then to 1 of 16 position sensitive start detectors distributed in a circle and centered at 
intervals of 22.5°. The signals of neutrals and ions are registered on a series of concentric 
rings sitting beneath the two MCP's. Figure 45 shows the anode of the HPCA instrument. 
Figure 45: MMS-HPCA Anode 
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The outer pads use start signals from the electrons to resolve the ~-angle flux dependence 
using a delay-line encoding technique. Ions are detected on a concentric ring array which 
also uses the delay-line technique to encode position. Passage of the ion through the foil 
changes the direction of travel and decreases its kinetic energy. While no measures can 
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be taken to correct for the energy loss, the rings allow TOF to be corrected for the angular 
scattering. 
The reverse fly technique has been employed to investigate the mass-dependent 
transmission and TOF correction capabilities of the HPCA. Since it is entering the 
construction/calibration phase of development, full details of the analysis are available 
and discussed in the following sections. 
6.2.3.1 Collecting a Reverse-Fly Population 
Collecting a reverse-fly population for the MMS-HPCA is different from previous 
cases because the simulation involves time-varying fields. A total of 262997 particles 
were collected in a reverse-fly RF simulation. The ESA voltage on the 73° and 37° 
sections was set at -190 V, corresponding to 1.0 keY ions. A peak-to-peak RF voltage of 
Vpp= 225 V with frequency off=5.5 MHz was placed on the lower ESA section. Based 
on laboratory data, a 2% leakage of RF to the upper ESA section is assumed in the 
simulation, which slightly affects ion trajectories before they enter the lower section. As 
in the other simulations, particles are released from a 0.2° section of the foil (which is 
effectively treated as the detector for the first part of the simulation) at randomized start 
times and flown backwards through the ESA. For the simulation, the mass of the 
particles is set at 100 AMV. With this mass the transmission should be unaffected by RF 
fields approach the behavior at DC. The energies, velocities, start and end times of the 
particle trajectories are recorded. 
Details of the population of transmitted ions are very useful. Recall that the initial 
parameters of position, angle, energy and time (at the foil) and final values (outside the 
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ESA) are collected during the reverse-fly simulation. The values collected outside the 
instrument can be used to make a forward-flying population of ions which can be used to 
determine mass dependent transmission. The initial launching positions of the particles 
are those recorded in the reverse-fly simulation. The directions of the ion trajectories are 
inverted using the mass, energy, and angular values recorded outside the ESA. The 
"birth-time" of the particle in the RF field is determined from the difference between the 
start time (inside) and the stop time (outside). With the trajectories inverted and using the 
calculated birth-time, the mass dependent transmission with the RF applied to the lower 
dome can be determined by changing the ion mass (from 100 AMU to 1,4 or, 16 AMU 
corresponding to W, He +, or 0+). Since the initial conditions of each ion are already 
known, the only data required is the identity of ions transmitted to the anode (the ion 
index number which is the row in the SIMION ion file which contains the initial 
conditions ofthe particle. This was discussed in section 3.3.9). 
Determining the ion hit positions on the position sensitive anode involves 
inverting the trajectories of the ions at the starting positions on the foil which is where the 
reverse fly population was launched. The scattering and energy loss in the foil depends 
on the ion species and can be modeled in the simulation using an appropriate analytical 
approach derived from empirical data. Ions exiting the foil produce a forward-flying 
population which is used to examine ion behavior in the TOF region. In the diagram 
below, the extreme rays of both ion popUlations, from outside the ESA and from the foil, 
are shown. 
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Figure 46: MMS-HPCA characteristic ray transmission. 
Ion data collected with the reverse-fly method can be used to accurately simulate all 
aspects ofMMS-HPCA operation. In figure 46, black rays represent the paths of the 
particles from outside the instrument to the carbon foil. Green rays are the paths of these 
same particles from the carbon foil to the top MCP. Also note the position of the two 
foci. One occurs between the plates of the analyzer while the other is located in the 
acceleration region just above the carbon foil. This shows that the ion optical properties 
of the ESA are accurately represented by the simulation, demonstrating that the 
simulations can handle both foil physics and reverse fly trajectories accurately. 
Moreover, in future applications of this technique, time-of-flight mass spectra with a 
CTOF system will be modeled for particles originating from outside the instrument and at 
given RF-voltage settings. 
In the sections which follow, the versatility of the reverse-fly technique will be 
demonstrated by comparing its results to the results of the MMS-HPCA experimental 
model. 
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6.2.3.2 Transmission Comparison with no RF 
For a baseline comparison, the test data of protons with no RF applied to the 
lower ESA section is compared to simulation results. The energy and a-angles of the 
particles transmitted from outside the ESA were histogrammed (section 6.2.2) and 
represent the transmission envelope. This is plotted along with data from the prototype 
HPCA in figure 48. 
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Figure 47: Proton transmission without RF. Experimental (left) and Simulation (right) results. 
Recall that the number of particles from simulation was 262997. The associated data 
from these particles is sufficient to produce smooth closed contours even with finer 
binning in energy and angle than the test data. This would not be possible with few 
collected trajectories. The two contours correspond to tenth-maximum and half-
maximum transmission. Side by side comparison shows similarities in both angle and 
energy ranges. The gridding of the experimental data (oEIE = 0.54 eV/eV and 00. = 1°) is 
naturally coarser than that of the simulation data (oE/E = 0.01 eV/eV, 00. = 0.5°) as 
discussed earlier. Experimental data was acquired by illuminating the instrument with a 
1 ke V beam. The ESA voltage and instrument orientation with respect to the beam were 
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scanned to acquire the full data set. The integrated values of the experimentally derived 
and simulation envelopes display good agreement despite the differences in acquisition 
and gridding; 7.56x10-3 eV/eV radians (experimental), and 7.31x10-3 eV/eV radians 
(determined from simulation). 
6.2.3.3 Radio Frequency Attenuation of Protons 
The inverted ion population from the previous test was used to detennine the 
attenuation caused by different RF voltage values. Three RF voltage settings were 
applied and the simulation and experimental results are shown in table 10. 
T bl 10 P a e : roton tranSIDlSSJon or varIOUS RF settmgs 
RF setting Proton Transmission Proton Transmission Difference (%) (Experiment) (Simulation) 
154 V at 6.52 MHz 0.088 0. 11 6 88.4% 
228 Vat 6.52 MHz 0.004 0.017 325.0% 
187 V at 8.86 MHz 0.284 0.226 20.4% 
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Figure 48: Time of flight spectra with and without RF applied. The peaks correspond to protons 
(H+-20.0 ns), H2+ (-28.0 ns), He+ (37.0 ns) and N+ (-78.5 ns). Peaks beyond -90.0 ns are due to 
Water, Carbon Dioxide and Diatomic Nitrogen. Color corresponds to RF voltage placed on lower 
ESA dome (see legend). 
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The ratio [H+ transmission (RF)/ H+ transmission (DC)] for experimental data is 
determined from the counts in the proton peak of the TOF spectra (-20.0 ns) for each of 
the RF settings. The simulation data is determined from the ratio of particles transmitted 
with the RF setting to the ratio without RF. The simulation results for RF settings 
Vpp=154 f= 6.52 MHz and RF Vpp=187 f= 8.86 MHz deviate slightly from the 
experimental values. The attenuation predicted from simulation of the Vpp= 228, f= 6.52 
MHz case is 4.25 times less than the observed result. However during the tests, the RF 
voltage and frequency were read from analog data from lab equipment and converted to 
physical values. It is possible that the conversion values were incorrect causing an error 
in the observed values of RF voltage and frequency. From the attenuation seen in the 
experimental result, the voltage appears to be higher in amplitude resulting in larger 
relative attenuation. 
6.2.3.4 RF Attenuation of Heavier Species 
The same TOF spectrum in Figure 48 can be used to estimate the mass dependent 
attenuation of higher mass species; specifically He+ (-37.0 ns) and N+ (-78.0 ns). The 
attenuation levels relative to protons are determined by the ratio [ion transmission (RF)/ 
ion transmission (no RF)]. Comparison of data for He + is given in table 11. 
Table 11: Helium (He+- transmission at RF 
RF setting He + Transmission He + Transmission Difference (%) (Experiment) (Simulation) 
154 V at 6.52 MHz 0.532 0.600 12.8% 
228 V at 6.52 MHz 0.311 0.372 19.6% 
187 Vat 8.86 MHz 0.548 0.683 24.6% 
The simulation overestimates the transmission of the He + ions. The simulation values 
differ from the experimental values by less at f= 6.52 MHz. The difference between the 
two values at 8.86 MHz is approximately twice the difference of the previous values. 
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The differences between simulated and observed values of He + attenuation are not as 
severe as those for protons. The simulation behaves as if the voltage placed on the lower 
ESA dome is larger than the voltage on the test instrument. The same analysis was 
performed for the W peaks with results shown in table 12. 
Table 12: Nitrogen (N+ transmission at RF 
RF setting N+ Transmission N+ Transmission Difference (0/0) (Experiment) (Simulation) 
154 V at 6.52 MHz 1.0 0.86 14.0% 
228 V at 6.52 MHz 0.97 0.725 25.3% 
187 V at 8.86 MHz 0.94 0.891 5.2% 
The simulation consistently underestimates the transmission ofW for the RF, but the 
disagreements between observed and simulated values are less than those observed for 
protons. Similar to the proton result, the simulation behaves as if the RF voltage applied 
to the inner dome is lower in amplitude than the voltage applied to the test instrument. 
The deviation is most pronounced for Vpp=154 V at 6.52 MHz, and Vpp=228 V at 6.52 
MHz. The difference is less between the 8.86 MHz values. 
The reason for the differences is unknown. As discussed previously, given that 
tests were performed on early prototype electronics, there could be errors in the readout 
of RF amplitude and frequency. The values determined from simulation exhibit expected 
behavior; attenuation increases with increasing voltage, and attenuation of protons with 
E/q = 1.0 keV/e is optimized at f~ 5.5 MHz. 
6.2.3.5 Anode Ring Impact Position 
The starting locations, energies and angles of the ions passing through the foil are 
used to investigate the distribution of ion impact locations on the MCP. This position 
information allows correction for angular scattering of ions by correcting the length of 
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the ion trajectory. In the simulation, the angular scattering and energy loss of the ions is 
determined using Allegrini, et al. [2006]. The simulation is performed with neutral 
oxygen atoms, which scatter the most of any ion species of interest and so provide a 
worst-case scenario at E/q = 1.0 keY. The y,z positions of the ions at the anode are 
recorded and superimposed on the anode (Figure 49). 
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Figure 49: Neutral oxygen distribution on the MCP. 
Only the first 1000 hits are plotted. The red contours correspond to the tenth and half-
maximum ranges of the stop distribution. In figure 50 we compare stop positions as a 
nmction of distance from the center for a mixed species beam (H2, H20 , N, N2). 
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Figure 50: Comparison of radial hit positions on the MCP. 
Simulations predict that the center of the ion distribution is located at r = 17 mm, 
which is in agreement with the central ray in figure 44. The experimental data shows 
peaks at 22 mm and 26 mm. Recall that the position for the experimental result is 
determined by signal propagation along a delay line, and it is likely that the shift in 
location is due to systematic delay errors. The reason for the bimodal distribution of 
stops in the experimental data is unknown but is currently being investigated using the 
simulation results for comparison. 
6.3 Comparison of ESA Geometries 
In the previous section we have shown that the reverse-fly simulation technique 
gives good to excellent agreement with published or recently acquired lab data. Now in 
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this section the reverse-fly technique is used to investigate and compare the transmission 
properties of the five different ESA geometries discussed in section 4.4. 
To provide an equal scale of comparison, two requirements were imposed. Based 
on the fact that ~a and ~EIE are coupled, the first requirement is that the FWHM energy 
resolution of the ESA be 0.18 ± 0.01 eV/eV, this then constrains ~a. The second 
requirement is a size constraint; the functional portions of the ESA (curved analyzer 
plates) must fit within a cylinder of radius 40.3 ± 0.05 mm, where the uncertainty results 
from the gridding ofthe potential array in SIMION 8.0™ (1 grid unit is 0.05 mm). The 
bending angle of all the ESA models is 90° Based on the extensive use of this bending 
angle for top-hat ESAs in the literature ([Lin, et aI., 1995, Reme, et a1.,1997, Carlson,et 
aI., 2001, McFadden, et aI., 2008], and the majority of the top-hat instruments in Table 3. 
As might be expected for flight instruments the 90° bending angle also gives reasonably 
good UV rejection. One observation which was made earlier is that regardless of the ESA 
geometry, increasing the bending angle, for a constant RoI ~R, will increase resolution 
and decrease sensitivity; which means that evaluating the transmission properties of a 90° 
ESA is a starting point for comparing instrument designs and optimization. The 
construction of each ESA is discussed in the following sections. In these descriptions the 
value K will be used to represent the ratio of the mean radius to twice the ESA plate 
spacing; K = RoI2~R. This notation is used to distinguish this value from the analyzer 
constant given in equation 13 and to provide a shorthand expression for the construction 
parameters Ro and ~R . 
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6.3.1 Spherical Top-Hat ESA 
The spherical top-hat ESA model is virtually identical to the ESA used in the 
PESA-H instrument, introduced in section 6.2.1, with one difference: no external 
collimation is used so that the full transmission properties can be investigated. This 
combination of construction values gives K= RoI2~ = 6.95, and an analyzer bending 
angle y = 80 + 8th = 90°. No modification is required for this geometry to meet the energy 
resolution requirement (0.172 eV/eV). The FWHM a-resolution of the ESA is 8.62°. 
The dimensions corresponding to those shown in Figure 17 are included in the following 
table. 
T bl 13 S' I' S h . I h a e : Imu ation sp erlca top-l at co nstruction parameters 
Dimension 
from Figure Simulation Model 
17 
Ro 38.9mm 
Rl 37.5 mm 
Rz 40.3mm 
9th 19° 
90 71° 
M...!et 3.0mm 
6.3.2 Toroidal Top-Hat ESA 
This ESA design is based on that of the 2nTA of Young, et al. [1988]. This 
geometry was described in sections 4.4.2 and 6.2.2. Since the geometry is a toroid, the 
curved plates are offset by a distance RM from the symmetry axis of the ESA. The ratio 
RMlRm is conserved from the Young model (Row'Ro= 114). The construction values 
corresponding to the labeled dimensions in Figure 18 are shown in the following table: 
Table 14 S' I' T 'd IT H ESA Construction : Imu ation orOl a . Op-l at 
Dimension 
from Figure Simulation Model 
18 
Rolf 7.91 mm 
Ro 31.6mm 
Rl 30.8mm 
Rz 32.4mm 
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&z 0.98 
9th 15 0 
90 750 
6z..., 3.0mm 
The analyzer bending angle is y = 80 + 8th = 900 • The radial constraint is satisfied by the 
inner portion of the outer plate 900 from the vertical. As with the spherical top-hat ESA, 
no external collimation was used for the simulation model. 
To meet the energy resolution requirement for this ESA geometry, the following 
formula was derived in order to determine the construction values required for a 
particular K value: 
40.3mm Ro=-=---
Roff 1 1 1+--+-Ro K 4 
(55) 
where 40.3 mm is the radial constraint imposed on the geometry. The offset radius is then 
RoI4 and the plate spacing is Ro/4K. In practice, with the bending angle held constant at 
900 , the value of K was varied in reverse-fly simulations were conducted for ESAs with 
K = 5.55, 6.94,8.83, and 17.7. The empirical relationship between K and (LlliIE)FWHM is 
then:: 
( ~E) = 1.3681 X K-O.876 
E FWHM 
in units of eV/eV. The associated FWHM angle resolution is: 
(~a )FWHM = 0.5782 X K-·576 
in radians. Using the relationship shown in equation 58, a value of K = 10.1 was 
(56) 
(57) 
determined to satisfy the resolution requirement. This value of K is not however possible 
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with the potential array gridding of 0.05 mm/grid point. The inner plate dimension (RI = 
Ro - ~Rl2), outer plate dimension (R2 = Ro + ~2) and Rot! found with K = 10.1 in (57) 
are rounded to the nearest 0.05 mm interval and used to construct the ESA geometry. 
These values are given in table 14. The K value detennined from the dimensions in the 
table is 9.87. This Kvalue also gives (~IE)FWHM= 0.183 eV/eV, and FWHM a.-angle 
resolution of9.0°, both detennined from simulation. 
6.3.3 Spherical-Toroid Top-Hat ESA 
This design is based on the CLUSTER-CIS-CODIF instrument [Reme, et aI., 
1997] and the ratio Row'Ro= 0.188 is preserved in the simulation model. The 
construction values corresponding to the labeled dimensions in figure 19 are given in 
table 15. 
T bl 15 S h ri IT ·d a e : ;pl e ea - orOi h eli sions [Reme, et al., 1997) top-I at men 
Dimension 
from Figure Simulation Model 
19 
Raw 6.24mm 
Ro 33.2mm 
Rl 32.4mm 
R2 34.1 mm 
R3 52.7mm 
~ 64.35mm 
8th 17.9 0 
80 730 
.1zru" 3.0mm 
The radius of the spherical section is matched to the toroidal section of the inner ESA 
plate at 9th = 17.9° from the vertical with R3 = 52.70 mm. The total ESA bending angle is 
y = 90 + 9th = 90°. The radius of the top-hat plate covering the analyzer entrance is ~ = 
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64.35 mm. This makes the top hat gap 11.65 rom. No external collimation is used in the 
model. 
Spherical-toroid top-hat ESAs exhibit a K-dependence on energy resolution 
similar to toroidal top-hat ESAs. Noticing this dependence,equation 58 is used to solve 
for the value of K that is required for an energy resolution of 0.18 eV/eY. This yields K = 
10.1 which is substituted into equation 57 to solve for Ro. The one modification to this 
formula is that the ratio Row'Ro = 0.188, which reflects the different mid-plate radius to 
offset radius ratio of this ESA model (RottlRo=0.25 for Young's model). As in the case of 
the toroidal top-hat ESA, the gridding of the potential array cannot accommodate the 
suggested dimensions; as discussed potential array gridding is 0.05 mmI P A grid unit so 
ESA construction precision is to the nearest 0.05 rom interval. The values determined 
with (57) were rounded to the nearest 0.05 rom and used for the ESA model. These 
dimensions are shown in table 15. The K-value was then determined from simulation to 
be 9.78. The FWHM energy resolution is then 0.186 e V Ie V and the FWHM angle 
resolution is 10.4°. 
6.3.4 Cusp ESA 
The cusp ESA is a novel design based on that of Kasahara, et al. [2006]. 
Although it has rotational symmetry, it is not strictly considered a top-hat because there is 
no cut out in the analyzer plate over the symmetry axis. This resulting design is rather 
complicated, requiring fourteen construction parameters to defme the geometry. 
Kasahara's published dimensions are too large for these simulations (Rm=202.5 mm), and 
are scaled down. Figure 51 shows the simulation geometry (left) and the original 
Kasahara version (right). 
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Figure 51: Cusp ESA simulation geometry (left) and reference model (right) (from Kasahara et al., 
(2006)). 
The fourteen parameters in Kasahara's model and the simulation model are given in table 
16. 
T bl 16 C a e : onstructIon parameters S or re erence E A and simulatIon model 
Construction Kasahara, et al. Simulation Model Scale 
Parameter [2006J Values 
R 200mm 59.45 mm 3.36:1 
~R 5mm 4.15 mm 1.20:1 
\jI 60° 90° 1: 1.50 
Mu 30mm 9.54 mm 3.14:1 
~J...I 20mm 6.44mm 3.11:1 
Ru 15mm 4.65 mm 3.22:1 
RI 3mm 0.93 mm 3.22:1 
Wu 23.8 mm 7.40 mm 3.22:1 
WI 12.8 mm 4.00mm 3.20:1 
d 7.0mm 3.00 mm 2.33:1 
_'1'0 4° 4° 1: 1 
emin 9° 9° 1: 1 
e max 5° 5° 1: 1 
~z 5.0mm 3.0mm 1.67:1 
Two initial constraints are imposed in the construction of the simulation 
instrument. The first is that the outer plate radius (R + Llli.) is fixed at 63.6 mm. The 
second is that the maximum radial distance from the symmetry axis is 40.3 mm. The 
formula for this distance adapted from Kasahara is: 
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(58) 
where '" = 90° (In the original model", = 60°). With the constraint R2 = R + ~R = 63.6 
rom, the inner plate radius for a given value of K is determined from: 
R=4K-l~ 
4K+l 
(59) 
Inserting the value for R and ~R = R2 - R into equation 60 allows determination of ~Au. 
MI is determined from the scaling used in the original model, namely MI/~Au = 2/3. 
This fixes the shorter radial dimension to 37.2 rom for any K value: 
(60) 
Also in the Kasahara model, l!t.z = ~ which is preserved in the simulation model. 
The matching radius of the upper ESA section, Ru is determined by scaling the 
radii of the outer plates in the simulation and experimental models giving Ru = (63.6 
mml205 rom)15 mm = 4.65 mm. RI is then determined from the ratio of the radii in the 
experimental model RI = 0.93 rom. This same scaling is done for the values of W u and 
WI giving Wu = 7.40 mm and WI = 4.0 rom. The "'0, emax, and emm values are preserved 
between the simulation and experimental models. The distance from the ESA exit to the 
detector, d, is the same for all of the simulation models in this study. 
Since all of the values are scaled to the outer plate radius R, changing the K 
constant of the ESA is done by changing the inner plate radius. K values of 6.59, 8.0 and 
8.96 were simulated giving the following relationship between (AEIE)FWHM and K: 
130 
(1lE) = 1.7454 X K-1.I34 
E FWHM 
(61) 
in units of eV/eV. The associated FWHM angle resolution in radians is linearly 
dependent on K: 
(~a )FWHM = .232 - 0.0135 x K (62) 
From equation 63 a K value of 7.41 is determined to satisfy the resolution requirement. 
The energy resolution then determined from simulating the ESA with the dimensions in 
table 16 (K=7.41) is (~IE)FWHM= 0.182 eV/eV. The FWHM angle resolution is 7.5°. 
Both agree well with the values predicted using equations 63 and 64. 
6.3.5 Trumpet ESA 
The trumpet ESA is based on designs published by Moestue [1973] and Lundin, 
et aI., [1989]. In the Moestue reference, the ESA possesses cylindrical symmetry and has 
a 180° bending angle. To be consistent with other instruments in this study, a 90° model 
is chosen and the plates are centered Roff= 40.3 mm from the symmetry axis. The 
construction values corresponding to the labeled dimensions in figure 21 are given in 
table 17. 
T bl 17 T a e : t ESA C st ti P rameters rumpel on ruc on a 
Dimension 
from Figure Simulation Model 
21 
RJ 30.3 mm 
Rz 32.4mm 
Rolf 40.3mm 
y 90° 
LU.t.. 3.0mm 
The construction parameters provided in this table were derived from the conditions of 
constraint. They have been chosen to satisfy the energy resolution requirement of the 
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ESA model to the desired value (0.18 ± 0.01 eV/eV) within the radial constraint (40.3 ± 
0.05 mm) and are not based on the dimensions of any reference model. Because of the 
similarity to the cusp ESA, equation 65 was used to determine an initial estimate of K = 
7.46 to satisfy the energy resolution condition. With these dimensions the energy 
resolution determined from simulation is (LlliIE)FWHM= 0.186 eV/eV and the FWHM 
angle resolution is 7.69°. Both values differ from predictions of equations 63 and 64 by 
4%. To verify this relationship, an additional test was made using K = 8.27. The 
expected values ofFWHM energy and angle resolution in this case are 0.16 eV/eV and 
6.9°. The values determined from simulation are 0.167 eV/eV and 6.63°. Both values 
differ from the predicted values by 4%, which shows that this treatment is consistent and 
reasonably accurate. 
6.3.6 Comparison of Instrument Transmission Characteristics 
For each ESA, a total of 300000 particles were collected originating from a 0.2° 
detector section, using the reverse-fly technique. For all models, the inner plate voltage 
was -277 V while the outer housings, ESA plates and MCP's were all held at OV. The 
data were analyzed to determine the energy and a-resolution, integrated energy-a 
response, and f3 resolution of each ESA. These data are shown in table 18. 
T 8 T mi' able 1 : rans SSlon prope rti f I eel ESA es 0 se ect s 
ESAmodel FWBMenergy FWBM a-angle Integrated energy a- FWBM p-angle 
resolution resolution angle response resolution 
Spherical top-hat 0.172 eV/eV 8.62° l.llxlO·' eV/eVrads 4.70° 
Toroidal top-bat 0.182 eV/eV 9.00° 1.22 x 10-· eV/eV rads 5.13° 
Spherical-toroid top- 0.186eV/eV 10.40° 1.53xlO-2 eV/eV rads 2.43° hat 
CuspESA 0.182eV/eV 7.50° 8.76xlO-· eV/eV rads 0.73° 
TrumpetESA 0.186eV/eV 7.69° 1.63 x 10-' eV/eV rads 120° 
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Table 18 shows that the trumpet ESA has the highest transmission for the 
specified energy resolution. However, the evaluation of the transmission properties must 
be considered with respect to the energy and angle passbands. Figure 52 shows the 
differential energy passbands of each instrument. 
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-0- McFadden Toroid k=9.78 
r---r---~---r----r----r---r-----r-I Carlson Spherical k=6.95 
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Figure 52: ESA differential energy passbands. 
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It is apparent that all ESAs have very similar passbands. The trumpet analyzer 
shows some high energy excess but the half maximum portions of the passbands are the 
nearly the same by definition. 
Table 19: Enen!Y passband areas 
ESA model FWHM area FWFMarea Ratio FWHM/FWFM 
Spherical top-hat 0.1342 0.1815 0.740 
Toroidal top-hat 0.1468 0.1867 0.786 
Spherical-toroid top-hat 0.1500 0.1906 0.787 
Cusp ESA 0.1466 0.1888 0.776 
Trum..Qet ESA 0.1500 0.2062 0.727 
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The FWFM areas under the passband curves represent all of the particles transmitted 
through the analyzer. The ratio of FWHM to FWFM areas is the portion of the 
transmitted particles within the half maximum energy transmission space. The higher 
this ratio, the better the sensitivity of the instrument for a given energy resolution. As 
seen in this comparison, the trumpet ESA is the poorest performer with ~ 73 % of the 
particles attributed to the half maximum response. The spherical-toroid top-hat is the 
best performer with 78.7% of the particle throughput in the half maximum energy 
transmission space. 
This same analysis was performed for a and the passbands are shown in figure 
53 . 
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The passbands of all of the analyzers appear to be very different. Both the toroid and 
spherical-toroid ESA transmit at more negative angles meaning that their FOV's are not 
in a plane but rather are slightly conical. The cusp, trumpet, and spherical top-hat ESAs 
all have central acceptance angles approaching 0° meaning that their FOVs are flat. The 
trumpet ESA displays tailing on the negative angle side of the distribution which 
corresponds to the high energy tailing seen in the differential energy passband. Recall in 
the general discussion of ESAs provided in chapter 3 that higher energy particles enter 
the ESA with correspondingly more negative u. The complementary tailing at higher 
energies in the ~EIE passband and more negative tailing in the u passband of the trumpet 
analyzer reinforces the accuracy of the simulations. The areas of the u distributions are 
included in table 20. 
T bl 20 b d a e : a-pass an areas 
ESAmodel FWHMarea FWFMarea Ratio FWHMIFWFM 
Soherical too-hat 6.958 9.131 0.762 
Toroidal top-hat 7.390 8.875 0.893 
Spherical-toroid top-hat 8.356 9.902 0.844 
CuspESA 5.799 7.439 0.780 
TrumpetESA 6.025 8.763 0.690 
where the FWFM area represents all transmitted particles and the ratio represents the 
portion of the particles accepted within the FWHM transmission space in u. Higher 
values represent better instrument sensitivity for a given resolution. The best performing 
ESA in this category is the toroidal top-hat with 89.3% transmission. The poorest 
performer is the trumpet ESA which transmits 69% of the particles. 
The integrated energy-angle responses given in table 18 are the values for the full 
transmission space (envelopes) which are plotted in figure 54. 
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Figure 54: Integrated energy-angle acceptance space envelopes ofESA models. 
The contours in each of the plots represent tenth maximum (outer contour) and half 
maximum transmission spaces. The integrated full transmission and half transmission 
values are given in table 21. 
Table 21: Full and half maximum transmission values 
ESA model Half maximum trans. Full maximum trans. Ratio half Ifull 
Spherical top-hat 5.40x 10-J eV/eV rads 1.11 x 10-1 eV/eV rads 0.486 
Toroidal top-hat 4.37x lO-J eV/eV rads 1.22x l0-1 eV/eV rads 0.358 
Spherical-toroid top-hat 5.35 x lO-J eV/eV rads 1.53 x lO-1 eV/eV rads 0.350 
Cusp ESA 4.32x lO-J eV/eV rads 8.76x lO-J eV/eV rads 0.493 
Trumpet ESA 8.40x lO-3 eV/eV rads 1.63x lO-z eV/eV rads 0.515 
Here the trumpet ESA has the highest sensitivity with 51.5% of transmitted 
particles accepted within the half maximum transmission space. The spherical-toroid 
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ESA performs the worst in this category with 35% of particles transmitted. As seen in 
figure 54 , the size of the half maximum transmission region for the trumpet ESA is quite 
large relative to the others. The cusp and spherical top-hat perform better than the toroids 
because of the relative sizes of full and half maximum acceptance regions Both of the 
toroid models have relatively smaller ratios, but this is due to increased acceptance at 
more positive angles. Notice that the half maximum acceptance of the spherical toroid 
top-hat ESA is nearly as large as that of the spherical top hat. 
The final evaluation quantity for the ESA models in the J3-response. The J3-
passbands of four of the ESAs (spherical top-hat, toroidal top-hat, spherical-toroid top-
hat and cusp ESA) are shown in figure 55. 
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The f3- passband of the trumpet ESA is very large compared to that of the 4 other ESA 
models and is shown in figure 56. 
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Table 22: P sensitivity assuminS! external collimation. 
ESAmodel Area for Collimation :1=20 Full B-ran2e area Ratio :I=2°/full 
Spherical top-hat 3.33 5.80 0.57 
Toroidal top-hat 3.34 4.53 0.74 
Spherical-toroid top-hat 2.36 2.56 0.92 
CuspESA 1.37 1.52 0.90 
TrumpetESA 3.62 112.1 0.03 
In J3-response the spherical-toroid ESA comes out ahead with 92% of particles 
transmitted within the collimation constraint. The consequence of constraining the J3-
FOV in the trumpet is a drastic reduction in sensitivity to 3%. 
To determine the best geometry for use in space plasma physics missions, the 
overall sensitivity of the instrument is calculated from the product of the energy, n, and 
the collimation-constrained J3-FOV sensitivities. The results are ranked in table 23 in 
order of total sensitivity. 
Table 23: Sensitivity ranking of ESA models 
Constrained 
ESAmodel a sensitivity Energy sensitivity P-FOV Total Sensitivity 
sensitivity 
Spherical-toroid top-hat 0.844 0.787 0.92 0.61 
CuspESA 0.780 0.776 0.90 0.54 
Toroidal top-hat 0.893 0.786 0.74 0.52 
Spherical top-hat 0.762 0.740 0.57 0.32 
TrumpetESA 0.690 0.727 0.03 0.03 
The spherical-toroid top-hat ESA has the largest total sensitivity and has highest 
sensitivities in energy and J3. It also has the second largest half-maximum integrated 
response value (table 21). The ranking of the cusp ESA is based on the product of the 
sensitivities. This analyzer however has the smallest integrated response which may be 
an issue in some experiments because despite the slightly better sensitivity, instantaneous 
FOV is constrained. As discussed previously, measurements performed at high 
resolution require relatively more samples. So for more rapid acquisition, particularly in a 
plasma environment with rapidly changing character in energy and angle, the toroidal 
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Figure 56: ~-passband of trumpet ESA. 
The f3 coverage of the trumpet ESA approaches ±80°. In fact not all trajectories could be 
covered because the simulation space was optimized for collection of particles with f3 = 
±70°. This is an exceptionally large f3-FOV for a 0.2° detector section and indicates that 
the resolution in f3 is extremely poor. 
For purposes of comparing transmission in f3 a condition is imposed on all five 
instruments which assumes that external collimation is used to constrain the f3 FOV to 
±2°. The reason for this constraint is that for most of the models (4/5 = 80%), the 
majority of transmitted particles occur within this f3 interval. The f3-sensitivity of the 
instrument is then the ratio of the area for particles with f3 within this range to the full 
area of the distribution. Table 22 shows the results 
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top-hat may be the better option because of the larger phase space view for a given 
sensitivity. The trumpet ESA is simply inferior to other ESA designs. While exhibiting 
considerable particle throughput, its resolution, especially in 13 is not sufficient for high 
quality measurement of space plasmas. 
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7. Conclusions 
Precise measurements of space plasmas are essential to gaining a better 
understanding of the physical processes which drive the dynamics of planetary 
magnetospheres. To make these measurements, instruments must fit within strict mass, 
volume, and power constraints, while at the same time being optimized to best suit the 
measurement requirements demanded by mission science objectives. At the beginning of 
this study we introduced the reverse-fly simulation technique as a useful tool for 
optimizations that are keyed to instrument performance and size. The results of this 
study demonstrate the advantages of this technique. 
Based on comparisons between our simulations and data using the PESA-H, 
21tTA and MMS-HPCA, the reverse-fly technique has been verified as an accurate 
simulation method for determining the transmission properties of ESAs. The technique is 
a means of making certain that the entire transmission space of an ESA is filled, which in 
turn provides a thorough and significantly less resource intensive way to measure 
transmission characteristics. As discussed previously, inadequate filling of the acceptance 
space can lead to erroneous evaluation of resolution, integrated energy-angle response 
and geometric factor. A factor of two difference in estimates of G will of course increase 
statistical uncertainty by 41 % or, looked at another way, double the sampling time for the 
same precision. 
The reverse-fly technique also has the advantage that it is significantly faster than 
traditional simulation methods. This allows multiple ESA designs to be evaluated more 
rapidly, which greatly shortens the path to instrument optimization. This was shown in 
section 6.3, where selection of candidate ESAs required simulating multiple variations of 
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a single geometry. Since the limiting trajectories for each ESA were found beforehand, 
the bracketed distribution allowed more efficient particle generation and faster turnover 
time comparing candidate models. While a full simulation with 300000 particles 
required 8-10 hours to complete, a forward-fly simulation would require approximately 
100 hours of simulation, ten times longer than a reverse-fly simulation. 
In the process of instrument design selection, the issue of speed of model 
computation is more one of a.) How many models can be tried?- would simulation speed 
be fast enough to be easier than an initial analytical guess and b.) Time is money-
spending excess time waiting on multiple simulations idles the workforce and costs 
manpower resources. The reverse-fly technique answers both these issues in that a.) 
given the shorter simulation times (on the order of hours) proposed models can rapidly be 
surveyed which provides two additional benefits: rapid determination of transmission 
characteristics for candidate instruments and as shown in section 6.3, a means to 
empirically determine analytical relationships for desired resolutions which is useful for 
future efforts, and b.) with the rapid simulation times and computing resources available 
(which are mostly constrained by computer memory (RAM), which is a cheap resource 
when compared to labor), several instruments can be surveyed in parallel so that the 
aggregate time spent on evaluating these instruments is significantly decreased. So the 
use of the reverse-fly simulation technique in future efforts will contribute greatly to 
deceases in the overall costs of instrument selection and production. 
An additional and very important application will come as the MMS-HPCA 
moves into production and calibration phases. When this process begins, data will 
accumulate at a rapid pace (calibration data alone will run to tens ofterabytes). The 
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reverse-fly technique will be invaluable in two ways. There is only a limited amount of 
schedule set aside for calibration and only a single instrument of the four HPCA' s will be 
fully calibrated. The other three will receive partial calibration and simulations must be 
used to fill in the remaining areas of performance, primarily through careful interpolation 
which simulations can provide. In addition, rapid assessments of the performance of the 
novel RF attenuation and radial TOF correction capabilities will be essential to keep 
calibration on schedule. Using simulations, any deviation from anticipated performance 
can be rapidly checked and diagnosed. The process can be applied both during ground 
calibration and after the HPCA is in orbit. Finally, as the calibration phase begins and 
more data is accumulated, more opportunities to refine the reverse-fly technique will 
become available. 
Simulating the operation of a CTOF instrument coupled to an ESA has been 
difficult in the past. This is because the particles are randomly generated both outside the 
instrument and at the detector. This means that there is no correspondence between the 
values of the particles outside the instrument and at the foil. With the reverse-fly 
technique, particles are mapped in a one-to-one correspondence inside and outside the 
instrument. This means that a full transmissionITOF simulation can be run with an 
instrument. This is a future application of the reverse-fly technique. 
In the long run, in order to make better use of available of resources, 
improvements in instrument performance will continue to be necessary within the strict 
confines of available mass and volume. The best design approach is consideration of 
tradeoffs that balance performance and resource variables in a unified and rational way. 
The reverse-fly technique offers a valuable tool for reaching the goal of making and 
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flying the best possible instruments for future and ever more demanding space plasma 
missions. 
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