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Chapter 1 Introduction & Overview 
1.1 Historic Background 
Molecular systems on atomistic scales represent a fundamental many-body problem.  For over half 
a century researchers have developed computational algorithms to provide numerical solutions to molecular 
systems on an atomistic scale; indeed, such systems were one of the first applications of the digital 
computer.  In general these studies involve two distinct classes of numerical methods – molecular dynamics 
(MD) and Monte Carlo (MC) [1].  The former applies Newtonian physics to the many-body system in order 
to sample its states.    The latter leverages the principle of stochastic importance sampling (Metropolis 
sampling) [2-4] in conjunction with the principles of statistical physics theory to focus the simulation study 
on states of interest for the system.  This class of simulation codes was among the first applications studied 
with the digital computer.  Work on the methods began at Los Alamos National Laboratory in the 1940s 
with the Manhattan Project [5].  In the decades following the Second World War, the method was applied 
to study a wide range of theoretical pure fluids including 2D and 3D Ising fluids [6-11]; 2D and 3D hard 
spheres [12, 13]; Lennard-Jonesium [14-18]; and molecular chains [19-21].  In more recent decades the 
evolution of the microprocessor has enabled molecular simulations with atomic dimensionalities on the 
order 102 to 106 molecules and spatial dimensionalities of 1 to 102 nm. [22-25] 
Molecular simulation has been used extensively to study complex biomolecular systems where 
interactions are difficult to directly observe.  It has also proven a useful tool in the study of fluid mixtures 
which are often poorly described by equation of state theory.  The latter application has been enabled in 
part by advances in thermodynamic theory such as the development of the Gibbs ensemble in 1987 [26-28] 
and the application of the histogram reweighting method to grand canonical simulations [29-37].  These 
theoretical advances have afforded the ability to directly simulate neat fluids and their mixtures at phase 
coexistence.  The primary focus of this project has been the implementation of these advances in simulation 
theory to produce a fast code capable of simulating large molecular systems at phase coexistence.  A 
secondary goal of the project has been the application of this code to the production of new force field 
descriptions of pure fluids.  
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1.2 MD and MC Simulation Codes 
Since the late 1980s, a number of large publicly available molecular dynamics (MD) codes arose 
including GROMACS (“GROningen MAchine for Chemical Simulations”) [38-43], LAMMPS (“Large-
scale Atomic/Molecular Massively Parallel Simulator”) [44-51], AMBER (“Assisted Model Building with 
Energy Refinement”) [52-54], CHARMM (“Chemistry at HARvard Macromolecular Mechanics”) [55-58], 
HOOMD-Blue (“Highly Optimized Object-oriented Many-particle Dynamics”) [59-62], NAMD 
(“NAnoscale Molecular Dynamics program” – sometimes humorously referred to by its developers’ second 
acronym “Not Another Molecular Dynamics Engine”) [63-66].  These codes have attracted tens of 
thousands of academic users worldwide [67-72].  Some of their key features include: 
I. Public availability, and in most cases free licensing to academic users. 
II. Active development of code trees, many of which have been made open-sourced. 
III. Strong documentation and live support for troubleshooting. 
IV. Support for common file types (PDB for coordinates, PSF for topology, CHARMM for the force 
field) 
V. Parallel computing capabilities 
VI. Written in modern programming languages (typically c or c++). 
Today a number of popular molecular dynamics codes are free to download and easily accessible.  
Learning how to apply these codes to research problems is facilitated by strong support resources.  For 
many applications the current implementations are sufficient to be used without modification and when 
modification is necessary, these codes’ well commented, well documented, publicly-reviewed format saves 
time and effort, which would otherwise be spent on code-study and reverse engineering.  Further, MD codes 
have been highly optimized for efficient parallel processing of large and complex atomistic systems.  Many 
feature the ability to accelerate the simulation by offloading the work to graphics processing units (GPUs) 
-- powerful math coprocessors circuits that morphed from a role in the consumer entertainment space into 
a compelling tool for computing research. 
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MD engines have limitations; in their most widely distributed form they limit users to a closed 
system.  Further, setting aside various ubiquitous optimizations (GPU acceleration, spatial trees, cell lists, 
etc.), MD algorithms typically involve a complete energy recalculation with each timestep making them 
O(N2).  In contrast MC codes can often equilibrate a system or sample faster as many of their algorithms 
(e.g. inter- or intra-box molecule transfer) only compute the change in energy with respect to a single 
molecule and are hence O(N) in complexity.  Further, MC codes can use certain thermodynamic ensembles 
to directly simulate open systems and can employ advanced biasing algorithms to improve sampling 
efficiency. 
There have been a number of Monte Carlo codes developed to date including: 
 LADERA (a parallel code focused on gradient diffusion applications) [73, 74] 
 BOSS (“Biochemical and Organic Simulation System”), MCPRO (a derivative of BOSS with a 
focus on residue-based simulations and improved solvation models) [75] 
 Etomica (notably one of the only Java-based simulation codes) [76] 
 MEDEA (“Materials Exploration and Design Analysis”) Gibbs (a commercially available 
extension to the MEDEA suite of modelling tools) [77, 78] 
 DL MONTE (a Monte Carlo extension to DL POLY) [79] 
 MUSIC (“MUltipurpose SImulation Code”) [80, 81] 
 RASPA (RAndall Snurr, PAblo de Olavide) [82] 
 BIGMAC [83-85] 
 Princeton MC Code (supports Gibbs and grand canonical ensembles) [86-89] 
 Simpatico (and extension to HOOMD-Blue) [90] 
 Minnesota MC (known internally as Source3 or Source4) [21, 91] 
 MCCCS (“Monte Carlo for Complex Chemical Systems”) Towhee (an open source project 
maintained by Marcus G. Martin which branched off of the proprietary Minnesota MC simulation 
code) [92] 
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 CASSANDRA (“Computational Atomistic Simulation Software At Notre Dame for Research 
Advances”) 
A good summary of these codes capabilities can be found in the recent review by Dubbeldam, 
Torres-Knoop, and Walton [93].  Some of these codes (specifically: DL MONTE, MEDEA Gibbs, and 
Simpatico) were extensions to existing MD or QM code packages.  Others were implemented to support a 
specific kind of simulation (e.g. LADERA).  Many of these codes are generalized to support a variety of 
ensembles, support a broad range of chemical systems, and are readily for free, sometimes with open 
sources.  However, a couple of factors have held back the kind of widespread adoption and use seen with 
popular MD codes. 
One limitation has been lacking documentation.  Until recently most publicly available MC codes 
lacked extensive documentation and user support resources such as mailing list.  An exception is MCCCS 
Towhee, which has fairly good documentation and an active mailing list.  The theory behind Monte Carlo 
codes – particularly the various kinds of sampling techniques – is at times intrinsically more complex or 
less intuitive than commonly used MD simulation techniques.  Combined with lack of documentation on 
many of the codes’ capabilities, much of the usage of these codes has been limited to the groups that develop 
them.  Another factor that has led to that outcome has been the lack of support for common file types.  
While MD codes typically use standardized file formats such as PDB files for coordinates, PSF files for 
topology, and common force field specifications such as the CHARMM force field, most MC codes 
continue to use proprietary formats for these inputs.  The lack of common input formats compounds the 
issues arisen from the lacking documentation and support.  Another issue is lack of active development.  Of 
the codes above some – RASPA, CASSANDRA, MCCCS Towhee – have active development trees with 
new features and speed improvements being added on a regular basis.  Others have not seem new releases 
in some time.  Notably, for instance, the SIMPATICO project appears to be abandoned and some of its 
publicly available programs do not compile properly making it difficult to assess its functionality fully or 
make use of it.  Finally, many Monte Carlo codes are significantly slower than modern MD codes in their 
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serial implementations, and few have taken advantage of modern compute devices such as graphics 
processing units (GPUs) or field programmable gate arrays (FPGAs) which MD codes increasingly support. 
To improve the research community’s access to Monte Carlo methods it is highly desirable to make 
available a fast, open source serial code with an associated parallel computing implementation targeting 
GPUs, thorough documentation, and support for common file types.  That motivation has driven the 
development of GOMC – the simulation code central to this project.  A handful of similar efforts to GOMC 
were proposed around the same time as the start of the project detailed in this work.  In the years since, 
some of these efforts – such as SIMPATICO, an extension of HOOMD-Blue – have not yet put forth a 
release capable of supporting molecular systems or either variety of Gibbs ensemble.  Such codes at present 
have thus proven not directly comparable to the code in this work.  Overall, only one other project – 
CASSANDRA (“Computational Atomistic Simulation Software At Notre Dame for Research Advances”) 
– has achieved a public release with functionality similar to GOMC’s.  Like GOMC CASSANDRA is an 
open source code.  It supported ensembles and molecule kinds are the same as GOMC, and implements a 
similar sampling algorithm for branched topologies.  For small system sizes CASSANDRA’s molecular 
cutoff may make it slightly faster than GOMC, but for larger system sizes GOMC’s inclusion of a cell list 
makes it significantly faster.  Perhaps the most salient difference between GOMC and CASSANDRA is the 
choice of programming language: CASSANDRA is implemented in FORTRAN, an older programming 
language with less active development.  A final distinction between the two codes is observed in the input 
files to the simulation.  GOMC reuses the common file types supported by VMD (“Visual Molecular 
Dynamics”) [94], NAMD, and CHARMM, a feature that allows its systems to be quickly loaded into 
popular MD codes for further study.  By contrast like HOOMD or Towhee, CASSANDRA requires 
molecules to be implemented in a proprietary format and outputs restart configurations in a proprietary 
format, as well.  While it is possible to use scripts to convert these proprietary formats to a more common 
file type (e.g. pdb for the coordinates), it is far more convenient to simply use a code that uses the common 
convention.  Beyond those important differences, both GOMC and CASSANDRA have much in common.  
Comparative performance aside, codes are very fast relative to TOWHEE.  The features of both codes are 
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now sufficient to allow third-party users to perform science, as the applications of GOMC in this work 
illustrate.  However, it should be noted that the feature set in both codes remains more limited than 
Towhee’s although that will inevitably change in time. 
1.3 The GOMC (“GPU Optimized Monte Carlo”) Code 
The primary objective of the project presented is the development of a fast MC simulation engine.  
Requirements include support for acceleration using graphics processing units (GPUs), support for a wide 
range of molecular topologies ranging from particles up to large highly branched molecules, utilization of 
common file types for input, implementation of multiple ensembles, and inclusion of the advanced 
configurational bias Monte Carlo (CBMC) techniques necessary to accurately sample branched molecular 
topologies.  Additionally, the code is intended to focus on the objective of supporting complex molecular 
systems of up to tens of thousands of interaction sites and hence has avoided certain optimizations that 
would only benefit small systems or apply only to particle fluids or even simpler toy systems (e.g. hard 
sphere fluids). 
 
Figure 1.1: The logo used in promotion of the finished GPU Optimized Monte Carlo (GOMC) code. 
A long term goal of the development is to produce a code which would continue to be actively developed 
long after this work reached completion.  Hence it is necessary to futureproof the code from a design 
perspective.  To achieve this one baseline requirement is that the code must be implemented in a modern 
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language.  C and C++ were chosen for this purpose.  Second, a modular object oriented (OO) design is 
employed to support code reuse and extensibility.  Documentation is also an important requirement and is 
comprised of two classes of materials: user resources, such as manuals and tutorials; and code comments, 
documentation for developers embedded directly in the codebase explaining the functionality of 
components and algorithms. 
 
Figure 1.2: A snapshot of the project homepage from Nov. 2015 is shown. 
The core objectives of this primary objective have each been achieved.  The publicly released code 
as a piece of open source software and has been given the name GPU Optimized Monte Carlo (GOMC).  
The title denotes the code’s support for parallel processing on the GPU. 
General details of the code and stable builds are found on the project page.  Documentation is 
currently available from the website’s Resources tab in the site navigation menu or directly from.   
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Following initial development via an internal Subversion repository, the code has been transitioned 
to using Github as its version management.  The URLS for these materials are listed for convenience below: 
Project Page: http://gomc.eng.wayne.edu 
Latest Manual (v1.0): http://gomc.eng.wayne.edu/GOMC_files/GOMC_Manual.pdf 
Github Repository: https://github.com/GOMC-WSU 
The structure of the code is discussed in more detail in Chpt. 2, the methodology section that follows. 
1.4 Accurate Force Fields for Simple Fluids 
To support the primary objective of this work, the code was used to develop high accuracy force 
fields for the prediction of pure fluids properties.  Two force field parameter sets were developed to fulfill 
this objective: noble gases (neon, argon, krypton, xenon: [Chpt. 4]; radon-222, the heaviest terrestrially 
occurring noble gas [Chpt. 5]) and branched alkanes [Chpt. 6].  The algorithmic descriptions chosen for the 
force fields in this project were used in the study of equations of state of pure fluids prior to their application 
in computer simulations. 
A score function is created based primarily on the errors in the vapor pressure (P) and saturated 
liquid density (ρliq) relative experiment.  This function allows for the quantitative optimization of models 
via an exhaustive brute-force search of the parameter space around locations of good agreement.  In the 
development of the radon-222 model an interesting complication in this procedure was the lack of valid 
experimental data for the liquid density.  It was shown that the critical temperature (TC) can be substituted 
for ρliq in the scored-based fit, if experimental data is unavailable.  Conversely, other data sets dependent 
on P and ρliq can be incorporated into the score to further decrease the model error in well-studied 
substances.  In the case of the branched alkanes and other noble gases, the heat of vaporization (ΔHV) and 
saturated vapor density (ρvap) were included as smaller contributions to the score function to produce a more 
accurate final potential.  Comparisons to past work show that even for the simplest fluid – a noble gas – 
previously published potentials produce subtle deviations from experiment.  The models presented in this 
work are the most accurate two-body Lennard-Jones or n-6 Mie potentials published to date with respect to 
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the reproduction of experimental data in the coexistence region; the normal boiling and critical points; and 
binary phase behavior. 
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Chapter 2 Methodology 
2.1 Ensembles 
2.1.1 NVT (Canonical)  
In the canonical ensemble the number of particles N, volume V, and temperature T are fixed 
parameters of the simulation.  The simulation consists of a single simulation cell, commonly referred to as 
the simulation box.  When the simulation of a bulk fluid is desired, analytical tail corrections are commonly 
applied.  A convenient aspect of canonical ensemble is hence that density-dependent analytical tail 
corrections are applied at the start of the simulation, but do not need to be reapplied over the course of the 
simulation (as the density does not change). 
Simulation steps follow a common format for the ensemble.  First, the kind of move is chosen 
randomly at some fixed ratio amongst the applicable moves.  Second, a molecule kind k is selected 
uniformly from the list species in the simulation cell.  Next, a target molecule i of kind k is selected 
uniformly.  After the molecule is chosen the position of the molecular are changed according to the move 
algorithm.  Moves are then evaluated for acceptance by the criteria: 
 𝑃𝑎𝑐𝑐 = min{1, 𝑒
−𝛽(𝑈𝑛𝑒𝑤−𝑈𝑜𝑙𝑑)} (2.1) 
where Unew and Uold are the energetic contribution of the molecule in the old and new configurations, 
respectively.  β is defined as the inverse of the Boltzmann constant kb-1 times the inverse of the 
temperature T-1. 
Displacements are performed relative the molecule’s center of mass and involve a simple addition 
of vector components to the coordinates of a molecule’s interaction sites.  This can be given as: 
 𝑥𝑗,𝑛𝑒𝑤 → 𝑥𝑗,𝑜𝑙𝑑 + 𝑑𝑖𝑠𝑝𝑚𝑎𝑥(2 ∗ 𝑅𝑎𝑛𝑑[0,1) − 1) (2.2) 
 𝑦𝑗,𝑛𝑒𝑤 → 𝑦𝑗,𝑜𝑙𝑑 + 𝑑𝑖𝑠𝑝𝑚𝑎𝑥(2 ∗ 𝑅𝑎𝑛𝑑[0,1) − 1) (2.3) 
 𝑧𝑗,𝑛𝑒𝑤 → 𝑧𝑗,𝑜𝑙𝑑 + 𝑑𝑖𝑠𝑝𝑚𝑎𝑥(2 ∗ 𝑅𝑎𝑛𝑑[0,1) − 1) (2.4) 
where j is the index of an interaction site on molecule i and dispmax is the maximum displacement size.  As 
Frenkel and Smit discuss [1], larger displacements yield lower acceptance but increased sampling per 
accepted move as measured by the mean-square displacement of the molecule.  The converse is true for 
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smaller displacements.  The size of the displacement is adjusted to maintain some desired acceptance rate, 
typically 50 percent.  If the acceptance rate is below the desired acceptance rate dispmax is decreased, else 
if it is above it dispmax is increased.  Due to the periodic boundary it is practical to limit dispmax such that 
dispmax ≤ ±0.25*lenaxis.  A complexity that arises is the need to wrap coordinates over the periodic boundary 
upon the completion of the move.  An additional complexity for molecules with multiple sites is that the 
center of mass must also be displaced.  This displacement is performed identically to the displacement of 
the interaction sites. 
In molecules comprised of multiple interaction sites orientation sampling is also necessary.  For 
small rigid molecules, a rotation move is sufficient to sample orientations.  These rotations require a more 
complex series of geometric transformations than the displacement.  The first step is to shift the frame of 
reference of the coordinates to allow for the efficient application of subsequent transformations.   
 𝑥𝑗,𝑛𝑒𝑤 → 𝑥𝑗,𝑜𝑙𝑑 − 𝑥𝑐𝑜𝑚,𝑖  (2.5) 
 𝑦𝑗,𝑛𝑒𝑤 → 𝑦𝑗,𝑜𝑙𝑑 − 𝑦𝑐𝑜𝑚,𝑖 (2.6) 
 𝑧𝑗,𝑛𝑒𝑤 → 𝑧𝑗,𝑜𝑙𝑑 − 𝑧𝑐𝑜𝑚,𝑖  (2.7) 
Hence the molecule’s center of mass is temporarily shifted to the origin.  The angles for the rotation 
are then picked as: 
 𝑅𝑥(𝜃) = 𝑟𝑜𝑡𝑚𝑎𝑥(2 ∗ 𝑅𝑎𝑛𝑑[0,1) − 1) (2.8) 
 𝑅𝑦(𝜃) = 𝑟𝑜𝑡𝑚𝑎𝑥(2 ∗ 𝑅𝑎𝑛𝑑[0,1) − 1) (2.9) 
 𝑅𝑧(𝜃) = 𝑟𝑜𝑡𝑚𝑎𝑥(2 ∗ 𝑅𝑎𝑛𝑑[0,1) − 1) (2.10) 
As in the selection of dispmax, there is a tradeoff between the size of average rotation size and the 
acceptance rate.  To efficiently sample orientations a targeted acceptance rate is similarly assigned and 
adjusted similarly to as in the displacement move, with the typical targeted rate being 50 percent.  For the 
rotation move the rotation angles are inherently limited by geometry such that Ri(θ) ≤ ±0.25π. 
The rotation itself is performed by construction three rotation matrices which are defined as: 
 
R = (
1 0 0
0 𝑐𝑜𝑠(𝑅𝑥(𝜃)) −𝑠𝑖𝑛(𝑅𝑥(𝜃))
0 𝑠𝑖𝑛(𝑅𝑥(𝜃)) 𝑐𝑜𝑠(𝑅𝑥(𝜃))
) (2.11) 
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R = (
𝑐𝑜𝑠 (𝑅𝑦(𝜃)) 0 𝑠𝑖𝑛 (𝑅𝑦(𝜃))
0 1 0
−𝑠𝑖𝑛 (𝑅𝑦(𝜃)) 0 𝑐𝑜𝑠 (𝑅𝑦(𝜃))
) 
(2.12) 
 
R = (
𝑐𝑜𝑠(𝑅𝑧(𝜃)) −𝑠𝑖𝑛(𝑅𝑧(𝜃)) 0
𝑠𝑖𝑛(𝑅𝑧(𝜃)) 𝑐𝑜𝑠(𝑅𝑧(𝜃)) 0
0 0 1
) 
(2.13) 
An alternative to the implemented method of rotation would be to use quarternions to perform the 
rotation via a single rotation matrix. 
Lastly, the molecule is shifted back so the center of mass lies at the same location as at the start of 
the process.  The reference shifts at the beginning and end of the process are implemented as vector 
displacements, identical to the coordinate transformation in the displacement move. 
 𝑥𝑗,𝑛𝑒𝑤 → 𝑥𝑗,𝑜𝑙𝑑 + 𝑥𝑐𝑜𝑚,𝑖  (2.14) 
 𝑦𝑗,𝑛𝑒𝑤 → 𝑦𝑗,𝑜𝑙𝑑 + 𝑦𝑐𝑜𝑚,𝑖 (2.15) 
 𝑧𝑗,𝑛𝑒𝑤 → 𝑧𝑗,𝑜𝑙𝑑 + 𝑧𝑐𝑜𝑚,𝑖  (2.16) 
As in the case of displacement move, once the new coordinates are calculated, they must be 
wrapped over the periodic boundary.  However, an additional complexity arises for the rotation move as an 
unwrapping over the periodic boundary is required prior to the initial reference shift to the origin.  This 
unwrapping is performed on the basis of the minimum of image versus the center of mass.  Care must be 
taken that the simulation box is of sufficient size so that the unwrapping can be correctly performed via the 
minimum image convention.  Specifically, if the length leni of the molecule i along any axis surpasses 
0.5*lenaxis, this simplistic coordinate unwrapping algorithm will yield incorrect results for some of the sites.  
This in turn will lead to improper basis shift and invalid rotation results.  In such a case a more complex 
unwrapping scheme based upon the topology of the molecule would be required. 
The NVT ensemble is used in this work as a timing benchmark in Chapter 3 and as a validation of 
the intermolecular interaction logic, both for the serial and GPU codes.  In the study on the lighter noble 
gases in Chapter 4 the method was also used to sample the radial distribution functions (RDFs) for argon 
and krypton. 
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2.1.2 μVT (Grand Canonical)  
The grand canonical ensemble is used with the histogram reweighting method as one method to 
calculate vapor-liquid equilibria (VLE).  The grand canonical ensemble simulation consists of two cells. 
The first is defined as the simulation cell.  The second is defined as the reservoir.  For the reservoir 
molecules have no intermolecular interactions and hence no analytical tail corrections.  For the simulation 
cell all interactions are considered, including the truncated intermolecular interactions and analytical tail 
corrections. 
The grand canonical ensemble uses the displacement and rotation moves, which are performed 
exclusively on molecules in the simulation cell in the same manner as in the simulation cell in the canonical 
ensemble.  Additionally the molecule transfer move is introduced.  Molecule transfers from the reservoir to 
the simulation cell are referred to as insertions and have the acceptance criteria: 
 𝑃𝑎𝑐𝑐
𝑖𝑛𝑠𝑒𝑟𝑡 = min {1,
𝑒𝛽𝜇𝑖
𝛬𝑖
3 (
𝑉
𝑁𝑖 + 1
) 𝑒−𝛽𝑈𝑠𝑖𝑚 } (2.17) 
Molecule transfers from the simulation cell to the reservoir are called removals.  Their acceptance 
criteria is defined as: 
 
𝑃𝑎𝑐𝑐
𝑟𝑒𝑚𝑜𝑣𝑒 = min {1,
𝛬𝑖
3
𝑒𝛽𝜇𝑖
(
𝑁𝑖
𝑉
) 𝑒𝛽𝑈𝑠𝑖𝑚 } (2.18) 
For both formulas Usim is the energy in the simulation box, β is the Boltzmann factor V is the volume 
of the simulation cell, Ni is the number of molecules of type i, and Λi is the de Broglie wavelength.  The de 
Broglie wavelength for a molecule of type i is given as 𝛬𝑖 = √𝛽ℎ2(2𝜋𝑚𝑖)−1 where mi is the mass of the 
molecule of type i and h is the Planck constant.  It is typically more convenient to combine the de Broglie 
and the chemical potential into a common activity coefficient ai defined as 𝑎𝑖 = 𝜇𝑖 + 𝛽
−1𝑙𝑛𝛬𝑖. 
While only the intermolecular interactions and tail corrections in the simulation cell are considered 
in the acceptance criteria for insertions and deletions it is important to note that all intramolecular 
interactions, including nonbonded intramolecular interactions, bending energies, and dihedral energies are 
calculated to select configurations in the reservoir similarly to in the simulation cell.  It is also noted that 
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during the move selection typically molecule transfers are chosen at the highest frequency, commonly 
comprising around 60-70 percent of the simulation moves. 
Grand canonical simulations, when combined with histogram reweighting algorithms provide high 
accuracy phase coexistence prediction even for relatively small systems of 150 molecules or less and with 
cells measuring between 20 x 20 x 20 Å and 35 x 35 x 35 Å.  Given the small system size, grand canonical 
simulations are applied in Chapters 4, 5, and 6 for high throughput generation of phase diagrams for various 
parameter choices.  This allows for the creation of heatmaps based on the errors relative simulation and the 
identification of optimal choice of parameters for the interaction site.  While grand canonical simulations 
are the most viable tool to calculated phase coexistence behavior of pure fluids via simulation, for binary 
phase coexistence the grand canonical ensemble is typically more costly and time consuming to use than 
alternative methods. 
2.1.3 Gibbs Ensemble  
The Gibbs ensemble was invented by A. Z. Panagiotopoulos in 1987 [26].  It significantly 
simplifies the calculation of phase coexistence via simulation [27, 28, 95-97].  The system is based on two 
cells which typically are configured to represent bulk phases at coexistence.  Most commonly it is used to 
simulate liquid and vapor phases in coexistence.  Although there is no physical contact between the phases, 
the two simulation cells exchange molecules to equilibrate the chemical potentials between the cells and 
exchange volume to equilibrate the pressure between cells.  Hence the necessary criteria for phase 
coexistence are satisfied.  Overall the total volume and molecule count of the two system cells is fixed.  
Hence the ensemble in its original form can be viewed as a variation of the classical canonical ensemble. 
Displacement moves are performed in both cells, with identical acceptance criteria to the canonical 
and grand canonical ensembles.  If molecules have multiple sites, rotation moves are also commonly 
performed to improve sampling efficiency.  The rotation moves is also performed in the same manner as 
with the other ensembles.  For the molecule transfer are generated during the early steps of configuration 
bias process as identically to in the grand canonical ensemble.  However, the box energy for both boxes is 
now considered during the final step in the configurational bias.  Further, the acceptance criteria also 
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changes.  No longer dependent on an input activity coefficient it is instead determined by the ratio of cell 
volumes and total molecule counts. 
 𝑃𝑎𝑐𝑐
𝑚𝑜𝑙.𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟
= min {1, (
𝑁𝑟𝑒𝑚𝑜𝑣𝑒
𝑁𝑖𝑛𝑠𝑒𝑟𝑡 + 1
) (
𝑉𝑖𝑛𝑠𝑒𝑟𝑡
𝑉𝑟𝑒𝑚𝑜𝑣𝑒
) 𝑒−𝛽(𝑈𝑖𝑛𝑠𝑒𝑟𝑡−𝑈𝑟𝑒𝑚𝑜𝑣𝑒)} (2.19) 
where “out” is the cell the molecule is being removed from and “in” in the cell it is being inserted into.  It 
is important to note that the numbers Nremove and Ninsert represent the total count of molecules of all kinds in 
their respective cells. 
A new move, the volume move is defined as: 
 𝑃𝑎𝑐𝑐
𝑣𝑜𝑙𝑢𝑚𝑒 = min {1, (
𝑉1
𝑛𝑒𝑤
𝑉1
𝑜𝑙𝑑 )
𝑁1+1
(
𝑉2
𝑛𝑒𝑤
𝑉2
𝑜𝑙𝑑 )
𝑁2+1
𝑒−𝛽(𝑈𝑛𝑒𝑤−𝑈𝑜𝑙𝑑)} (2.20) 
The configurations for the move are generated by scaling the centers of mass relative to change in 
the cell volume.  This creates a mass displacement of all the molecules in the system.  It is critical to unwrap 
the coordinates across the periodic boundary prior to the displacement based on the center of mass scaling.  
After the displacements are applied, the periodic boundary conditions are reapplied, wrapping the 
coordinates back over the box boundary, as necessary.  It is also worth noting that as it implements canonical 
ensemble, the volume and molecule swap moves can be disabled to trivially carry out two-cell canonical 
ensemble simulations. 
Gibbs ensemble simulations are used in Chapter 4 to calculate the binary mixture behavior of 
krypton+methane and xenon+ethane.   
2.1.4 NPT (Constant-Temperature, Constant-Pressure) and GEMC-NPT  
The NPT ensemble is implemented similarly to the canonical ensemble, except an additional cell 
resizing move is implemented.  As in the volume transfer move of the classical NVT-based Gibbs ensemble, 
this involves scaling the centers of mass and then using that to calculate individualized vector displacements 
for each molecule.  The acceptance criteria is: 
 𝑃𝑎𝑐𝑐
𝑣𝑜𝑙𝑢𝑚𝑒 = min {1, (
𝑉𝑛𝑒𝑤
𝑉𝑜𝑙𝑑
)
𝑁
𝑒−𝛽((𝑈𝑛𝑒𝑤−𝑈𝑜𝑙𝑑)+𝑃(𝑉𝑛𝑒𝑤−𝑉𝑜𝑙𝑑))} (2.21) 
This requires the cell pressure P to be read in as input parameter. 
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In the NPT variant of the Gibbs ensemble the molecule transfer, rotation, and displacement moves 
all function identically to the classical NVT-based Gibbs ensemble.  However, the condition of mechanical 
equilibrium between the bulk phases in the two simulation cells in maintained by individual adjustments to 
the volume of each cell identical to those performed in the single-cell NPT ensemble, rather than via inter-
cell volume move used in the NVT-based Gibbs ensemble.  In the NPT-based Gibbs ensemble 
implementation, when a volume move is selected, the target box is next selected at random for resizing.  
GOMC supports the NPT-based Gibbs ensemble, in addition to the classical Gibbs ensemble.  Further, it 
implicitly supports the NPT ensemble, as the NPT-based Gibbs ensemble simulations with the molecule 
transfer move turned off is in effect a pair of independent NPT ensemble simulations. 
While the two implementations of Gibbs implementations are both capable of accurately simulating 
coexistence of binary fluid mixtures, it was observed in this work that it was easier to achieve proper phase 
separation using the NVT-based Gibbs ensemble for mixtures where the mole fractions of the two phases 
at a given overall composition were numerically close, resulting in a narrow phase diagram.  By contrast, 
for systems where the phase mole fractions at a given composition saw larger numerical differences 
resulting in a wider loop, the NPT-based Gibbs ensemble proved better at achieving phase separation.  It is 
not uncommon when simulating binary mixtures in either variant to have the mixture become stuck either 
in a single phase or in a pair of metastable phases if the initial system configuration necessary to achieve 
coexistence is miscalculated.  Generally such results can be avoided by picking the variant of Gibbs 
ensemble to use based on the expected shape of the phase diagram. 
NPT ensemble simulations are performed to study the radial distribution functions of neon and 
xenon in Chapter 4.  NPT-based Gibbs ensemble simulations were used for various mixtures in Chapter 4, 
which included argon+krypton, krypton+xenon, methane+xenon, and krypton+ethane.  
2.2 Configurational Bias 
Configurational bias improves sampling efficiency by probabilistically favoring energetically 
favorable topological configurations and insertion sites.  In this work two kinds of schemes are used, each 
implemented in the GOMC code via a set of objects. 
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2.2.1 Linear Molecules 
For linear molecules growth begins with the choice of k trial positions for the first interaction site 
in the model.  Trial positions are denoted by {𝑏𝑘} = 𝑏1, 𝑏2 … , 𝑏𝑘.  The configurations are selected at random 
along uniform distributions for each Cartesian axis of the insertion cell.  A site n is selected from the trial 
positions with the probability 
 𝑃(𝑏𝑛) =
𝑒−𝛽𝑈(𝑏𝑛)
𝑤1(𝑛)
 (2.22) 
where the Rosenbluth weight w1(n) is defined as 
 𝑤1(𝑛) = ∑ 𝑒
−𝛽𝑈(𝑏𝑛)
𝑘
𝑗=1
 (2.23) 
This introduces a bias, which must be removed by repeating the process in the removal cell where 
{𝑏𝑘} = 𝑏2, 𝑏3 … , 𝑏𝑘.  Configuration b1 is given as the current position in the removal cell of the first 
interaction site.  In GOMC this code is implemented in the files DCSingle.[h|cpp] which implement the 
DCSingle object. 
If the molecule has additional sites, next the second site is picked from k trials generated via random 
coordinate draws on a unit sphere, scaled to the length of the bond between the first and second site.  To 
make this process computationally efficient and to ensure only two random number draws are used per trial 
j, the positions are generated by picking a position uj on [-1.0,1.0), which represents cos(φ). An angle, θj, 
is then picked on [0,2π).  The coordinates are then given by: 
 𝑥2(𝑗) = 𝑐𝑜𝑠(𝜃𝑗)√1 − 𝑢𝑗
2 (2.24) 
 𝑦2(𝑗) = 𝑠𝑖𝑛(𝜃𝑗)√1 − 𝑢𝑗
2 (2.25) 
 𝑧2(𝑗) = 𝑢𝑗  (2.26) 
The energy is then calculated based on the intermolecular contribution in the target cell.  The 
probabilities and weight are calculated similarly to P(bn) and w1(n).  As in the first growth step, a weight 
used to remove the bias is calculated from k-1 picks in the cell the molecule is being removed from.  All 
these picks are grown off the original first site and the Boltzmann weight of the actual second site is also 
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included in the sum.  This code is implemented in DCOnSphere.[h|cpp] which implement the DCOnSphere 
object. 
If the molecule has three or more trial sites the third site is generated via picking on k trials on a 
sphere of diameter b2, where b2 is the second bond in the molecule.  The degrees of freedom are limited by 
the choice of b1, hence it is important to pick uniformly on this sphere.  Hence instead of the process used 
to generate the trial site, instead the position on the unit sphere is selected by picking it based on the 
spherical angles θ and φ.  For linear molecules, trial angles θ are on  [0,π), as suggested by Frenkel and 
Smit [1].  However, unlike the scheme proposed by Frenkel and Smit, the linear configurational bias in this 
work uses a predefined number of picks k (not an arbitrary number) and further the weight of these picks 
is stored for use in the acceptance criteria.  The probability of picking a specific angle is defined as: 
 𝑃(𝜃𝑛) =
𝑒−𝛽𝑈(𝜃𝑛)
𝑤3
𝑎𝑛𝑔(𝑛)
 (2.27) 
where the weight w3(n) is defined as 
 𝑤3
𝑎𝑛𝑔(𝑛) = ∑ 𝑒−𝛽𝑈(𝜃𝑛)
𝑘
𝑗=1
 (2.28) 
Angle picking continues until k angles θ have been selected from the pseudo-Gaussian. For each 
angle θ, a corresponding angle φ is then picked uniformally on [0,2π).  The coordinate of the trial is then 
calculated and the intermolecular energy is calculated.  The accepted site is chosen as   
 𝑃(𝑏𝑛) =
𝑒−𝛽𝑈(𝑏𝑛)
𝑤3
𝑖𝑛𝑡𝑒𝑟(𝑛)
 (2.29) 
where 
 𝑤3
𝑖𝑛𝑡𝑒𝑟(𝑛) = ∑ 𝑒−𝛽𝑈(𝑏𝑛)
𝑘
𝑗=1
 (2.30) 
and β is the Boltzmann constant.  
The total weight of the third trial is defined as: 
 𝑤3
𝑡𝑜𝑡𝑎𝑙(𝑛) = 𝑤3
𝑖𝑛𝑡𝑒𝑟(𝑛) ∗ 𝑤3
𝑎𝑛𝑔(𝑛) (2.31) 
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As in the first and second growth steps, a weight used to remove the bias is calculated from k-1 
positional picks in the cell the molecule is being removed from, grown from the original second site.  The 
growth process in the cell the molecule is being removed from follows the same picking strategy outlined 
above.   The actual site is also used as the final trial in each stage of this process.  As in the growth of the 
first two sites,This code is implemented in DCLinkNoDih.[h|cpp] which implement the DCLinkNoDih 
object. 
 
Figure 2.1: Depiction of sampling of the third site in linear CBMC scheme via angles θ and φ. 
If the molecular chain consists of four sites, the fourth site is generated identically from a geometric 
perspective as the third site.  However, the picked φ is now chosen along with θ as the dihedral energy 
contributes to the Boltzmann trial probability used to pick the geometry: 
 𝑃(𝜃𝑛) =
𝑒−𝛽(𝑈(𝜃𝑛)+𝑈(𝜑𝑛))
𝑤4
𝑎𝑛𝑔+𝑑𝑖ℎ(𝑛)
 (2.32) 
where 
 𝑤4
𝑎𝑛𝑔+𝑑𝑖ℎ(𝑛) = ∑ 𝑒−𝛽(𝑈(𝜃𝑛)+𝑈(𝜑𝑛))
𝑘
𝑗=1
 (2.33) 
The total weight of the third trial is defined as: 
 𝑤4
𝑡𝑜𝑡𝑎𝑙(𝑛) = 𝑤4
𝑖𝑛𝑡𝑒𝑟(𝑛) ∗ 𝑤4
𝑎𝑛𝑔+𝑑𝑖ℎ(𝑛) (2.34) 
θ 
b2 
b3 
b1 
φ 
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The bias is removed in a similar manner to thThis code is implemented in DCLink.[h|cpp] which implement 
the DCLink object. 
For molecules with five or more sites, all subsequent sites are generated and picked similarly to the 
fourth site, except now the intramolecular nonbonded energy of the grown site with sites four positions 
away (1-5 interactions) or more contributes to the Rosenbluth factor for the nonbonded interactions: 
 𝑃(𝑏𝑛) =
𝑒−𝛽(𝑈𝑖𝑛𝑡𝑒𝑟(𝑏𝑛)+𝑈𝑖𝑛𝑡𝑟𝑎(𝑏𝑛))
𝑤𝑖(𝑛)
 (2.35) 
where 
 𝑤𝑖(𝑛) = ∑ 𝑒
−𝛽(𝑈𝑖𝑛𝑡𝑒𝑟(𝑏𝑛)+𝑈𝑖𝑛𝑡𝑟𝑎(𝑏𝑛))
𝑘
𝑗=1
 (2.36) 
The total weight of the third trial is defined as: 
 𝑤𝑖
𝑡𝑜𝑡𝑎𝑙(𝑛) = 𝑤𝑖
𝑖𝑛𝑡𝑒𝑟+𝑖𝑛𝑡𝑟𝑎(𝑛) ∗ 𝑤𝑖
𝑎𝑛𝑔+𝑑𝑖ℎ(𝑛) (2.37) 
The old trial is calculated similarly, but again with one of the k trials being the actual position.  This 
code is also implemented by the DCLink object. 
Once all the sites have been regrown the Rosenbluth factor for the chain is calculated from: 
 𝑊𝑡𝑜𝑡𝑎𝑙(𝑛) = ∆𝑤𝑡𝑎𝑖𝑙(𝑛) ∗ ∏ 𝑤𝑖
𝑡𝑜𝑡𝑎𝑙(𝑛)
𝑙
𝑖=1
 (2.38) 
where l is the length of the chain and ∆𝑤𝑡𝑎𝑖𝑙(𝑛) is the change in tail corrections from gaining the molecule.  
The Rosenbluth factor for the old configuration is similarly computed as 
 𝑊𝑡𝑜𝑡𝑎𝑙(𝑜) = ∆𝑤𝑡𝑎𝑖𝑙(𝑜) ∗ ∏ 𝑤𝑖
𝑡𝑜𝑡𝑎𝑙(𝑜)
𝑙
𝑖=1
 (2.39) 
where ∆𝑤𝑡𝑎𝑖𝑙(𝑜) is the change in tail corrections from losing the molecule.  For each of the Rosenbluth 
factors in the old weight, one of the trials was based on growth along the positions of the actual chain. 
Acceptance is given in Gibbs ensemble by: 
 𝑃𝑎𝑐𝑐
𝑚𝑜𝑙.𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟
= min {1, (
𝑁𝑟𝑒𝑚𝑜𝑣𝑒
𝑁𝑖𝑛𝑠𝑒𝑟𝑡 + 1
) (
𝑉𝑖𝑛𝑠𝑒𝑟𝑡
𝑉𝑟𝑒𝑚𝑜𝑣𝑒
)
𝑊𝑡𝑜𝑡𝑎𝑙(𝑛)
𝑊𝑡𝑜𝑡𝑎𝑙(𝑜)
} (2.40) 
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For grand canonical the acceptance criteria is similar, although the contributions from the intermolecular 
are set to k in the reservoir box, as ∑ 𝑒−𝛽(0)𝑘𝑗=1 = 𝑘.  
2.2.2 Branched Molecules 
For branched molecules the dependence of the branched segments on one another leads to errors in 
the topology sampling if the bond bending angles are generated sequentially [98].  Hence if three or more 
sites are attached to a particular branch point all the sites must be regrown simultaneously to properly 
sample the topological orientations of the molecule.  Martin and Siepmann proposed [91] several schemes 
to accomplish this simultaneous regrowth.  The most efficient of these schemes was the coupled-decoupled 
method, which is used in GOMC to regrow branched molecule chains. 
The first growth site is inserted identically to in the linear regrowth scheme, hence the object 
DCSingle is reused.  As the generation of bending angles in the original coupled-decoupled configurational 
bias scheme is the “decoupled” component, the generation of the sites grown off of the initial insertion site 
is a fully decoupled configurational bias process.  The generation and picking of trial angles is carried out 
via DCHedron.[h|cpp] which implements the object DCHedron, while the fully decoupled picking of 
positions following the angle picking is carried by the object DCFreeHedron, which is implemented in 
DCFreeHedron.[h|cpp].   After the second growth step additional grown site are spatially constrained by 
the previously growth segments.  Hence while they reuse DCHedron for angle picking, they use 
DCLinkedHedron, an object defined in DCLinkedHedron.[h|cpp].  Details of the growth scheme can be 
found in Appendix A of Martin and Siepmann’s paper which introduced the method. 
2.3 The Force Field 
A number of energetic descriptions are necessary to sampling molecular topology and nonbonded 
interactions.  This work follows the general methodology of the CHARMM force field specification which 
defines the energy to be defined via the following contributions. 
Over the course of this work IO support and data types describing the constants used by the various 
force field descriptions were added for all the kinds of energetic contributions with the exception of the 
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CMAP contribution, which is typically only used for a handful of applications such as certain protein 
models. 
From an execution and sampling perspective all the potentials were supported with the exception 
of the Urey-Bradley (UB) angle energy, the improper energy, and electrostatics.  The UB angle energy and 
electrostatics have since been added to the code by collaborators, leaving only the improper and CMAP 
components unsupported in the latest code build.  While much of the work implementing the UB angle 
energy and electrostatics were not part of this project, the data types developed in this project were used for 
that implementation as was the general code layout. 
For the bond, angle, and dihedral energies – the three kinds of topological descriptions utilized by 
the simulation – default values are typically taken from a combination of literature review and quantum 
chemistry studies, while the description itself is found by fitting the energies predicted by quantum 
mechanics (QM) simulations to the CHARMM description.  For existing models it is required to refit to the 
CHARMM description if the description in the model of interest is different.  Most commonly the need to 
refit arises for the dihedral energy, which is defined with subtle variations for different widely used force 
fields. 
2.3.1 Nonbonded Nonpolar Interactions 
Nonpolar interactions are most commonly described by the 12-6 polynomial 1924 model of 
Lennard-Jones [99].  Lennard-Jonesium is a theoretical representation describing the integrated energy 
resulting from the intermolecular force between atoms in a nonpolar atomic fluid.  It is commonly given in 
the two forms seen below: 
 𝑈𝐿𝐽 = 4𝜀 ((
𝜎
𝑟
)
12
− (
𝜎
𝑟
)
6
) = 𝜀 ((
𝑟𝑚
𝑟
)
12
− 2 (
𝑟𝑚
𝑟
)
6
) (2.41) 
Where r is the interaction range, rm is the distance at which the repulsive force and attractive force sum to 
zero (commonly referred to as the minima of the energetic well of the potential), ε is the magnitude of the 
magnitude of the energy at that well minima, and σ is the distance at which the repulsive energy and 
attractive energy add to produce a net energy of zero.  It can be shown mathematically that 𝑟𝑚 = 2
(1 6⁄ )𝜎.  
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The sixth power term can be derived analytically by averaging the contribution of London dispersion forces 
-- instantaneous dipole-dipole interactions between the electron clouds of two atoms which averaged over 
the possible states of the two atoms results in a net attractive force.  The twelfth power term is repulsive 
and models the Pauli exclusion interaction between overlapping electron clouds of atoms in close proximity.  
While it has a theoretical basis, unlike the attractive term it is not explicitly tied to the theory in models.  
Rather it was chosen for computation convenience as it is the square of the attractive term.  As a result of 
this, other approximations are possible which share the attractive term of the Lennard-Jones while 
proposing a similar, but alternate model for the repulsion.  One such example is the 1938 exp-6 potential 
postulated by Buckingham [100].  Lennard-Jones in 1937 produced a more generalized version of the two 
term potential in which the exponents were set to some constant n and m (a potential commonly referred to 
as a Mie potential or an n-m potential) [101].  Given the physical basis of the power choice 6 for the 
attractive component, it is common to change only the arbitrary repulsive component’s power for fitting 
purposes.  This potential can be referred to as the n-6 Mie, or simply n-6 potential.   
The n-6 Mie potential is given as 
 𝑈(𝑟𝑖𝑗) = 𝐶𝑛𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
𝑛𝑖𝑗
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] (2.42) 
where 𝑟𝑖𝑗, 𝜀𝑖𝑗, and 𝜎𝑖𝑗 are respectively the separation, well depth, and collision diameter for the pair of 
interaction sites i and j. The constant 𝐶𝑛  is a normalization factor used such that the minimum of the 
potential remains at −𝜀𝑖𝑗  for all  𝑛𝑖𝑗 .   
 𝐶𝑛 = (
𝑛𝑖𝑗
𝑛𝑖𝑗 − 6
) (
𝑛𝑖𝑗
6
)
6 (𝑛𝑖𝑗−6)⁄
 (2.43) 
In the 12-6 potential, 𝐶𝑛  reduces to the familiar value of 4.   
2.3.2 Analytical Tail Corrections 
Commonly interactions are truncated at around 2.5σ to 4 σ. To accurately simulate bulk behavior, 
analytical tail corrections based on the integration of the radial distribution are applied to account for the 
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averaged long range interactions in the fluid.  For the n-6 potential the energy and pressure these interactions 
are defined as: 
 𝑈𝑙𝑟𝑐 = 2π𝜀𝑖𝑗𝜎𝑖𝑗
3 𝜌
𝑐𝑛
𝑛 − 3
((
𝜎𝑖𝑗
𝑟𝑐𝑢𝑡
)
𝑛−3
−
𝑛 − 3
3
(
𝜎𝑖𝑗
𝑟𝑐𝑢𝑡
)
3
) (2.44) 
 V𝑙𝑟𝑐 =
4
3
π𝜀𝑖𝑗𝜎𝑖𝑗
3 𝜌
𝑐𝑛
𝑛 − 3
(
3𝑛
2(𝑛 − 3)
(
𝜎𝑖𝑗
𝑟𝑐𝑢𝑡
)
𝑛−3
− 3 (
𝜎𝑖𝑗
𝑟𝑐𝑢𝑡
)
3
) (2.45) 
It is possible to during the course of simulation take inventory of the number of each site type in 
the system, however doing so is wasteful.  A more efficient approach is adopted in GOMC.  For each 
molecule pair kind the number of pairs (and pair kind) are saved.  It is then possible to recalculate the full 
analytical tail correction on the basis of the density of each kind of molecules looping over molecule pairs. 
Another minor optimization integrated into the code is employed for the change in tail corrections.  
Often upon acceptance of a molecule transfer or volume transfer move the full tail correction is recalculated.  
For the volume transfer an extremely simple and efficient alternative is to simply rescale the tail corrections 
in each applicable box by the following equation: 
 𝑈𝑙𝑟𝑐,𝑛𝑒𝑤 =
𝑉𝑜𝑙𝑑
𝑉𝑛𝑒𝑤
𝑈𝑙𝑟𝑐,𝑛𝑒𝑤  (2.46) 
This approach is valid as during the volume move the number of interaction sites does not change, 
only the density ρ due to change in the volume V. 
Likewise for the molecule transfer, the transfer can be calculated as an incremental addition of one 
molecule.  The tail corrections can be described as  
 𝑈𝑙𝑟𝑐 = ∑ 𝑁𝑖 ∑
𝑁𝑗
𝑉
𝑢𝑚𝑛(𝑟𝑐)
𝑛
𝑗=1
𝑚
𝑖=1
 (2.47) 
where i and j are the kinds of molecules in the system.  Hence when a molecule of kind k is added the tail 
correction is 
 ∆𝑈𝑙𝑟𝑐 =
2𝑁𝑘 + 1
𝑉
𝑢𝑘(𝑟𝑐) + ∑
𝑁𝑖
𝑉
𝑢𝑚𝑘(𝑟𝑐)
𝑚
𝑖!=𝑘
 (2.48) 
and when a molecule is removed it is 
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 ∆𝑈𝑙𝑟𝑐 =
2𝑁𝑘 − 1
𝑉
𝑢𝑘(𝑟𝑐) − ∑
𝑁𝑖
𝑉
𝑢𝑚𝑘(𝑟𝑐)
𝑚
𝑖!=𝑘
 (2.49) 
In GOMC the full tail correction is typically only calculated once at the start of the simulation.  
Displacements and rotations do not affect the density and hence do not change the tail corrections. 
2.3.3 Topology Constraints 
2.3.3.1 Bonds 
Bond stretching energies are based upon the oscillatory movement of atoms directly bonded to one 
another. The energy associated with this topological transition is typically calculated from a quadratic 
function whose input is the proposed topological state’s bond length (b) in Angstroms (Å) and which is fit 
via the centering constant b0 in Å – representing the most commonly observed bond length – and the energy 
scaling constant KB  in the native energy unit (Kelvin (K)).  The energy scaling constant effectively 
determines how flexible the bond is.  To denote a rigid bond, a very large constant (i.e. 999999999999) is 
used for the scaling constant. 
For a specific bond in a specific molecule this energy is given as 
 𝑈𝑏𝑜𝑛𝑑=𝐾𝑏(𝑏 − 𝑏0)
2 (2.50) 
For the GOMC code it is not necessary to sample the bond length as it fluctuates very minimally and is not 
expected to be a statistically relevant influence on the topological sampling of molecules.  Thus the bond 
energy is fixed at zero and not calculated, while the bond length is fixed at b0.  
2.3.3.2 Angles 
The angle description is responsible for controlling the sampling based on quantum bending relative 
a common site which two atoms shared bonded interactions with. As with the bond energy, this interaction 
is described by a quadratic whose input is the topological state’s sampled bending angle (θ) in degrees (°) 
and which is fit via the centering constant θ0 in ° – representing the most commonly observed bending angle 
– and the energy scaling constant Kθ  in the native energy unit (Kelvin (K)). 
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Figure 2.2: Angle bending is shown with the modified angle noted. 
 𝑈𝑎𝑛𝑔=𝐾θ(θ − θ0)
2 (2.51) 
As a broader range of states are important for the bending angle, this topological variation must be 
explicitly sampled by the simulation code to produce accurate predictions for molecules containing three 
or more atoms.  In practice this is done typically by various regrowth moves which propose new angles.  
Angles play a central role in various configuration bias schemes.  For branched molecules advanced CBMC 
tactics are necessary to efficiently and accurately sample a branch point with 3 or more atoms bonded to it.  
2.3.3.3 Dihedrals 
Dihedrals maintain the torsional interactions of a molecule representing the sampling of various 
steric configurations.  Past work by this group shows that even fully flexible chains can produce accurate 
phase predictions, as much of the topology in longer molecules is driven by the nonbonded interactions.  
That said it is convenient to constrain sampling to the states of greatest importance by explicitly sampling 
different dihedral configuration via regrowth. 
Torsional rotation is shown with the movement path depicted by the curved central double-ended 
arrow.  An example of the quadratic energy contribution is given behind the visualization of the molecule 
Stereochemistry predicts that only a handful of angles of side chains relative one another about the central 
axis of torsion are important.  Hence the energy of this topology is commonly represented using a cosine 
series.  The form used by the CHARMM force field is given as 
 𝑈𝑡𝑜𝑟𝑠= ∑ 𝐾𝜑(1 + cos(𝑛𝜑 − 𝛿))
𝑛=1
 (2.52) 
θ 
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where the constants Kφ for each member of the series and the angular offset δ scale the relative energy and 
hence importance of the most favorable torsional angles. 
 
Figure 2.3: Dihedral rotation is shown with the modified torsion noted. 
Other force fields such as the TraPPE forcefield may use slightly different cosine series.  The 
TraPPE model, for instant typically starts the series at 0, which gives an additional offset constant not scaled 
by the torsional position.  Further the series defines the inner function in an inverse manner to CHARMM, 
i.e. (1 − cos(𝑛𝜑 + 𝛿)) .  Fortunately, in most cases it is sufficient to refit other models such as CHARMM 
to the TraPPE representation.   
As with the angles, this energy calculation plays a key role in configurational bias algorithms.  For 
branched molecules complexities in how its selections tie to those of the angle sampling must be addressed. 
2.4 GOMC 
2.4.1 Layout 
The code is organized into blocks, which allows both for convenient porting to the GPU and more 
maintainability.  In general there are five major code blocks that make up the simulation code – the force 
field, I/O, energy calculation, move execution, and configurational bias.  Additionally a number of objects 
are used to store data used across some or all of these code blocks.  The I/O block contains objects which 
are used at the start of the simulation to read in the molecular topology and coordinate information; the 
φ 
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force field parameters; and the simulation conditions.  It also contains objects responsible for the console 
output, the output of molecule coordinate files, and the output of block average files over the course of the 
simulation.  The force field block implements routines to calculate the energy of specific feature kind 
including pair of interaction sites, a bond, an angle or a dihedral.  They also house arrays of constants for 
the force field which are used in these calculations.  The energy calculation block, by contrast implements 
higher level calculations which are applied to a single molecule or to the entire simulation cell.  It uses the 
force field block for all the individual calculations within its loops.  The configurational bias block contains 
logic dedicated to coupled-decoupled configurational bias, which is required to perform molecule transfers 
on branched molecules.  It also contains a more efficient object set applicable exclusively to configurational 
bias on linear molecules.  A key feature of the code is the ability to leverage polymorphism to assign the 
correct configurational bias scheme based on the molecular topology.  This ensures accuracy without 
sacrificing efficiency for simpler molecules.  The move execution block can be viewed as the highest level 
block.  It includes the main loop (in main.cc) and a high level manager object, Simulation, responsible for 
calls to the output objects and to a move manager class called System.  System selects moves at random, on 
a distribution weighted by move frequency.  It then executes the individual steps of the move by making 
calls to the desired child class of interface class MoveBase.  These child classes in turn call the energy 
calculation block prior to the evaluation of the acceptance criteria.  General helper functions, such as 
numeric methods not implemented in math.h are included in an additional block “lib.” 
2.4.2 IO 
To ensure compatibility with other codes, common file formats are adopted. The PDB file format 
is used for molecular coordinates.  PDB coordinates are used for input of the starting configuration; one 
PDB is required per simulation cell.  PDB coordinates are output in two forms.  The first is a restart file 
periodically overwritten.  One restart PDB is written per box. The number of molecules in this PDB vary 
over the course of the simulation.  The second PDB output is a multi-frame file that includes all molecules 
for the system.  As VMD and other common MD visualization tools often require a constant number of 
molecules, frames contain a listing for all atoms in all molecules in all cells of a simulation.  For grand 
29 
 
 
 
canonical and Gibbs ensemble systems, this means that some of the molecules written in each frame are 
typically not currently in the frame.  Currently molecules not in the box are noted as the coordinates of their 
sites are set to x, y, z=(0.0, 0.0, 0.0).  The PSF file format is used for the topology.  As with the PDBs, one 
PSF file is required per cell for the starting simulation.  To support the multi-frame PDB, a single PSF file 
containing all the molecules in all cells in the simulation is generated at the start of the simulation.  Restart 
PSF files for individual cells are not written, as they can be regenerated trivially using VMD’s psfgen tool.  
In addition to the reuse of common coordinate and topology file types, GOMC supports the use of 
CHARMM format force field files.  Supported parts of CHARMM are discussed in the prior subsection.  
As CHARMM limits the user to the Lennard Jones potential model, it was necessary to support a second 
force field type, which is referred to as the “exotic” force field.  Currently this force field is defined 
identically to CHARMM, except instead of “NONBONDED” there is now a section 
“NONBONDED_MIE”.  This section is defined in the spirit of CHARMM, however each parameter and 
optional 1-4 parameters have extra entries for the repulsive exponent n. 
Currently the only proprietary input to GOMC is a single control file.  Details of this control file 
and examples can be found in the user manual on the GOMC website.  In general its format is closest to 
NAMD’s control file, although many of its parameters resemble the inputs of Towhee due to the common 
input requirements. 
During the course of the simulation instantaneous values for thermodynamic properties are output 
at a user defined interval to the command line.  The user also has the option to individually enable the 
instantaneous output to be printed to a file at a second user defined interval.  The simulation results can be 
directly ascertained by enabling the output of block averages.  Each thermodynamic variable for the system 
is averaged over the course of steps s.  The final step count and the average are appended to the block 
average file for that variable.  Lastly, specialized output for the grand canonical ensemble histogram 
reweighting method is also implemented.  This consists of two files.  The first is a particle distribution file.  
For each step of the simulation, the current number of molecules in the simulation cell is checked and that 
bin is incremented.  All bins start at 0.  Over the course of the simulation this output file shows the phase 
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space sampled in terms of molecule count, indicating what phase the simulation was in.  The second file 
type is a histogram consisting of instantaneous samples taken at some step interval t.  For pure fluid systems, 
each sample is of the form <U, N>, where U is the simulation cell energy and N is the number of molecules 
currently in the system.  For mixtures samples are output as: <U, N1…, Nk>.  Details of how these files are 
name are found in the GOMC manual. 
2.4.3 Cell List 
A cell list cutoff for non-bonded interactions was employed to reduce the computational cost of the 
pairwise energy calculations.  The cell list algorithm subdivides the simulation space into evenly sized cells.  
The current algorithm uses the radial cutoff as the linear dimensionality factor of the cubic cell (which 
implies a cell is of size rcut x rcut x rcut).  This is a useful basis as it yields a simple neighborhood formula: 
 
𝑖𝑓 (|𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑐𝑢𝑟𝑟, 𝑖)| ≤ 1 𝑜𝑟 |𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑦, 𝑐𝑢𝑟𝑟, 𝑖)| ≤ 1 𝑜𝑟 |𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑧, 𝑐𝑢𝑟𝑟, 𝑖)|
≤ 1 ) 𝑡ℎ𝑒𝑛 𝐶𝑎𝑙𝑐𝐸𝑛𝑒𝑟𝑔𝑦 (𝑐𝑒𝑙𝑙(𝑐𝑢𝑟𝑟), 𝑐𝑒𝑙𝑙(𝑖)) (2.53) 
where  
 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑎𝑥𝑖𝑠, 𝑐𝑢𝑟𝑟, 𝑖) = 𝑐𝑒𝑙𝑙_𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒(𝑎𝑥𝑖𝑠, 𝑐𝑢𝑟𝑟) − 𝑐𝑒𝑙𝑙_𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒(𝑎𝑥𝑖𝑠, 𝑖) (2.54) 
and where i is the looped over index of the cells.  It is important to incorporate the principle of periodicity 
into the cell list algorithm when dealing with a periodic simulation cell.  This can be done by employing an 
integer version of the minimum image convention: 
 
𝑖𝑓 (|𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑎𝑥𝑖𝑠, 𝑐𝑢𝑟𝑟, 𝑖)| ≤
𝑙𝑒𝑛𝑔𝑡ℎ(𝑎𝑥𝑖𝑠)
2
 )  𝑡ℎ𝑒𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑐𝑢𝑟𝑟, 𝑖)
= 𝑙𝑒𝑛𝑔𝑡ℎ(𝑎𝑥𝑖𝑠)
−  |𝑐𝑒𝑙𝑙_𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒(𝑎𝑥𝑖𝑠, 𝑐𝑢𝑟𝑟) − 𝑐𝑒𝑙𝑙_𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒(𝑎𝑥𝑖𝑠, 𝑖)| 
(2.55) 
Further, it is often convenient to define a box size that is of some size other than an integer multiple of rcut, 
hence the cell size is adjusted as follows: 
 𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑐𝑒𝑙𝑙𝑠  {𝑓𝑜𝑟 𝑗 𝑖𝑛 (𝑥, 𝑦, 𝑧)  {𝑐𝑒𝑙𝑙𝑠[𝑖]. 𝑎𝑥𝑖𝑠[𝑗] = 𝑆 = 𝑟𝑐𝑢𝑡 +
𝑟𝑒𝑚.
𝑐𝑒𝑙𝑙𝑠. 𝑐𝑜𝑢𝑛𝑡(𝑗)
}} (2.56) 
where 
 𝑐𝑒𝑙𝑙𝑠. 𝑎𝑥𝑖𝑠_𝑐𝑜𝑢𝑛𝑡(𝑗) = 𝑖𝑛𝑡 (
𝑏𝑜𝑥. 𝑎𝑥𝑖𝑠[𝑗]
𝑟𝑐𝑢𝑡
) (2.57) 
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and 
 𝑟𝑒𝑚. = 𝑏𝑜𝑥. 𝑎𝑥𝑖𝑠[𝑗] − 𝑐𝑒𝑙𝑙𝑠. 𝑎𝑥𝑖𝑠_𝑐𝑜𝑢𝑛𝑡(𝑗) ∗ 𝑟𝑐𝑢𝑡  (2.58) 
 
The conversion to an integer after the division of the box size by the cutoff is essentially a floor function, 
hence it determines the largest multiple of rcut less than the length of each axis.  This multiple is the 
number of cells to be distributed along that axis.  The remainder of the box axis length minus the axis 
count times the cutoff is distributed evenly amongst the cells.  Hence it is guaranteed that 𝑟𝑐𝑢𝑡 ≤ 𝑆 =
𝑐𝑒𝑙𝑙𝑠[𝑖]. 𝑎𝑥𝑖𝑠[𝑗] < 2𝑟𝑐𝑢𝑡  for all cells i and axes j.  
 
Figure 2.4: The above illustration depicts a standard cubic cell list. 
A list of the particles in each cell is maintained.  Whenever a move is accepted, the list is updated 
to reflect the new location of the molecule moved.  In large systems the scheme dramatically reduces the 
number of pairs evaluated for the calculation of the non-bonded energy.  For systems of moderate sizes and 
with larger molecules a molecular cutoff scheme may deliver similar performance improvement, but the 
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cell list afford more flexibility as it performs better at very large system sizes or for small fluids. 
The traditional cell list scheme is depicted in Figure 2.4.  While a microcell list – in which 0 ≤ 𝜎 =
𝑐𝑒𝑙𝑙𝑠[𝑖]. 𝑎𝑥𝑖𝑠[𝑗] < 𝑟𝑐𝑢𝑡 – was explored with prototype code, the more simplistic standard cell list 
outperformed it virtually all cases.  This is because for the densities typically simulated, the marginal 
increase in pair cutoff evaluations is eclipsed by the large latency of the more memory intensive microcell 
scheme.  
 
Figure 2.5: Code performance (steps executed per second) for NVT Monte Carlo simulations of united 
atom methane illustrating the impact of adding the cell list.  Naive Monte Carlo implementation without 
cell list (black circles), serial code with cell list (red squares), GPU code with cell list (green diamonds).  
Serial calculations were performed on a single core of an Intel I5-3570 CPU @ 3.4 GHz.  GPU calculations 
were performed on an NVIDIA K40.  
To illustrate the impact of the cell list on code performance, timing data are presented in Figure 2.5 
for Monte Carlo simulations of 2,5-dimethylhexane in the canonical (NVT) ensemble.  These data show 
the cell list has a substantial impact on code scaling behavior.  The naïve implementation, which is used by 
most publically available Monte Carlo codes, scales sees quadratic scaling as a function of system size.  
The cell list codes display flat scaling behavior.  This is because the calculation of pairwise interactions are 
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limited to the cell containing the molecule of interest and the nearest neighboring cells. Cells beyond the 
nearest neighbor are simply ignored.  For a system containing 4096 molecules (32768 interaction sites), the 
GPU cell-list code is 25.5 times faster than the naïve Monte Carlo implementation.  The cell-list also has a 
significant impact on serial code performance; the serial cell list is 1.7 (256 molecules) to 20 (4096 
molecules) times faster than the naïve implementation. 
2.4.4 Timing Benchmarks 
In terms of timing displacement and rotation which have an O(N) computational cost, the 
computational cost of the volume move is O(N2) as it involves a complete recalculation of the system 
energy.  Hence, the volume move saw much bigger timing gains with regards to the GPU implementation.  
The molecule transfer move is a more expensive O(N) move as multiple trials are required.  Comparisons 
are given below of the performance of the code in Gibbs and canonical ensembles. 
Figure 2.6: Steps per second for argon in grand canonical ensemble for serial and GPU versions of GOMC. 
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For the GOMC serial codes benchmarked in Figure 2.6, the cell list is seen to produce a substantial 
speedup at system sizes of around 750 molecules and up, with relatively flat scaling of steps per second 
versus particle count.  When compiled without its cell list, the code is seen to quickly slow as larger particle 
counts are reached.  Both codes perform similarly at system sizes of less than 750 molecules. 
This shows that the cell list structures introduce minimal latency, as even in cases where the cell list no 
longer excludes interactions (in the case of a 3 x 3 cell layout) performance remains similar to that of the 
non-cell list code.  The GPU code with a cell list is actually outperformed by the serial code without a cell 
list for most particle sizes in the grand canonical benchmark.  This appears a surprising result, but it is 
expected given the state of the codes.  The molecule transfer move in the current version of GOMC has yet 
to be fully optimized for GPU execution.  As the molecule transfer move in this benchmark is selected 70 
percent of the time, it represents the biggest computation expense. Hence the GPU code is poorly suited at 
present for this benchmark.  Use of the GPU introduces substantial latency as data must be transferred to 
and from the device for I/O and control purposes.  These results illustrate the challenging aspect of using 
the GPU coprocessor: without rigorous optimization of each computation application, the latency 
introduced will likely negate any computational gains from the parallelization.  In the future the molecule 
transfer move will likely be a key focus of optimization in the GPU code.  For now, the GPU code is 
substantially slower than the cell list serial code.  However, it is capable of outperforming the serial code 
without a cell list for larger system sizes, starting around 6,000 molecules. 
 Currently the volume move has been optimized to better utilize the graphics coprocessor.  Hence, 
the performance in Gibbs ensemble is much better.  While the volume move is only performed 1 percent of 
the time or less in most Gibbs ensemble simulations, it represents the biggest computational expense.  
Because of this the GPU code with a cell list is capable of surpassing the cell list serial code at a system 
size of just under 4,000 molecules. 
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Figure 2.7: Timing results for simulation of various system sizes of 2,5-dimethylhexane in Gibbs ensemble 
using the serial and GPU versions of GOMC.  Results from CASSANDRA are included for comparison. 
CASSANDRA is among the fastest general purpose molecular Monte Carlo simulations code other 
than GOMC.  However, both version of GOMC prove faster than CASSANDRA at larger system sizes.  
For smaller system sizes CASSANDRA can beat GOMC’s serial and GPU codes in speed.  This is due to 
its use of a molecular cutoff, which is a cheaper alternative to a cell list for small system sizes.  It should 
be possible to implement a molecular cutoff in GOMC to get similar results at small system sizes.  Currently 
the break even point versus CASSANDRA for Gibbs ensemble simulations is around 750 molecules for 
the GOMC serial code (with cell list) and around 2,000 molecules for the GOMC (GPU) code (with cell 
list).  The code was also benchmarked against RASPA2.  The serial code with cell list outperforms RASPA2 
substantially with a 4x and 35x speedup in NVT ensemble for systems of 256 and 4096 methane 
pseudoatoms.  Thes results are shown in Figure 2.8.  Similar speedup was seen in Gibbs ensemble, with 9x 
and 44x factor of speedup for systems of 256 and 4096 methane pseudoatoms.  These results are depicted 
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in Figure 2.9.  In addition to the code’s large speed advantage over RASPA, it can also be observed that 
GOMC has significant structural advantages from a code design standpoint.  For instance, the central move 
functions of RASPA2 take 27,000+ lines of code.  By contract GOMC uses modular design to accomplish 
similar functionality in under 500 lines of code.  Additional timing results can be found in Chapter 3. 
 
Figure 2.8: Timing results for simulation of various system sizes of TraPPE UA methane pseduoatoms 
[21] in NVT ensemble using the serial and GPU versions of GOMC (lower times indicate better 
performance).  Results from RASPA2 are included for comparison. 
Versus MCCCS Towheee, another popular open source Monte Carlo atomistic simulations code, 
GOMC is anywhere from approximately 1,000 times faster (at a system size of 256 molecules) to 7,500 
faster (at a system of 2,048 molecules) for simulations of 2,5-dimethylhexane in the canonical ensemble.  
The most obvious source of this massive speedup is the use of a cell list. 
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Figure 2.9: Timing results for simulation of various system sizes of TraPPE UA methane pseduoatoms 
[21] in Gibbs ensemble using the serial and GPU versions of GOMC (lower times indicate better 
performance).  Results from RASPA2 are included for comparison. 
However, the gains at system sizes of 750 molecules or less and CASSANDRA’s similar speed lead over 
MCCCS Towhee suggests that the structure of the code may be a key driving factor as well.  GOMC or 
CASSANDRA share some important design differences from MCCCS Towhee.  Most notably, 
CASSANDRA and GOMC feature many smaller functions which are often more granular than those found 
in MCCCS Towhee.  This code reuse makes it much easier to optimize key blocks of code, such as the 
functions used in calculation of the nonbonded interactions.  Perhaps more important both CASSANDRA 
and GOMC avoid the large conditionals of MCCCS Towhee via use of polymorphism or other code design 
strategies.  This decreases delays related to branching in the code and helps both the GOMC and the 
CASSANDRA code perform extremely well. 
38 
 
 
 
Chapter 3 GPU-Accelerated Gibbs Ensemble Monte Carlo 
Simulations of Lennard-Jonesium  
3.1 Introduction 
Over the last 50 years, Monte Carlo simulations have been used extensively to provide fundamental 
insight regarding the relationship between atomic-level interactions and macro-scale phenomena.  In the 
late 1980’s through the 1990’s, a proliferation of new algorithms, including Gibbs ensemble[26, 28], 
configurational-bias[91, 102-105], Gibbs-Duhem integration[106], and histogram-reweighting 
techniques[107-110] simplified greatly the determination of vapor-liquid coexistence curves.  The Gibbs 
ensemble method is particularly versatile; in addition to vapor-liquid coexistence, this method has been 
used to determine adsorption equilibria in single[111-114] and multi-component systems[115, 116], 
membrane equilibria, solid-fluid[117] and  solid-vapor[118, 119] equilibria.  Unlike molecular dynamics, 
where highly optimized parallel codes are widely available to the public[53, 59, 120-122], most Gibbs 
ensemble Monte Carlo calculations (GEMC) have been performed with codes that execute on a single CPU 
core.  This limits calculations to relatively small system sizes ( < 5,000  atoms ), and precludes the use of 
GEMC for the simulation of equilibria in most biological systems.  
There have been numerous attempts to parallelize Monte Carlo simulations based on three core 
algorithms, embarrassingly parallel, farm, and domain decomposition.  The embarrassingly parallel 
approach is the simplest to implement; a replica of the system is placed on each processor core, and each 
instance runs independently without any communication between processors.  For systems with short 
equilibration periods, parallel efficiencies near 100% are possible.  However, for systems with long 
equilibration periods, this method quickly becomes inefficient.   In the farm algorithm [123], also known 
as energetic decomposition, the energy calculation is distributed over the available processing cores.  Some 
efforts have shown improved performance with this method [124], but the farm algorithm has been avoided 
due to communications overhead noted in early comparative studies between energetic decomposition and 
embarrassingly parallel algorithms [18].  Domain decomposition is an example of a modified Markov chain 
algorithm[125], and leverages the fact that in large systems, particles outside the range of interactions of 
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other particles may be moved simultaneously.  The simulation box is split into cells, and interactions on 
each cell are calculated on a single CPU core.  The amount of inter-processor communication is reduced 
compared to the farm method.  In early work,  domain decomposition was dismissed as inefficient, since 
its performance was worse than the embarrassingly parallel method[126]. More recently, however, it has 
been shown that by using a sequential updating algorithm the parallel efficiency of domain decomposition 
may be improved significantly [127-129].  Additional modified Markov chain algorithms have been 
proposed where displacement of all particles, or a subset of particles, is attempted simultaneously[130].  
These methods are referred to as hybrid Monte Carlo methods, due to the use of velocities to determine 
new trial locations, which are typically used in Newtonian-physics based molecular dynamics simulations.  
The efficiency of hybrid Monte Carlo methods tends to be dictated by the phase [131] and type of atoms or 
molecules studied[132]. 
In addition to general methods of parallelizing atomistic Monte Carlo simulations, some specialized 
ensemble-specific techniques have been demonstrated.  Chen and Hirtzel proposed a macro state Markov 
chain model (MSMCM) for parallelization of simulations in the grand canonical ensemble [133-135].  
Spatial updating algorithms, combined with sequential updating and domain decomposition, have been used 
to improve the efficiency of  parallel Monte Carlo simulations in the grand canonical ensemble[129].  
Parallel grand canonical Monte Carlo simulations have been combined with molecular dynamics for the 
simulation of diffusion in porous materials [73, 74].  Additional parallelization efforts have been focused 
on the configurational-bias algorithm, which is crucial to achieving reasonable acceptance rates for 
molecule transfers in grand canonical and Gibbs ensemble Monte Carlo simulations.  In order to improve 
the success rate for growing chain molecules in a dense system, Esselink et al. proposed evaluating multiple 
trial locations for the first bead in parallel[136].   This methodology for particle exchange was combined 
with hybrid Monte Carlo moves for particle displacement in Gibbs ensemble Monte Carlo where a parallel 
efficiency of approximately 80% was observed[131, 136].   
In recent years the field of parallel computing has shifted its focus from the CPU to a new kind of 
hardware, the graphics processing unit (GPU), which was originally created satisfy the demand for 
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increasing realism in virtual video game environments [137].  GPUs have outpaced CPU in terms of units 
of computational power per electrical power consumption and computational power per discrete hardware 
costs.  GPU typically devote more transistors to fast parallel math processing than CPU at the expense of 
flexibility.   Compared to the relatively small collection of complex processing cores found in modern CPU, 
GPU are composed of a collection of simpler processors (streaming multiprocessors – “SMs” – each 
composed of dozens of shader core subunits) capable of massively parallel math operations.  GPU have 
several types of volatile storage available for simulation variables – DRAM, constant cache memory, global 
cache memory, shared memory and registers. DRAM has the highest latency, while registers offer the 
lowest latency.  However, the DRAM bank has significantly larger capacity than the registers or cache, 
hence part of the challenge in developing efficient algorithms to utilize the GPU is optimizing variable 
distribution and memory throughput. 
Given inherent hardware differences between multi-core CPU and GPU, the creation of optimized 
GPU algorithms requires a fundamental reexamination of parallelization methods.  Some methods that 
appear less viable for CPU parallelization may perform well on the GPU, and the converse may also be 
true.   Additionally, there is an opportunity to develop new algorithms/techniques, which were not 
considered or postulated due to the architectural differences between single instruction multiple data 
(SIMD) devices and the traditional CPU-based multiple-instruction multiple-data (MIMD) clusters and 
supercomputers.  Despite relatively mature GPU-enabled molecular dynamics simulation engines[49, 59, 
61, 138, 139], there has been significantly less exploration of Monte Carlo simulations on GPU.  As with 
molecular dynamics, GPGPU computing is expected to bring sizeable benefits to Monte Carlo simulations.  
Early work has focused on simple systems, due to the relative complexity of writing optimal GPU code.  
2D and 3D simulations of Ising models were recently accelerated using  single[140] and multiple 
GPUs[141].  GPU-driven canonical ensemble simulations of hard spheres[142], have also been published.  
Canonical ensemble simulations of methane in a zeolite framework have been performed on GPU for small 
systems (Nmethane<= 128 particles) [143].    This code was later expanded to perform GPU-accelerated grand 
canonical Monte Carlo simulations of methane and CO2 in a zeolite[144-146].  
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In this work, an implementation of Gibbs ensemble Monte Carlo on the GPU is presented.  A 
straightforward implementation of the farm algorithm is used for parallelization of the pair-wise energy 
calculations for the three distinct move types: particle displacement, swap and volume exchange.  The 
choice of the farm algorithm is motivated by the fact that for complex molecules, such as those found in 
biomolecular simulations, long equilibration periods are required for adequate sampling of phase space, 
which reduces significantly the efficiency of embarrassingly parallel methods.  Simulations of biomolecular 
systems present an additional problem of system size.  While Monte Carlo simulations for phase equilibria 
and physical property prediction are performed typically for systems of 5,000 atoms or fewer, typical 
biomolecular simulations contain tens to hundreds of thousands of atoms.  Therefore it is important to have 
an implementation that scales well with system size.  As a demonstration, calculations are performed for 
systems of Lennard-Jones beads ranging in size from 512 to 131,072 particles.  While the properties of the 
Lennard-Jones fluid may be studied easily with a serial code, the wealth of data in the literature makes this 
the ideal system for the evaluation of new methodologies.  Calculated energies, pressures, saturated liquid 
and vapor densities are presented for a range of temperatures and compared to literature data for validation.  
Detailed assessments of the performance of the GPU-accelerated GEMC code relative to an equivalently 
designed and optimized serial code are presented for a range of GPU and CPU.  Additional data are 
presented for simulations in the canonical ensemble. 
3.2 GPU Implementation  
The Gibbs ensemble methodology utilizes two simulation boxes, each representing a region of fluid 
deep within their respective phases (vapor, liquid)[26].  The three criteria for equilibria, equality of 
temperature, pressure and chemical potential between phases, are satisfied through three types of moves: 
particle displacement within a phase, volume exchange and particle swaps between phases.  Acceptance 
probabilities for each move are defined as follows 
 displacement: acc(𝑜 → 𝑛) = 𝑒−𝛽[𝑈𝑛𝑒𝑤−𝑈𝑜𝑙𝑑] (3.1) 
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volume swap: acc(𝑜 → 𝑛)
= min (1, (
𝑉1
𝑛𝑒𝑤
𝑉1
𝑜𝑙𝑑
)
𝑁1+1
(
𝑉2
𝑛𝑒𝑤
𝑉2
𝑜𝑙𝑑
)
𝑁2+1
𝑒−𝛽[∆𝑈1+∆𝑈2]) 
(3.1) 
 particle swap: acc( box 1 → box 2) = min (1,
𝑁1𝑉2
(𝑁2 + 1)𝑉1
𝑒−𝛽[∆𝑈1+∆𝑈2]) (3.2) 
 particle swap: acc(box 2 → box 1) = min (1,
𝑁2𝑉1
(𝑁1 + 1)𝑉2
𝑒−𝛽[∆𝑈1+∆𝑈2]) (3.3) 
where the subscripts 1 and 2 refer to each simulation box, ∆𝑈𝑖 = 𝑈𝑖
𝑛𝑒𝑤 − 𝑈𝑖
𝑜𝑙𝑑 denotes the energy change 
for the trial move in box i,  𝑉 = 𝑉1 + 𝑉2, and 𝑁 = 𝑁1 + 𝑁2. 
The particle displacement and swap routines require the calculation of pair-wise interactions 
between the selected particle and the rest of the particles in the system.  For the displacement move, there 
are Nbox-1 evaluations of the Lennard-Jones potential for the trial location, where Nbox is the number of 
particles in the simulation box of interest.  The old energy can be either stored in local memory, or 
recalculated using Nbox-1 evaluations.  The swap move requires Nbox, in total evaluations of the Lennard-
Jones potential for the trial insertion site, while the old energy, as in the displacement move, can be either 
stored or recalculated via Nbox, out-1 pair evaluations.  In the volume swap move, distances between all 
particles in both boxes are rescaled, which requires 
𝑁2−𝑁
2
  total evaluations of the Lennard-Jones potential 
per box.  For small particle numbers, it may be faster to store the r-12 and r-6 components of the pair-wise 
Lennard-Jones interaction for each pair of beads and simply rescale the total energy of each box instead of 
completely recalculating the energy for each attempted volume exchange.  As systems sizes increase, 
however, the memory requirements make such a methodology impractical on the GPU.  For a 10,000 atom 
system, storage of the 
𝑁2−𝑁
2
 unique r-12 and r-6 components would require approximately 762 MB of memory 
on the GPU.  Furthermore, this optimization is not possible for molecular systems, and therefore was 
avoided. 
The architecture of the GPU is shown schematically in Figure 3.1.  Threads are grouped into warps, 
warps are grouped into blocks, multiple blocks are combined in a single streaming multiprocessor (SM), 
and streaming multiprocessors are combined to form the GPU. 
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Figure 3.1:  In this work, energy calculations are parallelized using the method of energetic decomposition.  
The calculation of pair interactions are distributed among available threads.  If there are more unique pairs 
than available threads (shown as k, k+1 …) then threads receive another pair interaction to process, and so 
on, until all interactions have been farmed out.  Threads are organized into “blocks” (B), which are then 
organized onto units of hardware known as streaming multiprocessors (SMs).  Multiple SMs can be found 
on a graphics processing unit (GPU). 
On GPU with Fermi architecture, there are 32 threads in a single warp.  This architecture is a natural fit for 
the method of energetic decomposition, where parts of the energy calculation are split, or farmed, among 
available resources.  This parallelization methodology is also well suited to problems of interest to our 
group, e.g. simulation of equilibria in biomolecular systems, which contain tens to hundreds of thousands 
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of atoms.  In this work, pair-wise energy calculations for the particle displacement and swap moves were 
performed on the GPU by calling N threads, where N-1 is the number of unique pair interactions to be 
evaluated; each thread (except the thread whose index corresponds to the particle moved) was used to 
calculate the interaction between two particles.  It might be tempting to use N-1 threads, but testing showed 
that this makes both indexing the particles less intuitive and creates thread divergence (as the threads after 
the selected particle index would have to add an offset); hence N threads were used and a simple conditional 
was used to idle the test particle’s thread.  For the volume exchange move, energy calculations on the GPU 
were performed with 4N threads, a thread count that allowed for improved memory addressing.  The energy 
calculation for the two simulation boxes were assigned as two individual kernel calls to separate streams, 
allowing the new energy of each box to be calculated simultaneously if sufficient resources are available.  
All calculations used 128 threads per block, which has been shown to provide efficient utilization of the 
GPU for these types of calculations[143].  A tree summation algorithm was used to coalesce the results 
from the individual threads.  Within a block, the results from the first half of the threads are added to the 
second half of the threads.  This process is repeated, with half as many threads participating in each phase, 
until the entire calculated results from a block is stored in the first thread’s shared memory array position.   
As each block finishes, its first thread increments a thread-safe global counter, and copies its results from 
shared memory to a global array.    The final block to execute then copies the partial sums from other blocks 
to positions in its shared memory array.  It then repeats the previous data coalescing process, yielding a 
final inter-block sum. 
Additional complexities arise in the volume move, since the pair-wise energies for all N particles 
in the system have to be recalculated.  This requires (N2-N)/2 evaluations of the Lennard-Jones potential, 
which in a traditional serial CPU-bound code would be an O(N2) operation.  The brute force approach on 
the GPU would be to calculate (N2-N) interactions and correct for double counting pair-wise interactions 
by dividing the resulting energy by 2.  This naïve approach offers easier thread indexing, but wastes 
resources, since (N2-N)/2 threads are performing redundant calculations.  As N grows large, the device 
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typically does not have enough hardware to waste on duplicate calculations.  Hence, it is desirable to 
calculate only unique interactions. 
   A remapping algorithm was developed to allocate pair interactions to arbitrary threads, which 
allows direct indexing in a thread-coherent manner (the naïve alternative – using a loop to calculate the pair 
index – creates thread divergence).  This algorithm maps the thread index to a 2-dimensional array of 
particle indices, which is shown graphically in Figure 3.2.  Interactions on the grid above the line defined 
by  i=j are unique.  To transform this unique-pair index space from a triangle, which would require 
redundant calculations, to a rectangular block of unique indexes, the region below the equal-index line in 
the top left quadrant is mapped to the region of unique indices above the equal-index line in the lower right 
quadrant.   
 
 
Figure 3.2:  Scheme for mapping of unique interaction pairs to allow for more efficient distribution of 
threads. 
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By mapping all unique particle interactions to a contiguous index space it is possible to determine each pair 
interaction efficiently using an arbitrary thread.  For larger systems, the evaluation space (N2-N)/2 is still 
too large to assign one pair per thread (e.g. for N=10,000 there are approximately 50 million unique pairs), 
hence 4 rows of the remapped space are evaluated at once, which offers both effective acceleration and 
memory addressing gains. 
The implementation presented in this work differs somewhat from the GPU implementation of 
grand canonical Monte Carlo by Kim et al., which uses a hybrid of energetic decomposition and 
embarrassingly parallel methods[144].  In the Kim method, a large number of unique Monte Carlo 
simulations are run on discrete blocks of the GPU, an approach similar to running independent Markov 
chains on individual CPU-cores; within a block pair-wise energy calculations are distributed among 
available threads.  The hybrid methodology provides significant performance increases for the simulation 
of small systems sizes that are typically found in adsorption calculations, but becomes less efficient as the 
size of the system increases, or for systems where long equilibration periods are required.  
Both the Gibbs and canonical ensemble codes were written in ANSI C.   The serial version was 
compiled using g++ (version 4.4.6) with compiler flags –Wall -O2. The CUDA code was divided into 
algorithms that run on the CPU-side (host) and algorithms that run on the GPU (device).  Code containing 
CUDA application programming interface (API) calls was compiled using the nvcc compiler from NVIDIA 
(version 4.1) with flags -fno-strict-aliasing -DUNIX -m64 -O2 -
gencode=arch=compute_20,code=\"sm_20,compute_20\".   
3.3 Simulation Details 
In this work, interactions between particles are governed by the ubiquitous Lennard-Jones 
potential  
 𝑈(𝑟𝑖𝑗) = 4𝜖𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] 
(3.4) 
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where U is the configurational energy of the pair interaction, εij is the well depth, σij is the particle diameter 
and rij is the distance between particles i and j.  Reduced quantities were defined as T
*=kBT/εij, ρ*=Nσij
3/V, 
U*=U/εij, and p* = pσij
3/εij. 
Simulations were performed for both the truncated and tail-corrected Lennard-Jones potential.  Analytical 
tail corrections were given by the following equations   
 𝑈∗(𝑟𝑐) =
8
9
𝜋𝜌∗𝜖𝜎3 [(
𝜎
𝑟𝑐
)
9
− 3 (
𝜎
𝑟𝑐
)
3
] (3.6) 
 𝑃∗(𝑟𝑐) =
16
3
𝜋𝜌∗2𝜖𝜎3 [(
𝜎
𝑟𝑐
)
9
−
3
2
(
𝜎
𝑟𝑐
)
3
] (3.7) 
The GPU accelerated Gibbs ensemble code was validated for both the truncated and long-range 
corrected Lennard-Jones potential.  Calculations were performed for two system sizes, N=500 and 
N=10,000.  Initial volumes for each simulation box were determined based on the expected equilibrium 
density of the gas and liquid phases at the given reduced temperature, T*.  The Lennard-Jones potential 
cutoff was set at rc=2.5σ for simulations using a truncated potential; long-range corrected data were 
obtained from simulations with rc=3.0σ.  The 500 particle system was equilibrated for 1.0x10
8 Monte Carlo 
steps (MCS) and data were extracted from a 7.0x108 MCS production run.  The 10,000 particle system was 
equilibrated for 2.0x107 MCS, and data were collected from a 1.8x108 MCS production run.  Temperatures 
were selected to match published data [26, 29, 30, 147].   
Simulations in the canonical ensemble were performed at varying densities in the low and high 
density regimes for a system size of N=500, with, and a cutoff of rc=3.0σij.  The system was allowed 
equilibrate for 5.0x107 Monte Carlo steps (MCS) and production data was gathered from a 2.5x108 MCS 
production run.  Isotherms were produced for T*= 0.85 and 0.90.    These simulation parameters followed 
those suggested by the National Institute of Standards and Technology for its benchmark data of a pure 
Lennard-Jones fluid[148].     
Timing data for serial simulations were run on an Intel(R) CoreTM  i5-2500K CPU operating at 3.3 
GHz) and an Intel(R) CoreTM  2 Quad CPU Q6600, clocked at 2.40 GHz , to ascertain the effect of CPU on 
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the performance of the serial code.  The serial and GPU codes were designed to perform an identical number 
of evaluations of inter-particle distances and the Lennard-Jones potential for each Monte Carlo move for a 
given system size.  This provides a direct and unambiguous measure of the performance improvements 
possible using the GPU.  Calculations in both the GPU and  the serial code were performed using double 
precision variables for the storage of particle coordinates, distances, and energies.  Timing data for GPU-
accelerated simulations were  determined for three different GPU models -- the NVIDIA(R) GeForceTM  GTX 
465 (352 CUDA cores @ 1250 MHz), the GeForceTM  GTX 480 (480 CUDA cores @ 1401 MHz), and the 
NVIDIA(R) GeForceTM  GTX 560 Ti (384 CUDA cores @ 1701 MHz), all of which shared a common board 
designer, EVGA.  All validation and timing results were run for five trials per data point with a randomized 
starting seed, to collect the average and standard deviation values for the data point.  
3.4 Results and Discussion 
The GPU accelerated Gibbs ensemble Monte Carlo engine was used to determine vapor-liquid 
coexistence curves for the truncated and long range corrected Lennard-Jones potential for systems 
containing 10,000 atoms.  These data are shown in Figure 3.3, and show excellent agreement with the 
original Gibbs ensemble results of Panagiotopoulos for systems containing 500 atoms[26], as well as more 
modern approaches using grand canonical Monte Carlo simulations coupled with histogram reweighting 
methods [29, 30, 147].  Corresponding numerical data are listed in Table 3.1.   
As expected, the effect of system size is negligible at temperatures away from the critical region.  
The Gibbs ensemble method is well known to exhibit instabilities in the near critical region, however, this 
is with respect to the traditional system sizes used in GEMC calculations of 500-1,000 atoms. 
Simulations of the 10,000 atom system were stable at temperatures up to T*=1.30, which enabled 
the prediction of the critical point with accuracy equivalent to histogram-reweighting calculations combined 
with mixed field finite-size scaling techniques.   
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Figure 3.3: Vapor liquid coexistence curves predicted for the truncated (blue diamonds) and tail corrected 
(green triangles) Lennard-Jones fluid from 10,000 particle simulations in the Gibbs ensemble.  Additional 
data shown for comparison for the tail corrected Lennard-Jones potential: Gibbs ensemble simulations for 
a 500 particle system (black circles)[26], grand canonical Monte Carlo simulations combined histogram 
reweighting (red squares)[29] and (violet triangle right)[30].  Filled symbols correspond to the predicted 
critical points.  For the truncated Lennard-Jones potential, the data of Wilding for rcut =2.5σ are shown 
(orange triangle down)[147]. 
Data between T* = 1.2 to 1.3 (long range corrected) or 1.0667 to 1.1696 (truncated) were fit to the density 
scaling law for critical temperature[149] 
 𝜌𝑙𝑖𝑞 − 𝜌𝑣𝑎𝑝 = 𝐵(𝑇 − 𝑇𝑐)
𝛽 (3.5) 
and the law of rectilinear diameters[150]   
 
𝜌𝑙𝑖𝑞 + 𝜌𝑣𝑎𝑝
2
= 𝜌𝑐 + 𝐴(𝑇 − 𝑇𝑐) (3.6) 
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where β=0.325 is the critical exponent for Ising-type fluids in three dimensions.  For the tail corrected 
Lennard-Jones potential 𝑇𝑐
∗ = 1.312(2) and 𝜌𝑐
∗ = 0.316(3), while for the Lennard-Jones potential 
truncated at 2.5σij, 𝑇𝑐
∗ = 1.186(1) and 𝜌𝑐
∗ = 0.318(2).  In both cases, the data are in exact agreement with 
prior calculations[14].  
Table 3.1: Data from CUDA-Gibbs ensemble Monte Carlo simulations for truncated Lennard-Jones 
potential with rcut = 2.5σij and the tail-corrected Lennard-Jones potential, with rcut = 3.0σij.  Number in 
parenthesis represents the uncertainty in the last digit. 
𝑇∗ 𝜌𝑣𝑎𝑝𝑜𝑟
∗  𝜌𝑙𝑖𝑞𝑢𝑖𝑑
∗  𝑈𝑣𝑎𝑝𝑜𝑟
∗  𝑈𝑙𝑖𝑞𝑢𝑖𝑑
∗  𝑃∗ 
Truncated Lennard-Jones potential, rcut = 2.5σij 
1.1696 0.177(3) 0.454(8) -1.40(3) -3.00(3) 0.12(1) 
1.1494 0.144(2) 0.498(3) -1.17(2) -3.24(2) 0.1012(8) 
1.1111 0.1098(8) 0.5554(5) -0.92(7) -3.58(5) 0.08098(4) 
1.0667 0.0797(7) 0.5999(6) -0.69(6) -3.87(3) 0.0615(3) 
1.0256 0.0603(4) 0.6333(5) -0.54(4) -4.09(4) 0.0474(2) 
0.9877 0.0462(4) 0.6601(5) -0.42(4) -4.28(4) 0.0367(2) 
0.9412 0.0335(2) 0.6907(2) -0.31(1) -4.51(2) 0.0266(2) 
Lennard-Jones potential, rcut=3.0σij, long range corrections 
1.30 0.202(4) 0.438(5) -1.57(3) -3.04(2) 0.1216(9) 
1.27 0.156(2) 0.486(2) -1.25(2) -3.35(1) 0.1065(9) 
1.25 0.135(2) 0.514(2) -1.10(2) -3.873(9) 0.0967(4) 
1.20 0.099(2) 0.564(1) -0.83(1) -3.873(9) 0.0772(6) 
1.15 0.0733(9) 0.6057(8) -0.634(8) -4.171(5) 0.0599(4) 
1.11 0.0578(3) 0.6337(5) -0.511(2) -4.378(4) 0.0484(2) 
1.00 0.0294(2) 0.7008(4) -0.277(2) -4.894(3) 0.0249(2) 
0.90 0.0141(2) 0.7521(3) -0.142(3) -5.312(3) 0.0115(2) 
0.75 0.0030(1) 0.8208(2) -0.0344(5) -5.899(2) 0.0022(1) 
The internal energy per particle as a function of temperature for each phase is presented in Figure 
3.4, while the predicted vapor pressures are shown in Figure 3.5.  In all cases, data produced by the GPU 
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accelerated GEMC engine are in excellent agreement with published data. These data show a significant 
improvement in statistical precision compared to prior calculations. 
 
Figure 3.4: Average energy per particle for vapor and liquid phases predicted from 10,000 particle Gibbs 
ensemble Monte Carlo simulations for the truncated, rcut=2.5σ (blue diamonds) and tail corrected (green 
triangles) Lennard-Jones potential.  Data for  simulations of the tail-corrected Lennard-Jones potentials 
performed with 300 (black circles) and 500 (red squares) particles are presented for comparison[26].     
This is the result of being able to run very large system sizes, which suppress fluctuations in energy and 
particle number, both of which scale with system size as O(1/N1/2).   Additional validation of the code was 
performed by running canonical Monte Carlo simulations for a variety of densities for T*=0.85, 0.90.   
These data may be found in the supplementary material.  In all cases, exact agreement was found between 
the predictions of the GPU-based Monte Carlo code and benchmark data from the National Institute of 
Standards and Technology (NIST). 
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Figure 3.5:  Vapor pressures predicted from 10,000 particle Gibbs ensemble Monte Carlo simulations for 
the Lennard-Jones potential truncated at 2.5σ (blue diamonds), and the Lennard-Jones potential with 
analytical tail corrections (green triangles).  Statistical uncertainties were smaller than the symbol size.   
Data from the work of Panagiotopoulos for the tail corrected Lennard-Jones potential are included for 
simulations performed with 300 (black circles) and 500 (red squares) particles[26].  
 Benchmarks were performed for the GPU-accelerated canonical and GEMC codes and an 
optimized serial code written in C++.  The effects of increasing system size were examined for systems of 
size N=512, 1024, 2048, 4096, 8192, 16,384, 32,768, 65,536, and 131,072.   For simulations in the Gibbs 
ensemble, the volume of each simulation box was selected to produce an initial density 𝜌∗ = 0.3, with 
particles being distributed evenly between the two boxes.  Five trials of 1x106 Monte Carlo steps (MCS) 
were run for each code (serial and GPU) at each data point.  
 In Figure 3.6, performance data are presented for the GPU-accelerated and serial canonical ensemble 
Monte Carlo code.  Tabulated data may be found in Table 3.2.   
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 For the largest system size, N=131,072, the GPU-based code running on a GeForce GTX 480 (the 
fastest tested GPU) is approximately 10 times faster than code running on a single core of an Intel i5-2500K 
processor (the fastest tested CPU).  The inherent overhead, due to memory transfers to and from the device 
over the PCI-bus, make the GPU-enabled simulation slower than the serial simulation for small particle 
numbers (N<500).  For systems between 512 and 4,096 particles, there was a negligible increase execution 
time on the GPU, suggesting that for small system sizes memory transfers between system RAM and GPU 
were the primary performance bottleneck. 
 
Figure 3.6: Performance data for canonical Monte Carlo simulations.  Timing data were determined from 
1x106 step simulations performed at ρ*=0.30, T*=1.0 with a Lennard-Jones cutoff of 3.0σ.  Inset shows a 
magnified view of the timing data for 512<N<8192. 
For systems that equilibrate rapidly, Kim et al, has proposed a solution where each thread block on 
the GPU executes an independent Monte Carlo simulation and threads within a block are used to calculate 
the Lennard-Jones pair potential[143].  Their method optimizes the total throughput on the GPU, while the 
methodology proposed in this work is focused on minimizing the run time of a single Monte Carlo 
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simulation.  On a Tesla C2050, which has 14 SM (448 compute cores), 112 independent simulations could 
be launched simultaneously (14 SM x 8 blocks/SM), which produced speedups of up to 50 relative to a 
single core of an Intel 5530 (Nehalem) CPU for systems containing 512 to 2048 particles.    
Table 3.2: Timing data for canonical (NVT) and Gibbs ensemble Monte Carlo simulations performed on 
various CPU and GPU.   All calculations were performed for rcut = 3.0σ, with analytical tail corrections.  
Numbers in parentheses denote uncertainty in the last digit. 
N 
Q6600 
(CPU) 
i5-2500K 
(CPU) 
GeForce 
GTX 465 + 
Q6600 
(GPU) 
GeForce 
GTX 480 + 
Q6600 
(GPU) 
GeForce 
GTX 560 + 
Q6600 
(GPU) 
GeForce 
GTX 560 + 
i5-2500K 
(GPU) 
Canonical Monte Carlo Simulations 
(NVT) 
   
 
512 19.827(5) 11.552(4) 13.147(7) 11.722(4) 11.000(6) 10.935(5) 
1,024 33.818(9) 20.987(5) 13.457(5) 11.953(7) 11.513(9) 11.465(5) 
2,048 61.50(1) 40.277(5) 14.48(1) 12.472(4) 12.497(9) 12.43(2) 
4,096 109.26(2) 73.32(2) 16.41(1) 13.827(5) 18.3(2) 18.26(3) 
8,192 188.54(2) 129.20(5) 26.19(2) 21.22(1) 26.10(2) 25.98(2) 
16,384 350.7(2) 242.52(1) 38.03(2) 30.495(8) 42.140(8) 42.06(1) 
32,768 661.6(5) 456.88(3) 68.72(1) 49.415(5) 77.332(9) 77.29(2) 
65,536 1255(4) 853(3) 125.91(3) 88.715(5) 145.06(3) 144.86(9) 
131,072 2683.3(4) 1690(2) 238.36(5) 163.948(9) 281.08(2) 280.75(3) 
Gibbs Ensemble Monte Carlo Simulations (GEMC)    
512 28.2(9) 15.9(5) 30.2(1) 24.06(8) 26.89 (4) 23.3(1) 
1,024 90(7) 44(5) 33.9(6) 26.9(9) 30.3(5) 27.0(3) 
2,048 230(20) 139(7) 39.4(2) 30.8(2) 37.1(9) 33.1(2) 
4,096 703(4) 417(6) 55.8(4) 43.8(9) 58.1(9) 55(1) 
8,192 2.64 x103 (3) 1.56 x103 (1) 123(1) 90(1) 136.8(8) 133(1) 
16,384 1.05x104 (5) 6.06 x103 (3) 349(4) 243(2) 411(2) 407(3) 
32,768 4.0 x104 (1) 2.4 x104 (1) 1.13 x103 (1) 1.13 x103 (1) 1.45 x103 (1) 1.13 x103 (1) 
65,536 1.6 x105 (1) 9.4 x104 (2) 4.38 x103 (4) 4.38 x103 (4) 5.47 x103 (4) 4.380 x103 (4) 
131,072 6.6 x105 (9) 3.4 x105 (4) 1.80 x104 (1) 1.80 x104 (1) 2.26 x104(1) 1.80 x104 (1) 
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While throughput was maximized, each simulation instance was running at approximately half the speed 
as on a single CPU core.  Due to differences in computational hardware, a quantitative comparison cannot 
be made between this work and that of Kim et al., however, qualitatively our results show approximately 
2-6 times the performance for the runtime of a single Monte Carlo instance on the GPU relative to runtime 
on a CPU for systems with fewer than 2000 particles, albeit at significantly reduced overall throughput. 
 
Figure 3.7: Performance data for Gibbs ensemble Monte Carlo simulations of Lennard-Jones particles with 
rcut = 3.0σ.  Data correspond to a simulation of 1x10
6 Monte Carlo steps.  Inset shows a magnified view for 
500 < N < 4096.    
 Calculations were performed with several different GPU and CPU combinations to determine the 
effect of hardware on the expected performance of the code.  For the serial code, the Sandy Bridge 
architecture i5-2500K CPU operating at 3.3 GHz was approximately 50% faster than the 2.4 GHz the 
Kentsfield Q6600 chip, with the majority of this difference resulting from the 37% increase in CPU clock 
speed of the i5-2500K compared to the Q6600.  The GeForce GTX 480 was found to be fastest of the GPUs 
tested, despite having approximately 20% slower CUDA core and 10% slower memory clock rates than the 
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GeForce 560.  This is because the GeForce GTX 480 has 480 CUDA cores compared to 384 for the GTX 
560 Ti.  The choice of CPU was found to have a negligible impact the performance of the GPU-accelerated 
code, despite the fact that some portions of the code (reading configuration parameters, output functionality) 
were contained on the host (CPU) side.   
 For the Gibbs ensemble simulations, the addition of the particle swap and volume moves raises 
computational demands on the GPU, but provides greater opportunity for optimization.  In this case, the 
ratio of moves was set to 1% volume exchange, 10% particle swap and 89% particle displacement; ratios 
that are typical of production GEMC simulations.  Timing data are presented for system sizes between 512 
and 131,072 particles in Figure 3.7.   
 
Figure 3.8: Performance of Gibbs ensemble Monte Carlo simulations for varying ratios of move types.  
Data are presented as a percent difference relative to the baseline case of 1% volume transfer (TVT), 89% 
particle displacement (TM) and 10% particle transfer (TPT).  Data were calculated for a system 
containing 2048 particles with a Lennard-Jones cut-off of 3.0σ.  
 
57 
 
 
 
 Numerical data are presented in Table 3.2.  For the largest system studied (N=131,072) the GPU 
GEMC simulations were 29.1 times faster than the serial, CPU-bound code.  For the Gibbs ensemble, the 
breakeven point was found at 600 particles; for smaller system sizes the CPU code was faster than the GPU 
code.  This was due to the extra overhead of memory communications for the second box, and poor 
performance of the parallel volume move for small system sizes.   
 The performance of GEMC simulations may be affected significantly by the selected distribution 
of moves.  There was a negligible difference in the computational cost of the particle displacement and 
particle swap moves on the GPU.    The volume exchange move is the most computationally demanding 
and increasing the frequency of volume exchange moves carries a substantial performance penalty. In 
Figure 3.8 timing data for simulations performed with 1-11% volume swap moves are presented.  These 
data are provided as percentage change from the baseline case (1% volume swap, 10% particle swap, 89% 
particle displacement). The data show that increasing the number of volume moves, while reducing the 
number of particle displacements, led to large changes in the run time of both the serial and GPU codes.  In 
the GPU-GEMC code, increasing the fraction of volume swaps performed from 1% to 11% increased the 
simulation run time by a factor of 2.3.  For comparison, using the same distribution of moves in the serial 
code produced a result that was 7.9 times slower than the original case.  Consistent with prior calculations, 
these data show the GPU GEMC code exhibits significantly better scaling with increasing workload 
compared to the CPU GEMC implementation.  
3.5 Conclusions 
 In this work, an implementation of Gibbs ensemble Monte Carlo on the GPU has been demonstrated.  
Parallelization of routines to calculate pair-wise energies was performed using the method of energetic 
decomposition, where each pair interaction was calculated by a particular thread.  This method is naturally 
well suited to the architecture of the GPU, but has limitations.  For small system sizes, N<600 particles, it 
was found that overhead from memory transfers between system RAM and the GPU led to worse 
performance than a traditional serial CPU bound code.  However, for larger systems, the GPU code was 
found to be significantly faster; for the largest system studied (N=131,072), the GPU accelerated Gibbs 
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ensemble code was 29.1 times faster than the serial code.  In other words, for the 131,072 particle system, 
a single GPU offered performance equivalent to 29 CPU Intel i5-2500K cores running in embarrassingly 
parallel mode. For system sizes between 512 and 4096 particles, the computational effort was independent 
of system size, suggesting the GPU had significant unused computational capacity that could be used, in 
principle, for calculations related to advanced sampling techniques, such as configurational-bias, with little 
or no penalty in run time.  It should be noted that the performance data presented in this work were 
determined using double precision arithmetic for all calculations performed on the GPU.  Preliminary tests 
by our group have shown the GPU code was approximately twice as fast running single  precision mode 
compared to double precision mode with a negligible loss in accuracy, therefore the presented performance 
data represent a conservative estimate of the peak performance of the GPU code.  For Lennard-Jones beads, 
or small molecules, the hybrid methodology (a combination of energetic decomposition and embarrassingly 
parallel methods) used by  Kim et al. in canonical Monte Carlo simulations is more efficient[143], however, 
for the molecules and system sizes typical in biomolecular simulations, the methodology described in this 
work is expected to provide the best overall performance. 
3.6 Additional Results 
Some additional results from the study are published below in Table 3.3, 3.4, and 3.5. 
Table 3.3: Energies and pressures calculated from canonical Monte Carlo simulations. 
T* ρ* U* P* 
  
NIST; 
LRC 
Removed 
This Work 
(rcut=2.5 σij) 
NIST  
(LRC 
included) 
This Work  
(LRC) 
NIST; LRC 
Removed 
This Work 
(rcut=2.5 σij) 
NIST 
(LRC inc) 
This Work 
(LRC ) 
0.85 0.001 
-
0.01001(2) 
-
0.01001(2) 
-
0.01032(2) 
-
0.01031(2) 
0.0008446(5) 0.00084466(1) 0.00084402(5) 0.00084403(2) 
0.85 0.003 
-
0.03009(3) 
-
0.03009(2) 
-
0.03102(6) 
-
0.03106(3) 
0.0025021(5) 0.0025019(3) 0.0024965(5) 0.0024961(2) 
0.85 0.005 
-
0.05035(8) 
-
0.05036(3) 
-
0.05190(8) 
-
0.05194(5) 
0.0041158(5) 0.0041162(7) 0.0041004(5) 0.0041005(2) 
0.85 0.007 -0.0707(1) 
-
0.07069(8) 
-0.0728(1) 
-
0.07288(4) 
0.0056869(8) 0.0056878(5) 0.0056566(8) 0.0056575(4) 
0.85 0.009 -0.0912(1) 
-
0.09123(6) 
-0.0940(1) 
-
0.09402(6) 
0.007214(2) 0.0072158(9) 0.007164(2) 0.007165(1) 
0.85 0.776 -5.2714(5) -5.2712(7) -5.5121(5) -5.5116(9) 0.380(2) 0.382(3) 0.007(2) 0.008(4) 
0.85 0.780 -5.2967(7) -5.2961(4) -5.5386(7) -5.5389(8) 0.425(3) 0.426(2) 0.048(3) 0.046(4) 
0.85 0.820 -5.5404(6) -5.5391(9) -5.7947(6) -5.7946(5) 0.970(4) 0.977(4) 0.554(4) 0.552(4) 
0.85 0.860 -5.764(2) -5.7639(1) -6.031(2) -6.0296(5) 1.72(1) 1.724(7) 1.266(1) 1.272(3) 
0.85 0.900 -5.960(5) -5.9583(8) -6.239(5) -6.238(1) 2.73(3) 2.743(3) 2.23(3) 2.240(7) 
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0.90 0.001 
-
0.00961(2) 
-
0.00960(2) 
-
0.00992(2) 
-
0.00991(2) 
0.0008949(2) 0.00089486(4) 0.00089429(2) 0.00089467(3) 
0.90 0.003 
-
0.02886(3) 
-
0.02886(3) 
-
0.02979(3) 
-0.02982 0.0026541(3) 0.0026540(3) 0.0026485(3) 0.0026484(1) 
0.90 0.005 
-
0.04822(4) 
-
0.04821(1) 
-
0.04977(4) 
-
0.04976(6) 
0.0043724(2) 0.0043722(3) 0.0043569(2) 0.0043566(3) 
0.90 0.007 
-
0.06763(8) 
-
0.06769(5) 
-
0.06981(8) 
-
0.06979(3) 
0.006050(1) 0.0060491(7) 0.006019(1) 0.0060197(7) 
0.90 0.009 
-
0.08714(2) 
-
0.08719(6) 
-
0.08994(2) 
-
0.08997(7) 
0.007687(1) 0.007686(1) 0.007636(1) 0.007636(1) 
0.90 0.776 -5.2282(4) -5.2279(8) -5.4689(4) -5.4692(5) 0.614(3) 0.614(4) 0.241(3) 0.239(4) 
0.90 0.780 -5.2537(8) -5,2529(2) -5.4956(8) -5.4952(6) 0.656(3) 0.662(1) 0.279(3) 0.282(2) 
0.90 0.820 -5.4913(8) -5.4908(9) -5.7456(8) -5.745(1) 1.241(3) 1.244(4) 0.824(3) 0.829(6) 
0.90 0.860 -5.7086(6) -5.708(1) -5.9753(6) -5.974(1) 2.037(3) 2.039(6) 1.578(3) 1.583(7) 
0.90 0.900 -5.898(2) -5.8976(7) -6.177(2) -6.176(1) 3.09(1) 3.089(4) 2.58(1) 2.590(5) 
 
Table 3.4: Coexistence energies and pressures predicted from Gibbs ensemble Monte Carlo simulations 
for the tail-corrected Lennard-Jones potential.  
T* Uvapor*  Uliquid*  Pvapor*  
 
Pana. ’86 
(N=500) 
This Work Pana. ’86 
(N=500) 
This 
Work 
Pana. ’86 
(N=500) 
This Work 
1.30 -1.7(1) -1.57(3) 
-3.1(1) 
-3.04(2) 
0.125(7) 
0.1216(9) 
1.27  -1.25(2) 
 
-3.35(1) 
 
0.1065(9) 
1.25 -1.0(1) -1.10(2) 
-3.5(2) 
-3.873(9) 
0.091(9) 
0.0967(4) 
1.20  -0.83(1) 
 
-3.873(9) 
 
0.0772(6) 
1.15 -0.66(1) -0.634(8) 
-4.17(8) 
-4.171(5) 
0.061(7) 
0.0599(4) 
1.11  -0.511(2) 
 
-4.378(4) 
 
0.0484(2) 
1.00 -0.3(3) -0.277(2) -4.87(3) -4.894(3) 
0.024(2) 
0.0249(2) 
0.90  -0.142(3)  -5.312(3) 
 
0.0115(2) 
0.75 -0.030(2) -0.0344(5) -5.9(5) -5.899(2) 
0.0019(2) 
0.0022(1) 
 
T* ρvapor* ρliquid* Uvapor* Uliquid* P*  
Trunc. 
Wilding 
‘95 
This Work Wilding 
‘95 
This Work This Work This Work  
1.1696 0.164(1) 0.177(3) 0.486(1) 0.454(8) -1.40(3) -3.00(3) 0.12(1)  
1.1494 0.1375(9) 0.144(2) 0.5155(9) 0.498(3) -1.17(2) -3.24(2) 0.1012(8)  
1.1111 0.1035(9) 0.1098(8) 0.5599(9) 0.5554(5) -0.92(7) -3.58(5) 0.08098(4)  
1.0667 0.0780(9) 0.0797(7) 0.6031(9) 0.5999(6) -0.69(6) -3.87(3) 0.0615(3)  
1.0256 0.0580(9) 0.0603(4) 0.6380(9) 0.6333(5) -0.54(4) -4.09(4) 0.0474(2)  
0.9877 0.0445(9) 0.0462(4) 0.6665(9) 0.6601(5) -0.42(4) -4.28(4) 0.0367(2)  
0.9412 0.0335(8) 0.0335(2) 0.6915(8) 0.6907(2) -0.31(1) -4.51(2) 0.0266(2)  
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 ρvapor* ρliquid* 
Tail 
corr. 
Pana. ‘86 Potoff ‘98 Shi ‘01 This Work Pana. ‘86 Potoff 
‘98 
Shi ‘01 This 
Work 
1.30 0.24(2) 0.213(2)  0.202(4) 0.45(3) 0.424(3)  0.438(5) 
1.27  0.160(2) 0.144(9) 0.156(2)  0.483(2) 0.496(2) 0.486(2) 
1.25 0.12(1) 0.1415(2) 0.131(5) 0.135(2) 0.50(2) 0.509(2) 0.516(1) 0.514(2) 
1.20  0.0996(2) 0.0978(9) 0.099(2)  0.564(1) 0.569(4) 0.564(1) 
1.15 0.076(7) 0.0739(6) 0.0726(4) 0.0733(9) 0.61(1) 0.605(1) 0.608(3) 0.6057(8) 
1.11  0.0550(2)  0.0578(3)  0.642(3)  0.6337(5) 
1.00 0.028(3) 0.0294(2)  0.0294(2) 0.698(3) 0.701(1)  0.7008(4) 
0.90 0.012(1)   0.0141(2) 0.753(1)   0.7521(3) 
0.75 0.0028(2)   0.0030(1) 0.820(6)   0.8208(2) 
Table 3.5: Timing data for CUDA-Gibbs and canonical (NVT) codes on various GPUs and CPUs versus 
the corresponding optimized serial codes on the different CPUs (bottom), for different numbers of 
particles (system sizes) (for all tests rcut = 3.0σij, tail corrections were applied) 
 
GeForce GTX 465 + Q6600 
(CUDA) 
GeForce GTX 560 + Q6600 
(CUDA) 
GeForce GTX 560 + i5-2500K 
(CUDA) 
GeForce GTX 480 + Q6600 
(CUDA) 
N NVT GEMC NVT GEMC NVT GEMC NVT GEMC 
512 13.147(7) 30.2(1) 11.000(6) 26.89 (4) 10.935(5) 23.3(1) 11.722(4) 24.06(8) 
1,024 13.457(5) 33.9(6) 11.513(9) 30.3(5) 11.465(5) 27.0(3) 11.953(7) 26.9(9) 
2,048 14.48(1) 39.4(2) 12.497(9) 37.1(9) 12.43(2) 33.1(2) 12.472(4) 30.8(2) 
4,096 16.41(1) 55.8(4) 18.3(2) 58.1(9) 18.26(3) 55(1) 13.827(5) 43.8(9) 
8,192 26.19(2) 123(1) 26.10(2) 136.8(8) 25.98(2) 133(1) 21.22(1) 90(1) 
16,384 38.03(2) 349(4) 42.140(8) 411(2) 42.06(1) 407(3) 30.495(8) 243(2) 
32,768 68.72(1) 1130(1e1) 77.332(9) 1449(8) 77.29(2) 1130(1e1) 49.415(5) 1130(1e1) 
65,536 125.91(3) 4380(4e1) 145.06(3) 5470(4e1) 144.86(9) 4380(4e1) 88.715(5) 4380(4e1) 
131,072 238.36(5) 18000(1e2) 281.08(2) 22600(1e2) 280.75(3) 18000(1e2) 163.948(9) 18000(1e2) 
 Q6600 (Serial) i5-2500K (Serial)     
N NVT GEMC NVT GEMC     
512 19.827(5) 28.2(9) 11.552(4) 15.9(5)     
1,024 33.818(9) 90(7) 20.987(5) 44(5)     
2,048 61.50(1) 230(20) 40.277(5) 139(7)     
4,096 109.26(2) 703(4) 73.32(2) 417(6)     
8,192 188.54(2) 2640(30) 129.20(5) 1560(1e1)     
16,384 350.7(2) 10500(5e2) 242.52(1) 6060(3e1)     
32,768 661.6(5) 40000(1e3) 456.88(3) 23700(6e2)     
65,536 1255(4) 160000(1e4) 853(3) 94000(2e4)     
131,072 2683.3(4) 660000(9e4) 1690(2e2) 340000(4e4)     
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Chapter 4 Optimized Mie Potentials for Phase Equilibria: 
Application to Noble Gases and Their Mixtures With n-
Alkanes.  
4.1 Introduction 
As the simplest of fluids, noble gases have been used for the validation of equations of state, and 
the development of theories and models that provide insight into how interactions between molecules affect 
condensed phase structure and phase behavior.   Noble gases form a particularly useful homologous series 
for probing intermolecular interactions.  They have spherical geometry and are devoid of strong directional 
interactions, such as hydrogen bonding or electrostatics.  Their energy density, defined as 
𝜖
𝑉
 where 𝑉 =
4
3
𝜋 (
𝜎
2
)
3
, increases monotonically with the number of electrons.  There is a rich catalogue of experimental 
vapor-liquid coexistence data for mixtures of noble gases, including neon+argon [151-153], neon+krypton 
[154, 155], neon+xenon [156, 157], argon+krypton [158, 159], and krypton+xenon [160].  Additional 
experiments have been performed on mixtures noble gases and low molecular weight alkanes, revealing 
nearly ideal mixing for methane+krypton [161], but an usually strong attraction between xenon+ethane 
[162].  Further experiments [163-166], modeling using statistical associating fluid theory (SAFT)[165], and 
computer simulations [167, 168] have been used to illuminate the unusual behavior of the excess functions 
(𝑉𝐸 , 𝐺𝐸 , 𝐻𝐸 , 𝑆𝐸 < 0) in mixtures containing xenon and an n-alkane.   From these results, it hypothesized 
that xenon may be considered a member of the alkanes [169].  Experiments and computer simulations 
performed on noble gases and noble gas mixtures have been used to understand the role of three-body 
interactions on vapor-liquid equilibria [170-173], surface tension [174] and liquid structure [175]. 
Many intermolecular potentials have been proposed for noble gases for use in computer 
simulations.  Most were based on the ubiquitous Lennard-Jones potential [176-181], but other functional 
forms have been used [181-188].   Models have been optimized to reproduce a variety of experimental data, 
including second virial coefficients [176, 180, 182, 183, 186], isosteric heats of adsorption on silicalite 
[180], liquid phase structure [175, 189], or vapor-liquid coexistence data [177, 178].   Force fields for noble 
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gases have also been derived from interaction energies determined from ab initio calculations [184, 185, 
187, 188, 190].    
Given the large number of existing intermolecular potentials for noble gases, creating yet another 
“optimized” potential may seem superfluous.  However, there are a number of justifications for doing so.  
Many of the aforementioned force fields for noble gases use functional forms that are not compatible with 
Lennard-Jones or Mie potentials.  Past work by our group has shown that using Mie potentials to represent 
intermolecular interactions for n-alkanes [191], perfluorocarbons [191] and alkenes [192] enhances the 
predictive capability of the force field compared to the standard 12-6 Lennard-Jones potential.  Therefore, 
the use of a Mie potential provides an opportunity to improve upon existing noble gas potentials based on 
Lennard-Jones potentials.  Furthermore, optimized parameters for noble gases are required for future 
parameter optimization efforts that rely on the use of noble gases as probe atoms to determine relative atom 
sizes and interaction strengths from ab initio calculations [193]. 
In this work, optimized parameters are presented for neon, argon, krypton and xenon.  Interactions 
between atoms are governed by Mie potentials, with the exponent of the attractive term fixed at six.  
Parameters are optimized to reproduce experimental saturated liquid densities and vapor pressures for each 
compound.  Saturated liquid and vapor densities, vapor pressures, and heats of vaporization are determined 
from grand canonical histogram-reweighting Monte Carlo simulations[108].  Radial distributions are 
extracted from NVT or NPT Monte Carlo simulations and compared to neutron scattering data[175, 189, 
194, 195].  To assess the consistency of parameterization and transferability of the optimized parameters, 
pressure-composition diagrams are determined using Gibbs ensemble Monte Carlo simulations[26] for six 
binary mixtures composed of noble gas+noble gas, or noble gas+n-alkane.  Radial distribution functions 
are determined from NPT Monte Carlo simulations for binary mixtures of methane+krypton, 
krypton+ethane, and xenon+ethane and used to provide insight into the unusually strong interaction 
observed between xenon and ethane. 
This paper is organized as follows: in Section 2, the Mie potential and parameter optimization 
process are described.   The simulation methodology is described in detail in Section 3. In Section 4, the 
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predictions of Monte Carlo simulations are presented for pure fluids and their mixtures with comparisons 
to past simulation work and experimental data.  The conclusions of the work may be found in Section 5. 
4.2. Force Field 
Interactions between atoms were modeled with an n-6 potential, a Mie potential in which the 
attractive exponent is fixed [196].  Fixing the attractive exponent at a value is six is justified theoretically 
from dipole-dipole interactions[101, 197].  Our approach differs from recent optimization efforts for the 
Mie-based statistical associating fluid theory (SAFT) for potentials of variable range (SAFT-VR), where 
both the repulsive and attractive exponents are allowed to vary[198, 199].  In the case of SAFT, it is 
necessary to also optimize the attractive exponent because the model does not include explicit terms to 
model electrostatic interactions.  Instead, these interactions are handled implicitly by attractive term of the 
Mie potential. The Mie potential can be viewed as a generalized version of the 12-6 Lennard-Jones potential 
[101]: 
 𝑈(𝑟𝑖𝑗) = 𝐶𝑛𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
𝑛𝑖𝑗
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] (4.1) 
where 𝑟𝑖𝑗, 𝜀𝑖𝑗, and 𝜎𝑖𝑗 are respectively the separation, well depth, and collision diameter for the pair of 
interaction sites i and j. Noble gas parameters were optimized to reproduce phase behavior and physical 
properties to high accuracy while maintaining compatibility with existing n-6 parameters[191, 192]. All 
non-bonded parameters used in this work are listed in Table 4.1.  The constant 𝐶𝑛  is a normalization factor 
used such that the minimum of the potential remains at −𝜀𝑖𝑗 for all  𝑛𝑖𝑗 .   
 𝐶𝑛 = (
𝑛𝑖𝑗
𝑛𝑖𝑗 − 6
) (
𝑛𝑖𝑗
6
)
6 (𝑛𝑖𝑗−6)⁄
 (4.2) 
In the 12-6 potential, 𝐶𝑛  reduces to the familiar value of 4.   
Parameters governing interactions between unlike interaction sites are determined using the 
Lorentz-Berthelot combining rules [200, 201]. 
 𝜎𝑖𝑗 = (𝜎𝑖𝑖 + 𝜎𝑗𝑗) 2⁄  (4.3) 
 𝜀𝑖𝑗 = √𝜀𝑖𝑖𝜀𝑗𝑗  (4.4) 
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Table 4.1: Non-bonded parameters for noble gases, methane and ethane. 
group εi (K) σi (Å) 𝑛𝑖 
Ne 32.30 2.794 11 
Ar 122.10 3.405 13 
Kr 176.10 3.645 14 
Xe 243.80 3.964 14 
CH4 161.00 3.740 14 
CH3 121.25 3.783 16 
 
To determine repulsion exponents for cross interactions, an arithmetic average is used 
 𝑛𝑖𝑗 = (𝑛𝑖𝑖 + 𝑛𝑗𝑗) 2⁄  (4.5) 
The choice of an arithmetic average for the combing rule is consistent with past optimization efforts for n-
alkanes, perfluoroalkanes [191] and alkenes [192] using Mie potentials and is supported by recent work by 
Stiegler and Sadus, who examined the effect of combining rules on the physical properties predicted by 
non-identical potentials [202].   
 
Figure 4.1: Intermolecular potential energy for argon-argon, krypton-krypton and argon-krypton dimers. 
Solid line represents interaction energy predicted by optimized Mie potentials.  Ab initio MP2/aug-cc-
PVTZ calculations are represented by green diamonds (krypton), black circles (argon), and red squares 
(argon-krypton).  
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To further confirm the choice of combining rule for the repulsion exponent, ab initio calculations were 
performed in Gaussian 09 [203] to determine the interaction energy as a function of separation for argon-
argon, krypton-krypton and argon-krypton dimers.  Interaction energies were calculated with second-order 
Moller-Plesset perturbation (MP2) theory in combination with the triple ζ family of correlation-consistent 
basis sets of Dunning, augmented with diffuse functions aug-cc-pvtz [204].  Basis set superposition error 
(BSSE) was corrected with the counterpoise method proposed by Boys and Bernadi [205].  The dimer 
interaction energies are plotted in Figure 1, with the predictions of the optimized force fields for argon and 
krypton for comparison.  The argon-krypton interaction predicted from the optimized potentials using 
combing rules is in close agreement with ab initio calculations, further confirming the choice arithmetic 
averaging for the repulsion exponent. 
4.3. Simulation Methodology 
Vapor-liquid coexistence curves, vapor pressures, and heats of vaporization were determined from 
histogram-reweighting Monte Carlo simulations in the grand canonical ensemble [108]. Simulations were 
performed with the development version of GOMC [206].  All simulations were run for 42 million Monte 
Carlo steps (MCS), where the first 4 million MCS were used for equilibration of the system. Statistical 
uncertainties were determined from five independent sets of simulations, each started from different initial 
configurations.  Generation of the initial configuration was performed using Packmol [207], while VMD’s 
psfgen tool was used to generate coordinate (*.pdb) and connectivity (*.psf) files [94].  Simulations were 
performed for systems using cubic cells with edge lengths of L = 20 Å for neon and L = 25 Å argon, krypton, 
and xenon. Intermolecular interactions were truncated at 10 Å and analytical tail corrections to the Mie 
potential were applied. For each phase diagram, 8-10 simulations were performed; one simulation bridging 
the gas and liquid phases near the critical temperature, two in the gas phase, and 5-7 liquid simulations.  
The distribution of the Monte Carlo moves was 70% molecule insertion/deletion and 30% displacements. 
The coupled-decoupled configurational-bias Monte Carlo algorithm was used to enhance the rates of 
molecule insertion and sampling during the simulation [91]. Acceptance rates for molecule insertions in 
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liquid phase simulations were between 0.5% and 5% depending on molecule type, chemical potential, and 
temperature. Histogram data were collected in the form of a list, updated every 250-500 MCS, containing 
the number of particles and energy of the system with the frequency of sampling decreasing with 
temperature to minimize the correlation between histogram entries.  Statistical uncertainties were 
determined from the standard deviation of the results produced by five independent sets of simulations, 
each initiated with a unique random number seed. 
Pressure composition diagrams were determined from Gibbs ensemble Monte Carlo simulations 
[26]. Each simulation contained a total of 2,000 molecules, except for krypton+xenon, and methane+xenon 
systems, where 4,000 molecules were used.  Simulations were equilibrated for 120 million steps, and 
production data were taken from a second 80 million step simulation.  Statistical uncertainties were 
determined from three independent sets of simulations, where each simulations was initiated with a different 
random number seed. The distribution of Monte Carlo moves was, 79% displacement, 1% volume 
exchange, and 20% molecule swap.  For systems containing ethane, 10% rigid body rotations were 
performed, while the fraction of displacement moves was reduced to 69%. 
Radial distribution functions for pure components and mixtures were determined for noble gases 
using either NVT or NPT simulations.  NVT simulations were used for pure argon and krypton, since the 
density was known for the neutron scattering experiments, but the corresponding pressure was unknown.  
For pure neon and xenon, neutron scattering experiments were performed at constant pressure, therefore 
NPT simulations were used. Simulations were performed on cubic boxes containing 1,000 molecules with 
volumes (or pressures) set to their respective experimental values. Radial distribution functions for mixtures 
of noble gases and alkanes were performed using NPT simulations on cubic boxes containing 2,000 
molecules.  All simulations were equilibrated for 100 million steps, and production data were taken from a 
second 100 million step simulation.  Radial distribution functions were determined using the GPU algorithm 
in VMD [208].  
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4.4. Results and Discussion 
4.4.1 Parameter Optimization and Pure Fluid Vapor-Liquid Equilibria 
The parameters (𝜎𝑖, 𝜀𝑖, 𝑛𝑖) were optimized to simultaneously reproduce saturated liquid densities 
and vapor pressures to within 1% and 4%, respectively, of experimental data for each noble gas.  Using the 
parameters from Vrabec, et. al for 12-6 Lennard-Jones potentials as the starting point[178], optimal values 
of σii, εii and nii were determined by fixing nii at integer values between 10 and 16, and searching on a grid 
of parameter space in σii and εii.  For each noble gas, for a specific value of nii, between 150 and 300 
parameter sets were evaluated.  Using the development version of GOMC, simulations for the vapor phase, 
near critical point bridge and liquid phase required 8, 30 and 80 seconds per 1 million Monte Carlo steps 
on a single core of an Intel I5 3.4 GHz CPU. 
Given the large number of parameters to be evaluated, a scoring function (Eqn. 4.6) was created to 
quantitatively identify the best parameters for each noble gas.  In this function, lower scores correspond to 
closer agreement with experimental data.  The score for a particular model was based on the absolute errors 
(Eqn. 4.7) of the predicted saturated liquid (𝜌𝐿) and vapor densities (𝜌𝑉), the vapor pressure (𝑃𝑉), and the 
heat of vaporization (∆𝐻𝑉) with respect to experiment.  In addition, the scoring function took into account 
absolute errors in the derivatives of these quantities with respect to temperature.  For each parameter set, a 
score was calculated from   
 
𝑆𝑖 =
1
𝑛
(0.6135 ∑ 𝐸𝑟𝑟(𝜌𝐿(𝑇𝑖))
𝑛
𝑖=0
+ 0.0123 ∑ 𝐸𝑟𝑟(𝜌𝑉(𝑇𝑖))
𝑛
𝑖=0
+ 0.2455 ∑ 𝐸𝑟𝑟(𝑃𝑉(𝑇𝑖))
𝑛
𝑖=0
+ 0.0245 ∑ 𝐸𝑟𝑟(∆𝐻𝑉(𝑇𝑖))
𝑛
𝑖=0
+ 0.0613 ∑
𝑑𝐸𝑟𝑟(𝜌𝐿(𝑇𝑖))
𝑑𝑇
𝑛
𝑖=0
+ 0.0061 ∑
𝑑𝐸𝑟𝑟(𝜌𝑉(𝑇𝑖))
𝑑𝑇
𝑛
𝑖=0
+ 0.0245 ∑
𝑑𝐸𝑟𝑟(𝑃𝑉(𝑇𝑖))
𝑑𝑇
𝑛
𝑖=0
+ 0.0123 ∑
𝑑𝐸𝑟𝑟(∆𝐻𝑉(𝑇𝑖 ))
𝑑𝑇
𝑛
𝑖=0
) 
(4.6) 
where: 
 
𝐸𝑟𝑟(〈𝑋(𝑇𝑖)〉) = |
〈𝑋𝑆𝐼𝑀(𝑇𝑖)〉 − 〈𝑋𝐸𝑋𝑃𝑇(𝑇𝑖)〉
〈𝑋𝐸𝑋𝑃𝑇(𝑇𝑖)〉
| ∗ 100 
(4.7) 
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The weighting factors for each quantity were selected to prioritize minimization of the absolute errors over 
errors in derivatives.  Each of the weights was scaled to take into account the maximum tolerable error for 
that specific quantity, such that quantities with lower maximum tolerable errors were weighted more heavily 
than quantities where less accuracy was required.  The largest weight was placed on reproduction of 
saturated liquid densities, since they are known to high precision experimentally, and reproduction of liquid 
densities is crucial to the determination of condensed phase physical properties and microscopic structure.  
Accurate vapor pressures are important to the prediction of binary vapor-liquid equilibria.  However, 
experimental vapor pressures determined by different research groups may vary by up to 1% [209], and the 
uncertainties of vapor pressures predicted by histogram reweighting methods may be as large as 3%.  
Therefore, the weight attributed to the error in the vapor pressure estimate was set at 40% that of the 
saturated liquid density.  Weighting factors for the remaining quantities were set to approximately an order 
of magnitude smaller, and were used to distinguish between models with similar representations of the 
saturated liquid densities and vapor pressures.   
In Figure 4.2, heat maps are presented for a range of σi(Å) and εi(K) values for a fixed value of the 
repulsive exponent for neon, krypton, argon and xenon.  In this case, data are shown for the optimal 
repulsive exponent.  Similar heat maps were created for each compound for 10 ≤ 𝑛 ≤ 16.  The data show 
a smooth surface, with a single well-defined optimal region of parameter space.  The data also illustrate the 
sensitivity of the models to the choice of σi and εj.  For each noble gas, statistically similar results were 
obtained in a window of ±0.05 Å around the optimized value of σ, while for ε, similar results were obtained 
around ±0.5 K from the optimized value for neon, krypton argon.  For xenon a wider range of ±1.0 K in the 
optimal value of ε was observed. 
In Figure 4.3 the vapor liquid coexistence curves corresponding to the optimized Mie potentials are 
presented, with data taken from the NIST Chemistry webbook [210] for comparison.  Tabulated coexistence 
data may be found in Tables 4.9-4.12 [211].  Comparing to the NIST data, errors in the simulated saturated 
liquid densities (𝜌𝐿) were observed to be less than 0.5% for argon and krypton between the normal boiling 
point and within 10% of the critical temperature.  Over the same temperature range, the maximum error in 
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the liquid density for neon and xenon were 1.0 and 0.75%, respectively.  Saturated vapor densities (𝜌𝑉) 
were under-predicted by up to 3.6% for each compound.   
 
Figure 4.2: Heat maps for neon, krypton argon, and xenon.  The color bar denotes the relationship between 
color and the scoring function.  Red is the best fit to experimental data, blue is the worst.     
Vapor pressures (𝑃𝑉) predicted by the optimized Mie potentials are presented as a Clausius-
Clapeyron plot in Figure 4.4 and as pressure vs. temperature in Figure 4.12 [211].  The former plot 
accentuates deviations from experimental data near the boiling point, whereas the latter accentuates 
deviations near the critical point.  For each compound, vapor pressures were predicted to within 2.5% of 
the experimental data.  The Mie potentials for neon and argon gave the best representation of experimental 
vapor pressures, with deviations from experiment on the order of the statistical uncertainty of the 
simulations over most of the subcritical range.  For xenon, the Mie potential over-predicted the vapor-
pressure by up to 2% near the critical point, while under-predicting the vapor pressure by approximately 
2% near the normal boiling point.  For krypton, vapor pressures were reproduced to within 1.5% of 
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experiment, except near the normal boiling point, where deviations of up to 2.5% were observed. 
 
Figure 4.3: Vapor-liquid coexistence curves predicted by Mie potentials for noble gases.  Predictions of 
simulation are represented as: neon (triangles), argon (diamonds), krypton (squares) and xenon (circles).  
Corresponding data from the NIST Chemistry webbook [210] are given by solid lines.  Critical points 
predicted by simulation (open symbols), and experimental data (stars). 
The heat of vaporization (ΔHV), shown in Figure 4.5, was calculated from the difference in 
energies and molar volumes in each phase [212]: 
 ∆𝐻𝑉 = (𝑈𝑉 − 𝑈𝐿) + 𝑃(𝑉𝑉 − 𝑉𝐿) (4.8) 
Where 𝑃 is the saturation pressure and 𝑈𝑉 and 𝑈𝐿 ;  and 𝑉𝑉 and 𝑉𝐿 are the energy per mole, , and molar 
volumes of the gas and liquid phases, respectively.  For temperatures between the normal boiling point and 
within 10 % of the critical temperature, the predicted heats of vaporization were within 5% of experiment 
for each compound.  The best results were observed for neon, where Δ𝐻𝑣  was over-predicted by 1.8-2.8%.  
Errors in Δ𝐻𝑣  for other compounds were approximately 2-3% near the boiling point, increasing to up to 
10% near the critical point.  Examining deviations from experiment in the saturated gas and liquid densities 
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and vapor pressures indicates that while the errors in these quantities are small, the combination of terms 
produces a summative effect.  
 
Figure 4.4: Clausius-Clapeyron plot for noble gases.  Predictions of simulation are represented as follows: 
neon (triangles), argon (diamonds), krypton (squares) and xenon (circles).  Corresponding data from the 
NIST Chemistry webbook [210] are given by solid lines.  Critical pressures predicted by simulation (open 
symbols), and experimental data (stars). 
Critical temperatures and densities were determined by fitting the saturated liquid and vapor 
densities to the density scaling law for the critical temperature [149] 
 𝜌𝐿 − 𝜌𝑉 = 𝐵(𝑇 − 𝑇𝑐)
𝛽 (4.9) 
and the law of rectilinear diameters [149] 
 
𝜌𝐿 + 𝜌𝑉
2
= 𝜌𝑐 + 𝐴(𝑇 − 𝑇𝑐) (4.10) 
where β = 0.325 is the critical exponent for Ising-type fluids in three dimensions [150] and A and B are 
constants fit to the simulation data.  Data for 𝑇 > 0.9𝑇𝑐 of the critical temperature were discarded to avoid 
errors due to finite-size effects, and equations (4.9) and (4.10) were applied to coexistence data over the 
temperature ranges of 30-40 K, 82-140 K, 123-187 K, 192-263 K, for neon, argon, krypton and xenon, 
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respectively, to estimate 𝑇𝑐 and 𝜌𝑐.  Critical pressures 𝑃𝑐 were determined by fitting pressure vs. temperature 
data to the Clapeyron equation and extrapolating to the critical temperatures predicted by simulation.   
 
Figure 4.5: Heat of vaporization for noble gases.  Predictions of simulation are represented as: neon 
(triangles), argon (diamonds), krypton (squares) and xenon (circles).  Corresponding data from the NIST 
Chemistry webbook[210] are given by solid lines.   
The resulting critical and boiling points are listed in Table 4.2.  For argon, krypton, and xenon, the critical 
temperature, pressure and density were within 0.18%, 2.6% and 1.7%, respectively, of experiment.  Boiling 
points for all noble gases were predicted to within 0.31% of experiment.  For neon, a larger error in the 
critical pressure of 5.8 percent in comparison to experiment was observed due to the inability of the pair 
potential to adequately represent quantum effects.  The critical temperature, pressure and density were 
predicted to within 0.7%, 6.0% and 0.4% of experiment, respectively. 
Noble gases have been studied extensively by computer simulation, therefore it is instructive to 
compare our results to past work.  A complete table of Lennard-Jones models compared in this study is 
found in the supporting information Table S8.   
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Table 4.2: Predicted critical parameters and normal boiling points for noble gases. 
 𝑇c(K) 𝜌c  (
kg
m3
) 
𝑃c(bar) 𝑇b(K) 
Atom Sim. Expt. 
[210] 
Sim. Expt. 
[210] 
Sim. Expt. [210] Sim. Expt. [210] 
Ne 44.10(1) 44.4 479.9(3) 481.91 25.22(3) 26.786 27.17(3) 27.0945 
Ar 150.97(4) 150.86 527.5(4) 535.4 47.70(7) 48.98 87.36(7) 87.28 
Kr 209.35(5) 209.46 906.7(6) 921.778 54.33(7) 55.20 120.15(9) 119.78 
Xe 290.24(7) 289.733 1115.6(7) 1100 58.61(8) 58.42 165.2(2) 165.05 
* Numbers in parentheses indicate uncertainty in the last digit. 
For neon, Lennard-Jones parameters have been published by Neufeld and Aziz [186], Hansen [179], 
Ramirez and Herrero [213], Georgescu et al. [214], , and Vrabec et al. [178]. Phase diagrams were predicted 
for each of these force fields and errors in the saturated liquid and vapor densities, vapor pressures and 
heats of vaporization relative to the NIST data were determined as a function of temperature. These data 
are presented in the supporting information, Figure 4.13 and 4.14.  Aside from the work of Vrabec et. al, 
none of these parameterizations were able to provide reliable predictions for the vapor-liquid equilibria of 
neon.  The parameterization of Vrabec et. al was in close agreement data from the NIST Chemistry 
Webbook, predicting saturated liquid densities, vapor pressures and heats of vaporization to with 1.3%, 
1.8%, and 3% of experiment, respectively.  Comparison of the Vrabec model to the optimized Mie potential 
illustrates the impact of altering the shape of the intermolecular potential.  By reducing the repulsion 
exponent to 11 and refitting 𝜎𝑖 and 𝜀𝑖, it was possible to reduce the maximum error in the saturated liquid 
densities, vapor pressures and heats of vaporization to 0.4%, 0.5%, and 2%, respectively. 
Similar comparisons were made for a variety of 12-6 Lennard-Jones models for argon, and these 
data are presented in Figures 4.15 and 4.16 [211].  Most force fields were able to reproduce the saturated 
liquid densities to within 1% of experiment between 85 and 100 K.  At higher temperatures, over-
predictions of 2-14% were observed.  Vapor pressures predicted by most of the Lennard-Jones potentials 
were 15 to 40% lower than experiment.  The Bohn [177], Glandt [215], and Michels [216] models show 
similar behavior, over-predicting  saturated liquid densities by 3-4%.  As in the case for neon, the Vrabec 
force field was the most reliable of the 12-6 Lennard-Jones potentials, predicting saturated liquid densities, 
vapor pressures and heats of vaporization to within 0.5%, 5%, and 3%, respectively for temperatures below 
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140 K.   Comparison to the optimized Mie potential, which has an exponent of n=13, shows the Mie 
potential exhibits similar performance with respect to the prediction of saturated liquid densities.  The 
primary benefit of the Mie potential is the improvement in vapor pressure prediction, especially at lower 
temperatures.  For the Vrabec et. al force field [178], at temperatures below 110 K, vapor pressures are 
over-predicted by 2.4-5%.  Over the same temperature range, the maximum error given by the Mie potential 
is 2%.   
For krypton, the predictions for a variety of 12-6 Lennard-Jones potentials versus the Mie potential 
proposed in this work are shown in Figures 4.13 and 4.18 [211].  The Hirschfelder [217] and Beattie [176] 
force fields over-predict saturated liquid densities by 5-12%, depending on temperature.  The Aziz [186], 
Bohn [177], and Glandt [215] models show similar trends in the saturated liquid density with errors of –2.0 
to 0.5% near the boiling point rising to 5-10% near the critical point.  With respect to the prediction of 
vapor pressure, the largest errors were given by the Aziz, Hirschfelder and Beattie parameterizations, with 
deviations of 20-30% from experiment.  Vapor pressure predictions of the Glandt [215] and Bohn [177] 
parameterizations were within 12-15% and 3.5-4.5% of experiment, respectively.  The parameters proposed 
by Vrabec et al. [178] were found to provide a very good representation of the vapor liquid coexistence 
curve for krypton, with errors of 1%, 3%, and 3%, respectively, for the saturated liquid densities, vapor 
pressures and heats of vaporization.  Compared to the Vrabec force field, the optimized Mie potentials 
provide slightly improved predictions of the vapor pressure and saturated liquid densities, while having 
increased error in the heat of vaporization.  In this case, both models produce equivalent results, with subtle 
differences due to the choice of objective function for parameter optimization. 
The relative deviation from experimental phase behavior given by variety of 12-6 Lennard-Jones 
potentials for Xenon, as well as the optimized Mie potential, are presented in Figures 4.19 and 4.20 [211].  
The models of Hirschfelder [217] and Sherwood [218] each under-predict saturated liquid densities by 11%.   
The Bohn [177] model over-predicts the saturated liquid densities by 1-3%, with deviations from 
experiment increasing with temperature.  The Vrabec model [178] for xenon is a curious anomaly, over-
predicting saturated liquid densities by 3.5-6.5%.  Experimental vapor pressures are reproduced to within 
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4.5% and 1% of experiment for the Bohn and Vrabec models, respectively.  The Mie potential provides a 
better simultaneous representation of the saturated liquid densities (< 1% error) and vapor pressure (<2%), 
compared to the work of Vrabec, and our previous 12—6 Lennard-Jones potential for xenon [219].   
4.4.2 Liquid Phase Structure 
In addition to vapor liquid coexistence, NVT and NPT Monte Carlo simulations where used to 
determine the radial distribution functions for each compound.  These data are compared to experimental 
neutron scattering data [175, 189, 194, 195] in Figure 4.6.  NPT simulations were performed for neon and 
xenon, while NVT simulations were performed for argon and krypton, according to simulation conditions 
listed in Table 4.3.  With the exception of xenon, the predictions of the Mie potentials are all in excellent 
agreement with experimental data [175, 194, 195].  Small deviations observed between simulation and 
experiment for neon and krypton may be due in part to limitations in the accuracy of the data resulting from 
digitization of the plots from the literature.   
Table 4.3: Simulation conditions used to determine radial distribution functions for pure systems. 
 
 
 
Past work has suggested that a two-body potential, such as the 12-6 Lennard-Jones potential was 
not sufficient to reproduce the radial distribution function for noble gases, and that it was necessary to 
include three-body interactions [189, 194].  Barocchi, et al. based their calculations for krypton on a 12-6 
Lennard-Jones potential with 𝜀𝑖=166.2 K and 𝜎𝑖 = 3.68 Å, where parameters had been fit to reproduce 
experimental second virial coefficients.  These parameters produce saturated liquid densities that are 
approximately 5% lower than experiment, which may introduce significant error in the predicted radial 
distribution function.  The data in Figure 4.7 show that a two-body Mie potential, optimized to reproduce 
vapor-liquid equilibria, is able to reproduce experimental liquid phase structure without the inclusion of 
three-body interactions. 
Compound 𝑇(K) 𝜌 (
kg
m3
) 𝑃(bar) 
Ne 36.4 1012.84 10.54 
Ar 85.0 1412.94  
Kr 130.0 2341.90  
Xe 236.8 2388.92 20.77 
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Figure 4.6: Radial distribution functions for noble gases. Lines represent the predictions of NVT or NPT 
Monte Carlo simulations using the optimized Mie potentials, while the black circles represent experimental 
data; neon at 36.4 K [194], argon at 85 K [195], krypton at 130 K [194], and xenon at  236.8 K [194]. Radial 
distribution functions for argon, krypton and xenon have been shifted by four units for clarity. 
A similar observation was made for the radial distribution function for xenon.  Using a two-body 
potential, fit to reproduce gas phase properties, produced errors in the peak height and location of 5% and 
1%, respectively [194].  From this it was inferred that the inclusion of three-body interactions may be 
required, and that the triple-dipole Axilrod-Teller term did not represent these interactions adequately.  For 
the Mie potentials, the error in the peak height was reduced to 3%, while the error in the peak location was 
only 0.3%.  These data suggest that while multi-body interactions may be necessary to achieve exact 
agreement with experimental data, the error between simulation and experiment may be reduced 
significantly by using force fields optimized to reproduce vapor-liquid coexistence properties to high 
accuracy. 
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Figure 4.7: Pressure-composition diagram for argon-krypton binary system. Black lines represent 
experimental data [158], 3-body results of Wang and Sadus (green symbols)[220],  optimized Mie 
potentials (red symbols). 
4.4.3 Binary Mixture Vapor-Liquid Equilibria 
Simulations were performed on six of binary mixtures to assess the transferability of the optimized 
potential parameters for noble gases.  These mixtures included: argon+krypton, krypton+xenon, 
methane+krypton, methane+xenon, krypton+ethane, and xenon+ethane.  These systems cover the complete 
range of interactions necessary to evaluate the transferability of the potential parameters between systems 
composed of non-polar molecules.  Calculations were performed using the standard Lorentz-Berthelot 
combining rules without modification of unlike molecule interaction parameters. Each of these systems 
exhibits type I phase behavior, with small deviations from ideal solution behavior.  The predictions of 
simulation for the pressure-composition diagrams for methane+xenon, and krypton+ethane are presented 
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in supplemental material in Figures 4.21 and 4.22, respectively [211].  Tabulated data may be found Tables 
4.17-4.18 [211].  In each case, close agreement with experiment was observed, confirming the consistency 
of the optimized parameters for the Mie potentials.  A more detailed discussion is provided in subsequent 
paragraphs for mixtures of argon+krypton, krypton+xenon, methane+krypton, and xenon+ethane. 
The argon+krypton mixture is the most studied of this group.  It has been used to assess the accuracy 
of potentials derived from ab initio calculations [185], and the role of three-body interactions [220] on the 
predicted phase behavior.  In Figure 4.7, the pressure-composition diagrams for argon+krypton predicted 
by the optimized Mie potentials are shown, with comparisons to experimental data [158, 159] and prior 
simulations [171, 185].   More detailed comparisons may be found in Figure S12 [211].  When both 
components are subcritical, the predictions from the optimized Mie potentials are an exact match to 
experiment.  At temperatures above the critical temperature of argon (150.86 K), the mole fraction of argon 
in the gas phase is over-predicted slightly near the critical point of the mixture.  These results are a 
significant improvement over ab initio derived two and three body potentials [185], and similar in 
performance to the three-body potentials proposed by Wang and Sadus [220]. 
The krypton+xenon mixture exhibits type I phase behavior similar to that of argon+krypton.  In 
Figure 4.8, the predictions of the optimized Mie potentials for 165.6 K ≤ 𝑇 ≤ 268.69 K are presented in 
comparison to experimental data [160].   
As expected, the accuracy of the simulation data for this mixture is identical to the predictions of 
simulation for the argon+krypton system, illustrating the consistency of the parameterizations for noble 
gases.  When both components are sub-critical, excellent agreement with experiment is achieved.  At 
temperatures above the critical temperature of krypton, the mole fraction of krypton in the gas phase was 
over-predicted.  Liquid phase mole fractions and vapor pressures were in close agreement with experiment 
for all temperatures studied.  Previous modeling of the pressure-composition behavior of this mixture with 
the Peng-Robinson equation of state using a binary interaction parameter of 𝑘𝑖𝑗 = −0.0051  produced 
results with accuracy comparable to simulation when krypton was subcritical[160].  At supercritical 
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conditions, simulations produced more accurate predictions for the liquid compositions compared the Peng-
Robinson equation of state.  
 
Figure 4.8: Pressure-composition diagram for krypton+xenon binary system. Black lines represent 
experimental data [160]; red symbols denote the predictions of NPT Gibbs ensemble Monte Carlo 
simulations using the optimized Mie potentials. 
Of the mixtures studied here, methane+krypton most closely approaches ideal solution behavior.   
Experimentally, methane+krypton has a very small negative excess volume of 0.07%, and similarly small 
excess Gibbs free energy [161, 221].  The pressure composition diagram is razor thin, and provides a 
stringent test of both the accuracy of the force field, and the simulation methodology.  The predictions of 
the Mie potentials are shown in Figure 4.9, with the experimental data of Calado et al. for comparison 
[161].  For all temperatures, including isotherms where CH4 is supercritical, excellent agreement was 
achieved between simulation and experiment. 
The xenon+ethane mixture has been well-studied experimentally [163, 165], with theory [165] and 
computer simulation [167].  This mixture presents an unusual case where all four excess functions 
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(𝑉𝐸 , 𝐻𝐸 , 𝐺𝐸 , 𝑆𝐸  are negative, implying an unexpected stronger attraction between simple molecules that 
otherwise do not exhibit strong interactions, such as hydrogen bonding.  Xenon and ethane have similar 
critical temperatures, 289.7 K (xenon) and 305.4 K (ethane), implying their intermolecular interactions are 
of similar strength.  Prior modeling using statistical associating fluid theory for potentials of variable range 
(SAFT-VR) showed that parameters for xenon were close to those used for ethane [165, 169].   
 
Figure 4.9: Pressure-composition diagram for methane-krypton binary system. Black lines represent 
experimental data [161]; red symbols denote the predictions of NVT Gibbs ensemble Monte Carlo 
simulations for the optimized Mie potentials. 
In Figure 4.10, the pressure composition diagrams predicted by the Mie potentials are presented and 
compared to experimental data [163] for 182.34 ≤ 𝑇 ≤ 284.31 K.  For temperatures below 250 K, the 
predictions of simulation are in close agreement with experimental data and have an accuracy similar to the 
predictions of SAFT-VR [165].  As the critical point is approached, mixture vapor pressures are over-
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predicted by 1-2%.  This is the due to the xenon force field, which was found to over-predict the vapor 
pressure of pure xenon near the critical point by approximately 2%. 
 
Figure 4.10: Pressure-composition diagram for xenon-ethane binary system. Black lines represent 
experimental data [163]; red symbols denote the predictions of NVT Gibbs ensemble Monte Carlo 
simulations using the optimized Mie potentials. 
Additional Gibbs ensemble calculations were performed for an equimolar mixture of xenon+ethane 
with the cross-interactions reduced by 1%.  These calculations produced a positive excess Gibbs free 
energy, illustrating how small changes in the intermolecular potential may alter the sign of the excess 
functions.  This result suggests that although all four excess functions are negative for this system, the 
deviation from ideal solution behavior is very small. 
4.4.4 Liquid Phase Structure for Binary Mixtures 
To gain further understanding into the unusual phase behavior exhibited by the xenon+ethane 
mixture, liquid phase NPT Monte Carlo simulations where performed for equimolar mixtures of 
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xenon+ethane, krypton+ethane and methane+krypon.  The methane+krypton mixture is analogous to 
xenon+ethane. Krypton and methane have critical temperatures that are within 20 K of each other, and can 
be modeled using similar intermolecular potentials.  However, the excess Gibbs free energy is positive for 
methane+krypton mixture, while for xenon+ethane 𝐺𝐸 < 0.  All three mixtures have small negative excess 
volumes.  The simulation parameters, such as temperature, pressure and resulting liquid density, are listed 
in Table 4.4.  Each simulation was performed for a liquid phase system at a pressure slightly higher than 
the vapor pressure.   
Table 4.4: Simulation conditions used to determine radial distribution functions for noble gas+alkane 
binary mixtures. 
Mixture Compound 𝑇(K) ρL  (
kg
m3
) 𝑃V(bar) 
xenon + ethane xenon(50%) + ethane(50%) 250.16 647.05 17.29 
xenon(100%) 2255.14 24.35 
ethane(100%) 448.99 13.67 
krypton + ethane krypton(50%) + ethane(50%) 190.09 569.26 7.52 
krypton(100%) 1712.63 31.23 
ethane(100%) 536.80 1.35 
methane + krypton methane(50%) + krypton(50%) 174.55 520.65 22.92 
methane(100%) 294.65 18.46 
krypton(100%) 1925.15 27.34 
 
In Figure 4.11, radial distributions functions are presented for each mixture.   
For both the xenon+ethane and methane+krypton mixtures, the addition of a second component 
had no effect on the liquid phase structure of the noble gas or the alkane.  Given the similarity of each 
compound in terms of molecular size and intermolecular interactions, these results are as expected.  Radial 
distribution functions for the  krypton+ethane mixture showed the peak height for krypton-krypton 
interactions was approximately 15% larger than for pure krypton, while the peak height for CH3-CH3 
interactions decreased slightly for the mixture compared to that of pure ethane.  These results indicate a 
local mole fraction enhancement for krypton in the presence of ethane, which is driven by the large 
difference in the strength of interactions between krypton and ethane molecules. 
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Figure 4.11: Radial distribution functions for binary mixtures of noble gases and alkanes. CH3-CH3 for 
pure ethane (black lines); CH3-CH3 for ethane in the mixture (black circles); pure phase noble gas-noble 
gas (red lines); mixture noble gas-noble gas (red circles); mixture noble gas-CH3 (green lines). 
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4.5. Conclusions 
In this work, optimized potentials, based on Mie potentials, are presented for neon, argon, krypton 
and xenon.  By altering the repulsive exponent, it was possible to optimize parameters that simultaneously 
reproduced with high accuracy saturated liquid densities and vapor pressures for each compound from the 
normal boiling point to their respective critical temperatures.  It was found that the optimal value of the 
repulsive exponent increased with increasing molecular weight.  For neon 𝑛 = 11, while for xenon 𝑛 =
14.  The most notable improvement over existing force fields was the reduction in errors in vapor pressures 
near the critical point and normal boiling point.  Radial distribution functions predicted by the optimized 
Mie potentials were found to be in excellent agreement with neutron scattering data.   
The transferability of the force fields was assessed through calculations of binary mixture vapor-
liquid equilibria for noble gas-noble gas and noble gas-alkane mixtures.  In all cases, excellent agreement 
with experimental data was achieved.  The Mie potentials were able to reproduce the unusual phase 
behavior of the xenon+ethane mixture, which exhibits a small negative excess Gibbs free energy.  Radial 
distribution functions for mixtures of xenon+ethane and krypton+methane show that in each case, the 
microstructure of the mixture is unperturbed from that of the pure components.  These results suggest that 
while the excess Gibbs free energy of the xenon+ethane mixture is negative, the deviations from ideal 
solution behavior are small.  This was confirmed by additional Gibbs ensemble Monte Carlo simulations 
performed on an equimolar mixture that showed reducing the xenon-ethane interaction by 1% produced a 
positive excess Gibbs free energy.  
4.6. Additional Results 
Additional results are given in this section.  Tables 4.5-4.8 give select phase coexistence results 
(referenced in the prior sections.  The pressure is plotted against the temperature in decimal scale in Figure 
4.11.  Table 4.9-4.11 give additional information on the boiling points and compressibility; 4.12 lists the 
previously studied potentials. 
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Table 4.5: Selected phase coexistence data for neon predicted by optimized Mie potentials. 
T(K) ρl (kg/m
3) ρv (kg/m
3) PV (bar) ΔHv (kJ/mol) Z 
42 19.24(2) 806.4(9) 190.9(9) 0.874(3) 0.582(3) 
41 16.79(1) 854.6(5) 156.7(5) 1.004(1) 0.634(2) 
40 14.58(1) 894.5(4) 130.8(3) 1.1084(8) 0.676(2) 
39 12.58(1) 929.4(3) 110.0(2) 1.196(1) 0.712(1) 
38 10.78(1) 961.1(6) 92.7(1) 1.272(1) 0.743(1) 
37 9.17(1) 990.4(9) 78.02(8) 1.340(2) 0.771(1) 
36 7.74(1) 1017.9(7) 65.46(5) 1.401(1) 0.797(1) 
35 6.47(1) 1044.0(6) 54.67(4) 1.4572(9) 0.821(2) 
34 5.36(1) 1069.1(6) 45.38(4) 1.5087(9) 0.843(2) 
33 4.38(1) 1093.0(6) 37.38(4) 1.5560(9) 0.863(3) 
32 3.54(1) 1115.8(3) 30.51(2) 1.600(1) 0.881(3) 
31 2.83(1) 1137.9(5) 24.65(1) 1.640(2) 0.898(4) 
30 2.22(1) 1159.4(5) 19.67(1) 1.678(2) 0.913(5) 
29 1.71(1) 1181(1) 15.48(2) 1.713(3) 0.927(6) 
 
Table 4.6: Selected phase coexistence data predicted for argon predicted by optimized Mie potentials.  
T(K) ρl (kg/m
3) ρv (kg/m
3) PV (bar) ΔHv (kJ/mol) Z 
140 31.64(2) 951(1) 170.4(4) 3.568(6) 0.637(1) 
135 25.509(7) 1015(1) 130.2(2) 4.093(6) 0.697(1) 
130 20.276(6) 1068.9(8) 100.49(7) 4.511(4) 0.7457(6) 
125 15.851(6) 1116.3(8) 77.37(7) 4.864(5) 0.7875(8) 
120 12.156(8) 1159.9(5) 59.1(1) 5.170(4) 0.824(2) 
115 9.11(1) 1200.5(6) 44.53(6) 5.440(5) 0.855(1) 
110 6.66(1) 1238.8(9) 32.92(4) 5.683(4) 0.883(2) 
105 4.72(1) 1275(1) 23.78(2) 5.899(4) 0.908(2) 
100 3.23(1) 1310(1) 16.70(1) 6.094(4) 0.929(3) 
95 2.12(1) 1343.5(5) 11.31(1) 6.274(2) 0.947(5) 
90 1.323(9) 1376(2) 7.34(2) 6.44(1) 0.962(7) 
85 0.778(7) 1408(1) 4.51(2) 6.59(1) 0.97(1) 
 
Table 4.7: Selected phase coexistence data predicted for krypton predicted by optimized Mie potentials. 
T(K) ρl (kg/m
3) ρv (kg/m
3) PV (bar) ΔHv (kJ/mol) Z 
200 42.78(6) 1517(6) 382(1) 4.12(3) 0.564(2) 
195 36.84(5) 1624(5) 305(1) 4.89(2) 1.495(6) 
190 31.54(4) 1710(3) 248.3(9) 5.48(1) 1.476(6) 
185 26.82(4) 1782(1) 204.8(6) 5.964(7) 1.455(5) 
180 22.63(3) 1846.3(7) 169.4(4) 6.378(4) 1.430(4) 
175 18.93(2) 1906.1(6) 139.9(2) 6.745(3) 1.403(3) 
170 15.68(2) 1962(1) 115.2(1) 7.076(6) 1.373(2) 
165 12.84(1) 2015(2) 94.25(6) 7.376(7) 1.340(2) 
160 10.39(1) 2065(1) 76.55(6) 7.652(6) 1.304(2) 
155 8.30(1) 2114(1) 61.57(7) 7.907(5) 1.265(3) 
150 6.52(1) 2161(1) 48.94(6) 8.144(5) 1.221(3) 
145 5.04(1) 2205(1) 38.39(6) 8.360(6) 1.173(4) 
140 3.82(1) 2247(1) 29.66(5) 8.559(5) 1.121(4) 
135 2.84(1) 2290(3) 22.50(5) 8.752(6) 1.067(5) 
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130 2.06(1) 2332(3) 16.72(5) 8.933(7) 1.012(6) 
125 1.451(9) 2371(2) 12.12(5) 9.098(5) 0.950(7) 
120 0.991(7) 2410(3) 8.55(4) 9.257(8) 0.950(8) 
 
Table 4.8: Selected phase coexistence data predicted for xenon predicted by optimized Mie potentials. 
T(K) ρl (kg/m
3) ρv (kg/m
3) PV (bar) ΔHv (kJ/mol) Z 
280 49.03(6) 1790(20) 510(10) 5.26(6) 0.54(1) 
270 39.55(8) 1980(5) 372(2) 6.76(2) 0.622(3) 
260 31.50(7) 2127(2) 277.0(7) 7.919(5) 0.691(2) 
250 24.72(6) 2247(1) 209.8(5) 8.806(4) 0.744(3) 
240 19.05(5) 2351.3(6) 158.9(4) 9.536(3) 0.789(3) 
230 14.37(4) 2445(1) 119.3(3) 10.160(4) 0.827(3) 
220 10.58(3) 2532(1) 88.3(2) 10.706(5) 0.860(3) 
210 7.56(3) 2614.4(7) 64.0(2) 11.191(3) 0.889(4) 
200 5.22(2) 2691(1) 45.1(1) 11.621(8) 0.913(4) 
190 3.47(2) 2763(2) 30.83(8) 12.003(9) 0.934(5) 
180 2.19(2) 2835(4) 20.21(6) 12.36(1) 0.951(7) 
170 1.31(1) 2903(5) 12.58(6) 12.69(1) 0.97(1) 
 
 
Figure 4.12: Plot of vapor pressures for noble gases.  Predictions of simulation are presented in red for: 
neon (triangles), argon (diamonds), krypton (squares), and xenon (circles).  Corresponding data from the 
NIST Chemistry webbook [210] are given by black solid lines.  Critical pressures predicted by simulation 
(open symbols) and from the NIST webbook data (stars) are also shown. 
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Table 4.9: Predicted compressibility at the critical point, standard boiling point, and normal boiling point 
for noble gases  
species ZC ZB,standard  ZB,normal 
Neon 0.2802(4) 0.9409(4) 0.9406(4) 
Argon 0.2878(5) 0.97471(9) 0.97566(9) 
Krypton 0.2885(4) 0.98340(6) 0.98405(6) 
Xenon 0.2858(4) 0.98755(6) 0.98812(6) 
Table 4.10: Predicted phase behavior at the normal boiling point (1 atm). 
species TB(K) ρL,B(kg/m
3) ρV,B(kg/m
3) ΔHV,B (kJ/moL) 
Neon 27.19(3) 1217.1(4) 9.612(4) 1.771(1) 
Argon 87.36(7) 1392.7(3) 5.72(2) 6.522(3) 
Krypton 120.15(9) 2409(2) 8.64(2) 9.252(4) 
Xenon 165.2(2) 2935.3(4) 9.81(3) 12.832(2) 
Table 4.11: Predicted phase behavior at standard boiling point (1 bar).  
species TB(K) ρL,B(kg/m3) ρV,B(kg/m3) ΔHV,B (kJ/moL) 
Neon 27.15(3) 1217.8(4) 9.505(4) 1.773(1) 
Argon 87.23(7) 1393.5(3) 5.65(2) 6.526(3) 
Krypton 119.98(9) 2410(2) 8.54(2) 9.258(4) 
Xenon 165.0(2) 2936.8(3) 9.69(3) 12.839(3) 
Table 4.12: Parameters  for various Lennard-Jones potentials for noble gases. 
NEON 
Author(s) Year εi(K) σi(Å) 
Hansen [179] (m1) 1968 36.76 2.786 
Hansen [179] (m2) 1960; 1968 36.2 2.74 
Hansen [179] (m3) 1938; 1968 35.6 2.74 
Georgescu, et al. [214] 2013 35.68 2.7616 
Ramírez and Herrero [222] 2001 35.7883 2.782 
Neufeld and Aziz [186] 1973 36.162 2.7589 
Vrabec et al. [178] 2001 33.921 2.801 
    
ARGON 
Authors Year εi(K) σi(Å) 
Bohn, et al. [177] 1985 117.70 3.4039 
Glandt, et al. [215] 1979 116 3.360 
Hirschfelder, et al. [217] 1964 119.8 3.405 
Neufeld and Aziz [186] 1973 123.29 3.4117 
Rahman [223] 1964 120 3.4 
Vrabec et al. [178] 2001 116.79 3.3952 
White [224] 1999 125.7 3.345 
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KRYPTON 
Authors Year εi(K) σi(Å) 
Beattie, et al. [176] 1952 172.6724 3.591 
Bohn, et al. [177] 1985 164.11 3.6221 
Hirschfelder, et al. [217] 1964 171.0 3.60 
Talu and Myers [180] 2001 166.4 3.636 
Neufeld and Aziz [186] 1973 170.110 3.6685 
Vrabec, et al. [178] 2001 162.58 3.6274 
    
XENON 
Authors Year εi(K) σi(Å) 
Bohn, et al. [177] 1985 227.86 3.9478 
Hirschfelder, et al. [217] 1964 221.0 4.10 
Neufeld and Aziz [186] 1973 230.56 3.9964 
Sherwood and Prausnitz 
[218] 
1964 222.30 4.099 
Vrabec, et al. [178] 2001 227.55 3.9011 
Weitz and Potoff [219] 2005 225 3.95 
Table 4.13: Selected phase coexistence data for argon(1)+krypton(2) predicted by NPT Gibbs ensemble 
Monte Carlo simulations for the optimized Mie potentials. The maximum uncertainty in the mole fractions 
is 0.008. 
143.15 K 158.15 K 177.38 K 
P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 
4.553 0.000 0.000 9.566 0.000 0.000 20.618 0.000 0.000 
5.619 0.040 0.212 13.027 0.080 0.279 22.172 0.022 0.068 
7.922 0.117 0.450 15.712 0.142 0.418 23.635 0.048 0.136 
10.520 0.213 0.616 18.039 0.197 0.503 25.888 0.083 0.214 
12.941 0.295 0.700 20.545 0.254 0.577 28.479 0.124 0.292 
15.480 0.390 0.769 23.052 0.312 0.635 30.957 0.162 0.353 
18.196 0.482 0.820 25.468 0.366 0.679 33.323 0.196 0.400 
23.451 0.665 0.893 28.242 0.428 0.721 35.914 0.234 0.446 
25.932 0.732 0.915 30.570 0.475 0.750 38.505 0.273 0.487 
28.353 0.804 0.937 32.985 0.529 0.779 41.096 0.308 0.519 
30.834 0.878 0.960 35.759 0.583 0.805 43.686 0.344 0.550 
32.606 0.922 0.973 38.175 0.632 0.827 46.165 0.382 0.578 
36.038 1.000 1.000 40.591 0.681 0.847 48.643 0.419 0.605 
   42.558 0.718 0.863 51.121 0.451 0.622 
   43.273 0.728 0.866 53.487 0.486 0.643 
   46.046 0.787 0.890 56.078 0.527 0.659 
   48.997 0.827 0.905 57.769 0.539 0.667 
   49.801 0.845 0.912 58.445 0.550 0.668 
      59.121 0.563 0.660 
 
89 
 
 
 
 
Figure 4.13: Relative deviation in the predicted vapor (ρV) and liquid densities (ρL); vapor pressure (PV), 
and heat of vaporization (ΔHV) for neon, with respect to NIST Webbook values [210].  This work (black 
circles); Georgescu, et al. [214] (brown left-facing triangles); three fits by Hansen [179] (fit to Brown data 
[225] -- green upward-facing triangles; fit to de Boer and Michels data [226] -- orange 'X' ; fit to Bernardes 
data [227] -- cyan stars); Neufeld and Aziz [186] (red squares); Ramírez and Herrero [222] (purple 
downward-facing triangles); and Vrabec, et al. [178] (red diamonds) 
90 
 
 
 
 
Figure 4.14: Relative deviation in the predicted vapor (ρV) and liquid densities (ρL); vapor pressure (PV), 
and heat of vaporization (ΔHV) for neon, with respect to NIST Webbook values [210] , best models only.  
This work (black circles), Vrabec, et. al (red diamonds) [178]. 
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Figure 4.15: Relative deviation in the predicted vapor (ρV) and liquid densities (ρL); vapor pressure (PV), 
and heat of vaporization (ΔHV) for argon, with respect to NIST Webbook values [210].  This work (black 
circles); Bohn, et al. (green squares)[177]; Glandt, et al. (purple upward-facing triangles); Hirschfelder, et 
al. [217] (brown diamonds) (fit to data from Michels, et al. [216]); Neufeld and Aziz [186] (red squares); 
Rahman [223] (orange stars); Vrabec, et al. [178] (red diamonds); and White [224] (cyan 'X' marks). 
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Figure 4.16: Relative deviation in the predicted vapor (ρV) and liquid densities (ρL); vapor pressure (PV), 
and heat of vaporization (ΔHV) for argon, with respect to NIST Webbook values [210] , best models only.  
This work (black circles), Vrabec, et al. [178] (red diamonds), Bohn, et al. [177] (green squares). 
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Figure 4.17: Relative deviation in the predicted vapor (ρV) and liquid densities (ρL); vapor pressure (PV), 
and heat of vaporization (ΔHV) for krypton, with respect to NIST Webbook values [210].  This work 
(black circles); Beattie, et al. [176] (orange crosses); Bohn, et al. (green squares); Hirschfelder, et al. 
[217] (brown diamonds); Neufeld and Aziz [186] (red squares); Talu and Myers [180] (purple upward-
facing triangles); and Vrabec, et al. [178] (red diamonds). 
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Figure 4.18: Relative deviation in the predicted vapor (ρV) and liquid densities (ρL); vapor pressure (PV), 
and heat of vaporization (ΔHV) for krypton, with respect to NIST Webbook values [210] , best models only.  
This work (black circles), Vrabec, et al. [178] (red diamonds), Bohn, et al. [177] (green squares). 
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Figure 4.19: Relative deviation in the predicted vapor (ρV) and liquid densities (ρL); vapor pressure (PV), 
and heat of vaporization (ΔHV) for xenon, with respect to NIST Webbook values [210].  This work (black 
circles); Bohn, et al. (green squares); Hirschfelder, et al. [217] (brown diamonds); Neufeld and Aziz [186] 
(red squares); Potoff and Weitz [219] (blue circles); Sherwood and Prausnitz [218] (orange downward-
facing triangles); and Vrabec, et al. [178] (red diamonds). 
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Figure 4.20: Relative deviation in the predicted vapor (ρV) and liquid densities (ρL); vapor pressure (PV), 
and heat of vaporization (ΔHV) for xenon, with respect to NIST Webbook values [210] , best models only.  
This work (black circles), Potoff and Weitz (blue circles) [219], Vrabec, et al. [178] (red diamonds), Bohn, 
et al. [177] (green squares). 
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Figure 4.21: Pressure-composition diagram for methane+xenon. The black lines represent experimental 
data [164]; red symbols denote the predictions of the optimized Mie potentials. 
 
Figure 4.22: Pressure-composition diagram for krypton+ethane. The black lines represent experimental 
data [228]; red symbols denote the predictions of the optimized Mie potentials. 
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Figure 4.23: Pressure-composition diagram for argon+krypton at 158.15K.  Experimental data  (black 
lines) [158], predictions of ab initio potentials without 3-body terms (green triangles),  predictions of ab 
initio potentials with 3-body potential (blue squares) from Nasrabad, et al. [185], predictions of the 
optimized Mie potentials (red circles). 
 
Figure 4.24: Pressure-composition diagram for krypton+xenon. Experimental data (black lines) [160]; 
predictions of NPT Gibbs ensemble Monte Carlo simulations using the parameters from Vrabec, et. al[178] 
(green symbols);  predictions of NPT Gibbs ensemble Monte Carlo simulations  using the optimized Mie 
potentials (red symbols). 
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Table 4.14: Selected phase coexistence data for krypton(1)+xenon(2) predicted by NPT Gibbs ensemble 
Monte Carlo simulations for the optimized Mie potentials. The maximum uncertainty in the mole fractions 
is 0.007. 
165.6 K 216.61 K 240.42 K 257.85 K 
P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 
1.011 0.000 0.000 9.460 0.000 0.000 19.254 0.000 0.000 29.929 0.000 0.000 
3.150 0.189 0.722 11.480 0.044 0.181 23.800 0.070 0.200 32.620 0.037 0.092 
3.920 0.251 0.788 15.050 0.125 0.397 26.600 0.112 0.291 36.040 0.075 0.171 
4.830 0.327 0.839 18.270 0.198 0.523 30.940 0.175 0.395 38.840 0.110 0.235 
5.530 0.388 0.872 24.500 0.329 0.665 35.350 0.240 0.480 43.040 0.156 0.304 
6.300 0.463 0.899 29.330 0.425 0.735 41.370 0.323 0.563 47.460 0.207 0.371 
7.000 0.514 0.914 34.580 0.535 0.798 47.590 0.410 0.632 50.880 0.250 0.417 
7.700 0.573 0.929 41.860 0.663 0.855 52.910 0.476 0.673 54.870 0.292 0.455 
8.600 0.649 0.946 47.180 0.758 0.891 57.380 0.536 0.706 62.360 0.376 0.518 
9.520 0.725 0.960 56.760 0.889 0.939 61.030 0.574 0.722    
13.149 1.000 1.000          
Table 4.15: Selected phase coexistence data for CH4(1)+Xe(2) predicted by NPT Gibbs ensemble 
simulations for the optimized Mie potentials. The maximum uncertainty in the mole fractions is 0.007. 
189.78 K 223.81 K 248.15 K 260.62 K 
P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 
3.423 0.000 0.000 11.913 0.000 0.000 23.577 0.000 0.000 31.948 0.000 0.000 
6.930 0.089 0.513 17.260 0.074 0.308 31.090 0.074 0.223 36.170 0.039 0.109 
11.280 0.208 0.715 23.450 0.156 0.484 40.200 0.168 0.387 42.130 0.089 0.214 
15.920 0.332 0.808 29.610 0.246 0.596 48.950 0.257 0.483 47.330 0.138 0.290 
20.730 0.470 0.865 36.560 0.340 0.671 54.820 0.319 0.531 51.050 0.170 0.330 
26.320 0.613 0.905 43.300 0.432 0.721 59.760 0.369 0.559 56.240 0.219 0.381 
32.310 0.767 0.938 49.340 0.521 0.758 62.920 0.397 0.569 60.920 0.264 0.417 
37.430 0.883 0.964 55.160 0.596 0.782 64.190 0.415 0.576 63.050 0.296 0.437 
44.899 1.000 1.000 58.410 0.640 0.793 67.800 0.461 0.589    
Table 4.16: Selected phase coexistence data for Kr(1)+C2H6(2) predicted by NPT Gibbs ensemble 
simulations for the optimized Mie potentials. The maximum uncertainty in the mole fractions is 0.009. 
190.09 K 236.47 K 264.82 K 280.78 K 
P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 
1.348 0.000 0.000 8.775 0.000 0.000 19.751 0.000 0.000 29.125 0.000 0.000 
2.100 0.029 0.368 11.240 0.038 0.212 25.240 0.062 0.208 32.990 0.039 0.109 
2.860 0.059 0.541 13.930 0.081 0.373 28.580 0.097 0.286 37.890 0.082 0.200 
4.310 0.113 0.702 17.440 0.132 0.493 35.370 0.167 0.413 44.710 0.144 0.302 
6.310 0.183 0.798 23.030 0.211 0.612 44.610 0.260 0.519 47.990 0.174 0.340 
7.520 0.230 0.837 28.920 0.296 0.695 48.920 0.303 0.555 50.470 0.195 0.364 
12.310 0.408 0.912 37.270 0.407 0.762 52.160 0.334 0.576 54.500 0.232 0.399 
16.340 0.543 0.941 47.880 0.541 0.816 55.950 0.367 0.595 57.600 0.265 0.428 
19.940 0.668 0.959 53.810 0.617 0.839 59.360 0.400 0.612 60.020 0.284 0.439 
25.200 0.835 0.979 58.050 0.666 0.850 61.910 0.432 0.629    
29.230 0.951 0.993 61.600 0.701 0.857 64.460 0.451 0.634    
31.618 1.000 1.000 66.090 0.760 0.867       
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Table 4.17: Selected phase coexistence data for CH4(1)+Kr(2) predicted by NVT Gibbs ensemble 
simulations for the optimized Mie potentials. The maximum uncertainty in the mole fractions is 0.004. 
144.79 K 160.56 K 174.55 K 193.32 K 
P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 
4.97(5) 0.000 0.000 10.58(3) 0.000 0.000 18.7(1) 0.000 0.000 34.8(1) 0.000 0.000 
5.49(3) 0.148 0.216 11.33(3) 0.117 0.160 19.4(1) 0.091 0.118 35.5(2) 0.038 0.046 
5.99(7) 0.307 0.410 12.4(1) 0.299 0.378 20.1(2) 0.178 0.224 36.3(1) 0.108 0.127 
6.14(4) 0.363 0.470 12.89(3) 0.386 0.470 20.6(1) 0.245 0.300 37.9(1) 0.210 0.241 
6.26(4) 0.396 0.503 13.40(3) 0.480 0.563 21.76(6) 0.376 0.440 39.0(1) 0.290 0.326 
6.74(4) 0.552 0.653 13.7(1) 0.548 0.628 22.9(1) 0.486 0.550 40.3(2) 0.387 0.426 
7.06(6) 0.629 0.721 14.84(3) 0.744 0.799 23.87(4) 0.602 0.659 41.6(1) 0.488 0.525 
7.43(4) 0.745 0.814 15.12(3) 0.801 0.845 24.43(6) 0.681 0.730 43.4(1) 0.599 0.631 
7.77(4) 0.871 0.910 15.5(1) 0.848 0.884 25.72(5) 0.797 0.832 44.8(1) 0.679 0.705 
8.19(2) 1.000 1.000 15.98(3) 0.948 0.961 26.60(1) 0.893 0.912    
   16.35(3) 1.000 1.000 27.4(1) 1.000 1.000    
Table 4.18: Selected phase coexistence data for Xe(1)+C2H6 (2) predicted by NVT Gibbs ensemble 
simulations for the optimized Mie potentials. The maximum uncertainty in the mole fractions is 0.005. 
182.34 K 220.13 K 250.16 K 274.18 K 
P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 P (bar) x1 y1 
0.91(3) 0.000 0.000 5.01(1) 0.000 0.000 13.3(1) 0.000 0.000 24.78(6) 0.000 0.000 
1.33(5) 0.309 0.531 5.61(3) 0.135 0.223 14.5(1) 0.137 0.197 26.4(1) 0.116 0.151 
1.44(4) 0.393 0.621 6.30(3) 0.275 0.413 15.98(5) 0.282 0.379 27.7(1) 0.193 0.245 
1.56(1) 0.461 0.685 6.92(5) 0.392 0.548 17.1(1) 0.386 0.496 27.87(3) 0.208 0.263 
1.62(2) 0.515 0.737 7.49(4) 0.501 0.658 18.1(1) 0.466 0.580 30.5(2) 0.364 0.438 
1.79(3) 0.608 0.809 8.09(2) 0.599 0.742 18.9(1) 0.541 0.651 30.95(5) 0.400 0.476 
1.84(3) 0.646 0.830 8.54(1) 0.670 0.800 19.5(1) 0.594 0.699 32.48(8) 0.484 0.562 
1.89(3) 0.697 0.861 9.3(1) 0.782 0.877 20.5(1) 0.672 0.766 32.9(1) 0.508 0.586 
2.06(4) 0.788 0.911 9.6(1) 0.859 0.925 21.75(5) 0.779 0.850 33.46(6) 0.541 0.618 
2.22(3) 0.871 0.950 10.0(1) 0.903 0.950 24.3(1) 0.964 0.978 34.2(1) 0.576 0.650 
2.41(5) 1.000 1.000 10.63(3) 1.000 1.000 24.75(6) 1.000 1.000 36.5(1) 0.692 0.755 
         36.6(1) 0.694 0.756 
         36.9(1) 0.721 0.781 
         39.6(1) 0.837 0.876 
         43.3(1) 1.000 1.000 
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Chapter 5 Prediction of Radon-222 Phase Behavior by Monte 
Carlo Simulation 
5.1 Introduction 
Radon’s scarcity presents a major challenge to its study [229, 230].  The concentration of radon in 
the atmosphere is approximately 6 × 10−11 ppb [231], which is a billion times lower than that of xenon.  
The densest naturally-occurring member of the noble gas family of atomic gases, radon is continuously 
emanated from certain sediments that are distributed around the globe.  Radon emanations are short-lived 
due to their isotopic instability; radon-222 (222Rn), the most stable isotope, has a half-life of 3.8235 days 
[232].     
Following the discovery of radon in 1900, methods were developed to refine approximately one 
cubic millimeter of 222Rn gas from radium ores [233-235].  Over the next 20 years, the normal boiling point 
[233, 234], vapor pressure [234], vapor density at standard conditions [235], heat of vaporization [236], 
and critical properties [234] were determined.  At least two attempts were made to determine the density of 
liquid 222Rn [234, 237, 238], however these estimates had large self-reported uncertainties. 
In the absence of new experimental data, there have been ongoing attempts to use corresponding 
state theory and equations of state to predict the physical properties of pure radon [239-247].   However, 
there is significant disagreement between the various efforts.  Liquid densities predicted by equations of 
state vary by up 10% [239, 243, 247] and are 20-30% smaller than the experimental data [234, 238].  
Similarly, reported heats of vaporization vary by up to 10% [236, 239, 242].   
Computer simulations provide an alternative route to the prediction of physical properties and phase 
behavior, and have often been applied to study hazardous compounds.  For example, Monte Carlo 
simulations have been used to predict the vapor liquid coexistence curves and  critical properties hydrogen 
sulfide [248], hydrogen cyanide [249], and chemical warfare agents [250], while molecular dynamics 
simulations have been used to determine octanol-water partition coefficients and Henry’s law constants for 
energetic materials[251, 252].  In addition, computer simulations have been used to identify inconsistencies 
in experimental data, and suggest potential sources of error[251, 253]. 
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In this work, grand canonical histogram-reweighting Monte Carlo simulations are used to predict 
a variety of physical properties for 222Rn, which include saturated liquid and vapor densities, vapor 
pressures, heats of vaporization and compressibility factors as a function of temperature.  New Lennard-
Jones parameters are optimized for 222Rn by fitting to reproduce experimental vapor pressures and the 
critical temperature.   The predictions of simulation are used to evaluate the reliability of experimental data, 
especially the saturated liquid density, where large uncertainties have been reported. 
5.2 Force Field 
Interactions between 222Rn atoms were described by a Lennard-Jones potential [101]: 
 𝑈(𝑟𝑖𝑗) = 4𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] (5.1) 
where rij, εij, and σij are the separation, well depth, and collision diameter, respectively, for the pair of 
interaction sites i and j.  Optimized Lennard-Jones parameters for 222Rn are presented in Table 5.1 and 
compared to six other parameterizations found in the literature.   
Table 5.1: Lennard-Jones parameters for 222Rn 
ref. εi (K) σi (Å) 
This work 292.0 4.145 
Saxena and Srivastava  [254] 484 4.48 
Miller  [255] 290 4.35 
Gopal  [256] 283 4.36 
Chakraborti  [257] 280 4.15 
Slyusar, et al.  [258] 292.8 4.212 
van Loef [259] 300 4.17 
The Lennard-Jones potential was chosen to model interactions between radon atoms based on 
previous calculations by our group[260], and others[261], which show that the Lennard-Jones potential 
provides a reasonable approximation of interactions between noble gas atoms.  While it may be possible to 
improve the accuracy of the force field slightly by using a Mie potential instead of the 12-6 Lennard-Jones 
potential, the limited amount of available experimental data, and the uncertainty in the accuracy of those 
data do not justify the introduction of additional parameters in the potential energy function. 
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5.3 Simulation Methodology 
The phase behavior and physical properties of 222Rn were calculated with histogram-reweighting 
Monte Carlo simulations in the grand canonical ensemble [108].  Calculations were performed using the 
development version of GOMC [262].  All simulations were run for 42 million Monte Carlo steps (MCS), 
where the first 4 million MCS were used for equilibration of the system.  Packmol [207] was used to 
generate the initial atomic coordinates, while psfgen was used to create the connectivity (*.psf) file [94].  
All simulations were performed using a fixed box size of L = 25 Å. Lennard-Jones interactions were 
truncated at 10 Å and analytical tail corrections were applied.  The ratio of moves was 70% particle 
insertion/deletion and 30% particle displacement.  To generate the phase diagram, ten simulations were 
performed; one bridging the gas and liquid phases near the critical temperature, two in the gas phase, and 
seven in the liquid phase.  Histogram data was collected in the form of a list, updated every 200 MCS, 
containing the number of particles and energy of the system.  Statistical uncertainties were determined from 
five independent sets of simulations, each started with different random number seeds.  
The heat of vaporization (ΔHV) was determined via the difference in energies and molar volumes 
in each phase [212]: 
 
Δ𝐻𝑣 = (𝑈𝑉 − 𝑈𝐿) + 𝑃(𝑉𝑉 − 𝑉𝐿) (5.2) 
Where P is the saturation pressure and UV and UL; and VV and VL are the energy per mole; and molar 
volumes of the gas and liquid phases, respectively.   
The critical temperature (TC) and density (ρC) for each model was calculated by fitting the saturated 
liquid and vapor densities to the law of rectilinear diameters: 
 
𝜌𝑙𝑖𝑞 − 𝜌𝑣𝑎𝑝
2
= 𝜌𝐶 + 𝐴(𝑇 − 𝑇𝐶) (5.3) 
and to the density scaling law for the critical temperatures: 
 𝜌𝑙𝑖𝑞 − 𝜌𝑣𝑎𝑝 = 𝐵(𝑇 − 𝑇𝐶)
𝛽 (5.4) 
where β=0.325 is chosen based on three dimensional Ising-type fluid theory [14].  A and B were constants 
fit to the saturated vapor and liquid densities.  To avoid errors due to finite-size effects, these equations 
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were applied to the coexistence densities on the range 255 ≤ 𝑇 ≤ 340 K.  The critical pressures PC and the 
boiling points TNBP were calculated by fitting vapor pressure data to the Clausius-Clapeyron equation: 
 ln 𝑃 = −
Δ𝐻𝑣
𝑅𝑇
+ 𝐵 (5.5) 
where P is the vapor pressure, ΔHV is the heat of vaporization, R is the gas constant, and B is a constant. 
5.4 Results and Discussion 
Given the limited availability of experimental liquid densities, Lennard-Jones parameters for 222Rn 
were fit to reproduce experimental vapor pressures and the critical temperature.  A preliminary search was 
performed near the critical point to determine the parameter space that produced reasonable agreement for 
TC and the vapor pressure.   Based on these results, phase diagrams were calculated for a total of 187 
parameter sets, spaced on 0.01 Å increments along σi to give 11 values on the range σi=(4.10 to 4.20) Å and 
spaced on 0.5 K increments along εi to give 17 values on the range εi=(288.0 to 296.0) K.  A scoring function 
was used to identify the optimal parameter set.  
 Score𝑗 = 0.5 ∗ 𝐸𝑟𝑟(𝑇𝐶) + 0.5
∗
1
𝑛
(0.91 ∑ 𝐸𝑟𝑟(𝑃𝑉(𝑇𝑖))
𝑛
𝑖=0
+ 0.09 ∑ 𝐸𝑟𝑟(𝑃𝑉(𝑇𝑖+1)) − 𝐸𝑟𝑟(𝑃𝑉(𝑇𝑖))
𝑛−1
𝑖=0
) 
(5.6) 
where 
 
𝐸𝑟𝑟(𝑋) =
(𝑋 𝑠𝑖𝑚 − 𝑋 𝑒𝑥𝑝𝑡)
𝑋 𝑒𝑥𝑝𝑡
∗ 100 (5.7) 
The relative error in the critical temperature was 50% of Scorej.  The other 50% of Scorej was 
determined from the summation of the average absolute errors in the vapor pressure with respect to 
experiment, and by a summation of the difference between consecutive relative errors.  The smaller 
consecutive difference factor is based upon the differential form of the exponential growth function and 
distinguishes between models with similar absolute error.   
In Figure 5.1, the performance of the potential parameters is visualized as heat maps, with errors 
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normalized to the maximum error found in the parameter space.  The heat maps in the upper left and lower 
left illustrate the performance of various parameter sets for the prediction of critical temperature and vapor 
pressure, respectively.  The larger rightmost heat map depicts the final total score produced by Equation 
5.6.  The heat maps show that the combination of vapor pressure and critical temperature is sufficient to 
define the optimal potential parameters uniquely.  From these data, the optimal potential was determined to 
be σi=4.145 Å and εi=292.0 K.  The uncertainty in the optimized parameters is approximately 1.0 K for 
epsilon and 0.03 Å for sigma.  
 
Figure 5.1: The normalized error in TC  (top left) and vapor pressure (lower left), and total value of the 
scoring function (right).  Red represents the closest agreement with experimental data, while blue is the 
worst. 
In Figure 5.2, the vapor-liquid coexistence curve, vapor pressure and heat of vaporization predicted 
by the optimized potential are presented, with experimental data for comparison.  Selected vapor-liquid 
coexistence data are presented in Table 5.2, while critical properties are listed in Table 5.3.   
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Figure 5.2: (a) Vapor-liquid coexistence curves, (b) heat of vaporization, (c) P-ρ coexistence curve and 
isotherm at standard temperature and pressure, and (d) Clausius-Clapeyron plot.  Experimental vapor 
pressures (black line) [234], heat of vaporization (black star) [234, 236] and vapor density (black star) [235].  
Simulation data are given as (red diamonds); data at the normal boiling point (filled diamonds). 
The optimized model reproduced experimental vapor pressures [234] to within 2.0% for 
temperatures between the normal boiling point and 0.9Tc. The model predicted a critical temperature of 
377.6 K, which is in exact agreement with the experimental value, within the combined uncertainty of 
simulation and the experimental data [234].  These results are expected, since the vapor pressure and critical 
temperature were used as target data for the optimization process.  Small deviations from experiment were 
observed for the critical pressure. Simulation predicts Pc = 65.0 bar, while Ramsay and Gray determined Pc 
= 63.2 bar from their vapor pressure data[234].  Refitting  Ramsay and Gray’s smoothed data to Equation 
5.5 produced Pc = 64.5 bar, which suggests that most of the observed error between simulation and 
experiment was due to the process used to extrapolate the vapor pressure to the critical point.  The optimized 
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potential predicted a normal boiling point of 210.5 K, which is in good agreement with prior values 
determined from experimental vapor pressures of 208.11 to 211.12 K [233, 234].  At the boiling point, 
simulations predicted ΔHV=16.34 kJ/mol, which was within 1.4% of the experimental value of ΔHV=16.57 
kJ/mol[236].  Similarly, the saturated vapor density predicted by simulation ρgas=10.021 ± 0.001 kg/m
3 is 
in excellent agreement with the experimental value of ρgas=10.0 ± 0.2 kg/m
3 [235]. 
Table 5.2: Selected phase coexistence data for 222Rn predicted by Monte Carlo simulation. 
T (K) ρvap (kg·m
-3) ρliq (kg·m
-3) P (bar) ΔHV(kJ·mol-1) Z 
360 655.8(7) 2699(7) 50.76(4) 7.47(1) 0.574(1) 
350 522.3(10) 2900(2) 43.11(4) 8.79(1) 0.630(1) 
340 418.8(8) 3065(1) 36.33(3) 9.90(1) 0.681(1) 
330 339.1(6) 3204(1) 30.36(2) 10.81(1) 0.724(1) 
320 275.4(4) 3327(1) 25.12(2) 11.57(1) 0.761(1) 
310 223.2(3) 3440(1) 20.56(2) 12.24(1) 0.794(1) 
300 179.8(1) 3545(2) 16.62(2) 12.84(1) 0.823(1) 
290 143.6(1) 3644(2) 13.25(2) 13.38(1) 0.849(1) 
280 113.6(1) 3737(1) 10.39(2) 13.87(1) 0.873(2) 
270 88.6(1) 3826(1) 8.01(2) 14.31(1) 0.894(2) 
260 68.1(1) 3912(1) 6.05(2) 14.72(1) 0.912(3) 
250 51.3(1) 3995(3) 4.46(2) 15.09(1) 0.929(3) 
240 37.8(1) 4075(4) 3.21(1) 15.44(2) 0.943(4) 
230 27.1(1) 4154(5) 2.23(1) 15.77(2) 0.956(5) 
220 18.9(1) 4231(3) 1.50(1) 16.09(1) 0.967(7) 
210 12.7(1) 4332(4) 0.99(1) 16.38(4) 0.987(9) 
 
Published liquid densities for 222Rn show considerable scatter[235, 237].   Ramsay and Gray 
determined the liquid density near the boiling point by measuring the volume of the condensate.  This work 
produced an average density of 5,800 kg/m3, with a standard deviation of 1,100 kg/m3[235].   
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Table 5.3: Critical parameters and physical properties for 222Rn predicted from simulation. 
Property Experiment 
This 
Work 
Saxena,  
et al. 
[254] 
Miller 
[255] 
Gopal 
[256] 
Chakraborti 
[257] 
Slyusar,  
et al. 
[258] 
van Loef 
[259] 
TC/K 377.7 [234] 377.6(2) 622.4(1) 373.5(1) 364.0(1) 361.15(6) 378.3(2) 388.2(2) 
ρC/kg·m-3  1629(1) 1287.4(5) 1411.3(5) 1405(1) 1632.9(5) 1556(1) 1595.6(7) 
PC/bar 64.5 [234] 65.0(3) 83.7(1) 55.2(1) 53.7(1) 61.3(1) 63.2(1) 65.7(1) 
ZC  0.2821(9) 0.2789(3) 0.2795(6) 0.2815(4) 0.2784(5) 0.2879(5) 0.2828(3) 
TNBP/K 
211.12 [234], 
208.11 [233],  
198 [263, 264] 
210.5(2) 338.7(1) 212.6(1) 202.7(3) 211.9(1) 208.3(2) 216.1(1) 
ΔHV/ 
kJ·mol-1 
16.59 [236], 
16.78 [242] 
16.33(2) 27.60(5) 16.22(2) 15.73(6) 16.38(2) 15.85(3) 16.80(2) 
ρliq,/ 
kg·m-3 
5800 [234], 
6000 [238] 
4298(2) 3497(5) 3744(2) 4306(6) 4138(4) 3716(3) 4259(7) 
ρvap/ 
kg·m-3 
10.0(2) [235, 
265] 
10.021(1) N/A 10.037(1) 10.012(5) 10.027(1) 10.033(1) 10.029(1) 
* Numbers in parentheses indicate uncertainty in the last digit.  For experimental values where the 
uncertainty was not specified, an estimate of the minimum uncertainty can be taken from the data of Ferreira 
[266] and Molyneux [267]: ΔTC=±0.1 K ; ρC=±30 kg·m
-3 ; ΔPC=±2 bar; ΔTNBP=±2 K, and ΔZC=±0.002. 
A second experimental measurement by Rutherford and Soddy produced a liquid density of 6,000±1,000 
kg/m3 [237, 238].  Extrapolation of experimental saturated liquid densities at the boiling point for lighter 
noble gases to 222Rn predicted a liquid density of 4,400 kg/m3 [239]. Grosse used corresponding states 
theory to calculate a liquid density of 4,070 kg/m3[243].  Herreman et al., used an equation of state based 
on viscosity to produce a saturated liquid density of 4,330 kg/m3[247].  In comparison, the optimized 
potential predicts a liquid density of 4292±2 kg/m3 at 210.5 K.  The combined results of Monte Carlo 
simulation, extrapolation, and corresponding states theory suggest that reported experimental values for the 
density of liquid 222Rn may be erroneous.  
Using the predictions of simulation for the critical properties, it is possible to resolve discrepancies 
in past equation of state calculations for the liquid density.   Using the critical density and critical 
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temperature predicted by simulation in Guggenheim correlation (applied by Grosse), as well as the more 
complex two-part correlation of Herreman comprised of the Lewis and Squires (TR
-1 vs. ln ηR) and 
Bachinskii correlations (φR vs. ρR
-1), produced relative differences of less than ±1.2% versus simulation for 
211 ≤ 𝑇 ≤ 350 K (Figure 5.3).  This confirms that observed disagreements between past applications of 
equations of state were due largely to the use of different critical properties. 
 
Figure 5.3: Relative error in the predictions of the Guggenheim relation for the saturated liquid density of 
222Rn relative to the predictions of simulation: original (blue diamonds) [243], and reevaluated with ρC 
predicted by this work (red diamonds).  The dual Lewis and Squires and Bachinskii correlations: original 
(black squares) [247], and reevaluated with ρC predicted by this work (green squares).  
Six existing Lennard Jones potentials for 222Rn were also evaluated.  The relative deviation from 
experiment for the vapor pressure is plotted as a function of temperature in Figure 5.4.   The predicted 
critical points constants are listed in Table 5.3.  The model of Saxena and Srivastava [254] predicted a 
critical temperature that was almost twice the experimental value, hence these data have been excluded 
from Figure 5.4.     
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Figure 5.4: Relative deviation in the predicted vapor pressure with respect to the experiment [234]. This 
work (red circles); Miller (brown stars) [255]; Chakraborti (green diamonds) [257]; Slyusar, et al. (purple 
triangles) [258]; Gopel (orange downward-facing triangles) [256]; van Loef (blue squares) [259].   
The models of Miller  [255], Chakraborti [257], and Slyusar, et al. [258] each predicted TC to within 
10 K of experiment.  These models produced saturated liquid densities at the boiling point from ρliq=3,716 
kg·m-3 (Slyusar) [258] to ρliq=4,306 kg·m
-3 (Gopal) [256].  The model from van Loef [259] predicted 
ρliq=4,259 kg·m
-3, which is within 1% of the value predicted by the optimized force field.  In terms of the 
vapor pressure, only the predictions of models from Slyusar and Gopal were within 10% experimental data.  
Overall, the models of Slyusar, et al. and Miller showed the least combined error of the existing force fields 
from the literature.   
5.5 Conclusions 
In this work, an optimized intermolecular potential for 222Rn was developed by fitting parameters 
to reproduce experimental vapor pressures and the critical temperature.  Vapor pressures were reproduced 
by simulation to within 2.2% of experiment, while the critical temperature and normal boiling point and 
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vapor density at STP were reproduced exactly.  Liquid densities predicted by simulation were 
approximately 25% lower than experimental values, while being in close agreement with corresponding 
state theory, and extrapolations of liquid densities from lighter noble gases.  These data suggest that reported 
experimental values are liquid erroneous.  The critical density predicted from simulation was used in the 
equations of state proposed by Grosse [243] and Herreman [246, 247].  When using the same critical 
density, both methods were found to predict saturated liquid densities within 2% each other, and within 
1.2% of simulation.  This resolves past discrepancies of up to 10% in the saturated liquid densities predicted 
by the two equation of state efforts.  Additional calculations performed for six force fields found in the 
literature shows that the optimized potential offers significant improvements with respect to the prediction 
of vapor-liquid equilibria and critical properties of 222Rn. 
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Chapter 6 Transferable Mie Potential Models for Branched 
Alkanes 
 
6.1 Introduction 
Branched alkanes are a class of saturated hydrocarbons in which one or more carbons along the 
chain is bonded to at least three other carbon atoms.  Versus linear isomers containing the same number of 
carbon atoms they tend to be better at lubrication [268] and have a higher energy density, making them 
useful in weight-restricted fuel applications [269].  Hence it is desirable to separate these valuable chemicals 
from fossil fuel mixture.  It is possible to do so as the critical and boiling points of branched alkanes are 
typically lower than those of corresponding linear isomers.  There is a great deal of experimental data on 
branched alkanes that can be used to fit a force field. However for larger branched alkanes physical property 
data is less complete, compared to their linear isomers, as larger branched alkanes tend to undergo 
decomposition as they approach their critical points.  Thus there is a clear motivation to develop transferable 
potentials to predict the phase behavior of branched alkanes and their mixtures. 
For linear alkane isomers this group had previously produced the most accurate force field to date, 
using Mie potentials to improve the simultaneous fit of the vapor pressure and saturated liquid density.  The 
improved reproduction of data for the pure fluids was shown to allow more accurate reproduction of binary 
mixture behavior.  As in the previous work by Martin and Siepmann [21], it was shown in the group’s 
previous work on linear alkanes that a united atom model could be used to reduce computation without a 
significant reduction in reproduction accuracy.  The goal of this work is to achieve similar results for the 
branched alkanes via the creation of a branched alkane model. 
A number of previous united atom models for branched alkanes exist, including the descriptions 
published in Siepmann’s Transferable Potentials for Phase Equilibria (TrAPPE) force field [91] and the 
Nath, Escobedo, and de Pablo (NERD) force field [270-272].  These descriptions were generally able to 
reproduce pure fluid and mixture behavior with moderate accuracy, but in general suffered larger errors 
than the previous results for linear isomers.  Some of the predicted critical pressures for TraPPE-UA, for 
instance differed from experiment by more than 20 percent.  In the previous work by this group on linear 
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isomers it was shown that errors in the vapor pressure predictions of Lennard-Jones models fit to the 
saturated liquid density could be eliminated via the use of n-6 Mie potentials.  It is possible that the larger 
errors seen in the predicted vapor pressure versus experiment for branched isomer descriptions are wholly 
due to the increased complexity of the fitting process and could thus be eliminated via the use of n-6 Mie 
potentials.  However, the magnitude of the error in the vapor pressure relative to the linear isomers suggests 
that there may be fundamental transferability issues.  Hence the objectives of this work is: i) to present a 
branched alkane force field capable of more accurate vapor pressure reproduction ii) identify limitations to 
the generalization of united atom branched alkanes models. 
To optimize parameters, branched alkanes with a single kind of branch site were divided into two 
subcategories – isobutane series compounds (where the branch fragment is isobutane) and neopentane series 
compounds.  This classification simplifies the optimization process by only introducing one new site kind 
per compound.  Data for both subcategories of branched isomers was taken from Smith and Srivastava 
[273], who have collated an extensive collection of experimental data fit to a variety of equations of state. 
6.2 Force Field 
The parameters derived in this work are a transferable extension of the previously published united 
atom parameters for n-alkanes [191] and alkenes [192].  As in the prior work hydrogen atoms are combined 
with their connected carbon to form a single "pseudoatom".  A two-body n-6 potential is used.  This 
generalized form of the ubiquitous 12-6 potential is given by Lennard—Jones as [101] 
 𝑈(𝑟𝑖𝑗) = 𝐶𝑛𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
𝑛𝑖𝑗
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] (6.1) 
where σij, εij, rij are respectively the separation, well depth, and collision diameter for the pair of interaction 
sites i and j.  Nonbonded parameters for the transferable force field are present in Table 6.1.  The constant 
cn is a normalization factor used to keep the minima at -εij for all nij.  It is hence defined 
 𝐶𝑛 = (
𝑛𝑖𝑗
𝑛𝑖𝑗 − 6
) (
𝑛𝑖𝑗
6
)
6 (𝑛𝑖𝑗−6)⁄
 (6.2) 
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Table 6.1: Transferable parameters for alkanes and the noble gases (semi-transferable performance model 
for branched alkanes is shown in gray. 
group εi (K) σi (Å) 𝑛𝑖 
CH4 161.00 3.740 14 
CH3 121.25 3.783 16 
CH2 (sp
2) 61.0 3.99 16 
CH (sp2) 15.0 4.60 16 
C (sp2) 1.20 6.10 16 
To simulate bulk phases in a periodic cell analytical tail corrections are applied, derived from the 
integration of the potential.  For a given pair of sites, the correction is 
 𝑈𝑖𝑗
𝑡𝑎𝑖𝑙 = 2π𝜀𝑖𝑗𝜎𝑖𝑗
3 𝜌
𝑐𝑛
𝑛 − 3
[(
𝜎𝑖𝑗
𝑟𝑐𝑢𝑡
)
𝑛−3
−
𝑛 − 3
3
(
𝜎𝑖𝑗
𝑟𝑐𝑢𝑡
)
3
] (6.3) 
The Lorentz-Berthelot combining rules are used to calculate the potential parameters for unlike sites 
[201] 
 𝜎𝑖𝑗 = (𝜎𝑖𝑖 + 𝜎𝑗𝑗) 2⁄  (6.4) 
 𝜀𝑖𝑗 = √𝜀𝑖𝑖𝜀𝑗𝑗  (6.5) 
An arithmetic average is chosen as the combining rule for repulsive exponents.  This choice is consistent 
with the previous work on n-alkanes, perfluoroalkanes [191], alkenes [192], and noble gases [274] 
 𝑛𝑖𝑗 = (𝑛𝑖𝑖 + 𝑛𝑗𝑗) 2⁄  (6.6) 
This choice is supported both by quantum chemistry analyses of unlike interactions involving noble gases 
[274] and by the work of Stiegler and Sadus who recently assessed the impact of combining rules choice 
on the physical properties predicted by non-identical potentials [202]. 
 As in the prior work with n-alkanes, the bond length is fixed at 1.54 Å.  Angle bending is described 
using a harmonic potential 
 𝑈𝑏𝑒𝑛𝑑 =
𝑘𝜃
2
(𝜃 + 𝜃0)
2 (6.7) 
where θ is the measured bond angle and kθ = 62,500 K/rad
2 is the force constant.  The equilibrium bend 
angles are given in Table 6.2.  It is noted that other than the bending angle for CH3—CH—CH3, the bending 
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angles are consistent with those given in the optimized potentials for liquid simulation united atom (OPLS-
UA) force field. 
Table 6.2: Bending parameters (in degrees) for branched alkanes 
bend 𝜃0 
CH3—CH—CH3 111 
CHx—CH—CHy† 112 
CHx—C—CHy 109.47 
†Where at least one terminal constituent (CHx and CHy) is a non-methyl site. 
Torsions are given by a cosine series 
 𝑈𝑡𝑜𝑟𝑠 = 𝑐0 + 𝑐1[1 + 𝑐𝑜𝑠(𝜑)]+𝑐2[1 − 𝑐𝑜𝑠(2𝜑)] + 𝑐3[1 + 𝑐𝑜𝑠(3𝜑)] (6.8) 
Where φ is the dihedral angle and ci are Fourier constants.  As with the united atom TraPPE force field, the 
Fourier constants are taken from the OPLS-UA force field [275, 276].  These constants are given in Table 
6.2. 
Table 6.3: Torsional parameters (in K) for branched alkanes 
torsion c1 c2 c3 c4 
CHx—(CH2)—(CH2)—CHy 0 335.03 -68.19 791.32 
CHx—(CH2)—(CH)—CHy -251.06 428.73 -111.85 441.27 
CHx—(CH)—(CH)—CHy -251.06 428.73 -111.85 441.27 
CHx—(CH2)—(C)—CHy 0 0 0 461.29 
6.3 Simulation Details 
To optimize the parameters for branched alkanes, representative compounds containing either the 
CH(sp2) or the C(sp2) type sites were first identified.  For the CH(sp2) the simplest selected compound was 
isobutane, hence the series of molecules containing this new site are referred to as the “isobutane series”.  
Similarly, molecules containing the C(sp2) site are referred to as the “neopentane series”.  The selected 
compounds used in the optimization of the isobutane series included: isobutane, 2-methylbutane, 2-
methylhexane, 2,3-dimethylbutane, 2,5-dimethylhexane, and 3,4-dimethylhexane; while the selected 
compounds in the neopentane series were neopentane, 2,2-dimethylbutane, 2,2- dimethylpentane, 2,2-
dimethylhexane, and 3,3-dimethylhexane.  For each series a near-optimal region was first identified via 
preliminary simulations.  Next, an exhaustive grid-based search of the surrounding parameter space (σij and 
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εij) was performed.  Phase diagrams were produced for each compound and used to calculate an average 
error score, Scorej.  A cumulative average error score was then calculated for a specific parameter selection, 
averaged over the scores for individual compounds. 
Phase diagram data for the optimization of CH(sp2) and C(sp2) parameters was obtained using the 
method of histogram reweighting [31, 33-35, 107] applied to the results of grand canonical ensemble 
simulations run on the development version of GOMC [262].  Initial configurations were generated using 
Packmol [207], while VMD’s psfgen tool was used to generate coordinate (*.pdb) and connectivity (*.psf) 
files [94].  For most of the branched alkane series a simulation cell size of 35 x 35 x 35 Å was used.  For 
isobutane, 2-methylbutane, 2,3-dimethylbutane, and 2-methylpentane a slightly smaller simulation cell size 
of 30 x 30 x 30 Å was used.  The systems first underwent a short preliminary simulation with the energy 
set to 50 percent of its full value, to eliminate hard overlaps in the initial packed configuration.  
Subsequently the systems were equilibrated for 2x106 steps, followed by a data production period of 2x107 
steps.  Liquid phase simulations typically consisted of around 100 molecules.  Final results using the 
optimized potentials were calculated for each compound from five sets of histogram reweighted grand 
canonical simulations whose pseudorandom number generators (PRNGs) were started from random seeds.  
These simulation to generate finalized model predictions ran for slightly longer with a 4x106 step 
equilibration, followed by a data production period of 4x107 steps. 
The heat of vaporization (ΔHV) was calculated based upon the energies and molar volumes in each 
phase [212]: 
 
Δ𝐻𝑣 = (𝑈𝑉 − 𝑈𝐿) + 𝑃(𝑉𝑉 − 𝑉𝐿) (6.9) 
where P is the saturation pressure and UV and UL; and VV and VL are the energy per mole; and molar volumes 
of the gas and liquid phases, respectively. 
For finalized compound predictions using the optimized models, the critical temperature (TC) and 
density (ρC) for each model were calculated by fitting the saturated liquid and vapor densities to the law of 
rectilinear diameters: 
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𝜌𝑙𝑖𝑞 − 𝜌𝑣𝑎𝑝
2
= 𝜌𝐶 + 𝐴(𝑇 − 𝑇𝐶) (6.10) 
and to the density scaling law for the critical temperatures: 
 
𝜌𝑙𝑖𝑞 − 𝜌𝑣𝑎𝑝 = 𝐵(𝑇 − 𝑇𝐶)
𝛽 
(6.11) 
where β=0.325 is chosen based on three dimensional Ising-type fluid theory [14].  A and B were constants 
fit to the saturated vapor and liquid densities.  To avoid errors due to finite-size effects, these equations 
were applied to the coexistence densities on the range 1.1TNBP to 0.9TC.  The critical pressures PC and the 
boiling points TNBP were calculated by fitting vapor pressure data to the Clausius-Clapeyron equation: 
 ln 𝑃 = −
Δ𝐻𝑣
𝑅𝑇
+ 𝐵 (6.12) 
where P is the vapor pressure, ΔHV is the heat of vaporization, R is the gas constant, and B is a constant. 
6.4 Results and Discussion 
For each compound in the isobutane series 49 parameters sets were evaluated, spaced on 0.1 Å 
increments along σi to give 7 values on the range σi=(4.4 to 5.0) Å and spaced on 0.5 K increments along εi 
to give 7 values on the range εi=(14.0 to 17.0) K.  For the neopentane series between 79 and108 parameters 
were investigated per compound.  The ranges of selected σi and εi varied, but in general fell within the 
overall ranges of σi=(5.90 to 6.50) Å and εi=(1.0 to 2.1) K.  While the portion of this parameter space 
explored varied per compound based on the relative optima, the increment for the neopentane series 
remained constant at 0.05 Å for σi and 0.1 K for εi.  A scoring function was used to identify the optimal 
parameter set for each compound over both series. 
The weights in the scoring function are chosen to emphasize accurate reproduction of the saturated 
liquid density and vapor pressure, as in prior work the reproduction of these variables for the fluid is shown 
to be the most closely correlated to the accuracy of predictions of the behavior of binary mixtures containing 
the selected fluid.  The smaller factors related to the change in error derive from the ordinary differential 
equation of the exponential function and are used to distinguish between models with similar overall 
average absolute error.  The scoring function datum are visualized with heat maps generated using python 
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scripts [277] which rely upon numpy [278], a numerical library focused on array math, and matplotlib [279], 
a 2D visualization library. 
 
𝑆𝑖 =
1
𝑛
(0.6135 ∑ 𝐸𝑟𝑟(𝜌𝐿(𝑇𝑖))
𝑛
𝑖=0
+ 0.0123 ∑ 𝐸𝑟𝑟(𝜌𝑉(𝑇𝑖))
𝑛
𝑖=0
+ 0.2455 ∑ 𝐸𝑟𝑟(𝑃𝑉(𝑇𝑖))
𝑛
𝑖=0
+ 0.0245 ∑ 𝐸𝑟𝑟(∆𝐻𝑉(𝑇𝑖))
𝑛
𝑖=0
+ 0.0613 ∑
𝑑𝐸𝑟𝑟(𝜌𝐿(𝑇𝑖))
𝑑𝑇
𝑛
𝑖=0
+ 0.0061 ∑
𝑑𝐸𝑟𝑟(𝜌𝑉(𝑇𝑖))
𝑑𝑇
𝑛
𝑖=0
+ 0.0245 ∑
𝑑𝐸𝑟𝑟(𝑃𝑉(𝑇𝑖))
𝑑𝑇
𝑛
𝑖=0
+ 0.0123 ∑
𝑑𝐸𝑟𝑟(∆𝐻𝑉(𝑇𝑖 ))
𝑑𝑇
𝑛
𝑖=0
) 
(6.13) 
where: 
 
𝐸𝑟𝑟(〈𝑋(𝑇𝑖)〉) = |
〈𝑋𝑆𝐼𝑀(𝑇𝑖)〉 − 〈𝑋𝐸𝑋𝑃𝑇(𝑇𝑖)〉
〈𝑋𝐸𝑋𝑃𝑇(𝑇𝑖)〉
| ∗ 100 
(6.14) 
From the heatmaps of individual compounds in both branched alkane series a common barrier to 
transferability is observed.  It is observed that the location of the optima in general shifts over the series by 
as much as 1.5 K and 0.15 Å.  This shift is found to be closely correlated to the long contiguous stretch of 
bonded carbon sites (referred hereafter as “the backbone” of the molecule).  For compounds with a 
backbone of 4 sites or less (2,3-dimethylbutane, for instance), a common optima is identified for each series.  
Likewise for compounds with a backbone of 5 sites or more, a common optima is generally observed.  It is 
interesting to observe that the backbone length appears to be the primary determinant of generality in the 
model; differences in the methyl side chains are not found to create significant shifts in compound specific 
optima.  Hence it appears that the limit of generalization is tied exclusively to the backbone length of the 
molecule for light branched alkane molecules.  The structural basis of this is somewhat unclear.  One 
plausible explanation is that the optima is tied to the molecule’s radius of gyration, which in light alkanes 
is primarily tied to backbone length. 
While it is possible to select an optimal generalized model located between the short and long 
subseries, the accuracy of such an approach is diminished.   
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Figure 6.1: Heatmaps for isobutane, 2-methylbutane, 2-methylhexane, 2,3-dimethylbutane, 2,5-
dimethylhexane, and 3,4-dimethylhexane.   
 
Figure 6.2: Heatmap of the average error scores of isobutane, 2-methylbutane, 2-methylpentane, 2-
methylhexane, 2,3-dimethylbutane, 2,5-dimethylhexane, and 3,4-dimethylhexane for each of three classes 
of models.  
Transferable Model 
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Hence three parameters are proposed for each series: a fully generalized “compromise” model; a “short” 
model generalized specifically for compounds with backbone lengths of four or less; a “long” model 
generalized specifically for compounds with backbone lengths of five or more.   
 
Figure 6.3: Heatmaps for neopentane, 2,2-dimethylbutane, 2,2-dimethylpentane, 2,2-
dimethylhexane, and 3,3-dimethylhexane for each of three classes of models.  
This approach bears similarities to the methodology used in the NERD force field, but differs in 
that it offers a single optimal description generalized for all short backbone compounds.  To determine the 
optimal parameters for each of the proposed model kinds, average error scores are calculated from the error 
scores for all individual compounds whose backbone lengths meet the criteria of the given series 
 
|𝑆𝑖| =
1
𝑛
∑ 𝑆𝑖
𝑐𝑜𝑚𝑝𝑜𝑢𝑛𝑑𝑠
 
(6.13) 
The results for each of the three models are shown in Figures 6.2 and 6.3 for the isobutane and 
neopentane series.  The site parameters for the generalized model were given in Table 6.1.  A full listing of 
parameters for each of the three model kinds for both sites is given in Table 6.4.  
 
Transferable Model 
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Figure 6.4: Vapor-liquid coexistence curves predicted by Mie potentials for branched alkanes in the 
isobutane series are shown in red, with the compound name given in the labels.  Corresponding data from 
Smith and Srivastava [273] are given by solid lines.  Critical points predicted by simulation (open symbols), 
and experimental data (stars). 
Table 6.4: Transferable parameters for branched alkanes for each of the proposed model classes 
Class group 𝜀𝑖/𝑘𝑏(𝐾) 𝜎𝑖  (A)̇ 𝑛𝑖 
i CH (sp2) (transferable) 15.0 4.60 16 
ii CH (sp2) (short) 15.0 4.70 16 
iii CH (sp2) (long) 14.0 4.70 16 
i C (sp2) (transferable) 1.20 6.10 16 
ii C (sp2) (short) 1.45 6.10 16 
iii C (sp2) (long) 1.20 6.20 16 
Phase diagrams predicted based on the semi-generalized higher accuracy models (ii and iii) are 
given in Figures 6.4-6.7. Calculated critical and boiling point properties are given in Table 6.5. Selected 
tabulated data for the six isobutane series compounds on the range TNBP to 0.9TC are given in Tables 6.6 
through 6.11. 
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Table 6.5: Critical and boiling points predicted by model versus values compiled in the NIST webbook (for 
isobutane and 2-methylbutane) [210] or by Smith and Srivastava (for 2,3-dimethylbutane, 2-methylhexane, 
2,5-dimethylhexane, and 3,4-dimethylhexane) [273]. 
 TC (K) ρC (kg/m3) PC (bar) TNBP (K) 
compound sim. expt. sim. expt. sim. expt. sim. expt. 
isobutane 411.5(4) 407.7(8) 225.5(4) 224(3) 38.47(8) 36.5(5) 260.7(2) 262(2) 
2-methylbutane 463.8(2) 461(5) 232.9(3) 236(4) 35.81(3) 33.8(5) 299.7(8) 301.1(2) 
2,3-dimethylbutane 507.3(4) 500.1(5) 239.4(3) 239(2) 34.31(7) 31.5(8) 330.7(8) 331.2(2) 
2-methylhexane 537.6(7) 530.5(5) 233.7(2) 238(2) 30.74(6) 27.4(2) 361.9(8) 363.2(5) 
2,5-dimethylhexane 555.1(3) 550.0(5) 235.2(1) 236(2) 27.92(9) 24.9(2) 381.1(2) 382.1(9) 
3,4-dimethylhexane 578.8(8) 568.8(5) 242.3(4) 244(5) 30.47(4) 26.9(4) 389.9(7) 391(1) 
 
 
Figure 6.5: Plot of vapor pressures for branched alkanes in the isobutane series are shown in red, with the 
compound name given in the labels.  Corresponding data from Smith and Srivastava [273] are given by 
solid lines.  Critical points predicted by simulation (open symbols), and experimental data (stars). 
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Figure 6.6: Clausius-Clapeyron plot for branched alkanes in the isobutane series are shown in red, with the 
compound name given in the labels.  Corresponding data from Smith and Srivastava [273] are given by 
solid lines.  Critical points predicted by simulation (open symbols), and experimental data (stars). 
The error in the predicted subcritical data for each compound was calculated versus relative values from 
the NIST webbook (for isobutane and 2-methylbutane) [210] or from the tabulated values of Smith and 
Srivastava (for 2,3-dimethylbutane, 2-methylhexane, 2,5-dimethylhexane, and 3,4-dimethylhexane) [273].  
Overall the reproduction of subcritical data is is excellent for both the long and short subseries of 
compounds.  For the short subseries the maximum error in the subcritical region up to the normal boiling 
point was ±2.5 and ±0.8 percent, respectively, for the vapor pressure and the saturated liquid density.  For 
the long subseries the maximum error in the subcritical region up to the normal boiling point was ±4.4 and 
±0.7 percent, respectively, for the vapor pressure and the saturated liquid density. 
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Figure 6.7: Heat of vaporization for branched alkanes in the isobutane series are shown in red, with the 
compound name given in the labels.  Corresponding data from Smith and Srivastava [273] are given by 
solid lines.  Critical points predicted by simulation (open symbols), and experimental data (stars). 
Table 6.6: Selected phase coexistence data for isobutane predicted by Monte Carlo simulation. 
T (K) ρvap (kg·m
-3) ρliq (kg·m
-3) P (bar) ΔHV(kJ·mol-1) Z 
365 17.25(2) 448.9(2) 46.11(7) 13.83(1) 0.717(1) 
360 15.64(2) 458.4(2) 41.12(7) 14.42(1) 0.738(1) 
355 14.14(2) 467.3(4) 36.73(6) 14.96(2) 0.758(2) 
350 12.75(2) 475.8(4) 32.81(5) 15.46(2) 0.776(2) 
345 11.46(2) 483.9(5) 29.29(4) 15.93(2) 0.793(2) 
340 10.27(2) 491.6(5) 26.12(3) 16.38(2) 0.808(2) 
335 9.17(2) 499.1(5) 23.25(3) 16.80(2) 0.823(2) 
330 8.16(2) 506.3(5) 20.66(2) 17.20(2) 0.837(2) 
325 7.24(2) 513.3(4) 18.32(2) 17.59(2) 0.850(3) 
320 6.39(2) 520.1(4) 16.19(2) 17.96(2) 0.863(3) 
315 5.63(2) 526.8(4) 14.28(2) 18.31(2) 0.874(3) 
310 4.93(2) 533.3(4) 12.55(2) 18.65(3) 0.885(4) 
305 4.29(2) 539.6(5) 10.99(2) 18.98(3) 0.896(4) 
300 3.72(2) 545.8(6) 9.59(2) 19.29(3) 0.905(5) 
295 3.21(2) 552.0(7) 8.33(1) 19.60(3) 0.914(5) 
290 2.76(2) 558.1(6) 7.20(1) 19.90(3) 0.923(6) 
285 2.35(2) 564.1(5) 6.20(1) 20.19(3) 0.931(7) 
280 1.99(1) 570.0(4) 5.30(1) 20.48(2) 0.938(7) 
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275 1.68(1) 575.9(5) 4.51(2) 20.75(2) 0.945(9) 
270 1.40(1) 581.7(7) 3.81(2) 21.03(3) 0.951(10) 
265 1.16(1) 587.3(10) 3.20(2) 21.29(4) 0.96(1) 
260 0.96(1) 593(1) 2.67(2) 21.53(5) 0.96(1) 
Table 6.7: Selected phase coexistence data for 2-methylbutane predicted by Monte Carlo simulation. 
T (K) ρvap (kg·m
-3) ρliq (kg·m
-3) P (bar) ΔHV(kJ·mol-1) Z 
415 16.63(5) 459.7(1) 49.8(1) 15.70(1) 0.699(2) 
410 15.22(4) 468.7(2) 44.54(9) 16.42(1) 0.723(3) 
405 13.90(4) 477.4(3) 40.04(7) 17.05(1) 0.744(3) 
400 12.66(4) 485.6(3) 36.07(5) 17.62(1) 0.762(3) 
395 11.52(4) 493.5(4) 32.51(4) 18.16(2) 0.778(3) 
390 10.45(4) 501.1(4) 29.29(4) 18.66(2) 0.794(3) 
385 9.45(4) 508.4(4) 26.36(3) 19.14(2) 0.808(3) 
380 8.53(3) 515.5(4) 23.70(3) 19.60(2) 0.822(3) 
375 7.68(3) 522.3(3) 21.28(2) 20.03(2) 0.835(4) 
370 6.89(3) 528.9(3) 19.07(2) 20.45(2) 0.847(4) 
365 6.16(3) 535.3(3) 17.06(2) 20.85(1) 0.859(4) 
360 5.49(3) 541.6(2) 15.22(2) 21.24(1) 0.870(5) 
355 4.88(3) 547.7(2) 13.55(2) 21.609(9) 0.880(5) 
350 4.32(3) 553.8(1) 12.03(3) 21.972(9) 0.890(6) 
345 3.81(3) 559.7(2) 10.65(3) 22.32(1) 0.899(7) 
340 3.34(2) 565.5(3) 9.40(3) 22.66(2) 0.908(7) 
335 2.92(2) 571.2(4) 8.27(3) 22.99(3) 0.916(8) 
330 2.55(2) 576.8(6) 7.24(3) 23.31(4) 0.924(8) 
325 2.21(2) 582.4(8) 6.32(3) 23.63(4) 0.931(9) 
320 1.90(2) 587.8(9) 5.50(3) 23.93(5) 0.938(10) 
315 1.63(1) 593.2(9) 4.75(3) 24.23(5) 0.94(1) 
310 1.39(1) 598.5(8) 4.09(3) 24.52(4) 0.95(1) 
305 1.18(1) 603.6(7) 3.51(2) 24.80(4) 0.96(1) 
Table 6.8: Selected phase coexistence data for 2,3-dimethylbutane predicted by Monte Carlo simulation. 
T (K) ρvap (kg·m
-3) ρliq (kg·m
-3) P (bar) ΔHV(kJ·mol-1) Z 
450 14.80(6) 478.7(3) 48.97(5) 17.53(3) 0.696(3) 
445 13.61(5) 486.8(3) 43.63(8) 18.42(2) 0.727(3) 
440 12.50(5) 494.7(2) 39.24(10) 19.16(1) 0.750(3) 
435 11.46(5) 502.4(2) 35.48(10) 19.801(6) 0.769(4) 
430 10.48(4) 509.73(10) 32.16(10) 20.370(2) 0.786(4) 
425 9.57(4) 516.84(4) 29.17(9) 20.8943(7) 0.800(4) 
420 8.72(4) 523.697(8) 26.45(9) 21.387(3) 0.813(4) 
415 7.92(3) 530.31(5) 23.96(9) 21.856(5) 0.826(5) 
410 7.18(3) 536.71(7) 21.68(9) 22.303(6) 0.838(5) 
405 6.50(3) 542.92(9) 19.58(8) 22.732(7) 0.849(5) 
400 5.86(2) 548.98(10) 17.66(8) 23.147(9) 0.860(5) 
395 5.27(2) 554.9(1) 15.90(8) 23.55(1) 0.870(6) 
390 4.73(2) 560.8(2) 14.29(7) 23.94(1) 0.879(6) 
385 4.23(2) 566.5(2) 12.81(7) 24.32(2) 0.888(6) 
380 3.77(2) 572.1(2) 11.45(7) 24.68(2) 0.897(6) 
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375 3.34(1) 577.5(3) 10.21(6) 25.04(2) 0.905(6) 
370 2.96(1) 582.8(3) 9.08(6) 25.38(2) 0.913(7) 
365 2.610(9) 587.9(2) 8.05(5) 25.70(2) 0.920(7) 
360 2.293(7) 592.90(9) 7.12(5) 26.02(2) 0.927(7) 
355 2.006(5) 597.8(1) 6.27(4) 26.321(6) 0.934(6) 
350 1.747(4) 602.6(3) 5.50(3) 26.621(4) 0.940(6) 
345 1.515(2) 607.5(5) 4.81(3) 26.92(1) 0.945(6) 
340 1.3072(8) 612.5(6) 4.19(2) 27.22(2) 0.951(5) 
335 1.1223(3) 617.5(7) 3.63(2) 27.52(2) 0.956(5) 
330 0.958(1) 622.7(6) 3.13(1) 27.82(1) 0.960(5) 
Table 6.9: Selected phase coexistence data for 2-methylhexane predicted by Monte Carlo simulation. 
T (K) ρvap (kg·m
-3) ρliq (kg·m
-3) P (bar) ΔHV(kJ·mol-1) Z 
485 14.31(4) 461.9(2) 51.20(4) 19.33(1) 0.695(2) 
480 13.20(4) 470.7(2) 46.42(3) 20.11(1) 0.714(2) 
475 12.16(4) 479.2(2) 42.13(2) 20.84(1) 0.732(3) 
470 11.18(4) 487.2(2) 38.27(2) 21.52(1) 0.749(3) 
465 10.26(4) 494.99(9) 34.77(2) 22.17(1) 0.765(3) 
460 9.40(4) 502.43(3) 31.59(3) 22.79(1) 0.779(3) 
455 8.59(4) 509.6(1) 28.68(3) 23.38(2) 0.793(4) 
450 7.84(4) 516.5(2) 26.03(3) 23.94(2) 0.807(4) 
445 7.14(4) 523.1(3) 23.59(2) 24.48(2) 0.819(4) 
440 6.48(4) 529.6(4) 21.36(2) 25.00(2) 0.831(5) 
435 5.87(4) 535.9(4) 19.32(2) 25.50(2) 0.843(5) 
430 5.31(3) 542.1(3) 17.44(2) 25.98(2) 0.853(6) 
425 4.79(3) 548.1(2) 15.72(2) 26.45(1) 0.864(6) 
420 4.30(3) 554.0(2) 14.14(2) 26.91(1) 0.873(7) 
415 3.86(3) 559.78(6) 12.70(3) 27.35(1) 0.883(8) 
410 3.45(3) 565.4(1) 11.38(3) 27.77(2) 0.891(8) 
405 3.07(3) 570.8(3) 10.17(3) 28.18(3) 0.899(9) 
400 2.73(3) 576.2(5) 9.07(4) 28.58(4) 0.907(10) 
395 2.42(3) 581.5(7) 8.07(4) 28.97(5) 0.91(1) 
390 2.13(2) 586.7(8) 7.15(4) 29.36(6) 0.92(1) 
385 1.87(2) 591.9(8) 6.32(4) 29.73(6) 0.93(1) 
380 1.64(2) 597.1(9) 5.57(4) 30.10(7) 0.93(1) 
375 1.43(2) 602(1) 4.89(4) 30.47(8) 0.94(2) 
370 1.24(2) 607(1) 4.27(4) 30.82(8) 0.94(2) 
365 1.07(2) 612(1) 3.72(4) 31.18(8) 0.95(2) 
360 0.92(1) 617(1) 3.23(4) 31.53(7) 0.95(2) 
Table 6.10: Selected phase coexistence data for 2,5-dimethylhexane predicted by Monte Carlo simulation. 
T (K) ρvap (kg·m
-3) ρliq (kg·m
-3) P (bar) ΔHV(kJ·mol-1) Z 
495 11.51(7) 477.6(2) 44.2(2) 21.74(2) 0.723(5) 
490 10.60(7) 485.8(1) 40.2(1) 22.48(2) 0.740(5) 
485 9.75(7) 493.6(1) 36.5(1) 23.17(2) 0.756(6) 
480 8.95(7) 501.1(2) 33.2(1) 23.83(2) 0.771(6) 
475 8.20(6) 508.3(2) 30.23(10) 24.47(2) 0.785(7) 
470 7.50(6) 515.2(2) 27.49(8) 25.07(2) 0.798(7) 
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465 6.85(6) 522.0(3) 24.98(7) 25.65(2) 0.810(8) 
460 6.24(6) 528.5(3) 22.68(7) 26.20(3) 0.821(9) 
455 5.67(6) 534.8(4) 20.57(6) 26.73(3) 0.832(9) 
450 5.14(6) 541.0(6) 18.64(6) 27.25(4) 0.84(1) 
445 4.64(6) 547.0(7) 16.87(5) 27.75(5) 0.85(1) 
440 4.18(6) 553.0(8) 15.25(5) 28.23(6) 0.86(1) 
435 3.76(6) 558.8(8) 13.76(5) 28.70(6) 0.86(1) 
430 3.37(6) 564.5(7) 12.40(4) 29.14(6) 0.87(2) 
425 3.01(6) 570.1(5) 11.15(4) 29.58(6) 0.87(2) 
420 2.68(6) 575.5(3) 10.00(4) 29.99(6) 0.88(2) 
415 2.37(6) 580.7(5) 8.96(3) 30.39(7) 0.88(2) 
410 2.09(6) 585.8(7) 8.00(3) 30.77(9) 0.88(2) 
405 1.84(5) 590.9(8) 7.13(3) 31.1(1) 0.87(3) 
400 1.61(5) 595.9(8) 6.34(2) 31.5(1) 0.87(3) 
395 1.40(5) 600.9(7) 5.62(2) 31.8(1) 0.87(3) 
390 1.21(5) 605.9(6) 4.96(2) 32.2(1) 0.86(4) 
385 1.04(5) 611.0(7) 4.36(2) 32.5(1) 0.85(4) 
380 0.88(5) 615.9(10) 3.82(2) 32.8(2) 0.83(5) 
 
Table 6.11: Selected phase coexistence data for 3,4-dimethylhexane predicted by Monte Carlo simulation. 
T (K) ρvap (kg·m
-3) ρliq (kg·m
-3) P (bar) ΔHV(kJ·mol-1) Z 
520 13.72(3) 480.9(2) 51.2(4) 21.20(5) 0.708(6) 
515 12.73(3) 489.4(3) 46.8(3) 21.98(5) 0.726(5) 
510 11.79(2) 497.4(4) 42.8(2) 22.70(4) 0.742(4) 
505 10.90(2) 505.1(4) 39.2(2) 23.38(4) 0.757(3) 
500 10.07(2) 512.6(4) 35.9(1) 24.02(4) 0.771(3) 
495 9.28(2) 519.7(5) 32.86(7) 24.64(3) 0.784(2) 
490 8.54(2) 526.6(5) 30.07(5) 25.22(3) 0.796(2) 
485 7.84(2) 533.2(5) 27.49(5) 25.79(3) 0.808(2) 
480 7.19(2) 539.6(5) 25.11(5) 26.33(3) 0.819(2) 
475 6.58(1) 545.9(5) 22.90(5) 26.86(2) 0.830(2) 
470 6.00(1) 551.9(5) 20.87(5) 27.36(2) 0.841(3) 
465 5.47(1) 557.8(4) 18.99(4) 27.85(2) 0.851(3) 
460 4.97(1) 563.5(4) 17.25(4) 28.32(2) 0.861(3) 
455 4.511(9) 569.1(3) 15.65(3) 28.78(2) 0.870(2) 
450 4.083(9) 574.5(3) 14.17(3) 29.22(2) 0.879(2) 
445 3.685(8) 579.8(3) 12.81(2) 29.65(2) 0.888(2) 
440 3.318(7) 585.0(3) 11.56(2) 30.07(2) 0.896(2) 
435 2.980(7) 590.2(4) 10.41(2) 30.48(3) 0.904(3) 
430 2.668(6) 595.4(5) 9.35(2) 30.89(3) 0.912(3) 
425 2.382(6) 600.5(5) 8.38(2) 31.29(3) 0.919(3) 
420 2.120(6) 605.6(6) 7.49(2) 31.68(3) 0.926(3) 
415 1.881(5) 610.7(8) 6.68(2) 32.08(5) 0.932(3) 
410 1.663(5) 615.8(10) 5.94(1) 32.46(7) 0.938(4) 
405 1.465(5) 621(1) 5.26(1) 32.83(7) 0.944(4) 
400 1.286(4) 625.7(10) 4.65(1) 33.20(7) 0.950(4) 
395 1.124(4) 630.6(8) 4.10(1) 33.57(6) 0.955(5) 
390 0.979(4) 635.4(8) 3.59(1) 33.92(6) 0.960(5) 
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Normal boiling and critical temperatures were reproduced within ±0.4 and ±2 percent, respectively, 
of their experimental values with a mean deviation of ±0.3 and ±1.2 percent.  Critical densities were 
reproduced within ±1.9 percent, with a mean deviation of ±0.7 percent.  Generally the critical density and 
normal boiling point temperatures saw small but systematic under predictions, while the critical temperature 
saw small but systematic over predictions.  Larger errors were observed in the predicted critical pressures.  
While the subcritical pressure was reproduced well, the exponential nature of the critical pressure fit leads 
to amplification of relative errors in the critical point.  As a result critical pressure were over predicted by 
between 5.5 and 13.5 percent versus experiment.  The results for the short subseries average over prediction 
in the critical pressure was 6.8 percent, while the results for the long subseries were within 12.5 percent of 
experiment on average. 
These results will be further evaluated using binary mixtures and additional compounds that 
incorporate both of the new kinds of sites.    
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Chapter 7 Conclusions 
In this project a fast, flexible serial code for Monte Carlo simulations of chemical systems was 
developed.  The general objectives of the code were fulfilled, including the release of an open-source 
publicly available code with support for branched molecular geometries and a number of useful ensembles.  
The code also reuses common file types, which allows for visualization in VMD and allows the output to 
be directly loaded into NAMD for further molecular dynamics study. 
Over the course of the project, code was put to use in developing high accuracy force fields to study 
pure fluid phase equilibria and binary mixture behavior.  A quantitative fitting methodology using a scoring 
function was presented.  The result was the most accurate reproduction of noble gas pure fluid and mixture 
behavior to date from a two body n-6 potential.  The flexibility of the fitting methodology was demonstrated 
by fitting a model for radon-222, and used to identify inconsistencies in the liquid density.  Preliminary 
results for branched alkanes include a consensus model capable of reproducing phase equilibria of pure 
branched alkane fluids and their mixtures with moderate accuracy.  While transferability issues were 
identified, it appears these transferability issues follow a consistent pattern based on the backbone length. 
In terms of serial code development suggested future work includes the public release of the Ewald 
sum  support, which is currently in internal testing.  Another coming update currently in progress is the 
inclusion of coarse grain (CG) surfactant models into GOMC.  It would be desirable to incorporate the 
molecular cutoff into the code, as that significantly accelerated the simulation of smaller system sizes with 
CASSANDRA, and would hence be very particularly useful in grand canonical ensemble.  The console 
output and block output code should also be revised to reduce stress on the file system given the speed of 
the code.  Other suggested improvements to the code are: i) the inclusion of support for tabulated potentials, 
ii) advanced configuration bias methods such as ring regrowth, and iii) an optimized parallel CPU 
implementation. 
The continued success of the application of n-6 Mie potentials to produce high accuracy force field 
for phase equilibria can be continued with the development of force fields for coarse-grain particles, all 
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atom (AA) models, and classes of charged molecules (e.g. alcohols, aldehydes, and carboxylic acid).  It is 
expected that for charged molecules the introduction of the additional site charge parameter q may make 
brute force searches of the parameter space infeasible due to the computational expense.  Hence a more 
selective exploration based on the relative errors will likely be necessary to identify optima.  
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ABSTRACT 
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In this work GOMC (GPU Optimized Monte Carlo) a new fast, flexible, and free molecular 
Monte Carlo code for the simulation atomistic chemical systems is presented.  The results of a large 
Lennard-Jonesium simulation in the Gibbs ensemble is presented.  Force fields developed using the code 
are also presented.  To fit the models a quantitative fitting process is outlined using a scoring function and 
heat maps.  The presented n-6 force fields include force fields for noble gases and branched alkanes.  
These force fields are shown to be the most accurate LJ or n-6 force fields to date for these compounds, 
capable of reproducing pure fluid behavior and binary mixture behavior to a high degree of accuracy.  
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