A Modified Differential Evolution (MDE) is proposed, which is based on the basic Differential Evolution (DE) algorithm principle and implementing framework of DE. Optimizing the initial individuals with the 1/2 rule, then by introducing the reorganization of Evolution Strategies during the period of mutation procedures. The MDE is used to optimize the weights of the feed-forward multilayer neural network, and compared with the basic DE and BP algorithm with momentum term. Finally, the numerical simulation results show that this method has good quality of high-speed global convergence and effectively improves the precision and convergence speed for feed-forward multilayer neural network. It has been proved the effectiveness and feasibility.
Introduction
Differential Evolution (DE) algorithm is an evolutionary algorithm, which was proposed by Rainer Storn in 1995 [1] . DE algorithm has no requirements to the convex of the function, differential calculus and consecution etc. In the aspect of resolving complex global optimization problems. DE algorithm can search the global optional solution effectively [2] .In recent years, DE algorithm is beginning to prevail in the fields of international evolutionary algorithm. Compared with Particle Swarm Optimization (PSO) and Genetic Algorithm (GA), DE algorithm has many advantages, such as faster convergence speed, stronger stability, easy to realize [3] and so on, so it is noticed by many researchers. But the individuals of the basic DE algorithm is random during the period of evolutionary procedures and it is prone to cause unsteady easily.
In this paper, basic DE algorithm was carried on some modification: at first, computing the fitness value of individuals, then using 1/2 rule to select individuals, finally carrying on mutation of DE and reorganization of Evolution Strategies respectively to born new groups, the new groups were used to conduct the crossover and selection of DE. Moreover self-adaptive mutation was introduced in order to improve the capability of DE further. The good global optimum ability of the Modified Differential Evolution (MDE) was used to train the weights and biases of three-layer feed-forward neural network; it can overcome the shortage of BP algorithm and can help to find out the optimal solution globally over a domain. The results of experiments show that MDE algorithm is superior to the basic DE and momentum BP algorithm.
Basic DE Algorithm
Basic DE algorithm is a kind of evolutionary algorithm, which is used to optimize the minima of functions, and its code is based on real number, the whole structure is similar to the GA, and the main difference between standard GA and DE is mutation operation. The mutation is a main operation of DE, and it revises each individual ' s value according to the difference vector of the population. Its basic idea lies in applying the difference of current population individual to reorganize to obtain the middle population, then, using the direct offspring and parents individual fitness value competition to get the new generation [4] . The process of standard DE algorithm can be described as follows:
Step 1. Initialization.
Assume population size M , the rate of crossover c p , selection the initial population randomly:
Step 2. Population evolution. , the new individuals can be obtained through the following formula:
Step 3. Judgment on conditions. The new population coming from step 2 can be defined as follow:
.If the given accuracy or the maximum iterative number is satisfied, the algorithm operation ceases and output is result, otherwise set 1
,and then shifts to step 2.
A Modified Differential Evolution Algorithm (MDE)
According to the basic DE characteristics, in this paper, basic DE was modified as follow: 1) Initialize the M individuals randomly, generally, M is no less than 20.
2) Calculation of fitness. In each generation, the best individual was kept to attend mutation operation.
3) Choose the better 50% individuals (the fitness smaller individuals) to attend population evolution:
① Mutation. 
According to their fitness value, 2 / M individuals were selected from the offspring and parents. Mutation, crossover and selection continue until some stopping condition is satisfied.
During the searching, the rate of mutation of DE algorithm is usually a fixed real number, which was selected from 0 to 2.And the rate of mutation is hard to decide in the concrete implement. If the rate of mutation is too big, the best solution is easy to be broken in the searching process and the rate of finding global solution is low. If the rate of mutation is too small, the population diversity is low, it is easy to trap into local minimum point and cause to algorithm precocious. The numerical experiment show that mutation factor should be a little bigger at start, with the increasing of iterative number, the distance of individual is more and more small, mutation factor at this time should be a little smaller in order to ensure its convergence. So in this paper, self-adaptive mutation is put forward. Which can adjust the rate of mutation by self-adaptive during the searching process. This self-adaptive mutation can make the algorithm has bigger rate of mutation to keep the diversity of the population at beginning , avoid precocious; and reduce the rate of mutation gradually at later stage, reserve a good information, avoid the best solution to be broken and increase the rate of searching the global solution. Mutation factor was modified as follow:
where β ∈ [0.2, 0.6],
G is the maximum iterative number, G is the current iterative number.
A MDE for Optimization Neural Network
The neural network is a large-scale self-organization and self-adaptation nonlinear dynamic system. Artificial neural network technology is an effective way to solve complex nonlinear mapping problem. In numerous neural network models, feed-forward multilayer neural network model is one of the most widely used models in current, there is the research show that three-layer feed-forward neural network can with arbitrary accuracy approximate any continuous function and its each order derivatives [5] . Back propagation (BP) learning can realize the training of feed-forward multilayer neural network. The algorithm mainly revises neural network weights according to the gradient descent methods to reduce error. This kind of method calculates simply. But there are still many drawbacks if neural network are used alone, for example, low training speed, easy to trap into local minimum point, and poor global searching ability, and so on. Though many improvements have already been carried on in this aspect, such as introducing momentum parameter, but it can't solve problem by the root. The MDE in this paper can overcome the barriers of BP algorithm. When training the neural network with MDE, the output error is regarded as the fitness function. Learning is carried on to calculate the fitness value defined by the following equation:
Where E is the value of the fitness function, N is the number of training samples, The function is a nonlinear function with many minimum points. The process of training the neural network is to adjust each of the neuron's weights and bias, until the output error arrives to the minimum. Realization processes of MDE algorithm training feed-forward neural network are shown as follows:
Step 1. Given the topological structure and the activation function.
Step 2. Given the number of the weights and the biases (in this paper, biases are regarded as the special weights), the target function expression E , the control parameterη , c p , the input, ideal output and stopping condition.
Step3. Production initial population W randomly,
Step4. Computation target function value, choosing the better 50% individuals (the fitness smaller individuals) to attend population evolution, keeping the smallest value of E and its corresponding vectors.
Step 5. Mutation of MDE.
Step 6. Crossover of MDE.
Step 7. Selection of MDE.
Steps 4 to
Step 7 continue until some stopping condition is reached.
Experimental Results
In order to test the capability of MDE training the feed-forward neural network, three typical functions:
x e , ) sin(x and ) cos(x were tested by MATLAB 7.0. The three functions all adopt three layers feed-forward neural network, the weights from input-layer to middle-layer all are fixed and equal to 1, the activation function of each middle-layer unit is denoted as follow respectively: are the maximum and the minimum of the inputs, respectively, x is the number before being regularized and x′ is the number after being regularized. The results are shown from Table 1 to Table 3 ; the evolutional curves are shown in Figure 2 and The experiment results show that MDE algorithm has high-speed global convergence and can obtain the global optional solution to the optimization problems. 
Conclusions
In this paper, a kind of MDE algorithm is proposed and is used to train three layers feed-forward neural network. The results of test show that the MDE algorithm has faster convergence speed, and it can obtain the lesser mean square error, it is superior to the basic DE algorithm and momentum BP algorithm. The method has more obvious advantages in training feed-forward neural network.
