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1. INTRODUCTION 
Let k, a, b • R + be given positive numbers, n • N+ a positive integer and (to, x °) • Rn+l a fixed 
vector. We set D := {(t,x) • R n+l : It - t01 _< a and IIx - x°[I < b} and Y := {F : D -* 2~": 
where F is continuous with nonempty compact and convex values and suP(t,x)ED IIF(t, x)[I <- k}. 
We define the distance p of Y by 
p(F1,F2)= sup h(Fl(t,x),F2(t,x)) (*) 
(t,x)~D 
for each F1, F2 • Y. Then it is clear that (Y, p) is a complete metric space. Let F • Y be a fixed 
mapping. We consider the following differential inclusion: 
dx 
d'--t • F(t, x), 
• (to) = s °. 
(z.1) 
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Denote by S(F)  the set of all solutions for the differential inclusion (1.1). It is our purpose in 
this paper to study stability of solutions set S(F)  of differential inclusion (1.1) when both F 
and the initial condition have perturbations. By employing Baire category theory, we show that 
the solutions of almost all (in the sense of Baire category) differential inclusions are stable. This 
allows us to establish the continuity of solutions for differential inclusions (respectively, differential 
equations) in initial conditions without traditional Lipschitz hypothesis. 
For the convenience ofoutside study and the reader, we first recall some definitions and notions. 
DEFINITION 1.1. Let X and Y be two Hausdorff topological spaces and F : Y -~ 2 x \ {0} a 
set-valued mapping. Then F is said to 
(1) be upper (respectively, lower) semicontinuous at Yo E Y ff for each open set G in X with 
F(yo) C G (respectively, F(yo) N G ¢ ~), there exists an open neighborhood O(yo) of Yo 
in Y such that F(yo) C G (respectively, F(y) M G ~ 0) for each y E O(yo); 
(2) be upper (respectively, lower) semicontinuous on Y if F is upper (respectively, lower) 
semicontinuous for every y E Y;  
(3) be continuous on Y ff F is both upper and lower semicontinuous on Y;  and 
(4) be an usco mapping if F is upper semicontinuous and F(y) is compact for each y E Y.  
If X is a topological space, we shall denote by C(X)  the family of all continuous functions 
defined on X. Let X and Y be two metric spaces and F : Y ---* 2 x \ {0} a set-valued mapping 
such that F(y) is compact for each y E Y. It is easy to see that F is continuous at Y0 E Y if and 
only if for each e > 0, there exists a ~ > 0 such that the Hausdorff distance h(F(y) ,F(yo))  < e 
when d(y, Y0) < ~ (e.g., see [1]). 
DEFINITION 1.2. A subset Q of a topological space Y is said to be residual if it contains a 
countable intersection of open dense subsets in Y.  
We also recall the following result which is Theorem 1 of [2, p. 100]. 
LEMMA 1.1. Let Y be a topological space and X be a metric space. / f  a set-valued mapping 
F : Y ~ 2 x \ {@} is usco, then F is continuous at points of a residual set in Y.  
LEMMA 1.2. Let X be a metric space, Y a Balre space and F : Y ~ 2 x \ {9} be usco. Then F 
is continuous at points of a dense residual set in Y.  
PROOF. Since Y is a Baire space, any residual set in Y is dense. Thus, the conclusion follows by 
Lemma 1.1. I 
For each F E Y, by Michael's continuous election theorem in [3], there exists a single-valued 
function f : D ~ W ~ such that f is continuous on D and f(t ,  x) E F(t,  x) for each (t, x) E D. 
Now for the following differential equation: 
dx 
d--~ = f(t ,  x), 
x(t0) = x °, 
(1.2) 
we know that (1.2) (and hence (1.1)) has a solution x(t) E C([t0 - h, to q- hi), where h -- 
min(a, b/k) (e.g., see Chapter II of [4, pp. 8-24]). For each F e Y, define a solution mapping 
S : Y ~ 2 C([t°-h,t°+h]) by 
S(F)  = {x(t) E C([t0 - h, to + h]) : where x(t) is a solution of (1.1)} 
for each F E Y, where C([t0 - h, to + h]) denotes the family of all continuous functions defined 
on [to - h, to + hi. Then it is clear that S(F)  is nonempty, and indeed we have the following. 
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LEMMA 1.3. For each y • Y, S(F) is compact. 
PROOF. For each x(t) • S(F), by Lemma 1 of [4], we have 
j~tl ~2 x(t2) - x(tl) • F(s, x(s)) ds 
for each pair (tl, t2) • [to - h, to + h], where 
? } F(s, x(s))ds := f(s, x(s))ds: f is an integrable selection from F . 
1 1 
Then we have 
I Ix(t2)-X(tl)ll _< sup F( t ,x ( t ) )  < k l t2 - t i I ,  
tE[t l  ,t2] 1 
and thus the set {x(t) :x(t)  • S(F)} is equicontinuous. For each t • [to - h, to + h], note that 
IIx(t)ll <_ llx(to)ll + kit - tol _ II °ll ÷ kh, 
it follows that (x(t) : x(t) e S(F)} is uniformly bounded. By Ascoli and Arzela's theorem 
(e.g., [6]), S(F) is precompact. In order to finish the proof, it suffices to show that S(F) is 
closed. Suppose {xn(t)}~= 1 C S(F) with zn(t) --* x(t). Then x(t) E [to - h, t0 + h] for each 
(tl, t2) • [to - h, to + h]. Since xn(t) • S(F), we have 
xn(t2) - zn ( t l )  • F (s ,x~(s ) )ds ,  
1 
for n = 1, 2 , . . . ,  as xn(t2) - xn(tl) ~ x(t2) - x(tl). On the other hand, by Theorems 18.3.2 and 
t2 18.2.5 of [1], it follows that for each u = 1,2 , . . . ,  the sets ft, F(s,x~(s))ds and ftt~ F(s,z(s))ds 
are compact and ftt~ F(s,x~(s))ds --~ ftt~ F(s,x(s))ds. Thus we have x ( t2 ) -  x(t l)  • ftt~ F
(s, x(s))ds. By Lemma 1 of [5, p. 99] again, we have x(t) • S(F) and thus S(F) is closed and 
hence the proof of Lemma 1.3 is completed. I 
LEMMA 1.4. The solution set mapping S : Y --* 2 C([t°-h't°+hD is usco. 
PROOF. Suppose S were not upper semicontinuous at F • Y, then there exists an open set 
G of C([t0 - h, to + h]) with S(F) C G and a sequence Fn • Y such that Fn --* F, xn(t) • 
S(Fn), but x,~(t) ~ G for n = 1,2 , . . . .  By the proof of Lemma 1.3, we have that {x,~(t)}~= 1 
is equicontinuous and uniformly bounded. Without loss of the generality, we may assume that 
xn(t) --* x(t) • C([t0 - h, to + hi) and x(t) ~ G. By the same argument used in the proof of 
Lemma 1.3, we can prove that x(t) • S(F), which is a contradiction. Thus, the conclusion of 
Lemma 1.4 is proved. I 
2. THE STABIL ITY  OF  SOLUTIONS 
In order to establish the stability property for solutions of differential inclusions, we first 
introduce the following definition. 
DEFINITION 2.1. Let M be a nonempty closed subset of a topological space Y. We have 
(1) for each given f E M, the solution x(t) E S(F) is said to be an essential solution of F 
relative to M if for any open neighborhood N(x(t)) of x(t) in C([t0 - h, to + hi), there 
is an open neighborhood O(F) of F in M such that for any F1 E O(F), there exists 
xl(t)  e S(F1) with xl(t) e N(x(t)); 
(2) F is said to be stable relatively to M if all its solutions are essential relatively to M. 
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The definition above tells us that F is stable respective to M if and only if for each e > 0, there 
exists a 6 > 0 such that the Hausdorff distance h(S(F1),S(F2)) < e for each F1,F2 E M with 
d(F1, F2) < 5, i.e., the solution mapping S is continuous from (M, p) to (C([t0 - h, to + h]), h), 
where p is the metric of Y defined by (*) above and h is the Hausdorff metric of the space 
C([t0 - h, to + h]). 
It is easy to see that the following statement is true. 
THEOREM 2.1. Let M be a nonempty subset o[Y. Then F E M is stable relatively to M i[and 
only if the solution mapping S : M ~ 2 c([t°-h't°+h]) \ {9} is lower semicontinuous at F. 
THEOREM 2.2. There exists a dense residual subset Q of M such that each F E Q is stable 
relatively to M. 
PROOF. Since Y is a complete metric space and M is closed, so is M. Of course, M is a Baire 
space. By Lemmas 1.3 and 1.4, S is an usco mapping on M. From Lemma 1.2, there exists a 
dense residual subset Q of M such that S is continuous at each point of Q. By Theorem 2.1, F 
is stable relatively to M and thus the proof is completed. I 
REMARK 2.1. Since Q is second category in M, Theorem 2.2 shows that solutions of almost 
all (in the sense of Baire category theory) differential inclusions are stable, i.e., Fn E M with 
Fn --* F E Q for n = 1 ,2 , . . . ,  then the Hausdorff distance h(S(Fn), S(F)) ~ 0 when n -* c~. I 
THEOREM 2.3. If F E M is such that the set S(F) is a singleton set, then F is stable relatively 
in M. 
PROOF. Suppose S(F) = {x(t)}. Let G be any open set in C([t0 - h, to + h]) such that G N S(F) 
0. Then x(t) E G so that S(F) C G. As S is upper semicontinuous at F E M, there is an 
open neighborhood O(F) of F in M such that S(F1) C G for each F1 E O(F), which implies 
that S(F1) N G ~ 0. Thus, S is also lower semicontinuous at F. By Theorem 2.1, F is stable, 
respectively, to M and thus the proof is completed. I 
3. SOME APPL ICAT IONS 
In this section, we study the stability of solutions for the following differential inclusions when 
both F and initial conditions have perturbations: 
dx 
d---( E F(t, x), (3.1) 
z(¢) = ~, 
where F E Y (which has been defined in Section 1) and (¢, ~) E R n+l. 
Let D := {(t,x) E R n+l : I t - t01 <- a , ] lx -  x°I] <- b} and Y := {F : D --* 2a": where F is 
continuous with nonempty compact and convex values on D and sup(t,x)eD IiF(t,x)]l <_ k} as 
defined in the beginning of the Introduction. For each F E Y, without loss of generality we may 
assume that hi and h2 are sufficiently small such that for each (¢,~) E R n+l with I¢ - t0I < hi 
and I[~ - x°ll < h2, problem (3.1) has a solution x(t) E C([t0 - h, to + hi). We also set 
T := {¢ • IR : ]¢ - t0I < hi, where hi(<_ a) is sufficiently small}; 
and 
B := {~ • Rn:  ]1~ - x°]l <_ h2, where h2(< b) is also sufficiently small}. 
Let Z := Y x T x B and define a metric Pl in Z by 
pl(Zl, Z2) := p(F1, f2)  + [¢1 -- ¢2[ + [[~1 - ~21[ 
for each Zl = (F I ,¢ I ,~ I )  • Z and z2 = (F2, ¢2,~2) • Z. Then it is clear that  (Z, pl)  is a complete 
metric space. 
Now for each z = (F, ¢,~) • Z, as we already assume both hi and h2 are small enough to 
guarantee problem (3.1) to have at least one solution x(t) • C([t0 - h, to + hi) and by the same 
arguments used in Section 2, we can still prove the following statements and thus we omit their 
details here. 
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LEMMA 3.1. The solution mapping S : Z -* 2 C([t°-h't°+h]) is usco with nonempty values. 
THEOREM 3.1. Suppose M is a nonempty closed subset of Z. A point z • M is stable, relatively, 
to M if and only if S : M --* 2 C([t°-h't°+h]) \ {@} is lower semicontinuous at z • M. 
THEOREM 3.2. Suppose M is a nonempty closed subset o[ Z. Then there exists a dense residual 
subset Q of M such that each z • Q is stable relatively to M. 
THEOREM 3.3. Suppose M is a nonempty closed subset of Z. If  z • M is such that S(z) is a 
singleton set, then z is stable relatively to M. 
In what follows, we will consider the continuity of solutions in initial conditions for differential 
inclusion (3.1). 
Let f : D ~ R n be a fixed continuous function and set 
M:={f}x{( ( ,~)•TxB} 
to be a nonempty and closed subset of (Z, Pl). 
If z0 -- (f,¢0,~o) • M and S(zo) = {Xo(t)} is a singleton set, though the solution set S(z) 
of differential inclusion (3.1) may not be unique when ~ -~ (0 and ~ -* ~0, we still have the 
following: 
lim h(S(zo), S(z)) = h({xo(t)}, S(z)) --- 0 
(¢,~)-.(¢o,~o) 
by Theorem 3.3. This observation allows us to have the continuity of solutions in initial conditions 
without traditional hypotheses of the Lipschitz conditions which are often used in the literature 
(e.g, see [7, pp. 169-170] and related references). Furthermore, as applications of Theorem 3.2, 
we do have the following. 
THEOREM 3.4. Each differential inclusion (3.1) can be always approximated closely by a differ- 
entia/ inclusion whose solution set is stable. 
PROOF. For each differential inclusion (3.1), i.e., there exists z0 = (F, ~o, ~0) • Z satisfying the 
following differential inclusion: 
dx 
• F(t,x), 
x(¢0)  = 
By Theorem 3.2, Z has a dense residual subset Q1 such that for each (F, ¢,~) E Q1, the solution 
set of corresponding differential inclusion (3.1) is stable. Now for any sufficiently small e > 0, 
there exists z~ = (F~,¢~,~) E Q1 such that pl(zo, zto) < ~ as QI is dense in Z. Note that the 
solution set S(z~) of z~ is stable and thus the conclusion follows. I 
Moreover, we can also use Theorem 3.2 to discuss the stability of solutions for differential 
equations with parameters. We will not give details as it can be done by exactly the same 
method used above, thus, we omit their discussion here. 
Finally, we wish to emphasize that Baire theory is not only useful for the study of stability 
for differential inclusions (respectively, differential equations), but it can also be used to study 
existence of differential inclusions and other nonlinear problems. For example, in [8] de Blasi and 
Pianigiani have used the Baire category theory to prove the existence of solutions for differential 
inclusions in reflexive Banach spaces under some reasonable hypotheses. Also, the general generic 
(in the sense of Baire category theory) stability and uniqueness ofnonlinear optimization problems 
have been extensively studied by Kenderov and his school as applications of Baire category 
approach (see [9] and references therein for more details), and in this way, some new results of 
generic uniqueness of saddle points have been recently established in the authors' joint paper [10]. 
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