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We construct some families of automorphic forms on Grassmannians which have sin-
gularities along smaller sub Grassmannians, using Harvey and Moore’s extension of the
Howe (or theta) correspondence to modular forms with poles at cusps. Some of the appli-
cations are as follows. We construct families of holomorphic automorphic forms which can
be written as infinite products, which give many new examples of generalized Kac-Moody
superalgebras. We extend the Shimura and Maass-Gritsenko correspondences to modular
forms with singularities. We prove some congruences satisfied by the theta functions of
positive definite lattices, and find a sufficient condition for a Lorentzian lattice to have a
reflection group with a finite volume fundamental domain. We give some examples suggest-
ing that these automorphic forms with singularities are related to Donaldson polynomials
and to mirror symmetry for K3 surfaces.
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1. Introduction.
In this paper we construct automorphic functions ΦM (v, p, F ) with known singularities
on the Grassmannians G(b+, b−) of b+-dimensional positive definite subspaces of Rb
+,b− .
As a special case, for b+ = 2 we recover the results of [B95] giving examples of holomorphic
automorphic forms which can be written as infinite products.
The main tool we use is Harvey and Moore’s extension of the Howe (or theta) cor-
respondence to automorphic forms with singularities [H-M]. We briefly recall the Howe
correspondence; see the articles by Howe, Gelbart, and Rallis in [B-C] for more details.
If we have a commuting pair of subgroups in the metaplectic group (a double cover of
the symplectic group) then we get a correspondence between representations of the two
subgroups, by decomposing the metaplectic representation of the metaplectic group into a
sum of tensor products of representations of the two subgroups. As some representations
of groups over the adeles tend to correspond to automorphic forms, we can get a corre-
spondence between automorphic forms on these two groups. We will take the commuting
pair of subgroups to be the double cover Mp2 of SL2 and the orthogonal group Ob+,b− . If
we unravel all the definitions we find that the correspondence between automorphic forms
can be described explicitly as follows. To simplify slightly we will take b+ = 2 and take
M to be an even unimodular lattice in R2,b
−
and F to be a holomorphic modular form
for SL2(Z) of weight 1 − b−/2. (Actually we have simplified a bit too much because the
only such forms F are constant, but we will ignore this as we are only giving a rough
idea of things.) The Siegel theta function ΘM (τ ; v
+) (defined in section 4) is a function of
v+ ∈ G(2, b−) and of τ in the upper half plane and is invariant under the action of Aut(M)
on v+. The function
ΦM (v, F ) =
∫
τ∈SL2(Z)\H
Θ¯M (τ ; v
+)F (τ)dxdy/y
is then an automorphic function on G(2, b−) invariant under the discrete group OM (Z),
and this is (roughly) the Howe correspondence from automorphic forms F on SL2 to
automorphic forms ΦM on O2,b− (at least for the purposes of this paper).
Now suppose that we allow F to have poles at cusps but but still insist that it be
holomorphic on the upper half plane H. Then the integral above diverges wildly. However
Harvey and Moore discovered that it is still possible to make sense of the integral by
regularizing it. They showed that the results of [B95] could be given much simpler proofs
using this “singular Howe correspondence”, because the regularized integral turns out to
be more or less the real part of the logarithm of the infinite products used in [B95] to
define automorphic forms. For example, the singularities of ΦM can be easily read off
from the singularities of F , and this immediately gives the locations of the zeros of the
corresponding infinite product.
In this paper we will generalize this construction in the following ways.
1. We replace M by a lattice of any determinant, or by a coset of such a lattice, and F
by a form of higher level. This is similar to the level 1 case but with the usual extra
complications for higher level: we have to deal with more than one cusp, and we often
have to replace automorphic forms by finite dimensional spaces of automorphic forms.
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We deal with both these problems by using vector valued modular forms; a useful
bonus of using these is that forms of any level can be considered as vector valued
modular forms of level 1, so we immediately reduce the higher level case to the level
1 case.
2. We allow M to be a lattice in any space Rb
+,b− , with b+ not necessarily 2, although
the Grassmannian is then usually no longer hermitian.
3. We replace the Siegel theta function ΘM by a function depending on some homoge-
neous polynomial p on Rb
+,b− . (We do not insist that this polynomial p should be
harmonic.) In the case of R2,1 and holomorphic forms F this gives Niwa’s description
[Ni] of the Shimura correspondence for a suitable choice of harmonic function. For
R2,3 and holomorphic forms F we recover Maass’ correspondence (see [E-Z]) and for
R2,b
−
we recover the higher dimensional generalization of Maass’ correspondence due
to Gritsenko [Gr]. See theorem 14.3.
4. We allow F to be an “almost holomorphic” form; for example, we allow powers of the
modular form E2(τ). (This case was also done in [H-M].)
5. Up to section 7 we can allow F to be a real analytic modular form with singularities
at cusps. (However in the later sections we assume F is almost holomorphic. See
problem 16.13.)
In the cases of lattices in R2,b
−
we recover the results of [B95] constructing holomor-
phic automorphic forms as infinite products, but with much simpler proofs. (We have taken
advantage of the simplifications to do everything in much greater generality, so in fact the
proofs end up looking more complicated. The reader who wants to extract a simpler proof
can takeM unimodular and p = 1 in sections 2 to 7, when a lot of the complexity vanishes;
see [Kon] for an expository account of this case.) The main improvements are as follows.
In [B95] the proof starts with an explicit Fourier expansion of Φ (or rather an infinite
product expansion of exp(Φ)). We then have to analytically continue Φ, find its zeros, and
check that it is an automorphic form, none of which are easy to do. For example, to prove
that Φ is an automorphic form using this method it is necessary to find a set of generators
for the discrete groups and check by long calculations that Φ transforms correctly under
each generator. In particular it seems hard to generalize the method to higher levels. (It is
possible to do this in some particular cases; for example, Gritsenko and Nikulin [G-N] have
recently used the method of [B95] to produce many higher level examples of automorphic
forms, such as a Siegel modular form of genus 2 and weight 5, which can be written as
infinite products.) In Harvey and Moore’s approach used in this paper, we start with an
expression for Φ which is obviously invariant under Aut(M) and for which it is trivial to
read off the singularities of Φ. The only problem is to calculate the Fourier expansion of
Φ. To do this we use a modification of Harvey and Moore’s calculation in [H-M appendix
A] in order to get a recursive formula (Theorem 7.1) relating the Fourier series of Φ to
that of an automorphic form on G(b+ − 1, b− − 1). This can be thought of as a version of
the Rankin-Selberg method: we first write the theta function of a lattice M containing a
norm 0 vector z as a sort of Poincare´ series involving theta functions of lattices z⊥/z, and
then unravel the integral over a fundamental domain of SL2(Z) to get an integral over the
rectangular region ℜ(τ) ≤ 1/2.
We now describe the sections of this paper in more detail.
3
Sections 2 to 7 are mainly concerned with proving theorem 7.1, which is the main tool
used in the later sections and gives a complete description of the Fourier expansion of Φ.
In the nonsingular case this theorem is essentially well known; the main point is to check
that it remains true for functions with singularities at cusps. Sections 8 and 9 give some
minor auxiliary results.
In section 10 we give a complete description of the functions Φ in the case b+ = 1,
when the Grassmannian is b−-dimensional hyperbolic space. In this case the main theorem
(10.3) is that the function Φ is a piecewise polynomial function on hyperbolic space. The
Weyl vector ρ(K,W, FK) in the product formula below comes from a piecewise linear
automorphic form on hyperbolic space. The function Φ has properties similar to those of
Donaldson polynomials for 4-manifolds with b+ = 1; for example they both have similar
“wall crossing formulas” depending on the coefficients of modular forms. (See problem
16.7.)
In section 11 we apply the results of section 10 to find some congruences for the
coefficients of theta functions of all positive definite lattices, generalizing the fact that the
number of roots of a Niemeier lattice is divisible by 24. The idea of the proof of these
congruences is to show that certain “Weyl vectors” related to automorphic forms are in
certain lattices, and then calculate the coefficients of these Weyl vectors explicitly in terms
of coefficients of theta functions of lattices.
In section 12 we give an application of section 10 to hyperbolic reflection groups, by
giving a sufficient condition (in terms of the existence of a modular form with certain
properties) for the reflection group of a Lorentzian lattice to have finite index in its auto-
morphism group. This gives many of the known examples of such lattices; for example, it
takes only a couple of lines to recover Vinberg and Kaplinskaja’s result that the reflection
group of I1,19 has finite index in the automorphism group.
In section 13 we construct holomorphic automorphic forms on the hermitian symmetric
space G(2, b−) as infinite products of the form
e((Z, ρ(K,W, FK)))
∏
λ∈K′
(λ,W )>0
∏
δ∈M′/M
δ|L=λ
(1− e((λ, Z) + (δ, z′)))cδ(λ2/2).
(where e(x) = e2πix, M is a lattice in R2,b
−
, and the cδ’s are the coefficients of a vector
valued modular form of weight 1− b−). This generalizes the level 1 case of [B95 theorem
10.1] to arbitrary levels and to non unimodular lattices. One new phenomenon that appears
in the higher level case is that a holomorphic automorphic form can have several apparently
quite different infinite product expansions, one for each orbit of cusps; see example 13.7.
When the automorphic form has singular weight it usually turns out to be the denominator
formula of a generalized Kac-Moody algebra or superalgebra, which allows us to construct
many new examples of such Lie algebras. In particular we can recover the examples in [B95]
and the higher level examples worked out by Gritsenko and Nikulin in [G-N]. (The first
suggestion that infinite dimensional Kac-Moody algebras might be related to automorphic
forms seems to be due to Feingold and Frenkel [F-F]. They suggested that the hyperbolic
Kac-Moody algebra associated to A1 might be related to some Siegel automorphic form
of genus 2. To fit into the framework of this paper their Kac-Moody algebras need to
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be embedded into larger generalized Kac-Moody algebras, and Siegel automorphic forms
need to be replaced by automorphic forms for O2,n, although of course in the genus 2 case
Siegel automorphic forms are essentially the same as automorphic forms for O2,3.)
In section 14 we give a common generalization of several well known correspondences,
including the Shimura and Maass-Gritsenko correspondences, to modular forms with poles
at cusps. More precisely we show how to construct automorphic forms (possibly with
poles along rational quadratic divisors) of weight m+ > 0 on a Grassmannian of R2,b
−
from modular forms (possibly with poles at cusps) of weight 1+m+−b−. For example, if we
take b− = 1, then we go from modular forms of weight m+ +1/2 to automorphic forms of
weightm+ on O2,1(R), which are essentially the same as modular forms of weight 2m
+, and
in the special case of holomorphic modular forms this is the Shimura correspondence. The
case when the modular forms have no poles is essentially due to Oda [O], Rallis-Schiffmann
[R-S], and Gritsenko [G]. See example 14.4 for examples of the Shimura correspondence
for modular forms with singularities.
In section 15 we give a few miscellaneous examples. In particular find an automorphic
form on the moduli space of Ricci flat K3 surfaces with a B-field that is invariant under
mirror symmetry, and show that some Donaldson invariants of 4 manifolds are related to
some of the automorphic forms constructed in section 10.
Finally section 16 lists some possible topics for further research.
Notation and terminology.
λV is the orthogonal projection of a vector λ onto a subspace V .
G+ If G is a subgroup of a real orthogonal group then G+ means the elements of G whose
spinor norm has the same sign as the determinant.
M ′ If M is a lattice then M ′ means the dual of M .
v⊥ Orthogonal complement of a vector (or sublattice) of a lattice v.
f¯ Complex conjugate of a function f .
fˆ The Fourier transform of f .√
We always use the principal value with positive real part, or zero real part and non-
negative imaginary part.(
A
B
)
is 0 if B is a negative integer, 1 if B = 0, and A(A−1) · · · (A−B+1) if B is a positive
integer.
α A vector of M ⊗R.
a An entry of a matrix
(
ab
cd
)
in SL2(Z).
β A vector of M ⊗R.
b± The lattice M has signature (b+, b−).
b An entry of a matrix
(
ab
cd
)
in SL2(Z).
Bn A Bernoulli number.
Bn(x) A Bernoulli piecewise polynomial −n!
∑
j 6=0 e(jx)/(2πij)
n.
γ An element of M ′/M
Γ0(N) {
(
ab
cd
) ∈ SL2(Z)|c ≡ 0 mod N}
Γ(z) Euler’s gamma function.
c An integer, often an entry of a matrix
(
ab
cd
)
in SL2(Z).
cγ(m, k) A coefficient of F when F is almost holomorphic.
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cγ,m(y) A coefficient of F .
C The complex numbers.
C The positive open cone in a Lorentzian lattice.
δ An element of M ′/M or Z/NZ.
δmn 1 if m = n, 0 otherwise.
∆ The delta function, ∆(τ) = q
∏
n>0(1− qn)24, or a Laplacian operator.
d An integer, often an entry of a matrix
(
ab
cd
)
in SL2(Z).
e(x) exp(2πix).
eγ An element of a basis of C[M
′/M ].
Ek An Eisenstein series of weight k, equal to 1− (2k/Bk)
∑
n>0 σk−1(n)q
n if k ≥ 2.
E2 The non-holomorphic modular form E2(τ)− 3/πℑ(τ) of weight 2.
ζ The Riemann zeta function.
f A function.
fγ A component of F .
F A vector valued modular form with components fγ . See theorem 5.3 for FM , FK .
Fw The set of complex numbers τ with |ℜ(τ)| ≤ 1/2, |τ | ≥ 1, and 0 < ℑ(τ) ≤ w.
γ An element of M ′/M .
G(M) A Grassmannian, equal to the set of maximal positive definite subspaces of some real
vector space with a symmetric bilinear form.
GN ,GN Variations of Zagier’s function; see section 9.
η(τ) = q1/24
∏
n>0(1− qn).
h± Integers; see section 5.
H The upper half plane or a Hurwitz class number.
θ, θK Theta functions of lattices or cosets of lattices.
Θ A vector valued theta function.
i
√−1.
Im,n The odd unimodular lattice of dimension m+ n and signature m− n.
IIm,n The even unimodular lattice of dimension m+ n and signature m− n.
ℑ The imaginary part of a complex number.
j The elliptic modular function j(τ) = q−1 + 744 + 196884q + · · ·, or an integer.
k An integer, often an exponent of 1/y.
K An even lattice of signature (b+ − 1, b− − 1) equal to L/Zz.
Kµ A modified Bessel function.
λ An element of M .
Λ The Leech lattice. See [C-S].
log We always use the principal value with −π < ℑ(log(∗)) ≤ π.
L An even singular lattice equal to M ∩ z⊥.
µ A vector of K ⊗R defined in section 5.
M An even lattice of signature (b+, b−).
m An integer.
m± The degree of p is (m+, m−).
Mp2(Z) The metaplectic group, a double cover of SL2(Z).
n An integer, often indexing the coefficients of a modular form.
N The largest integer such that z/N ∈M ′.
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O An orthogonal group.
O(qn) A sum of terms of order at most qn.
π 3.14159 . . .
p A homogeneous polynomial on Rb
+,b− of degree (m+, m−).
pw,h+,h− See section 5.
P A principal C∗ bundle over H.
q e2πiτ
Q The rational numbers.
ρ(M,W,F ) A Weyl vector (see section 10).
ρM A representation of Mp2(Z) (see section 4).
ℜ The real part of a complex number.
R The real numbers.
σk−1(n) =
∑
d|n d
k−1 if n > 0, −Bk/2k if n = 0.
S The element S = (
(
0−1
1 0
)
,
√
τ) of Mp2(Z).
SL A special linear group.
τ A complex number x+ iy with positive imaginary part y.
T The element T = (
(
11
01
)
, 1) of Mp2(Z).
ΦM An automorphic form with singularities on G(M ⊗R) defined in section 6.
ΨM A meromorphic automorphic form of weight k on P . See sections 13 and 14.
Ψz A restriction of ΨM to the hermitian symmetric space K ⊗R+ iC.
v An isometry from M ⊗R to Rb+,b− .
v± The inverse image of Rb
±
under v.
V A vector space.
W A Weyl chamber. See section 10.
x A real number, often equal to ℜ(τ).
X The real part of Z, which is in the Lorentzian space K ⊗R.
XM The real part of ZM .
y A real number, often equal to ℑ(τ).
Y The imaginary part of Z, which is in C.
YM The imaginary part of ZM .
z A primitive norm 0 vector of M .
z′ A vector of M ′ such that (z, z′) = 1.
Z The element Z = (
(−1 0
0−1
)
, i) generating the center of order 4 ofMp2(Z), or the element
X + iY ∈M ⊗C.
ZM = (Z, 1,−Z2/2− z′2/z) = XM + iYM
Z The integers.
Terminology.
Automorphic form. See section 13.
Koecher principle. An automorphic form holomorphic everywhere except possibly
at the cusps on a simple group of rank greater than 1 is automatically holomorphic
at the cusps.
Primitive. A sublattice K of M is primitive if M/K is torsion free. A vector of M
is primitive if it generates a primitive sublattice.
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Rational quadratic divisor. The zero set of a(y, y) + (b, y) + c where a ∈ Z, b ∈
K, c ∈ Z.
Singular weight. Weight b− − 1 or 0 (for automorphic forms on G(R2,b−).
Spinor norm. A homomorphism from a real orthogonal group to R∗/R∗2 taking
reflections of vectors of positive or negative norm to 1 or −1 respectively.
Theta function. A modular form or Jacobi form depending on a lattice.
Weyl chamber. A generalization of the Weyl chamber of a root system. See section
6.
Weyl vector. A vector ρ(M,W,F ) such that the inner product with ρ(M,W,F ) is
a multiple of Φ; see section 10.
2. Modular forms.
In this section we summarize some slightly nonstandard facts about modular forms
that we will use later. The main differences to the common treatments of modular forms
are that we replace the concept of a modular form of high level by the more precise
and more general concept of a vector valued modular form associated to some projective
representation ρ of SL2(Z), and we also allow modular forms to be non holomorphic and
to have singularities at the cusps.
Recall that the group SL2(Z) has a double coverMp2(Z) called the metaplectic group
whose elements can be written in the form((
ab
cd
)
,±
√
cτ + d
)
where
((
ab
cd
)
)
)
∈ SL2(Z) and
√
cτ + d is considered as a holomorphic function of τ in the
upper half plane whose square is cτ + d. The multiplication is defined so that the usual
formulas for the transformation of modular forms work for half integer weights, which
means that
(A, f(·))(B, g(·)) = (AB, f(B(·))g(·))
for A,B ∈ SL2(Z) and f, g suitable functions on H.
Suppose that ρ is a representation of Mp2(Z) on a vector space V , and suppose that
m+, m− are integers or half integers. We define a modular form of weight (m+, m−) and
type ρ to be a real analytic function F on the upper half plane H with values in V such
that
F ((aτ + b)/(cτ + d))
=(cτ + d)m
+
(cτ¯ + d)m
−
ρ
((
ab
cd
)
,
√
cτ + d
)
F (τ)
for elements
((
ab
cd
)
,
√
cτ + d
)
of the metaplectic group. Note that the factor (cτ + d)m
+
means
√
cτ + d
2m+
when 2m+ is odd, and similarly for (cτ¯ + d)m
−
. If τ ∈ H we write x
and y for the real and imaginary parts of τ . We will say that F is almost holomorphic of
weight (m+, m−) if all components of F can be written as∑
m∈Q
∑
k∈Z
c(m, k)e(mτ)y−k
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(where e(x) means e2πix) and if the coefficients c(m, k) vanish whenever m << 0 or k < 0
or k >> 0 (note that we allow F to have “poles” of finite order at cusps). We say that
F is holomorphic on H if it has weight (m+, 0) for some m+ and the coefficients c(m, k)
vanish whenever k 6= 0, and we say that F is holomorphic if in addition the coefficients
vanish whenever m < 0.
Example 2.1. The function F (τ) = y is an almost holomorphic modular form of
weight (−1,−1). In particular any modular form of weight (m+, m−) can be turned into
one of weight (m+ −m−, 0) in a canonical way by multiplying it by ym− . (So we would
lose little generality by only considering forms of weights (m+, 0), but this seems a little
unnatural; for example, Siegel theta functions of lattices of signature (b+, b−) have weights
(b+/2, b−/2).)
Example 2.2. If f is a (classical) holomorphic modular form of level N corresponding
to some character χ of some subgroup Γ of finite index in SL2(Z), then f induces a holo-
morphic modular form F of type V where V is the induced representation Ind
SL2(Z)
Γ (χ).
The components of F are (more or less) the Fourier expansions of f at the cusps of Γ.
In particular we do not lose any generality by only considering “level 1” vector valued
modular forms. The induced representation is often reducible, so we can specify level n
forms more precisely by specifying some sub representation of the induced representation
that their image has to lie in; see lemma 2.6 below.
Example 2.3. Jacobi forms as in [E-Z] can all be considered as vector valued modular
forms. More precisely theorem 5.1 of [E-Z] implies that their space Jk,m of Jacobi forms of
weight k and index m is naturally isomorphic to the space of holomorphic modular forms
of weight k − 1/2 and representation ρ¯M dual to ρM , where M is a 1-dimensional lattice
generated by a vector of norm 2m.
Example 2.4. The Kohnen “plus space” [Ko] has a natural interpretation in terms
of vector valued modular forms as in the proof of [E-Z, theorem 5.4]. In particular modular
forms of level 4 and half integer weight satisfying the plus space condition are essentially
the same as certain level 1 vector valued modular forms.
Example 2.5. The real analytic function E2(τ) = E2(τ) − 3/πℑ(τ) is an almost
holomorphic modular form of weight (2, 0).
Lemma 2.6. Suppose that f is a complex valued modular form of weight (m+, m−) for
the group Γ1(N) = {
(
ab
cd
) ∈ SL2(Z)|a ≡ d ≡ 1 mod N, c ≡ 0 mod N}, and write f( ∗τ+∗cτ+d )
for the number f(aτ+bcτ+d ) for any
(
ab
cd
) ∈ SL2(Z) (which is well defined as f(τ + 1) = f(τ)).
Let M be the 2 dimensional lattice generated by norm 0 vectors z, z′ with (z, z′) = N .
Define a vector valued function F (τ) by
fcz′/N+γz/N (τ) =
∑
d∈Z/NZ
(d,c,N)=1
e(−γd/N)f(∗τ + ∗
cτ + d
).
Then F is a modular form of type ρM (defined in section 4).
Proof. We have to check that F transforms correctly under the elements S and T .
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For T we see that
fcz′/N+γz/N (τ + 1)
=
∑
d∈Z/NZ
(d,c,N)=1
e(−γd/N)f( ∗τ + ∗
cτ + c+ d
)
=
∑
d∈Z/NZ
(d,c,N)=1
e(−γd/N)e(γc/N)f(∗τ + ∗
cτ + d
)
=e((cz′/N + γz/N)2/2)fcz′/N+γz/N (τ).
For the generator S we see that
fcz′/N+γz/N (−1/τ)
=τm
+
τ¯m
− ∑
d∈Z/NZ
(d,c,N)=1
e(−γd/N)f( ∗τ + ∗−c+ dτ )
=
τm
+
τ¯m
−
N
∑
d,δ∈Z/NZ
e(−cδN − γd/N)
∑
ǫ∈Z/NZ
(ǫ,d,N)=1
e(−(ǫ, δ))f(∗τ + ∗
dτ + ǫ
)
=
τm
+
τ¯m
−√|M ′/M |
∑
d,δ∈Z/NZ
e(−(cz′/N + γz/N, zd/N + δz/N))fz′d/N+δz/N (τ).
=
τm
+
τ¯m
−√|M ′/M |
∑
δ∈M ′/M
e(−(cz′/N + γz/N, δ))fδ(τ).
This proves lemma 2.6.
3. Fourier transforms.
In this section we evaluate some well known Fourier transforms that we will need later.
We define e(x) to be exp(2πix). If V is a real vector space with a positive definite
quadratic form given by (x, x) =
∑
j x
2
j in some orthonormal basis, then the Laplacian
operator ∆ is defined to be
∆ =
∑
j
d2
dx2j
.
On Rb
+,b− we define ∆ to be the Laplacian of Rb
++b− . (Note that this is not the Laplacian
of Rb
+,b− and is not invariant under rotations of Rb
+,b− .)
We recall some standard properties of the Fourier transform fˆ of a function f on a
vector space V with a nonsingular symmetric bilinear form of signature (b+, b−), defined
as fˆ(y) =
∫
x∈V f(x)e((x, y))dx.
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Lemma 3.1.
1. The Fourier transform of f(x− a) is e(ax)fˆ(x).
2. The Fourier transform of f(x)e(ax) is fˆ(x+ a).
3. The Fourier transform of xf(x) is d
dx
fˆ(x)/2πi.
4. The Fourier transform of d
dx
f(x) is −2πixfˆ(x).
5. If a > 0 then the Fourier transform of f(ax) is a−b
+−b− fˆ(x/a).
6. If b− = 0 then the Fourier transform of e−πx
2
is e−πx
2
.
The proofs of these are all standard (and easy) and will be omitted.
Lemma 3.2. Suppose p is a polynomial on b+-dimensional Euclidean space and ℑ(τ) > 0.
Write ∆ for the Laplacian operator. Then the Fourier transform of p(x)e(x2τ/2) is
(τ/i)−b
+/2 exp(i∆/4πτ)(p)(−x/τ)e(−x2/2τ).
Proof. This result obviously follows from the 1 dimensional case. We prove it for
p(x) = xm by induction on m, in which case it is equivalent to showing that the Fourier
transform of xme(x2τ/2) is (τ/i)−1/2(−τ)−m exp(iτ∆/4π)(p)(x)e(−x2/2τ). A short cal-
culation shows that
exp(iτ∆/4π)(xp) = x exp(iτ∆/4π)(p) + iτ exp(iτ∆/4π)(p′)/2π
for any polynomial p, and in particular for p(x) = xm. Using this and lemma 3.1 and
induction on m we see that the Fourier transform of x× xme−πx2 is
(τ/i)−1/2
1
2πi
d
dx
(
(−τ)−m exp(iτ∆/4π)(xm)e(−x2/2τ))
=(τ/i)−1/2
1
2πi
(−τ)−m(exp(iτ∆/4π)(mxm−1)e(−x2/2τ)+
− 2πix exp(iτ∆/4π)(xm)e(−x2/2τ)/τ)
=(τ/i)−1/2
1
2πi
(−2πi/τ)(−τ)−m exp(iτ∆/4π)(x1+m)e(−x2/2τ)
=(τ/i)−1/2(−τ)−m−1 exp(iτ∆/4π)(x1+m)e(−x2/2τ)
which proves lemma 3.2 by induction on m.
Corollary 3.3. The Fourier transform of p(x)e(Ax2 +Bx+ C) is
(2A/i)−1/2 exp(i∆/8πA)(p)((−x−B)/2A)e(−x2/4A− xB/2A+ C −B2/4A)
for A,B,C complex, ℑ(A) > 0, x ∈ V = R, (x, y) = xy.
Proof. This follows from lemma 3.2 (with τ = 2A) by applying lemma 3.1 part 2
(with a = B).
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Corollary 3.4. If p is a polynomial on b+-dimensional Euclidean space and ℑ(τ) > 0
then the Fourier transform of
exp(−∆/8πℑ(τ))(p)(x)e(τx2/2)
is
(τ/i)−b
+/2 exp(−∆/8πτ2ℑ(−1/τ))(p)(−x/τ)e(−x2/2τ)
which is equal to
(τ/i)−b
+/2(−τ)−m exp(−∆/8πℑ(−1/τ))(p)(x)e(−x2/2τ)
if p is homogeneous of degree m.
Proof. Applying lemma 3.2 shows that the Fourier transform of
exp(−∆/8πℑ(τ))(p)(x)e(x2τ/2)
is
(τ/i)−b
+/2 exp(−∆/8πℑ(τ) + i∆/4πτ)(p)(−x/τ)e(−x2/2τ)
=(τ/i)−b
+/2 exp(−∆τ¯ /8πτℑ(τ))(p)(−x/τ)e(−x2/2τ)
=(τ/i)−b
+/2 exp(−∆/8πτ2ℑ(−1/τ))(p)(−x/τ)e(−x2/2τ).
This proves corollary 3.4.
Corollary 3.5. Suppose that p is a homogeneous polynomial of degree (m+, m−) on the
sum of positive and negative definite spaces v+ and v− of dimensions b+ and b− (which
means that p has degree m+ in the variables of v+ and degree m− in the variables of v−).
Then the Fourier transform of
exp(−∆/8πℑ(τ))(p)(x)e(τx2v+/2 + τ¯x2v−/2)
is
(τ/i)−b
+/2(−τ)−m+(iτ¯)−b−/2(−τ¯)−m− exp(−∆/8πℑ(−1/τ))(p)(x)e(−x2v+/2τ − x2v−/2τ¯).
Proof. We can assume that p is the product of homogeneous polynomials of degrees
m+ and m− on v+ and v−. Corollary 3.5 follows by applying corollary 3.4 to v+ and v−.
4. Siegel theta functions.
In this section we summarize some standard results about Siegel theta functions of
indefinite lattices. In most cases the proofs are easy generalizations of the proofs for positive
definite lattices, which can be found in any standard reference about theta functions, see
for example Shintani [S]. We will make some minor modifications to the usual treatment of
theta functions to make later applications easier; for example, we use vector valued forms
of level 1 rather than forms of higher level.
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We let M be an even lattice of signature (b+, b−), with dual M ′. Recall that the
mod 1 reduction of (λ, λ)/2 is a Q/Z-valued quadratic form on M ′/M , whose associated
Q/Z-valued bilinear form is the mod 1 reduction of the bilinear form on M ′. We use v to
denote an isometry from M ⊗R to Rb+,b− . We write v+ and v− = v+⊥ for the inverse
images of Rb
+,0, R0,b
−
under v, so thatM ⊗R is the orthogonal direct sum of the positive
definite subspace v+ and the negative definite subspace v−. The Grassmannian G(M) is
the set of positive definite m+-dimensional subspaces v+ of M ⊗R and the projection of
λ ∈M ⊗R into a subspace v± is denoted by λv± , so that λ = λv+ +λv− . The Siegel theta
function θM of M is defined by
θM (τ ; v
+) =
∑
λ∈M
e(τλ2v+/2 + τ¯λ
2
v−/2)
for τ ∈ H, v+ ∈ G(M). It will be useful later to have a more general theta function defined
by
θM+γ(τ, α, β; v, p)
=
∑
λ∈M+γ
exp(−∆/8πy)(p)(v(λ+ β))e(τ(λ+ β)2v+/2 + τ¯(λ+ β)2v−/2− (λ+ β/2, α))
for α, β ∈M ⊗R, γ ∈M ′/M , v an isometry from Rb+,b− to M ⊗R, and p a polynomial
on Rb
+,b− , homogeneous of degree m+ in the first b+ variables, and of degree m− on the
last b− variables. We will sometimes omit some of the arguments: if α and β are both 0
we miss them out, if p = 1 we miss it out, and if G(b+, b−) is a point then we miss out v.
It is common to restrict p to be a harmonic homogeneous polynomial, but there seems
to be no good reason for this restriction and we will not make it. There are also good
reasons for not restricting p to be harmonic. For example, later on we need to write p as
a linear combination of products of polynomials on subspaces, and there is no reason for
the polynomials on subspaces to be homogeneous and harmonic even if p is homogeneous
and harmonic.
We let the elements eγ for γ ∈ M ′/M be the standard basis of the group ring
C[M ′/M ], so that eγeδ = eγ+δ. Recall that there is a unitary representation ρM of
the double cover Mp2(Z) of SL2(Z) on C[M
′/M ] defined by
ρM (T )(eγ) = e((γ, γ)/2)eγ
ρM (S)(eγ) =
√
i
b−−b+√
|M ′/M |
∑
δ∈M ′/M
e(−(γ, δ))eδ
where T = (
(
11
01
)
, 1) and S = (
(
0−1
1 0
)
,
√
τ) are the standard generators of Mp2(Z), with
S2 = (ST )3 = Z, Z = (
(−1 0
0−1
)
, i), Z(eγ) = i
b−−b+e−γ , Z4 = 1. The representation ρM is
essentially the Weil representation of the self dual abelian groupM ′/M with the quadratic
character γ2/2, and there is an explicit formula for it in some cases in [W] and in all cases
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in [S]; for example formula 16 of [W] describes it when c is coprime to |M ′/M |. We will
not use these explicit formulas. The representation ρM factors through the finite group
SL2(Z/NZ) ifM has even dimension, and through a double cover of SL2(Z/NZ) ifM has
odd dimension, where N is the smallest integer such that N(γ, δ) and Nγ2/2 are integers
for all γ, δ ∈M ′.
We will write ΘM for the C[M
′/M ]-valued function
ΘM (τ, α, β; v, p) =
∑
γ∈M ′/M
eγθM+γ(τ, α, β; v, p).
Then the transformation formula for this vector valued function is
Theorem 4.1. If p is a homogeneous polynomial of degree (m+, m−) and
(
(
ab
cd
)
,
√
cτ + d) ∈Mp2(Z) then
ΘM ((aτ + b)/(cτ + d), aα+ bβ, cα+ dβ; v, p)
=(cτ + d)b
+/2+m+(cτ¯ + d)b
−/2+m−ρM
((
ab
cd
)
,
√
cτ + d
)
ΘM (τ, α, β; v, p).
Proof. It is easy to check that if this is true for two elements of Mp2(Z) it is true for
their product, so it is sufficient to check it for the standard generators T = (
(
11
01
)
, 1) and
S = (
(
0−1
1 0
)
, i). For the first generator T we have to show that
θM+γ(τ + 1, α+ β, β; v, p) = e((γ, γ)/2)θM+γ(τ, α, β; v, p)
which is trivial to check. For the second generator S we have to show
√
|M ′/M |θM+γ(−1/τ,−β, α; v, p)
=
√
τ/i
b+
τm
+√
iτ¯
b−
τ¯m
− ∑
δ∈M ′/M
e(−(γ, δ))θM+δ(τ, α, β; v, p).
By corollary 3.5 the Fourier transform of
√
τ/i
−b+
(−τ)−m+
√
τ¯ /i
−b−
(−τ¯)−m− exp( −∆
8πℑ(−1/τ))(p)(v(x))e(−x
2
v+/2τ − x2v−/2τ¯)
is
(−1)m++m− exp(−∆/8πℑ(τ))(p)(v(x))e(τx2v+/2 + τ¯x2v−/2).
If we change x to x+ α+ γ and then multiply by e((x+ γ + α/2, β)) and use lemma
3.1 we find that the function f given by
√
τ/i
−b+
τ−m
+√
τ¯ /i
−b−
τ¯−m
−
exp(−∆/8πℑ(−1/τ))(p)(v(x+ α+ γ))×
×e((−1/τ)(x+ α+ γ)2v+/2 + (−1/τ¯)(x+ α+ γ)2v−/2− (x+ γ + α/2,−β))
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has Fourier transform fˆ(x) equal to
exp(−∆/8πℑ(τ))(p)(v(x+ β))e(τ(x+ β)2v+/2 + τ¯(x+ β)2v−/2− (x+ β/2, α)− (x, γ)).
We apply the Poisson summation formula
√|M ′/M |∑M f =∑M ′ fˆ to the function
above and find
√
τ/i
−b+
τ−m
+√
τ¯ /i
−b−
τ¯−m
−√|M ′/M |θM+γ(−1/τ,−β, α; v, p)
=
√
|M ′/M |
∑
λ∈M
f(λ)
=
∑
δ∈M ′/M
∑
λ∈M
fˆ(λ+ δ)
=
∑
δ∈M ′/M
e(−(δ, γ))θM+δ(τ, α, β; v, p).
This verifies the transformation formula for Θ under S and completes the proof of
theorem 4.1.
The relation (ST )3 = Z gives the following well known generalization of the law of
quadratic reciprocity.
Corollary 4.2. (Milgram)
∑
γ∈M ′/M
e(γ2/2) =
√
|M ′/M |e((b+ − b−)/8).
Proof. An explicit calculation shows that
(√
|M ′/M |
√
i
b+−b−
ST
)3
(eγ)
=
∑
δ,ǫ,ζ∈M ′/M
e(−(γ, δ))e(δ2/2)e(−(δ, ǫ))e(ǫ2/2)e(−(ǫ, ζ))e(ζ2/2)eζ
=
∑
δ,ǫ,ζ∈M ′/M
e((ǫ− δ − ζ)2/2)e(−(δ, ζ + γ))eζ
=
∑
ǫ∈M ′/M
e(ǫ2/2)|M ′/M |e−γ .
Comparing this with (ST )3(eγ) = Z(eγ) = i
b−−b+e−γ proves corollary 4.2.
5. Reduction to smaller lattices.
In this section and section 7 we will work out the Fourier expansion of the function Φ.
The calculations look rather complicated but the essential idea is easy (and well known)
15
and is as follows. Suppose that Θ(τ) and F (τ) are modular forms of level 1 and weights k
and −k and we wish to work out the integral
∫
SL2(Z)\H
Θ(τ)F (τ)dxdy/y2
(ignoring convergence problems for the moment). If we can find an expression for Θ(τ) of
the form
Θ(τ) =
∑
(c,d)=1
(cτ + d)kg(
aτ + b
cτ + d
)
then the integral is formally equal to
∫
y>0
∫
x∈R/Z
g(τ)F (τ)dxdy/y2
which is much easier to evaluate as we are integrating over a rectangle. (The same idea
appears in several places in the theory of modular forms and is known as the Rankin-
Selberg method; for example, we could take Θ to be a real analytic Eisenstein series and
take g(τ) to be a power of ℑ(τ), to see that the Peterson inner product of F with a
real analytic Eisenstein series is essentially the Mellin transform of the constant term of
F .) The rest of this section is mainly concerned with finding an expression (theorem 5.2)
analogous to the one above for Θ the Siegel theta function of M , when g turns out to be
related to the theta function of a smaller lattice K. The rest of this section consists mainly
of computations, and the reader may skip everything except the statements of theorems
5.2 and 5.3 and the definition of FK without any great loss.
We will do this when Θ is a Siegel theta function by taking a partial Fourier transform
in one variable. (In terms of the Weil representation this Fourier transform is essentially
given by an element of the Weyl group of Sp4 exchanging two copies of SL2 corresponding
to positive roots.)
Suppose that z is a primitive norm 0 vector of M . In this section we will find a
certain expression for the theta function of M in terms of theta functions of the lattice
K = (M ∩ z⊥)/Zz.
Recall that zv± is the projection of z onto v
±. We let w+ be the orthogonal com-
plement of zv+ in v
+, and we let w− be the orthogonal complement of zv− in v−. We
define the linear map w from M ⊗R to Rb+,b− by w(λ) = v(λw+ + λw−), so that w is an
isomorphism from w+ and w− to their images, and w vanishes on zv+ and zv− .
Given a homogeneous polynomial p of degree (m+, m−) we define homogeneous poly-
nomials pw,h+,h− of degrees (m
+ − h+, m− − h−) on the vector spaces w(M ⊗R) by
p(v(λ)) =
∑
h+,h−
(λ, zv+)
h+(λ, zv−)
h−pw,h+,h−(w(λ)).
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Lemma 5.1.
θM+γ(τ ; v, p) =
=
1√
2yz2
v+
∑
λ∈M/z+γ
∑
n∈Z
∑
h+,h−
exp(−∆/8πy)(pw,h+,h−)(w(λ))×
×
∑
h
h!(−yz2v+/π)h
(−2iy)h++h−
(
h+
h
)(
h−
h
)
((λ, z)τ¯ + n)h
+−h((λ, z)τ + n)h
−−h×
× e
(
τλ2w+/2 + τ¯λ
2
w−/2− n(λ, (zv+ − zv−)/2z2v+)−
|(λ, z)τ + n|2
4iyz2
v+
)
.
Proof. Consider the function
g(λ, n) = exp(−∆/8πy)(p)(v(λ+ nz))e(τ(λ+ nz)2v+/2 + τ¯(λ+ nz)2v−/2)
= exp(−∆/8πy)(p)(v(λ+ nz))×
× e ((τ − τ¯)z2v+n2/2 + (τ(λ, zv+) + τ¯(λ, zv−))n+ τλ2v+/2 + τ¯λ2v−/2) .
The theta function θM+γ(τ ; v, p) is equal to
∑
λ∈γ+M/z
(∑
n∈Z
g(λ, n)
)
=
∑
λ∈γ+M/z
(∑
n∈Z
gˆ(λ, n)
)
by the Poisson summation formula, where gˆ is the Fourier transform with respect to the
variable n.
We prove lemma 5.1 by working out the Fourier transform gˆ explicitly and substituting
it in. We can work out the Fourier transform gˆ using corollary 3.3 with A = (τ− τ¯ )z2v+/2 =
iyz2v+ , B = τ(λ, zv+) + τ¯(λ, zv−), and C = τλ
2
v+/2 + τ¯λ
2
v−/2. Using the fact that
exp(−∆/8πy)(p)(v(λ+ nz))
= exp(− d
2
dn2
/8πyz2v+)
(
(λ+ nz, zv+)
h+
)
×
× exp(− d
2
dn2
/8πyz2v+)
(
(λ+ nz, zv−)
h−
)
×
× exp(−∆/8πy)(pw,h+,h−)(w(λ))
we find gˆ(n) is equal to
1√
2yz2
v+
∑
h+,h−
exp(−∆/8πy)(pw,h+,h−)(w(λ))×
× exp( 1
8πyz2
v+
d2
dn22
)
(
exp(
−1
8πyz2
v+
d2
dn22
)(λ+ n2z, zv+)
h+ exp(
−1
8πyz2
v+
d2
dn22
)(λ+ n2z, zv−)
h−
)
×
× e
( −n21/2
(τ − τ¯)z2
v+
+
τλ2v+
2
+
τ¯λ2v−
2
)
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where n1 = n+ τ(λ, zv+)+ τ¯(λ, zv−) and n2 = −n1/2iyz2v+ . We want to show this is equal
to the expression appearing in the lemma.
We evaluate the last factor of this using the equalities λ2v+ = λ
2
w+ + (λ, zv+)
2/z2v+ ,
λ2v− = λ
2
w− + (λ, zv−)
2/z2v− , and z
2
v+ + z
2
v− = 0 to see that
e
( −n21/2
(τ − τ¯)z2
v+
+
τλ2v+
2
+
τ¯λ2v−
2
)
=e
(−n2/2− n(τ(λ, zv+) + τ¯(λ, zv−))− (τ(λ, zv+) + τ¯(λ, zv−))2/2
(τ − τ¯)z2v+
+
τλ2v+
2
+
τ¯λ2v−
2
)
= e
(
τλ2w+/2 + τ¯λ
2
w−/2− n(λ, (zv+ − zv−)/2z2v+)−
|(λ, z)τ + n|2
2(τ − τ¯)z2
v+
)
.
Next we note that
exp(A(
d
dn3
+
d
dn4
)2) exp(−A d
2
dn23
) exp(−A d
2
dn24
)
= exp(2A
d
dn3
d
dn4
)
=
∑
h
(2A)h
h!
dh
dnh3
dh
dnh4
.
If we apply this with n3 = (λ+ n2z, zv+), n4 = (λ+ n2z, zv−), A = z
2
v+/8πy, we find
that
exp(
1
8πyz2
v+
d2
dn22
)
(
exp(
−1
8πyz2
v+
d2
dn22
)(λ+ n2z, zv+)
h+
exp(
−1
8πyz2
v+
d2
dn22
)(λ+ n2z, zv−)
h−
)
=
∑
h
h!(z2v+)
h
(4πy)h
(
h+
h
)(
h−
h
)
(λ+ n2z, zv+)
h+−h(λ+ n2z, zv−)
h−−h.
Substituting in n2 = −(n+ τ(λ, zv+) + τ¯(λ, zv−))/2iyz2v+ this becomes
∑
h
(−1)hh!yh−h+−h−(z2v+/π)h
(−2i)h++h−
(
h+
h
)(
h−
h
)
((λ, z)τ¯ + n)h
+−h((λ, z)τ + n)h
−−h
because
(λ+ n2z, zv+) = (λ−
n+ τ(λ, zv+) + τ¯(λ, zv−)
2iyz2
v+
z, z+v ) = −
(λ, z)τ¯ + n
2iy
(λ+ n2z, zv−) = (λ−
n+ τ(λ, zv+) + τ¯(λ, zv−)
2iyz2
v−
z, z−v ) = −
(λ, z)τ + n
2iy
.
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If we substitute these expressions into the formula for gˆ(n) we find that gˆ(n) is equal
to
1√
2yz2
v+
∑
h+,h−
exp(−∆/8πy)(pw,h+,h−)(w(λ))×
×
∑
h
h!(−yz2v+/π)h
(−2iy)h++h−
(
h+
h
)(
h−
h
)
((λ, z)τ¯ + n)h
+−h((λ, z)τ + n)h
−−h×
× e
(
τλ2w+/2 + τ¯λ
2
w−/2− n(λ, (zv+ − zv−)/2z2v+)−
|(λ, z)τ + n|2
4yiz2
v+
)
.
Inserting this into the formula giving θM+γ in terms of gˆ proves lemma 5.1.
We can use this to express the theta function of M in terms of that of K = L/Zz,
where L =M ∩ z⊥.
Theorem 5.2. Suppose that z is a primitive norm 0 vector of M and choose a vector
z′ ∈M ′ with (z, z′) = 1. We write N for the smallest positive value of the inner product of
z with something in M , so that |M ′/M | = N2|K ′/K|. If c ≡ (γ, z) mod N then by abuse
of notation we write K + γ − cz′ for the coset of K in K ′ given by K ′ ∩ (M + γ − cz′)/Zz.
Let µ be the vector
µ = −z′ + zv+/2z2v+ + zv−/2z2v−
of L⊗R/z = K ⊗R. Then
θM+γ(τ ; v, p)
=
1√
2yz2v+
∑
h≥0
∑
h+,h−
h!(−yz2v+/π)h
(−2iy)h++h−
(
h+
h
)(
h−
h
)
(cτ¯ + d)h
+−h(cτ + d)h
−−h×
×
∑
c≡(γ,z) mod N
d∈Z
e
(−|cτ + d|2
4iyz2
v+
− (γ, z′)d+ (z
′, z′)cd
2
)
θK+(γ−cz′)(τ, µd,−cµ, w, pw,h+,h−).
Proof. We use lemma 5.1, and rewrite the sum over M/z + γ using the fact that
every element λ of M/z + γ can be uniquely written in the form λ = λK + cz
′ with
λK ∈ K + γ − cz′ = (M/z + γ − cz′) ∩ z⊥ and c ≡ (γ, z) mod N . We find that
θM+γ(τ ; v, p) =
1√
2yz2
v+
∑
c≡(γ,z) mod N
d∈Z
∑
h+,h−
∑
λK∈K+γ−cz′
e
(
−|cτ + d|
2
4iyz2
v+
)
×
×
∑
h
h!(−yz2v+/π)h
(−2iy)h++h−
(
h+
h
)(
h−
h
)
×
× ((λK + cz′, z)τ¯ + d)h
+−h((λK + cz′, z)τ + d)h
−−h×
× exp(−∆/8πy)(pw,h+,h−)(w(λK))×
× e (τ(λK + cz′)2w+/2 + τ¯(λK + cz′)2w−/2− (λK + cz′, (zv+ − zv−)/2z2v+)d)
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so to prove theorem 5.2 we have to check that
τ(λK + cz
′)2w+/2 + τ¯(λK + cz
′)2w−/2− (λK + cz′, (zv+ − zv−)/2z2v+)d
=τ(λK − cµ)2w+/2 + τ¯(λK − cµ)2w−/2− (λK − cµ/2, µd)− (λK , z′)d− cd(z′, z′)/2
(because (λK , z
′)d = (λ− cz′, z′)d ≡ (γ − cz′, z′)d mod 1).
But z′ differs from −µ by multiples of zv+ and zv− which have zero projections into
w+ and w−, so we only have to check that
−(λK + cz′, (zv+ − zv−)/2z2v+)d = −(λK − cµ/2, µd)− cd(z′, z′)/2− (λK , z′)d.
But µ = −z′ + zv+/2z2v+ + zv−/2z2v− , so
− (λK + cz′, (zv+ − zv−)/2z2v+)d
=− (λK + cz′, zv+/2z2v+ + zv−/2z2v−)d
=− (λK + c(z′ − zv+/2z2v+ − zv−/2z2v−)/2, zv+/2z2v+ + zv−/2z2v− − z′)d
− cd(z′, z′)/2− (λK , z′)d
=− (λK − cµ/2, µd)− cd(z′, z′)/2− (λK , z′)d.
This proves theorem 5.2.
Suppose that FM =
∑
γ eγfM+γ is a modular form of type ρM and weight (−b−/2−
m−,−b+/2−m+). Define a C[K ′/K]-valued function
FK(τ, α, β) =
∑
γ∈K′/K
eγfK+γ(τ, α, β)
by putting
fK+γ(τ, α, β) =
∑
λ∈M′/M
λ|L=γ
e(−(λ, αz′)− αβ(z′, z′)/2))fM+λ+βz′(τ)
for α, β ∈ Z, γ ∈ K ′/K. The notation λ|L means the restriction of λ ∈ Hom(M,Z) to L,
and γ ∈ Hom(K,Z) is considered an element of Hom(L,Z) using the quotient map from L
to K. The elements of M ′ whose restriction to L is 0 are exactly the integer multiples of
z/N . Therefore if λ is one of the elements in the sum above, then the remaining elements
in the sum are the elements λ+ nz/N for n ∈ Z/NZ, and λ2/2 ≡ γ2/2 mod 1.
Theorem 5.3. With notation as above, the function FK satisfies the transformation
formula
FK((aτ + b)/(cτ + d), aα+ bβ, cα+ dβ)
=(cτ + d)−b
−/2−m−(cτ¯ + d)−b
+/2−m+ρK
((
ab
cd
)
,
√
cτ + d
)
FK(τ, α, β)
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for all (
(
ab
cd
)
,
√
cτ + d) ∈Mp2(Z).
Proof. As in the proof of theorem 4.1, it is sufficient to check it for the standard
generators T = (
(
11
01
)
, 1) and S = (
(
0−1
1 0
)
,
√
τ). For the generator T we have to show that
fK+γ(τ + 1, α+ β, β) = e((γ, γ)/2)fK+γ(τ, α, β).
We prove this as follows.
fK+γ(τ + 1, α+ β, β)
=
∑
λ∈M′/M
λ|L=γ
fM+λ+βz′(τ)e((λ+ βz
′)2/2)e(−(λ, (α+ β)z′)− (α+ β)β(z′, z′)/2))
=
∑
λ∈M′/M
λ|L=γ
fM+λ+βz′(τ)e(λ
2/2)e(−(λ, αz′)− αβ(z′, z′)/2))
=e((γ, γ)/2)fK+γ(τ, α, β)
For the generator S we have to show
√
iτ¯
b+
τ¯m
+√
τ/i
b−
τm
−√|K ′/K|fK+γ(−1/τ,−β, α)
=
∑
δ∈K′/K
e(−(γ, δ))fK+δ(τ, α, β).
We prove this as follows.
√
iτ¯
b+
τ¯m
+√
τ/i
b−
τm
−√|K ′/K|fK+γ(−1/τ,−β, α)
=
√
iτ¯
b+
τ¯m
+√
τ/i
b−
τm
−
√|M ′/M |
N
∑
λ∈M′/M
λ|L=γ
fM+λ+αz′(−1/τ)e((λ, βz′) + βα(z′, z′)/2)
=
1
N
∑
λ∈M′/M
λ|L=γ
∑
δ∈M ′/M
e((−λ− αz′, δ))fM+δ(τ)e((λ, βz′) + βα(z′, z′)/2)
=
∑
δ∈M′/M
(δ,z)=β
e((−αz′, δ))fM+δ(τ)e(βα(z′, z′)/2)e((γ, βz′ − δ))
=
∑
δ∈M′/M
(δ,z)=0
e((−αz′, δ))fM+δ+βz′(τ)e(−βα(z′, z′)/2)e((−γ, δ))
=
∑
δ∈K′/K
(δ,z)=0
e(−(γ, δ))
∑
λ∈M′/M
λ|L=δ
e(−(λ, αz′)− αβ(z′, z′)/2)fM+βz′+λ(τ)
=
∑
δ∈K′/K
e(−(γ, δ))fK+δ(τ, α, β)
This proves theorem 5.3.
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6. The singularities of Φ.
We set up some notation for the rest of this paper. We let M be an even lattice of
signature (b+, b−). We write z for a primitive norm 0 vector of M (if one exists) and write
z′ for a vector of M ′ with (z, z′) = 1. We let L be the singular latticeM ∩z⊥ and let K be
the nonsingular lattice L/Zz. We can identify K ⊗R with the orthogonal complement of
z and z′ in M ⊗R, and hence can identify K with a subset of M ⊗R (but note that K is
not necessarily a subset of M in this identification, though it is if z′ ∈M). We recall that
v is an isometry from M ⊗ R to Rb+,b− , so that v+ is an element of the Grassmannian
G(M ⊗R).
We suppose that FM (τ) = y
b+/2+m+F (τ) is some C[M ′/M ]-valued function on the
upper half planeH transforming under SL2(Z) with weight (−b−/2−m−,−b+/2−m+) and
representation ρM . We write fM+γ for the component of F corresponding to γ ∈ M ′/M ,
and we will usually assume that F can be written in the form
F (τ) =
∑
γ
eγfγ(τ) =
∑
γ
eγ
∑
n∈Q
∑
k≥0
cγ(n, k)e(nτ)y
−k
for complex numbers cγ(n, k) which are zero for all but a finite number of values of k and
for all sufficiently small values of n. The functional equation for F under Z ∈ Mp2(Z)
implies that fM−γ = (−1)m++m−fM+γ , so that c−γ(n, k) = (−1)m++m−cγ(n, k).
We define ΦM (v, p, FM) by
ΦM (v, p, FM) =
∫
SL2(Z)\H
Θ¯M (τ ; v, p)FM(τ)dxdy/y
2
and define ΦM (v, p, F ) by
ΦM (v, p, F ) = ΦM (v, p, FM) =
∫
SL2(Z)\H
Θ¯M (τ ; v, p)F (τ)y
b+/2+m+dxdy/y2.
(where we define complex conjugation in C[M ′/M ] by putting e¯γ = e−γ , and the product
of Θ¯M and FM means we take their inner product using (eγ , eδ) = 1 if γ + δ = 0 and
0 otherwise.) The power of y and the weight of F are chosen so that the integrand has
weight (0, 0); recall that Θ¯M has weight (b
−/2 +m−, b+/2 +m+), y has weight (−1,−1),
and dxdy has weight (−2,−2).
The integral is often divergent and has to be regularized as follows. We integrate
over the region Fw, where F∞ = {τ ||τ | ≥ 1, |ℜ(τ)| ≤ 1/2} is the usual fundamental
domain of SL2(Z) and Fw is the subset of F∞ of points τ with ℑ(τ) ≤ w. Suppose
that the limw→∞
∫
Fw
F (τ)y−sdxdy/y2 exists for ℜ(s) >> 0 and can be continued to a
meromorphic function defined for all complex s. Then we define
∫
SL2(Z)\H F (τ)dxdy/y
2 to
be the constant term of the Laurent expansion of this function at s = 0. This regularized
integral exists for much more general functions F ; it is sufficient that the function Θ¯F
should have a Fourier series expansion in x, whose constant coefficient has an asymptotic
expansion whose terms are constants times complex powers of y times nonnegative integral
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powers of log(y). (When there is a pole at 0 this definition is a bit clumsy and it might be
better to define Φ as the residue at s = 0 of ΦM (v, p,−2FE∗(∗, s))ds where E∗(τ, s) is a
real analytic Eisenstein series with a pole of residue −1/2 at s = 0.)
If we have a function invariant under a subgroup Γ of SL2(Z) of finite index then we
can define its regularized integral by first averaging it over SL2(Z)/Γ to get a function
invariant under SL2(Z), and then taking the regularized integral of this average, but we
will not need this in this paper.
The function ΦM is invariant under σ ∈ Aut(M) in the sense that
ΦM (σ(v), σ(p), σ(F )) = ΦM (v, p, F ), where the action on F is given by the action on
M ′/M . We define Aut(M,F ) to be the subgroup of Aut(M) fixing F . If p is the con-
stant function 1 then ΦM (v, F ) = ΦM (v, p, F ) is a function on the Grassmannian G(M)
that is invariant under Aut(M,F ). For more general functions p we can interpret ΦM
as an Aut(M,F )-invariant section of an OM (R)-equivariant vector bundle over G(M) as
follows. Suppose that V is some subspace of the polynomials on Rb
+,b− that is invariant
under the action of Ob+,b−(R). We define a vector bundle over G(M) to be the set of pairs
(v, p) ∈ Iso(M ⊗R,Rb+,b−) × V modulo the action of the group Ob+,b−(R) (which acts
on both factors). This gives us a OM (R)-invariant vector bundle over G(M), which is of
type V in the sense that the action of the stabilizer of a point of G(M) on the fiber is a
representation of type V . Now we can see that if p ∈ V then the function ΦM (v, p, F ) is
just an invariant section of the dual vector bundle of type V ∗ (which is isomorphic to the
bundle of type V as V is self dual as a representation of Ob+,b−(R)).
We will say that a function f has singularities of type g at a point if f − g can be
redefined on a set of codimension at least 1 so that it becomes real analytic near the point.
In the rest of this section we will find all singular points of ΦM and find what type of
singularities ΦM has at its singular points.
Lemma 6.1. For real r the function
f(r) =
∫ ∞
1
e−r
2yys−1dy = |r|−2sΓ(s, r2)
has a singularity at r = 0 of type |r|−2sΓ(s) unless s is a non-positive integer, in which
case f has a singularity of type (−1)s+1r−2s log(r2)/(−s)!.
Proof. If s > 0 then
∫ 1
0
e−r
2yys−1dy is nonsingular at r = 0 (as can be seen by
expanding e−r
2y as a power series in y) so f has singularities of type
∫ ∞
0
e−r
2yys−1dy = (r2)−sΓ(s) = |r|−2sΓ(s).
(Warning: note that (r2)−s is not the same as r−2s for r < 0 if s is not an integer.)
If s = 0 we integrate by parts to see that f has singularities of type
r2
∫ ∞
1
e−r
2y log(y)dy.
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As log(y) is integrable near 0 we can again change the range of integration to [0,∞] without
affecting the type of the singularity. Changing y to y/r2 we see that the singularity has
type
r2
∫ ∞
0
e−y log(1/r2)dy/r2 = − log(r2).
If s < 0 we integrate by parts to see that f has a singularity of type
r2
∫ ∞
1
e−r
2yyss−1dy.
If s is a negative integer this shows that f has a singularity of type
−r
2
s
r2
s+ 1
· · · r
2
−1 log(r
2) = (−1)s+1r−2s log(r2)/(−s)!.
If s is not a negative integer then we see by reducing to the case when s > 0 that f has a
singularity of type
|r|−2sΓ(s).
This completes the proof of lemma 6.1.
The singularities of ΦM can be worked out using the method of Harvey and Moore
[H-M] as follows.
Theorem 6.2. Near the point v0 ∈ G(M), the function ΦM (v, p, F ) has a singularity of
type ∑
λ∈M′∩v−
0
λ 6=0
∑
j,k
cλ(λ
2/2, k)(1/j!)(−∆/8π)j(p¯)(v(λ))×
× (2πλ2v+)1+j+k−b
+/2−m+Γ(−1− j − k + b+/2 +m+)
except that whenever 1 + j + k − b+/2−m+ is a non-negative integer the corresponding
term in the sum has to be replaced by
− cλ(λ2/2, k)(1/j!)(−∆/8π)j(p¯)(v(λ))×
× (−2πλ2v+)1+j+k−b
+/2−m+ log(λ2v+)/(1 + j + k − b+/2−m+)!.
In particular ΦM , considered as a section of a vector bundle over G(M), is nonsingular
except along a locally finite set of codimension b+ sub Grassmannians (isomorphic to
G(b+, b− − 1)) of G(M) of the form λ⊥ = {v+|v+ ⊥ λ} for some negative norm vectors
λ ∈M .
Proof. The function ΦM (v, p, F ) is defined by an integral∫
y>0
∫
|x|≤1/2
x2+y2≥1
Θ¯(τ ; v, p)F (τ)yb
+/2+m+dxdy/y2.
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The integral over any compact region is a real analytic function of v, so we may assume
that the integral is taken over the region |x| ≤ 1/2, y ≥ 1 as this does not change the types
of singularities. If we substitute in the definitions
θM+γ(τ ; v, p) =
∑
λ∈M+γ
exp(−∆/8πy)p(v(λ))e(τλ2v+/2 + τ¯λ2v−/2)
and fγ(τ) =
∑
n,k cγ(n, k)e(nτ)y
−k and carry out the integral over x we get a sum of
terms of the form∑
λ∈M′
λ 6=0
∑
j,k
1
j!
(−∆/8π)j(p¯)(v(λ))cλ(λ2/2, k)
∫
y≥1
exp(−2πyλ2v+)y−2−j−k+b
+/2+m+dy
plus a term for λ = 0 which does not depend on v and therefore does not contribute to the
singularity. The singularities of these terms occur only when λ2v+ becomes 0, or in other
words when λ ∈ v−0 . In this case the singularity of the integral can be read off from lemma
6.1 with r2 = 2πλ2v+ and s = −1− j − k + b+/2 +m+. This proves theorem 6.2.
Suppose that b+ = 1, so that G(M) is real hyperbolic space of dimension b− and the
singularities of ΦM lie on hyperplanes of codimension 1. Then the set of points where ΦM
is real analytic is not connected, so we would like a wall crossing formula telling us how
the function changes as we pass through the singular set. The set of norm 1 vectors of
M ⊗ R has two components, each isomorphic to b−-dimensional hyperbolic space. The
components of the points where ΦM is real analytic are called the Weyl chambers of ΦM .
We will also call the positive cones generated by these sets Weyl chambers. If W is a Weyl
chamber and λ ∈ M then (λ,W ) > 0 means that λ has positive inner product with all
elements in the interior of W .
Corollary 6.3 (The wall crossing formula). We use notation as above. Suppose that
Φ1 and Φ2 are the real analytic restrictions of ΦM to two adjacent Weyl chambers W1
and W2, separated by a wall W12. Then Φ1 and Φ2 can both be extended to real analytic
functions on the closure of the union W1 ∪W2, and their difference Φ1(v)−Φ2(v) is given
by ∑
λ∈M′,
λ⊥W12
(λ,W1)>0
∑
j,k
4
j!
(−∆/8π)j(p¯)(v(λ))cλ(λ2/2, k)×
× (
√
2π × (λ, v1))1+2j+2k−2m
+
Γ(−1/2− k − j +m+).
where v1 is a norm 1 vector in W1 or W2 generating v
+. Moreover this expression is a
polynomial in v1 of degree at most m
− −m+ +1+2kmax, where kmax is the largest value
of k with some cγ(m, k) nonzero.
Proof. The formula for Φ1 − Φ2 follows immediately from theorem 6.2, because the
function ΦM has a singularity of type∑
λ∈M′,
λ⊥W12
∑
j,k
1
j!
(−∆/8π)j(p¯)(v(λ))cλ(λ2/2, k)×
× (
√
2π × |λv+ |)1+2j+2k−2m
+
Γ(−1/2− k − j +m+)
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along the wall W1 ∩ W2. The terms of the sum for λ and −λ are the same because
c−λ = (−1)m++m−cλ and p is homogeneous of degree m+ +m−. So we may as well only
sum over the elements λ with (λ,W1) > 0, in which case |λv+ | = (λ, v1). The factor of 4
appears because we pick up a factor of 2 by summing over only half the vectors of M , and
another factor of 2 because the difference of |x| and −| − x| is 2x for x > 0.
Now we have to prove that the expression above is a polynomial in (λ, v1), or in
other words that the terms with negative powers of (λ, v1) all cancel out. The function
p(v(λ)) can be written as (λ, v1)
m+p−(v(λ)) for some polynomial p− of degree m− on
R1,b
−
/R1 = Rb
−
. Then
1
j!
(−∆/8π)j(p)(v(λ))
=
∑
j+,j−
j++j−=j
1
j−!
(−∆/8π)j−(p−)(v(λ)) m
+!
(m+ − 2j+)! (−1/8π)
j+(1/j+!)(λ, v1)
m+−2j+ .
The power of (λ, v1) in the terms with some fixed λ, k and j
− in the wall crossing formula
is (1 + 2j − 2m+ + 2k) + (m+ − 2j+) = 2j− − m+ + 1 + 2k, so we assume that this is
negative and we want to prove that the sum over j+ vanishes. In particular we then have
−1/2− k − j− − j+ +m+ > 0 because 2j+ ≤ m+.
We use the duplication formula Γ(z + 1/2) =
√
π21−2zΓ(2z)/Γ(z) for the Γ function
to see that if z is a nonnegative integer then Γ(z + 1/2) =
√
π(2z)!/22zz!. From this it
follows that if −1/2− k − j− − j+ +m+ > 0 then
∑
j+
m+!
(m+ − 2j+)! (−1/8π)
j+(1/j+!)(λ, v1)
m+−2j+×
× (
√
2π(λ, v1))
2j+Γ(−1/2− k − j− − j+ +m+)
=
∑
j+
(λ, v1)
m+(−1)j+m+!(−2− 2k − 2j− − 2j+ + 2m+)!√π
j+!(m+ − 2j+)!4j+(−k − j− − j+ +m+ − 1)!2−2−2k−2j−−2j++2m+
=
√
π(λ, v1)
m+(−2− 2k − 2j− +m+)!
(−1− k − j− +m+)!2−2−2k−2j−+2m+×
×
∑
j+
(−1)j+
(−1− k − j− +m+
j+
)(−2− 2k − 2j− − 2j+ + 2m+
m+ − 2j+
)
If we put A = m+, C = −1− k− j−+m+, B = k+ j−. then 0 ≤ B < C and B +C < A,
so by lemma 14.1 the sum above vanishes. Hence all the non-polynomial terms in the wall
crossing formula cancel out, which proves corollary 6.3.
One consequence of corollary 6.3 is that the difference Φ1 − Φ2 is a polynomial. We
will later use this to prove the stronger result that Φ1 is itself a polynomial. (Warning:
sometimes the function Φ1 is given by an odd polynomial in v1, but in spite of this ΦM
has the same value on v1 and −v1.)
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Corollary 6.4. Suppose that in corollary 6.3 we take p = 1 and take F to be holomorphic
on H. Then the difference Φ1(v)− Φ2(v) is given by
8π
√
2
∑
λ∈M′,
λ⊥W12
(λ,W1)>0
cλ(λ
2/2)(λ, v1).
Proof. This is just a special case of corollary 6.3.
7. The Fourier expansion of Φ.
We calculate the Fourier expansion of the function ΦM (v, p, F ) recursively in terms of
a similar function ΦK , where K is a lattice of signature (b
+−1, b−−1). There is a similar
result in the nonsingular case in [R-S].
Theorem 7.1. Let M , b±, K, z, z′, p, m± be defined as in section 6. Suppose
FM (τ) =
∑
γ∈M ′/M
eγ
∑
m∈Q
cγ,m(y)e(mx)
is a modular form of weight (−b−/2 − m−,−b+/2 − m+) and type ρM with at most
exponential growth as y → +∞. Assume that each function cγ,m(y) exp(−2π|m|y) has an
asymptotic expansion as y → +∞ whose terms are constants times products of complex
powers of y and nonnegative integral powers of log(y). If z2v+ is sufficiently small then the
Fourier expansion of ΦM (v, p, FM) is given by the constant term of the Laurent expansion
at s = 0 of the analytic continuation of
1√
2|zv+ |
∑
h≥0
h!(z2v+/4π)
hΦK(w, pw,h,h, FK)+
+
√
2
|zv+ |
∑
h≥0
∑
h+,h−
h!(−z2v+/π)h
(2i)h++h−
(
h+
h
)(
h−
h
)∑
j
∑
λ∈K′
(−∆)j(p¯w,h+,h−)(w(λ))
(8π)jj!
×
×
∑
n>0
e((nλ, µ))nh
++h−−2h ∑
δ∈M′/M
δ|L=λ
e(n(δ, z′))×
×
∫
y>0
cδ,λ2/2(y) exp(−πn2/2yz2v+ − πy(λ2w+ − λ2w−))yh−h
+−h−−s−j−5/2dy
(which converges for ℜ(s) >> 0 to a holomorphic functions of s which can be analytically
continued to a meromorphic function of all complex s).
Remark. The conditions of this theorem hold for a wide class of forms F . For example
they hold for forms which are holomorphic on H and meromorphic at cusps, Maass wave
forms, real analytic Eisenstein series, Siegel theta functions, E2(τ), Zagier’s function G(τ),
and any products of these functions. The reason for the conditions on FM is that the
condition about the asymptotic expansion implies that
∫∞
1
cγ,m(y) exp(−2π|m|y)y−s−1dy
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converges for ℜ(s) >> 0 to a function which can be analytically continued to a meromor-
phic function for all complex s, so that certain integrals have well defined regularizations
(as in section 6). The condition about exponential growth is needed to exchange the order
of a sum and an integral later in the proof. For functions F which are holomorphic on H
the condition about exponential growth is equivalent to saying that F is meromorphic at
the cusps.
Proof of theorem 7.1. We expand ΘM (τ ; v, p) in the formula
ΦM (v, p, F ) =
∫
SL2(Z)\H
Θ¯M (τ ; v, p)F (τ)dxdy/y
2+s
into a sum over c, d ∈ Z using theorem 5.2. (In the formula above, we implicitly assume
that we analytically continue the function in s and then take the constant term at s = 0.)
The terms with c = d = 0 vanish unless h+ = h = h− in which case we get the terms
in theorem 7.1 involving ΦK . We rewrite the remaining terms as follows. Inserting the
complex conjugate of the series for ΘM from theorem 5.2 gives∫
τ∈SL2(Z)\H
1√
2y|zv+ |
∑
(c,d)6=(0,0)
∑
γ∈M′/M
(γ,z)≡c mod N∑
h≥0
∑
h+,h−
h!(−z2v+/π)h
(2i)h++h−
(
h+
h
)(
h−
h
)
×
× (cτ + d)h+−h(cτ¯ + d)h−−he
(−|cτ + d|2
4iyz2
v+
)
e
(
(γ, z′)d− (z
′, z′)cd
2
)
×
× θ¯K+γ−cz′(τ, µd,−cµ, w, pw,h+,h−)fM+γ(τ)yh−h
+−h−dxdy/y2+s.
From now on we will fix h+, h−, and h, and drop the factor of
h!(−z2v+/π)h√
2|zv+ |(2i)h++h−
(
h+
h
)(
h−
h
)
(and remember to put it back in at the end of the calculation). We also change γ to γ+cz′
and substitute in the definition
fK+γ(τ,−d, c) =
∑
λ∈M′/M
λ|L=γ
e((λ, z′d) + cdz′2/2)fM+λ+cz′(τ)
of fK+γ and get
∫
τ∈SL2(Z)\H
∑
(c,d)6=(0,0)
∑
γ∈K′/K
(cτ + d)h
+−h(cτ¯ + d)h
−−he
(−|cτ + d|2
4iyz2
v+
)
×
× θ¯K+γ(τ, µd,−cµ, w, pw,h+,h−)fK+γ(τ,−d, c)yh−h
+−h−−1/2dxdy/y2+s.
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We replace the sum over all (c, d) 6= (0, 0) by a sum over (nc, nd) with c, d coprime
and n > 0 and get
∫
τ∈SL2(Z)\H
∑
c,d
(c,d)=1
∑
n>0
(cτ + d)h
+−h(cτ¯ + d)h
−−hnh
++h−−2he
(−|cτ + d|2n2
4iyz2
v+
)
×
× Θ¯K(τ, nµd,−ncµ, w, pw,h+,h−)FK(τ,−nd, nc)yh−h
+−h−−1/2dxdy/y2+s.
We use the transformation of ΘK of weight (b
+/2−1/2+m+−h+, b−/2−1/2+m−−h−)
(theorem 4.1) and FK of weight (−b−/2−m−,−b+/2−m+) (theorem 5.3) and y of weight
(−1,−1) under Mp2(Z) to get∫
τ∈SL2(Z)\H
∑
n>0
(abcd)∈SL2(Z)/Z
exp(−πn2/2ℑ(aτ + b
cτ + d
)z2v+)Θ¯K(
aτ + b
cτ + d
, nµ, 0, w, pw,h+,h−)×
× nh++h−−2hFK(aτ + b
cτ + d
,−n, 0)ℑ(aτ + b
cτ + d
)−1/2−h
+−h−+hdxdy/y2+s.
We want to replace the integral over a fundamental domain of SL2(Z) by an integral
over a fundamental domain of Z. This would be trivial to justify if the final integral
below were absolutely convergent (in the region |x| ≤ 1/2). It is in general exponentially
divergent as y increases or as y tends to a rational cusp because of the singularities of F at
these points, so we need to justify this exchange of sum and integral. We first note the it
is enough to show the final integral is absolutely convergent in the region |x| ≤ 1/2, y ≤ 1,
because although both integrals are divergent for y ≥ 1, they have the same divergences
and are regularized in the same way. As FM has at most exponential growth exp(Ay) for
some constant A as y →∞ and FM is an automorphic form we see that for small y, FM is
bounded by exp(−(A+ǫ)/y) for any positive ǫ. The main point is that if z2v+ is sufficiently
small (more precisely, less than 2/πA) then the term exp(−π/2yz2v+) is sufficiently small
near the cusps on the real line to kill off the rapid growth of FM near these cusps and
ensure that the integral over y ≤ 1 is absolutely convergent. Hence the exchange of order
of the sum and integral is valid for sufficiently small z2v+ . (It is not always valid for larger
values of z2v+ and sometimes gives the wrong answer in this case; see footnote 22 of [HM]
for a comment on this. This is also the reason why the functions in section 10 are only
piecewise polynomials and not polynomials.) We can keep the term y−s because the value
of ℑ((aτ + b)/(cτ + d))s at s = 0 is the same as that of ys at s = 0, so the value of the
integral over y ≤ 1 at s = 0 is not affected if we make this replacement. Doing this gives
2
∫
y>0
∫
x∈R/Z
∑
n>0
exp(−πn2/2yz2v+)Θ¯K(τ, nµ, 0, w, pw,h+,h−)×
× nh++h−−2hFK(τ,−n, 0)yh−h
+−h−−5/2−sdxdy.
(The extra factor of 2 in front comes from the fact that SL2(Z) has a center of order 2
acting trivially on H.) We can replace ΘK(τ, nµ, 0, w, pw,h+,h−) by the series defining it
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and interchange the summation and integral because if we remove a finite number of terms
from the sum then the sum of the absolute values of the remaining terms has a convergent
integral. So the expression above is equal to
2
∑
γ∈K′/K
∑
λ∈K+γ
∫
y>0
∫
x∈R/Z
∑
n>0
nh
++h−−2h∑
j
(−∆)j(p¯w,h+,h−)(w(λ))
(8π)jj!
×
× exp(−πn2/2yz2v+)e(τλ2w+/2 + τ¯λ2w−/2− (λ, nµ))×
× e−γFK(τ,−n, 0)yh−h
+−h−−j−5/2−sdxdy.
Next we expand fK+γ(τ,−n, 0) as a series∑
δ∈M′/M
δ|L=γ
fM+δ(τ)e((δ, nz
′)) =
∑
δ∈M′/M
δ|L=γ
∑
m
cδ,m(y)e(mx)e((δ, nz
′))
to get
2
∑
γ∈K′/K
∑
λ∈K+γ
∑
δ∈M′/M
δ|L=γ
∑
j
(−∆)j(p¯w,h+,h−)(w(λ))
(8π)jj!
×
×
∫
y>0
∑
n>0
∑
m
cδ,m(y) exp(−πn2/2yz2v+) exp(−πyλ2w+ + πyλ2w−)×
× e((nλ, µ))e(n(δ, z′))nh++h−−2h×
×
∫
x∈R/Z
e(−xλ2w+/2− xλ2w−/2 + xm)dx yh−h
+−h−−j−5/2−sdy.
We carry out the integral over x, which is 0 unless m = λ2w+/2+λ
2
w−/2 = λ
2/2 to get
2
∑
λ∈K′
∑
δ∈M′/M
δ|L=λ
∑
j
(−∆)j(p¯w,h+,h−)(w(λ))
(8π)jj!
×
×
∫
y>0
∑
n>0
nh
++h−−2he((nλ, µ)) exp(−πn2/2yz2v+) exp(−πyλ2w+ + πyλ2w−)×
× e(n(δ, z′))cδ,λ2/2(y)yh−h
+−h−−j−5/2−sdy.
This proves theorem 7.1.
We now calculate the integral over y in theorem 7.1 in several cases. When F is almost
holomorphic we have to distinguish between the cases λw+ = 0 (which is always the case if
b+ = 1 or λ = 0), and the case λw+ 6= 0 (which is true for generic v provided that b+ > 1
and λ 6= 0).
Lemma 7.2. Suppose
F (τ) = y−b
+/2−m+FM (τ) =
∑
γ∈M ′/M
∑
m∈Q
∑
k≥0
cγ(m, k)e(mτ)y
−keγ
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is an almost holomorphic modular form of weight (b+/2 +m+ − b−/2−m−, 0). If λw+ is
nonzero then the integral over y at s = 0 in theorem 7.1 is equal to
∑
k
2cδ(λ
2/2, k)
(
n
2|zv+ ||λw+ |
)h−h+−h−−j−k+b+/2+m+−3/2
×
×Kh−h+−h−−j−k+b+/2+m+−3/2(2πn|λw+ |/|zv+ |).
If h− h+ − h− − j − k + b+/2 +m+ = 1 this is equal to
√
2cδ(λ
2/2)
|zv+|
n
exp(−2πn|λw+ |/|zv+ |).
Proof. We know that
cδ,λ2/2(y) =
∑
k
cδ(λ
2/2, k)yb
+/2+m+−k exp(−2πλ2y/2).
and therefore when s = 0 the integral over y in theorem 7.1 is∫
y>0
∑
k
cδ(λ
2/2, k) exp(−πn2/2yz2v+ − 2πyλ2w+)yh−h
+−h−−j+b+/2+m+−k−5/2dy.
We can evaluate this integral using the formula∫
y>0
exp(−β/y − αy)yν−1dy = 2(β/α)ν/2Kν(2
√
αβ)
([E, IT vol 1, p. 313, 6.3.17]) which is valid if α and β are both positive.
So we put
α = −2πλ2w+
β = −πn2/2z2v+
ν = h− h+ − h− − j − k + b+/2 +m+ − 3/2
and find that the integral over y has the value stated in the lemma. The special case
h − h+ − h− − j − k + b+/2 +m+ = 1 follows from the fact the K−1/2(z) = K1/2(z) =√
π/2z exp(−z). This proves lemma 7.2.
Lemma 7.3. Suppose that λw+ = 0 and
F (τ) = y−b
+/2−m+FM (τ) =
∑
γ∈M ′/M
∑
m∈Q
∑
k≥0
cγ(m, k)e(mτ)y
−k
is an almost holomorphic modular form of weight (b+/2 +m+ − b−/2−m−, 0). Then the
integral over y in theorem 7.1 is equal to
∑
k
cδ(λ
2/2, k)
(
πn2
2z2
v+
)h−h+−h−−s−j−k+b+/2+m+−3/2
×
× Γ(−h+ h+ + h− + j + k − b+/2−m+ + s+ 3/2).
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Proof. We are given that
cδ,λ2/2(y) =
∑
k
cδ(λ
2/2, k)yb
+/2+m+−k exp(−2πyλ2/2).
and λw+ = 0 (so λ = λw−) and therefore the integral over y in 7.1 is equal to∫
y>0
∑
k
cδ(λ
2/2, k) exp(−πn2/2yz2v+)yh−h
+−h−−j−k+b+/2+m+−s−3/2dy/y
=
∑
k
cδ(λ
2/2, k)
(
πn2
2z2v+
)h−h+−h−−s−j−k+b+/2+m+−3/2
×
×
∫
y>0
exp(−y)y−h+h++h−+j+k−b+/2−m++s+3/2dy/y
=
∑
k
cδ(λ
2/2, k)
(
πn2
2z2
v+
)h−h+−h−−s−j−k+b+/2+m+−3/2
×
× Γ(−h+ h+ + h− + j + k − b+/2−m+ + s+ 3/2).
This proves lemma 7.3.
8. Anisotropic lattices.
The calculation of the Fourier expansion in section 7 depends on the existence of a
primitive norm 0 vector in M , which automatically exists whenever M is indefinite and of
dimension at least 5. We will later use this Fourier expansion to show that ΦM has various
local properties (such as being locally a polynomial, or holomorphic, or the real part of
a holomorphic function), and we would also like to show that ΦM has these properties in
dimensions at most 4 when the lattice M can be anisotropic. We show how to do this
in this section. The main idea is to embed the lattice M in larger lattices which have
primitive norm 0 vectors, and then show that the function ΦM is a linear combination of
restrictions of functions associated to these larger lattices.
Lemma 8.1 (the embedding trick). Given M , F , and p as in section 6 with M not
negative definite we can write ΦM (v, p, F ) as a linear combination of functions each of
which is the restriction to G(M) of a function of the form
ΦM⊕Mj (v, p, Fj)− singularities
where Mj is a nonzero negative definite even unimodular lattice, Fj is a modular form of
the same type as F and weight b+/2 +m+ − b−/2−m− − dim(Mj)/2, and p is extended
by projecting Rb
+,b−+dim(Mj) to Rb
+,b− . The lattices M ⊕Mj contain primitive norm 0
vectors.
Proof. We will write ΦM as a difference of two functions as in the lemma. We takeM1
and M2 to be the Niemeier lattices with root systems A
12
2 and A
8
3 with norms multiplied
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by −1, and we take F1(τ) = F2(τ) = F (τ)/24∆(τ). Then M1 and M2 are even and self
dual, the functions F1 and F2 are modular forms of the same type as F because ∆ is a
modular form of level 1, and
Θ¯M+M2(τ)F2(τ)− Θ¯M+M1(τ)F1(τ) = Θ¯M (τ)F (τ)
Θ¯M2(τ)− Θ¯M1(τ)
24∆(τ)
= Θ¯M (τ)F (τ).
If the functions ΦM⊕Mj (v, p, Fj) has no singularities along G(M) this would show that it
was equal to the difference ΦM⊕M2(v, p, F2)−ΦM⊕M1(v, p, F1) and lemma 8.1 would now
follow from this. In general they do have singularities corresponding to the negative norm
vectors of Mj , but we can get round this by first subtract the singularities corresponding
to nonzero vectors of Mj (given in theorem 6.2) before restricting.
We also need to check that that latticesM⊕Mj contain primitive norm 0 vectors. But
this follows immediately from the fact that these lattices are indefinite lattices (asM is not
negative definite) of dimension at least 5 (as Mj has dimension at least 8) and therefore
have nonzero norm 0 vectors. (It is not hard to prove the slightly stronger statement that
the lattices M ⊕Mj contain II1,1 as a direct summand.) This proves lemma 8.1.
9. Definite lattices.
Theorem 7.1 reduces the calculation of the Fourier expansion of ΦM to the case of
positive or negative definite latticesM . In this section we show how to do these calculations
in some cases. We get two different cases depending on whether the lattice M is positive
or negative definite.
In the case of a negative definite lattice we have to evaluate
∫
Θ¯M (τ, p)F (τ)dxdy/y
2
where Θ¯M is a holomorphic modular form of weight (m
− + b−/2, 0), so that F = FM is
a modular form of weight (−b−/2−m−, 0). In particular Θ¯MF is an almost holomorphic
modular function. So it is sufficient to evaluate the integral of any almost holomorphic
modular function.
The main idea for evaluating
∫
F (τ)dxdy/y2 for a modular function F is to write
F (τ)dxdy/y2 as d(ωdτ) = 2i∂ω
∂τ¯
dxdy for some modular form ω of weight (2, 0). Then we
can convert the integral of F (τ)dxdy/y2 over the subset Fw of the fundamental domain
F∞ of SL2(Z) into an integral of 2i∂ω∂τ¯ dxdy over the line y = w, |x| ≤ 1/2, which can
usually be evaluated explicitly.
We will show how to evaluate∫
SL2(Z)\H
F (τ)dxdy/y2
where F is an almost holomorphic function invariant under SL2(Z) (possibly with singu-
larities at cusps) and where the divergent integral is regularized as in section 6. Recall
that E2(τ) = E2(τ)− 3/πy is a non holomorphic modular form of weight 2.
Lemma 9.1. Any almost holomorphic SL2(Z)-invariant function g is a linear combination
of functions of the form F (τ)E2(τ)
n where F is a holomorphic function (possibly singular
at cusps) transforming like a modular form of weight −2n.
Proof. The coefficient F (τ) of the highest power y−n of 1/y transforms like a modular
form of weight equal to weight(g) − 2n, so we can subtract a multiple of F (τ)E2(τ)n to
reduce this highest power. Lemma 9.1 now follows by induction on this highest power.
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Theorem 9.2. The regularized divergent integral
∫
SL2(Z)\H
F (τ)E2(τ)
ndxdy/y2
for F a modular form of weight −2n which is holomorphic on H is the constant term of
E2(τ)
n+1F (τ)π/3(n+ 1).
Proof. We reproduce the proof of this given in [L-S-W]. The main point is that
F (τ)E2(τ)
ndxdy/y2 is an exact differential, equal to −d(F (τ)E2(τ)n+1πdτ/3(n+ 1)) be-
cause
∂E2(τ)
∂τ¯
= (1/2)(
∂
∂x
+ i
d
∂y
)(−3/πy) = 3i/2πy2
and dτ¯dτ = 2idxdy. This implies that the integral over Fw is equal (by Stokes’ theorem)
to ∫ −1/2+iw
x=1/2+iw
−F (τ)E2(τ)n+1πdτ/3(n+ 1).
This integral is the constant term of
F (τ)E2(τ)
n+1π/3(n+ 1).
The constant terms involving negative powers of y tend to zero as w tends to +∞
so we can drop them, and find that the regularized integral is the constant term of
E2(τ)
n+1F (τ)π/3(n+ 1). This proves theorem 9.2.
Corollary 9.3. If K is a negative definite even lattice of dimension b− and F is a modular
form of weight (−b−/2, 0) of type ρK which is holomorphic on H and meromorphic at the
cusps then
ΦK(·, 1, F ) = π
3
× constant term of Θ¯KFE2.
Proof. This follows immediately from theorem 9.2 and the fact that ΦK(·, 1, F ) is by
definition equal to the regularized integral of Θ¯KFdxdy/y
2 over a fundamental domain.
This proves corollary 9.3.
We now discuss the case of a positive definite lattice M , where we have to evaluate∫
Θ¯M (τ, p)F (τ)y
b+/2+m+dxdy/y2 where ΘM (τ, p) is now an almost holomorphic modular
form of weight (b+/2 + m+, 0) and F is an almost holomorphic modular form of weight
(−b+/2−m+, 0). If F is an almost holomorphic cusp form this is just the usual Peterson
inner product of ΘM and F , for which there is in general no known explicit finite elementary
formula. If the lattice M is one dimensional and generated by a vector of norm 2N > 0
and m+ = 0 we can usually evaluate the integral
∫
Θ¯M (τ)F (τ)y
−3/2dxdy
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explicitly using Zagier’s non holomorphic modular form G(τ) of weight 3/2. We recall the
basic properties of G from [Z]. We write H(n) for the Hurwitz class number of n, so that
G(τ) =
∑
n
H(n)qn = −1/12 + q3/3 + q4/2 + q7 + q8 + q11 + (4/3)q12 +O(q15).
The function G is defined by
G(τ) =
∑
n
H(n)qn +
∑
n
q−n
2 1
16π
√
y
∫
1≤u≤∞
exp(−4πun2y)du/u3/2
=
∑
n
H(n)qn +
1
16π
∑
n
q−n
2
∫
y≤u≤∞
exp(−4πun2)du/u3/2
so that
∂G
∂τ¯
=
1
16π
∑
n
q−n
2 ∂
∂τ¯
∫
y≤u≤∞
exp(−4πun2)du/u3/2
=
−i
32π
∑
n
exp(2πi(−n2(x+ iy))) exp(−4πn2y)/y3/2
=
−i
32π
y−3/2
∑
n
e¯(n2τ).
Zagier showed that G is a modular form for the group Γ0(4) of weight 3/2.
We now convert G into a level 1 modular form G1 of type ρM where M is generated
by a vector of norm 2.
Lemma 9.4. There is a function G1 with the following properties.
1. G1(τ) is a (non holomorphic) modular form of type ρ¯M and weight (3/2, 0).
2. ∂G1(τ)∂τ¯ =
−i
16πy
−3/2Θ¯M (τ).
Proof. If
∑
n c(n, y)e(nx) is any modular form of weight 3/2 mod 2 satisfying the “plus
space” condition c(n, y) = 0 for y 6= 0,−1 mod 4 then e0(
∑
n c(4n, y)e(nx))+e1
∑
n c(4n−
1, y)e((n− 1/4)x) is a vector valued modular form of type ρ¯M , as follows from the proof
of theorem 5.4 of [E-Z]. (Formula (16) on page 64 of [E-Z] is equivalent to the definition
of a modular form of type ρ¯M .) If we apply this construction to G we get a modular form
G1 of weight 3/2 and type ρ¯M . The statement about the derivative of G1 follows from
the calculation of the derivative of G above and the fact that if we apply this construction
to
∑
n e¯(n
2τ) we get Θ¯M (τ) This proves lemma 9.4.
Lemma 9.5. Let N be a positive integer and let M be the lattice generated by a vector
of norm 2N . There is a function GN with the following properties.
1. GN (τ) is a (non holomorphic) modular form of type ρ¯M and weight (3/2, 0).
2. ∂G(τ)∂τ¯ =
−i
√
N
16π y
−3/2Θ¯M (τ).
Proof. Roughly speaking, we construct GN from G1 in the same way that Θ2N is
constructed from Θ2 = θ0e0 + θ1e1 (where we write Θ2N for the theta function of a lat-
tice generated by a vector of norm 2N). Define U to be the representation of dimension
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2|SL2(Z)/Γ0(N)| = 2σ1(N) obtained by restricting ρ2 to the double cover of Γ0(N) and
then inducing back up toMp2(Z) and define V to be the space spanned by all the functions
of the form θj((aτ + b)/d) for ad = N , j = 0, 1 so there is a natural map from U onto V .
There is also a map from the space of ρM to V given by taking ΘM to its components (usu-
ally neither injective nor surjective). As all these representations are completely reducible
we can find a morphism from U to ρM such that the image of the functions θj((aτ + b)/d)
is ΘM . We define GN to be the image of the components of G1((aτ + b)/d) under the
complex conjugate of this map. This proves lemma 9.5.
Corollary 9.6. LetM be a one dimensional lattice generated by a vector of norm 2N > 0.
Suppose F is a modular form of type ρM and weight (1/2, 0) which is holomorphic on H.
Then the regularized integral∫
SL2(Z)\H
Θ¯M (τ)F (τ)y
−3/2dxdy
is equal to the the constant term of
−8π√
N
F (τ)GN (τ)
where GN is the holomorphic part of GN .
Proof. As F is holomorphic on H we see from lemma 9.5 that
−i√N
16π
Θ¯M (τ)F (τ)y
−3/22idxdy = d (GN (τ)F (τ)dτ)
and we can now complete the proof as in theorem 9.2. This proves corollary 9.6.
10. Lorentzian lattices.
We work out the functions ΦM in the case when M is Lorentzian. There are two
obvious differences between this case and other lattices. Firstly the projection λv+ is
always 0, while for most other lattices it is generically nonzero, so we need to use the
alternative formula of lemma 7.3 rather than that of lemma 7.2. Secondly the singularities
of ΦM occur on sets of codimension b
+ = 1 so the set of nonsingular points is disconnected.
This means the formula for ΦM we get is only valid in one component of the nonsingular
points, and we get “wall crossing formulas” telling us how the formula for ΦM changes as
we cross a singular hypersurface.
The main result (theorem 10.3) of this section is that if m+ = 0 then ΦM is the
restriction of a piecewise polynomial on the Lorentzian space. We can divide Lorentzian
(or hyperbolic) space up into a system of “Weyl chambers” (which are sometimes, but not
usually, Weyl chambers for a reflection group) and on each Weyl chamber ΦM is given
by a polynomial. The polynomials of adjacent Weyl chambers are related by a “wall
crossing formula” similar to the one appearing in Donaldson theory. When the polynomial
is linear it is given by taking inner products with some vector, called a Weyl vector, which
is sometimes the Weyl vector for a generalized Kac-Moody algebra. We prove the main
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result by calculating ΦM in a Weyl chamber explicitly and finding that it is given by a
rational function, possibly with a pole along a certain divisor. We show this pole does not
exist by calculating ΦM via different Weyl chamber and finding that if we add a polynomial
to it then its only possible singularity lies on a different divisor.
We choose notation as in section 6, and we take M to be a Lorentzian lattice so that
K is negative definite. We let C be one of the two cones of positive norm vectors of K⊗R,
and call it the positive cone. We assume that z (if it exists) is in the closure of C. We can
identify the Grassmannian G(M) with the norm 1 vectors in C. If a vector v ∈ G(M) is
represented by a norm 1 vector v1 = (mµ,m, n) ∈ M ⊗R then a short calculation shows
that µ is the same as the vector µ in section 5, and the other things in 7.1 are given by
zv+ = (z, v1)v1/v
2
1 = m(mµ,m, n)
z2v+ = m
2
w+ = 0.
We put p(x) = xm
+
1 p
−(x) where p− has degree (0, m−). So pw,h+,h− = 0 if h+ 6= m+, and
we put p−
w,h−
= pw,m+,h− .
We need to use Bernoulli polynomials whose properties we now recall from [E, vol. 1,
1.13]. We define Bm(x) by Bm(x) = 0 if m < 0, B0(x) = 1 and
Bm(x) = −m!
∑
n6=0
e(nx)/(2πin)m
for m > 0 and they have the properties
1. Bm(x+ 1) = Bm(x)
2. B′m(x) = mBm−1(x) for x /∈ Z or m 6= 1, 2.
3. If 0 ≤ x < 1 then Bm(x) is the Bernoulli polynomial Bm(x) of degree m unless x = 0
and m = 1 in which case B1(0) = 0, and in particular B0(x) = 1, B1(x) = x− 1/2 for
x 6= 0, B2(x) = x2 − x+ 1/6, and B3(x) = x3 − 3x2/2 + x/2.
4. If m ≥ 0 then Bm(x + 1) − Bm(x) = mxm−1; in other words Bm(x) “jumps down”
by mxm−1 as x crosses the origin.
Lemma 10.1. If m ∈ Z and x ∈ R then the analytic continuation of the function
∑
n6=0
e(nx)
nm|n|s
is meromorphic for all s ∈ C and its value at s = 0 is 0 if m < 0 and −(2πi)mBm(x)/m!
if m ≥ 0.
Proof. This follows from [E vol 1, 1.11, formulas 14,17,18] because the expression
above is equal to F (e(x), m+ s) + (−1)mF (e(−x), m+ s) in the notation of [E]. (There is
a misprint in formula (18): the factor (2πi) should be (2πi)m.)
We can now find a finite formula for ΦM (v, p, FM).
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Theorem 10.2. Take notation as above. If v is represented by a norm 1 vector (µm,m, n)
in a Weyl chamber W , then
√
2|zv+ |ΦM (v, p, FM) is given by
m+!(z2v+)
m+
(4π)m+
ΦK(w, pw,m+,m+ , FK)+
+
∑
h≥0
∑
h−
h!(−z2v+/π)h
(2i)m++h−
(
m+
h
)(
h−
h
)∑
j
∑
λ∈K′
(−∆)j(p¯w,m+,h−)(w(λ))
(8π)jj!
×
×
∑
δ∈M′/M
δ|L=λ
∑
k
cδ(λ
2/2, k)×
×
(
π
2z2
v+
)h−h−−j−k−1
Γ(−h+ h− + j + k + 1)×
× −(2πi)
−m++h−+2j+2k+2B−m++h−+2j+2k+2((λ, µ) + (δ, z′))
(−m+ + h− + 2j + 2k + 2)! .
Proof. In the case of Lorentzian lattices the projection λv+ is always 0 and h
+ = m+.
This means that the formula for ΦM in theorem 7.1 and lemma 7.3 can be simplified as
follows. √
2|zv+ |ΦM (v, p, FM)
=
m+!(z2v+)
m+
(4π)m+
ΦK(w, pw,m+,m+ , FK)+
+2
∑
h≥0
∑
h−
h!(−z2v+/π)h
(2i)m++h−
(
m+
h
)(
h−
h
)∑
j
∑
λ∈K′
(−∆)j(p¯w,m+,h−)(w(λ))
(8π)jj!
×
×
∑
δ∈M′/M
δ|L=λ
∑
k
cδ(λ
2/2, k)×
×
(
π
2z2
v+
)h−h−−s−j−k−1
Γ(−h+ h− + j + k + s+ 1)×
×
∑
n>0
e((nλ, µ))e(n(δ, z′))nm
++h−−2h(n2)h−h
−−s−j−k−1.
If we change the sign of n, λ, and δ in the summand above it is unaltered because c−δ =
(−1)m−+m+cδ, pw,m+,h−(w(−λ)) = (−1)m−+h−pw,m+,h−(w(λ)), and (−n)h−+m+−2h =
(−1)h−+m+nh−+m+−2h. Therefore we can replace the sum over n > 0 above by half the
sum over n 6= 0 without affecting the value of the expression.
We can evaluate the sum over n 6= 0 in finite terms using Bernoulli polynomials and
lemma 10.1 as follows:
1
2
∑
n6=0
e((nλ, µ))e(n(δ, z′))nm
++h−−2h(n2)h−h
−−s−j−k−1
=
−(2πi)−m++h−+2j+2k+2B−m++h−+2j+2k+2((λ, µ) + (δ, z′))
2(−m+ + h− + 2j + 2k + 2)! .
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Substituting this into the formula for ΦM proves theorem 10.2.
We now show that roughly speaking there is a lot of unexpected cancelation in the
sum for ΦM .
Theorem 10.3. On the interior of each Weyl chamber ΦM is the restriction of a polyno-
mial on M ⊗R of degree at most m− −m+ + 2kmax + 1 where kmax is the largest value
of k with a nonvanishing coefficient cγ(n, k), (and is 0 if this degree is negative).
Proof. By the embedding trick of section 8 we can embed M in larger lattices which
have a norm 0 vector z, and also have the property that the only polynomials fixed by
Aut(M,F,C) are powers of (λ, λ) and are therefore constant on the space of norm 1
vectors, and can write ΦM as a linear combination of similar functions on these larger
lattices. Hence we may assume that M has these properties.
We already know that ΦM (v1) restricted to a Weyl chamber extends to a rational
function which is a quotient of a polynomial by a power of z2v+ = (v1, z)
2 by theorem 10.2,
because (λ, µ) = (λ, v1)/|zv+ |. So we first have to show that this rational function does not
have a pole along |zv+ | = (z, v1) = 0. Suppose that we choose two Weyl chambers in the
same positive cone containing 2 different primitive norm 0 vectors z1 and z2, and let Φ1
and Φ2 be the rational functions that restrict to ΦM on the 2 Weyl chambers. (If we have
one primitive norm 0 vector z1 we can always find another linearly independent one z2 as
follows: take any lattice vector which has nonzero inner product with z1, add a rational
multiple of z1 to make its norm zero, then multiply it by a rational number to make it
primitive.) We know that Φ1(v) and Φ2(v) are rational functions whose only poles lie on
the two different irreducible divisors. On the other hand by the wall crossing formula 6.3
we know that Φ1 −Φ2 is a polynomial, so that Φ1 and Φ2 have the same singularities. As
they have no singularities in common they must both be polynomials. Hence ΦM is the
restriction of a polynomial on Lorentzian space.
Now we need to bound the degree of this polynomial. We note that by the wall crossing
formula 6.3 the functions Φ1 and Φ2 on 2 Weyl chambers differ by a polynomial of degree
m−−m++2kmax+1, so it is sufficient to show that this is a bound on the degree in some
Weyl chamber. Firstly, ifm−−m++2kmax+1 < −1 then the Bernoulli polynomials vanish
in theorem 10.2 because h−+2j ≤ m−, so ΦM is zero. Secondly, if m−−m++2kmax+1 =
−1 then the Bernoulli polynomials in theorem 10.2 are constant, so the expression in
theorem 10.2 is a polynomial vanishing to order at least 2 along zv+ = 0. On the other hand
ΦM is constant because it is a polynomial invariant under Aut(M,F,C) up to addition
of constants by the wall crossing formula, so if it is nonzero then
√
2|zv+ |ΦM (v, p, FM)
vanishes to order at most 1 along zv+ = 0. This is a contradiction, so ΦM must be
identically zero. Thirdly, suppose that m− −m+ +2kmax+1 ≥ 0. Then the image of ΦM
is the space of polynomial functions on hyperbolic space modulo the polynomial functions
of degree at most m− −m+ + 2kmax + 1 is fixed under Aut(M,F,C) by the wall crossing
formula, and hence must be a constant. So ΦM is the sum of a constant and a polynomial
of degree at most m− −m+ + 2kmax + 1 ≥ 0 and hence is a polynomial of degree at most
m− −m+ + 2kmax + 1.
This completes the proof of theorem 10.3.
In particular if p = 1 and F is holomorphic on H, so that k = 0 and m+ = 0, then
by theorem 10.3 ΦM (v, 1, F ) extends to a homogeneous piecewise linear function. In this
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case we define the Weyl vector ρ(M,W,F ) by
8
√
2π(ρ(M,W,F ), v) = |v|ΦM (v/|v|, 1, F )
where v is a vector in the Weyl chamber W . The factor of 8
√
2π is put in to give the Weyl
vector good integrality properties, and is the constant in corollary 6.4. We now derive
an explicit formula for the Weyl vector of any Weyl chamber whose closure contains a
primitive norm 0 vector. Suppose that z is a norm 0 vector of M and z′ is a vector of
M ′ with (z, z′) = 1. We write vectors of M ⊗R in the form (v,m, n) with v ∈ K ⊗R,
m,n ∈ R, so that (v,m, n) has norm v2+2mn+m2z′2. We have z = (0, 0, 1), z′ = (0, 1, 0).
(Warning: if v ∈ K this does not imply that (v, 0, 0) ∈M .) Choose a Weyl chamber W of
M whose closure contains z, and write (v,W ) > 0 if v ∈M ⊗R has positive inner product
with all elements in the interior of W .
Theorem 10.4. The Weyl vector ρ(M,W,F ) is equal to (ρ, ρz′, ρz) = ρ+ρz′z
′+ρzz with
ρ = −1
2
∑
λ∈K′,(λ,0,0)∈M′
(λ,W )>0
cδ(λ
2/2)λ
ρz′ = constant term of Θ¯K(τ)FK(τ)E2(τ)/24
ρz = −ρz′z′2/2 + 1
2
∑
λ∈K′
(λ,W )>0
∑
δ∈M′/M
δ|L=λ
cδ(λ
2/2)B2((δ, z
′)).
Proof. We have h = h− = m+ = m− = j = k = 0 and B2(x) = x2 − x + 1/6 for
0 ≤ x ≤ 1 so theorem 10.2 simplifies to
√
2|zv+ |ΦM (v, 1, FM)
=ΦK(·, 1, FK)+
+ 4
∑
λ∈K′
(λ,W )>0
∑
δ∈M′/M
δ|L=λ
(
π
2z2v+
)−1
cδ(λ
2/2)×
× π2
(
((λ, µ) + (δ, z′))2 − ((λ, µ) + (δ, z′)) + 1/6
)
where we take µ so that (λ, µ) is small and positive, and we always take the value of (δ, z′)
with 0 ≤ (δ, z′) < 1.
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Hence for all m > 0 and all µ ∈ K we have (using |zv+ | = m)
m(µ, ρ) +mρz + ρz′/2m+mρz′z
′2/2−mρz′µ2/2
=((mµ,m, 1/2m−mz′2/2−mµ2/2), (ρ, ρz′, ρz))
=
1
8π
√
2
ΦM ((mµ,m, 1/2m−mz′2/2−mµ2/2), 1, FM)
=
1
16πm
ΦK(·, 1, FK)+
+
1
16π
∑
λ∈K′
(λ,W )>0
∑
δ∈M′/M
δ|L=λ
cδ(λ
2/2)×
× 8π
(
((λ,mµ) +m(δ, z′))2/m− ((λ,mµ) +m(δ, z′)) +m/6
)
.
Now we compare coefficients of both sides, considered as functions of m and µ. By com-
paring the coefficients of 1/m and using 9.3 we see that
ρz′ =
1
8π
ΦK(·, 1, FK) = constant term of Θ¯K(τ)FK(τ)E2(τ)/24.
By comparing the terms linear in mµ we see that
ρ =
1
2
∑
λ∈K′
(λ,W )>0
∑
δ∈M′/M
δ|L=λ
cδ(λ
2/2)(2(δ, z′)− 1)λ
=
−1
2
∑
λ∈K′,(λ,0,0)∈M′
(λ,W )>0
cδ(λ
2/2)λ
because the terms with nonzero values of (δ, z′) cancel out in pairs. By comparing coeffi-
cients of m we see that
ρz + ρz′z
′2/2 =
1
2
∑
λ∈K′
(λ,W )>0
∑
δ∈M′/M
δ|L=λ
cδ(λ
2/2)
(
(δ, z′)2 − (δ, z′) + 1/6
)
.
This proves theorem 10.4.
We can get an extra identity as follows by comparing the terms quadratic in µ.
Theorem 10.5. Suppose K is a negative definite even lattice of dimension b− and FK is
an automorphic form of weight (−b−/2, 0) and type ρK which is holomorphic on the upper
half plane and meromorphic at the cusps with Fourier expansion
FM (τ) =
∑
λ∈K′
cλ(λ
2/2)e(τλ2/2)eλ
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with integral Fourier coefficients. Then the numbers cλ(λ
2/2) are the coefficients of a
vector system (see below) of index the constant term of Θ¯K(τ)FK(τ)E2(τ)/24.
Proof. We recall from [B95] that a vector system is a set of numbers c(λ) for λ ∈ K ′
which are zero for all but a finite number of λ such that
1. c(λ) = c(−λ).
2.
∑
λ∈K′ c(λ)(λ, µ)
2 = −2mµ2 for some constant m (called the index of the vector
system).
(We drop the condition in [B95] that the c(λ)’s should be nonnegative from the defi-
nition of a vector system, and we get an extra sign because K is negative definite rather
than positive definite.) The first condition follows from the fact that c−λ(n) = cλ(n). The
second condition follows because if we compare the terms in the identity above that are
quadratic in µ and linear in m we find that
ρz′µ
2 = −
∑
λ∈K′
(λ,W )>0
∑
δ∈M′/M
δ|L=λ
cδ(λ
2/2)(λ, µ)2.
(This extra identity is in some sense equivalent to the part of theorem 10.3 that says that
the function ΦM (v, 1, FM) is a polynomial rather than a rational function.) This proves
theorem 10.5.
By theorem 6.5 of [B95] the coefficients cλ(λ
2/2) can be used to define an almost
holomorphic Jacobi form of index m by an infinite product.
It is also useful to know the inner product (ρ(M,W,F ), λ) for positive norm vectors
λ ∈W . These inner products can be evaluated in terms of theta functions as follows.
Theorem 10.6. Suppose λ is a primitive norm 2N > 0 vector in the closure of a Weyl
chamber of the Lorentzian lattice M , and suppose that F is a modular form of type ρM
which is holomorphic on H. Then the inner product
(λ, ρ(M,W,F ))
is the constant term of
−F (τ)GN (τ)ΘM,λ(τ)
where ΘM,λ is the modular form of type ρM⊗ρ¯2N given by the theta functions of sublattices
of M whose vectors have given inner product with λ.
Proof. We have |λ| = 2N , so by definition of the Weyl vector, the inner product
(λ, ρ(M,W,F )) is equal to the regularized integral
√
2N
8
√
2π
∫
Θ¯M (τ, λ/|λ|, 1)F (τ)y1/2dxdy/y2.
We substitute in
ΘM (τ, λ/|λ|, 1) = ΘM,λ(τ)Θ2N (τ)
and use corollary 9.6 to evaluate the integral as a constant term. This proves theorem
10.6.
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Example 10.7. Take M = II1,25, F (τ) = 1/∆(τ) = q
−1 + 24 +O(q), N = 1 so that
λ has norm 2. Recall that G1(τ) = e0(−1/12 + q/2 + O(q2)) + e1(q3/4/3 +O(q7/4)). Let
c(n) be the number of vectors of norm −n in the dual of λ⊥ ∩ II1,25. Then we see that
(ρ(M,W,F ), λ) is the constant term of
−(q−1 + 24 + · · ·)(−1/12 + (1/3)q3/4 + (1/2)q + · · ·)(1 + c(1/2)q1/4 + c(2)q + · · ·)
which is −c(1/2)/3 + 3/2 + c(2)/12.
11. Congruences for positive definite lattices.
Theorem 12.1 of [B95] states that if M is a nonzero positive definite even unimodular
lattice then the constant term of ΘM (τ)/η(τ)
dim(M) is divisible by 24, which is a general-
ization of the well known fact that the number of roots of a Niemeier lattice is divisible by
24. In this section we find analogues of this congruence for lattices of higher determinant,
and also find a few other congruences. The main idea for finding these congruences is
as follows. By the results of the previous section we can often write the inner product
(ρ(M,W,F ), λ) as a linear combination of coefficients of some theta function with ratio-
nal coefficients. On the other hand the Weyl vector ρ(M,W,F ) tends to have integrality
properties; for example, it often belongs toM ′. Therefore its inner product with λ is often
integral, and this gives us congruences involving the coefficients of theta functions.
Lemma 11.1. Suppose that K is a negative definite even lattice and let (N) be the
ideal of Z generated by the inner products of vectors of K. Then the vector (0, 0, N) of
M = K ⊕ II1,1 is in the lattice generated by the norm −2 vectors of M that are not in
2M ′.
Proof. If v, w ∈ K then
(0, 0, (v, w)) = −(0, 1,−1)+(v, 1,−1−v2/2)+(w, 1,−1−w2/2)−(v+w, 1,−1−(v+w)2/2)
is in the lattice generated by norm −2 vectors of M that are not in 2M ′. This proves
lemma 11.1 because by assumption N is a linear combination of the numbers (v, w).
Theorem 11.2. Suppose that K is a negative definite even lattice of dimension b− and
let (N) be the ideal of Z generated by the inner products of vectors of K. Suppose that
F is a modular form of weight (−b−/2, 0) and type ρK which is holomorphic on H and
meromorphic at the cusps and all of whose Fourier coefficients cγ(m, 0) for m < 0 are
integral. Then the constant term of NF (τ)Θ¯K(τ) is divisible by 24. (If K is positive
definite then we get the same result by changing the sign of K, except that now F has
type ρ¯K and the constant term of NF (τ)ΘK(τ) is divisible by 24.)
Proof. We letM be the Lorentzian latticeK⊕II1,1, with a norm 0 vector z = (0, 0, 1).
By the wall crossing formula 6.4 any two Weyl vectors differ by an element of M ′, and in
particular if σ ∈ Aut(M,F,C) then σ(ρ)− ρ lies in M ′ because σ(ρ) is also a Weyl vector.
The Weyl vector ρ(M,W,F ) has integral inner product with every norm −2 vector r of M
not in 2M ′ because reflection σ in the hyperplane r⊥ lies in Aut(M,F,C) and hence takes
ρ to σ(ρ) = ρ+ (ρ, r)r so (ρ, r)r ∈ M ′. As r is a primitive vector of M ′ this implies that
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(ρ, r) ∈ Z. By lemma 11.1 this implies that ρ has integral inner product with (0, 0, N).
By theorem 10.4 this inner product is the constant term of NF (τ)Θ¯K(τ)E2(τ)/24. As
E2(τ) ≡ 1 mod 24 the constant term of NΘ¯K(τ)F (τ) is divisible by 24. This proves
theorem 11.2.
Example 11.3. If we let K be a nonzero even positive definite unimodular lattice of
dimension 24n and take F to be ∆(τ)−n we recover the result that the constant term of
ΘK(τ)/∆(τ)
n is divisible by 24.
Example 11.4. The Weyl vector of the first infinite product of example 13.7 lies in
M ′ but not in M .
Example 11.5. IfM = K⊕II1,1 then we see from the explicit formula for ρ(M,W,F )
that it is always true that 24ρ(M,W,F ) ∈ M ′. If we take M = II1,1 and F = 1 then the
smallest multiple of the Weyl vector in M = M ′ is 24ρ(M,W,F ), so in this case there is
no better congruence.
Example 11.6. Take K to be a one dimensional lattice generated by an element of
norm −2. If r is any norm 2 vector in an even unimodular positive definite lattice then
the theta function of r⊥ is a modular form of type ρK , whose coefficients are all even
except for the constant term. If we apply this to the Niemeier lattices with root systems
A241 and A
12
2 we get modular forms e0(1 + 46q + O(q
2)) + e1(O(q
7/4)) and e0(1 + 66q +
O(q2))+e1(2q
3/4+O(q7/4)) whose difference e0(20q+O(q
2))+e1(2q
3/4+O(q7/4)) has even
coefficients. Dividing by 2∆(τ) we get a modular form F (τ) = e0(10+O(q))+ e1(q
−1/4 +
O(q3/4)) of weight −1/2, type ρK , and integer coefficients. Then the constant term of
Θ¯KF (τ) is 12, so in this case we cannot omit the factor of N = 2 in the congruence of
theorem 11.2 for the lattice K. This also gives an example where the Weyl vector does
not lie in M ′ even though F has integral coefficients.
The congruences above depend on looking at the inner product of a Weyl vector with
a norm 0 vector. We can also get congruences by looking at the inner product of a Weyl
vector with a positive norm vector and using theorem 10.6.
Example 11.7. Let λ be a norm 2 vector in II1,25 as in example 10.7. We saw there
that (ρ(M,W,F ), λ) = −c(1/2)/3 + 3/2 + c(2)/12. As ρ(M,W,F ) ∈ II1,25 this number
must be an integer. Any even 25 dimensional unimodular positive definite lattice is of the
form λ⊥ ∩ II25,1 for some norm −2 vector λ ∈ II25,1, and its dual has norm 1/2 vectors
if and only if it is not the sum of a Niemeier lattice and a one dimensional lattice. Hence
we see that if K is any even positive definite lattice which is not the sum of a Niemeier
lattice and a one dimensional lattice then the number c(2) of norm 2 vectors is congruent
to 6 mod 12.
Example 11.8. More generally, suppose that K of dimension greater than 1 is the
orthogonal complement in II1,1+8n of a primitive norm 2N > 0 vector λ ∈ II1,1+8n,
and let F be any (complex valued) modular form of level 1 and weight −4n < 0 which
is holomorphic on H, meromorphic at the cusps, and has integer coefficients. Then the
constant term of
Θ¯KGNF
is an integer. This follows easily from theorem 10.6, with M = K ⊕ II1,1, because the
Weyl vector ρ(M,W,F ) lies in M =M ′ by the argument used in 11.2.
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12. Hyperbolic reflection groups.
In this section we give a sufficient condition for a Lorentzian lattice to have a reflection
group of finite index in its automorphism group, or in other words for the reflection group
to be arithmetic. We give some examples to show that this seems to account for most (and
possibly all) of the known examples of Lorentzian lattices with this property.
Theorem 12.1. Suppose M is a Lorentzian lattice of dimension 1 + b−. Suppose that
F is a modular form of type ρM and weight (1/2 − b−/2, 0) which is holomorphic on H
and meromorphic at cusps and all of whose Fourier coefficients cλ(m) are real for m < 0.
Finally suppose that if cλ(λ
2/2) 6= 0 and λ2 < 0 then reflection in λ⊥ is in Aut(M,F,C).
Then Aut(M,F,C) is the semidirect product of a reflection subgroup and a subgroup fixing
the Weyl vector ρ(M,W,F ) of a Weyl chamber W . In particular if the Weyl vector has
positive norm then the reflection group of M has finite index in the automorphism group
and has only a finite number of simple roots. If the Weyl vector has zero norm but is
nonzero then the quotient of the automorphism group of M by the reflection subgroup has
a free abelian subgroup of finite index. (Warning: If we want the Weyl vector to be a Weyl
vector in the usual sense of reflection groups, so that (ρ(M,W,F ), r) = r2/2 for all simple
roots r, we may need to multiply the simple roots r by nontrivial factors, so that they are
not necessarily primitive vectors of M .)
Proof. By assumption, reflection in any wall of a Weyl chamber is in Aut(M,F,C)
and takes any Weyl chamber to the Weyl chamber on the other side of the wall. Therefore
the group generated by these reflections is a hyperbolic reflection group acting transitively
on the Weyl chambers of F . Then the group Aut(M,F,C) is the semidirect product
of this reflection subgroup by the subgroup fixing a Weyl chamber (which also fixes the
corresponding Weyl vector).
If the Weyl vector has positive norm, then the subgroup fixing it has finite order. As
Aut(M,F,C) has finite index in Aut(M), it then follows that the reflection group of M
has finite index in its automorphism group. Similarly if the Weyl vector has zero norm
but is nonzero then the group fixing it has a free abelian subgroup of finite index. This
proves theorem 12.1.
Example 12.2. Take M to be the lattice II1,9, II1,17, or II1,25 and take F (τ) to be
E4(τ)
2/∆(τ), E4(τ)∆(τ), or 1/∆(τ). Then the conditions of theorem 12.1 are satisfied,
and the Weyl vector has norm 1240, 620, or 0 in the 3 cases. Hence the first 2 lattices
have reflection groups of finite index in their automorphism groups, and II1,25 has a norm
0 Weyl vector for its reflection group. This was first proved by Conway [C] using the fact
that the Leech lattice has covering radius
√
2. Conway’s proof can be run in reverse to
deduce that the Leech lattice has covering radius
√
2 from the fact that the reflection group
of II1,25 has a norm 0 Weyl vector.
Example 12.3. Take M to be the even sublattice of I1,25−n. We take F to be
ΘDn(τ)/∆(τ). Then F satisfies the condition of theorem 12.1 if n = 4 or n ≥ 6. In
particular we recover Vinberg and Kaplinskaja’s result [V-K] that the reflection group of
I1,25−n has finite index for n ≥ 6. (For n = 4 this does not show that the reflection group
of I1,21 has finite index in its automorphism group as the automorphism group of I1,21
has index 3 in that of its even sublattice and in particular not all reflections of the even
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sublattice of I1,21 are reflections of I1,21.)
Example 12.4. Take M to be BW ⊕ II1,1 where BW is the 16 dimensional Barnes-
Wall lattice, and take F to be ΘE8(2)(τ)/∆(τ). Then the Weyl vector has norm 0, so this
case is similar to that of II1,25: the reflection group has a norm 0 Weyl vector.
Example 12.5. Take M to be the even Lorentzian lattice of dimension 20 and
determinant 3, and take F to be ΘE6/∆. Then we see that the reflection group of M has
finite index in the automorphism group.
Example 12.6. More generally suppose M is any primitive sublattice of II1,25 with
the property that any negative norm vector of M ′ that is the projection of a norm −2
vector of II1,25 is a root. Then if we take F to be the theta function of M
⊥ ∩ II1,25
divided by ∆(τ) it satisfies the conditions of theorem 12.1, so the reflection group of M
has a Weyl vector, and is arithmetic if this Weyl vector has positive norm.
13. Holomorphic infinite products.
Suppose that b+ = 2, p = 1 (so m+ = m− = 0), and yF (τ) is holomorphic, so that
cγ(n, k) = 0 for k 6= 0. Then we see from theorem 6.2 that the function ΦM (v, 1, F ) has
logarithmic singularities. This suggests that we should try to exponentiate ΦM . It turns
out that ΦM = log |ΨM | for a certain multi-valued automorphic form, which is holomorphic
if the numbers cγ(n) satisfy certain positivity and integrality conditions. Moreover we can
write ΦM as an explicit infinite product for each cusp corresponding to a norm 0 vector of
M , and can explicitly describe all the zeros of ΨM . The special case whenM is unimodular
is the main result of [B95].
We recall some facts about hermitian symmetric spaces and set up some notation.
We let M be any even lattice of signature (2, b−). We choose a continuously varying
orientation on the 2 dimensional positive definite subspaces of M ⊗R; there are 2 ways to
do this. We put a complex structure on the Grassmannian ofM as follows. If XM and YM
are an oriented orthogonal base of some element v of G(M) then we map v to the point
ZM = XM+iYM ∈M⊗C representing a point of the complex projective space P(M⊗C).
This identifies G(M) with an open subset of P(M ⊗ C) in a canonical way, and gives
G(M) a complex structure invariant under the subgroup OM (R)
+ of index 2 of OM (R)
of elements preserving the orientation on the 2 dimensional positive definite subspaces, or
equivalently of elements whose spinor norm has the same sign as the determinant. There
is a principal C∗ bundle P over this hermitian symmetric space, consisting of the norm
0 points ZM = XM + iYM ∈ M ⊗C such that XM and YM form an oriented base of an
element of G(M). The fact that ZM = XM + iYM has norm 0 is equivalent to saying that
XM and YM are orthogonal and have the same norm. We define an automorphic form of
weight k on G(M) to be a function ΨM on P which is homogeneous of degree −k and
invariant under some subgroup Γ of finite index of Aut(M)+. More generally if χ is a
one dimensional representation of Γ then we say Ψ is an automorphic form of character
χ if ΨM (σ(ZM )) = χ(σ)Ψ(ZM ) for σ ∈ Γ. (Automorphic forms of weight k can also be
thought of as sections of the line bundle corresponding to the principal C∗ bundle P and
the representation z → z−k of the structure group C∗.)
Now suppose that we have selected a norm 0 vector z ∈M and a vector z′ ∈M ′ with
(z, z′) = 1. We let K be the lattice (M ∩z⊥)/Zz, and we identify K⊗R with the subspace
M⊗R∩z⊥∩z′⊥ ofM⊗R (which we can do as each element of this subspace represents an
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element of K⊗R). This identifies K with a subgroup of M ⊗R, but this is not in general
a subgroup of M . The lattice K is Lorentzian so K ⊗ R has 2 components of positive
norm vectors. We let C be the open positive cone in K⊗R, determined as follows: if XM ,
YM is an oriented basis of some element of G(M) with (YM , z) = 0, (XM , z) > 0, then YM
represents a positive norm vector of K ⊗R whose component only depends on z and the
choice or orientation. This open cone C is called the positive cone.
If λ ∈ K ⊗C, m,n ∈ C, we write (λ,m, n) for the point λ +mz′ + nz ∈ M ⊗C, so
that z = (0, 0, 1), z′ = (0, 1, 0), and (λ,m, n)2 = λ2 + 2mn +m2z′2. We can embed the
set of points Z = X + iY of K ⊗C with imaginary part Y in C into P by mapping Z to
the unique norm 0 point ZM = (Z, 1,−Z2/2 − z′2/2) having inner product 1 with z and
projection Z in K. If we compose this map with the natural projection from P to G(M)
we get an isomorphism from K⊗R+iC to G(M), and in particular any automorphic form
ΨM is determined by its restriction Ψz to the image of K ⊗R+ iC in P . More explicitly,
if ΨM is an automorphic form of weight k then we define Ψz(Z) for Z ∈ K ⊗R+ iC by
Ψz(Z) = ΨM (ZM ) = ΨM ((Z, 1,−Z2/2− z′2/2)).
If Ψz is a function given by the restriction of an automorphic form of weight k as above then
we will also call Ψz an automorphic form of weight k. (Warning: the action of Aut(M,F )
on K ⊗R+ iC is not the restriction of the action on P .)
If Z = X + iY ∈ K ⊗R+ iC represents a point v of G(M) as above, then (with the
notation of section 5)
XM = (X, 1, Y
2/2−X2/2− z′2/2)
YM = (Y, 0,−(X, Y ))
zv+ = (zv+ , XM)XM/X
2
M + (zv+ , YM )YM/Y
2
M =
(X, 1, Y 2/2−X2/2− z′2/2)
Y 2
z2v+ = 1/Y
2
µ = X ∈ K ⊗R
w+is spanned by Y ∈ K ⊗R
λw+ = (λ, Y )Y/Y
2 (for λ ∈ K ′)
|λw+ | = |(λ, Y )||zv+ |.
Lemma 13.1. Suppose that Ψz is a holomorphic function on K ⊗ R + iC such that
A(log |Ψz(Z)|+k log |Y |+B) is the restriction of a function ΦM on P that is homogeneous
of degree 0 and invariant under a subgroup Γ of finite index in Aut(M)+ for some integer
k and real numbers A 6= 0 and B. Then Ψz(Z) = ΨM ((Z, 1,−Z2/2 − z′2/2)) for an
automorphic form ΨM which is holomorphic on P and of weight k for some one dimensional
unitary representation χ of Γ.
Proof. Extend Ψz to a holomorphic function ΨM on P that is homogeneous of degree
−k. Then the function |Ψ(XM+iYM )||YM |k is homogeneous of degree 0 and so is invariant
under the action of Γ on P by the assumption in the lemma. But then the function
|ΨM (XM + iYM )/ΨM (σ(XM + iYM ))| = (|YM |/|σ(YM)|)−k = 1 is constant for any fixed
47
σ ∈ Γ, so ΨM (σ(ZM )) = χ(σ)ΨM (ZM ) for some constant χ(σ) of absolute value 1. It is
obvious that χ(σ1σ2) = χ(σ1)χ(σ2), so χ is a one dimensional unitary representation of
Γ. Therefore Ψz is the restriction of a holomorphic function ΨM on P of degree −k which
transforms under Γ according to χ. This proves lemma 13.1.
Lemma 13.2. The constant term at s = 0 of
Γ(s+ 1/2)π−s−1/2(2z2v+)
s
∑
n>0
e(nδ/N)
n2s+1
forN ∈ Z, N > 0, δ ∈ Z/NZ is − log(1−e(δ/N)) if δ 6= 0 and log |zv+ |−Γ′(1)/2−log(
√
2π)
if δ = 0.
Proof. If δ 6= 0 the function is holomorphic at s = 0 and the series is just a series for
a logarithm. If δ = 0 then we can work out the constant term at s = 0 by multiplying
together the following series:
π−1/2Γ(s+ 1/2) = 1 + s(Γ′(1)− 2 log(2)) +O(s2)
π−s = 1− s log(π) +O(s2)
(2z2v+)
s = 1 + s log(2z2v+) +O(s
2)∑
n>0
1
n1+2s
= ζ(1 + 2s) =
1
2s
− Γ′(1) +O(s)
where Γ′(1) = −.57721 = limn→∞(log(n)−1/1−1/2−· · ·−1/n) is Euler’s constant. This
proves lemma 13.2.
Theorem 13.3. SupposeM is an even lattice of signature (2, b−) and F is a modular form
of weight 1− b−/2 and representation ρM which is holomorphic on H and meromorphic at
cusps and whose coefficients cλ(m) are integers for m ≤ 0. Then there is a meromorphic
function ΨM (ZM , F ) for Z ∈ P with the following properties.
1. ΨM (ZM , F ) is an automorphic form of weight c0(0)/2 for the group Aut(M,F ) with
respect to some unitary character χ of Aut(M,F ).
2. The only zeros or poles of ΨM lie on the rational quadratic divisors λ
⊥ for λ ∈ M ,
λ2 < 0 and are zeros of order ∑
0<x∈R
xλ∈M′
cxλ(x
2λ2/2).
(or poles if this number is negative).
3.
log |ΨM (ZM , F )| = −ΦM (ZM , 1, F )
4
− c0(0)
2
(log |YM |+ Γ′(1)/2 + log
√
2π)
4. ΨM is a holomorphic function if the orders of all zeros in item 2 above are nonnegative.
If in addition M has dimension at least 5, or if M has dimension 4 and contains no 2
dimensional isotropic sublattice, then ΨM is a holomorphic automorphic form. If in
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addition c0(0) = b
− − 2 then the only nonzero Fourier coefficients of ΨM correspond
to vectors of K of norm 0.
5. For each primitive norm 0 vector z of M and for each Weyl chamber W of K the
restriction Ψz(Z, F ) has an infinite product expansion converging when Z is in a
neighborhood of the cusp of z and Y ∈W which is some constant of absolute value
∏
δ∈Z/NZ
δ 6=0
(1− e(δ/N))cδz/N(0)/2
times
e((Z, ρ(K,W, FK)))
∏
λ∈K′
(λ,W )>0
∏
δ∈M′/M
δ|L=λ
(1− e((λ, Z) + (δ, z′)))cδ(λ2/2).
(The vector ρ(K,W, FK) is the Weyl vector, which can usually be evaluated explicitly
using the theorems in section 10.)
Proof. We first assume that M has a primitive norm 0 vector z. We pick a vector
z′ ∈M ′ with (z′, z) = 1. We use theorem 7.1 to see that ΦM (v, 1, F ) is the constant term
at s = 0 of the following expression (note that m+ = m− = h+ = h− = h = j = k = 0).
ΦM (v, 1, F )
=
1√
2|zv+ |
ΦK(w, 1, FK)+
+
√
2
|zv+ |
∑
n>0
∑
λ∈K′
e((nλ, µ))
∑
δ∈M′/M
δ|L=λ
e(n(δ, z′))×
×
∫
y>0
cδ(λ
2/2) exp(−πn2/2yz2v+ − 2πyλ2w+)y1−s−5/2dy
For v given by a norm 0 vector (X+ iY, 1,−(X+ iY )2/2− z′2/2) ∈M ⊗C we use lemmas
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7.2 and 7.3 to see that this is the constant term at s = 0 of
8π
|zv+ |
(Y/|Y |, ρ(K,W, FK))+
+
√
2
|zv+ |
∑
n>0
∑
δ∈Z/NZ
e(nδ/N)
(
πn2
2z2
v+
)−s−1/2
cδz/N (0)Γ(s+ 1/2)+
+
√
2
|zv+ |
∑
n>0
∑
λ∈K′
λ 6=0
e((nλ, µ))
∑
δ∈M′/M
δ|L=λ
e(n(δ, z′))
√
2|zv+ |
n
×
× exp(−2πn|λw+|/|zv+ |)cδ(λ2/2)
=8π(Y, ρ(K,W, FK))+
+2
∑
δ∈Z/NZ
cδz/N (0)Γ(s+ 1/2)π
−s−1/2(2z2v+)
s
∑
n>0
e(nδ/N)
n2s+1
+
+2
∑
λ∈K′
λ 6=0
∑
n>0
e((nλ,X))
∑
δ∈M′/M
δ|L=λ
e(n(δ, z′)) exp(−2πn|(λ, Y )|) 1
n
cδ(λ
2/2).
If we apply lemma 13.2 we see that this is equal to
8π(Y, ρ(K,W, FK))+
+c0(0)(log(z
2
v+)− Γ′(1)− log(2π)) + 2
∑
δ∈Z/NZ
δ 6=0
cδz/N(0)(− log(1− e(δ/N)))+
+4
∑
λ∈K′
(λ,W )>0
∑
δ∈M′/M
δ|L=λ
−cδ(λ2/2) log |1− e ((λ,X) + (δ, z′) + i|(λ, Y )|)| .
Comparing this with Ψz defined by the infinite product for in 13.3 we see that
ΦM (v, 1, F ) = −4 log |Ψz(Z, F )| − 4c0(0)
2
(log |Y |+ Γ′(1)/2 + log
√
2π).
This means that Ψz satisfies the conditions of lemma 13.1, which shows that the function
ΨM defined in 13.1 and 13.3 is an automorphic form of weight k = c0(0)/2, and also shows
that its restriction Ψz(Z) has the infinite product expansion in 13.3.
This proves theorem 13.3 in the case when M has a primitive norm 0 vector z. If
M has no primitive norm 0 vector (which can only happen if M has dimension at most
4) we have to show the existence of the holomorphic function ΨM . This follows from the
embedding trick (section 8) by using theorem 13.3 applied to the larger lattice we embed
M in. (There is no need to prove anything about Fourier expansions because these do not
exist when M has no primitive norm 0 vectors!)
We can work out the zeros and poles of ΨM using the singularity theorem 6.2,
because these are singularities of ΦM . More precisely we see that the singularities of
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−4 log |ΨM (ZM , F )| are of the form∑
λ∈M′∩(Z,1,∗)⊥
λ 6=0
−cλ(λ2/2) log(λ2v+)
and as
log(λ2v+) = log((λ,XM/|XM |)2 + (λ, YM/|YM |)2) = 2 log |(λ, ZM)| − 2 log |YM |
we see that ΨM has zeros and poles as stated in theorem 13.3.
The statements in part 4 of 13.3 follow from the Koecher boundedness principle and
the theory of singular weights. This proves theorem 13.3.
Remark. The character χ in 13.3 is often nontrivial. It can often be worked out
explicitly as follows. If σ is the reflection of some negative norm root of M in Aut(M,F )+
then χ(σ) is 1 or −1 if ΨM has a zero of even or odd order along the divisor of points
fixed by σ, and the order of this zero can be worked out using theorem 13.3. Hence if the
abelianization of Aut(M,F )+ is generated by such reflections this completely determines
χ. In this case χ has order 1 or 2, but in general it can sometimes have higher order; for
example, when F is the theta function of a one dimensional lattice and Ψz is the square
of the Dedekind η function it has order 12.
Corollary 13.4. Suppose K is an even Lorentzian lattice of signature (1, b− − 1) such
that either K has dimension at least 3, or K is anisotropic of dimension 2. Suppose that F
is a modular form of weight (b−/2− 1/2,−1/2) and type ρK such that all the coefficients
cδ(m) of F are nonnegative integers for m < 0. Then the Weyl vector ρ(K,W, F ) of any
Weyl chamber lies in the closure of the positive cone of K ⊗R.
Proof. We letM be the latticeK⊕II1,1, and consider the automorphic form Ψz(Z, F ).
By theorem 13.3 this is a holomorphic function transforming like an automorphic form. By
the assumption on K the Koecher boundedness principle applies to Ψz, so Ψz is holomor-
phic and therefore all its nonzero Fourier coefficients correspond to vectors in the closure
of the positive cone of K ⊗R. But the coefficient of ρ(K,W, F ) is nonzero, so ρ(K,W, F )
lies in the closure of the positive cone. This proves corollary 13.4
Example 13.5. Take K = II1,1 and let F (τ) = j(τ)− 744 = q−1 + 196884q+ · · · be
the elliptic modular function minus 744. Then the Weyl vector does not lie in the closure
of the positive cone. If we try to apply the proof above, we find that Ψz is essentially
j(σ) − j(τ) which is holomorphic at finite points but has singularities at infinity, so the
Koecher boundedness principle does not hold for this function. This shows that the result
of corollary 13.4 is not true for 2 dimensional lattices which are not anisotropic.
Example 13.6. The two functions in example 13.7 have Weyl vectors which are 0
or are nonzero norm 0 vectors in the closure of the positive cone, and there are examples
with Weyl vectors in the interior of the positive cone.
We now give some examples of the infinite products constructed in theorem 13.3. For
other examples which follow from 13.3 see [B92], [B95], and [G-N].
Example 13.7. We will recover the denominator formula of the fake monster super-
algebra used in [B96] to show that the moduli space of Enriques surfaces is quasiaffine. As
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a bonus we get a second denominator formula for another rank 10 superalgebra with no
real roots.
We take the lattice M to be the maximal even sublattice of I2,10, so that M
′/M is
isomorphic to Z/2Z× Z/2Z. We denote the elements of this group by 00, 01, 10, and 11,
with the element 11 having norm 1/2 mod Z and the others having norm 0. We define a
modular form F =
∑
γ eγfγ of weight (−4, 0) and representation ρM by setting
f00(τ) = 8η(2τ)
8/η(τ)16 = 8 + 128q + 1152q2 + · · ·
f10(τ) = f01(τ) = −8η(2τ)8/η(τ)16 = −8− 128q − 1152q2 − · · ·
f11(τ) =8η(2τ)
8/η(τ)16 + η(τ/2)8/η(τ)16 = q−1/2 + 36q1/2 + 402q3/2 + · · ·
(This behaves correctly under S because η(−1/τ) = √τ/iη(τ), and the only nontrivial
thing to check for the transformations under T is that all integral powers of q of f11(τ)
vanish.)
By theorem 13.3 the function Ψz(Z) = Ψz(Z, F ) is a holomorphic automorphic form
of weight c00(0)/2 = 4, whose only zeros are zeros of order 1 at the divisors of norm -1
vectors of M ′ (coming from the coefficient of q−1/2 in f11).
We will also work out the infinite product of Ψz at the cusps corresponding to primitive
norm 0 vectors of M . The lattice M has 2 orbits of primitive norm 0 vectors under
Aut(M,F ) = Aut(M), one of level N = 1 and one of level N = 2. The function Ψz has
singular weight 8/2 = 4 so it is a singular automorphic form and therefore the only nonzero
Fourier coefficients correspond to norm 0 vectors. As the Fourier coefficients of norm 0
vectors of the infinite products are easy to work out this means we can also work out the
Fourier coefficients of Ψz explicitly in the examples below.
Level 1 cusp: In this case we write M = K ⊕ II1,1, and take the level 1 norm 0 vector
z to be a primitive norm 0 vector of the II1,1. The lattice K is then the lattice of even
norm vectors of I1,9 of determinant 4. The Weyl vector of K is a primitive norm 0 vector
of K ′ which is half a characteristic vector of I1,9. Define c(n) by
∑
n
c(n)qn = f00(τ) + f11(τ) = q
−1/2 + 8 + 36q1/2 +O(q).
The infinite product in theorem 13.3 is
e((ρ, Z))
∏
λ∈K′
(λ,W )>0
(1− e((Z, λ)))±c(λ2/2)
=
∑
w∈G
det(w)e((w(ρ), Z))
∏
n
(1− e(n(w(ρ), Z)))(−1)n8
where the sign in the exponent is 1 if λ ∈ K or if λ has odd norm, and −1 if λ has even
norm but is not in K. The group G is the reflection group generated by reflections of the
norm −1 vectors of K. This is the denominator formula (see [R]) for the superalgebra of
superstrings on a 10 dimensional torus used in [B96] (and in [B92] page 415). In [B96] it is
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shown that Ψz can be considered as an automorphic form on the period space of Enriques
surfaces, vanishing exactly on the singular Enriques surfaces.
Level 2 cusp: In this case we decompose M as M = K ⊕ II1,1(2) with K = II1,9
of determinant 1 (coming from the decomposition I2,10 = II1,9 ⊕ I1,1) and take z to be
a primitive norm 0 vector of II1,1(2). The Weyl vector of K is now 0. The denominator
formula in this case is
∏
λ∈K
(λ,W )>0
(1− e((Z, λ)))c(λ2/2)(1 + e((Z, λ)))−c(λ2/2) = 1 +
∑
λ
a(λ)e((Z, λ))
where a(λ) is the coefficient of qn of
η(τ)16/η(2τ)8 = 1− 16q + 112q2 − 448q3 +O(q4)
if λ is n times a primitive norm 0 vector in the closure of the positive cone C, and 0
otherwise.
This is the denominator formula of another superalgebra of superstrings on a 10
dimensional torus. (More precisely it is the twisted denominator formula corresponding to
the automorphism which is 1 on the ordinary elements and −1 on the super elements; the
untwisted denominator formula is just 0 = 0.) This algebra is a generalized Kac-Moody
superalgebra whose simple roots are exactly the norm 0 vectors in the closure of the positive
cone, each of which has multiplicity 8 as both an ordinary root and as a super root. The
multiplicities of both the ordinary and the super root spaces of any other vector λ ∈ K
are both c(λ2/2). This superalgebra has no real roots, or in other words no tachyons (as
expected for some superstrings), and for each vector λ the ordinary and super root spaces
have the same dimension.
The two superalgebras above look quite different at first sight: they have different
root lattices, different Weyl vectors, one has trivial Weyl group and no real roots while the
other has an infinite number of real simple roots. However the denominator functions of
these two algebras are really the same function expanded about 2 different cusps.
Example 13.8. We will temporarily abandon our convention that modular forms
are level 1 and vector valued. Recall that in [B92] there are several infinite products in 2
variables whose exponents are coefficients of Hauptmoduls which turn out to be modular
functions of 2 variables. By lemma 2.6 we can construct a vector valued modular form
from any level N modular form, so by inserting this into theorem 13.3 we can find similar
infinite products corresponding to arbitrary modular functions. We will write out the case
when f is a modular form for Γ0(N) explicitly. Suppose f(τ) =
∑
n∈Z c(n)q
n is a complex
valued modular function for the group Γ0(N) with zero constant term c(0) = 0. We let
K be the lattice II1,1, and let M be the lattice generated by the norm 0 vectors z and z
′
which are orthogonal to K and have inner product N . Using theorem 13.3 and lemma 2.6
we find that the infinite product
e(ρσσ + ρττ)
∏
m>0
n∈Z
∏
d∈(Z/NZ)∗
(1− e(d/N)e(σmd)e(τnd))c(mn)
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is a modular function of 2 variables for some ρσ, ρτ .
Example 13.9. Suppose that f(τ) =
∑
n c(n)q
n is a modular function for the nor-
malizer Γ0(2)+ of Γ0(2) with vanishing constant term c(0) = 0. We let K be the lattice
generated by 2 norm 0 vectors having inner product 2, and we define a modular function
of type ρK by
f00(τ) = f(τ) + f(τ/2)/2 + f((τ + 1)/2)/2
f10(τ) = f01(τ) = f(τ/2)/2 + f((τ + 1)/2)/2
f11(τ) =f(τ/2)/2− f((τ + 1)/2)/2
Applying theorem 13.3 (with M = K ⊕ II1,1) we see that
e(ρσσ + ρτ τ)
∏
m>0,n∈Z
(1− e(mσ)e(nτ))c(mn)(1− e(2mσ)e(2nτ))c(2mn)
is a modular function of 2 variables (for some numbers ρσ and ρτ ). In particular if f is
the Hauptmodul for Γ0(2)+ we recover the denominator function for the baby monster Lie
algebra ([B92, section 10]). There are similar results if 2 is replaced by any prime, or more
generally by a square free integer.
14. The Shimura-Doi-Naganuma-Maass-Gritsenko-... correspondence.
Shimura’s correspondence [Sh] takes modular forms of half integral weight k + 1/2
to modular forms of integral weight 2k, which should be thought of as modular forms of
weight k for the group O2,1(R). Kohnen [Ko] modified Shimura’s correspondence to go
from a certain “plus space” to modular forms. Doi and Naganuma found a correspondence
from modular forms to Hilbert modular forms, which can be thought of as automorphic
forms on the group O2,2(R). Maass used a map from modular forms to automorphic forms
on the group Sp4(R), or equivalently on O2,3(R), in his work on the Saito-Kurokawa
correspondence [E-Z] (which is essentially the inverse of Shimura’s correspondence followed
by Maass’s correspondence). Gritsenko [Gr] generalized the Maass correspondence to go
to automorphic forms on O2,n(R). Oda [O] and Rallis and Schiffmann [R-S] had earlier
used the Howe correspondence to construct a map from automorphic forms on SL2 to
automorphic forms on orthogonal groups which includes Gritsenko’s correspondence.
In [B95] there is a generalization (in the level 1 case) of Gritsenko’s correspondence to
the case when the modular form is allowed to have singularities at cusps, so the automor-
phic form has poles on rational quadratic divisors. In this section we will find a similar
extension of all of the correspondences above, which works for forms which are allowed to
have poles at cusps (and for all lattices M of signature (2, b−)).
Lemma 14.1. If A is an integer then
∑
j
(−1)j
(
C
j
)
×
(
A− 2j + C −B − 1
A− 2j
)
=
∑
j
(−1)j
(
C
A− j
)(
B
j
)
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and in particular the sum on the left vanishes if B and C are nonnegative integers and
B + C < A.
Proof.
∑
j
(−1)j
(
C
A− j
)(
B
j
)
=coefficient of xA in (1 + x)C(1− x)B
=coefficient of xA in (1− x2)C(1− x)B−C
=
∑
j
coefficient of x2j in (1− x2)C × coefficient of xA−2j in (1− x)B−C
=
∑
j
(−1)j
(
C
j
)
× (−1)A−2j
(
B − C
A− 2j
)
=
∑
j
(−1)j
(
C
j
)
×
(
A− 2j + C −B − 1
A− 2j
)
This proves lemma 14.1.
Corollary 14.2. If C and m+ − h+ are integers such that 0 < C < m+ − h+ then
∑
j,m
j+m=C
(−1)j(m+ − h+ +m− j − 1)!
j!(m+ − h+ − 2j)!m! = 0.
Proof. We put B = 0 and A = m+ − h+ in lemma 14.1 and find
∑
j,m
j+m=C
(−1)j(m+ − h+ +m− j − 1)!C!
j!(m+ − h+ − 2j)!m!(C − 1)! =
(
C
m+ − h+
)
.
Corollary 14.2 follows immediately from this.
In the case of holomorphic forms the following theorem is essentially contained in the
results of [O], [R-S], and [Gr].
Theorem 14.3. We use notation as in section 13. Suppose M is an even lattice of
signature (2, b−) and F is an automorphic form of type ρM of weight 1 +m+ − b−/2 as
in section 6 which is holomorphic on H and meromorphic at cusps. Assume that m+ ≥ 1.
Then there is a meromorphic function ΨM (ZM , F ) with the following properties.
1. ΨM is a meromorphic automorphic form of weight m
+.
2. The only singularities of ΨM are poles of order m
+ along divisors of the form λ⊥ for
λ ∈M ′.
3. ΨM (ZM , F ) =
1
2
(−|YM |)−m+ΦM (ZM/|YM |, p, F ), where p(x++x−) = (ix+1 −x+2 )m
+
.
4. If all the coefficients cγ(m) of F vanish for m < 0 then ΨM is a holomorphic function.
If in addition M has dimension at least 5, or if M has dimension 4 and contains no 2
dimensional isotropic sublattice, then ΨM is a holomorphic automorphic form.
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5. If z is a primitive norm 0 vector of M and we choose notation as in sections 6 and 13
then for sufficiently large |Y | and m+ > 1 the Fourier expansion of Ψz(Z, F ) is given
by
−
∑
δ∈Z/NZ
cδz(0)
∑
0<ǫ≤N
Nm
+−1e(δǫ/N)Bm+(ǫ/N)/2m
++
+
∑
n>0
∑
λ∈K′
(λ,W )>0
e((nλ, Z))nm
+−1 ∑
δ∈M′/M
δ|L=λ
e(n(δ, z′))cδ(λ2/2)
and for m+ = 1 it is given by the expression above plus the constant function
−ΦK(Y/|Y |, x+2 , FK)/2
√
2.
Proof. We first suppose that M has a primitive norm 0 vector z and work out the
Fourier expansion of ΦM at the cusp of z. The Fourier expansion of theorem 7.1 simplifies
in the following ways. We need the formula
Kn+1/2(z) =
√
π/2z exp(−z)
∑
0≤m≤n
(2z)−m
(n+m)!
m!(n−m)!
valid for n a nonnegative integer [E vol 2 section 7.2.6 formula (40)]. We would like to
extend it to be valid for n = −1, which we can arrange by taking the sum over all m ≥ 0
with the convention that (−1)!/(−1)! = 1. Using 7.2 and substituting in this formula we
see that if λw+ 6= 0 then the integral over y in 7.1 for s = 0 is equal to
2cδ(λ
2/2)
(
n
2|zv+ ||λw+ |
)−h+−j+m+−1/2
K−h+−j+m+−1/2(2πn|λw+|/|zv+ |)
(as k = h = h− = 0, b+ = 2) which is equal to
2cδ(λ
2/2)
(
n
2|zv+ ||λw+ |
)−h+−j+m+−1/2
×
×
√
π|zv+ |/4πn|λw+| exp(−2πn|λw+ |/|zv+ |)×
×
∑
0≤m
(4πn|λw+|/|zv+ |)−m
(−h+ − j +m+ − 1 +m)!
m!(−h+ − j +m+ − 1−m)! .
We are given that if λ ∈ K ⊗R then
p(v(λ)) = im
+
(λ,X/|Y |+ iY/|Y |)m+
=
∑
h+
(λ,X)h
+
(
m+
h+
)
i2m
+−h+ |Y |−m+(λ, Y )m+−h+
=
∑
h+
(λ, zv+)
h+
(
m+
h+
)
i2m
+−h+ |Y |2h+−m+(λ, Y )m+−h+
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so that
pw,h+,0(w(λ)) =
(
m+
h+
)
i2m
+−h+ |Y |h+(λ, Y/|Y |)m+−h+ .
As a consequence we see that
(−∆)j(p¯w,h+,0)(w(λ))
=(−1)jih+−2m+
(
m+
h+
)
(m+ − h+)!
(m+ − h+ − 2j)! |Y |
h+(λ, Y/|Y |)m+−h+−2j .
If we substitute these into the Fourier expansion of ΦM given in theorem 7.1 we find
that ΨM (ZM , F ) as defined in part 3 of 14.3 is given by
(−1)m+(P1 + P2 + P3)/2
where
P1 =
|Y |−m+√
2|zv+ |
ΦK(Y/|Y |, (ix+2 )m
+
, FK)
is the term involving ΦK , P2 is the sum of the terms with λ = 0, and
P3 =
√
2
|zv+ ||Y |m+
∑
n>0
∑
λ∈K′
λ 6=0
e((nλ, µ))nh
+ ∑
δ∈M′/M
δ|L=λ
e(n(δ, z′))
∑
h+
ih
+−2m+
(
m+
h+
)
(2i)−h
+×
×
∑
j
(−1)j
j!(8π)j
(m+ − h+)!
(m+ − h+ − 2j)! |Y |
h+(λ, Y/|Y |)m+−h+−2j×
× 2cδ(λ2/2)
(
n
2|zv+ ||λw+ |
)−h+−j+m+−1/2
×
×
√
π|zv+|/4πn|λw+| exp(−2πn|λw+ |/|zv+ |)×
×
∑
0≤m
(4πn|λw+|/|zv+ |)−m
(−h+ − j +m+ − 1 +m)!
m!(−h+ − j +m+ − 1−m)!
is the sum of the terms with λ 6= 0.
Fortunately most of the terms in P3 cancel. If we fix h
+ and a value of of C = j +m
and compare the expression for P3 with corollary 14.2 and use the fact that
1
(8π)j
(4πn|λw+|/|zv+ |)−m(λ, Y/|Y |)−2j
(
n
2|zv+ ||λw+ |
)−j
=
( |zv+ |
4πn|λw+|
)m+j
depends on m and j only through m + j we see that all the terms in P3 with C > 0, or
equivalently with m 6= 0 or j 6= 0, cancel out. We then find that the only factors involving
h+ are of the form ∑
h+
(2i)−h
+
(
m+
h+
)
nh
+ |Y |h+(λ, Y/|Y |)−h+ih+
nh+(|2zv+ ||λw+ |)−h+
=
∑
h+
(
m+
h+
)(
(Y, λ)
|(Y, λ)|
)−h+
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which is equal to 0 if (λ, Y ) < 0 (because m+ > 0) and to 2m
+
if (λ, Y ) > 0. If we put
these simplifications into the expression for P3 we find
P3 =
√
2
|zv+ ||Y |m+
∑
n>0
∑
λ∈K′
(λ,W )>0
e((nλ, µ))
∑
δ∈M′/M
δ|L=λ
e(n(δ, z′))(−1)m+×
× (λ, Y/|Y |)m+cδ(λ2/2)×
× 2
(
n
2|zv+ ||λw+ |
)m+−1/2
×
×
√
π|zv+ |/4πn|λw+| exp(−2πn|λw+|/|zv+ |)
=2(−1)m+
∑
n>0
∑
λ∈K′
(λ,W )>0
e((nλ, µ))nm
+−1 ∑
δ∈M′/M
δ|L=λ
e(n(δ, z′))×
× cδ(λ2/2) exp(−2πn|(λ, Y )|)
=2(−1)m+
∑
n>0
∑
λ∈K′
(λ,W )>0
e(n(λ,X + iY ))nm
+−1 ∑
δ∈M′/M
δ|L=λ
e(n(δ, z′))cδ(λ2/2).
We work out the constant term P2 as follows. Note that for ℜ(s) large the expression
for the terms with λ = 0 is the limit of the expression for some nonzero λ as λ tends to 0.
Hence we can work out P2 by taking the expression for P3, changing n
m+−1 to nm+−1−2s,
and taking the constant term at s = 0 of its analytic continuation. If we do this we find
that
P2 = 2(−1)m
+ ∑
δ∈M′/M
δ|L=0
cδ(0)
∑
n>0
nm
+−1−2se(n(δ, z′))
= 2(−1)m+
∑
δ∈Z/NZ
cδz(0)
∑
0<ǫ≤N
∑
n≥0
(Nn+ ǫ)m
+−1−2se(δǫ/N)
= 2(−1)m+
∑
δ∈Z/NZ
cδz(0)
∑
0<ǫ≤N
Nm
+−1e(δǫ/N)
∑
n≥0
(n+ ǫ/N)m
+−1−2s
= 2(−1)m+
∑
δ∈Z/NZ
cδz(0)
∑
0<ǫ≤N
Nm
+−1e(δǫ/N)(−Bm+(ǫ/N)/m+)
by [E, 1.10, formulas (1) and (11)].
We work out the term P1. We know that
P1 = (|Y |−m
+
/
√
2|zv+ |)ΦK(Y/|Y |, (x+2 )m
+
, FK).
By theorem 10.3 the function ΦK(∗, (x+2 )m
+
, F ) is a polynomial of degree m− − m+ +
2kmax + 1 = 1−m+ and so P1 is zero if m+ > 1. If m+ = 1 then we see by theorem 10.3
that ΦK is a constant, and as |Y ||zv+ | = 1 we see that P1 is ΦK(Y/|Y |, x+2 , FK)/
√
2.
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If we add together the expressions we have found for P1, P2, and P3 we obtain the
Fourier expansion of theorem 14.3.
In the case when M has no primitive norm 0 vector z we can show that Ψ is holomor-
phic by using the embedding trick in section 8 as in the proof of 13.3.
We can work out the singularities of ΨM directly from theorem 6.2. The function
(ix1−x2)m+ is harmonic, so by 6.2 we find that the function ΨM has a singularity of type
(−1)m+
2
∑
λ∈M′∩v⊥
0
λ 6=0
cλ(λ
2/2)(iλ, Z¯/|Y |)m+(2π|(λ, Z/|Y |)|2)−m+Γ(m+)
=
∑
λ∈M′∩v⊥
0
(λ,W )>0
cλ(λ
2/2)(m+ − 1)!
(2πi(λ, Z/|Y |))m+
so in particular we see that the singularities are all poles of order exactlym+ along rational
quadratic divisors.
This proves theorem 14.3.
Example 14.4. We will work out a case of the singular Shimura correspondence
explicitly. We restrict to the case when F has weight 1/2 +m+ for m+ even and assume
that F has type ρK where K is a one dimensional lattice generated by a vector of norm
2. Such modular forms are equivalent to modular forms of level 4 satisfying Kohnen’s plus
space condition; see [E-Z] chapter 5 or [K]. The Shimura correspondence takes forms of
weight m++1/2 to forms of weight 2m+, but the correspondence above in the case b− = 1
takes forms of weight m+ + 1/2 to forms of weight m+. The reason for this factor of 2
between the two weights is that we are constructing forms on O2,1(R), and the map from
SL2(R) to the identity component of O2,1(R) is a double cover. Hence we pick up a factor
of 2 in the weights (which are essentially representations of the maximal torus) when we go
from O2,1(R) to SL2(R). Theorem 14.3 then implies that if f(τ) =
∑
c(n)qn is a modular
form for Γ0(4) of weight m
+ + 1/2 such that c(n) vanishes unless n ≡ 0, 1 mod 4 then
ΨM (τ) =
−c(0)Bm+
2m+
+
∑
n
∑
m
qmnnm
+−1c(m2)
is a modular form of weight 2m+. When f is holomorphic this is a special case of theorem
1 of [K]. Theorem 14.3 says that it is still correct even if f has poles at the cusps, although
the function ΨM will then have poles of order m
+ at some quadratic irrationals.
For our explicit example of this we want F (τ) to be a weight 5/2 modular form of
level 4 of the form q−3 +O(q) satisfying Kohnen’s plus space condition, so we define F (τ)
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by
E(τ) =
∑
n>0,n odd
σ1(n)q
n = q + 4q3 + 6q5 · · ·
θ(τ) =
∑
n∈Z
qn
2
= 1 + 2q + 2q4 + · · ·
F (4τ) = E(τ)θ(τ)(θ(τ)4− 2E(τ))(θ(τ)4 − 16E(τ))E8(4τ)/∆(4τ) + 6720
∑
n
H(2, n)qn
= q−3 + 64q − 32384q4 + 131535q5 − 4257024q8 + 11535936q9 +O(q12)
=
∑
n
c(n)qn
(where H(2, n) is Cohen’s function [Co]) so that F has weight 5/2. Applying theorem 14.3
we see that ΨM (τ, F ) is a modular form of weight 2(5/2− 1/2) = 4, with a singularity of
type (2π)−23−1(τ − ω)−2 at a cube root of unity ω and a zero at the cusp i∞. Hence we
find that ΨM (τ) must be
64∆(τ)/E4(τ)
2 = 64(q − 504q2 + 180252q3 − 56364992q4 +O(q5))
=
∑
n
b(n)qn.
The Fourier expansion in theorem 14.3 states that b(n) =
∑
d|n dc(n
2/d2), which can be
checked explicitly in the example above.
The function ∆(τ)/E4(τ)
2 can also be written as an infinite product whose exponents
are given by coefficients of a modular form of weight 1/2 with a pole at the cusp; see
theorem 14.1 and the examples following it in [B95].
More generally, the classical Shimura correspondence works well for forms of weight
m+ + 1/2 at least 5/2, but behaves strangely for weight 3/2 (the images of cusp forms
need not be cusp forms) and very badly for weight 1/2. We see that this odd behavior in
low weights is caused by the term involving ΦK , which is a piecewise polynomial of degree
at most 1 −m+, so it vanishes for weights at least 5/2. For weight 3/2 it adds an extra
constant (so the image of a cusp form need not be a cusp form) and in weight 1/2 it adds
a linear term, which is essentially the Weyl vector in theorem 13.3. In the case considered
by Maass and Gritsenko with b− > 2 and holomorphic functions F , we see that the term
involving ΦK always vanishes except when b
− = 3 and F has weight 1/2.
15. Examples related to mirror symmetry and Donaldson polynomials.
Example 15.1. Take M to be the lattice II3,19 and take F to be E4(τ)/∆(τ) =
q−1 + 264 + 8244q + 139520q2 + O(q3). Then the function ΦM (v, 1, F ) is a function on
the Grassmannian G(M) invariant under Aut(II3,19) whose only singularities are on the
subspaces of the form r⊥ for r2 = −2. Recall that the period space of Ricci flat metrics
of volume 1 on a marked K3 surface is exactly the set of points where this function ΦM
is nonsingular. (See [B-P-V, chapter 8, sections 11-14].) Hence the function ΦM can be
thought of as a function on the moduli space of K3 surfaces with a Ricci flat metric.
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Todorov and Jorgenson [J-T] have announced the construction of similar functions by
taking a regularized determinant of a Laplacian operator on a K3 surface; it seems natural
to conjecture that the function ΦM (v, 1, F ) can be constructed in the same way. See also
[HM96].
Example 15.2. Similarly we can take M to be the lattice II4,20 and again take F
to be E4(τ)/∆(τ). Then we get a function ΦM on the moduli space of “K3 surfaces with
a B-field modulo mirror symmetry”, which is (more or less) the quotient by Aut(II4,20)
of the subset of the Grassmannian G(M) of points not orthogonal to a norm −2 vector of
M . See [A-M] for more details.
Example 15.3. There seems to be some connection between the automorphic forms
with singularities on hyperbolic space (which are piecewise polynomials by 10.3) and Don-
aldson polynomials for 4-manifolds with b+ = 1. If we can find an automorphic form with
singularities with the same wall crossing formula as a Donaldson piecewise polynomial in-
variant then we can subtract them to obtain a polynomial invariant of the 4-manifold not
depending on the choice of chamber. We will give an example where it is possible to do
this.
In [D] Donaldson defines an invariant for 4-manifolds with b+ = 1 which is essentially
a piecewise linear function on the space H2 ⊗R (where H2 is the second homology group
of the manifold). Define the Weyl chambers to be the components of positive norm vectors
which are not orthogonal to any norm −1 vector. Donaldson shows that his invariant is
given by the inner product by a fixed vector ρ(W ) on the interior of each Weyl chamber
W , and satisfies the wall crossing formula ρ(W1) = ρ(W2) + 2r if r is a norm −1 vector
such that r⊥ is the wall between W1 and W2 and which has positive inner product with
W1.
Suppose that the second homology group is isometric to I1,b− , and suppose that
b− ≤ 9. Then there is a Weyl vector for the reflection group generated by norm −1 vectors
(given by the Weyl vector of example 13.7 when b− = 9), and these Weyl vectors satisfy
the same wall crossing formulas as the Weyl vectors defining Donaldson’s invariant (up to
a factor of 2). Hence if we subtract the singular automorphic form corresponding to these
Weyl vectors from Donaldson’s invariant we get a function whose wall crossing formulas
are all 0 and is therefore a polynomial. So if b− ≤ 9 we can find an invariant of the
manifold given by a linear function which does not depend on the choice of Weyl chamber.
This is in some sense a sort of average of the Donaldson polynomials of the different Weyl
chambers.
Donaldson worked out his invariant in the cases when the manifold is either P2(C)
blown up at 9 points, or a Dolgachev surface (when b− = 9). Donaldson’s results imply
that in the first case the invariant polynomial is 0 and in the second case the invariant
polynomial is nonzero. (Donaldson used this to show that the two manifolds are not
diffeomorphic even though they are homeomorphic.)
When b− ≥ 10 Donaldson’s piecewise linear function does not always seem to be the
same as one of the automorphic forms with singularities in this paper.
16. Open problems.
Problem 16.1. In theorem 12.1 we give a sufficient condition for a Lorentzian lattice
to have a reflection group of finite or virtually free abelian index in its automorphism
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group. Is this also a necessary condition? Can it be used to classify the Lorentzian lattices
with this property? (Nikulin showed that the number of such lattices is essentially finite.)
Problem 16.2. A closely related question is that of finding all “interesting” gener-
alized Kac-Moody algebras. It is not quite clear what “interesting” should mean, but it
should certainly include cases when the denominator function is an automorphic form of
singular weight, and possibly all cases when the denominator function is an automorphic
form. These appear to correspond roughly to cases when the Lorentzian lattice M has a
reflection subgroup with a norm 0 Weyl vector. (However there are also many cases when
the generalized Kac-Moody algebra has no real roots so does not obviously correspond
to some reflection group acting on M .) Gritsenko and Nikulin [G-N] have recently writ-
ten several preprints giving many examples of automorphic forms related to generalized
Kac-Moody superalgebras.
Problem 16.3. If we take the lattice to be of signature (2,1) or (2,2) then we get
lots of examples of meromorphic sections of line bundles over modular curves or Hilbert
modular surfaces with known zeros and poles from theorem 13.3. More generally we can
get meromorphic functions on some higher dimensional varieties in the same way. Can
these be used to give interesting relations between elements of the Picard or Ne´ron-Severi
groups represented by the divisors of zeros of these sections? In particular is it possible to
prove the Gross–Zagier theorem along these lines?
Problem 16.4. We have worked throughout with quadratic forms over the integers.
It seems natural to ask if everything can be extended to quadratic forms over the rings of
integers of algebraic number fields and function fields. There is one obvious major problem
in carrying out any extension: because of the Koecher boundedness principle, holomorphic
automorphic forms with poles at cusps are rare in higher dimensions. For example, they
do not exist for SL2 of any totally real number field other than the rational numbers, so
it is unclear how to extend the results to Hilbert modular varieties. However it may be
possible to do something with SL2 of the integers of a real quadratic field or a quaternion
algebra over the rational numbers, when the corresponding symmetric space is hyperbolic
space of dimension 3 or 5.
Problem 16.5. Describe how the correspondence in this paper behaves under the
action of Hecke operators. (This is another place where it would probably be easier to
use the Weil representation over the adeles.) In the holomorphic cases correspondences
such as the Shimura correspondence [Sh] take eigenforms to eigenforms, but for forms
with singularities this statement is usually vacuous as eigenforms do not exist in general.
A possible replacement for this might be that there is a homomorphism from the Hecke
algebra of Ob+,b− to that of SL2 which is compatible with the correspondences in theorems
13.3 and 14.3. (In the case of theorem 13.3 the Hecke operators for O2,b− should act
multiplicatively rather than additively on the meromorphic infinite products.)
Problem 16.6. What local properties do the functions ΦM have? Are they eigenfunc-
tions of the Laplacian at their nonsingular points? More generally, are their restrictions
to nonsingular values killed by an ideal of finite index in the center of the universal en-
veloping algebra of OM (R), or in other words do they satisfy the same local conditions
as automorphic forms except at their singular points? This may follow from the explicit
Fourier series expansion, most of whose terms look like eigenfunctions of the Laplacian.
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Kontsevich recently told me that he has calculated the behavior of ΦM under differential
operators; see [Kon, section 3.3].
Problem 16.7. When b+ = 1 the wall crossing formula and the fact that ΦM is a
piecewise polynomial are remarkably similar to statements about Donaldson invariants of
4 manifolds with H2 equal to I1,b− . When do Donaldson polynomials for some 4 manifolds
have the same wall crossing formulas as some functions ΦM , as in example 15.3? When they
do the piecewise polynomial Donaldson invariants split as the sum of a polynomial invariant
and an automorphic form ΦM with singularities, which gives polynomial invariants for 4-
manifolds with b+ = 1 not depending on a choice of Weyl chamber. Example 15.3 shows
that this happens for piecewise linear Donaldson invariants when b− ≤ 9. The wall crossing
formulas for more general 4-manifolds with b+ = 1 are given by Go¨ttsche in [G, theorem
3.3] and are similar to the wall crossing formulas in this paper; for example, both wall
crossing formulas are polynomials in the quadratic form and a linear function vanishing
on the wall. When b+ > 1 it is harder to see a possible connection, because the Donaldson
polynomials are polynomials on M ⊗R, while the functions ΦM are neither polynomials
nor defined on M ⊗R.
Problem 16.8. Investigate the functions on other Hermitian symmetric spaces. We
only get infinite products which are holomorphic automorphic forms on Hermitian sym-
metric spaces with hermitian symmetric subspaces of complex dimension 1 less, in other
words the symmetric spaces of O2,b−(R) and U(1, n), and the symmetric spaces of U(1, n)
(which are the unit balls in Cn) can be embedded in the symmetric spaces of O2,2n. On
other symmetric spaces, such as Siegel upper half planes of genus g greater than 2, we
do not get holomorphic automorphic forms as infinite products, but we do get real ana-
lytic automorphic forms with singularities along Siegel upper half planes of genus g− 1 by
embedding the Siegel upper half plane in the Grassmannian G(R2g,2g) and restricting an
automorphic form with singularities on this Grassmannian. What can be done with these?
Is is possible to find holomorphic sections of vector bundles on Siegel upper half planes
with known zeros?
Problem 16.9. What congruence conditions (especially at the primes 2 and 3 di-
viding |M ′/M |) does the Weyl vector satisfy when F has integral coefficients? What are
the “best possible” congruences satisfied by lattices, or in other words what is the lattice
generated by the theta functions of lattices of some fixed genus?
Problem 16.10. Can one reverse the correspondence from modular forms to auto-
morphic forms with singularities, and reconstruct modular forms from automorphic forms
with singularities? In particular when are there isomorphisms between spaces?
Problem 16.11. In [H] Hejhal constructs some “pseudo cusp forms” which are
functions on the upper half plane with logarithmic singularities at imaginary quadratic
irrationals, which are almost eigenfunctions of the Laplacian with eigenvalues given by the
imaginary part of zeros of the Riemann zeta function. Can these pseudo cusp forms be
constructed using the singular Howe correspondence in this paper? Some good candidates
for constructing these pseudo cusp forms using the Howe correspondence might be the
functions mentioned in problem 16.13.
Problem 16.12. Generalize the correspondence of theorem 14.3 to vector valued
forms by using polynomials with m− > 0.
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Problem 16.13. What happens if theorem 7.1 is applied to functions which are not
almost holomorphic? For example Freitag asked if there are analogues of Maass wave forms
with singularities at cusps, in which case these could be inserted into theorem 7.1. There
are many examples of such functions in [H83]; for example, the functions Fn on page 658.
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