Abstract-Several algorithms for the spectral analysis of irregularly sampled random processes can estimate the spectral density for a low frequency range. A new time-series method extended that frequency range with a factor of thousand or more. The new algorithm has two requirements to give useful results. First, at least ten closest pairs of neighboring irregular observations should have a distance less than the minimum resampling distance for the chosen discrete-time frequency range. Second, a low-order time-series model should be appropriate to describe the global character of the data. The consequences and importance of this second demand are studied for irregular turbulence observations with narrow spectral details. Models of low orders are estimated from equidistant hot-wire observations and from irregularly sampled laser Doppler anemometer (LDA) data, which are obtained from the same turbulence process. The irregular data are resampled with the nearest neighbor method, both with and without slotting. Apart from the usual bias contributions of resampling irregular data, LDA data can give an additional spectral bias if the instantaneous sampling rate is correlated to the actual magnitude of the turbulent velocity. Making histograms of the amplitudes and the interarrival times provides useful information about irregularly sampled data.
Practical Aspects of the Spectral Analysis of Irregularly Sampled Data With Time-Series Models I. INTRODUCTION
T HE PROBLEM of estimating the power spectral density from irregularly sampled data arises in several measurement applications. Industrial, astronomical, meteorological, and medical data may consist of irregularly sampled observations. Spectra are determined from spectrographs with nonlinear wavelength scales in stellar physics, or time series of light curves of variable stars are observed in astronomical data [1] . In medical research, the heart rate variability is used to analyze the cardiovascular system [2] . Climate data are often incomplete and irregular, particularly if network data are considered [3] . Networks that are commonly available to connect measurement systems may give synchronization problems [4] . The observation times can be recorded with great precision, but the primitive synchronization makes the data irregularly sampled. Laser Doppler anemometry (LDA) is an optical nonintrusive flow-measuring technique that is widely used in turbulent flow research. Sampling times are given by the arrival of light-scattering seeding particles in the measurement volume and are irregular in turbulent flow [5] . It is well known that the analysis of irregularly spaced data sets is more complicated than that of equidistant data. A survey of methods shows the present limitations of all methods [5] . Direct Fourier transforms [5] and the method of Lomb-Scargle [6] converge to the usual periodogram if the observations would be equidistant. The methods suffer from a significant bias in the estimated spectra [5] . Equidistant resampling with the sample-and-hold (SH) algorithm can be used for frequencies well below the mean data rate f 0 [7] . However, a white noise source, called step noise, is added as bias in SH, and afterward, the true spectrum plus noise is filtered. This SH method is strongly biased for frequencies greater than f 0 /2π [7] , where the spectral bias due to the filter error is already 50%. The SH filter error bias is only less than 10% for frequencies below 0.05f 0 . Refined methods can correct for this bias if the interarrival sampling distances have a Poisson distribution [5] . However, the useful spectral range remains limited until a maximum of about f 0 . Higher frequencies may be important if periodicities are possible at very high frequencies, such as in irregular astronomical data.
The slotting principle has at first been used in the slotted autocorrelation estimation [8] . The product of two irregular observations contributes to a certain slot at lag kΔ of the autocorrelation function if their time distance falls within the slot between (k − 0.5)Δ and (k + 0.5)Δ, where Δ is the slot width. The number of contributing pairs at kΔ will have variations for different k. Slotted autocorrelation estimates will always require very large data sets [8] . Unfortunately, slotted autocorrelations are not positive definite: they fail to produce spectra that are positive over the whole frequency range [9] . Until now, there is no satisfactory solution for that problem.
Nearest neighbor (NN) resampling without slotting substitutes the nearest irregular observation on each equidistant resampling grid point. It has an influence on the spectral estimation that is similar to SH. Slotted NN will only substitute an observation if that is less than half the slot width away from the grid point. Otherwise, the grid point is left empty. The resampled signal with gaps is a missing-data problem. A recent method is denoted ARMAsel-irreg as an acronym for AutoRegressive Moving Average selection for irregular data. It uses multishift slotted NN resampling (MSSNNR) to transform an irregularly sampled signal into a couple of equidistantly resampled signals where data are missing [9] . ARMAsel-irreg is an algorithm that uses time-series models to estimate spectra and autocorrelation functions from that resampled irregular signal.
Bias due to slotting has separately been studied [10] . Four different bias contributions have been analyzed for the timeseries models of irregular observations that are resampled to an equidistant grid: 1) aliasing; 2) shift of observation times to a grid; 3) truncation bias of incomplete models; and 4) a special missing-data bias. Solutions can be given to effectively reduce all those bias sources [10] .
LDA data have an additional bias source, called velocity bias [11] . In a fixed time unit, more than average fluid (or gas) passes through the measurement volume if the fluid velocity is faster than average. This fluid contains more than the average number of scattering particles, which are observed by the LDA device [11] . Therefore, high velocities have a higher sampling rate. Likewise, low velocities have less than the average number of scattering particles per time unit. This creates a correlation between the amplitude of the fluid velocity and the data rate. Some corrections for the mean and variance have been suggested [12] , [13] .
This paper investigates the behavior of ARMAsel-irreg with MSSNNR [9] applied to practical turbulence data, measured with a constant temperature anemometer (CTA) or with LDA. Experimental data have been collected from the Internet [14] , [15] . These data provide equidistant signals that are obtained with hot-wire or CTA measurements and irregular LDA data, for the same physical turbulent processes. It turned out that velocity bias destroyed the spectral accuracy at higher frequencies for those data [16] . A method to detect velocity bias is presented. It will be applied to practical LDA data [17] . Furthermore, a complete procedure is described for the analysis of new irregular data with unknown characteristics.
II. TIME-SERIES MODELS
A short introduction to the theory of time-series models is presented here. It clarifies how the estimated parameters can describe the spectral density of the data. A discrete-time autoregressive moving average ARMA(p, q) process can be written as [18] , [19] 
where ε n is a purely random white noise process of independent identically distributed stochastic variables with zero mean and variance σ 2 ε . It is assumed that the data x n represent an equidistant stationary stochastic process. For resampled continuoustime data with the resampling distance T r , the signal x n is the observation at time nT r . Other values for T r would give ARMA(p , q ) processes with different values for order, parameters, and σ 2 ε in (1). The model (1) represents a parametric estimate of the autocorrelation function or of the power spectral density for measured data. For noisy data, the signal x n denotes signal plus noise, and the estimated spectrum is always the spectrum of signal plus noise together.
The power spectral density h(ω) of the model and the frequency range depend on the resampling time T r . The spectrum is fully determined by the parameters in (1), together with the variance σ 2 ε and T r , i.e.,
The autocorrelation function at lags that are multiples of T r can be approximated by an inverse discrete Fourier transform of (2). However, exact formulas relating the autocorrelation to the parameters of (1) are available and more accurate [19] . Accuracy measures have been defined for time-series models of irregular data [9] . They are based on the squared error of one-step-ahead predictions.
The ARMASA toolbox contains a program ARMAsel that automatically selects the best model order and model type for measured data [20] . It computes a number of candidate AR, MA, and ARMA models and uses statistical criteria to select the best time-series model. It can be used only for complete contiguous equidistant observations. NN resampling replaces an unevenly sampled signal by an equidistant signal with the resampling distance T r . At every resampling node, the closest irregular observation is substituted. If necessary, the same observation will be used for more resampled nodes. This causes a large extra bias. The properties are similar to SH [7] , and spectra are only more or less reliable until f 0 /2π. Hence, NN resampled irregular data analyzed with ARMAsel are particularly suitable to estimate spectra of irregular data in a low frequency range.
The bias can be reduced with the slotting principle, where the slot width is taken equal to the resampling distance. Slotted NN accepts only an observation if it is within half the slot width from the resampling time. If no irregular observation falls within the slot width, the grid node is left empty as a missing observation. If more observations are present within the slot, only the one closest to the grid point is used. A dedicated ARMAsel-mis algorithm for missing-data signals has been developed [19] . This can deal with slotted resampling, where the slot width is equal to the resampling distance.
A further decrease of the bias due to the shifting of observations to a grid is found with MSSNNR, where the slot width w is made smaller than the resampling distance [9] . Taking w = T r /M , where M is an integer number, gives disjoint intervals for the slots, and several irregular observation times t i are not within the small slot around t = nT r . MSSNNR extracts M different equidistant missing-data signals from one irregular data set by using M shifted starting points at mw with distance w, m = 0, 1, . . . , M − 1. The nonempty resampling instants nT r + mw, where an irregular observation falls within the slot width, are determined for the M signals by
where t i denotes the time of an irregular observation. Now, all slots of width w are connected in time. M shifted starting points give M equidistant sequences, each with time step T r . Data are missing in each signal. The likelihood function can individually be calculated for every signal with the ARMAselmis algorithm. However, it is possible to treat the likelihoods of the M missing-data signals together for the computation of a single time-series model for the irregular data [9] . The program ARMAsel-irreg will soon be available on the Internet. A general procedure to analyze irregular data will use NN and ARMAsel for low frequencies, and MSSNNR and ARMAselirreg for high frequencies.
III. CYLINDER WAKE HOT-WIRE DATA
Measurements have been made in the wake of the flow around a cylinder [14] . The Reynolds number was 12 000. The data have been collected in a measurement volume that was about four diameters downstream of the cylinder. At that location, the wake is expected to be fully turbulent. It has an additional oscillating component due to the periodic passage of vortices shed from the cylinder. The frequency of the vortices can be predicted with the Strouhal number. The dimensions of the turbulence experiment have been chosen to produce a peak at 1000 Hz. Hot-wire or CTA observations are continuous in time. They have been sampled with 100 kHz to obtain an equidistant reference signal. The mean data rate of the LDA measurements with irregular sampling was about 72.5 kHz. The two data types cannot simultaneously be obtained, but it has been expected that the spectral properties of the turbulent flow remain the same and are not disturbed by the method of observation.
First, it is investigated how the spectra of estimated fixed low-order AR(20) models of the hot-wire processes will approximate the spectral density for different frequency ranges. This order 20 is about the highest order that can be computed with ARMAsel-irreg. The hot-wire data turn out to have a much higher true AR order. As the true process was continuous in time, the sampling frequency can freely be chosen. No antialiasing filters have been used because those filters cannot be applied to irregular data either. The original data have a sampling frequency of 100 kHz. The data have been decimated to 25, 6.25, and 3.125 kHz with K = 4, 16, and 32, respectively. Decimation with a factor of K means taking only observations with 10 −5 K seconds as intervals. The automatic ARMAsel program of the ARMASA toolbox [20] has been used for spectral estimation and order selection. Two spectra have been computed for each sampling frequency: the spectrum of the AR model with the automatically selected AR order and that of the fixed-order AR(20) model. Fig. 1 gives the results. The total number of hot-wire observations at 100 kHz was 131 072. The selected model orders for the different decimating rates were AR(213), AR(76), AR(32), and AR(16), respectively. It is obvious that larger frequency ranges require higher order models to represent the same details. In the lowest sampling frequency, namely, 3.125 kHz, the AR(20) model resembles the AR(213) model for the original data, sampled with 100 kHz. Roughly doubling the frequency range will often require twice the AR model order to give the same spectral details. This exactly applies in Fig. 1 for 6 .25 and 3.125 kHz. However, if the data would have been generated with a low-order AR(1) process, an AR(1) model would be accurate for all frequency ranges.
The AR(20) model of the lowest sampling rate closely follows the true spectrum. The first low-order parameters are used to determine the general spectral shape for the whole frequency range. This smooth global shape is much more important than the spectral peak at 1 kHz if the frequency range goes beyond 10 kHz. The peak is only found in AR models of orders greater than 100. Fixed-order AR(10) models for the same data have already been presented before [16] . The peaks at the sampling frequencies 25 and 6.25 kHz become higher and narrower with the AR(20) models than with AR(10). It is clear that the AR models of the fixed-order 20 can more easily detect peaks in a smaller frequency range.
The AR (20) model at the highest rate of 100 kHz closely follows the selected AR(213) spectrum for frequencies above about 2 kHz. Hence, the two spectra are close in 96% of the frequency domain and only significantly different in the first 4%. The peak is in that range and is invisible in the AR (20) spectrum. Some aliasing is visible at the end of the spectrum for decimation with 25 kHz. It is significant in the final 50% of the smaller frequency range. However, the peak around 1 kHz becomes clearly noticeable in the AR(20) model. The selected model shows the peak at 1 kHz and smaller peaks at 2 and 3 kHz. For 6.25-kHz sampling, the selected AR(32) time-series spectrum and the AR(20) spectrum stay close for all frequencies. The spectrum of the lowest resampling rate gives a dominant peak in the AR(20) spectrum, which is almost the same as the selected AR(16) model. Both the location and the shape of the peak are similar for the four selected AR models. Only the spectral peak without decimation is somewhat wider. It would require AR(300) or still higher order models to obtain the correct shape of the peak in spectra for the largest frequency range. However, those models give increased ripples for higher frequencies. The overall accuracy of the estimated AR model does not further increase if orders higher than 213 are selected, for the given sample size. Higher selected orders may be expected if many more data would be available. For an accurate shape, higher order models are required. These models will automatically be selected with ARMAsel if sufficient data are available. Fig. 1 gives some interesting conclusions for the analysis of turbulence data with time-series models. Although they have been derived for equidistantly sampled data, they have implications for irregular data as well if they are resampled with NN. Low-order AR models cannot represent narrow spectral details in a wide frequency band. Peaks at low frequencies require AR models of orders higher than 100 to become visible. The same peak is found for lower order AR models in a smaller frequency band. As it is difficult and time consuming to estimate high AR orders in nonlinear optimization for irregular data, it becomes important to reduce the frequency range. Selected models for equidistant data will include all significant details if sufficient observations are available. Low-order AR models will describe the general shape of the spectrum over the whole frequency range, rather than the shape of spectral details. The model order to describe the shape of a spectral peak may depend on the (re)sampling rate. Accurate narrow shapes are more easily found in a smaller frequency range.
IV. CYLINDER WAKE LDA DATA
Both hot-wire and LDA observations are available for the same process in the cylinder wake data [14] . This gives the opportunity to compare spectra obtained from irregular LDA observations with those from equidistant CTA data. Very high model orders can be selected from equidistant data sets. Irregular data can equidistantly be resampled with NN without slotting. Spectra will then be accurate until 0.05f 0 and gradually lose their accuracy for higher frequencies. Therefore, it will always be advisable to use NN without slotting for resampling and the automatic ARMAsel time-series algorithm [20] for accurate spectral estimation in the lowest frequency range. Using a low resampling rate of about 0.1f 0 , the estimated spectra until 0.05f 0 will be reliable and accurate. Spectra are biased by aliasing of the high frequency range, but they are not severely distorted by resampling. All details that are selected in this range are really present in the data, and all significant details will be visible in the spectral representation. Aliasing can move peaks to wrong frequencies if the true peak is above 0.05f 0 . However, this can be detected by evaluating the data in a wider frequency range, e.g., until 0.5f 0 . Although resampling with SH (or NN) suffers from step noise and a distorting filter, indications of spectral details can still be recognized in the selected time-series model for that wider frequency range. We will investigate what happens if the LDA data are resampled with NN with the mean data rate f 0 .
First, the results of hot-wire CTA data are compared with NN resampled LDA data without slotting. Spectra are computed and selected with ARMAsel [20] . NN interpolation should be accurate for low frequencies, and it will be biased in a wider frequency range. Fig. 2 shows that the spectra of the three selected AR models of the hot-wire data and the NN resampled LDA data are close for most of their frequency ranges. This is unexpected for the LDA signal resampled with f 0 , which should heavily be filtered above f 0 /2π [7] . It turns out to be a coincidence due to the interaction of step noise, NN filtering, and velocity bias. It has been verified in many examples with other data that the estimated NN spectrum is generally much weaker than the hot-wire spectrum for the high frequency range. However, the main purpose of Fig. 2 was to investigate whether the peak at 1 kHz is still present in NN data obtained with the higher resampling frequency f 0 and that is true. Even after NN resampling with a ten times higher resampling frequency, the peak could still be detected in the selected ARMAsel spectrum. Fig. 3 compares NN resampling of the LDA data, with and without slotting, with the hot-wire spectrum as a reference. Slotting with the ARMAsel-irreg algorithm can only estimate AR models until order about 20 or 25 and requires much computing time. NN without slotting with the ARMAsel algorithm [20] can estimate AR models of orders higher than 10 000 if sufficient data are available and is fast. It selected order 297 for resampling with 100 kHz. ARMAsel-irreg selected order 8. The spectrum has some ripples at the high frequency end. The spectra of all estimated AR models with orders between 2 and 20 were very close for the 500 000 LDA observations. The ripples at the end of the frequency range become larger for higher order models, but the general level at the range is around 5 · 10 −7 for AR models from order 2 to 20. All those ARMAselirreg models are smooth for frequencies below 2 kHz, without any indication of the peak.
It is well known that NN resampling without slotting has an important filter bias plus a noise error for frequencies higher than about f 0 /2π Hz. The filter reduces the spectrum of SH with a factor of 2 at f 0 /2π or 11.5 kHz. Due to slotting, the Fig. 2 . Spectra of the selected time-series models of hot-wire CTA and irregular LDA cylinder wake data [14] , with f 0 = 72.5 kHz. Five hundred thousand LDA observations are resampled with a low frequency of 0.1f 0 and a high frequency f 0 . The selected AR orders are given. Fig. 3 . Spectra of selected models of cylinder wake data obtained from 131 072 hot-wire and 500 000 LDA observations, with f 0 = 72.5 kHz. The LDA data are NN resampled with 100 kHz, with and without slotting. The slot width w was one fourth of the resampling distance.
bias becomes much smaller for ARMAsel-irreg because the maximum shift of the irregular time instants to a grid is reduced to half the slot width [9] . ARMAsel-irreg was expected to be close to the hot-wire spectrum. Unfortunately, this is not found in Fig. 3 . In contrast, the spectrum of the AR(8) model of ARMAsel-irreg was close to the AR(8) model of NN. This cannot be in agreement with the assumption that the spectra of the hot-wire data and the LDA data are similar in the frequency range above 10 kHz. A possible explanation is that the velocity bias in LDA data causes a severe distortion of the LDA spectra in this example. Fig. 4 gives the histograms of the hot-wire and LDA data that have been obtained from the same turbulent experiment [14] . It immediately explains that LDA velocities are quite different from hot-wire data, probably due to velocity bias. The mean values are 18.46 and 22.80, and the variances are 22.1 and 34.2. No further explanation can be given. It is evident that the two types of turbulent observations on the same physical experiment have different properties. Velocity bias can explain why higher velocities have a higher probability to be observed. However, it cannot explain why much higher velocities are found in LDA than in hot-wire experiments. Fig. 4 demonstrates that the analysis of irregular data requires a special treatment with much care for calibration and detection of anomalies. LDA data must be tested for the presence of velocity bias.
A new and independent set of hot-wire and LDA data has been tested before for further verification [16] . Axisymmetric free air jet data are available on the Internet [15] . This example yielded the similar result that LDA spectra did not resemble the hot-wire spectra [16] .
ARMAsel-irreg has been applied to synthetic data with a known spectrum. Data with different spectral characteristics can be generated [21] . Many variations in the sampling scheme are possible. The benchmark program [21] has the possibility to add velocity bias in the irregularly generated data, as well as very large gaps or varying data rates. It has been shown in several simulation examples that ARMAsel-irreg could retrieve the known spectral characteristics of synthetic data [9] , [16] . ARMAsel-irreg with slotted resampling is not sensitive to very large gaps or varying data rates. However, if velocity bias was added, the estimated spectrum of ARMAsel-irreg can sometimes be distorted. Therefore, ARMAsel-irreg may also give inaccurate spectra if velocity bias is present, such as all other existing methods. The mean data rate f 0 does not always indicate the important frequency range of the data. It is determined by the characteristics of the measurement equipment, not by the properties of the process data.
As a preliminary investigation, it is advisable to make a histogram of the observed data and the interarrival times. This simple analysis can indicate whether there are outliers in the data, or that velocity bias is probably present, or that there are anomalies in the sampling scheme [10] . This important information is anyhow required. Furthermore it gives an indication of the highest resampling rate that is possible. This is because at least ten pairs of irregular neighboring observations must have a distance less than or equal to the resampling distance. Otherwise, no spectral analysis is possible in that frequency range, and only a smaller range can be used for analysis of the spectral density. It should be realized, however, that in most experiments, the highest resampling rate of interest is much lower than what would be allowed by this limit.
The lowest frequency range can be investigated with NN resampling without slotting and the ARMAsel algorithm of the ARMASA toolbox [20] to determine the spectrum. Slotting has no advantages for very low resampling rates. It is a good idea to use the resampling frequencies 0.1f 0 and f 0 , such as in Fig. 2 . This is an easy and fast method to detect spectral details in the frequency range until f 0 /2 Hz. The spectrum is rather accurate until f 0 /2π Hz [7] , but peaks and other details can still be detected beyond that range. The resampled signal is contiguous without data missing. Therefore, the computation is fast, and all available data can be used here.
MSSNNR [9] and ARMAsel-irreg can be used for higher frequencies. It is advisable to first do a rough search for the interesting frequency range. This can be made with low AR orders, a slot width w that is equal to the resampling distance T r , and a range of resampling frequencies f 0 , 4f 0 , 16f 0 , 64f 0 , . . .. This range will be continued as long as successive ranges produce the same spectral slope at the high frequency end, with the same transition points between the slopes. It is interrupted if the character of the spectra is no longer overlapping. This will require much computing time, and it is faster to use only about 5000 irregular observations in this exploratory stage. ARMAsel-irreg can automatically select the best model order from the candidates, which will be limited to AR(0), AR(1), AR(2), and AR(3) in this stage of the procedure. Of course, this preliminary procedure can entirely be skipped if similar data have been analyzed before. In that case, a priori knowledge is available from previous experiments.
Finally, after selection of the frequency range of interest 1/(2T r ), the irregular data will be resampled with the slot width w = T r /2 or w = T r /4, or even a smaller slot width if enough data are available. Data with a steep spectral slope at high frequencies may require a small slot width to reduce the bias [10] . For spectra with a slope less than about f −4 at high frequencies, w = T r /2 will be small enough. AR orders higher than 3 are used as candidates in this final stage. A smaller slot gives a higher fraction of missing data. This will increase the estimation variance. This increase can be greater than the decrease of the bias, which is the intention of the smaller slot width [10] . 
VI. BUBBLY FLOW DATA
Irregularly sampled data with gaps in the interarrival times are the result of the LDA measurements of turbulent bubbly flow [17] . The gaps disturb the Poisson distribution of the arrival times and preclude the use of refined analysis techniques [5] . These data are used to demonstrate the analysis procedure for new data. Fig. 5 gives the probability density function of the interarrival times. A Poisson distribution would give a straight line in the logarithmic presentation. The actual histogram gives approximately two straight lines, with different slopes. Very short intervals are present, and the signal can be analyzed until high frequencies. Fig. 6 gives the histogram of the observed velocities, after subtraction of the mean value. There are no outliers present. The symmetrical global shape of the histogram is a strong indication that velocity bias is not very important for those LDA data. This is generally the case if the mean velocity is much greater than the variations around the mean. Although the mean value for the data is only about four times the standard deviation here, no strong asymmetric distribution of the velocities is found.
The analysis of the spectra for NN resampling with ARMAsel gives a remarkable result in Fig. 7 . For resampling with f 0 /10 Hz, the selected model order was 0. No details are found for very low frequencies. With f 0 (37.6 Hz), the AR(2) model was selected. This follows the filtering that is expected for NN resampling above f 0 /2π Hz [7] . The different levels are due to aliasing, because both spectra in Fig. 7 have the same integral. The same type of analysis in Fig. 2 showed the presence of a sharp peak at a low frequency.
MSSNNR with slotting has been applied in six frequency ranges, starting with f 0 and each time a factor of 4 higher. The results of the selected models from 5000 irregular observations are given in Fig. 8 . The selected AR orders were 1, 2, 2, 3, 3, and 3, respectively. The spectrum for the resampling frequency f 0 is rather flat over the whole frequency range. It explains why the selected model for NN resampling with f 0 /10 Hz was AR(0), because the spectrum was flat for frequencies lower than 2 Hz.
The transition from the horizontal slope to a decreasing spectrum is at about the same frequency for all six spectra in Fig. 8 . On the other hand, the details at higher frequencies are at different frequencies in the three lower spectra. Hence, those details are not reliable for the LDA measurements of turbulent bubbly flow. For those three resampling frequencies, the AR(3) models were selected. The AR(3) models for the three lowest resampling frequencies were almost equal to the selected AR (1) and AR(2) models. As the lower order models give the same spectra with less parameters, those models are selected with an order selection criterion [19] . The agreement for low frequencies is easily seen in Fig. 9 , where the same spectra of Fig. 8 have been presented together. All estimated and selected spectra coincide until 100 Hz and start to diverge at higher frequencies.
The missing fraction in the MSSNNR signal is very small for resampling with T 0 and almost 99.9% for resampling with T 0 /1024. Only 11 pairs at that small distance were available, and this explains why spectra can become less reliable for high resampling rates. Higher order AR models would give many spurious spectral details at higher frequencies above 200 Hz. Fig. 10 shows the detailed analysis for the resampling frequency 16f 0 , with the slot width T 0 /2. A rather large slot is chosen here because the spectra in Fig. 9 do not have steep slopes. In this example, higher order models are not selected. The preliminary analysis already produced a very accurate model that was not improved by the analysis with a smaller slot and more data. However, the high-order models can develop spurious spectral details here, with sharp peaks. These peaks were not present in high-order models from the LDA data in Fig. 3 . They are specific for the bubbly flow data. The behavior of estimated spectra is not reliable for frequencies above 200 Hz Fig. 9 . Spectra from 5000 irregular observations, estimated for increasing sampling frequencies. The spectra for the three smallest ranges coincide, except for aliasing. Transitions to different slopes at higher frequencies occur at different locations and are not reliable. in this example. This can already be concluded from the preliminary spectra in Fig. 8 .
VII. CONCLUSION
ARMAsel-irreg has no problems in estimating spectra from practical data. If sufficient data are available and there is no velocity bias, it computes a spectrum that is close to the true spectrum if that can be approximated by a model with less than about 15 parameters. Large gaps or varying data rates do not disturb the quality of the estimated spectrum.
The differences found between experimental hot-wire and LDA data show that the two measured signals from the same turbulence experiment that have been evaluated in this paper have different spectra. The velocity bias that is present in the LDA data has a very strong influence. The hot-wire data without velocity bias give a much better representation for a turbulent process. For those equidistant hot-wire data and for equidistantly NN resampled irregular data without slotting, ARMAsel can select the best spectral model. A procedure has been described that includes all stages required in the analysis of new irregularly sampled data with unknown spectral contents. It can be used for the choice of a resampling rate. It is important to include the significant spectral information without dubious peaks at high frequencies.
