We present an algorithm for computing Gauss sums over F q for large prime powers q. This allows us to find the exact values of Gauss sums in many previously intractable cases. The efficient computation of such Gauss sums up to multiplication with a root of unity is achieved by using Stickelberger's factorization of Gauss sums, an application of the Fincke-Pohst algorithm, and fast arithmetic for subfields of cyclotomic fields. This still leaves the crucial problem of resolving the root of unity ambiguity, which we settle by recursively computing "H-polynomials". These are integer polynomials which interpolate Gauss sums at certain roots of unity. As an application, we compute the weight distribution of all binary irreducible cyclic codes of length n and dimension k with 2 k −1 n ≤ 5, 000.
Introduction
The evaluation of Gauss sums is a celebrated problem which has been studied since the work of Gauss [11] . Gauss himself found an explicit formula for quadratic Gauss sums over prime fields. The general case of Gauss sums over finite fields is known to be much harder -only partial solutions in special cases are known, see [6, 16, 23, 28] , for instance. The difficulty of the problem is apparent from the fact that some of these results, which in fact deal with the "easiest cases", already give rise to formulas involving class numbers of quadratic number fields. Thus, in general, it is hopeless to try to obtain simple explicit formulas for the values of Gauss sums.
However, in many circumstances it is still of great worth to find the exact values of Gauss sums, as complicated as they may be. For instance, these values can be used to determine the number of solutions of certain polynomial equations of finite fields [12] . Furthermore, the knowledge of exact values of Gauss sums is important in finite geometry: the intersection numbers of hyperplanes in finite projective spaces with certain point sets are linear combinations of Gauss sums [8, 21] . This is useful in searching for projective two-intersections sets and strongly regular graphs [8] . A further application of Gauss sums, which has been investigated for decades [4, 6, 10, 14, 15, 22, 21, 28] , is the determination of weight distributions of irreducible cyclic codes. We will apply our algorithm to this problem to demonstrate its efficiency.
Since the exact values of Jacobi sums can be obtained from those of Gauss sums by a simple identity [31, Lemma 6 .2], our algorithm can be used to compute Jacobi sums, too. This opens up a whole range of further applications. One of the most important of these is finding cyclotomic numbers [6, 24] in cases which are too intricate to be settled by explicit formulas. Cyclotomic numbers are useful for a vast number of combinatorial problems, including the study of difference sets [24] and Hadamard matrices [13] . Jacobi sums have further important applications, including primality testing [1, 9, 17, 18] , units in cyclotomic fields [25] , Vandiver's conjecture [26] , and irreducible polynomials of Gaussian periods [27] .
Our paper is organized as follows. In Section 2, we list some technical results mainly due to Baumert [3] . These results will be used for the resolution of the root of unity ambiguity. In Section 3, we introduce "H-polynomials" on which our recursive procedure for computing Gauss sums is based. Though our H-polynomials are closely related to those used in [4, 14] , our modifications are essential and indispensable for the the proofs of our key results.
In Section 4, we deal with an ambiguity issue which is ubiquitous in the study of Gauss sums: it is nontrivial to specify the multiplicative characters involved in Gauss sums in a consistent way. In fact, in the literature on the evaluation of Gauss sums, this has sometimes led to results which give the values of Gauss sums only up to application of automorphisms of the underlying cyclotomic field. In our case, we can not allow any ambiguity of this kind, as our recursive procedure would break down completely. A conceivable approach to specifying the multiplicative characters would be to prescribe primitive elements of the finite fields involved. However, this is inefficient as the fields we are considering can be so large that finding a primitive element is impossible. Our solution is to introduce "start polynomials" which help to deal with this issue efficiently, and which are also convenient to use in the application of Stickelberger's theorem which is a crucial step in our algorithm.
In Section 5, we present our method for computing Gauss sums up to multiplication with a root of unity. This algorithm is an enhancement and adaptation of the method described in [28, Section 7] for the fast computation of Jacobi sums. The main difference is that we are working in a subfield of the underlying cyclotomic field instead of this field itself. Working in a field of smaller absolute degree gives as huge speed advantages, but this comes at a price: we have to overcome several obstacles as the arithmetic of a general abelian number field is more difficult to handle than that of a full cyclotomic field. For instance, cyclotomic fields have integral bases consisting of consecutive powers of a root of unity and thus Kummer's theorem [20, pp. 196-198] can be applied to compute generators of prime ideals. For subfields, Kummer's theorem cannot be used in this way. Our main tools for the arithmetic of the subfields are Zumbroich bases [6] and a result (Proposition 14) which allows us to efficiently "transfer" Kummer's theorem from the full cyclotomic field to the subfield.
The resolution of the root of unity ambiguity will be presented in Section 6. First we exploit the integrality of the coefficients of H-polynomials to deal with a large number of cases. The remaining cases are settled by considering the values of the derivative of Hpolynomials at certain roots of unity.
In Section 7 we show how our recursive algorithm can be implemented efficiently using a kind of Möbius inversion. This procedure is based on ideas of Baumert [3] . Section 8 contains the complete description of our algorithm for computing Gauss sums. Finally, in Section 9, we apply our method to the computation of weight distributions of binary irreducible cyclic codes. We are able to compute the weight distribution of all such codes of length n and dimension k with 2 k −1 n ≤ 5, 000. This substantially extends previously known results [30] .
Preliminaries
For a positive integer w write ζ w = exp 2πi/w.
Result 1 Let n be a positive integer, and let f = n−1 i=0 a i x i with a i ∈ Z. Then
x] are polynomials of degree less then n and
We will need the following result of Kronecker [6, Thm. 2.1.12].
Result 2 An algebraic integer all of whose conjugates have absolute value 1 is a root of unity.
By Φ w we denote the wth cyclotomic polynomial over Q, i.e., Φ w ∈ Z[x] is the minimum polynomial of ζ w over Q. Let R be a ring, and let I = xR + yR be the ideal of I generated by x, y ∈ R. If r, s ∈ R with r − s ∈ I, we write r ≡ s (mod x, y).
The following result has been used extensively by Baumert [4] . For the convenience of the reader, we include a proof.
Lemma 3 Let w = p b w 1 where p is a prime and b, w 1 are positive integers with gcd(p, w 1 ) = 1. Then
) and
Proof We have Φ
. Furthermore, note that the roots of
since the polynomials on both sides have the same complex roots. Hence Φ
This implies Φ w ∈ (p, Φ
Lemma 3 implies the following important result of Baumert [3] .
Result 4 Let w = p a w 1 where p is a prime and a, w 1 are positive integers with gcd(p,
).
Gauss sums and H-polynomials
Let p be a prime and q = p r where r is a positive integer. By Tr we denote the absolute trace function of F q . Let N be a divisor of q − 1, and χ be a multiplicative character of F q of order dividing N . The corresponding Gauss sum is defined by
Note G(χ) ∈ Q(ζ N p ).
Let γ be a generator of F q and for α ∈ F * q let ind γ (α) be the unique integer with γ indγ (α) = α and 0 ≤ ind γ (α) < q − 1. It will be convenient to define the function ind γ for integer arguments, too. Let 1 q be the multiplicative identity element of F q . For c ∈ Z + , set c = c i=1 1 q and ind γ (c) = ind γ (c).
r where p is a prime and r is a positive integer, and let N be a divisor of q − 1. Let f ∈ F p [x] be an irreducible factor of Φ N over F p , and γ a primitive element of F q with f (γ
as the unique polynomial of degree less than N p with
We refer to H q,N,f as an H-polynomial and call f the start polynomial of H q,N,f . It will turn out that H-polynomials are very useful for the computation of Gauss sums and weights of irreducible cyclic codes. Our H-polynomials are a modified version of the polynomial introduced in [4, p. 159] . Our modifications are crucial for determining the exact roots of unity involved in the computation of Gauss sums, see Section 6.
If an H-polynomial is computed a naive way by (2), a primitive element of F q has to be constructed. When q is large, this may be impossible. Moreover, the summation according to (2) becomes intractable for large q. We will be interested in more efficient methods for computing H-polynomials which avoid computations in F q . In particular, we will remove the necessity of constructing a primitive element of F q . We first show that our H-polynomials are properly defined, i.e., that H q,N,f does not depend on the choice of γ.
Lemma 6 Let H q,N,f be defined by (2) . Let τ be a primitive element of F q with f (τ (q−1)/N ) = 0, and let G ∈ Z[x] with deg(G) < N p and
Proof Since γ (q−1)/N and τ (q−1)/N are roots of the same irreducible polynomial, they are conjugate in F q , i.e., γ (q−1)/N = τ p a (q−1)/N for some nonnegative integer a < r. This implies ind τ (α) ≡ p a ind γ (α) ( mod N ) and thus
For every character χ of F * q of order dividing N , the Gauss sum G(χ) can be computed from H q,N,f as follows.
We have
Proof The first five equations can be proved by straightforward computation. For the last equation, let χ be the character of F * q with χ(γ) = ζ j N and note that
by the third equation and by (3) . Now the last equation follows from a standard property of Gauss sums [6] .
Synchronizing H-polynomials
It will turn out, that, in order to compute an H-polynomial H q,N,f defined by (2), we need to know polynomials h M with
for all proper divisors M of N . These polynomials h M can be computed recursively from H-polynomials H q,M,f M where the f M 's are appropriate start polynomials. The difficulty here is that
in general only holds for a certain choice of the start polynomials f M . The following result provides an efficient solution to this algorithmic problem.
Theorem 8 Let p be a prime and q = p r where r is a positive integer. Let N be a divisor of q − 1, and let M be a divisor of
Then there is a positive integer t with t ≡ 1 (mod p) and
Furthermore, if t is any positive integer satisfying (6), then
Proof We view
Note that z is a primitive N th root of unity in F q . Since M divides q − 1, the polynomial f M splits into linear factors over F q . Hence there is w ∈ F q with f M (w) = 0. Note that w is a primitive M th root of unity. Hence there is an integer s with (s, M ) = 1 and w = z sN/M . This implies f M (z sN/M ) = 0. Since p does not divide M , there is a positive integer t with t ≡ 1 (mod p) and t ≡ s (mod M ). Then
This proves the existence of a positive integer t satisfying (6). Now let t be any positive integer t satisfying (6) . Then z tN/M is a primitive M th root of unity in F q , and thus t is coprime to M . Hence there is a positive integer u coprime to q − 1 such that u ≡ t (mod M p). Let γ be a primitive element of F q with γ (q−1)/N = z. Then
by Lemma 6.
by Lemma 6. Note that ind
Using (8), we get
Now (7) follows from (8) and (10), since
The Davenport-Hasse theorem on Gauss sums [6, Thm. 11.5.2] shows how to compute Gauss sums G(χ) over F q s from Gauss sums over F q if the order of χ divides q − 1. The following result provides an analog for H-polynomials.
Theorem 9 Let p be a prime, let r and s be positive integers, and q = p r . Let M be a divisor of q − 1, and write S = M p−1 i=0
Proof By Result 1, in order to prove (11), it suffices to show
Case 1: i = j = 0. Then (12) holds since H q s ,M,f (1) = q s − 1 and H q,M,f (1) = q − 1 by Lemma 7, and S(1) = pM . (5), we have
Let τ be a primitive element of F q s with γ = τ (q s −1)/(q−1) . By Lemma 6 and (5), we have
where χ is the character of F *
by (13), (14), and (15) . This, together with S(ζ 
Computing Gauss sums up to multiplication with a root of unity
Van Wamelen [29] introduced an algorithm for computing Jacobi sums which is based on Stickelberger's factorization of Gauss sums [6, Thm. 11.2.2] and the LLL algorithm. We use a modified and enhanced version of this algorithm for computing Gauss sums up to multiplication with a root of unity. We will need the following facts from algebraic number theory, see [5, 12, 20] .
Result 10 Let q = p r where p is a prime, and let N be a divisor of
such thath is an irreducible factor of Φ N over F p . Then the following hold.
The map
Definition 11 Let χ P be the character of (Z[ζ N ]/P ) * defined by (16) 
Then f is called the start polynomial of the Gauss sum
Lemma 12 Let q = p r where p is a prime, and let N be a divisor of q − 1 such that r = ord N (p). Let χ P be the character of (Z[ζ N ]/P ) * defined by (16) , and let f be the start polynomial of G(χ P ). Then
Proof Let γ be a primitive element of F q such that f (γ (q−1)/N ) = 0. We define a map
We first show that σ is well defined.
shows that σ is well defined. It is straightforward to check that σ is a field homomorphism. Now assume σ(g(ζ N ) + P ) = 0, i.e., g(γ (q−1)/N ) = 0. Sincek is the minimum polynomial of
This shows that σ is injective. Since Z[ζ N ]/P and F q are fields of the same order, σ is a field isomorphism.
Hence, by the definition of j in Result 10, we have j(g i ) ≡ i (mod N ). We find
The following simple fact is crucial for the efficiency of our computations.
Lemma 13 Let G(χ P ) be given by (11) . Let K be the subfield of Q(ζ N p ) fixed by τ , where τ be the automorphism of
Proof This follows from (4) and Lemma 12.
Lemma 13 gives us substantial computational advantages since the degree of K over Q usually is much smaller than that of Q(ζ N p ). However, the implementation is far from straightforward and requires overcoming several algorithmic problems. For instance, it is inefficient to implement the arithmetic in K based on the usual representation
is a suitable irreducible polynomial. Experiments show that the coefficients of g will be too large to allow efficient computations. In particular, the integral bases for the ring of algebraic integers of K that can be obtained in this way contain elements whose coefficients are rational numbers with huge denominators.
To overcome these problems, we represent the ring A of algebraic integers of K by Zumbroich bases (see [7] ) which are ideally suited for fast computations. This process is quite tedious and the details are skipped here. A complete description of the construction of these integral bases, adapted to the problem of computing Gauss sums, can be found in [19] .
Once we have obtained suitable integral bases for A, we need to find the prime ideal factorization of p in A, and the prime ideals involved have to be expressed in terms of the integral bases. As a preparation, we need the following result. We refer to [5, 12, 20] for the necessary background on prime ideal factorization in cyclotomic fields.
Proposition 14
(c) Let ∆ 1 , . . . , ∆ m be, not necessarily distinct, prime ideals of A above p. Let β 1 , . . . , β m be elements of A such that
for all positive integers c 1 , ..., c m . Since the prime ideals above p are inert in the extension Q(ζ N p )/K, we conclude that ∆ is the only prime ideal of A containing (c) Note that, for each i, the only prime ideal of A above p containing β i is ∆ i . Moreover, the evaluation of
Remark 15
The purpose of Proposition 14 is to provide an efficient way to decompose ideals of A into products of prime ideals, and this will be applied to G(χ P )A in our main algorithm. Identity (18) will provide two elements of A which generate G(χ P )A. Using these two elements and an integral basis of A, we can apply the algorithm from [9, p. 68 ] to obtain a Z-basis of G(χ P )A. We will need such a Z-basis for the application of the Fincke-Pohst algorithm (see [9] ).
Similar to [29] , we will view the ideal G(χ P )A as a lattice. Here, by a lattice, we mean a free Z-module equipped with a positive definite bilinear form. It is well-known [5, 12, 20] that G(χ P )A is a free Z-module of rank [K : Q] = (p − 1)ϕ(N )/r. It remains to specify the bilinear form we are using.
Definition 16
We use the notation of Lemma 13. Let A be the ring of algebraic integers of K. We define the bilinear map T on G(χ P )A as follows:
The T -norm of an element a ∈ A is defined as the nonnegative real number T (a, a), denoted by ||a|| T .
The following result is crucial for computing G(χ P ) up to a root of unity. A proof can be found in [29] .
Result 17
The element G(χ P ) is a nonzero element in the lattice G(χ P )A whose T -norm is minimal in the lattice. If α is any element of G(χ P )A with ||α|| T = ||G(χ P )|| T then there is a root of unity ζ ∈ K such that G(χ P ) = ζα.
By Result 17, we need to find a shortest vector in the lattice G(χ P )A. To this end, we use the Fincke-Pohst algorithm (see [9] ). For the application of this algorithm, we need a Gram matrix for the bilinear form T , and this, in turn, requires a Z-basis for G(χ P )A. To find such a Z-basis, we use Proposition 14 and Stickelberger's factorization of Gauss sums. We will employ the theorem of Stickelberger in the form given in [6, pp. 342-346] . We summarize the most important facts in this context for the convenience of the readers.
Let P be the prime ideal from Result 10. For each integer i coprime to N , an automorphism σ i of Q(ζ N )/Q is given by ζ
The decomposition group of P in the extension Q(ζ N )/Q is the cyclic group H = σ p , which is isomorphic to the subgroup p of (Z/N Z) * . Thus the order of H is ord N (p). Let W denote a complete set of coset representatives of the subgroup p of (Z/N Z) * . Write P j = P σ j . We have the following factorization of pZ[ζ N ] into a product of distinct prime ideals:
For the extension Q(ζ p )/Q, we write λ = 1 − ζ p and have
For the extension Q(ζ N p )/Q(ζ N ), there is only one prime ideal of Z[ζ N p ] lying above P , which is denoted by Q. For each j ∈ W , we denote the prime ideal of Z[ζ N p ] lying above P j by Q j . For j ∈ W , we have
For every integer a that is not divisible by N , let L(a) denote the smallest positive integer congruent to a modulo N . Let a 0 , ..., a r−1 ∈ {0, ..., p − 1} be the unique numbers with
We define s(a) = a 0 + a 1 + . . . + a r−1 .
Now we are ready to state Stickelberger's theorem. For a proof, see [6, p. 346] .
Result 18
For every integer a not divisible by N , we have
In particular, we have
Corollary 19
We use the notation introduced above. For a prime ideal Q of Z[ζ N p ] letQ be unique prime ideal of K contained in Q. Then
Proof This follows from Stickelberger's theorem sinceQZ[ζ N p ] = Q. Now we finally can introduce our algorithm whose correctness follows from the previous results of this section.
Algorithm 20 (Computing Gauss sums up to a root of unity)
We use the notation introduced in this section.
Input: -a positive integer N > 1, a prime number p coprime to N , and q = p r where r = ord N (p), -an irreducible divisor f of Φ N (X) over F p .
Output: α ∈ A such that of G(χ P ) = ηα for some root of unity η.
Step 1 Find the coset representatives W of p in (Z/N Z) * .
Step
For each i in W , apply the automorphism σ i of Q(ζ N p ) to g to get all the prime idealsQ i = g i A + λA of A above p.
Step 3 For each j in W , compute the exponent s(−j) as described in Result 18. Compute
Then G(χ P )A = h 1 A + h 2 A by Result 14 and Result 18.
Step 4 Compute an integral basis for K as in [7] . A complete description of this procedure, adapted to the case we are considering, can be found in [19] .
Step 5 Given G(χ P )A = h 1 A + h 2 A and an integral basis of A, apply the algorithm [9, p. 68 ] to obtain a Z-basis for the lattice G(χ P )A.
Compute the Gram matrix of the bilinear form T with respect to this Z-basis.
Step 6 Given a Z-basis of G(χ P )A and the corresponding Gram matrix, find a shortest vector α in G(χ P )A by the Fincke-Pohst algorithm [9, p. 104].
Step 7 Return α.
Remark 21
The third identity in (4) implies that G(χ P ) is often contained in a proper subfield of K. This can be used to speed up Algorithm 20 further and only requires straightforward modifications. 
Note that, given α, we can compute j efficiently using (19) . Let β = ζ −j p α. Then
Let τ be defined as in Lemma 13. Note α τ = α and thus β τ = β since α ∈ K. We have
and from Lemma 12 and Algorithm 20, we conclude that Γ(ζ N ζ p ) and H q,N,f (ζ N ζ p ) differ only by multiplication with a root of unity. It will be the polynomial Γ we have just obtained that will be used in the further sections.
Finding the root of unity
We have seen how to compute Gauss sums up to multiplication with a root of unity. In this section, we show how to use H-polynomials to find the exact root of unity by a recursive method. To this end, we need to be able to distinguish an H-polynomial H q,N,f from its "translates" x j H q,N,f , j = 1, ..., N p − 1. This is the purpose of the results in this section.
We first introduce some notation which we use throughout Sections 6 and 7. 
Remark 24
The significance of the polynomials T Γ,δ,i lies in the following. Assume that Hpolynomials H q,M,f M are known for every proper divisor M of N . Then the results of Sections 5 and 6 will enable us to find Γ, δ and i such that H q,N,f = T Γ,δ,i . Hence the computation of H q,N,f is reduced to a recursive computation of T Γ,δ,i . The efficient calculation of T Γ,δ,i is treated in Section 7.
Theorem 25 Let Γ ∈ Z[x] be a polynomial satisfying the following conditions.
Γ(ζ N ζ p ) and H q,N,f (ζ N ζ p ) differ only by multiplication with a root of unity. (23) We consider the following conditions for δ ∈ {−1, 1} and i = 0, ..., N p − 1.
Then the following hold.
(i) There is a solution (δ, i) of (24)- (26) .
(ii) If N is not a power of a prime u such that u divides p − 1, then there is only one solution (δ, i) of (24)- (26), and H q,N,f = T Γ,δ,i where T Γ,δ,i is defined by (20) .
(iii) If N is a power of a prime u such that u divides p − 1, and let (δ 1 , i 1 ) be any solution of (24)- (26) . Then the solutions of (24)- (26) are exactly those pairs (δ, i) with δ = δ 1 and i = i 1 + jN p/u, j = 0, ..., u − 1. Furthermore, T Γ,δ,i ∈ Z[x] for every solution (δ, i) of (24)- (26), and
for some j ∈ {0, ..., u − 1},
Proof By (23), there are δ 0 ∈ {−1, 1} and i 0 ∈ {0, ..., N p − 1} such that
and δ 0 = 1 if N p is even. We will show that (δ 0 , i 0 ) is a solution of (24)- (26) . Note that (24) is satisfied by the choice of δ 0 . We now show that (26) holds for (δ, i) = (δ 0 , i 0 ). Let s be any prime divisor of N . By (28), we have
Moreover,
by Theorem 8. From (29) , (30) and Lemma 4, we see that (26) holds for (δ 0 , i 0 ).
We now show that (25) holds for (δ, i) = (δ 0 , i 0 ). By Lemma 7, we have
from (28) . Assume p > 2. Then (31) implies i 0 ≡ 0 (mod p). Write i 0 = kp where k is an integer. We have
N . This implies ζ k(p−1) N = 1 and thus
Assume p = 2 we use (22) and (28) to get the identity (24)- (26) .
We now proceed to the proof of parts (ii) and (iii) of Theorem 25.
Claim 1
If N has at least two distinct prime divisors, then (δ 0 , i 0 ) is the unique solution of (24)- (26) . Furthermore, if N is a power of a prime u, then
for any solution (δ, i) of (24)- (26) .
Proof of Claim 1: Let (δ, i) be any solution of (24)- (26), and let s be any prime divisor of N . Then
by (26), (29) , and Lemma 3. From (33), we get
and thus
Note Φ 
Note ζ
By Lemma 7, the ideals 2Z[ζ N p ] and
. This implies η = ±1. Since we assume η s = η 2 = −1 in Case 3, we conclude that this case cannot happen. This completes the proof of Claim 1.
Claim 2 If N is a power of a prime u such that u does not divide p − 1, then (δ 0 , i 0 ) is the unique solution of (24)- (26) .
Proof of Claim 2: Let (δ, i) be a solution of (24) (24)- (26), then δ = δ 0 and i = i 0 + kN p/u, for some integer k.
Proof of Claim 4: Let (δ, i) be any solution of of (24) Proof of Claim 5: Let t be the unique polynomial with deg(t) < w and (20) and Lemma 7. Note that (28) 
In summary, we have shown
by Result 1, and thus T Γ,δ,i ∈ Z[x]. This proves Claim 5.
Claim 6
Assume that N is a power of a prime u such that u divides p − 1 (hence p > 2). If δ = δ 0 and i = i 0 + jN p/u, with j ∈ {0, ..., u − 1}, then (δ, i) is a solution of of (24)- (26) .
Proof of Claim 6: Since δ 0 satisfies (24), the same is true for δ. As u divides p − 1, we have gcd(N, p−1) ≡ 0 ( mod u). Hence (δ, i) also satisfies (25) . By Claim 5, we have
To prove that (δ, i) satisfies (26), we have to show
By (20) we have
Using (39) and (40) we get
Now (41) follows from (30) , (42), (43), and Lemma 3. This proves Claim 6. Now we are ready to complete the proof of Theorem 25. We have proved part (i) already, since we have shown that (δ 0 , i 0 ) is a solution of (24)- (26) . Part (ii) of Theorem 25 follows from Claims 2 and 3. The first assertion of part (iii) of Theorem 25 follows from Claims 4 and 6. The second assertion of part (iii), namely, T Γ,δ,i ∈ Z[x], follows from the first assertion and Claim 5. Finally, (27) follows from Claim 3 and the first assertion of part (iii) of Theorem 25.
In the case where N is a power of a prime u such that u divides p − 1, Theorem 25 is insufficient to completely remove the root of unity ambiguity involved in the computation H-polynomials. The following lemma is a preparation for the complete resolution of this problem.
Lemma 26 Let q = p r where p is a prime, let Tr be the trace function from F q to F p , and let γ be a primitive element of F q . Then
since the polynomials on the left and the right hand side have the same roots. Substituting x = 0, we find (−1)
Hence T ≡ ind γ (k) (mod q − 1).
Lemma 27
Let H = H q,f,N be the polynomial defined by (2), and and let H denote the derivative of H. Then
. We compute
We find
Since N divides q − 1, Lemma 26 implies
The following theorem, together with Theorem 25, will provide the key to the complete resolution of the problem of computing H-polynomials. The algorithm described in Section 5 enables us to find a polynomial Γ satisfying the conditions of Theorem 25. If N is not a power of a prime u dividing p − 1, then Theorem 25 yields an efficient method to find δ and i such that H q,N,f = T Γ,δ,i . The only remaining case is resolved by the following result.
Theorem 28 Let H q,N,f be defined by (2) , and assume that N is a power of a prime u such that u divides p − 1. Let Γ ∈ Z[x] be a polynomial satisfying the conditions (21)-(23) of Theorem 25, and let (δ, i) be a solution of (24)- (26) . Write T = T Γ,δ,i , and let T denote the derivative of T . Let
Then k is an integer and
where k is the unique integer with k ∈ {0, ..., u − 1} and k ≡ k (mod u).
Proof Write H = H q,N,f . By part (iii) of Theorem 25, we have
for some positive integer j. In order to prove (45), it remains to show k ≡ −j (mod u).
We compute
By Lemma 7, we have H(ζ p ) = −1. Taking traces in (48), we obtain
Note that N k/u is an integer. By Lemma 27, the definition of k, and (49), we have
This shows that k is an integer. Recall that p ≡ 1 (mod u) by the assumptions of Theorem 28. Hence (50) implies and k ≡ −jp ≡ −j (mod u).
Computing the polynomials T Γ,δ,i
When we compute an H-polynomial H q,γ,N based on Theorems 25 and 28, the polynomial Γ will be available by the method described in Section 5. Furthermore, the necessary numbers δ, i can be computed efficiently using the conditions (24)- (26) of Theorem 25. Since our method is recursive, polynomials H q,M,f M will be available for every proper divisor M of N . It only remains provide a method for computing the polynomial T Γ,δ,i from Γ, δ, i, and the polynomials H q,M,f M . In principle, this simply can be done by using the definition (20) of T Γ,δ,i together with Result 1. However, the next theorem, which is similar to results of Baumert [3] , provides a much more efficient method.
In the following, we use the notation introduced before Theorem 25. Let µ denote the Möbius function.
Let d be a divisor of N . By (53) and (55), we have
e ) if U dp (ζ e ) = 0.
(56)
Using (53) and (56), we get
e )U dp (ζ e )
Let e 1 be the largest divisor of e coprime to p. Since a|k µ(a) = 0 for every integer k > 1, we get 
Now we are ready to verify (52). First let e = N p. Then R(ζ e ) = δζ i N p Γ(ζ N p ) = T Γ,δ,i (ζ N p ) by (20) and (54), and S(ζ e ) = 0 by (57). Hence (52) holds for e = N p. Now assume e ≡ 0 (mod N ). Then R(ζ e ) − S(ζ e ) = H q,N,f (ζ e ) = T Γ,δ,i (ζ e ) by (20) , (54), and (57). The last remaining case is e = N . In this case, R(ζ e ) − S(ζ e ) = 0 by (54), (57), and T Γ,δ,i (ζ e ) = H q,N,f (ζ e ) = 0 by (20) and Lemma 7. Hence (52) holds for e = N . This completes the proof of Theorem 29.
An algorithm for the computation of H-polynomials and Gauss sums
In this section, we put everything together and formulate our algorithm for computing Hpolynomials and thus Gauss sums. Output: H q,d,f N .
Step 1 Using Algorithm 20 and Remark 22, compute Γ ∈ Z[x] satisfying the conditions (21)- (23) of Theorem 25 with f = f N .
Step 2 Step 3 for every prime divisor s of N .
Step 4 Compute T Γ,δ,i according to
x dp − 1 (mod x N p − 1)
Step 5 If N is a power of a prime u such that u divides p − 1, compute k by the formulas (44), (46). Otherwise, set k = 0 and u = 1.
Step 6 The following is a complete algorithm for computing H-polynomials. Note that, when we compute H-polynomials H p r ,N,f , we only need to deal with the case r = r 0 where r 0 = ord N (p). For larger values of r, the polynomials H p r ,N,f then can be obtained from Theorem 9. We make use of this fact in Algorithm 31 to reduce the computational effort.
The subset C := {c(α) : α ∈ F q } of F n p is called an irreducible cyclic code of length n and dimension r over F p . In the case p = 2, the code C is called a binary irreducible cyclic code.
The weight of a codeword c(α) = (c 0 , ..., c n ) ∈ C is w(α) = |{i ∈ {0, ..., n − 1} : c i = 0}| . 
If α, β ∈ F * q such that ind(α) ≡ ind(β) ≡ s (mod N ) then c(α) is a cyclic shift of c(β). Therefore w(α) = w(β). Now we have a formula to compute the weight of c(α):
We have used Algorithm 31 together with (60) to compute the complete weight distributions of all binary irreducible cyclic codes with N ≤ 5000. We have implemented Algorithm 31 in PARI/GP [2] . The complete results of our computations are available in electronic form upon request.
