We consider the effect of numerical integration in finite element methods for nonlinear parabolic system describing a two component model for the single-phase, miscible displacement of one compressible fluid by another in a porous medium. We give some sufficient conditions on the quadrature scheme to ensure that the order of convergence is unaltered in the presence of numerical integration. Optimal order L 2 -error estimates and almost optimal L ∞ -error estimates are derived when the imposed external flows are smoothly distributed.
Introduction
We analyze the effect of numerical integration for a problem arising in the single-phase, miscible displacement of one compressible fluid by another in a porous medium. The reservoir Ω is of unit thickness and is identified with a bounded domain in R 2 . Let c i denote the volumetric concentration of the ith component of the fluid mixture i = 1, ..., n. The state equation for the model is taken to be dρ i ρ i = z i dp,
where ρ i is the density of the ith component solely dependent on the pressure p and z i is the constant compressibility factor for the ith component.
The Darcy velocity of the fluid mixture is given by u = −k µ ∇p, (1.2) where k = k(x) is the permeability and µ = µ(c 1 , ..., c n ) is the viscosity of the fluid. Assume that no volume change occurs in mixing the components and that a diffusion tensor D = D(x, u)
representating molecular diffusion and dispersion exists and takes the form
where E(u) = [u k u l /|u| 2 ] is the 2×2 matrix representing orthogonal projection along the direction of the velocity vector and E ⊥ (u) = I − E(u) its orthogonal complement, and φ = φ(x) is the porosity of the rock; d m , d l and d t are the molecular diffusion coefficient, the longitudinal and transverse dispersion coefficients respectively.
The conservation of mass of the ith component in the mixture implies the following equation [8] :
where q = q(x, t) is the external volumetric flow rate, and q + its positive part, andĉ i is the concentration of the ith component in the external flow;ĉ i must be specified at injection points(i.e., q > 0) andĉ i = c i at production points. Since we assume the fluid to occupy the void space in the rock, Add the n equations of (1.4) and use (1.5) to obtain the pressure equation
The numerical method that we shall analyze below can be applied to the n component model, however, for clarity of presentation we shall confine ourselves to a two component displacement problem. If the components are of "slight compressibility" and if we also consider only molecular diffusion, so that D = φ(x)d m I, then a set of equations [8] modeling the pressure p and the concentration c subject to the initial and the no flow boundary conditions is given by
where
ϑ is the exterior normal to ∂Ω, the boundary of Ω.
The effect of numerical integration in finite element method for solving elliptic equations, parabolic and hyperbolic equations has been analyzed by Raviart [2] , Ciarlet and Raviart [3] , SoHsiang Chou and Li Qian [4] , Li Qian and Wang Dao Yu [5] and others. The pressure p appears in the concentration only through its velocity field and it is appropriate to choose a numerical method that approximates the velocity u directly. In this paper we shall formulate and must consider the use of the numerical quadrature scheme based on approximating the solution of the differential system (1.7). It approximates the concentration of one of the fluids c and the pressure of the mixture p by a standard Galerkin method. We shall also give some sufficient conditions on the quadrature scheme which insure that the order of convergence in the absence of numerical integration is unaltered by the effect of numerical integration.
Notation and formulation of the finite element procedures
The inner product on 
We make the following assumptions on the data (i) the solution is smooth; i.e., q is smoothly distributed, 
(iv) the domain has at least the regularity required for a standard elliptic Neumann problem to have H 2 (Ω)-regularity and more if the piecewise polynomial spaces used in the finite element procedures have degrees greater than one.
(v) compatibility requires that (q, 1) = Ω q(x, t)dx = 0, 0 t T.
polynomial space of degree at least l associated with a quasi-regular polygonalization T hc of Ω and having the following approximation and inverse hypotheses:
be a piecewise polynomial space of degree at least k associated with another quasi-regular polygonalization T hp of Ω and having the following approximation and inverse properties:
The weak form of (1.7) is defined by finding a map {c, p} :
When numerical integration is not used, problem (2.3) has been studied by J. Douglas JR.
and J.E. Roberts [8] where optimal L 2 -estimates are obtained. Following [1] , we give a general description of the corresponding formulation of (2.3) when numerical integration is present.
In what follows let f be c or p as appropiate and s be l or k as appropriate and S h be M h or N h as appropriate. Let T h f be a quasi-regular polygonalization of the set Ω with elements
The following assumptions shall be made
is a regular affine family with a single reference
(ii)P f = P s (K f ), the set of polynomials of degree less than or equal to s.
(iii) The family of triangulations or quadrilateralizations
(iv) Each polygonalization T h f is associated with a finite-dimensional subspace S h of trial functions which is contained in
We now introduce a quadrature scheme over the reference setK
are repectively the nodes and the weights of the quadrature.
The induced quadrature scheme over
Accordingly, we introduce the quadrature error functionals
The quadrature scheme is exact for the space of functionsφ, ifÊ(φ) = 0 ∀φ. If the approximation for the concentration, the pressure and the Darcy velocity are denoted by C, P and U, respectively, then using these quadrature formulas, the continuous-time approximation procedure of (2.3) is given by finding a map {C,
( 2.7) wherec andp are the elliptic projections of c and p respectively, defined in (2.8) and (2.9) below,
It is frequently valuable to decompose the anlysis of the convergence of finite element methods by passing through a projection of the solution of the differential problem into the finite element space.
First letc : [0, T ] → M h be the projection of c given by
where λ is chosen to be large enough to insure the coercivity of the bilinear form over H 1 (Ω).
where β assures coercivity over H 1 (Ω).
Let ζ = c −c and η = p −p. Standard arguments in the theory of Galerkin methods for elliptic problems show that
where M depends on bounds for lower order derivatives of c and p. Also
where M depends on lower order derivatives of c, p and their first derivatives with respect to time.
There exists a constant K 0 such that
Lemmas
We point out that the general point of view in Ciarlet [1] for elliptic problems has provided a guide line for our developpement here. In what follows, the letter K 0 will denote a positive constant, not necessarily the same at different places, and ε will denote a generic positive small constant. Also K i , 1 i 10 will denote positive constant.
Lemma 3.1. [1] Assume that, for some integer s 1,
(ii) the union
b l f contains a P s (K f )-unisolvent subset and/or the quadrature scheme is exact for the space P 2s (K f ).
Then
where E K f (·) is the quadrature error functional in (2.4) Lemma 3.3. [4] Assume that for some integer s 1,P = P s (K f ) and that
Then there exists a constant K 0 independent of K f ∈ T h f and h f such that for any g ∈
Lemma 3.4. [1] Under the same hypotheses as in Lemma 3.3. Furthermore assume that there exists a number q satisfying s + 1 > 2 q . Then there exists a constant K 0 independent of K f ∈ T h f and h f such that for anyg ∈ W s+1,q (K f ) and any w ∈ P s (K f ),
Our main concern in this section is to derive the errors C − c, U − u and P − p. Introducing bases in M h and N h , (2.7) can be written as a system of ordinary differential equations. Then the assumptions on the data guarantee the solution of this system exists and is unique for t ∈ [0, T ].
Theorem 4.1. Let u, {c, p}, {C, P, U }, {c,p}, satisfy (1.2) (2.3),(2.7),(2.8) and (2.9) respectively. Let f denote c or p as appropriate and s denote l or k as approriate. Assume that
, is exact for the space P 2s (K f ) and/or exact for the space P 2s−1 (K f ), and the union
For l 1, k 1, and h = (h p , h c ) sufficiently small, there exists a constant K 0 such that 
We first consider the pressure equation. Substract (2.7b) from (2.3b), apply (2.9), set v = π t , integrate with respect to t and use the following
It follows from Lemma 3.1 that
we have
Make the induction hypothesis that ∇π| ∞ K 3 , for some constant K 3 .
Apply (2.10),(2.11) and (4.3) to obtain
where K 4 depends on K 3 and c t ∞ , p t ∞ , c l+1 , p k+1 and p t k+1 .
Integrate R 3 by parts with respect to time to see that
Then using the following inequality ξ
where K 0 depends on the L ∞ (W 1,∞ (Ω))-norms ofp andp t .
Notice that by the interpolation theory in Sobolev spaces we have
where π h c denotes the M h -interpolant of c. Then
Apply (4.5),(4.7),(4.8), and Lemmas 3.2 and 3.3 and the inequality
Nguimbi Germain et al.
Similar to the estimation of Q 2 , we have
where K 0 depends on c t k+1;∞ .
Integrate by parts in time to see that
Use Lemma 3.4 to obtain
where K 0 depends on the L ∞ (H k+1 (Ω))-norms ofp t andp tt .
Since compatibility requires that Ω q(x, t)dx = 0, 0 t T, then R 8 = 0.
We can now combine (4.2) and the above |R i |, 1 i 8 to obtain
where K 5 depends, in particular, on the induction bound K 3 for ∇π in L ∞ (Ω).
We now turn to the examination of the concentration equation. Substract (2.8) from (2.3a) to obtain
Note that
(4.14)
Substract (2.7a) from (4.13) and apply (4.14) to obtain
we have by using (2.10) and (2.11)
where K 6 depends on U ∞ , p t ∞ , c l+1 , c t l+1 , p k+1 , p k+1 . Since compatibility requires that (q, 1) = Ω q(x, t)dx = 0, 0 t T, then F 4 = 0.
Next, use (1.2) and (2.7c), we observe that
Usec = c − ξ in the first term of the right-hande side, and use Green's formula for the term involving ∇η · ∇c, and integrate by parts in time the term involving ∇ξ t to obtain
Then use (2.10b) and (2.10d) and assume that there exists
where K 0 depends on c l+1 , c l+1,∞ , p k+1 , p t k+1 , p k+1,∞ and the L ∞ (W 1,∞ (Ω))-norm ofc.
Similarly we have Integrate by parts in time to sse that Similar as in estimation of Q 2 , we obtain Integrate F 13 by parts in time to see that
So that by Lemma 3.4
