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Re´sume´ :
Les algorithmes ite´ratifs de PIV a` base de de´formation d’image sont connus pour eˆtre divergents en
l’absence de pre´cautions spe´cifiques. Ceci se manifeste le plus souvent par l’apparition d’oscillations
spurieuses dans les champs de vitesse, de longueur d’onde lie´e a` la taille de la feneˆtre d’interrogation.
La parade la plus couramment adopte´e a` l’heure actuelle consiste a` filtrer l’incre´ment obtenu
apre`s chaque ite´ration, avant de l’ajouter a` l’estimation pre´ce´dente. Nous montrons ici qu’une
autre possibilite´ consiste a` formuler diffe´remment le proble`me ite´ratif, en maintenant un objectif de
corre´lation exact et non plus approche´. Cette formulation, qui est au coeur du code folki-piv de´veloppe´
a` l’Onera, me`ne effectivement a` un processus convergent dans lequel ces oscillations sont supprime´es,
sans traitement interme´diaire des re´sultats.
Abstract :
Iterative image deformation PIV algorithms are known to diverge in the absence of intermediate
processing of the results. The most common illustration of this behaviour is the appearance of spurious
wavy patterns in the vector fields, whose wavelength directly depends on the interrogation window size.
To date, most PIV algorithms cope with this phenomenon by filtering the displacement increment
obtained after each correlation step. In this communication, we show that, alternatively, this problem
may be overcome by a different formulation of the iterative problem, in which the correlation objective
is exact instead of approximate. Such a formulation is the basis of folki-piv, a code developed at
Onera. It indeed leads to a convergent algorithm, in which the wavy patterns are suppressed without
further processing.
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1 Introduction
La plupart des algorithmes actuels de PIV reposent sur un processus ite´ratif, au cours duquel
l’estimation du mouvement associe´ a` une feneˆtre d’interrogation est raffine´e progressivement [1].
L’une des me´thodes pour aboutir a` une telle de´composition consiste a` utiliser une technique dite de
de´formation d’image. Son principe est de rectifier l’image de particules a` l’aide du de´placement trouve´ a`
l’ite´ration pre´ce´dente, avant d’effectuer la corre´lation permettant de trouver l’incre´ment courant. Bien
que menant a` des temps de calculs compe´titifs, cette me´thode pre´sente l’inconve´nient d’eˆtre instable.
Ainsi que l’ont par exemple montre´ Nogueira et al. [2] et Schrijer et Scarano [3], ce phe´nome`ne est
directement lie´ au fait que les algorithmes PIV recherchent la valeur moyenne du de´placement par
corre´lation dans une feneˆtre d’interrogation. Ceci revient en effet a` effectuer une moyenne glissante
sur le champ de de´placement re´el, de taille e´gale a` celle de la feneˆtre d’interrogation. La re´ponse
fre´quentielle d’un tel processus est connue : conside´rant un de´placement de cisaillement horizontal,
sinuso¨ıdal de longueur d’onde λ et d’amplitude A :(
U
V
)
(x, y) =
(
A sin(2pi yλ)
0
)
, (1)
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l’amplitude maximale du de´placement obtenu par moyenne glissante est e´gale a` A∗ = sinc(l∗), ou`
l∗ = WS/λ avec WS la taille de la feneˆtre d’interrogation. Cette fonction est repre´sente´e sur la figure
1 ci-dessous. L’instabilite´ des algorithmes de corre´lation ite´ratifs est alors lie´e a` l’inversion de signe
Figure 1 – Re´ponse fre´quentielle de la corre´lation par feneˆtres, assimile´e a` un filtrage par moyenne glissante (fonction
sinus cardinal). Voir le texte pour la de´finition de l∗.
de cette re´ponse dans le domaine 1 ≤ l∗ ≤ 2. En pratique, lorsqu’un trop grand nombre d’ite´rations
est effectue´, on observe couramment des oscillations spurieuses de longueur d’onde e´gale a` environ
2/3WS, correspondant au fait que la re´ponse fre´quentielle est minimale et ne´gative pour l∗ ≈ 1.43.
Comme le montrent en particulier Schrijer et Scarano [3], ces oscillations disparaissent si, apre`s chaque
corre´lation, on applique un filtrage spatial a` l’incre´ment de de´placement avant son ajout a` l’estimation
pre´ce´dente. Ce proce´de´ est couramment utilise´ a` l’heure actuelle dans les codes. A titre d’exemple,
la figure 2 compare les champs de de´placement obtenus apre`s 20 ite´rations sur des images bruite´es
correspondant a` un de´placement nul, obtenus a` l’aide d’un logiciel du commerce, a` la fois sans et avec
filtrage post-corre´lation. Dans ce calcul, les feneˆtres d’interrogation ont une taille de 32× 32 pixels et
le taux de recouvrement des feneˆtres a e´te´ fixe´ a` 90 %. On observe effectivement l’apparition de telles
oscillations, que le filtrage atte´nue conside´rablement.
Notre objectif dans cet article est de proposer une alternative a` ce filtrage. Son principe, qui est
imple´mente´ dans le code folki-piv de´veloppe´ a` l’Onera [4], consiste a` maintenir une formulation
exacte du proble`me de corre´lation pendant toutes les ite´rations, ce qui n’est pas garanti par les
me´thodes classiques, comme nous allons le de´tailler. Nous exposons cette formulation, compare´e aux
formulations classiques, dans le paragraphe 2. La stabilite´ de ce code est ensuite teste´e et commente´e
au paragraphe 3.
2 Principe des algorithmes ite´ratifs de corre´lation
2.1 Corre´lation directe
On conside`re ici une feneˆtre d’interrogation W (k) centre´e autour d’un pixel donne´ k dans l’image.
Dans le cadre d’une formulation syme´trique, une des approches les plus employe´es consiste a` de´finir
le de´placement u(k) des particules pre´sentes dans W (k) comme le maximum de la corre´lation entre
les images successives I1 et I2, i.e. de∑
m
I1
(
m− u(k)
2
)
I2
(
m+
u(k)
2
)
, (2)
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Figure 2 – Champ de de´placement (en pixel) obtenu apre`s 20 ite´rations par un code PIV commercial, couple d’images
bruite´es sans de´placement relatif. a) sans filtrage du re´sultat de la corre´lation apre`s chaque ite´ration, b) avec filtrage.
ou` la somme est effectue´e pour tous les pixels m appartenant a` W (k). Lorsque cet objectif global
est de´compose´ en ite´rations successives, chacune d’entre elles consiste a` trouver un incre´ment de
de´placement δu(k), que l’on vient ajouter a` la vitesse estime´e a` l’ite´ration pre´ce´dente, u0. δu(k) est
alors de´fini comme re´alisant le maximum de∑
m
I1
(
m− u0(m)
2
− δu(k)
2
)
I2
(
m+
u0(m)
2
+
δu(k)
2
)
. (3)
En pratique, les images I1 et I2 sont de´forme´es par le champ initial ±u0/2 avant l’e´tape de
maximisation de la corre´lation, qui peut donc eˆtre effectue´e par FFT. Dans cette formulation,
l’instabilite´ survient en l’absence de filtrage de δu(k) : les ite´rations successives me`nent a` des
de´formations d’images e´loignant progressivement du de´placement vrai. Une remarque importante est
que cette recherche ite´rative est une approximation du proble`me de corre´lation global (2), puisqu’avant
la dernie`re ite´ration en particulier, les images sont de´forme´es par un de´placement ±u0/2 qui peut eˆtre
diffe´rent suivant les pixels de W (k). En pratique, le filtrage pre´conise´ permet e´galement une re´solution
spatiale augmente´e par rapport a` la re´solution de type moyenne glissante (voir par exemple [3]).
2.2 Approches de type Lucas-Kanade
2.2.1 Formulation exacte
Champagnat et al. [4] ont re´cemment propose´ un algorithme de corre´lation a` base de de´formation
d’image, qui de´rive d’un objectif global formule´ non plus comme la maximisation d’une corre´lation
directe, mais comme la minimisation d’une somme des diffe´rences au carre´ (SSD, pour Sum of Squared
Differences) : ∑
m
(
I1
(
m− u(k)
2
)
− I2
(
m+
u(k)
2
))2
. (4)
La re´solution ite´rative de cet objectif global repose ensuite sur une version modifie´e du paradigme
de Lucas-Kanade [5]. En supposant le pre´dicteur u0 connu en chaque pixel de W (k), une ite´ration
consiste a` trouver un incre´ment de la forme δu(k,m) = u(k) − u0(m), de´fini comme re´alisant le
minimum de ∑
m
(
I1
(
m− u0(m)
2
− δu(k,m)
2
)
− I2
(
m+
u0(m)
2
+
δu(k,m)
2
))2
. (5)
Dans les e´tapes qui suivent, on effectue un de´veloppement de Taylor des intensite´s I1 et I2,
respectivement autour de m − u0(m)/2 et m + u0(m)/2, avec δu(k,m) comme petit parame`tre.
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Le logiciel de´rive´ de ce principe, folki-piv, pre´sente une structure hautement paralle`le ayant permis
une imple´mentation sur carte graphique (GPU). Il repose sur une approche multi-re´solution et
fournit des champs de vecteurs denses sure´chantillonne´s. Nous renvoyons le lecteur inte´resse´ par
plus de de´tails sur son principe et ses performances globales a` l’article [4], ainsi qu’a` la page web
http://www.onera.fr/dtim/gpu-for-image/index.php, ou` une version d’essai est disponible au
te´le´chargement (choisir la version Windows, qui correspond rigoureusement a` l’algorithme teste´ dans
cet article).
Comme nous l’avons mentionne´ plus haut, meˆme si l’on effectue ici aussi une de´formation d’image par
les estimateurs ±u0/2 avant chaque minimisation, l’incre´ment recherche´ correspond a` la formulation
exacte de la corre´lation globale, ce que l’on peut constater en remplac¸ant δu(k,m) par sa de´finition
dans l’e´quation (5). Dans le cadre de la corre´lation directe introduite au paragraphe pre´ce´dent, une
formulation analogue consisterait a` chercher la correction δu(k,m) = u(k) − u0(m) re´alisant le
maximum de ∑
m
I1
(
m− u0(m)
2
− δu(k,m)
2
)
I2
(
m+
u0(m)
2
+
δu(k,m)
2
)
. (6)
Cependant, une telle formulation ne permet pas un calcul par FFT.
2.2.2 Formulation approche´e
Afin d’e´valuer pre´cise´ment l’apport de la formulation ite´rative exacte, nous testerons e´galement un
algorithme base´ sur une formulation de type SSD approche´e. Celle-ci est choisie sous une forme
analogue a` celle utilise´e par les algorithmes a` base de FFT, c’est-a`-dire qu’on recherche l’incre´ment
δu(k) minimisant
∑
m
(
I1
(
m− u0(m)
2
− δu(k)
2
)
− I2
(
m+
u0(m)
2
+
δu(k)
2
))2
. (7)
Mis a` part cette formulation, le reste de cet algorithme est en tout point similaire a` folki-piv.
3 Re´sultats
Figure 3 – Champ de de´placement (en pixel) obtenu apre`s 20 ite´rations par me´thode de type Lucas-Kanade, couple
d’images bruite´es sans de´placement relatif. a) Formulation approche´e, b) Formulation exacte, folki-piv.
La figure 3 compare les champs de de´placement obtenus apre`s 20 ite´rations de folki-piv et de
l’algorithme approche´ de´fini par (7), sur les images introduites au paragraphe 1. Sur la figure a),
on retrouve des oscillations comparables a` celles obtenues par une me´thode de corre´lation directe par
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FFT en l’absence de filtrage (voir figure 2a), avec une amplitude plus e´leve´e qui reste a` expliquer.
La figure b) montre qu’une formulation exacte permet effectivement d’atte´nuer tre`s fortement ces
oscillations, et ce plus efficacement qu’en utilisant un filtrage interme´diaire du re´sultat. En effet, les
niveaux maximaux d’erreur re´siduelle repre´sentent environ 50 % de ceux trouve´s a` la figure 2b).
Figure 4 – Re´ponse fre´quentielle de folki-piv, compare´e a` la fonction sinus cardinal.
Le caracte`re ”exact” de cette approche est confirme´ par la re´ponse fre´quentielle de folki-piv, qui suit
rigoureusement une loi de type sinus cardinal, et s’apparente donc a` une moyenne glissante effectue´e
sur le de´placement vrai. Ceci est repre´sente´ sur la figure 4. Il convient donc ici de signaler que si cette
technique est un moyen efficace de contrer le phe´nome`ne de divergence et d’oscillation tout en e´vitant
le recours a` un filtrage qui peut sembler arbitraire, elle ne me`ne pas non plus a` une augmentation de
la re´solution spatiale, comme peuvent le faire ces filtrages (voir entre autres [3]).
4 Conclusions
Nous avons pre´sente´ une me´thode alternative permettant de contrer la divergence observe´e habituellement
dans les algorithmes ite´ratifs de PIV a` base de de´formation d’images. L’algorithme, au coeur du code
folki-piv de l’Onera, consiste a` travailler sur un objectif de corre´lation exact pour chaque ite´ration.
Ceci permet de s’affranchir des oscillations spurieuses, tout en conservant une re´ponse fre´quentielle
de type moyenne glissante. Sur des images bruite´es sans de´placement relatif, cette me´thode me`ne
a` des niveaux d’erreur infe´rieurs a` ceux obtenus par une me´thode plus usuelle, consistant a` filtrer
l’incre´ment de de´placement trouve´ a` chaque ite´ration. Nos travaux futurs dans ce domaine s’orienteront
vers l’augmentation de la re´solution spatiale, notamment a` l’aide de me´thodes combinant l’approche
pre´sente par corre´lation de feneˆtres (dite locale) avec une re´gularisation globale, a` la suite de Bruhn
et al.[6]
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