Integrability and linearizability of polynomial differential systems are studied. The computation of generalized period constants is a way to find necessary conditions for linearizable systems for any rational resonance ratio. A method to compute generalized period constants is given. The algorithm is recursive and easy to realize with computer algebraic system. As the application, we discuss linearizable conditions for several Lotka-Volterra systems, and where this is the first time that the linearizability is considered for 3 : −4 and 3 : −5 resonances.
Introduction
This paper is concerned with integrability and linearizability of polynomial differential systems. At times, the problem is restricted to the following polynomial differential system with linear part of p : −q resonant saddle point type dx dt = px + P (x, y), dy dt = −qy + Q(x, y)
where p, q ∈ Z + , x, y, t ∈ R, P and Q are polynomials. After a time scaling t → p t, the above system (1) can be also expressed into the following form dx dt = x + P (x, y), dy dt = −λy + Q(x, y) (2) where λ = q/p ∈ Q + . Related to the integrability problem, the only way to get necessary conditions of integrability for system (1) or system (2) is to compute the p : −q saddle numbers.
To ours notice, a natural generalization of the center problem is proposed in [19] . One calculates the successive terms in the Taylor expression of the supposed first integral and the saddle numbers L(k) are the coefficients of the obstacles to its existence:
The L(k)'s are polynomials in the coefficients of the system and can be calculated algorithmically. Usually it is very complicated, it is the main reason of slow progress in this problem. Moreover, recently the authors of [7] study the global organization of the strata of complex quadratic systems in C 2 for normalizable, integrable, and linearizable saddle points as λ and the other parameters of the system vary. For the purpose they also give some good tools for demonstrating normalizability, integrability, and linearizability. Several classes of the systems in the form (1) or (2) have been studied. For the 1 : −2 resonant saddle point of quadratic polynomial systems, the integrability problem is completely solved in [7, 8, 19] , and more in [7] , the necessary and sufficient conditions (15 cases) for linearizable systems are given. For the Lotka-Volterra systems, necessary and sufficient conditions for integrability and linearizability in the case λ ∈ N, that is the 1 : −n resonant cases, are already given in [7, 19] . In [10] , some sufficient conditions are given in the case of general λ, and for the case λ = p 2 or p 2 , p ∈ Z + , necessary and sufficient conditions for integrable and linearizable systems are given. Recently in [12] , sufficient conditions for integrable Lotka-Volterra systems with 3 : −q resonance are given, and for the particular cases of 3 : −5 and 3 : −4 resonances, only integrability is investigated, but the linearizability is not considered.
On the other hand, if it is restricted to the following polynomial differential system with linear part of center type
where x, y, t ∈ R, P and Q are polynomials, the problem of integrability and linearizability at the origin is usually called the center and isochronous center problem. In the case of the center problem, a lot of work had been done (see monograph [18] ). The computation of focal values (Lyapunov constants ) is a way to study center conditions (i.e. integrability conditions). For the computation of focal value, the classic methods are the method of Poincaré return map and the method of Lyapunov coefficients (see [2] ). In [14] , the authors gave a new computational method, which took the calculation of focal values and saddle qualities into the calculation of the singular point quantities.
Furthermore, a center is isochronous if the period of all periodic solutions in a neighborhood of it is constant for system (3) . Several classes of isochronous systems have been studied. For example, quadratic isochronous centers, see [16] ; isochronous centers of a linear center perturbed by third, fourth and fifth degree homogeneous polynomials, see [4, 5, 17] ; isochronous centers of cubic systems with degenerate infinity, see [15] . And, the problem of isochronous center has also studied in [6, 11] . The method to determine isochronous center is usually the computation of period constants (see [9] ) or isochronous constants (see [4, 5] ). A necessary and sufficient condition for isochronicity is that all period constants vanish. The authors of [6] had pointed that to compute period constants was obviously a much more difficult problem, generally because only first one or two period constants can be given. However, recently the authors of [13] give a new algorithm to compute period constants of complex polynomial systems, it is easy to realize with computer algebra system.
Here in this paper, we generalize and develop the algorithm in [13] . Linearizability will be mainly investigated for the following general polynomial differential systems with a resonant singular point (4) are all real, namely system (4) is real system, which is just system (2). (ii) If λ = 1 and the coefficients of system (4) satisfy conjugate condition, i.e.,
then by means of transformation: z = x + yi, w = x − yi, T = ti, i = √ −1, system (4) can be transformed into its concomitant system, i.e., the real planar differential system (3), which case have been investigated in [13] .
In consideration of the all above cases, we give the definitions of generalized isochronous center and generalized period constants in Section 2. In Section 3 we put a recursive algorithm to compute generalized period constants of the systems. The algorithm is recursive and then avoids complex integrating operations and solving equations. The algorithm can be readily done with using computer algebra system such as Mathematica or Maple. As the applications of the algorithm, in Section 4, using our method, we discuss linearizable conditions for several LotkaVolterra systems, and where this is the first time that the linearizability is considered for 3 : −4 and 3 : −5 resonances.
Generalized period constant
Let us first list some definitions and preliminary results. [7, 10] 
Lemma 2.1. (See

.) System (4) is normalizable at the origin if and only if there exists an analytic change of variables:
bringing the system to its normal form
where U = ξ m η n .
We (4) is real planar differential system, μ k is the k-th saddle quantity. If system (4) is concomitant system of (3), μ k is the k-th focus quantity. Moreover, the origin of system (4) is called generalized center if
Definition 2.2.
For any positive integer k, τ k is called k-th generalized period constants of origin of system (4) . And the origin of system (4) can is called generalized isochronous center if 
where
namely, p i = q i (i = 1, 2, 3, . . .) in the expression (7).
Lemma 2.3. System (4) is linearizable at the origin if and only if we can derive uniquely the following formal series (8), such thaṫ
And more, we have 
Obviously system (4) is linearizable at the origin if and only if the origin is generalized isochronous center. (6) , such that one of the two equationsξ = ξ anḋ η = −λη holds.
Lemma 2.5. [3,10] System (4) is linearizable at the origin if it is integrable at the origin and there exists an analytic change of variables
A method to compute generalized period constants
Now, we discuss the computational method of generalized period constants τ k . Theorem 3.1. For system (4), we can derive uniquely the following formal series:
and when k − λj − 1 = 0 (i.e., |k − mi − 1| + |j − ni| = 0, i = 0, 1, 2, . . .), c kj is determined by following recursive formula:
and when
by following recursive formula: (14) and for any a positive integer i, p i and q i are determined by following recursive formulas:
In expressions (13) , (14) and ( 
Differentiating f (z, w) with respect to T along the trajectories of system (4), we have
From k − λj − 1 = 0, h kj = 0, we get
and from k − λj − 1 = 0, h kj = p i , we get
With the same principle, we have
The relations between p i , q i and p i , q i (i = 1, 2, . . .) are as follows:
existing a positive integer l, such that
then,
per contra, it holds as well.
Proof. Let m being any a positive integer, and
When expression (17) 
Considering the uniqueness in Lemma 2.3 and Theorem 3.1, from expressions (20) and (21), it is easy to get expression (18) andφ =f ,ψ =g with mathematical induction. 2 Theorems 3.1 and 3.2 give a new algorithm to compute τ l . For any a positive integer l, in order to compute τ l , we only need to force addition, subtraction, multiplication, and division to the coefficients of system (4). The algorithm is recursive and then avoids complex integrating operations and solving equations. It is symbolic and easy to realize with computer algebra system.
Remark 2.
We cannot use Theorems 3.1 and 3.2 to compute singular point quantities μ l = p l − q l (l = 1, 2, . . .) , because the one condition of Theorem 3.2 is expressions (17) , while the computation of μ l is only under the condition μ 0 = μ 1 = · · · = μ l−1 = 0. However, we can apply directly the two theorem to find the necessary conditions for linearizability, needless to solve firstly the problem of integrability.
Linearizability of several real quadratic systems
As the applications, now we consider linearizability of several real quadratic systems with resonant saddle. Mainly, firstly verifying for Lotka-Volterra systems with 3 : −2 resonance, which have been studied in [10] , then investigating for Lotka-Volterra systems with 3 : −4 resonance and 3 : −5 resonance, only the integrability of which has been solved in [12] .
Case 3 : −2
The corresponding complete quadratic system is the following form
For the system (22), according to Theorems 3.1 and 3.2, we can get the recursive formulas to compute generalized period constants (see Appendix A). Before discussing linearizability of the systems, we recall a known result.
Lemma 4.1. [7] The real systeṁ
for λ is always linearizable if 1/λ / ∈ N.
Then we have 
Proof. The proof of the theorem will be done in two parts. In the first we find necessary conditions in order from the vanishing of the first coefficients of the normal form of the saddle point identically, namely, in the expression of τ k , we have already let
. . , k, thus the above conditions can be obtain, after computing carefully.
In the second part, we will prove the conditions are sufficient. We investigate following 2 cases.
(a) The corresponding system (22) beinġ
Obviously, satisfying the condition of Lemma 4.1, it is linearizable. (b) The corresponding system (22) beinġ
After using the transformation (z, w, T , λ) → (w, z, − (22) is the Lotka-Volterra system studied in [10] . It is easily verified that the above conditions are identic with the corresponding results of Theorem A in [10] . The proof of these sufficient conditions will be not given any longer. 2
Case 3 : −4
For the system (26), similarly according to Theorems 3.1 and 3.2, we can get the recursive formulas to compute generalized period constants. Before discussing linearizability of the systems, we recall also a known result.
Lemma 4.4.
(See [7, 10] .) The following systeṁ 
, n 1 , n 2 ∈ N, and system (27) is integrable at the origin. 
Proof. In the first, we can apply the same means in the proof of Theorem 4.2 to prove necessary conditions. In the second part, we will prove sufficient conditions. We investigate following 10 cases.
(I-II): If (I) holds, the system (26) is the forṁ
Obviously, satisfying the condition of Lemma 4.1. If (II) holds, the system (26) beinġ
After using the transformation (z, w, T , λ) → (w, z, − 4 3 T , 1/λ), We can also apply Lemma 4.1. so they are all linearizable.
(III): If (III) holds, the system (26) is the forṁ
There exist a change of coordinates which transforms system (31
So system (31) is linearizable.
(IV-V): If (IV) or (V) holds respectively, the system (26) satisfies the linearizable condition of Theorem D in [10] . So the systems are all linearizable.
(VI): If (VI) holds, after using the transformation (z, w, T , λ) → (w, z, − 4 3 T , 1/λ), the system (26) is changed intȯ
For system (32), we find
We can note that the origin is sent to a node and λ = 5 3 , 2 3 / ∈ N ensure respectively that the nodes of systems (40), (41) are linearizable by an analytic change of coordinates (the Poincaré theorem, see [7] ), the two systems (38), (39) are therefore always linearizable at the origin. 2
Case 3 : −5
The corresponding complete quadratic system is the following form dz dT
For the system (42), similarly according to Theorems 3.1 and 3.2, we can get the recursive formulas to compute generalized period constants. Then we have 
Proof. In the first, we can apply the same means in the proof of Theorem 4.2 to prove necessary conditions. In the second part, we will prove sufficient conditions. We investigate following 10 cases. 
There exist a change of coordinates which transforms system (44) intou = u,v = − 
