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Abstract
The details of ﬂow and conjugate heat transfer in Advanced Gas-cooled Reactors are currently not completely understood because
of the reactor complexity and the diﬃculty to examine the ﬂow while the reactors are in operation. This paper proposes to simulate
the ﬂow using Large Eddy Simulation for the turbulence and to compute the conjugate heat transfer by coupling a multi-purpose
CFD software with a transient thermal software dedicated to complex solid geometries. Two conﬁgurations are used, 1/8th of the
full reactor and the full reactor itself. It is shown that simulating 1/8th of the domain only does not allow to reproduce the agitated
patterns observed near the centre of the under-dome, where the temperature is the highest.
c© 2013 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hunan University and
National Supercomputing Center in Changsha (NSCC).
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1. Introduction
The UK ﬂeet of nuclear reactors comprises of, among others, Advanced Gas-cooled Reactors (AGR). The thermo-
ﬂuid processes occurring inside them have to be well understood in order to ensure extended safe operation of the
reactors. The current work was undertaken to increase the understanding of the gas ﬂow and heat transfer in a speciﬁc
region of one type of the AGRs. Inside the reactor, there is a very complex ﬂow where high-pressure carbon dioxide
gas at a relatively low temperature (T1) enters the fuel channels at the bottom of the graphite core. The gas is heated
as it ﬂows upwards past the fuel and is discharged into the hot box at a temperature T2C, following which it circulates
down through the boilers, then back to the bottom of the core (see Fig. 1 for a schematic description). The hot box is
isolated from the graphite core by the hot box dome, which enables another ﬂow path, the aim of which being to cool
down the graphite. The gas ﬂows to the bottom of the fuel channels at the bottom of the core from the gas circulators
via two routes. The ﬁrst route is direct. The second route is upwards past the outside of the core, underneath the
dome and then down through the graphite core to the bottom of the fuel channels. The dome is insulated from the T2
gas by insulation packs ﬁtted above the dome. This work focuses on the region underneath the steel dome. The gas
enters at the outer radius of the dome and moves through a tube forest towards outlets which are situated at the core
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boundary and at entrances to induction tubes which are located close to the dome surface to enhance cooling of the
dome. The ﬂow pattern inside the under-dome region is very complex since it traverses a series of tubes (fuel guide
tubes, induction tubes and control rods) with diﬀerent diameters and heat sources. As it is very diﬃcult to access the
under-dome region and this 3-D ﬂow is fully unsteady, few information concerning the velocities and temperatures is
available. A series of thermocouples have been ﬁtted on the under-side of the dome in order to monitor its temperature.
The heat transfer coeﬃcient between the T1 gas and the dome steel has to be known to be able to predict the top dome
surface temperatures at the thermocouple locations. Earlier work [1] have shown that interesting results have been
obtained for a computational domain limited to 1/8th of the conﬁguration, but also that the description of the ﬂuid
ﬂow at the centre of the domain was inaccurate, due to the strong unsteadiness of the ﬂow in that region. They also
showed that Reynolds-Averaged Navier-Stokes (RANS) models were not able to capture the correct levels of heat
transfer at the dome. A simulation of the full conﬁguration is undertaken here, taking into account the interaction
between solid and ﬂuid. The inﬂuence of restricting the size of the domain is addressed, which is especially important
for time-resolving techniques such as Large Eddy Simulation.
Section 2 presents the conﬁguration, Section 3 the modelling strategy and Section 4 some preliminary results.
Fig. 1. Schematic ﬁgure of an Advanced Gas-cooled Reactor (left) and tubes and thermocouples location (right). Blue dots represent
the induction tubes and green circles represent the control rods. Red circles are the fuel guide tubes.
2. Case description
The re-entrant plenum is heavily congested with fuelling guide tubes, control rod guide tubes, and induction tubes.
The fuelling guide tubes carry hot gas to the upper side of the dome which is then transported to the boilers. The
control rod guide tubes allow control rods to be inserted into the core to regulate the nuclear reaction. Induction
194   Juan Uribe et al. /  Procedia Engineering  61 ( 2013 )  192 – 197 
tubes are designed to create a local cooling ﬂow at the underside of the dome, extracting ﬂow from the re-entrant
plenum which then ﬂows into the reactor core. To achieve this cooling eﬀect, the open end of each induction tube is
located just over 2.5 cm below the underside of the dome. Induction tubes are arranged asymmetrically, as they are
not present at locations immediately underneath the dome thermocouples (see Fig. 1). In addition, the induction tubes
are conﬁned to the more central regions of the plenum. Flow enters the domain across a horizontal inlet plane, before
passing through a constriction and then into an expansion region. Thereafter, it passes into the tube-containing region
of the plenum under the dome.
The steel dome and insulation packs that sit above it are modelled as separate solids with their own physical
properties. The dome wall (shown in purple in Fig. 2) extends to the periphery of the plenum, but this outer region of
the dome wall does not take part in the heat transfer calculation. This is due to the fact that most of the heat transfer
occurs across that part of the dome which is penetrated by tubes.
In order to have a better understanding of the ﬂow inside the under-dome, two CFD models of the dome have been
created. The ﬁrst one corresponds to a 1/8th section and the other one deals with the full conﬁguration (see Fig. 2).
In both computational models most features of the diﬀerent types of tubes have been taken into account but it is clear
that the real geometry symmetry can only be achieved by modelling at least half of the whole domain.
A symmetry boundary is indicated in Fig. 2, this being an opening which corresponds to the lower end of the dome
skirt. The skirt provides a ﬂexible structural connection between the dome and the concrete pressure vessel liner.
The skirt forms a cavity whose ﬂow details are of little interest in the present application. That is why a symmetry
condition is applied at the lower end of this cavity, which is thus treated as a slip boundary.
Flow leaves the re-entrant plenum via many paths. The ﬂow into the induction tubes, and subsequently into the
reactor core, has already been mentioned. However, there are many other ﬂow paths into the core from the re-entrant
plenum. Figure 2 shows that the upper boundary of the core forms the lower surface of the re-entrant plenum. Flow
from the plenum enters the core via many small gaps and channels; for example, between graphite bricks, or, at
the boundary between the core and the tubes. These outlets are represented as small annular gaps between the core
boundary and each induction tube, fuelling guide tube and control rod guide tube, as shown in Fig. 3. The bleed ﬂow
path between each control rod nozzle and the dome is also represented by an annular gap of thickness 6.35 mm.
Fig. 2. Computational domain description.
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Fig. 3. Outlet surfaces (green).
3. Modelling
3.1. Meshes
The whole domain is meshed by about 45 million cells for the ﬂuid part and approximately 1.6 million elements
for the solids. For the 1/8th domain the cell count is about 14.7 million cells, including 1.2 million prism-shaped cells
adjacent to solid boundaries. The solid mesh is made out of approximately 245,000 near-uniform tetrahedral cells, but
with a far thinner layer of cells near the solid-ﬂuid interface so as to capture any sharp gradients. The ﬂuid meshes are
made of tetrahedral cells with a layer of prisms near the walls. Good mesh quality is ensured, as very few distorted
cells are present in the meshes. Cell aspect ratios are close to unity (apart for the prism layer cells) and cells are not
unduly skewed. The mesh resolution is similar throughout the entire computational domain. The height of the ﬁrst
cell in the prism layer is not suﬃciently small to resolve the details of the near-wall boundary layer, but is appropriate
for application of wall functions. The maximum value of the non-dimensional distance, y+ has been found to be less
than 40.
3.2. Codes
The ﬂuid domain has been solved using the software Code Saturne [2, 3] which is a multipurpose CFD software
using a Finite Volume method to compute the equations on any type of cells. The discretisation is second order in
space and time and, because of the collocated arrangement of the unknowns, uses the Rhie and Chow interpolation [4]
to avoid artiﬁcial pressure oscillations. The code is fully parallel and has demonstrated good scalibility in a number of
diﬀerent simulations. Turbulence is taken into account using Large Eddy Simulation with the Smagorinsky [5] model.
A Second Order Linear Upwind scheme is used for the convection term [6]. The solid temperature has been solved
by the code SYRTHES [7] which relies on a Finite Element technique to solve the general heat equation where all
properties can be time, space, or temperature dependent.
Both codes are coupled through Message Passing Interface (MPI). At each time step, the solid code sends the
temperature to the ﬂuid code at the interface and the ﬂuid code computes the heat transfer coeﬃcient which is then
sent to the solid code as a boundary condition. Each code runs in parallel and the results have been obtained using the
coupling on the IBM BlueGene/Q of STFC Daresbury Laboratory, using up to 8,192 cores.
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4. Preliminary results
Results obtained on the 1/8th domain (see Fig. 4) show that there are eddies crossing the periodic boundaries
near the centre of the dome. This poses a problem since in that region the domain size is reduced and therefore not
able to reproduce correctly the instantaneous motion. This region is of crucial importance because it is where the
temperatures are the highest.
Fig. 4. Velocity vectors (left) and streamlines (right) in the 1/8th domain.
Figure 5 shows preliminary results of instantaneous velocities in the whole domain. A high level of mixing is
clearly observed near the centre of the dome. This reinforces the need for a domain larger than the 1/8th model in
order to capture the correct evolution of the turbulent structures.
The temperature contours obtained in the 1/8th model are plotted in Fig. 6. It shows that the highest temperature is
obtained near the centre of the dome at the upper boundary. This has a direct impact on the solid temperature which
is one of the leading operational parameters of the reactor.
Results of the coupled ﬂuid-solid simulation for the whole domain will be presented at the conference.
Fig. 5. Velocity vectors in the full domain (right). Zoom to the centre of the domain (left).
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Fig. 6. Temperature contours in the 1/8th domain.
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