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Abstract
In this paper, we establish a unilateral global bifurcation result from interval for a class
of p-Laplacian problems. By applying the above result, we study the spectrum of a class
of half-quasilinear problems. Moreover, we also investigate the existence of nodal solutions
for a class of half-quasilinear eigenvalue problems.
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1 Introduction
Let E be a real Banach space with the norm ‖ · ‖. Consider the operator equation
u = λLu+H(λ, u), (1.1)
where L is a compact linear operator and H : R×E → E is compact with H(λ, u) = o(‖u‖) at
u = 0 uniformly on bounded λ intervals. In [18], Krasnosel’skii has shown that all characteristic
values of L which are of odd multiplicity are bifurcation points. We refer to the books [23,
Theorem 6.2.1] and [26, Theorem 12.1.4] and their references for the very latest refinements of
the classical result by Krsnosel’skii; they are valid in much more general contexts. Rabinowitz
[30] has extended this result by showing that bifurcation has global consequences. More precisely,
if µ is of odd multiplicity and
S :=
{
(λ, u)
∣∣(λ, u) satisfies (1.1) and u 6≡ 0 }R×E ,
then S possesses a component which contains (µ, 0) and either unbounded or meets another
characteristic value of L. We note that the nonlinear term λLu+H(λ, u) is Fre´chet differentiable
at the origin.
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In the celebrated work [30], Rabinowitz also established unilateral global bifurcation theory.
However, as pointed out by Dancer [6, 7] and Lo´pez-Go´mez [23], the proofs of these theorems
contain gaps. Fortunately, Lo´pez-Go´mez gave a corrected version of the unilateral global bifurca-
tion theorem for (1.1) [23, Theorem 6.4.3]. This is the first available correct unilateral theorem.
Later, working on the theory of Lo´pez-Go´mez [23] Dancer got another unilateral theorem in [7]
which has been extended to the one-dimensional p-Laplacian problem by Dai and Ma [5].
In [3], Berestycki considered a class of problems involving nondifferentiable nonlinearity.
More precisely, he considered the nonlinear Sturm-Liouville problem
L u = λau+ f (x, u, u′, λ) + g (x, u, u′, λ) , x ∈ (0, π) (1.2)
together with the following separated boundary conditions
b0u(0) + c0u
′(0) = 0,
b1u(π) + c1u
′(π) = 0,
where bi, ci are real numbers such that |bi| + |ci| 6= 0, i = 0, 1; L is a regular Sturm-Liouville
operator and a is a continuous positive function defined on [0, π]. It is assumed that f and g are
continuous, with |f | ≤M |u| in a neighborhood of u = u′ = 0 for ∀x ∈ [0, π] and ∀λ ∈ R and g =
o (|u|+ |u′|) near (u, u′) = (0, 0) uniformly in x ∈ [0, π] and λ ∈ Λ for every bounded interval Λ. If
λ1 < λ2 < · · · < λn < · · · are the eigenvalues of L , Berestycki shows that at least one continuum
of solutions bifurcates from each interval [λk −M/a0, λk +M/a0] where a0 = minx∈[0,π] a(x).
Furthermore, at least one of the continua bifurcating from [λk −M/a0, λk +M/a0] has the
nodal property, i.e., there exists a continuum D emanating from [λk −M/a0, λk +M/a0] such
that for any (λ, u) ∈ D then u has fixed number of simple zeros. The above result has been
improved partially by Schmitt and Smith [33] by applying a set-valued version Rabinowitz’s
global bifurcation theorem. Clearly, Eq. (1.2) does not in general have a linearized about u = 0
because of the presence of the term f .
Of course, the natural question is whether the results of [3] can be extended to the case that
L is the quasilinear p-Laplacian operator. Meanwhile, another question is whether the interval
version of bifurcation results of [5] exist. In this paper, we shall provide a positive answer to
these questions.
For simplicity we shall restrict ourselves to the 0-Dirichlet boundary value problems, but the
methods used in this paper are also suitable for the separated boundary value problems like of
[3]. Concretely, we shall study the following p-Laplacian problem{ (
|u′|p−2 u′
)′
+ λa(x)ϕp(u) + F (x, u, λ) = 0, x ∈ (0, 1),
u(0) = u(1) = 0,
(1.3)
where 1 < p < +∞, ϕp(u) = |u|
p−2u, λ is a parameter, a(x) ∈ C[0, 1] is positive and
F : (0, 1) × R2 → R is a continuous function. Moreover, the nonlinear term F has the form
F = f + g, where f and g satisfy the conditions:
(C1) |f(x, s, λ)| ≤ M |ϕp(s)| for all x ∈ (0, 1), 0 < |s| ≤ 1 and λ ∈ R, where M is a positive
constant;
(C2) g(x, s, λ) = o (|s|p−1) near s = 0, uniformly in x ∈ (0, 1) and on bounded λ intervals.
Let E :=
{
u ∈ C1[0, 1]
∣∣u(0) = u(1) = 0} with the norm
‖u‖ = max
x∈[0,1]
|u(x)|+ max
x∈[0,1]
|u′(x)| .
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Let S+k denote the set of functions in E which have exactly k − 1 interior nodal (i.e., non-
degenerate) zeros in (0,1) and are positive near x = 0, and set S−k = −S
+
k , and Sk = S
+
k ∪S
−
k . It
is clear that S+k and S
−
k are disjoint and open in E. We also let Φ
±
k = R× S
±
k and Φk = R× Sk
under the product topology. We use S to denote the closure of the nontrivial solutions set of
problem (1.3) in R×E, and S ±k to denote the subset of S with u ∈ S
±
k and Sk = S
+
k ∪S
−
k .
Finally, let λk be the kth eigenvalue of the following eigenvalue problem{
−
(
|u′|p−2 u′
)′
= λa(x)ϕp(u), x ∈ (0, 1),
u(0) = u(1) = 0.
(1.4)
Our main result for problem (1.3) is the following.
Theorem 1.1. Let d = M/a0, where a0 = minx∈[0,1] a(x), and let Ik = [λk − d, λk + d] for
every k ∈ N. The component D+k of S
+
k ∪ (Ik × {0}), containing Ik×{0} is unbounded and lies
in Φ+k ∪ (Ik × {0}) and the component D
−
k of S
−
k ∪ (Ik × {0}), containing Ik×{0} is unbounded
and lies in Φ−k ∪ (Ik × {0}).
Note that the proofs of Lemma 1 and Theorem 1 of [3] strictly depend on the linear property
of the operator L . Thus, the methods used in [3] can not be used here to deal with the quasi-
linear problems (1.3). We use the generalized Picone identity to overcome the difficulty which
is raised by quasilinear operator. Moreover, we use the unilateral global bifurcation theorem of
[5] rather than the global bifurcation theorem of [30] which is used by Berestycki in [3] to prove
Theorem 1.1. Hence, Theorem 1.1 improves the corresponding result of [3, Theorem 1] even in
the case of p = 2.
On the basis of the unilateral global interval bifurcation result, we establish the spectrum of
the following half-quasilinear problem{
− (ϕp (u
′))′ = λa(x)ϕp(u) + αϕp (u
+) + βϕp (u
−) , x ∈ (0, 1),
u(0) = u(1) = 0,
(1.5)
where u+ = max{u, 0}, u− = −min{u, 0}, α and β are two continuous functions defined on
[0, 1]. More precisely, we shall use Theorem 1.1 to prove the following result.
Theorem 1.2. There exist two sequences of simple half-eigenvalues for problem (1.5), λ+1 <
λ+2 < · · · < λ
+
k < · · · and λ
−
1 < λ
−
2 < · · · < λ
−
k < · · · . The corresponding half-linear solutions
are in
{
λ+k
}
×S+k and
{
λ−k
}
×S−k . Furthermore, aside from these solutions and the trivial ones,
there is no other solutions of problem (1.5).
Furthermore, following the above eigenvalue theory, we shall investigate the existence of
nodal solutions for the following p-Laplacian problem{ (
|u′|p−2 u′
)′
+ ra(x)f(u) + α(x)ϕp (u
+) + β(x)ϕp (u
−) = 0, x ∈ (0, 1),
u(0) = u(1) = 0,
(1.6)
where f : R → R is a continuous function, r is a real parameter. Throughout this paper, we
assume that f satisfies the conditions:
(A1) sf(s) > 0 for s 6= 0;
(A2) there exist f0, f∞ ∈ (0,+∞) such that
f0 = lim
|s|→0
f(s)
ϕp(s)
, f∞ = lim
|s|→+∞
f(s)
ϕp(s)
.
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The last main result of this paper is the following:
Theorem 1.3. Assume that f satisfies (A1) and (A2), and for some k ∈ N, ν = + and
−, either λνk/f∞ < r < λ
ν
k/f0 or λ
ν
k/f0 < r < λ
ν
k/f∞. Then problem (1.6) has a solution u
ν
k such
that uνk has exactly k − 1 zeros in (0,1) and νu
ν
k is positive near 0.
In the case of p = 2 and α = β ≡ 0, Ma and Thompson [27] considered problem (1.6)
with determining interval of r by the bifurcation theory of Rabinowitz [29, 30], in which there
exist nodal solutions for problem (1.6) under the assumptions of (A1) and (A2). We note that
the assumption f0 ∈ (0,+∞) implies that f is Fre´chet differentiable at the origin, i.e., f is lin-
earizable at the origin. Moreover, the Fre´chet derivative of f at the point u = 0 in the direction
v is f0v. In the case of p = 2, α = β ≡ 0 but a changes its sign, Hess and Kato [16] proved some
well-known classical results which show that the principal eigenvalues of the weighted boundary
value problem (1.4) are bifurcation points to positive solutions. The idea of using bifurcation
methods to study the solvability of nonlinear boundary value problems also has been applied to
study various boundary value problems, for instance, see [15, 21, 22].
For p 6= 2 but α = β ≡ 0, Dai and Ma [5] have established the existence of nodal solutions
for problem (1.6) with crossing nonlinearity which extends the results of [27]. We also note that
the assumption of (ra(x)f(u)) /ϕp(u) crossing eigenvalues implies that f is p−1-homogeneous
linearizable at the origin and infinity, i.e., f0, f∞ ∈ (0,+∞). We also note that, in high-
dimensional case, there are also a lot of fundamental papers on the global bifurcation for p-
Laplacian [8, 9, 11, 12, 13, 14].
In the previously mentioned papers, the nonlinearities are Fre´chet differentiable or p−1-
homogeneous linearizable at the origin or infinity. However, the nonlinear term of problem (1.6)
is not necessary p−1-homogeneous linearizable at the origin and infinity because of the influence
of the term α(x)ϕp (u
+) + β(x)ϕp (u
−). So the bifurcation theory of [5, 6, 23, 29, 30, 31] cannot
be applied directly to obtain our results. Luckily, using Theorem 1.1 and 1.2, we can obtain
some results of the existence of nodal solutions which extend the corresponding ones of [5, 27]
in some sense.
The rest of this paper is arranged as follows. In Section 2, we give the proof of Theorem 1.1.
In Section 3, we shall prove Theorem 1.2; as a byproduct, it is also shown that for a problem
possessing jumping nonlinearities, these half-eigenvalues correspond to bifurcation points in a
unilateral global sense. Theorem 1.3 is proved in the last Section; in this section, we also give a
nonexistence result for problem (1.6).
2 Unilateral global bifurcation from interval
Now, we consider the operator equation (1.1) again. Rabinowitz’s global bifurcation theorem
[30, 32] has shown that if the characteristic value µ of L is of odd multiplicity, then there exists a
component Cµ of S which contains (µ, 0) and either unbounded or meets another characteristic
value of L. Moreover, if µ is simple, Dancer [6] has shown that there are two distinct unbounded
sub-continua C +µ and C
−
µ of the continuum Cµ from (µ, 0), which satisfy either C
+
µ and C
−
µ are
both unbounded or C +µ ∩C
−
µ 6= {(µ, 0)}. The result has been extended to the one-dimensional p-
Laplacian problem by Dai and Ma [5]. More specifically, Dai and Ma [5] considered the following
one-dimensional p-Laplacian problem{
− (ϕp (u
′))′ = µm(x)ϕp(u) + g(x, u, µ), a.e. x ∈ (0, 1),
u(0) = u(1) = 0,
(2.1)
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where ϕp(s) = |s|
p−2s, 1 < p < +∞, µ is a positive parameter, m(x) ≥ 0 and m(x) 6≡ 0 for
x ∈ (0, 1) is a continuous weight function, g : (0, 1) × R × R → R satisfies the Carathe´odory
condition and
lim
s→0
g(x, s;µ)
|s|p−1
= 0 (2.2)
uniformly for a.e. x ∈ (0, 1) and µ on bounded sets. Let µk be the kth eigenvalue of the
corresponding linear problem of problem (2.1).
They have shown that there are two distinct unbounded sub-continua C +k and C
−
k of the
continuum Ck of problem (2.1) emanating from (µk, 0), which satisfy:
Lemma 2.1 (Theorem 3.2, [5]). Let ν ∈ {+,−}. Then C νk is unbounded in R× E and
C
ν
k ⊂ ({(µk, 0)} ∪ (R× S
ν
k )) or C
ν
k ⊂
(
{(µk, 0)} ∪
(
R× S−νk
))
.
Next, we show that the existence and uniqueness theorem is valid for problem (1.3).
Lemma 2.2. If (λ, u) is a solution of problem (1.3) under the assumptions of (C1) and (C2)
and u has a double zero, then u ≡ 0.
Proof. Let u be a solution of problem (1.3) and x∗ ∈ [0, 1] be a double zero. We note that
u(x) =
∫ x∗
x
ϕ−1p
(∫ x∗
s
(−λa(τ)ϕp(u(τ))− f(τ, u(τ), λ)− g(τ, u(τ), λ)) dτ
)
ds.
Firstly, we consider x ∈ [0, x∗]. Then we have that
|u(x)| ≤
∫ x∗
x
ϕ−1p
(∣∣∣∣∫ x∗
s
(−λa(τ)ϕp(u(τ))− f(τ, u(τ), λ)− g(τ, u(τ), λ)) dτ
∣∣∣∣) ds
≤ ϕ−1p
(∫ x∗
x
|λa(τ)ϕp(u(τ)) + f(τ, u(τ), λ) + g(τ, u(τ), λ)| dτ
)
,
furthermore, it follows that
ϕp(|u(x)|) ≤
∫ x∗
x
|λa(τ)ϕp(u(τ)) + f(τ, u(τ), λ) + g(τ, u(τ), λ)| dτ
≤
∫ x∗
x
∣∣∣∣λa(τ) + f(τ, u(τ), λ)ϕp(u(τ)) + g(τ, u(τ), λ)ϕp(u(τ))
∣∣∣∣ϕp(u(τ)) dτ
≤
∫ x∗
x
(
λa(τ) +
∣∣∣∣f(τ, u(τ), λ)ϕp(u(τ))
∣∣∣∣ + ∣∣∣∣g(τ, u(τ), λ)ϕp(u(τ))
∣∣∣∣)ϕp(|u(τ)|) dτ.
In view of (C2), for any ε > 0, there exists a constant 1 ≥ δ > 0 such that
|g(x, s, λ)| ≤ εϕp(|s|)
uniformly with respect to x ∈ (0, 1) and fixed λ when |s| ∈ [0, δ]. Hence, we get that
ϕp(|u(x)|) ≤
∫ x∗
x
G(τ, λ)ϕp(|u(τ)|) dτ,
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where
G(τ, λ) = |λ| max
x∈[0,1]
a(t) +M + max
|s|∈[δ,‖u‖∞]
∣∣∣∣f(τ, s, λ)ϕp(s)
∣∣∣∣ + max|s|∈[δ,‖u‖∞]
∣∣∣∣g(τ, s, λ)ϕp(s)
∣∣∣∣ .
By the Gronwall-Bellman inequality [4, 10], we get u ≡ 0 on [0, x∗]. Similarly, using a modifica-
tion of Gronwall-Bellman inequality [17, Lemma 2.2], we can get u ≡ 0 on [x∗, 1].
Remark 2.1. By Lemma 2.2, we can see that if (λ, u) is a nontrivial solution of problem
(1.3) under the assumptions of (C1) and (C2), then u ∈ ∪∞k=1Sk.
To prove Theorem 1.1, we introduce the following approximate problem{ (
|u′|p−2 u′
)′
+ λa(x)ϕp(u) + f (x, u|u|
ε, λ) + g(x, u, λ) = 0, x ∈ (0, 1),
u(0) = u(1) = 0.
(2.3)
The next lemma will play a key role in this paper which provides uniform a priori bounds for the
solutions of problem (2.3) near the trivial solutions and will also ensure that (S νk ∩ (R× {0})) ⊂
(Ik × {0}).
Lemma 2.3. Let ǫn, 0 ≤ ǫn ≤ 1, be a sequence converging to 0. If there exists a sequence
(λn, un) ∈ R × S
ν
k such that (λn, un) is a nontrivial solution of problem (2.3) corresponding to
ǫ = ǫn, and (λn, un) converges to (λ, 0) in R× E, then λ ∈ Ik.
Proof. Let wn = un/ ‖un‖, then wn should be a solution of the problem{
− (ϕp (w
′
n))
′ = λna(x)ϕp(wn) +
f(x,un|un|εn ,λn)
‖un‖
p−1 +
g(x,un,λn)
‖un‖
p−1 , x ∈ (0, 1),
wn(0) = wn(1) = 0.
(2.4)
Let
g˜(x, u, λ) = max
0≤|s|≤u
|g(x, s, λ)| for all x ∈ (0, 1) and λ on bounded sets,
then g˜ is nondecreasing with respect to u and
lim
u→0+
g˜(x, u, λ)
up−1
= 0. (2.5)
Further it follows from (2.5) that∣∣∣∣g(x, u, λ)‖u‖p−1
∣∣∣∣ ≤ g˜(x, |u|, λ)‖u‖p−1 ≤ g˜ (x, ‖u‖∞, λ)‖u‖p−1
≤
g˜(x, ‖u‖, λ)
‖u‖p−1
→ 0 as ‖u‖ → 0 (2.6)
uniformly in x ∈ (0, 1) and λ on bounded sets. Clearly, (C1) implies that∣∣∣∣f (x, un |un|ǫn , λn)‖un‖p−1
∣∣∣∣ = ∣∣∣∣f (x, un |un|ǫn , λn)ϕp (un |un|ǫn) ϕp (un |un|
ǫn)
‖un‖
p−1
∣∣∣∣
≤ M ‖un‖
(p−1)ǫn
→ M (2.7)
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as n→ +∞ for all x ∈ (0, 1). It is obvious that (2.4), (2.6) and (2.7) imply that vn := ϕp (w
′
n)
is bounded in C1. Therefore, by the Arzela-Ascoli theorem, we may assume that vn → v in
C0. It follows that w′n := ϕq (vn) → ϕq(v) =: v˜ in C
0 where q = p/(p − 1). Obviously,
wn(x) =
∫ x
0
w′n(τ) dτ →
∫ x
0
v˜(τ) dτ in C0. Hence wn is strong convergence in C
1. Without loss
of generality, we may assume that wn → w in C
1, ‖w‖ = 1. Clearly, we have w ∈ Sνk .
We claim that w ∈ Sνk .
On the contrary, suppose that w ∈ ∂Sνk , then w has at least one double zero x∗ ∈ [0, 1]. It
follows that wn (x∗)→ 0 and w
′
n (x∗)→ 0 as n→ +∞. We note that
ϕp (w
′
n(x)) =
∫ x
x∗
(
−λna(τ)ϕp (wn)−
f (τ, un |un|
εn , λn)
‖un‖
p−1 −
g (τ, un, λn)
‖un‖
p−1
)
dτ
+ϕp (w
′
n (x∗)) .
Firstly, we consider x ∈ [0, x∗]. Then we have that
|w′n(x)| ≤ ϕ
−1
p
(∣∣∣∣∫ x
x∗
(
−λna(τ)ϕp (wn)−
F (τ, un, εn, λn)
‖un‖
p−1
)
dτ + ϕp (w
′
n (x∗))
∣∣∣∣)
≤ ϕ−1p
(∫ x∗
x
∣∣∣∣λna(τ)ϕp (wn) + F (τ, un, εn, λn)‖un‖p−1
∣∣∣∣ dτ + |ϕp (w′n (x∗)) |) ,
where F (τ, un, εn, λn) = f (τ, un |un|
εn , λn) + g (τ, un, λn). It follows that
ϕp(|w
′
n(x)|) ≤
∫ x∗
x
∣∣∣∣λna(τ)ϕp (wn) + f (τ, un |un|εn , λn)‖un‖p−1 + g (τ, un, λn)‖un‖p−1
∣∣∣∣ dτ
+ |ϕp (w
′
n (x∗))|
≤
∫ t∗
x
(
|λn| a(τ) +
∣∣∣∣∣f (τ, un |un|εn , λn)‖un‖p−1 ϕp (wn)
∣∣∣∣∣ +
∣∣∣∣∣ g (τ, un, λn)‖un‖p−1 ϕp (wn)
∣∣∣∣∣
)
ϕp (|wn|) dτ
+ |ϕp (w
′
n (x∗))| .
In view of (C2) and the definition of wn, we can show that∣∣∣∣∣ g (x, un, λn)‖un‖p−1 ϕp (wn)
∣∣∣∣∣ =
∣∣∣∣g (x, un, λn)ϕp (un)
∣∣∣∣→ 0 as n→ +∞
uniformly in x ∈ (0, 1). Similarly, (C1) implies that∣∣∣∣∣f (x, un |un|εn , λn)‖un‖p−1 ϕp (wn)
∣∣∣∣∣ =
∣∣∣∣f (x, un |un|εn , λn)ϕp (un |un|ǫn)
∣∣∣∣ϕp (|un|ǫn)
≤ M |un|
(p−1)ǫn
→ M
as n→ +∞ for all x ∈ (0, 1). Hence there exists a positive constant K such that(
|λn| a(x) +
∣∣∣∣∣f (x, un |un|εn , λn)‖un‖p−1 ϕp (wn)
∣∣∣∣∣+
∣∣∣∣∣ g (x, un, λn)‖un‖p−1 ϕp (wn)
∣∣∣∣∣
)
≤ K
for all x ∈ (0, 1) and n ∈ N large enough. Thus, we have that
ϕp (|w
′
n(x)|) ≤ K
∫ x∗
x
ϕp (|wn|) dτ + |ϕp (w
′
n (x∗)) |.
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By the Gronwall-Bellman inequality [4], we get that ϕp (|w
′
n(x)|) ≤ |ϕp (w
′
n (x∗))| expK (x∗ − x).
This means that w′n(x)→ 0 on [0, x
∗] as n→ +∞. Similarly, using a modification of Gronwall-
Bellman inequality [17, Lemma 2.2], we can get w′n(x)→ 0 on [x
∗, 1] as n→ +∞. It is obvious
that wn(x) =
∫ x
0
w′n(τ) dτ = w
′
n(ξ)x→ 0 as n→ +∞, here ξ ∈ [0, x]. Therefore, wn → 0 in C
1
as n→ +∞, which is a contradiction.
To obtain the bound on λ, we shall compare w and ψνk via the generalized Picone identity
[19], where ψνk ∈ S
ν
k is an eigenfunction of problem (1.4) corresponding to λk. We have known
that wn satisfies
(ϕp (w
′
n))
′
+
(
λna(x) +
f (x, un |un|
εn , λn)
‖un‖
p−1 ϕp (wn)
+
g (x, un, λn)
‖un‖
p−1 ϕp (wn)
)
ϕp (wn) = 0
and ψνk satisfies (
ϕp
(
(ψνk)
′))′ + λka(x)ϕp (ψνk) = 0.
Since wn and ψ
ν
k are both in S
ν
k , by Lemma 2 of [3], there are two intervals (ξ1, η1) and (ξ2, η2) in
(0, 1) where wn and ψ
ν
k do not vanish and have the same sign and such that wn (ξ1) = wn (η1) = 0,
and the same for [ξ2, η2] with wn replaced by ψ
ν
k .
We can assume without loss of generality that wn > 0 and ψ
ν
k > 0 in (ξ1, η1). By the
generalized Picone identity [19], we have that
−
∫ η1
ξ1
(
wp−1n ϕp
(
(ψνk)
′)
ϕp (ψνk)
− wnϕp (w
′
n)
)′
dx = A1 +B1, (2.8)
where
A1 =
∫ η1
ξ1
(
λka(t)− λna(t)−
f (t, un |un|
εn , λn)
‖un‖
p−1 ϕp (wn)
−
g (t, un, λn)
‖un‖
p−1 ϕp (wn)
)
ϕp (wn) dx
and
B1 =
∫ η1
ξ1
(
|w′n|
p−1
+ (p− 1)
∣∣∣∣wn (ψνk)′ψνk
∣∣∣∣p − pϕp (wn)w′nϕp((ψνk)′ψνk
))
dx.
The left-hand side of (2.8) equals
lim
x→ξ+
1
wpnϕp
(
(ψνk)
′)
ϕp (ψνk)
− lim
x→η−
1
wpnϕp
(
(ψνk)
′)
ϕp (ψνk)
:= Hξ1 −Hη1 .
We prove that Hξ1 = 0. If ψ
ν
k (ξ1) 6= 0, then Hξ1 = 0. If ψ
ν
k (ξ1) = 0, noting the conclusion of
Lemma 2.2, then (ψνk)
′ (ξ1) > 0. By L’Hospital rule, we have that
Hξ1 = lim
x→ξ+
1
wpnϕp
(
(ψνk)
′)
ϕp (ψ
ν
k)
= lim
x→ξ+
1
pϕp (wn)w
′
nϕp
(
(ψνk)
′)+ wpn (ϕp ((ψνk)′))′
(p− 1) (ψνk)
p−2 (ψνk)
′
= lim
x→ξ+
1
pϕp (wn)w
′
nϕp
(
(ψνk)
′)− wpnλka(t)ϕp (ψνk)
(p− 1) (ψνk)
p−2 (ψνk)
′ .
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It follows that
Hξ1 = lim
x→ξ+
1
pϕp (wn)w
′
nϕp
(
(ψνk)
′)
(p− 1) (ψνk)
p−2 (ψνk)
′ − lim
x→ξ+
1
wpnλka(t)ϕp (ψ
ν
k)
(p− 1) (ψνk)
p−2 (ψνk)
′
= lim
x→ξ+
1
pϕp (wn)w
′
nϕp
(
(ψνk)
′)
(p− 1) (ψνk)
p−2 (ψνk)
′
=
pw′n (ξ1) | (ψ
ν
k)
′ (ξ1) |
p−2
(p− 1)
lim
x→ξ+
1
wp−1n
(ψνk)
p−2 .
If p ≤ 2, then Hξ1 = 0. If 2 < p ≤ 3, applying L’Hospital rule again, we obtain that
lim
x→ξ+
1
wp−1n
(ψνk)
p−2 =
(p− 1)w′n (ξ1)
(p− 2) (ψνk)
′ (ξ1)
lim
x→ξ+
1
wp−2n
(ψνk)
p−3 .
This implies that Hξ1 = 0. If k < p ≤ k + 1, then we continue with this process k times to
obtain Hξ1 = 0.
Similarly, we can show that Hη1 = 0. Therefore, the left-hand side of (2.8) equals zero.
Hence, the right-hand side of (2.8) also equals zero.
Young’s inequality implies that
|w′n|
p−1
+ (p− 1)
∣∣∣∣wn (ψνk)′ψνk
∣∣∣∣p − pϕp (wn)w′nϕp((ψνk)′ψνk
)
≥ 0.
It follows that
A1 =
∫ η1
ξ1
(
λka(x)− λna(x)−
f (x, un |un|
εn , λn)
‖un‖
p−1 ϕp (wn)
−
g (x, un, λn)
‖un‖
p−1 ϕp (wn)
)
ϕp (wn) dx
≤ 0. (2.9)
Similarly, we can also show that
A2 =
∫ η2
ξ2
(
λna(x)− λka(x) +
f (x, un |un|
εn , λn)
‖un‖
p−1 ϕp (wn)
+
g (x, un, λn)
‖un‖
p−1 ϕp (wn)
)
ϕp (ψ
ν
k) dx
≤ 0. (2.10)
If λ ≤ λk, considering (2.9), (C1) and (C2), we have that∫ η1
ξ1
(λka(x)− λa(x))ϕp(w) dx ≤ lim
n→+∞
∫ η1
ξ1
f (x, un |un|
εn , λn)
‖un‖
p−1 ϕp (wn) dx
≤
∫ η1
ξ1
Mϕp(w) dx.
Hence, we get that ∫ η1
ξ1
(λk − λ) a0ϕp(w) dx ≤
∫ η1
ξ1
Mϕp(w) dx,
which implies λ ≥ λk − d.
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If λ ≥ λk, considering (2.10), (C1) and (C2), we have that∫ η2
ξ2
(λ− λk) a(x)ϕp (ψ
ν
k) dx ≤ lim
n→+∞
∫ η2
ξ2
−f (x, un |un|
εn , λn)
‖un‖
p−1 ϕp (wn)
ϕp (ψ
ν
k) dx
≤
∫ η2
ξ2
Mϕp (ψ
ν
k) dx.
So, we obtain that ∫ η2
ξ2
(λ− λk) a0ϕp (ψ
ν
k) dx ≤
∫ η2
ξ2
Mϕp (ψ
ν
k) dx,
it follows λ ≤ λk + d. Therefore, we have that λ ∈ Ik.
Proof of Theorem 1.1. We only prove the case of D+k since the proof of D
−
k can be given sim-
ilarly. Let D+k be the component of S
+
k ∪ (Ik × {0}) containing Ik × {0}. For any (λ, u) ∈ D
+
k ,
there are two possibilities: (a) u ∈ S+k , or (b) u ∈ ∂S
+
k . Clearly, (λ, u) ∈ Φ
+
k in the case of (a).
While, the case (b) implies that u has at least one double zero in [0, 1]. Lemma 2.2 follows that
u ≡ 0. Hence, there exists a sequence (λn, un) ∈ Φ
+
k such that (λn, un) is a solution of problem
(2.3) corresponding to ǫ = 0, and (λn, un) converges to (λ, 0) in R×E. By Lemma 2.3, we have
λ ∈ Ik, i.e., (λ, u) ∈ Ik × {0} in the case of (b). Hence, D
+
k ⊂ Φ
+
k ∪ (Ik × {0}).
To complete the proof, it remains to show that D+k is unbounded in R×E. Suppose on the
contrary that D+k is bounded. Firstly, we claim that D
+
k is compact in R× E.
We consider the following auxiliary problem{
(ϕp (u
′))′ = h, a.e. x ∈ (0, 1),
u(0) = u(1) = 0
(2.11)
for a given h ∈ L1(0, 1). It is known that problem (2.11) can be equivalently written as u =
Gp(h)(x). And Gp : L
1(0, 1) → E is continuous and maps equi-integrable sets of L1(0, 1) into
relatively compacts of E. One may refer to Lee and Sim [20] and Mana´sevich and Mawhin [28]
for detail. Define the Nemitskii operator H : R×E → C(0, 1) by
H(λ, u)(x) := −λa(x)ϕp(u)− f (x, u, λ)− g(x, u, λ).
Then it is clear that H is continuous operator which sends bounded sets of R × E into the
equi-integrable sets of C(0, 1) and problem (1.3) can be equivalently written as
u = Gp ◦H(λ, u) := Ψp(λ, u).
Ψp is completely continuous in R × E → E. Hence D
+
k is compact in R × E because it is
bounded.
Applying a similar method to prove [3, Theorem 1] with obvious changes, we may find an
open isolating neighborhood O of D+k such that ∂O ∩S
+
k = ∅. Note that such open isolating
neighborhood can also be obtained by directly applying the results of [24, Proposition 3.2]
or [25, Proposition 5.3] where the authors gave some general constructions of open isolating
neighborhoods for Fredholm operators which can exhibit bifurcation from intervals.
In order to complete the proof of this theorem, we consider the approximate problem (2.3)
again. For ǫ > 0, it is easy to show that the nonlinear term f (x, u|u|ǫ, λ) + g(x, u, λ) satisfies
the condition (2.2). Let
Sǫ :=
{
(λ, u)
∣∣(λ, u) satisfies (2.3) and u 6≡ 0 }R×E .
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By Theorem 2.2 of [5], there exists a unbounded continuum Dk,ǫ of Sǫ bifurcating from (λk, 0),
such that Dk,ǫ ⊂ Φ
ν
k ∪ {(λk, 0)}. Furthermore, by Lemma 2.1, there are two sub-continua
D
+
k,ǫ and D
−
k,ǫ of the continuum Dk,ǫ, which are both unbounded and D
ν
k,ǫ ⊂ Φ
ν
k ∪ {(λk, 0)} or
Dνk,ǫ ⊂ Φ
−ν
k ∪ {(λk, 0)}. Without loss of generality, we may assume that
D
ν
k,ǫ ⊂ Φ
ν
k ∪ {(λk, 0)} ,
otherwise we can relabel it.
So there exists (λǫ, uǫ) ∈ D
+
k,ǫ ∩ ∂O for all ǫ > 0. By the compactness of Ψp(λ, u), one can
find a sequence ǫn → 0 such that (λǫn, uǫn) converges to a solution (λ, u) of problem (1.3). So
u ∈ S+k . If u ∈ ∂S
+
k , Lemma 2.2 or Remark 2.1 follows that u ≡ 0. By Lemma 2.3, λ ∈ Ik, which
contradicts the definition of O (note that (λ, u) ∈ D+k,ǫ∩ ∂O since D
+
k,ǫ∩ ∂O is a closed subset of
R×E). On the other hand, if u ∈ S+k , then (λ, u) ∈ S
+
k ∩ ∂O which contradicts ∂O ∩S
+
k = ∅.
Therefore, D+k is unbounded in R×E.
It is obvious that if M = 0 the component D+k or D
−
k indeed bifurcates from a single point
λk. While, if M 6= 0, the following example shows that the component D
+
k or D
−
k possibly
bifurcates from an interval.
Example 2.1 (see [3]). Consider the following problem{
−u′′ = λu+ u sin (u2 + u′2)
−1/2
in (0, π),
u(0) = u(π) = 0.
It is easy to verify that (λ(ρ), u(ρ)(x)) = (1− sin |ρ|−1, ρ sin x) is a solution of this problem for
any ρ 6= 0. This follows that all the points of [0, 2]× {0} are bifurcation points.
Remark 2.2. Note that two bifurcation intervals may be overlap. To see this, we consider the
case of a(x) ≡ 1 and M > (2p + 1)πpp/2, where πp =
(
2π(p− 1)1/p
)
/ (p sin (π/p)). In this case,
it is well-known that λk = (kπp)
p (see [35]). Then we can easily show that (2πp)
p − d < πpp + d,
which follows that I1 ∩ I2 6= ∅. We can also see that two bifurcation intervals do not overlap if
k large enough. Anyway, Dνk and D
ν
j not meet if k 6= j since the nodal property.
3 Spectrum of half-quasilinear problems
In this Section, we consider the half-quasilinear problem (1.5). Problem (1.5) is called half-
quasilinear because it is positive p−1-homogeneous and p−1-homogeneous in the cones u > 0
and u < 0. Similar to that of [3], we say that λ is a half-eigenvalue of problem (1.5) if there
exists a nontrivial solution (λ, uλ). λ is said to be simple if v = cuλ, c > 0 for all solutions (λ, v)
of problem (1.5).
In order to prove Theorem 1.2, we need to establish Sturm type comparison theorem for
p-Laplacian problems.
Lemma 3.1. Let b2(x) ≥ max {b1(x), b1(x) + α− β} for x ∈ (0, 1) and bi(x) ∈ C(0, 1), i = 1, 2.
Also let u1, u2 be solutions of the following differential equations
(ϕp (u
′))
′
+ bi(x)ϕp(u) + αϕp(u
+) + βϕp(u
−) = 0, i = 1, 2,
11
respectively. If (c, d) ⊂ (0, 1), and u1(c) = u1(d) = 0, u1(x) 6= 0 on (c, d), then either there exists
τ ∈ (c, d) such that u2(τ) = 0 or b2 = b1 and u2(x) = µu1(x) for some constant µ 6= 0.
Proof. If u2(x) 6= 0 on (c, d), then we can assume without loss of generality that u1(x) > 0,
u2(x) > 0 in (c, d). By the generalized Picone identity [19] again, we have
−
∫ d
c
(
up1ϕp (u
′
2)
ϕp (u2)
− u1ϕp (u
′
1)
)′
dx = Γ1, (3.1)
where
Γ1 =
∫ d
c
(
(b2 − b1) u
p
1 +
(
|u′1|
p
+ (p− 1)
∣∣∣∣u1u′2u2
∣∣∣∣p − pϕp (u1) u′1ϕp(u′2u2
)))
dx.
The left-hand side of (3.1) equals
lim
x→c+
up1ϕp (u
′
2)
ϕp (u2)
− u1ϕp (u
′
1)− lim
x→d−
up1ϕp (u
′
2)
ϕp (u2)
− u1ϕp (u
′
1) := Hc −Hd.
By an argument similar to that of Lemma 2.3, we can show that Hc = Hd = 0. Therefore, the
left-hand side of (3.1) equals to zero. Hence, the right-hand side of (3.1) also equals to zero.
Young’s inequality implies that
|u′1|
p
+ (p− 1)
∣∣∣∣u1u′2u2
∣∣∣∣p − pϕp (u1)u′1ϕp(u′2u2
)
≥ 0,
and the equality holds if and only if sgnu′1 = sgnu
′
2 and |u
′
1/u1|
p = |u′2/u2|
p. It follows that there
exists a constant µ 6= 0 such that u2 = µu1 and b2 = b1.
Note that if u2(x) < 0 in (c, d), similar to (3.1), we can get
−
∫ d
c
(
up1ϕp (u
′
2)
ϕp (u2)
− u1ϕp (u
′
1)
)′
dx = Γ2,
where
Γ2 =
∫ d
c
(
(b2 − b1 + β − α)u
p
1 +
(
|u′1|
p
+ (p− 1)
∣∣∣∣u1u′2u2
∣∣∣∣p − pϕp (u1)u′1ϕp(u′2u2
)))
dx.
The above argument is still valid for this case.
By Lemma 3.1, we obtain the following result that will be used later.
Lemma 3.2. Let I∗ = (a, b) be such I∗ ⊆ (0, 1) and meas {I∗} > 0. Let gn : (0, 1) → R
be such that
lim
n→+∞
gn(x) = +∞ uniformly in I∗.
Let yn ∈ E be a solution of the equation
(ϕp (y
′
n))
′
+ gn(x)ϕp (yn) + αϕp
(
y+n
)
+ βϕp
(
y−n
)
= 0, x ∈ (0, 1).
Then the number of zeros of yn
∣∣
I∗
goes to infinity as n→ +∞.
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Proof. Set α0 := maxx∈[0,1] |α(x)| and β
0 := maxx∈[0,1] |β(x)|. By simple computation, we
can show that
gn(x) + αϕp
(
y+n
yn
)
+ βϕp
(
y−n
yn
)
≥ gn(x)− α
0 − β0 for all x ∈ (0, 1).
After taking a subsequence if necessary, we may assume that
gnj(x)− α
0 − β0 ≥ j, x ∈ I∗
as j → +∞. It is easy to check the distance between any two consecutive zeros of any nontrivial
solution of the equation {
(ϕp (u
′(x)))′ + jϕp(u(x)) = 0, x ∈ I∗,
u(0) = u(1) = 0
goes to zero as j → +∞. Note that the conclusion of Lemma 3.1 also is valid if α = β ≡ 0.
Using these facts and Lemma 3.1, we can obtain the desired results.
Proof of Theorem 1.2. By Theorem 1.1, we know that there exists at least one solution
of problem (1.5), (λνk, u
ν
k) ∈ R × S
ν
k , for every k = 1, 2, . . ., ν = + and ν = −. The positive
p−1-homogeneous of problem (1.5) implies that {(λνk, cu
ν
k) , c > 0} are half-linear solutions in
{λνk} × S
ν
k . Lemma 2.2 implies that any nontrivial solution u of problem (1.5) lies in some S
ν
k .
We claim that for any solution (λ, u) of problem (1.5) with u ∈ Sνk , we have that λ = λ
ν
k and
u = cuνk for some positive constant c.
We may assume without loss of generality that the first zero of uuνk to occur in (0, 1] is a
zero of u. That is, there exists ζ ∈ (0, 1] such that u(ζ) = 0, u and uνk do not vanish and have
the same sign in (0, ζ). By Lemma 3.1 applied to u and uνk in (0, ζ), one has that λ
ν
k ≤ λ. On
the other hand, by Lemma 2 of [3], there must exist an interval (ξ, η) ⊂ (0, 1) such that u and
uνk do not vanish and have the same sign in (ξ, η), and u
ν
k(ξ) = u
ν
k(η) = 0. Again by Lemma 3.1,
λ ≤ λνk; Hence λ = λ
ν
k. Next, we shall prove that u = cu
ν
k for some positive constant c.
Without loss of generality, we may assume that u and uνk are positive in (0, ζ). Applying the
generalized Picone identity to u and uνk on [0, ζ ], noting λ = λ
ν
k, we have that
−
∫ ζ
0
(
upϕp
(
(uνk)
′)
ϕp (uνk)
− uϕp (u
′)
)′
dx = Γ3, (3.2)
where
Γ3 =
∫ ζ
0
(
|u′|
p
+ (p− 1)
∣∣∣∣u (uνk)′uνk
∣∣∣∣p − pϕp(u)u′ϕp((uνk)′uνk
))
dx.
Using a proof similar to that of Lemma 2.3, we can show that the left-hand side of (3.2) equals
zero. Hence, the right-hand side of (3.2) also equals zero. It follows that u = c1u
ν
k on [0, ζ ] for
some positive constant c1. We may assume without loss of generality that the first zero of uu
ν
k
to occur in (ζ, 1] is a zero of u. That is, there exists ζ1 ∈ (ζ, 1] such that u(ζ1) = 0, u and u
ν
k do
not vanish and have the same sign in (ζ, ζ1). Using method similar to the above, we can show
that u = c2u
ν
k on [ζ, ζ1] for some positive constant c2. Clearly, u
′(ζ) = c1 (u
ν
k)
′ (ζ) = c2 (u
ν
k)
′ (ζ)
and Lemma 2.2 imply c1 = c2. Repeating the above process k times, we can show that u = cu
ν
k
for some positive constant c.
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By a similar method to prove [3, Theorem 2] with obvious changes, we can show that the
sequences λνk, ν = + or − are increasing.
Remark 3.1. By simple computation, we can show that if β ≡ 0 then λ−1 = λ1, α ≡ 0
implies λ+1 = λ1 and α = β ≡ 0 implies λ
+
k = λ
−
k = λk.
Corollary 3.1. If α = β in problem (1.5), then λ+k = λ
−
k := µk for each k ∈ N.
Proof. It is no difficulty to see that if the restriction of c > 0 is replaced by c 6= 0, then
the argument of Theorem 1.2 is also valid for the case α = β. This fact combining with the
conclusions of Theorem 1.2 implies the result.
Remark 3.2. If α = β, standard arguments by making use of the well-known Ljusternik-
Schniremann theory [34] and the techniques used in [1], we can obtain that problem (1.5) has a
sequence of eigenvalues
−∞ < µ˜1 < µ˜2 ≤ · · · ≤ µ˜k < · · · , lim
k→+∞
µ˜k = +∞.
Corollary 3.1 implies that µ˜k = µj for some j ∈ N. Thus, µ˜k is simple. And then Corollary 4.1
of [34] implies that
−∞ < µ˜1 < µ˜2 < · · · < µ˜k < · · · , lim
k→+∞
µ˜k = +∞.
Let σ := {µk}
∞
k=1 and σ˜ := {µ˜k}
∞
k=1. Clearly, σ˜ ⊆ σ. We conjecture that σ˜ = σ. If α = β ≤ π
p
p
then by an argument similar to that of [2, Theorem 1] with obvious changes, we can show that
σ˜ = σ. However, the methods used in [2] become invalid for the general case α = β.
Naturally, we can consider the bifurcation structure of the perturbation of the problem (1.5)
of the form{
− (ϕp (u
′))′ = λa(x)ϕp(u) + αϕp (u
+) + βϕp (u
−) + g(x, u, λ), x ∈ (0, 1),
u(0) = u(1) = 0,
(3.3)
where g satisfies lim|u|→0 |g(x, u, λ)/ϕp(u)| = 0 uniformly in x ∈ (0, 1) and on bounded λ inter-
vals.
Theorem 3.1. For each k ∈ N, ν = + and −, (λνk, 0) is a bifurcation point for problem
(3.3). Moreover, there exists a unbounded continuum Dνk of solutions of problem (3.3), such that
Dνk ⊂ ((R× S
ν
k ) ∪ {(λ
ν
k, 0)}).
Proof. Let us show that the only possible bifurcation points for problem (3.3) are the points
(λνk, 0). Indeed, let (λn, un), un 6≡ 0 be a sequence of solutions of problem (3.3) converging to
(λ, 0). Let vn := un/ ‖un‖, then vn should be a solution of the problem
vn = Gp
(
−λna(x)ϕp (vn(x))− αϕp
(
v+n
)
− βϕp
(
v−n
)
−
g (x, un(x), λ)
‖un(x)‖
p−1
)
.
By (2.6) and the compactness of Gp, we obtain that for some convenient subsequence vn → v0
as n→ +∞. Now v0 verifies the equation
− (ϕp (v
′
0))
′
= λa(x)ϕp(v0) + αϕp(v
+
0 ) + βϕp(v
−
0 )
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and ‖v0‖ = 1. This implies that λ = λ
ν
k for some k ∈ N and ν ∈ {+,−}. The rest of proof is
similar to that of [3, Theorem 3], so we omit it here.
Remark 3.3. Theorem 3.1 indicates that the bifurcation interval Ik =
{
λ+k , λ
−
k
}
, i.e., for
problem (3.3), the bifurcation interval Ik is a finite point set. What conditions can ensure that
the component indeed bifurcating from an interval is still an open problem even in the case of
p = 2.
4 Nodal solutions for half-linear eigenvalue problems
We start this section by studying the following eigenvalue problem{
(ϕp (u
′))′ + αϕp (u
+) + βϕp (u
−) + λra(x)f(u) = 0, x ∈ (0, 1),
u(0) = u(1) = 0,
(4.1)
where λ > 0 is a parameter. Let ζ ∈ C(R) be such that
f(u) = f0ϕp(u) + ζ(u)
with lim|u|→0 ζ(u)/ϕp(u) = 0. Let us consider{
− (ϕp (u
′))′ = λra(x)f0ϕp(u) + αϕp (u
+) + βϕp (u
−) + λra(x)ζ(u), x ∈ (0, 1),
u(0) = u(1) = 0
(4.2)
as a bifurcation problem from the trivial solution u ≡ 0.
Applying Theorem 3.1 to problem (4.2), we have the following result.
Lemma 4.1. For each k ∈ N, ν = + and −, (λνk/rf0, 0) is a bifurcation point of problem
(4.2). Moreover, there exists a unbounded continuum Dνk of solutions of problem (4.2), such that
Dνk ⊂ Φ
ν
k ∪ {(λ
ν
k/rf0, 0)}.
Proof of Theorem 1.3. It is clear that any solution of problem (4.1) of the form (1, u)
yields a solution u of problem (1.6). We shall show that Dνk crosses the hyperplane {1} × E in
R× E. To this end, it will be enough to show that Dνk joins (λ
ν
k/rf0, 0) to (λ
ν
k/rf∞,+∞). Let
(µn, yn) ∈ D
ν
k \ {(λ
ν
k/rf0, 0)} satisfy
|µn|+ ‖yn‖ → +∞.
Case 1. λνk/f∞ < r < λ
ν
k/f0.
In this case, we only need to show that(
λνk
rf∞
,
λνk
rf0
)
⊆
{
λ ∈ R
∣∣(λ, u) ∈ Dνk} .
We divide the rest of proof into two steps.
Step 1. We show that if there exists a constant M > 0 such that |µn| ⊂ [0,M ] for n ∈ N
large enough, then Dνk joins (λ
ν
k/rf0, 0) to (λ
ν
k/rf∞,+∞).
In this case it follows that
‖yn‖ → +∞.
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Let ξ ∈ C (R) be such that
f (u) = f∞ϕp (u) + ξ (u)
with
lim
|u|→+∞
ξ (u)
ϕp (u)
= 0.
We divide the equation
− (ϕp (y
′
n))
′
= µnra(x)f∞ϕp (yn) + αϕp
(
y+n
)
+ βϕp
(
y−n
)
+ µnra(x)ξ (yn)
by ‖yn‖ and set yn = yn/ ‖yn‖. Since yn is bounded in E, after taking a subsequence if necessary,
we have that yn ⇀ y for some y ∈ E and yn → y in C[0, 1]. Using the method to get (2.6), we
have that
lim
n→+∞
ξ (yn(x))
‖yn‖
p−1 = 0.
By the compactness of Gp, we obtain that
− (ϕp (y
′))
′
= µra(x)f∞ϕp (y) + αϕp
(
y+
)
+ βϕp
(
y−
)
,
where µ = lim
n→+∞
µn, again choosing a subsequence and relabeling it if necessary.
It is clear that ‖y‖ = 1 and y ∈ Dνk ⊆ D
ν
k since D
ν
k is closed in R×E. Moreover, by Theorem
1.2, µrf∞ = λ
ν
k, so that
µ =
λνk
rf∞
.
Therefore, Dνk joins (λ
ν
k/rf0, 0) to (λ
ν
k/rf∞,+∞).
Step 2. We show that there exists a constant M such that |µn| ∈ [0,M ] for n ∈ N large
enough.
On the contrary, we suppose that limn→+∞ |µn| = +∞. Since (µn, yn) ∈ D
ν
k , it follows from
the compactness of Gp that
− (ϕp (y
′
n))
′
= µnrf˜n(x)a(x)ϕp (yn) + αϕp
(
y+n
)
+ βϕp
(
y−n
)
,
where
f˜n(x) =
{
f(yn(x))
ϕp(yn(x))
, if yn(x) 6= 0,
f0, if yn(t) = 0.
From (A1) and (A2), we can see that there exists a positive constant ̺ such that f(s)/ϕp(s) ≥ ̺
for all s 6= 0. It follows that limn→+∞ µnrf˜n(x) = ±∞. But if limn→+∞ µnrf˜n(x) = −∞, then
yn ≡ 0 on (0, 1) via Theorem 1.2, which is impossible. So limn→+∞ µnrf˜n(x) = +∞. By Lemma
3.2, we get that yn has more than k − 1 zeros in (0, 1) for n large enough, and this contradicts
the fact that yn has exactly k − 1 zeros in (0, 1).
Case 2. λνk/f0 < r < λ
ν
k/f∞.
Assume that (µn, yn) ∈ D
ν
k is such that
lim
n→+∞
(|µn|+ ‖yn‖) = +∞.
In view of Step 2 of Case 1, we have known that there exists M > 0, such that for n ∈ N
sufficiently large, |µn| ∈ [0,M ]. Applying the same method used in Step 1 of Case 1, after
taking a subsequence and relabeling it if necessary, it follows that
(µn, yn)→
(
λνk
rf∞
,+∞
)
as n→ +∞.
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Thus, Dνk joins (λ
ν
k/rf0, 0) to (λ
ν
k/rf∞,+∞).
By an argument similar to that of Theorem 1.3, we can obtain the more general results as
the following.
Corollary 4.1. Assume that f satisfies (C1) and (A1), and for some k, n ∈ N with k ≤ n,
ν = + and −, either λνn/f∞ < r < λ
ν
k/f0 or λ
ν
n/f0 < r < λ
ν
k/f∞. Then problem (1.6) has
n− k + 1 solutions uνj for j ∈ {k, · · · , n} such that u
ν
j has exactly j − 1 zeros in (0,1) and νu
ν
j
is positive near 0.
Using Lemma 3.1, we can also get a nonexistence result when f satisfies a non-resonant
condition.
Theorem 4.1. Assume that α = β and there exists k ∈ N such that
λνk <
rf(s)
ϕp(s)
< λνk+1 for s 6= 0 and r ∈ R. (4.3)
Then problem (1.6) has no nontrivial solution in R× E.
Proof. Suppose on the contrary that problem (1.6) has a nontrivial solution u in R × E.
Using the compactness of Gp, we can easily see that u satisfies
(ϕp (u
′))
′
+ αϕp
(
u+
)
+ βϕp
(
u−
)
+ rb(x)a(x)ϕp(u) = 0, x ∈ (0, 1),
where
b(x) =
{
f(u(x))
ϕp(u(x))
, if u(x) 6= 0,
f0, if u(x) = 0.
If u(x) 6= 0, then (4.3) implies that λνk < rb(x) < λ
ν
k+1. On the other hand, for any zero x∗ of
u, we have limx→x∗ u(x) = 0. It follows that limx→t∗ f(u(x))/ϕp(u(x)) = f0. Hence, we have
b(x) ∈ C(0, 1),
λνk ≤ rb(x) ≤ λ
ν
k+1, x ∈ (0, 1)
and all the inequalities are strict on some subset of positive measure in (0, 1). We know that
the eigenfunction ϕνk corresponding to λ
ν
k has exactly k− 1 zeros in (0, 1). Applying Lemma 3.1
to ϕνk and u, we can see that u has at least k zeros in (0, 1). By applying Lemma 3.1 again to u
and ϕνk+1, we can get that ϕ
ν
k+1 has at least k + 1 zeros in (0, 1). This is a contradiction.
Remark 4.1. Note that the assumption of α = β is crucial here to the application of Lemma
3.1. However, we doubt its necessity for this theorem.
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