In the research field of complex networks, the network nodes and edges are the fundamental indicators and often used as the preliminary step in the structural analysis of complex networks. In this paper, first, considering the differences in the node degree distribution, the traditional box-covering algorithm is modified by regarding the number of nodes in the box as the node degree, it is proved that multifractal characteristics are the nature of weighted complex networks. Moreover, multifractal spectrums of eight different networks are obtained and the variations in three eigenvalues corresponding are further analyzed, by comparing the existing and modified algorithms. Finally, we can make the practical conclusion that the multifractal characteristics of weighted complex networks are affected by the differences in the node degree distribution.
I. INTRODUCTION
Complex network theory has been attached great importance to the understanding of sociology, biology and communications system [1] - [4] . Motivation survey, the diffusion of knowledge, recommendation system, characteristic analysis, social-aware forwarding mechanism between any nodes is the essential function of weighted complex networks [5] - [9] . The rapid propagation of information makes the analysis of network structure and node degree distribution more and more critical [10] . Hence, how to analyze the node degree distribution will help to better understand the complex networks and well apply to the complex networks [11] - [14] .
Nodes are taken as the first step in analyzing the characteristics of the complex networks, the small-world characteristics of the networks (popularly known as six degree of separation) [15] - [17] , the scale-free property of the network, the node degree of network decays as a power law p(k) ∼ k γ (where γ is often between 2 and 3 ) [18] - [20] , the fractal feature of network have been discovered by Song et al [21] , the box-covering algorithm have been
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proposed by Hausdorff [22] , [23] and proved the similarity between the local and global networks [24] , [25] .
Recently, multifractal has been studied as a new networks structure, the box-covering method is used to get Z q (ε) ∼ ε τ q , where ε is the size of the box and the mass exponent τ (q) is nonlinear function of the order q. In the case, the measure distribution is displayed as multifractal [26] . How multifractal features work in different field is important to understand the significance of multifractal in real world. In urban transport network, the bus network is taken as a weighted graph for multifractal research to analyze the characteristics of bus transport networks and its morphological changes. The multifractal analysis can be used as a comparison tool between different urban traffic networks [27] . A method for multiscale analysis of earthquakes based on multifractal analysis is proposed, which reveals further information about the dynamic seismic behavior [28] . Air temperature is an important parameter in determining climate, however, the behavior of air temperature time series cannot be characterized by only one exponent, then the Multifractal Detrended Fluctuation Analysis is used to examine multifractal analysis [29] . It is stated that both family business companies and major stock market have strong multifractal, and multifractal spectrum analysis suggest that family business stocks are less risky [30] . The study of weighted complex networks has become a hot topic in current research because of its ability to better reflect the characteristics of real world network topologies, especially for mobile social networks. For the study of multifractal of weighted complex networks, on the one hand, we can understand the evolution process of the network more deeply, on the other hand, it provides a new vision and method for people to understand the complexity of the real world. At the same time, the nature of network fractals can be utilized to improve existing networks performance and design new networks.
Multifractal analysis is an effective method for system description theory and spatial heterogeneity of experimental fractal patterns [31] , however, since the method does not take the node degree distribution of the networks into consideration, this analysis is very simple and of little relevance. Previous studies on complex networks has concentrated on the topological properties of the networks, and there is a lack of research on weighted networks. However, the study of weighted networks can better reflect the characteristics of the complex networks. Weighted networks can provide a more realistic and comprehensive description of the evolutionary feature of real complex networks. Therefore, the analysis of multifractal for weighted complex networks is very important.
Volume dimension method is another effective method for measuring fractal traits of complex networks [32] , [33] . The calculation of volume dimension only considers the number of boxes covering the entire network, regardless of the number of nodes included in the box. However, in the classical volume dimension method and traditional box covering method, the nodes in complex networks are undifferentiated. Therefore, in the following research, we consider the difference of nodes when modifying the traditional box algorithm based on the degree volumetric dimension and performing multifractal analysis on weighted complex networks.
In this paper, the traditional box-covering algorithm is firstly improved to copy with the relationship between multifractal and the node degree distribution in weighted complex networks. And then the proposed method is used to the multifractal spectrum calculation of eight classical network datasets. Furthermore, the possible variations in multifractal spectrum due to the node degree distribution in weighted complex networks are discussed. Finally, the experimental results indicate that the multifractal characteristics of weighted complex networks are affected by the differences in the node degree distribution. Generally, the proposed method has threefold novelties:
(1) The first time to study the multifractal of networks from the perspective of node diversity. The traditional method does not take into account the degree distribution of different nodes. Our improved algorithm does not embrace the universal approach, but instead it tried to focus on the properties of node degree and the difference in degree distribution.
(2) Proposed new multifractal analysis algorithm based on the degree volume dimension. Considering the complexity of the network, there are differences between nodes, and the ''volume'' possessed by a node with a large degree is also larger. This inspired the concept of ''volume'' in terms of the degree of nodes and the volume dimension of a complex network. (3) By comparing the two algorithms, it is proved that the multifractal characteristic of the network is related to the different node degree. The degree distribution of different networks greatly affects the features of multifractal.
II. PROPOSED METHOD A. TIME SERIES NETWORK TO WEIGHTED COMPLEX NETWORK MODEL TRANSFORMATION METHOD
The weighted complex network not only expresses the relationship between individuals in this complex system, but also shows the strength of the connection between two nodes over a given time interval. Initialize a weighted complex network G = (N , V , W ) first and the edge is defined as d ij , where N and V represent the set of nodes and edges respectively, W is a set of edge-weights and denoted with w ij . Before applying the proposed method to weighted complex networks, it is essential to calculate the shortest path distance matrix of networks. According to the adjacent matrix M N ×N , where N is the number of nodes in the network, the shortest path distance between two nodes is defined as follows:
where directly applying Dijkstra's algorithm [34] to identify the shortest paths in these weighted complex networks, w ij is the average time duration between two linked nodes and j m are IDs of nodes. The p is a real number, while p < 0 the higher the edge weight, the smaller the distance, while p > 0 the edge weight is higher, the distance is farther. Thus, in this paper we taken p = −1 as the real length between two nodes.
B. A NEW BOX-COVERING ALGORITHM BASED ON DEGREE VOLUME DIMENSION
In this section, first and foremost, we present the definitions of volume dimension and degree volume dimension, then formally introduce a new box-covering algorithm based on degree volume dimension.
Volume definition of dimension was proposed by Shanker [32] , [35] . The volume dimension is centered on node i, with the distance d ij as the radius, and defines the number of nodes covered within the range of d ij as volume. The average volume is obtained by traversing all nodes as the center nodes. The volume dimension is the index that determines the volume scaling behavior with distance. Compared with the classical volume dimension method, the improved method takes node degree into account when calculating volume dimension. From the perspective of network structure, this is natural and necessary, because the function of complex networks is usually controlled by critical nodes. (A,B,C) . Each red value on the node represents the degree of node, the degree volume dimension of box C is the sum of each red value in the same box. The greater the degree of a node in a sense more important node.
Given a complex networks, the central distance is the length to its nearest center, which is less than the box radius. The degree volume dimension is the number of degrees of coverage of the nodes within each box based on the ratio of excluded mass to closeness centrality (REMCC) from the point of view of the differences of nodes.
The box-covering algorithm is applied in complex networks by Rozenfeld et al. [36] . As observed in Figure 1 ., we are based on the REMCC box-covering algorithm [37] , which simply introduces the differences between the volume dimension and the degree volume dimension in the same network structure.
III. MULTIFRACTAL ANALYSIS OF SOME REAL WEIGHTED COMPLEX NETWORKS A. MULTIFRACTAL ALGORITHM
The main content of multifractal research is to analyze the scale distribution characteristic of multifractal, that is, to study the structure and properties of spectral function. We define the normalized probabilities with the box-covering algorithm:
By dividing the probability distribution of the limit of the multiple fractal measures, we establish a direct relationship between the generalized Rényi dimensions curve increment and the scaling behaviour of the generalized product complexity measure introduced by López-Ruiz et.al [38] 
where n represents the degree sum of all nodes, the ε is the length of the box edge and N is the sum of degree of the nodes in each box. P is the probability measure with a value range between 0 to 1. In a metric space, we define the sum of partitions:
where q is the moment of order q, n i (ε) is the number of boxes at the scale of ε. It can be scaled as the following way when the measurement has a multifractal distribution:
where τ is the mass exponent of order q. The mass exponent is defined by evaluating while the partition function defined by eq.2:
If there is a non-liner relationship between τ (q) and q, then the study object has multifractal properties, if τ (q) is a linear function of q, then the object is a nonfractal. The mass exponent function τ (q) and the generalized fractal dimensions D(q) also have the following relationship:
In particular, D(0) is called the capacity dimension, and generally D(0) is equal to the maximum value of the multifractal spectrum. The multifractal spectrum f(α) has the fractal dimension with the same velocity ε, which can be calculated through the Legendre transform:
where α indicates the velocity of the mass changed with the resolution ε. The multifractal spectrum uses a special index to describe the fractal properties of the subset of subjects studied. In addition, multifractal spectrum is a non-linear convex function, the width of singularity spectrum as well as the range of the generalized Hurst exponent(max(D q )-min(D q )) are often used to quantitatively measure the degree of multifractality, thus the wider the spectrum more multifractal.
B. THE MULTIFRACTAL ALGORITHM IN THE WEIGHTED COMPLEX NETWORKS IS SUMMARIZED AS FOLLOWS
1. Initially, build a weighted complex networks and mark all nodes as uncovered. 2. Using eq.(1) to calculate the distance to its nearest center, which is in the range of r B . 3. Based on the REMCC box-covering algorithm to mark the covered nodes which distances are less than r B . 4. Repeat steps 2 and 3 until all nodes are marked. 5. Compute the distribution of the box mass and the scale of resolution ε. 6. Define the partition sum with eq(2). 7. Calculate the mass exponent τ and resolution ε respectively using eq. (3) and eq.(4). 8. The multifractal dimension can be calculated with eq.(6) and the spectrum can be fitted by the Legendre transform through eq. (7). 
IV. SIMULATION RESULT AND DISCUSSIONS A. THE WEIGHTED COMPLEX NETWORKS DATA
In this section, we used the after modifying multifractal analysis algorithm based on degree volume dimension in the weighted complex networks. The proposed method is applied to analyze the characteristics of multifractal of the time slot in real complex networks: Locshare dataset, Camb lab dataset, Info 05 dataset, Unitrans dataset, Rollernet dataset, MIT reality dataset, the St Andrews dataset and Taxi trajectories dataset. We modeled the dataset separately to get eight different complex networks. The general characteristics of the real complex networks are shown in Table 1 .
B. THE PROPOSED ALGORITHM APPLIED IN WEIGHTED COMPLEX NETWORKS
In the multifractal theory that the mass function is a convex function described research subjects have under study has an obviously multifractal characteristic. We use the multifractal algorithm the definition of τ (q) by eq.(6) in the weighted complex networks. Figure 2. showed that the mass exponent of weighted complex networks is a convex function and the correlation function is nonlinear between τ (q) and q, which indicates that the weighted complex networks have multifractal characteristics. Using eq.(6) we get the generalized fractal dimension D(q) with the variable q presented fluctuated. As observed in Figure 3 0.6445(Corresponding the weighted complex networks are: Roller, Camb lab, Inf05, MIT, St Andrews, Taxi, Locshare, Unitrans), so that is the maximum value of multifractal spectrum. Figure 4 . shows the results of the log-log scale experiment for the six values of q = −20, −15, −10, 10, 15, 20. The partition sum shows different zoom ranges as the resolution increases. When q < 0, observe the scope of change of the entire scale, between log Z (q, ε) and log ε performs line relation, when q > 0, between log Z (q, ε) and log ε performs non-liner relation, the sum of partitions increases with the convergence of resolution and has scale-free characteristic, the results indicate that the network has a scale-free feature within the specified scale change range, that is, the network has fractal characteristic. Table 2 . the multifractal spectrum of the weighted complex networks can be calculated with two different algorithms by adopting the Legendre change(eq.7). In the weighted complex networks, the multifractal spectrum is adopted to measure the attribute of the multifractal. It is obvious that the larger the spectrum width and lower asymmetric of spectrum, the multifractal property performance is better. Parameter B represents the asymmetry of the spectrum curve f (α). When B = 0, the spectrum curve is symmetric; when B > 0 or B < 0, the peak value of the spectrum curve is skewed to the right or the left. It indicates the degree of the network singularity. In general, the larger the maximum of f (α), the larger the width W and the better the symmetry of the spectral curve f (α), the stronger the multifractality of the object. We perform the experiments and polyfit results by using the least squares method for the two algorithms. Figure 5 demonstrates that the weighted complex networks have a multifractal structure.
By analyzing the data from Table. 2 and the Figure. 6. prove that both algorithms in the complex networks have multifractal properties, but comparing two different algorithms, the generalized fractal dimension of weighted complex networks, that is, the maximal value of the multifractal spectrum peaks f (α) remains unchanged. Therefore it shows that the weighted complex networks are fractal and the degree of distribution between the parts and the whole are similar; in addition, width of spectrum width(W) becomes wider, which means the multifractal property in weighted complex networks have a more obvious singularity, this is because when we calculate the multifractal nature of the network, taking into account the differences between nodes. It's known that the complexity of the network is affected by the nodes. Thus, in the improved box-covering algorithm, the node contained by the box is counted as the degree value of the node, Figure.5 shows the degree distribution of the eight networks. Under these restrictions, we discover that the degree distribution of the eight networks has the characteristics of power-law distribution, and has free-scale characteristics. In the degree of node of the Locshare, Camb lab, Unitrans, Inf05, Roller and St Andrews are relatively small, and the degree distribution is relatively gentle, however, the degree distribution of the MIT and Taxi changes most obviously. We find that due to the large scale of MIT and Taxi data and more obvious degree distribution, the changes before and after modifying algorithm MIT and Taxi datasets are the greatest.
In particular, the spectral width(W) of the taxi dataset increases, the asymmetry of spectrum(B) is significantly decreases, and the feature of multifractal is stronger. Although the degree distribution is not obvious in the Locshare dataset of small-scale networks, the multifractal features are more obvious in the networks under the effect of the improved algorithm, indicating the feasibility of the algorithm in small-scale dataset. In large-scale networks, the degree distribution is more obvious and the multifractal feature obtained by the method of dimensional volume is better. Therefore, the improved algorithm is also feasible in large-scale real networks. At the same time, the more irregular the network, the more obvious the nature of multifractal.
V. CONCLUSION
In this paper, we not only consider the weight of the edges in the networks, but also take into account the differences in the degrees of the nodes. In the previous box algorithm, each node is counted once, while in our improved algorithm, the nodes contained in the box are counted as the node's degree values. By comparing with the original algorithm, the generalized fractal dimension of the networks (Multifractal specturm peaks maximum f (α) ) remains unchanged, so it shows that the networks still has the nature of fractals, taking into account the degree of distribution between the local and the overall still similar. In this case, the asymmetry of the multifractal spectrum(B) becomes smaller and the spectrum width(W) becomes wider. This shows that after considering the degree difference of the nodes, the local dynamic evolution process of the network is more irregular, making the multifractal nature of the network more obvious, thus illustrating that the networks multifractal is affected by the distribution of degrees. The multifractal characteristic of the network is analyzed by the degree distribution. The improved method reveals the important role of complex network structures in fractal dimensions and provides a new perspective for understanding the fractal dimensions of complex networks. In the next work, we can better explain the internal mechanism of the networks and how to identify influential nodes in the networks.
