A scene-based algorithm is developed to compensate for bias nonuniformity in focal-plane arrays. Nonuniformity can be extremely problematic, especially for mid-to far-infrared imaging systems. The technique is based on use of estimates of interframe subpixel shifts in an image sequence, in conjunction with a linearinterpolation model for the motion, to extract information on the bias nonuniformity algebraically. The performance of the proposed algorithm is analyzed by using real infrared and simulated data. One advantage of this technique is its simplicity; it requires relatively few frames to generate an effective correction matrix, thereby permitting the execution of frequent on-the-fly nonuniformity correction as drift occurs. Additionally, the performance is shown to exhibit considerable robustness with respect to lack of the common types of temporal and spatial irradiance diversity that are typically required by statistical scene-based nonuniformity correction techniques.
INTRODUCTION
Focal-plane array (FPA) sensors are used in many modern imaging and spectral sensing systems. An FPA sensor consists of a mosaic of photodetectors placed at the focal plane of an imaging system. Despite the widespread use and popularity of FPA sensors, their performance is known to be affected by the presence of fixed-pattern noise, which is also known as spatial nonuniformity noise. Spatial nonuniformity occurs primarily because each detector in the FPA has a photoresponse slightly different from that of its neighbors. 1 Despite significant advances in FPA and detector technology, spatial nonuniformity continues to be a serious problem, degrading radiometric accuracy, image quality, and temperature resolution. In addition, spatial nonuniformity tends to drift temporally as a result of variations in the sensor's surroundings. Such drift requires that the nonuniformity be compensated for repeatedly during the course of camera operation.
There are two main types of nonuniformity correction (NUC) techniques, namely, calibration-based and scenebased techniques. The most common calibration-based correction is the two-point calibration. 2 This method requires that normal imaging system operation be interrupted while the camera images a flat-field calibration target at two distinct known temperatures. The nonuniformity parameters are then solved for in a linear fashion. For IR systems, a blackbody radiation source is typically employed as the calibration target. Calibration must be used when accurate temperature or radiometric measurement is required. However, radiometric accuracy is not needed in some applications. Therefore, a considerable amount of research has recently focused on developing scene-based correction algorithms, which can provide significant improvement in image quality at the expense of reduced radiometric accuracy. These techniques typically use a digital image sequence and rely on motion to provide diversity in the irradiance observed by each detector. Some scene-based algorithms in the literature include those by Narendra and Foss, 3, 4 Harris and Chiang, 5, 6 and Chiang and Harris, 7 whose algorithms repeatedly compensate for gain and bias nonuniformity. These methods rely on the concept of constant statistics, which assumes that, over time, the mean and variance of the irradiance of the scene become spatially invariant. O'Neil 8, 9 and Hardie et al. 10 developed motion-based algorithms that use the principle that detectors should have an identical response when observing the same scene point at different times. Hayat et al. 11 developed a statistical algorithm that relies on the assumption that all detectors in the array are exposed to the same range of collected irradiance within a sequence of frames. This technique therefore relaxes the constant-statistics assumption to a constant-range assumption. Torres and colleagues 12, 13 recently adopted the constant-range assumption and developed a Kalman-filtering technique that also captures and estimates stochastic drift in the gain and bias nonuniformity.
A new scene-based algorithm that is algebraic in nature is proposed in this paper. We assume that each FPA detector output obeys an approximate linear irradiancevoltage model in which only detector bias nonuniformity is considered. Global motion between adjacent image frames is estimated with a reliable gradient-based shift-estimation algorithm. Through use of these motion estimates, a number of gradient-type matrices are computed using pairs of consecutive frames demonstrating pure vertical and pure horizontal subpixel shifts. These matrices are then combined to form an overall correction matrix that is used to compensate for bias nonuniformity across the entire image sequence. The algorithm provides an effective bias correction with relatively few frames. This will be demonstrated with both simulated and real infrared data. Because of its highly localized nature in time and space, the algorithm is easily implemented and computationally efficient, permitting quick computation of the correction matrix that is needed to compensate continually for nonuniformity drift. Another advantage of this algorithm is that it requires only local temporal irradiance variation. Many algorithms (including those that are based on constant-statistics or constant-range assumptions) rely on the assumption that each detector is exposed to a wide range of irradiance levels. Such algorithms typically suffer in performance when a portion of an image sequence lacks sufficient irradiance diversity over time. As demonstrated in this paper, the algebraic technique exhibits considerable robustness to such limitations.
This paper is organized as follows. The sensor and motion models are given in Section 2. The algorithm is derived in Section 3, and its performance is studied in Section 4. Finally, the conclusions and future extensions of the proposed technique are given in Section 5.
SENSOR AND MOTION MODELS
Consider an M ϫ N image sequence y n generated by a FPA sensor, where n ϭ 1, 2, 3,... represents the image frame number. A commonly used approximate linear model 14 for a FPA-sensor output is given by
where z n (i, j) is the irradiance, integrated over the detector's active area within the frame time, and a(i, j) and b(i, j) are the detector's gain and bias, respectively. In many sensors, the bias nonuniformity dominates the gain nonuniformity and the latter can be neglected. In this paper we will restrict our attention to such cases and therefore assume that the gain is uniform across all detectors with a common value-without loss of generality-of unity. Thus the observation model becomes
It is convenient to associate with each M ϫ N sensor a bias nonuniformity matrix B defined by
Moreover, we define I(B) to be the collection of all images that can be generated by a sensor whose bias matrix is B, according to the model given by Eq. (2) . A sensor having a bias matrix B will be referred to as a B-sensor. We also assume that the temperature of the observed objects does not change during the interframe time interval. Thus if two consecutive frames are seen to exhibit strictly horizontal or vertical subpixel global motion, we may then approximate the irradiance at a given pixel in the second frame as a linear interpolation of the irradiance at the pixel and its neighbor from the first frame. This linear interpolation model is selected for its simplicity as an approximation. More precisely, for a pair of consecutive frames exhibiting a purely vertical subpixel shift of ␣ pixels, denoted as an ␣-pair, the kth and the (k ϩ 1)th frames are related by
Similarly, for a pair of adjacent frames with a purely horizontal subpixel shift of ␤ pixels (denoted as a ␤-pair), we have
By convention, a positive ␣ represents downward motion of the scene and a positive ␤ represents rightward motion. In the next section we exploit the relationships given by Eqs. (4) and (5) and use pairs of observed frames to compute algebraically a bias correction map.
ALGORITHM DESCRIPTION
We begin by discussing the key principle behind the algorithm. The algorithm is based on the ability to exploit shift information between two consecutive image frames exhibiting a purely vertical shift, say, to convert the bias value in a detector element to the bias value of its vertical neighbor. This mechanism will, in turn, allow us to convert the biases of detectors in an entire column to a common bias value. The procedure can then be repeated for every column in the image pair, resulting in an image that suffers from nonuniformity across rows only (i.e., each column has a different, yet uniform, bias value). Now, with an analogous procedure and by using a pair of horizontally shifted images, we can unify the bias values across all rows, which ultimately allows for the unification of all biases in the array to a common value. The details of the algorithm are given next.
A. Bias Unification in Adjacent Detectors
Suppose that we have two consecutive image frames (frames n and n ϩ 1, say) for which there is a purely vertical shift ␣ between them. Without loss of generality, consider the output at detectors (1, 1) and (2, 1) of the FPA. According to Eq. (2),
Moreover, we know from the interpolation model of Eq. (4) that
Now the key step is to form a linear combination of y n (1, 1), y n (2, 1), and y nϩ1 (2, 1) so that the irradiance values are canceled and only the biases remain. More precisely, we form
(we will formally define the matrix Ṽ B later) which, upon use of Eqs. (6), (7), and (8), reduces to
Now if Ṽ B (2, 1) is added to y n (2, 1), we obtain
Hence the bias of the (2, 1)th detector element b(2, 1) is converted to b(1, 1).
This same procedure may now be applied to the biasadjusted (2, 1)th pixel [that is, y n (2, 1) ϩ Ṽ B (2, 1)] and the original (3, 1)th pixel effectively to convert the bias of the (3, 1)th detector from b(3, 1) to b (1, 1) . This procedure may be applied down the entire column, effectively unifying all biases of the column to b(1, 1).
Clearly we can repeat the same procedure for other columns with the same ␣-pair. Moreover, an analogous procedure can be performed across all rows with a ␤-pair. The general algorithm will be discussed next.
B. Vertical and Horizontal Correction Matrices
We begin by defining an intermediate vertical correction matrix Ṽ B with an ␣-pair for a B-sensor as follows: For j ϭ 1, 2,...,N, put Ṽ B (1, j) ϭ 0, and for i ϭ 2, 3,..., M, define
Hence Now the vertical correction matrix V B is calculated by performing a partial cumulative sum down each column of Ṽ B . More precisely, for i ϭ 2, 3,..., M and j ϭ 1, 2,...,N, we define
so that Indeed, in the vertically corrected frame of Eq. (16), the bias values down each column have effectively been unified to the bias value of the topmost pixel (the columnbias ''leader''). Now if we define the column-corrected sensor bias matrix
Observe now that if V B is added to an arbitrary raw frame y k from I(B),then
. (16) then we can identify y k ϩ V B as a member of I(BЈ).
More compactly, we maintain that V B ϩ I(B) ϭ I(BЈ).
Clearly a similar procedure can be followed with a ␤-pair to obtain a horizontal correction matrix H B , which, when added to any raw image, will unify the bias values across each row. More precisely, for i ϭ 1, 2,...,M and j ϭ 2, 3,...,N, put H (i,1) ϭ 0, and
H B is then computed by performing a partial cumulative sum across each row of H (i, j). Thus the resulting horizontal correction matrix H B becomes
Next we use the ability to unify the bias values across columns or rows to unify the biases of the entire array to a common value.
C. Total Correction Matrix
The principle of total correction is now clear. First, for any raw ␣-pair obtained from a B-sensor, compute a vertical correction matrix V B . Next, add V B to a ␤-pair from the B-sensor. [Recall that adding V B to any raw frame results in an image in I(BЈ) as if it were obtained from the vertically corrected BЈ-sensor, where BЈ is defined in Eq. (17) .] Next, use the vertically corrected ␤-pair, denoted as a ␤Ј-pair, to compute the horizontal correction matrix H B Ј . The total correction matrix C is then formed by adding H B Ј to V B . A straightforward calculation shows that which is the desired total correction matrix. Notice that when C is added to any raw image frame in I(B), all bias values become b(1, 1), as desired.
In practice, it is observed that there is error associated with the linear interpolation approximation of Eqs. (4) and (5) and error in estimating the shifts ␣ and ␤, which collectively introduce error (or noise) in the bias correction matrix. To reduce the effect of this noise, we first obtain two collections C ␣ and C ␤ which consist of many distinct ␣-and ␤-pairs, respectively. With these collections, we can compute many vertical and horizontal correction matrices and form averaged vertical and horizontal correction matrices, denoted V B and H B Ј , respectively. Moreover, we observe from Eq. (20) that all rows of H B Ј are ideally identical; therefore a second average can be performed down each column of H B Ј , resulting in a horizontal row vector H ᠬ B Ј . This vector can then be replicated M times to form the M ϫ N averaged horizontal correction matrix H ញ B Ј . Thus in practice, it is these V B and H ញ B Ј that are summed to generate the final correction matrix C. As will be shown in Section 4, relatively few frame pairs from each collection are needed to compute an effective correction matrix. A block diagram of the presented NUC algorithm is shown in Fig. 1 .
D. Shift Estimation
The collections of image pairs C ␣ and C ␤ are generated through the use of the gradient-based shift-estimation algorithm described by Irani and Peleg 15 and Hardie et al. 16 The gradient-based shift estimator first estimates the gradient at each point in one image by use of a Prewitt operator. With a first-order Taylor series approximation, it is possible to predict the values of a second frame (assumed to be a shifted version of the first) based on the first frame, the gradient from the first frame, and the shift between the frames. In our application, we have knowledge of the two frames and we are able to estimate the gradient. What we do not know is the shift between the frames. The shifts are estimated through a leastsquares technique that minimizes the error between the observed second frame and the predicted second frame. While the gradient-based technique has been shown to
and indeed
yield reliable estimates, Armstrong et al. 17 found that the accuracy of the shift estimates is compromised by the presence of spatial nonuniformity. This estimation error can be minimized by first smoothing the original image sequence with an R ϫ R mask, which effectively reduces the nonuniformity. Through this prefiltering of the image sequence, shift estimate accuracy is improved significantly. The resulting shift estimates are then analyzed for acceptable shifts. Acceptable subpixel shifts are defined as those in the interval [Ϫ1, 1] for both pure horizontal and pure vertical motion. Moreover, we define a tolerance parameter ⑀, which is used to define the maximum allowable deviation from the ideal zero shift in a direction orthogonal to the dominant motion direction.
Other computationally efficient registration techniques are available that are shown to perform well in the presence of fixed-pattern noise 18 and may be used in place of the gradient-based algorithm. It is also possible that we can substitute controlled motion (i.e., induced motion such that the shifts are known), thereby obviating the need for a motion-estimation algorithm.
E. Further Remarks
Algorithm robustness is improved by considering three important issues: (1) selection of the starting collection (i.e., C ␣ or C ␤ ), (2) treatment of frame pairs with positive and negative shifts, and (3) sensitivity to the tolerance parameter ⑀.
Once shift estimation is completed, the best starting collection must be determined. This decision is made simply by selecting the collection with the highest number of pairs of frames. Such a selection is made because most of the spatial nonuniformity is encountered when the first averaged correction matrix is computed. With use of the larger collection, error in the bias estimates is reduced as more correction matrices are averaged.
Each pair of frames in collections C ␣ and C ␤ may exhibit a respective shift that is either positive or negative. When each correction matrix is computed, the shift polarity determines the starting row or column. As an example, if an M ϫ N frame pair having a positive horizontal shift is used-with our shift sign convention-the algorithm starts in column 1 and computes the bias estimates in a rightward direction. If the frame pair exhibits a negative horizontal shift, the algorithm instead begins with column N and computes the bias estimates in a leftward direction. The vertical motion cases are analogous. By considering each of these cases, the algorithm can find and use more frame pairs in accordance with the shift direction.
Finally, for all data tested, we learned that sufficient frame pairs were found when parameter ⑀ was given a value of 0.05 pixels. As higher values of ⑀ are allowed, no major decrease in the visual quality of the corrected images is observed until this parameter approaches 0.2 pixel, beyond which striping artifacts across rows or columns will begin to appear.
PERFORMANCE ANALYSIS A. Accuracy of Shift Estimation
A study was performed on the accuracy of the gradientbased shift-estimation technique used in this paper. In general, the shift-estimation algorithm, in the presence of little or no spatial nonuniformity, demonstrates a high level of accuracy. However, the accuracy of shift estimation suffers as the amount of nonuniformity increases. To observe this effect, the average absolute error in the shift estimates was calculated as a function of bias nonuniformity standard deviation for a typical 8-bit, 128 ϫ 128, 200-frame image sequence. The result is shown in Fig. 2 . A zero-mean Gaussian model was used to independently generate the simulated bias nonuniformities. It is seen that the error in shift estimation increases sharply as the level of nonuniformity increases beyond a certain cutoff in signal-to-noise ratio, which depends on the spatial-frequency content of the true scene sequence. In the example considered, this cutoff occurred at a bias nonuniformity standard deviation of 5 (based on an 8-bit gray scale). Application of a smoothing filter to the raw images before shift estimation greatly reduced the shift error, since the spatial nonuniformity was considerably reduced as a result of smoothing. In practice the best mask size will depend on the strength of the nonuniformity and the spatial-frequency content of the scene. A surface plot is displayed in Fig. 3 that shows the average absolute error in the shift estimates as a function of the standard deviation of bias nonuniformity and the mask size. As seen from the plot, the shift error can be reduced significantly if a sufficiently large smoothing filter is employed, even for severe nonuniformity cases, as long as the smoothed images maintain sufficient spatial diversity to allow shift estimation.
B. Nonuniformity Correction with Simulated Data
A sequence of clean images (in the visible-light range) was used to generate two types of simulated image sequences with bias nonuniformity. The first type consisted of sequences for which subpixel motion was simulated by using linear interpolation, which is fully compatible with our algorithm. As expected when this type of simulated data was used in the algorithm along with the true shift values, perfect NUC was achieved with only four image frames (one ␣-pair and one ␤-pair).
The second type of image sequence consists of a more realistic nonlinear shift mechanism. Global motion is generated by first shifting a high-resolution image (e.g., a 1280 ϫ 1280 image) by multiples of a whole pixel and then down-sampling the shifted image back to the 128 ϫ 128 grid by means of pixel averaging. This shift mechanism simulates the practical situation when the true object (i.e., the high-resolution image) is moving and each detector in the FPA generates a voltage proportional to the total irradiance collected by its active area. Through this down-sampling technique we can generate subpixel shifts between image frames that are as small as the down-sampling ratio (i.e., 0.1 pixel in this case). All image sequences created were down-sampled by factors ranging from 2 to 10. As a result of down-sampling, the produced sequences were aliased. Clearly as the amount of aliasing increases, the accuracy of our linearinterpolation approximation [given in Eqs. (4) and (5)] decreases, in which case we would expect to see degradation in the NUC capability.
A 300-frame, 128 ϫ 128, 8-bit aliased image sequence (down-sampled by a factor of 4) was generated with 0.5-pixel shifts. The sequence originally contained 150 ␣-pairs and 149 ␤-pairs. Zero-mean Gaussian noise with standard deviation of 20 was added to each frame of the image sequence to bring about bias nonuniformity. The sequence was then blurred with a 10 ϫ 10 smoothing mask before shift estimation. We obtained and used 144 acceptable ␣-pairs and 138 acceptable ␤-pairs. Figures  4(a) and 4(b) show frame 1 from the image sequence before and after addition of the simulated bias nonuniformity, respectively. Figure 4 (c) shows frame 1 from the image sequence after correction with our algorithm. Despite the presence of aliasing, very good NUC is achieved.
Effect of Lack of Temporal Scene Diversity
The simulated sequence was also designed to show another advantage of the algebraic technique. The sequence had the property that detectors in the top part of the image were exposed to high values (i.e., the sky in the visible-light range) while the detectors in the bottom portion of the image were exposed to low irradiance (i.e., buildings and trees). The simulated motion allowed only the detectors in the middle portion of the sequence to have the benefit of temporal scene diversity as a result of being exposed to both low and high scene values. To determine the effect of this lack of scene diversity on statistical scene-based algorithms, we subjected the simulated frames to the (bias-only version) constant-statistics algorithm of Harris and Chiang. 6 The corrected image frame 1 is shown in Fig. 4(d) . As can be seen, this technique has difficulty with regions where irradiance diversity is not present (i.e., in the top and bottom portions of the image). In contrast, the algebraic algorithm does not suffer from such conditions. This is so provided that sceneirradiance does not significantly change (i.e., the temperature of objects within the scene does not vary greatly) between adjacent image frames, as the algorithm would be sensitive to such conditions. However, it is important to note that because we are using the shift-estimation algorithm, two adjacent image frames must present some scene diversity in order for the algorithm to detect and accurately estimate the motion. In cases where motion is known a priori (through precisely controlled motion), such scene diversity is not required.
Dependence of Performance on Image Sequence Length
A study was performed to determine the number of frame pairs required to generate accurate estimates of the bias nonuniformity. The simulated sequence consisted of 500 frames of 128 ϫ 128, 8-bit images, and the biasnonuniformity standard deviation was selected as 20. The dependence of the average absolute error (overall pixels) on the number of frame pairs used for correction is depicted in Fig. 5 . We observe that in the example considered, the average absolute error in the bias estimation reduces to a very low constant level (approximately 1.25%) after approximately 100 frames. We suspect that this limiting value is primarily attributed to shiftestimation error, which does not vanish, as expected, with an increase in the number of frames used by the NUC algorithm. Fig. 3 . Average absolute error in the shift estimates as a function of bias nonuniformity standard deviation and the size R of the smoothing mask.
Sensitivity to Error in Shift Estimation
We now examine the sensitivity of algorithm performance to error in the shift estimates. We used a simulated 8-bit, 200-frame, aliased image sequence, similar to the sequence of Fig. 4 , where the true shift values in the pure horizontal and pure vertical motion were 0.5 pixel. With the true shifts known, the algorithm was deliberately supplied with inaccurate shifts and the resulting average absolute bias-estimate error was computed for different levels of bias nonuniformity, as shown in Fig. 6 . We may first observe that when ideal shifts of 0.5 are used, the bias estimate error is approximately zero, regardless of the nonuniformity level. However, for incorrectly assumed shifts beyond 0.5, we notice an almost linear increase in the bias-estimate error. The more interesting case occurs when the incorrectly assumed shift values are below 0.5. In this case, the shift error increases progressively with the incorrect shift. This behavior is ex- plained by examining the role of the ␣ and ␤ shift parameters in Eqs. (12) and (18) . Computing the entries of the correction matrix involves a division by the appropriate presumably correct shift value, forcing the calculation of the correction matrix to be particularly sensitive to small values (and the corresponding fluctuations) of the assumed shift. This adverse effect will be re-examined and reduced when we consider real infrared imagery in subsection 4.C.
We also observe that bias-estimation error is insensitive to the level of bias nonuniformity regardless of the error in the assumed shift estimates. However, we need to be cautious in interpreting this result, bias nonuniformity does affect the accuracy of shift estimation (as was shown in Fig. 3) . In generating the graph in Fig. 6 , however, we exercised full control over the error in the assumed shift. In general, our results show that the combined effect of nonuniformity and shift-estimation error begins to severely degrade the visual quality of the corrected images when the relative error in the shift estimates is in excess of approximately 20%. Thus we conclude that accurate knowledge of the shift is critical for the operation of our NUC algorithm.
Effect of Gain Nonuniformity
We now examine the algorithm's performance in the presence of gain nonuniformity in addition to bias nonuniformity. Gain nonuniformity was simulated by using Gaussian random noise with a mean of 1 and varying standard deviation. An 8-bit, 100-frame, aliased (down sampled by a factor of 10:1) image sequence, similar to the sequences previously considered, was processed with our algorithm. Figure 7 shows the error in the calculated bias values as a function of the standard deviations of the bias and gain nonuniformities under the assumption that true shifts are used. We also repeated the calculations using estimated shift values, as shown in Fig. 8 . A 10 ϫ 10 smoothing mask was employed before the shift estimation process. The two plots show similar behavior, namely, that as the severity of the gain nonuniformity increases, so does the error in the bias estimates. When true shifts are used, the role of bias nonuniformity on the performance, unlike the level of gain nonuniformity, becomes irrelevant. On the other hand, when the shifts are estimated, both types of nonuniformity contribute to the error. This is expected since we have observed earlier that the shift estimates are degraded as a result of the bias nonuniformity.
Overall, we observe that gain nonuniformity can have a harmful effect on the accuracy of the bias estimates. Though the accuracy of the bias estimates is affected, it is important to note that the visual quality of the corrected image sequences is still good. This is so because the algorithm effectively incorporates the gain nonuniformity into the bias correction map and therefore removes much of it. It is important to note that in all cases where ideal shift values were used, the nonuniformity pattern was always removed after correction. In the case where shift estimates were used, striping artifacts appeared in the corrected sequence whenever the nonuniformity was severe. These artifacts arise mainly as a result of significant error in the shift estimates.
C. Nonuniformity Correction with Real Infrared Data
The proposed algorithm was tested with real infrared image sequences. The data sets were collected using an 8-bit, 128 ϫ 128-array, InSb FPA camera (Amber Model AE-4128) operating in the 3-5-m range (the data were generated at the Air Force Research Laboratory, Dayton, Ohio). For all IR data, a 3 ϫ 3 mask was used to smooth the images before shift estimation. Using two sets of real infrared data sequences, we found that 50-75 frame pairs in the first direction and 10-20 frame pairs in the second direction were sufficient to produce an effective correction matrix.
In the first data set, which consisted of 500 frames, there were 139 ␣-pairs and 47 ␤-pairs when a value of 0.05 was employed for the shift tolerance parameter ⑀. Figure 9 (a) displays frame 1 from the 500-frame infrared image sequence. Frame 1 of the infrared image sequence after correction by Harris's algorithm is shown in Fig. 9(b) and is compared with correction by the algebraic technique, which is shown in Fig. 9(c) . The corrected image obtained from the algebraic algorithm contains undesirable striping artifacts, which are due mainly to inaccurate shift estimates, and can be understood in the context of Fig. 6 . When inaccurate shifts with values close to zero are used, error in the bias estimates is known to increase dramatically, as discussed earlier in Subsection 4.B.
The striping problem can be largely overcome by limiting the acceptable shift range to shifts that are in the interval [0.5, 1.0]. The result for this limited shift range is shown in Fig. 9(d) ; the striping has effectively disappeared. It is interesting to note that the use of the restricted shifts resulted in only 49 ␣-pairs and 18 ␤-pairs; this excluded many of the problematic shift estimates. Again, these problematic shifts are those that contained significant error and had a value close to zero.
For comparison, the matrices (scaled to 256 dynamic levels) for the correction of Figs. 9(c) and 9(d) are displayed in Figs. 10(a) and 10(b) , respectively. In the first correction map, the undesirable striping effects are clearly visible; however, in the second one the artifacts are not noticeable.
Examples from a second 8-bit, 400-frame real infrared image sequence, collected 4 h later by the same camera, are shown in Figs. 11(a) and 11(b) . Figure 11 (c) displays the correction made with Harris's algorithm. In this example, which also used the same shift-tolerance parameter (⑀ ϭ 0.05) and restricted shifts (shifts in the interval [0.5, 1]), 43 ␣-pairs and 11 ␤-pairs were found and used by the algorithm. 
CONCLUSIONS
We have developed an algebraic scene-based technique for correction of bias nonuniformity in focal-plane arrays. The performance of the algorithm was thoroughly studied through the use of both simulated and real infrared data. The strength of the proposed algorithm is in its simple algebraic nature. Because of this, the algorithm is computationally efficient and easily implemented. It is shown that an effective correction map can be obtained quickly with use of relatively few image frames. Also, the algorithm's performance has shown robustness to lack of scene-irradiance diversity, thus demonstrating its advantage over some statistical scene-based techniques.
We showed that accurate motion estimation is crucial for acceptable nonuniformity correction, and that the gradient-based, shift-estimation algorithm employed produced reliable shift estimates. We also showed that our algorithm is most sensitive to error in small shift values. This adverse effect was largely overcome by restricting the acceptable subpixel shift range to shifts in excess of 0.5 pixel, which drastically improved bias estimation while reducing the number of frame pairs used for correction. We also showed that significant gain nonuniformity can have a severe effect on the accuracy of the bias estimates, though good visual correction is still possible in the presence of gain nonuniformity. In principle, generalization of the algorithm to incorporate two-directional shifts is possible at the expense of substantial added complexity.
A promising course that we are currently undertaking is to use our algorithm in conjunction with absolute calibration to achieve radiometrically accurate nonuniformity correction. Our expectation is that if absolute blackbody calibration is performed on only a fraction of the array elements without halting the function of remaining array elements, then the algorithm can be used to transfer the calibration from the calibrated detectors to the remaining uncalibrated detectors. In this way, we achieve radiometrically accurate correction without halting the operation of the camera during the course of the calibration process. Clearly, the algebraic (nonstatistical) nature of the algorithm is key to linking scene-based and calibration-based techniques without compromising radiometric accuracy. The performance analysis carried out in this paper can be useful in setting a guideline for the expected degree of radiometric accuracy.
