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Abstract—Image captioning is a significant task in artificial
intelligence which connects computer vision and natural language
processing. With the rapid development of deep learning, the
sequence to sequence model with attention, has become one of the
main approaches for the task of image captioning. Nevertheless,
a significant issue exists in the current framework: the exposure
bias problem of Maximum Likelihood Estimation (MLE) in
the sequence model. To address this problem, we use genera-
tive adversarial networks (GANs) for image captioning, which
compensates for the exposure bias problem of MLE and also
can generate more realistic captions. GANs, however, cannot be
directly applied to a discrete task, like language processing, due
to the discontinuity of the data. Hence, we use a reinforcement
learning (RL) technique to estimate the gradients for the network.
Also, to obtain the intermediate rewards during the process of
language generation, a Monte Carlo roll-out sampling method
is utilized. Experimental results on the COCO dataset validate
the improved effect from each ingredient of the proposed model.
The overall effectiveness is also evaluated.
I. INTRODUCTION
Image captioning, i.e., automatically describing the content
of an image, is a fundamental problem in machine learn-
ing which connects computer vision and natural language
processing. It tries to mimick the human ability to process
huge amounts of salient visual information into descriptive
language, which is one of the primary goals of artificial
intelligence.
In recent years, remarkable progresses have been made
towards naturalistic image description generation [1] [2] [3]
[4], owning to the development of deep learning [5]. In these
works, inspired by the success of the sequence-to-sequence
model of neural machine translation [6] [7], most of them
represented the image as a single feature vector from the top
layer of a pre-trained convolutional neural network (CNN) and
cascaded recurrent neural network (RNN) to generate text.
Subsequent research [3] introduced the attention mechanism
on image locations to discriminate important and relevant
image features to facilitate image captioning.
However, most of the previously proposed models trained
the RNN using Maximum Likelihood Estimation (MLE) to
generate image descriptions. As argued in [8], the MLE
approaches suffer from the so-called exposure bias in the
inference stage: the model generates a sequence iteratively and
and predicts the next token based on the previously predicted
ones that may never be observed in the training data. In
image captioning, the MLE also suffers from a problem that
the generated captions do not correlate well with a human
assessment of quality.
Instead of only relying on the MLE, an alternative scheme is
under the framework of generative adversarial network (GAN)
[9]. GAN was first proposed to generate realistic images.
GAN learns generative models without explicitly defining
a loss function from the target distribution. Instead, GAN
introduces a discriminator network which tries to differentiate
real samples from generated samples. The whole network
is trained using this adversarial training strategy. One can
subsequently build a discriminator to judge how realistic the
samples generated by the caption generator are. The caption
generator is similar to the generator in conditional GAN [10],
which is conditioned on the image features.
There is an inherent problem in GAN when dealing with
language problems. Language, unlike images, is essentially
a discrete problem. Directly providing these discrete tokens
as inputs to the discriminator does not allow the gradients
to back propagate through them since they are discontinuous.
One solution is to implement a reinforcement learning (RL)
[11] framework to estimate the gradients of the discontinuous
units. However, the RL framework, when dealing with se-
quence generation, has the problem of lacking the intermediate
reward, as discussed in [12]. The reward signal can only be
obtained when the whole sequence is generated. This is not
suitable, since what we want is the long-term reward of each
intermediately generated token, which is to better optimize the
whole sequence.
To tackle the above-mentioned issues, we follow the frame-
work of GAN for image captioning. In the proposed scheme,
the discriminator not only considers the similarity between the
generated captions and the reference captions but also the con-
sistencies between the captions and image features. Through
evaluation of the discriminator, the networks can better com-
pensate the issue where some unrealistic captions might be
generated using MLE. Also, to deal with the discreteness of
language, we treat the image captioning generator as an agent
of RL. The feedbacks from the discriminator are considered
as the rewards for the generator. To update the parameters of
image captioning generator in this framework, we consider the
generator as a stochastic parameterized policy. We train the
policy network using Policy Gradient [13], which naturally
solves the differential difficulties in conventional GAN. Also,
to solve the problem of the lack of intermediate rewards,
we borrow the idea from the famous “AlphaGo” program
[14] in which a Monte Carlo roll-out strategy is applied to
sample the expected long-term reward for an intermediate
move. If we consider the sequence token generation as the
the action to be taken in RL, we can apply a similar Monte
Carlo roll-out strategy to obtain the intermediate rewards. [12]
has successfully applied the Monte Carlo roll-out in sequence
generation. In this paper, we use a similar sampling method to
deal with intermediate rewards during the process of caption
generation.
During implementation, we build our caption generator
based on the “show, attend and tell” model [3]. The feature
processing and soft attention mechanism are adopted as the
same in [3]. We then treat the image captioning model as the
generator, and use another RNN network as a discriminator,
to automatically evaluate how realistic the generated captions
are. The outputs from the discriminator are considered as the
rewards in the RL framework. The entire networks are trained
using the Policy Gradient algorithm. We evaluated our model
on the COCO dataset [15], with improved results over the
model based on MLE.
Our contributions can be summarized as follows:
• We propose to use GAN and RL to train a neural model
for the image captioning task.
• A Monte Carlo roll-out strategy is applied to obtain
intermediate rewards for RL in the sequence generation
scenario.
• Experiments prove the effectiveness of adversarial train-
ing and RL in the task of image captioning.
II. THE PROPOSED METHOD
The proposed scheme is based on generative adversarial
networks (GANs), in which a generator and a discriminator
are trained using the minimax game in an adversarial way.
On one hand, the generator tries to generate realistic samples
to fool the discriminator into believing they are real ones.
On the other hand, the discriminator is trained to identify the
differences between generated samples and real ones.
In the proposed scheme, the image captioning generator is
considered as the generator in a GAN framework, which tries
to generate naturalistic image descriptions. We build a dis-
criminator to judge whether the generated sequence is realistic.
In the vanilla GAN, the gradient from the discriminator can
be back propagated directly to the generator, which makes
the whole network trainable. However, due to the discrete
problem of language, this is not achievable using vanilla GAN.
Hence, we treat the model in the framework of RL and apply
a Policy Gradient to estimate the gradients of the generator.
In the following subsections we will explain the generator, the
discriminator, the Policy Gradient algorithm and the training
algorithm, respectively. The system diagram can be seen in
Fig. 1.
A. Image Captioning Generator
The image caption generator is based on the model in [3].
Specifically, the model consists of an encoder and a decoder.
We use a convolutional neural network (Residual Net [16])
pre-trained on the ImageNet dataset [17] in order to extract
a set of convolutional features. These features, denoted as
a = {a1, ..., aL}, correspond to certain portions of the 2-
D image. We extract convolutional features instead of fully
connected ones in order to build a soft attention mechanism
to discriminate the visual location of the given image.
The Long-short Term Memory (LSTM) network, originally
proposed by Hochreiter and Schmidhuber in [18], is applied
as the language decoder because of its superior performance
in natural language processing.
it = σ(Wxi ∗ zt +Whi ∗ ht−1 + bi)
ft = σ(Wxf ∗ zt +Whf ∗ ht−1 + bf )
ot = σ(Wxo ∗ zt +Who ∗ ht−1 + bo)
gt = σ(Wxc ∗ zt +Whc ∗ ht−1 + bc)
ct = ft · ct−1 + it · gt
ht = ot · φ(ct)
(1)
In Equation 1, it, ft, ot, ct and ht are the input, forget,
output, cell memory and hidden state of a LSTM network,
respectively. zt is the context vector, which can be processed
by a soft attention mechanism and is able to capture visual
information associated with certain input locations. The soft
attention mechanism has to automatically allocate adaptive
weights, on image locations, to facilitate the task at hand.
eti = fatt(ai, ht−1) (2)
Equation 2 actually maps the image features from each
location, along with information from the hidden state, into
an adaptive weight, which indicates the importance of each
image location for recognition.
αti =
exp(eti)∑L
k=1 exp(etk)
(3)
Then, Equation 3 normalizes the adaptive weights into a
probability value in the range of 0 to 1 using the softmax
function. Once these weights (sum to 1) are computed, we
element-wisely multiply the weights vector αt with the image
feature vector a and sum them to generate the context vector
zt, which can be expressed as in Equation 4.
zt =
L∑
i=1
αt,iai (4)
Then the context vector zt is forwarded to the LSTM
network to generate captions, as described in Equation 1. This
soft attention mechanism is able to adaptively select relevant
visual parts of the given image features and thus facilitate
recognition.
Fig. 1. System Diagram: Our system contains a generator and a discriminator.
The generator is an image caption generator with soft attention while the
discriminator is a LSTM network which provides rewards to update the
parameters of the generator using RL.
B. Discriminator
We feed both the generated sequences and the reference
sequences to the discriminator. Before being forwarded to
the discriminator, both of the embedding matrices of the
generated sequences and the reference sequences are concate-
nated with the image features, which can be seen in Fig. 1.
This operation is to consider the coherence between certain
captions (sequences) and the corresponding image features,
which is able to make the generated captions more realistic and
naturalistic. The reference sequences are labeled as true whilst
the generated sequences are labeled as false during the training
of the discriminator. The model is also a LSTM network with
softmax cross entropy loss. Hence, the discriminator outputs
the probabilities of a sample being true. These probabilities,
are then considered as the reward signal in the RL framework,
to be utilized by the Policy Gradient algorithm for updating
the parameters of the image caption generator.
C. Optimization via Policy Gradient
Following [13], the objective of the policy network
Gθ(yt|y1:t−1) (the image caption generator), is to generate
a sequence from the start state s0 to maximize its expected
long-term reward as described in Equation 5:
J(θ) = E[RT |s0, θ] =
∑
y1∈Y
Gθ(y1|s0) ·QGθDθ (s0, y1) (5)
where RT is the reward for a complete sequence. QGθDθ (s, y)
is the action-value function of a language sequence, which
is defined as the expected accumulative reward starting from
state s, taking action a, and then following policy Gθ.
The action-value function is estimated using the REIN-
FORCE algorithm [19] and considers the probability of being
real, generated by the discriminator, as a reward, which can
be defined as in Equation 6.
QGθDθ (a = yT , s = Y1:T−1) = Dθ(Y1:T ) (6)
As can be seen in Equation 6, the discriminator only
provides a reward for a complete sequence. We should not
only care about the reward for complete tokens but also the
long-term reward for the future time-steps since the long-
term reward is what we actually want. Similar to the game
of Go [14] in which the agent sometimes gives up immediate
interest but cares about the final victory, we apply a similar
Monte Carlo roll-out strategy for an intermediate state, i.e.,
an unfinished sequence. We represent an N-time Monte Carlo
search as in Equation 7.
Y 11:T , ..., Y
N
1:T =MC
Gθ (Y1:t;N)
MC =∼Multinomial(logits) (7)
where Y n1:T is the generated sequence tokens and Y
n
t+1:T is
Monte Carlo sampled based on a roll-out policy, which, in our
case, is set the same as the image caption generator. logits is
the output of LSTM decoder. MC is defined as a sampling
procedure from Multinomial distribution.
If there is no intermediate reward, the Monte Carlo roll-out
strategy can sample the future possible tokens N times and
average these rewards to achieve the goal of reward estimation,
which is described in Equation 8.
Q
Gθ
Dθ
(a = yt, s = Y1:t−1) ={
1
N
∑N
n=1Dθ(Y
n
1:T ), Y
n
1:T ∈MCGθ (Y1:t;N), for t < T
Dθ(Y1:T ), for t = T
(8)
The Monte Carlo roll-out strategy can be better visualized
in Fig. 2.
Fig. 2. Monte Carlo roll-out: We use Monte Carlo sampling to sample tokens
in the future time steps and average them to obtain the intermediate rewards
so as to optimize the token generated at each time step.
Once the reward value from the discriminator is obtained,
it is ready to update the generator. We can use the Policy
Gradient theorem from [13] and write the gradient of the
objective function (reward signal) as in Equation 9.
5θJ(θ) =
T∑
t=1
EY1:t−1∼Gθ [
∑
yt∈Y
5Gθ(yt|Y1:t−1) ·QGθDθ (Y1:t−1, yt)]
(9)
Since the expectation can be approximated by sampling, we
can now update our parameters of the image caption generator
using Equation 10.
θ ← θ + αh 5θ J(θ) (10)
In practice, we can use advanced gradient algorithms such
as RMSprop [20] and Adam [21] in training the caption
generator.
D. Adversarial Training
The image caption generator and discriminator are adver-
sarially trained in the GAN framework [9]. In GAN [10], the
discriminator can pass the gradient directly to the generator.
Due to the discreteness of sequence generation, we apply RL
to estimate the gradient for the generator in our model.
Specifically, the training strategy can be described in Al-
gorithm 1. We firstly pre-train the image caption generator
using MLE. In practice, this is equivalent to the cross entropy
loss [22]. Hence, we can set the pre-training step the same as
in [3]. The trained model is used to generate some captions
which are set as fake samples, which, along with the reference
captions, are fed to the discriminator for training. Similarly,
the discriminator is also pre-trained for certain steps. The next
step is the adversarial training step, in which the image caption
generator and discriminator are trained alternatively until the
convergence of the networks.
Algorithm 1 Image Caption Generation by Adversarial Train-
ing and Reinforcement Learning
Require: Image Caption Generator Gθ; Discriminator Dθ.
Pre-training Gθ using MLE by some epoches.
Generating negative samples using pre-trained Gθ to train
Dθ.
Pre-training Dθ by 2500 iterations.
repeat
for update generator for 1 step do
Generate a sequence Y1:T = (y1, .., yT ).
for t = 1 to T do
Compute the intermediate reward Q(t) by Monte
Carlo roll-out.
end for
Update the parameters θ using Policy Gradient.
end for
for update discriminator for 1 step do
Training discriminator Dθ using reference sequence
(True) and generated sequence (Fake) using current
generator.
end for
until Convergence
III. EXPERIMENTAL RESULTS
A. Experimental protocol
We conducted our experiments using the COCO dataset
[15]. To be consistent with [3], we use the COCO 2014
released version, which includes 123,000 images. We used
the “Karpathy” splits [1]. The standard evaluation protocol
contains BLEU [23] and METEOR [24].
At training time, we set the maximum length of the input
sequence to 20. During the alternate testing phase, we set the
maximum length of the generated symbols to 30.
TABLE I
COMPARISON OF IMAGE CAPTIONING RESULTS ON THE COCO DATASET
WITH DIFFERENT IMAGE ENCODERS
Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR
Soft attention with MLE (VGG-19) 65.7 44.7 30.5 21.1 21.6
Soft attention with GAN and RL (VGG-19) 66.7 45.4 31.0 21.4 21.5
Soft attention with MLE (Residual Net) 70.0 50.3 35.4 25.1 23.6
Soft attention with GAN and RL (Residual Net) 71.6 51.8 37.1 26.5 24.3
TABLE II
EXPERIMENTAL VALIDATION OF THE IMPROVEMENT BY USING MONTE
CARLO ROLL-OUT
Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR
Soft attention with GAN and RL without Monte Carlo roll-out (VGG-19) 66.0 45.0 30.4 21.1 21.3
Soft attention with GAN and RL with Monte Carlo roll-out (VGG-19) 66.7 45.4 31.0 21.4 21.5
Soft attention with GAN and RL without Monte Carlo roll-out (Residual Net) 71.2 50.9 36.8 26.2 24.0
Soft attention with GAN and RL with Monte Carlo roll-out (Residual Net) 71.6 51.8 37.1 26.5 24.3
TABLE III
COMPARISON OF IMAGE CAPTIONING RESULTS ON THE COCO DATASET
WITH PREVIOUS METHODS
Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR
CMU/MS Research [28] - - - - 20.4
MS Research [29] - - - - 20.7
LRCN [30] 58.7 39.0 25.0 16.5 -
BRNN [1] 64.2 45.1 30.4 20.3 -
Google NIC 66.6 46.1 32.9 24.6 -
Log Bilinear [3] 70.8 48.9 34.4 24.3 20.0
LSTM with Soft attention [3] 70.7 49.2 34.4 24.3 23.9
LSTM with hard attention [3] 71.8 50.4 35.7 25.0 23.0
RL with G-GAN [31] - - 30.5 29.7 22.4
RL with Embedding Reward [32] 71.3 53.9 40.3 30.4 25.1
Soft attention with GAN and RL (VGG-19) 66.7 45.4 31.0 21.4 21.5
Soft attention with GAN and RL (Residual Net) 71.6 51.8 37.1 26.5 24.3
B. Implementation Details
Given raw images, we resize them to 224 × 224 pixels.
Then we extract deep convolutional features (from the layer
“res5c”) using a pre-trained Residual-152 network [16] under
the Caffe platform [25] because of its high efficiency in
extracting features. We also extract the features from the first
fully connected layer from the VGG16 [26] network to make
an experimental comparison on different image encoders.
We re-implement the “show, attend and tell” model on the
Tensorflow platform [27]. The adversarial networks and Monte
Carlo roll-out are also implemented under the same platform.
We set the batch size as 64 and learning rate to 0.0001 for
both the MLE pre-training and Adversarial training. The num-
ber of Monte Carlo roll-outs is set as 20. During sampling, we
fetch the maximum log-likelihoods that the network outputs.
Although other techniques, like beam search, are proven to
be better than maximum log-likelihoods, we are interested in
the improvement of the model itself instead of other greedy
techniques. Hence, we all use the maximum log-likelihoods
sampling in both the MLE training and adversarial training.
C. Results
1) Quantitative Evaluation:
• Following [3], we evaluated the generated captions using
the metrics of BLEU (1-4) and Meteor and performed
certain ablation studies on different settings.
• In addition to using the Residual Net as an image encoder,
we also utilized VGG-19 [26] as the image encoder to
(a) (b)
Fig. 3. Visualization of attention maps: the red regions means selected parts while blue regions means unimportant features. All samples are randomly
selected.
(a) Caption generated by MLE:
A pizza with tomatoes and o-
nions on it.
Caption generated by our model:
A pizza with cheese and vegeta-
bles on a plate.
(b) Caption generated by MLE:
A crowd of people standing in
front of a building.
Caption generated by our model:
A crowd of people standing
around a large clock tower.
(c) Caption generated by MLE:
A group of people standing on
top of a snow covered slope.
Caption generated by our model:
A group of people are skiing on
a snowy hill.
(d) Caption generated by MLE:
A small child is playing a video
game.
Caption generated by our model:
A small child sitting on a couch
holding a stuffed animal.
Fig. 4. Visualization of generated languages: the red color texts indicate the captions generated by our model, which is more accurate and realistic than the
blue text captions generated by MLE model. All samples are randomly selected.
see the important role of advanced image features in the
image captioning task. The results can be seen in Table
I. The advanced image features from Residual Net bring
a significant gain on the overall performance of caption
generation. Take the results using MLE for example, for
the metric of BLEU (1-4), the average raise is 4.7, which
is a very obvious increase for the image captioning task.
• Given the same image features, our method using GAN
and RL leads the MLE method in most of the evaluation
metrics, under the same image features and the same
generator model, which proves the effectiveness of the
adversarial training and policy gradient technique, which
is shown in Table I.
• To study the effectiveness of Monte Carlo roll-out, we
first tested a model without a Monte Carlo roll-out
strategy, i.e., the reward can only be obtained after the
whole captions are generated. We compared the results
of this model with the model using the Monte Carlo roll-
out strategy, which can be seen in Table II. As the results
reveal, scores from all the evaluation metrics increase by
adding an intermediate reward using Monte Carlo roll-
out.
• As described in Table III, we compared our best results
with other related published researches. As indicated
by the results, our method outperforms many related
approaches including the attention models [3], which
validates the improved effect brought by adversarial train-
ing and RL. RL with G-GAN [31] applies conditional
GAN and policy gradient to generate image descriptions.
Although their results on the evaluation metrics are not
improved, they prove that the generated captions are more
diverse and natural. Embedding Reward [32] applies a
policy network to generate captions and a value network
to evaluate the reward. Additionally, they also apply an
advanced inference method called lookahead inference
and beam search during testing. We also achieved com-
petitive results on this dataset.
2) Qualitive Evaluation:
• The visualization of the attention maps learnt can be seen
in Fig. 3. In different time steps, the model adaptively
selects relevant parts for the generated word. In the figure,
a red region means these parts are selected whilst a blue
region indicates unimportant parts.
• We also randomly select some examples of generated
captions for both the MLE model and our model, which
are described in Fig. 4. In the figure, the generated
captions from our model are more accurate and realistic
since our discriminator is able to measure the coherence
between captions and image contents.
IV. CONCLUSION
This research focused on the image captioning task, which is
a fundamental problem in artificial intelligence. To address the
inherent exposure bias problem of MLE training in sequence
problems, an adversarial training method was applied. To
estimate the gradients of the network, the feedback from the
discriminator was treated as the reward signal in the RL frame-
work. In RL, a long-term reward for each action is needed. In
sequence generation, however, the reward can only be obtained
when the sequence is generated. To tackle this issue, a Monte
Carlo roll-out sampling method was applied to estimate the
intermediate reward for each time step. The whole network
was trained using the proposed three-step training strategy,
which includes pre-training the regenerator, pre-training the
discriminator, and adversarial training. Experimental results
prove the improved effects of the proposed method. In ad-
dition, visualization shows the generated captions from the
proposed model are more accurate than the ones from MLE
training.
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