• A first Domain Decomposition (DD) method based on nodes weighting for the NIROM.
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A
Introduction
The Reduced Order Model (ROM) approach is a very powerful numerical technique that can be extremely useful for real-time decision making and operational modelling as it enables predictions to be obtained in a time that is many orders of magnitude faster than conventional computational methods. Moreover, ROM solutions can be obtained within fractions of a second as opposed to days or weeks with conventional numerical methods. It is particularly popular in engineering and has been successfully applied in various areas of research such as fluid dynamics [1, 2, 3, 4, 5, 6 ], data assimilation [7] , fracture modelling [8] , host-parasitoid system [9] , air pollution [10] , aerospace design [11] , and haemodynamics [12] .
ROMs can be classified in two groups based on the modification (or not) of the original source code; Non-Intrusive ROM (NIROM) refers to the ROM when the original source code is not modified, whilst intrusive ROM (IROM) refers to the ROM when the original source code is modified.
NIROM has become particularly popular over the last decade as it has been shown to avoid instabilities and to overcome non-linear inefficiency issues encountered in IROM [13, 14, 15, 16, 17, 18] .
It also has the advantages over IROM of being easier to implement, modify and extend to use with complicated problems, as it does not rely on having access to the source code of the original model.
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Xiao et al. proposed a number of NIROMs [19, 20, 21, 22] which have been applied within the field of fluid dynamics, fluid-structure interactions [23] and multiphase porous media flow [24] .
However, despite its computational speed, reduced order modelling has certain difficulties. One of these is that it is hard to capture the details of a small region within a much larger computational domain e.g. capturing details of flow around a building in a town or a city. In order to overcome such deficiencies, methods which divide the domain into a number of subdomains have been applied to reduced order modelling. This idea of Domain Decomposition (DD) goes back to the work presented by Schwarz [25] on overlapping domain decomposition. The idea was extended to non-overlapping DD in the 1960s [26, 27, 28] . More recently there has been a lot of research carried out into combining DD methods with solvers, efficient preconditioners and parallel computing technologies, see for example [29, 30, 31] . For our purposes we exploit the basic idea of domain decomposition as our aim is to come up with an effective way of splitting the domain.
Pain et al. [32] also presented a domain decomposition method based on neural networks. Lucia et al. [33, 34] firstly introduced the subdomain idea into ROM for tracking a moving shock wave, whilst other applications of the subdomain approach into ROM include the work of Baiges et al. [35] , Kerfriden et al. [36] , Amsallem et al. [37] and Chaturantabut [38] . Antil et al. [39, 40] also used a subdomain idea to construct balanced truncation based ROMs. Xiao et al. [41] develop a Domain Decomposition NIROM (DDNIROM) which splits the computational domain into subdomains geometrically and calculates a local approximation to the governing equations within each subdomain. The DDNIROM is solved iteratively in order to pass information from one subdomain to another. DDNIROM can then be applied to large-scale computational problems for capturing complex flows in detail e.g. turbulent flows within the atmospheric boundary layer, flows with shocks, or flows at a city scale. DDNIROM has the advantage of allowing the construction
of a set of local basis functions based on details of local forward flow solutions. This implies that the subdomains with less complicated physics can be modelled using fewer basis functions, whilst the others with more complicated flow patterns may be represented with a larger number of basis functions to enable capturing of the detailed flow and the turbulent eddies.
However, none of these methods optimise the partitioning for the ROM according to the physics of the problem. Therefore, we extend our previous DDNIROM approach [41] to do just this.
What distinguishes the current work from previous work on DD with ROM is that it carefully chooses the subdomains so that the accuracy of the ROM is improved. This is achieved through a weighting constraint which aims to achieve an equal accuracy in each subdomain as well as to minimise the dynamic activity between subdomains. The domain is decomposed so that the work load is balanced equally across each subdomain and the communication load (dynamic activity) between subdomains is minimised. Choosing weights that represent both the communication load and the load on each subdomain allows the subdomains to be more isolated (due to minimising the communication). The subdomains will not be independent (completely isolated) but perhaps more weakly linked than a random domain decomposition would produce. This careful choice of subdomains, and their boundaries, is the key to the success of the proposed method. This approach can be used for both intrusive and non-intrusive ROMs.
The main advantages of the DDNIROM approach can be summarised as follows: (a) it may be used for large-scale (km scale) problems with many degrees of freedom; (b) it is characterised by enhanced accuracy for the local hypersurface formations; (c) smaller Singular Value Decompositions (SVDs) within each subdomain as opposed to the larger SVDs required for the entire domain (SVDs are used to generate the basis functions); (d) Gaussian Process Regression (GPR), used in DDNIROM, being lower dimensional surface fits than those used in NIROM, may be more
A N U S C R I P T accurate because they surface fit in lower dimensions; (e) the potential ability to form the NIROMs for each subdomain independently by running models across a subdomain or group of subdomains independently. This makes possible the large-scale modelling of, for example, an entire city, even when the forward model is based on expensive computational methods.
The structure of the present paper is as follows: Section 2 presents the governing equations of fluid flow problems. Section 3 describes the theory of the NIROMs. Section 4 derives the domain decomposition based NIROM (DDNIROM) approach. Section 5 demonstrates the performance of the DDNIROM for a specific turbulent flow test case: urban flows. Finally, in section 6, the conclusions are presented.
Governing equations
The three-dimensional continuity and non-hydrostatic Navier-Stokes equations which describe the conservation of mass and momentum of a fluid are given by
where u ≡ (u, v, w) T is the velocity vector, t is the time, p =p/ρ 0 is the normalised pressure (p being the pressure and ρ 0 being the constant reference density), and τ denotes the stress tensor. An anisotropic Smagorinsky model [42, 43] is used to calculate the large eddy scale (LES) sub-grid scale viscosity which is included in the stress tensor. We apply filtering to the Navier-Stokes equations to model behaviour on the fine scale, for instance, fluctuations that occur on scales smaller than the grid scale.
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Non-Intrusive Reduced Order Modelling
This section describes the construction and use of NIROM for three dimensional urban flows using Proper Orthogonal Decomposition (POD) and the GPR machine learning method.
Typically there are two stages linked to constructing a reduced order model: off-line (training) and on-line. The off-line stage, which is expected to be computationally expensive, involves finding the POD basis functions and approximating the governing equations in reduced space. The on-line stage is much less computationally intensive due to the reduced dimension of the model. During this stage the governing equations in reduced space are solved, which, in this case, amounts to mere function evaluations. The computational cost of these stages varies, depending on the application:
we will give specific figures in the results section.
NIROM can be deployed in two different ways, either to predict the flow at times beyond those used in the training of the model, or to predict the flow for parameters not used in the training. To explore the first case, we previously developed a NIROM for turbulent urban flows [44] . We ran the high-fidelity model until the flow statistics had reached a steady state and we showed that, when predicting beyond the time of the training period, the NIROM retained the same flow statistics as the high-fidelity model. In this paper we also run the DDNIROM beyond the training time period and monitor the flow statistics. In the future we aim to develop parametrised NIROMs.
In this section we first describe how POD is used to obtain basis functions from the high-fidelity LES model. We give a brief description of GPR and then explain how the NIROM is constructed by training a neural network using GPR with data from the high-fidelity model.
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Proper Orthogonal Decomposition
POD, also known as principal component analysis (PCA), or empirical orthogonal functions (EOF) in oceanography, is one of the most widely used model reduction techniques. The aim of POD is to find a subspace that is able to approximate a given data set in an optimal leastsquares sense, i.e. the method is based on finding a subspace from a full space such that the error of projecting from the full space onto the subspace is minimised [45] .
In order to sample the high dimensional space we use the Method of Snapshots [46] . Snap- 
where σ i represents the ith singular value and m N s (although the method works well when m N s ). Considering the criterion, for example, if η takes the value 0.99, this means that 99% of the energy of the snapshots would be captured by the m leading POD basis functions.
We find POD basis functions and singular values for each of the three velocity components in turn, because, in this work, the reduced order model will be formulated in terms of velocity alone.
As the problem is incompressible we can eliminate pressure from the NIROM formulation and pressure POD basis functions are not required.
In this paper we obtain the snapshots of velocity by solving the discretised governing equations.
After performing the SVD we have N s possible POD basis functions. After truncation, based on the energy criterion given in equation (5) α j φ j (6) where α j represents the POD coefficients.
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Gaussian Process Regression
Gaussian Process Regression (GPR) (see [47] ) uses a series of Gaussian-shaped basis functions to provide the surface representations used here to form the NIROM. We note that GPR produces smooth hypersurfaces which we believe regularises the solution to some extent, thereby increasing the accuracy of the results, see [48] . GPR often does not require as much training data as feed forward Neural Networks, and thus, because we have only 500 data points, we use GPR rather than feed forward Neural Networks. We adopt the GPR from within the open-source scikit-learn library [49] to form our DDNIROMs. Especially for small data sets, GPR can be susceptible to over-fitting, where the model learns the training data well but predicts poorly for 'unseen' data. To reduce this effect, leave-p-out cross-validation is used, in which 80% of the data is used for training and the remaining 20% is used to judge the performance of the model ('validation'). We allow the width of the Gaussian radial basis functions to be in the range [ ]. Both quantities are optimised by the GPR algorithm.
Training the Non-Intrusive Reduced Order Model
After obtaining the basis functions as described in section 3.1, the neural network based on GPR is trained with the snapshot solutions from the LES simulations that have been projected onto the reduced space by the POD basis functions.
The training process results in a set of hypersurfaces which will represent the governing equations, geometry, boundary conditions and model parameters in reduced space. The hypersurfaces are represented by a function f j for each POD coefficient, which maps the POD coefficients from
one time level to the next, for example
For each POD coefficient, the neural network is therefore trained with the following inputs and outputs input:
for all k ∈ {1, 2, . . . , N s }. Through this training process we obtain a set of hypersurfaces (functions
) which concludes the off-line stage, the main steps of which can be summarised as follows:
• run the high-fidelity LES model over the time period [0, T ] and generate the snapshots matrix S;
• calculate a set of POD basis functions by performing the SVD of the snapshots matrix S;
• calculate the POD coefficients corresponding to each snapshot;
• train the GPR model using the POD coefficients of the snapshots, see equations (8) and (9).
Using NIROM
During the online stage, the governing equations are approximated by the hypersurfaces { f j } m j=1
which are treated as response functions, allowing the NIROM solutions at the current time level to
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We remark that when using the NIROM to predict, the time step, ∆t, will necessarily coincide with the time between two successive snapshots. In this work we predict for times beyond those used in training the model, i.e. for times t > T . The procedure of using the NIROM is summarised in Figure 1 .
Domain Decomposition NIROM

Domain-decomposition-strategy
This section describes a novel method that combines Domain Decomposition and NIROM (DDNIROM). It builds on a previous paper [41] in which DDNIROM was first developed. There, the decomposition was calculated simply by splitting the domain geometrically. The domain decomposition method used in the current paper calculates a balanced k-way partitioning that minimises the total communication volume [50] and distributes the computational work load as equally as possible over the subdomains. An important aspect is the overall accuracy of the DDNIROM which will be enhanced if the activity level between the domains is small measured by the maximum value in the Reynolds stress tensor at each point in the domain. In addition, although achieving an equal loading between subdomains may seem a secondary issue, as one always has the option of using variable numbers of POD basis functions within each subdomain, balancing the load within each subdomain may give us a suitable aim for both edge cut minimisation and load balancing. One can, of course, try to form iteratively an approximate weight set while finding the
subdomains, by iteratively adjusting the weights until there is a balance in accuracy within each subdomain. We have not pursued this here as it could be complex and computationally expensive.
Initially, weights are assigned to each vertex or node in the FE mesh and then the domain decomposition algorithm attempts to partition the domain into a number of subdomains, so that the sum of the weights in the interface regions between subdomains is minimised and the sums of the weights in each of the subdomains are approximately equal. This has the effect of minimising the communication and activity between subdomains and balancing the computational load across the subdomains. We use the ParMETIS library [51] to decompose the computational domain.
We quantify the communication load as follows. Consider a graph G = (V, E) with a node set V and an edge set E. Let P be a vector of size |V| and let P i store the subdomain number to which vertex i belongs. For each vertex i ∈ V let A i be the number of subdomains other than P i that the vertices adjacent to i belong. The total communication volume C of this partition is defined as:
see [51] . Equation (11) corresponds to the total communication volume incurred by the partition because information associated with each interface vertex i needs to be sent to all of its A i subdomains.
In this work, we investigate three ways of calculating the vertex weights: uniform weights;
weights based on the maximum value of the (nodal) Reynolds stresses, and weights based on an approximation of the singular value of the largest mode discarded in the truncation of the SVD. In
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the following, the x-component of the Reynolds Stresses defined as
for a time interval of [T 1 , T 2 ], where u denotes the pointwise x-component (streamwise direction) of velocity and u denotes a time-averaged quantity.
We first consider basing the nodal weights, w i , on the maximum Reynolds stress to attempt to minimise the activity at subdomain interfaces:
The computational domain is subsequently decomposed so that the amount information sent between the subdomains is minimised. We conjecture that as one minimises the activity between subdomains then one maximises the accuracy of the overall domain decomposition approach. We expect, further, that the domain decomposition will isolate subdomains in terms of the dynamics of the system. The second criterion (solutions in the subdomains have a similar accuracy), is also met by requiring that the sum of the weights be similar in each subdomain. Thus if the activity level within a subdomain is relatively low (as characterised by the Reynolds stresses) then this subdomain will contain more nodes than other subdomains with a greater activity level.
Let us now consider basing the weights on the maximum singular value of the discarded modes of the SVD. We recall that the aim is to find a scalar field composed of the weights at each node, which can be used as a surrogate to approximate the communication between subdomains and the load within each subdomain. An equal load, activity or accuracy within each subdomain would 
Further we assume that (1) the maximum truncated singular value associated with each node can be calculated from the maximum value of the Reynolds stress tensor at each node, that is τ err = τ Rearranging equation (14) , and assuming that it holds at each node i, and using
in which α and β are two curve fitting scalars. We have found that α = 0.05 and β = 0.0019183 are suitable choices, see figure 2.
We thus have three possible weights at each finite element node w i , that is:
or w i = 1, ∀i.
It is worth noting that equation (17) is closer than equation (16) to the uniform weighting, i.e. it has less variation for a given Reynolds stress field.
If we have other fields (other than just the velocity) then we might form similar expressions to the above based on the standard deviation of these fields rather than Reynolds stresses, say. We are then presented with choices on how we balance the subdomains based on two or more weights at each node. A maximum criteria would be one option, for example.
Domain Decomposition NIROM
This section describes how domain decomposition can be applied to NIROM. In the DDNIROM approach, the computational domain Ω is divided into S subdomains,
is the number of nodes in subdomain d and
is the total number of nodes.
In this method, the solutions at subdomain Ω 
where the vector α 
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Convergence could be checked by using the following criterion
where tol is a tolerance provided by the user and the infinity norm is defined as
In this work we use just one iteration and the results from the DDNIROM were found to be close to the full model (see figure 6 and table 1). The reason why we found a single iteration was adequate, for this example, was that these subdomains have been defined so that there is relatively little activity between subdomains. This enables the iterative domain decomposition method to converge quickly. In addition, even a single iteration has a level of associated implicitness, that is, the solution is updated by using information from neighbouring subdomains as one sweeps across the subdomains. 
(ii) The steps inside this loop should be carried out for the POD coefficients of every variable, i.e. all the velocity components endfor endfor When it > 1 check convergence: A synthetic incoming-eddy method is used at the inlet [52] . The mean velocity profile is prescribed as in equation (25) (u, v, w) = 0.97561 ln z 0.01 , 0, 0 (25) where z denotes the height (in m). The Reynolds stresses Re (equation (26)) and the length-scale L (equation (27)) are prescribed constant and equal to 0.8 and 100 m respectively, for the diagonal components, and zero elsewhere. 
Zero velocity is prescribed on the wall boundaries and bottom. A perfect slip condition is specified on the vertical lateral boundaries and zero stress conditions is set to be p = 0 at the outlet boundary.
In this case, the streamwise direction corresponds to a westerly wind direction. that is neglected after truncating the SVD at a certain level. The graph also shows a fit to this data, given in Equation (15) .
called Fluidity [53, 54] . Fluidity has been parallelised using standard domain decomposition techniques, see [55] , where the computational domain is partitioned and each processor is assigned a partition. The Message Passing Interface library is used to communicate between processors. The velocity equations were solved with the Generalised Minimal Residual method and a symmetric successive over-relaxation preconditioner, and the pressure equations were solved with the conjugate gradient method and the BoomerAMG preconditioner. More information about these solvers and preconditioners can be found in the PETSc Users' Manual [55] and technical report [56] .
To initialise the problem, the LES simulation was performed for one hour (in real time). The mesh was adapted every three time steps, specifying a maximum edge length of 50 m and a mini- 
where u NIROM (t) represents the streamwise nodal velocities from NIROM at time t and u HFM (t)
represents the streamwise nodal velocities from the high-fidelity model at time t. The error norm for DDNIROM is similarly defined.
10.98% 15.23% (28) closely the high-fidelity model result. In figure 8 we see a similar plot but of DDNIROM at a number of consecutive time levels. In this plot can we can see that the DDNIROM is able to capture eddies moving downstream of the tall building.
In figure 9 we show the number of nodes within each subdomain for the three methods of determining weights for the decomposition, given by equations (16), (17) and (18) . In this figure (16), result in the biggest variation of the the node numbers in each subdomain simply because it has the biggest variation between equations (16) and (17). This increased variation can be seen in figure 2 .
In figure 11 we show the time series of two points in the domain (near the busy intersection, see 
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A N U S C R I P T Table 2 shows the CPU cost required by both the high-fidelity model and DDNIROM to solve for 4 seconds in real time (which corresponds to three time steps for the high-fidelity model and one time step for the DDNIROM). The high-fidelity model solves for just over 3 million degrees of freedom, whereas the DDNIROM has just 72 degrees of freedom in each subdomain. It is worth noting that the CPU time required to solve the DDNIROM over this time interval is only 0.128 s, whereas the high-fidelity model requires 1555 s running in parallel on a workstation with 10 IntelR XeonR X5680 CPU processors (each core has a frequency of 3.3 GHz) and 512 GB RAM. As the DDNIROM has so few degrees of freedom there would be no gain from running this model in parallel. The total amount of time required to generate the 500 snapshots for this example was 9 days approximately. 
Conclusions
In this paper we develop a method of decomposing the computational domain into subdomains in order to enhance the performance of the Domain Decomposition Non-Intrusive Reduced Order Model (DDNIROM). Within each subdomain we use the Gaussian Process Region (GPR) (a machine learning method) to obtain a hypersurface that approximates the discretised governing equations. Each local hypersurface represents, not only the fluid dynamics over the subdomain it A C C E P T E D M A N U S C R I P T belongs to, but also the interactions with the surrounding subdomains. This implicit coupling between the subdomains provides the global coupling necessary to enforce incompressibility and is a means of providing boundary conditions for each subdomain.
As suggested, choosing the subdomains is the key to the good performance of the method and we have investigated three different choices of weighting (of the finite element nodes) for the domain decomposition algorithm. If we use a node weight that is based on the maximum
Reynolds stresses or the largest singular value of the discarded POD modes, then the subdomain approach worked well, because, by design, there is relatively little activity between subdomains.
However, if one uses a uniform weight then the accuracy of the approach was not as good, and only marginally better than global NIROM (DDNIROM with one subdomain). In addition, it may not be so important to balance the accuracy associated with a fixed number of POD basis functions in each subdomain. The reason for this is because we can always choose a different number of basis functions associated with each subdomain as demonstrated previously in [41] in order to balance the accuracy within each subdomain.
The major advantage of using domain decomposition methods is that they: (a) may be used for 
