















In this note we illustrate by a few examples the general principle: interesting
algebras and representations dened over Z
+
come from category theory, and are
best understood when their categorical origination has been discovered. We show
that indecomposable Z
+
-representations of the character ring of SU(2) satisfying
certain conditions correspond to ane and innite Dynkin diagrams with loops. We
also show that irreducibleZ
+
-representations of the Verlinde algebra (the character
ring of the quantum group SU(2)
q
, where q is a root of unity), satisfying similar






be the set of nonnegative integers.
Denition 1.1. (i) A Z
+




























-representation of a Z
+
-algebra A is a C -representation M of A with
a basis fm
j


































equivalent i there exists a bijection  : I ! J such that the induced linear mapping
~












is an isomorphism of A-
modules.











of A with the Z
+









-representation M of A is indecomposable if it is not equivalent to a





-algebras and their Z
+
-representations can be obtained by the
following well known categorical construction. Let A;M be strict additive cate-
gories in which every object can be uniquely, up to order, written as a direct sum
of indecomposable objects. Assume that A is a tensor category (i.e. there is a
biadditive functor 
 : A  A ! A), and M is a module category over A (i.e.
there is a biadditive functor 
 : A  M ! M). We assume that both tensor
product functors are associative, i.e. satisfy the pentagon axiom [Ma]. Then ones
1
Department of Mathematics, Harvard University, Cambridge, MA 02138, USA,
e-mail: etingof@math.harvard.edu
2








says that the categoryM is a module category over the ring category A. Let A;M
be the Grothendieck groups of A, M tensored with C . Then A is naturally a Z
+
-
algebra, and M is a Z
+
-representation of A. The Z
+
-bases in A;M are formed by
indecomposable objects in A,M.
1.2. Let us consider an example. Take a group G and consider the Z
+
-algebra
A = C [G] (the group algebra of G) with the Z
+
-basis B = fgjg 2 Gg:
If H is a subgroup of nite index in G, X = G=H, then the vector space C [X ]
with the basis fxjx 2 Xg is a Z
+
-representation of C [G].
Proposition 1.1.
(i) Any nite dimensional indecomposable Z
+
-representation of C [G] is of the
form C [G=H ].











] are equivalent i the action of G on X
1
is conjugate
to the action of G on X
2
.
Proof. If nn matrices T; T
 1
have nonnegative integer entries, it is easy to see
that T is a permutation matrix. This implies (i). (ii) is obvious. 
Proposition 1.1 shows that equivalence classes of nite-dimensionalZ
+
-representations
of C [G] are labeled by nite G-spaces up to congugacy.
All Z
+
-representations of C [G] can be constructed categorically. Let FunG de-
note the algebra of complex functions on G which vanish outside of a nite set of
elements. Let FunX be the algebra of complex functions on a G-set X. Then we
have a homomorphismFunX ! FunG
FunX associated to the action GX ! X.
This homomorphism denes a bifunctor 
 : RepFunG  RepFunX ! RepFunX,
where RepA denotes the category of nite dimensional representations of an algebra
A. At the level of Grothendieck groups this functor yields the Z
+
-representation
of C [G] in C [X].
Since C [G] is a Hopf algebra, the category of its Z
+
-representations is a tensor
category. It follows from Proposition 1.1 that the Grothendieck ring of this category
coincides with the Burnside ring of G (see [CR]).
2. Z
+
-representations of the character ring of SU(2).
2.1. Let G be a compact Lie group (for example, a nite group). Consider the
character ring (FunG)
G




g consisting of the characters of









are obtained from nite subgroups of
G.
Let    G be a nite subroup of G, and let RepG, Rep  be the categories of






 U: (Res denotes restriction).












U): Denote by (Rep )

the full subcategory






is an additive category whose indecomposable objects are
orbital sums under the action of  on the set of irreducible objects in Rep . We
have a unique decomposition in (Rep )

into the direct sum of indecomposable
objects, and the bifunctor 



















U ], where [U ] denotes the class of the
object U in the Grothendieck group.
2.2. For example, let G = SU(2). Then (FunG)
G






















{ all irreducible representations of






















observed by McKay that fa
ij
g is a simply laced ane Cartan matrix (see [Mc]).




















 SO(3) is the group of symmetries of the regular






















 SO(3) is the group of symmetries of the regular
icosahedron preserving the orientation.
An ane Cartan matrix can be encoded by an ane Dynkin diagram, which
is a graph dened by the condition that 
ij
is its incidence matrix. The group 
can thus be interpreted as a group of automorphisms of the ane Dynkin diagram.
Thus we can assign a representation of (FunG)
G
to any pair ( ;), where   is
simply laced diagram of an ane type, and  is a group of automorphisms of  .
2.3. Let us describe the representations corresponding to nontrivial groups .
This description is standard. The representations are depicted by non-simply laced
ane Dynkin diagrams, possibly with loops, obtained as quotients of simply laced
diagrams by a group of automorphisms. Such diagrams are listed, for example, in

















). Note that the number of nodes of the diagram equals to the value of the





. If  is generated by the reection of the diagram which pre-









m  2, if n = 2m   1. If n = 2m + 1, and  is generated by the reection which









. If n = 2m, m  3, and  is generated by a reection which










, m  2. If  is generated by a reection preserving all vertices but




. If  is generated by a reection that




. If  has four elements













if n = 4. If n = 4 and  is generated


































This list exhausts all ane diagrams with loops from [HPR].





. For this purpose consider an innite closed
subgroup    SU(2), and construct the category (Rep )

as in Section 2.2. Passage
to the Grothendieck groups will produce an innite-dimensional irreducible Z
+
-
representation, in which the action of 
2
is given by the matrix 2I   A, where
A is an innite Cartan matrix, and I is the identity matrix. Such matrices are
depicted by innite Dynkin diagrams with loops, which are listed in [HPR]. Again,
we preserve the notation of [HPR] for these diagrams.
Let us describe the possible cases.
If   = SU(2) itself, then  has to be trivial, and the obtained diagram is A
1
(a semiinnite chain). It corresponds to the regular representation of the character
ring.




in both directions). If  is generated by a nontrivial reection of the chain then
the obtained diagram is B
1









U(1), and  is trivial, then the obtained diagram is D
1
.
If  is generated by a nontrivial reection, then the obtained diagram is C
1
.
This exhausts all innite Dynkin diagrams with loops listed in [HPR].
2.5. In the above examples, the Dynkin diagram encodes the matrix of 
2
. The





















They can be computed recursively by
(2.3) P
1
(x) = 1; P
2






(x); n  1:
So, from the above we get
Proposition 2.2. If X = 2I   A, where A is an ane or innite Cartan matrix
from the list of [HPR], then for any n  1 P
n
(X) has nonnegative entries.
Remark. This is not obvious apriori since P
n
has both positive and negative
coecients.
3. Representations of the Verlinde algebra.
3.1. Fix a nonnegative integer k.
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Denition 3.1. The Verlinde algebra V
k

















(the truncated Clebsch-Gordan rule).
The Verlinde algebra is the Grothendieck ring of a tensor category, namely, the
fusion category for the SU(2)-Wess-Zumino-Witten conformal eld theory, which
explains its Z
+
-structure. This was the way this algebra appeared in the physical
work of E.Verlinde [V]. By now, several mathematical denitions of the fusion
category are available, out of which we would like to mention two. One of them





at level k, with a special tensor product, called fusion, dened by
means of the operator product expansion (see [MS]). The other says that it is the





at q = e
i
k+2
modulo representations of zero quantum dimension (see [RT]). These
two denitions are equivalent.
3.2. V
k
has the following (known) characterization.















), 1  j  k + 1.
(ii) The assignment x! 
2










in the basis of 
i
. It is
easy to see that it is equal to the incidence matrix of the Dynkin diagramA
k+1
. The
eigenvalues of this matrix are well known and equal 2cos
m
k+2
,m = 1; :::; k+1 (this is




















, 2  j  k, and (2.3).
(ii) It follows from (3.1) that V
k
is generated by 
2
. Therefore, the map in
question is an epimorphism. It is also a monomorphism because the dimensions are
the same. 
3.3. Now let A be the Cartan matrix corresponding to a nite Dynkin diagram,
possibly with a loop. These include the usual Dynkin diagrams of nite dimensional


















, and an additional
series L
n
, n  1, of diagrams with a loop (see [HPR]; the Cartan matrix of L
n
diers from that for A
n
only by the value of the entry a
11
, which is 1 in the case
of L
n
, instead of 2). L
n
is obtained from A
2n
as a quotient by a reection.
Let h be the Coxeter number of A (the Coxeter number of L
n
is 2n + 1). Let











are the exponents of A. This statement, together with
(2.2), implies the Proposition. 
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Remark. The exponents of L
n




is the restriction of the matrix X
A
2n
to an invariant subspace, and hence the
set of exponents of L
n
is a subset of that for A
2n
; they turn out to be equal to
1; 3; :::; 2n  1.
Corollary 3.3. Let k + 2 = h. Then the assignment 
2




Denote this representation by R
A
.
The following theorem is the main result of this section.




-representation in the basis of unit
vectors.
Proof. We need to show that the elements 
i
are realized by matrices of nonnegative
integers in R
A
, i.e. that the matrices P
n
(X) have nonnegative integer entries for
n = 1; 2; :::; k + 1. Integrality is obvious, we only need to prove nonnegativity.
Unfortunately, we do not know a uniform proof, so we do it case by case.
Type A
n
. In this case R
A
is the regular representation of V
k
, and nonnegativity
follows from (3.1): it expresses the fact that V
k

















by an automorphism of order 2.
Type C
n











is a diagonal matrix with nonnegative entries (all but one diagonal entries of  are
equal to 1, and the remaining entry equals 2).
Type D
n
. Here we use the fact that the quotient of D
n
by the nontrivial auto-
morphism of order 2 is C
n 1
. Let 1; 2 be the labels of the vertices permuted by this
automorphism (all the other vertices are xed). Then the rst two rows and the
rst two columns of X
D
n





















a 2Z, v 2 Z
n 2
, Y 2 Mat
n 2
(Z). Since the restriction of X
D
n
to the subspace of
















Since nonnegativity has been proved for C
n 1





are the same (2n   2), we nd that a;v; Y have nonnegative integer entries.





), m < 2n  2.
Type G
2




is a quotient of D
4
by an auto-







. These cases have been checked by a computer.
Type F
4




is a quotient of E
6
by an automor-
phism of order 2. 
6
Open problem. Construct a module category over the Wess-Zumino-Witten fu-




at the level of Grothen-
dieck groups, and thus nd a conceptual proof of Theorem 3.4.
Clearly, it is enough to solve this problem for simply laced diagrams of type
A;D;E, since the rest can be obtained as quotients.
So far we only know how to construct such a category for Dynkin diagrams of
type A
n




(using the automorphism construction from
Section 2.1). The case C
n
can be obtained from B
n
as a subcategory.





-representations M of (FunSU(2))
SU(2)
constructed in Chapter 2 have
the following two properties (i), (ii).
(i) There exists a vector d over N with d
j
= jd.
Indeed, looking at the construction of Section 2.2, it is easy to see that the
components of d are equal to the dimensions of indecomposable objects in (Rep )

,
and the equation d
j
= jd says that dim(V 
 U) = dimV dimU:



























expresses the facts: V
























with properties (i),(ii) is equivalent to a representation dened by an ane Dynkin
diagram (see Section 2.3).




with properties (i),(ii) is equivalent to a representation dened by an innite Dynkin
diagram (see Section 2.3).
Proof. It is clear that every indecomposable representation is countably dimen-
sional.
Let X be the matrix of 
2
and let d be the vector with positive entries satisfying
dX = 2d. Consider the matrix A = 2I  X. Components a
ij







 0 if i 6= j,
(c) a
ij
= 0 if and only if a
ji
= 0 (because of property (ii)),
(d) dA = 0.
It was proved in [HPR] that any such indecomposable integer matrix A is an
ane Cartan matrix if it is of a nite size, and an innite Cartan matrix if it is of
an innite size. (the nite size case was earlier done by Vinberg [Vi]). 




are in one-to-one correspondence with ane and innite Dynkin diagrams.
4.2. Z
+
-representations M = R
A
of the Verlinde algebra V
k
constructed in
Chapter 3 have the following two properties (i),(ii).



















Indeed, by the result of Coxeter mentioned in the proof of Proposition 3.2, the
largest eigenvalue of the matrix X is [j]
q
, so d is just the left Perron-Frobenius
eigenvector of the matrix X. These eigenvectors for classical Cartan matrices are











), the components of d have a representation-
theoretic meaning { they are the quantum dimensions of the indecomposable objects


















is the quantum dimension).











The existence of <;> follows from the symmetrizability of A, i.e from the exis-







































































is equivalent to a representation R
A
dened by a Dynkin diagram of nite type with
Coxeter number h = k + 2 (see Section 3.3).
Proof. Let X be the matrix of 
2
and let d be the vector with positive entries
satisfying dX = [2]
q









 0 if i 6= j,
(c) a
ij
= 0 if and only if a
ji
= 0 (because of property (ii)),






It was proved in [HPR] that any such indecomposable integer matrix A is of a
nite size and coincides with a Cartan matrix for a Dynkin diagram of nite type.
The equation P
h
(X) = 0 implies that h  k+2. Also, it is clear that certain entries
of P
h+1
(X) are negative, so we must have h = k + 2.
It is seen from this proof that Theorem 4.2 will still hold true even if property
(i) is replaced by a weaker property:




Thus, we have shown that indecomposable Z
+
-representations of the Verlinde
algebra V
k
are in one-to-one correspondence with Dynkin diagrams of nite type
whose Coxeter number h satises the equation k + 2 = h.
4.3. Physical speculation.
We expect that the solution of the open problem in Chapter 3 is related to the




-symmetry, due to Capelli,
Itzykson, and Zuber [CIZ],[Ka]. Their result is, roughly speaking, that conformal












-modules at level k, correspond to simply laced
Dynkin diagrams with Coxeter number h = k + 2. In particular, diagrams of type
A
k+1








. The fusion algebra of the WZW model is V
k





-representation, also corresponds to the diagramA
k+1
.
We believe that this correspondence should extend to the diagrams of type D and
E, since the classications of conformal eld theories and Z
+
-representations both
correspond to Dynkin diagrams, and the equation k + 2 = h arises in both.
5. Remarks.
5.1. The notion of aZ
+
-algebra is closely related to the notion of an integral table
algebra introduced in [B]. An integral table algebra is a commutative Z
+
-algebra
A with unit (the unit is in the basis) with an automorphism of order at most 2,
denoted by *, such that: (i) if b is a basis element then b

is a basis element, (ii)















, and (iii) there exists a homomorphism of algebras d : A! C (the
degree homomorphism) which takes positive integer values on basis elements. For
example, the character ring of a compact group is an integral table algebra.
According to [B], a basis element b of an integral table algebra A is called faithful
if any basis element occurs in the decomposition of b
n
for some n.
In [B], integral table algebras with a faithful, self-dual (b

= b) basis element b
of degree two are classied, and they turn out to correspond to a subset of ane
Dynkin diagrams, so that the matrix of multiplication by b is 2   A, where A
is the Cartan matrix of the diagram. This result is related Theorem 4.1 above.









(b) (this follows from Proposition 2.2). How-
ever, the condition for a Z
+
-representation to be an integral table algebra with
a faithful self-dual basis element of degree 2 is not tautological, and thus not all

























5.2. Algebras with nonnegative structure constants and a -automorphism (see
above) are known in the literature under the name table algebras [AB], or com-
mutative hypergroups. Details on the theory of hypergroups can be found in the
review [W], and references therein. A-D-E classications similar to ours in Section
4.2 arise in the theory of inclusion of factors (see [GHJ]).
5.3. Theorem 4.1 can be regarded as a generalized McKay's correspondence.
It diers from the McKay's correspondence [Mc] by the appearance of non-simply
laced diagrams. Other versions of such a generalized correspondence are contained
in [Sl] and [EF].
5.4. Examples of Z
+
-representations of the Verlinde algebra are contained in
[Lu], where the fusion algebras associated to the non-abelian Fourier transform for
dihedral Coxeter groups are constructed. For example, the algebra corresponding





= r+1, and has a structure of a Z
+















arising from categories of representations of a nite subgroup
in SU(2) over a eld which is not algebraically closed. They show that it is pos-
sible to obtain some non-simply laced Dynkin diagrams in this way, but not all of
them. The reason is that not every group of automorphisms of a simply laced ane
Dynkin diagram can be realized by change of scalars.
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