A new approximate technique is introduced to find a solution of FVFIDE with mixed boundary conditions. This paper started from the meaning of Caputo fractional differential operator. The fractional derivatives are replaced by the Caputo operator, and the solution is demonstrated by the hybrid orthonormal Bernstein and block-pulse functions wavelet method (HOBW). We demonstrate the convergence analysis for this technique to emphasize its reliability. The applicability of the HOBW is demonstrated using three examples. The approximate results of this technique are compared with the correct solutions, which shows that this technique has approval with the correct solutions to the problems.
Introduction
The applications of fractional calculus can be observed in many fields of physics and engineering such as fluid dynamic traffic [1] and signal processing [2] . Due to the invaluable contribution of fractional calculus in various fields of engineering, the researchers have shown high interest in studying fractional calculus. In this regard as in many cases, it is very difficult to find the correct analytical solutions of fractional differential and integral equations. The approximate methods have gained importance to prevent this difficulty. Initially the authors used different approximate techniques to find the approximate solution of fractional differential and integral equations such as spline collocation method (SCM) [3] , fractional transform method (FTM) [4] , homotopy perturbation method (HPM) [5] , operational Tau method (OTM) [6] , rationalized Haar functions method (RHFM) [7] , reproducing kernel Hilbert space method (RKHSM) [8] , Adomian decomposition method (ADM) [9] , and B-spline method [10] .
In this paper, we derive the approximate solution of FVFIDE using HOBW. The approximate consequence found by the introduced method is compared with the correct solution of the problem, showing the greatest degree of accuracy.
Preliminaries of fractional calculus
In this segment, we first survey some fundamental definitions of the fractional calculus theory which are required for building up our outcomes. The broadly utilized definitions of fractional integral and fractional derivative are the definitions of Riemann-Liouville and Caputo [11] [12] [13] [14] . Definition 2.1 A real function y(x), x > 0, is said to be in the space C σ , σ ∈ R, if there is a genuine number ρ with ρ > σ to such an extent that y(x) = x ρ y 0 (x), y 0 (x) ∈ C[0, ∞), and
Definition 2.2 ([15])
The Riemann fractional integral of order α > 0 of a function f is given by
This integral operator J has the following properties:
Definition 2.3
The Riemann-Liouville fractional derivative is defined by [16] 
The effect of the operator D α on the power functions:
where the fractional derivative Figure 1 shows the effect of Riemann-Liouville fractional derivative (D α ) on t γ . It is illustrated that when γ = 0, the Riemann-Liouville derivative is not zero and it is zero when γ = -0.5. Therefore, this definition does not agree with the principles of integer order calculus.
Definition 2.4
The fractional derivative of f (t) in the Caputo sense is given by [16] We demonstrate the following form of FVFIDE that we will solve by the HOBW technique.
with MBC: 
By letting a and b be discrete values such as a = a
where n and k are positive integers, we attain the family of discrete wavelets:
Then ψ k,n (t) shape a wavelet basis for L 2 (R). In particular, when a 0 = 2, b 0 = 1, then 
o t h e r w i s e , The HOBW are orthonormal basis that is given by
where
Function approximation by the HOBW functions
Any function y(t), which is integrable in [0, 1), is truncated by the HOBW method as follows:
where the HOBW coefficients c ij can be calculated as given below:
.
We approximate y(t) by a truncated series as follows: 
Solution of FVFIDE via the HOBW method
Consider the nonlinear FVFIDE with MBC given in Eq. (2.5), and we approximate the unknown function y(x) ∈ [0, 1] by the HOBW method as y(x) = C T HOBW(x).
We assume
we approximate u i (x) and v i (x) as:
where A and B are like C. First, applying J to both sides of Eq. (2.5) and using the approximation above, we have
2) (s + 1) and then applying the Gauss-Legendre method yields
where M 1 and M 2 are the orders of Bernstein polynomial used in the Gauss-Legendre quadrature rule
From (4.6) give a system of 2 k-1 M × 2 k-1 M nonlinear algebraic equations with the same number of unknowns in the vectors C, A, and B. Numerically disbanding this system by Newton's technique, we get the solutions for the unknown vectors C, A, and B.
Existence and uniqueness
Consider FVIDE (2.5) that can be rewritten in the operator form as follows:
Applying J α to both sides of Eq. (5.1), we have
where h i (x) = n-1 k=0
3) is written in a form of fixed point equation Ay i = y i , where A is defined as 
where L 1 and L 2 are Lipschitz constants. So, we achieve the uniqueness of the solution of Eq. (2.5).
Theorem 5.1 If L
Then for x > 0, we have
Therefore,
Since Ω L 1 ,L 2 ,K 1 ,K 2 ,α < 1 by contraction mapping theorem, problem (2.5) has a unique solution in C[0, 1].
Convergence analysis

Theorem 6.1 Let y(x) be a function defined on [0, 1) and |y(x)| ≤ M y , then the sum of absolute values of HOBW coefficients of y(x) defined in Eq. (10) converges absolutely on the interval
Proof Any function y(x) ∈ L 2 [0, 1] can be approximated by HOBW as follows:
where the coefficients c m,n can be determined as follows:
At m ≥ 0,
By putting the variable 2 k x -2n + 1 = t, we have
Applying Holder's inequality,
This proves that Proof Let L 2 (R) be the Hilbert space and
where c n,m = ỹ(x), HOBW n,m (x) for fixed n. Let us denote HOBW n,m (x) = χ l and let
We define the sequence of partial sums {S n }, where
For every ε > 0, there exists a positive number N(ε) such that, for every n > m > N(ε),
From Theorem 5.1,
According to the Cauchy criterion, for every ε > 0, there exists a positive number such that
This implies that S n (x) -S m (x) 2 ≤ √ ε < ε. So, the sequence of a partial sum of the series converges with respect to L 2 -norm and hence it completes the proof. Table 1 The absolute error for Example 7.1 for different estimations of k, M at α = 1 
with mixed conditions
y(x) = -1 -x -e x is the exact solution at α = 1. Table 1 demonstrates the absolute errors acquired by the present strategy for different estimations of k, M at α = 1. The examination of numerical results for α = 0.75, α = 0.85, α = 0.95, α = 1 and the exact solution for α = 1 is shown in Fig. 2 . It is clear from Fig. 2 that as α is near to 1, the related numerical solution converges to the exact solution. Table 2 . 
Example 7.2 We consider the nonlinear FVFIDE
with (a) n = a(a + 1)(a + 2) · · · (a + n -1) and (a) 0 = 1, subject to the MBC y(0) = 1, y(1) = e. The correct solution to this problem is given as y(x) = e. This problem is disbanded by HOBW at M = 4, k = 3, which reduces the integral equation to a system of algebraic equations that is disbanded by Newton's method. The consequence obtained by the introduced method is compared with that by the Nystrom method (for N = 20). The numerical solutions and Abs. Errors for Example 7.3 are introduced in Table 3 . This problem is disbanded by HOBW which reduces the integral equation to a system of algebraic equations that is disbanded by Newton's method. The consequence obtained by the method is compared with that by the Nystrom method [18] . The numerical consequence and Abs. Error for Example 7.4 are introduced in Table 4 .
Maximum absolute errors at different values of M and k have been presented in Table 5 .
Conclusion
In this work, we have fully attempted to find the numerical solution of the fractional system of Volterra integro differential equations by using the HOBW method. The numerical procedure and methodology are done in a very straightforward and effective manner. The numerical accuracy is also a point of interest. Through the numerical calculation, we confirmed that the HOBW method has the highest degree of accuracy. On the basis of this work, the researchers can extend this technique to some other fractional systems of ordinary and partial differential equations.
