We consider the time evolution of the lattice subcritical Galton-Watson model with immigration. We prove Carleman type estimation for the cumulants in the simple case (binary splitting) and show the existence of a steady state. We also present the formula of the limiting distribution in a particular solvable case.
Introduction
One of the central problems for mathematical models of population dynamics (or mathematical demography) is the existence of steady states and the convergence for t → ∞ of the particle field to such states, i.e., convergence to a statistical equilibrium. Typical results in this area proved by different authors for different versions of the so-called branching random walk or branching diffusion have the following form (we formulate it for a lattice situation, following [1] ).
Consider the random walk X(t) on Z d with generator
(f (x + z) − f (z))a(z), a(z) ≥ 0,
and equal parameters µ = β of mortality and splitting (duplication). Let N (t, y) be the population size at time at t ≥ 0 at site y ∈ Z d . If X(t) is a transient Markov process, then the particle field N (t, y) converges in law to a limiting field N * (y) for t → ∞ (steady state), see details in [1] . For the recurrent random walk X(t) (and again µ = β), a steady state doesn't exist and the field N (t, y) demonstrates for t → ∞ the phenomenon of clusterization: particles form bigger and bigger clusters separated by longer and longer distances.
But even in the transient case, when a steady state exists, it is unstable with respect to arbitrary small random perturbations β(x, ω) = β 0 + ǫξ(x, ω), µ(x, ω) = µ 0 +ǫη(x, ω), where ξ(x, ω) and η(x, ω) are random variables symmetrically distributed (say on [−1, 1]) and independent for different x, and ǫ > 0 is a small parameter. This fact is closely related to the localization theorems for random Schrödinger operators (see details in [2] ).
In this paper, we study the lattice model with immigration where a steady state not only exists but also is stable (in the Lyapunov sense) for all small (in L ∞ -norm) perturbations of the parameters. Our paper is organized as follows. In section 2, we introduce our model, containing the random walk with generator L a , mortality rate µ, birth rate β < µ (i.e., subcritical case) and immigration rate γ. We provide in this section several technical lemmas. In section 3, we present the explicitly solvable model where β = 0. In section 4, we prove a Carleman type estimate for the cumulants of subcritical populations. Finally, in section 5, we prove the existence of a steady state. In section 6, we explain that our analysis holds true in the more general case when mortality and birth rates are bounded functions such that there are some constants ∆ − > 0 and
The analysis of the Lyapunov stability of the steady state will be published in the continuation of this paper.
Description of the model
Let N (t, y) be the particle field on the lattice Z d with continuous time t ≥ 0, i.e. N (t, y) is the number of population members at site y ∈ Z d at the moment t. The evolution of this particle field consists of several elements:
• Each particle, independently of the others, performs (until the transformation: death or splitting) a random walk X(t) with generator L a as defined in (1), where we assume that a(·) is symmetric function, i.e. a(z) = a(−z) for all z ∈ Z d \ {0} and the random walk X(t) is supported on the full lattice (but not on some sub-lattice). This means that ∀ y ∈ Z d , there is some integer k ≥ 1, there are some vectors z 1 , · · · , z k and there are some positive integers n 1 , · · · , n k such that y = k i=1 n i z i and a(z i ) > 0 for i = 1, . . . , k. Equivalently, ∀ t > 0, the transition probability
The transition probabilities can be presented in terms of the Fourier symbolL
,
, by the formula:
Note that
Inequality (3) will be essential in the analysis to come.
• Each particle during the time interval [t, t + dt) can annihilate (die) with probability µ dt or split into two particles with probability β dt at the same site. We assume that µ > β, i.e., without an additional supply of particles, the population must degenerates. We can explain this statement as follows. Consider the branching random walk with generator L a , see (1) , mortality rate µ and birth rate β and we assume that N (0, y) ≡ 1. Then, for
one can get the forward Kolmogorov equation
where
Then
The Borel-Cantelli lemma and Chebyshev's inequality give that for any fixed set Γ ⊂ Z d , one can find a random moment τ Γ (ω), such that for t ≥ τ Γ , N (t, y) = 0 for y ∈ Γ.
• The additional supply of particles will be due to immigration. One can call this the European demographic model. In many rich European countries such as Germany, France, Sweden etc, the birth rate β is smaller than the mortality rate µ. The population is maintained at a fixed level through controlled immigration. We assume that for any site x, the new particles (immigrants) appear at moments 0
In different terms, moments τ i (x), i ≥ 1 form a Poissonian point field on {x} × [0, ∞) with parameter γ. We assume, of course, the independence of such point fields for different x ∈ Z d .
As explained above, without of loss of generality, we can assume N (0, y) ≡ 0, since all subpopulations starting at the moment t = 0 will vanish exponentially fast as t becomes large. Then, for the first moment of the entire population at site y
The solution has the form
which means that m 1 (t, y) → γ µ−β as t → ∞. Let n(t − τ i (x), x, y) denote the subpopulation, i.e., the number of particles, at site y ∈ Z d at time t descended from a particle that appeared at x (immigrated) at time τ i (x) < t. As a result, we have the following important representation
where subpopulations
where ξ i ∼ Exp(γ).
is a Galton-Watson process, see [11] . We have the well known equation for the generating function of this process ψ z (t) := Ez νx(t) :
After separation of the variables we obtain the solution
where α = β µ < 1. From (6) we obtain the geometric distribution:
Let us consider the subpopulation n(t, x, y) and the corresponding generating function φ z (t, x, y) := E x z n(t,x,y) . As is easy to see, the backward Kolmogorov equation has the form
In general, we can not solve nonlinear equation (7), the lattice version of the classical KPP equation [4] , but we can do it in one particular case.
Solvable model: β = 0
Consider the special case with β = 0, µ > 0, and γ > 0. Here, birth is excluded.
Imagine for a moment that the random walk of the particles is also excluded. Then at any fixed point y ∈ Z d the process N (t, y) forms a queueing system with an infinite number of services. The calls form a Poissonian process with parameter γ, and each call is served independently of others during exponentially distributed time with mean µ −1 . It is well known that this situation is ergodic with a Poissonian steady state with parameter γ µ , see for example [7] .
It is intuitively obvious that if we add the symmetric and homogeneous random walk of particles then the field N (t, y) also has the same steady state. We will prove Proof. Note that if an immigrant appears at site x ∈ Z d at time s, then for all t > s the random value n(t − s, x, y) has a Bernoulli distribution. Indeed, the probability that n(t − s, x, y) = 1 is equal to the product of probabilities of two events, that the immigrant particle survives and that it jumps from x to y:
The moment generating function in this situation has a very simple form: 
Here the third step comes from the fact that: x p(t − s, x, y) = x p(t − s, y, x) = 1 due to the symmetry and homogeneity of the random walk. This proves the first and second statements of the lemma.
Let us now focus on the following term: 1−e −µt µ e γ(z2−1)
This proves the last statement of the lemma.
4 Analysis of n(t, x, y) in the subcritical case ∆ = µ − β > 0
Let us return to the general situation. From equation (7), φ z (t, x, y) := E x z n(t,x,y) , one can get the moment equations. Let m l (t, x, y) := E (n(t, x, y) (n(t, x, y) − 1) · · · (n(t, x, y) − l + 1)) be the l-th factorial moment for the subpopulation n(t, x, y). Differentiating equation (7) with respect to z for z = 1 and using the fact that m l (t, x, y) = ∂ l φz(t,x,y) ∂z l | z=1 , we obtain the recursive system of equations for factorial moments.
For the first moment, the equations are (recall that ∆ = µ − β > 0)
The solution is m 1 (t, x, y) = e −∆t p(t, x, y),
where p(t, x, y) is defined in (2) and is the solution of the homogeneos equation
Clearly , ∀ y,
The l-th factorial moment satisfies
for all l ≥ 2.
Following the strategy of [2] , we now prove the estimate given below in Theorem 2.
Theorem 2.
m l (t, x, y) ≤ e −∆t c l l!p(t, x, y) for appropriate c < ∞.
Proof. Let us start with calculation of the second moment. From (7), the second moment has the equation To solve this equation, we apply Duhamel's principle. Recall that Duhamel's principle states that if f (t, x), t ≥ 0, x ∈ Z d is the fundamental solution of the homogeneous equation:
with initial condition f (0, x) = δ(x), then the equation
with initial condition F (0, x) = 0 has the solution
It should be noted that due to the isotropic property of the random field we can study n(t, x, 0), i.e. when y = 0. The distribution of n(t, x, y) coincides with the distribution of any one of n(t, 0, y − x) , n(t, 0, x − y), n(t, y − x, 0), or n(t, x − y, 0).
From the last remark and Duhamel's formula we obtain that m 2 (t, x, 0) =2βˆt
From (14) it follows that
where we use that
From (14), using inequality p(s, v, 0) ≤ p(s, 0, 0), see (3), we obtain the upper bound 
We will prove that for all l ≥ 1
where B = max{1, 2βG ∆ (0, 0)} and the sequence D l is recurrently defined as
Note that (17) defines the sequence of Catalan numbers, thus, the exponential generating function for this sequence
. This last means that the l-th coefficient of D(z) grows no faster than 4 l or , equivalently, D l < 4 l l!. This leads to the statement of the theorem.
We have shown already that (16) is valid for l = 1, 2. For the induction principle let us check (16) for all l.
5 Existence of the steady state in the general subcritical case
The central goal of this paper is to prove the convergence of the particle field N (t, y), y ∈ Z d to a steady state (statistical equilibrium).
Theorem 3. Let N (t, y), y ∈ Z d , be a random field as described above, and consider the subcritical case, i.e.
Proof. To implement this goal we first will estimate moments (indeed, cumulants, as we will see below) for the total population N (t, y) uniformly in t. Using the monotonicity in t and boundedness of these cumulants we can conclude that their limit exists at t → ∞. Then we will use the Carleman conditions to establish a unique limiting distribution. Let us now introduce the notation for cumulants. For any random variable X, let φ X (z) = Ez X , then the l-th cumulant
In general, the relationship between moments and cumulants is given by
and
where the sign means the sum over all nonnegative integers (j 1 , · · · , j l ) satisfying the constraint
One important property of cumulants is additivity: for independent random variables X and Y , χ l (X + Y ) = χ l (X) + χ l (Y ). That is why during the proof we will calculate cumulants or factorial moments (it depends on convenience).
Due to Equation 5 , we obtain that
First, we prove the following Lemma. 
Proof. The generating function of χ l τi(x)≤t n(t−τ i (x), x, 0) has the simple form:
where Π x (t) is a Poisson process with parameter γ and we use the fact that, if Π x (t) = l, then the moments of this process has the distribution of the ordered statistics of l uniformly distributed random variables on [0, t] . The log-generating function is
At the same time,
From (23) and (24) we obtain the statement of the lemma.
Corollary 5. χ l (N (t, 0) ) is a monotone function of time t and
From Theorem 2 and Corollary 5, we obtain Corollary 6.
The last gives an upper bound uniformly in t for the cumulants of the total population N (t, 0). Using this and the monotonicity in t of the cumulants of the total population χ l (N (t, ·)) (Corollary 5), we obtain the existence and boundedness of χ l (N (∞, ·)):
Finally, we may conclude that the behavior in the limit of the cumulants of the total population χ l (N (∞, y)) determines uniquely the limit distribution of N (∞, y), y ∈ Z d . In other words, the classic problem of moments [7] does not arise in this situation. The upper boundary in Eq. (25) implies that the log-generating function for N (∞, ·) is analytic in some neighborhood of z = 1, which is why the sequence of χ l (N (∞, ·)) uniquely determines the probability distribution of N (∞, ·) [7, Chapter VII, S 6] . Traditionally, these conditions on the sequence of moments or cumulants that are sufficient for the existence of a uniquely determined distribution law are called the Carleman conditions. 6 Analysis of n(t, x, y) in the case
Let us consider the case when the mortality rate µ(x) and birth rate β(x) are some bounded functions for
As before we assume that κ is constant (in the definition of the generator of the random walk (1)). Then, the definition of p(t, x, y), see (2) and (12), and its properties, see (3), hold true. The field of total population N (t, y) is no longer isotropic, however, the factorial moments of the subpopulations n(t, x, y) depends on x ∈ Z d . Replacing ∆ with ∆(x) in equation (10) for the first factorial moment, instead of (11) we have m 1 (t, x, y) = e −∆(x)t p(t, x, y).
Due to our assumption that ∆(x) ∈ [∆ − , ∆ + ] ⊂ (0, ∞), m 1 (t, x, y) ≤ e −∆ − t p(t, x, y).
We can repeat all calculations for Theorem 2 with appropriate modifications. 
The proof of the existence and boundedness of the cumulants will be similar when ∆(x) ≥ ∆ − > 0, and we obtain the existence of a limiting distribution. We thus can prove a result analogous to Theorem 3 that there is a steady state in this case as well.
Conclusion
We considered a branching (binary splitting) random walk with immigration in Z d , d ≥ 1, satisfying conditions which mean that the random migration process of particles has a zero mean drift. We showed that, if the rate of mortality is larger than the the rate of splitting (subcritical case), then the probability distribution of the population converges to a limiting or stationary distribution. We also provided the limiting distribution in a solvable case.
