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In this paper, we propose and test several extensions of the standard gravity model. 
This yields a specification that allows for (i) a more flexible income response; (ii) a 
competitiveness effect with a general and a specific component; and (iii) an alternative 
and consistent measure of remoteness. Those extensions were found to be significant 
factors to explain intra-EU trade. Next, we analyze the effect of EU harmonization of 
technical regulations on domestic and intra-EU trade. We find, at different levels of 
aggregation of the manufacturing sector, that harmonization of regulations has 
contributed to more intra-EU trade but, apparently, did not affect the so called border 
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1. Introduction 
A number of recent econometric studies based on a gravity equation have shown that 
border effects are an important feature characterizing international trade. McCallum 
(1995) and Helliwell (1996, 1997, 1998) find that Canadian provinces are about twenty 
times more likely to trade amongst themselves than they are to trade with US States 
after controlling for size and distance between economic centers. Wei (1996) intro-
duces a methodology that ruled out the reliance on national trade data and finds on 
average, that countries trade ten times more with themselves than with foreign coun-
tries. Nitsch (2000) finds evidence of a substantial border effect in Europe, with inter-
nal trade being on average larger by a factor of ten than trade with other EU partners 
and that the magnitude of the border effect declined during the 1980’s.
1  
In this paper, we re-examine border effects within intra-European trade. We are par-
ticularly interested to see whether the impact of economic integration under the Single 
Market has reduced these border effects. We start from the standard gravity model and 
consider several methodological issues yielding a specification that allows for a more 
flexible income response, a competitiveness effect, that distinguishes a general and a 
specific component, and an alternative measure of remoteness. Next, a special attention 
is given to the effect of EU harmonization of technical regulations on trade in manu-
facturing goods, firstly, at the aggregate level of manufacturing and later on by type of 
EU regulation.  
The data on technical regulations come from the Commission’s review of the impact of 
the Single Market in the EU (CEC, 1998). This study provides information at the 3-
digit level of the NACE classification of whether trade is affected by technical regula-
tions and the dominant approach used by the Commission to the removal of such barri-
ers in the EU.  
The paper continues in section 2 with a brief survey of the literature on the gravity 
model. Section 3 presents the standard specification of the gravity model. Section 4 
provides some preliminary results. In section 5, we propose several extensions to the 
standard model. Section 6 discusses the econometric procedures that follow in this pa-
per. Section 7 presents the results at the manufacturing level as a whole. Section 8 ex-
                                                 
1 Notice however that the size of the border effect depends on the way the internal distance is measured.    3
amines the impact of harmonization of regulations, first, at an aggregate and then at a 
more disaggregated level.  
2.  Brief Survey of the Literature 
Since the pioneering work of Tinbergen (1962) and Pöyhonen (1963), the gravity 
model has become the standard tool to study bilateral trade.
2 Typically in a log-linear 
form, the model considers that the volume of trade between two countries is promoted 
by their economic size (income) and constrained by their geographic distances. Other 
characteristics of countries can easily be added. For example, Frankel et al. (1995) add 
dummy variables for common language and common border. Deardorff (1995) argues 
that the relative distance of trading partners should also have an impact on the volume 
of trade. Wei (1996) and Helliwell (1997) extend this concept and define ‘remoteness 
variable’ that captures third country effects. Whether and how remoteness should be 
included in the model has been discussed later on by Helliwell (2001) and Anderson 
and van Wincoop (2003). 
Although its empirical success can be attributed from the model’s consistently high 
statistical fit, it was also criticized because it lacked a theoretical foundation. These 
foundations were subsequently developed by many authors. Anderson (1979) presented 
a theoretical justification for the gravity model based on CES preferences with differ-
entiated goods in the sense of Armington (1969). Bergstrand (1985, 1989) uses also 
CES preferences to derive a reduced form equation for bilateral trade flows from a 
general equilibrium model. Helpman-Krugman (1985) derives a gravity equation from 
a monopolistic competition framework. Their model predicts that intra-industry may 
exist within a group of ‘industrialized countries” as long as complete specialization oc-
curs. On the other hand, Deardorff (1995) undermines the argument of monopolistic 
competition by showing that the gravity equation can easily be motivated in a Heck-
scher-Ohlin model without assuming product differentiation. He relaxes the assumption 
that factor prices are equalized between countries, so that countries specialize in pro-
ducing different goods. In a recent paper, Eaton and Kortum (2002) develop a multi-
country perfectly competitive Ricardian model with a continuum of goods from which 
                                                 
2   Alternative approaches such as a complete demand system by country a la Barten et al. (1976) were 
never very popular. It is worthwhile noticing that we checked a specification in shares allowing for 
quasi-homothetic preferences. It was marginally rejected with respect to the conventional log-linear 
form.    4
they derive a structure that resembles the gravity model. In their model, specialization 
occurs from comparative advantage that is interactively linked to the level of 
technology and geographic trade barriers.  
Whatever the theoretical framework in support of the gravity model, they all yield a 
similar functional form. Therefore, the best conclusion to be drawn is that of Deardorff 
(1995):“just about any plausible model of trade would yield something very like the 
gravity model, whose empirical success is therefore not evidence of nothing, but just a 
fact of life”. 
3.  The Standard Gravity Model and Border Effects 
Typically, the gravity model has the form:  
 m ijt = α + β1yit + β2yjt + δdij+ Z’θ + εijt   .  (1) 
All variables but dummies, are expressed in logarithms and, by notation, any variable x 
is the log of X. mijt is the volume of imports by country i from country j at period t; yit 
and yjt are real income (GDP) respectively of country i and country j at period t; dij is 
the distance between the trading centers of the two countries; Z is a set of characteris-
tics that include, amongst others, border and remoteness effects and εijt defines the error 
term (further discussed in section 3.5).  
3.1. Border  Effects 
Beginning with McCallum (1995), the gravity model has been used to compare domes-
tic trade with international trade. Using 1988 data, McCallum finds that Canadian 
provinces are about 20 times more likely to trade amongst themselves than they are to 
trade with US states after controlling for size and distance between economic centers. 
However, data limitation makes it impossible to replicate McCallum’s research for the 
EU. We follow the methodology introduced by Wei (1996) which avoids the reliance 
on national trade data. He constructs a “border effect” measure based upon the defini-
tion that what a country imports to itself is the difference between domestic production 
and exports. The border effect is estimated by including a dummy variable, H, equal to 
1 for all miit and 0 for all mijt. Wei (1996) estimated the border effect for OECD coun-
tries and finds, on average, that countries trade 10 times more with themselves than 
with foreign countries. This method has subsequently been used in several empirical 
studies. Helliwell (1997) revisits the OECD data and finds a border effect of 13   5
separating out the effect of language from the land border effect. Nitsch (2000) finds 
evidence of substantial home bias in Europe, with domestic trade being on average lar-
ger by a factor of 16 than trade with other EU partners. His results also suggest that the 
magnitude of the border effect declined during the 1980s.  
3.2. Internal  Distances 
The application of a gravity model requires a measure of the trading distances within a 
country itself. Wei (1996) and Helliwell (1997, 1998) use for internal distances one 
quarter of the distance to the nearest neighbor. As noted by Nitsch (2000), this method 
relies too much on the geography of neighboring countries and too little on the geogra-
phy of the home country. He shows that the square root of [A/π] where A is the area of 
the country provides a good approximation of the average distance. In the present 
study, we follow Nitsch’s method. Helliwell and Verdier (2001) move towards a 
measure of internal distances that incorporates information about the distribution of 
population within a country. Nitsch (2000) applies their method to Canada and obtains 
a scaling factor of 0.5 that is very close to his own method of using 0.56. One should be 
aware that the magnitude of the border effect is sensitive to the assumption about inter-
nal distances. More precisely, any measure that monotonically increases internal dis-
tance also increases the border effect.  
3.3. Remoteness 
A measure of “remoteness” is now commonly included in the gravity model: Wei 
(1996); Helliwell (1997, 1998); Nitsch (2000); Chen (2004). Remoteness of an im-
porting country i in relation to any trading partner j is given as the weighted average 
distance between country i and all trading partners other than j, where the weights are 
given by the GDP of the trading partners. In the studies mentioned above, remoteness 
rij, is defined as:  









    ,  (2) 
and both rij and rji are included in the regression. However, as we will see in section 
5.3.1., this measure is open to criticism and yields results that are difficult to interpret. 
In particular, it becomes incompatible with steady-state and may yield to strange inter-
pretations of idiosyncratic shocks in the GDP’s of the trading partners.    6
3.4. Other  Characteristics 
The gravity model can easily be appended with various institutional, cultural or his-
torical characteristics. Typically, gravity studies on European trade add a dummy vari-
able to indicate whether two countries speak the same language, share a common land 
border or membership of a regional trade or currency agreement.  
3.5. Estimation  Method   
Parallel to the search for a solid theoretical foundation, researchers have also investi-
gated the econometric issues linked to the estimation of a gravity model. In a series of 
papers, Mátyás (1997, 1998), Egger (2000, 2001), and Cheng and Wall (1999) have 
used the advantages of panel techniques to test the trade determinants using the gravity 
equation. The pooled analysis then concerns the possibility to capture a variation be-
tween three dimensions: a two dimensional effect between importing and exporting 
countries and a time dimension.  
In this paper, we follow their technique (see Wooldridge, 2002, for details) and specify 
the error term in equation (1) as:  
  εijt = µi+ υj + ξijt    ,  (3) 
where µi and υj are the unobserved random effects of the importing and exporting coun-
try respectively while ξijt is a random component over countries and time.
3 In fact, this 
estimation method yields results that hardly differ from those obtained by OLS, with 
however a gain in efficiency. This point will be confirmed in section 7 where we com-
pare, for our final model, OLS with GLS allowing for random effects. 
As noted in the literature (Wooldridge, 2002; Beck and Katz, 1996), the OLS method 
often violates its standard assumptions when they are applied to pooled data. This is 
because the pooled OLS regression assumes homoscedasticity and no correlation be-
tween the error terms whether serial or contemporaneous. However these assumptions 
                                                 
3   As an alternative, we could have used a version of the feasible generalized least squares (FGLS) using 
the Park-Kmenta or the Beck-Katz method. This method is based on the assumption that the variance 
and covariance matrix is unknown and finds a consistent estimator. The method consists of two 
sequential FGLS transformations: first, it eliminates serial correlation of the errors then it eliminates 
contemporaneous correlation of the errors. This method is less efficient than the model with random 
effects or OLS for data where the number of cross sectional units are larger than the number of time 
points (N>T) because the estimated covariance matrix tend to underestimate the true variability of the 
estimator. See Beck and Katz (1995, pp. 636), Judge et al. (1979, pp. 492), Greene (1997, pp. 608) 
and Wooldridge (2002, pp. 158, 263) for a technical explanation of using the GLS and the 
implications when N>T.    7
are unlikely to hold. In contrast, the GLS method corrects for the problem of AR(1) 
errors, heteroscedasticity and contemporaneous correlation. Of course, diagnostic tests 
for heteroscedasticity and normality among others is important. (see section 6) 
4. Preliminary  Results 
Nitsch (2000), who has adopted equation (1) in his study of EU-intra trade in manu-
facturing, provides a good benchmark model. We start by replicating his model to EU 
trade in total manufacturing for 1990-1998 (data are described in the appendix). We 
estimated this equation by GLS allowing for random effects and follow the standard 
procedure of using population as an instrument for GDP. For the sake of comparison, 
imports and GDPs are taken in nominal terms (underlined here to avoid confusion with 
constant price values). We also note that the reported results on the intercept and the 
home variable are constant over time. This is consistent with preliminary tests con-
firming section 6.2.2. 
Denoting by A and L, dummies that indicate whether countries share the same land 
border and whether they share the same language, respectively; and by H, the home 
effect, we obtain the following result (standard errors of the coefficients are in paren-
theses)
4:  
mijt = -6.618 + .892 yit + .686 yjt  - .789 dij  + .761 rijt - .582 rjit + .358 A + .378 L + 2.589 H   (4) 
   (.57)  (.01)  (.01) (.03) (.08)  (.08) (.05) (.10)  (.08) 
Random effects (variance): σ
2
µ  = .20, σ
2
ν = .45, σ
2
ξ = .18 
R
2 = 0.97; L = -1000.2; Het(5) = 39.1; N = 1260. 
Our results are largely consistent with those from Nitsch. All coefficients except for 
remoteness have the expected sign, standard errors are low and the overall fit is high. 
Notice, however that our dataset differs somewhat to the one employed by Nitsch. His 
dataset is for the period 1983-1990, and does not include Sweden, Austria and Finland.  
The importing and exporting income elasticities, 0.89 and 0.69 respectively, are very 
similar to those obtained in Nitsch (2000). The coefficient of distance variable is 
                                                 
4   Here and throughout, R
2 is the square of the coefficient of correlation between actual and predicted 
values; L is the value of the log of the likelihood function at its estimated maximum, Het(k) is the 
Breusch-Pagan-Godfrey test for heteroscedasticity with k degrees of freedom (see section 6.3 for 
further details) and N is the number of observations.   8
slightly larger from previous studies where the consensus estimate is 0.6 (Leamer, 
1997). Chen (2004) suggests that reported distance coefficients that are much higher 
than the general agreed 0.6 elasticity could be explained by the use of different trans-
port modes. For example, in the European Union, 57.8% of total intra-EU trade went 
by road whereas most global trade is transported over sea.  
Nitsch (2000) follows Helliwells (1997) and incorporates two dummies, one for two 
countries sharing the language (L) and one for those countries with a common border 
(A). The coefficients of both language and adjacency dummies are found to be statisti-
cally significant. The coefficient of the home variable (H = 2.59) suggests that, on 
average, an EU country trades about 14 times more with itself than it does with other 
EU countries after controlling for other variables. This result, for the EU, is fairly close 
to Nitsch’ (2000) estimate of 16. 
5.  Extending the Gravity Model 
Despite its attractiveness, a model such as equation (4) raises a series of questions. In 
this section, the following questions will be addressed:  
(i)  The model imposes, without testing, constant income elasticities. Although, 
theoretically very convenient, this restriction may be empirically not vali-
dated and, if this is the case, it could be a source of the present degree of 
heteroscedasticity. 
(ii)  In principle, data on trade and income should be expressed in real terms but 
the choice of a deflator deserves particular attention.  
(iii)  The model ignores a price competitiveness effect, which certainly plays an 
important role in the evolution of intra-European trade.  
(iv)  As mentioned before, the definition of remoteness of the importing and ex-
porting country are not only questionable, their coefficients are inversely 
signed. 
5.1.  Price Deflator and Competitiveness 
5.1.1.  Choice of a Deflator 
For the sake of comparison, Nitsch's equation (4) was estimated in current values. In 
principle, as we are dealing with time series, imports and incomes should be expressed 
in real terms. Although with the present sample the results are hardly different, the es-  9
timation in nominal terms may lead, for instance, to erroneously reject the hypothesis 
that the intercept is constant through time.  
However, the choice of an adequate deflator is not straightforward. Indeed, several au-
thors have criticized the traditional procedure of using the implicit deflator of imports 
on the grounds that it incorporates a signal of a change in quality or in other various 
factors of the same nature. One should also add that a substantial part of intra-EU trade 
is in fact intra-firm trade and the evolutions of firm's internal prices may differ from 
those of market prices. Therefore, some authors have opted for the GDP deflator. But 
the latter raises also problems. In particular, it represents above all an index of domestic 
costs (cf. infra). Moreover, since inflation is not homogenous across goods and ser-
vices, the more disaggregated the analysis the less relevant it might be. An alternative 
approach consists in modeling the export prices but that requires very restrictive as-
sumptions on the structure of preferences and of the cost function and, in our opinion, it 
is well beyond the scope of this paper.  
We took the pragmatic view to compare the empirical merits of (both in logs) the im-
port price deflators, pit
m, and the GDP deflators, pit
y, and re-estimate model (4) as:  
 (mijt - pit
m) = γ (pit
y - pit
m) + RHS (4)   ,  (5) 
where RHS (4) is the right hand side of equation (4). The estimated value of γ is close 
to 0.9, significantly different from both zero and unity. Thus, although the GDP 
deflator appears empirically better, in fact it does not matter which deflator is used as 
long as their ratio is incorporated in the model. We denote by pit the difference between 
(pit
y - pit
m). We shall argue that this additional variable captures the effect of 
competitiveness among the EU countries.  
5.1.2.  The Competitiveness Effect 
Indeed, with the functioning of the European Monetary System and for the last years of 
our sample the prospect of the European Monetary Union, maintaining competitiveness 
has been a major objective in the conduct of macroeconomic policy for country mem-
bers and even for their non-member neighbors.
5  
                                                 
5   For a theoretical argument, see among others Giavazzi and Pagano (1988). As a practical example, the 
first Government of Mitterand (France, 1981) has shown how rapidly by inflating a country can create 
a trade deficit with, subsequently, a stabilization adjustment in terms of incomes and prices policy. (cf. 
Sachs and Wyplosz, 1986)   10
Now, in particular for manufacturing goods, production techniques do not differ dra-
matically across the EU countries and thus unit costs of capital, energy and raw mate-
rials evolve in a parallel way. However, wage formation -- as well as gains in labor 
productivity -- is, especially in short run, country specific. Provided that the distribution 
of value added remains stable over time, its deflator evolves exactly as the same rate as 
unit labor cost. Thus, pit that compares the GDP deflator to the average price of im-
ported manufacturing goods is generally considered as a good proxy of competitive-
ness. However, it only captures a general substitution effect on the domestic market.
6  
As changes in competitiveness vary across countries, in order to explain imports from a 
specific country, we also include a measure of competitiveness based on the relative 
unit labor costs between the importing and exporting countries, namely:  
 rulcijt = (ulcit/∑kωikulckt)/(ulcjt/∑kωjkulckt)   ,  (6) 
where ulci and ωik denotes respectively the unit labor cost of country i and the share of 
country k in total import (of manufacturing goods) of country i. The weights (ωik) are 
computed from the average bilateral trades during the period 1990-1998.  
5.2.  The own Income Effect 
While the assumption of constant own income elasticity makes sense in a macroeco-
nomic relationship, it becomes questionable at a less aggregated level.
7 Indeed, when 
income grows, the structure of final demand, and therefore the structure of imports, 
changes. This evolution is probably more flexible than the one implied by the standard 
model. Consider the import ratio sk of a commodity (in our case, an industrial sector) k 
for a given country i: sik = Mik/Yik. According to equation 1 and ignoring the likely 
negligible effect of an income variation on the measure of remoteness, the evolution of 
sik is given by: 
  ∂sik/∂lnyi = sik (ß1 + ß2 - 1)    . 
The estimated income elasticity (ß1 + ß2) for manufacturing goods is significantly 
                                                 
6   Notice that in the case of imperfect competition, pi captures a price effect while, in the price-taker 
case, it represents a supply effect (i.e. a loss in profitability). In both cases, a relative loss in the 
competitiveness of the importing country should increase its imports. 
7   The importance of the income elasticity at a more detailed level of manufacturing is further explored 
in section 8.    11
above unity and thus, on a steady state, their import ratio is supposed to grow at a con-
stant rate. This is not very plausible. To the contrary, one expects that as income in-
creases, the share of most manufacturing goods will, at some income level, start to de-
cline. To allow for such a shape, we specify ß1 as:   
 ß 1 = ß11 + ß12 ycit ,  (7) 
where ycit is the logarithm of current per capita income, Ycit, with respect to an arbi-
trary reference level Yc°: 
 ycit = ln(Ycit/Yc°) .  (7’) 
We choose Yc° as the average per capita GDP of the EU countries in 1995 and thus ß11 
is the estimated income elasticity at that point. The reader will notice the analogy of 
this specification with the quadratic version of the almost ideal demand system pro-
posed by Banks et al. (1997) in the context of households expenditure panels. Empiri-
cally, this specification has also the advantage of reducing the problem of heterosce-
dasticity generally present with panel data. 
5.3. Geographical  characteristics 
5.3.1. Remoteness 
The two remoteness variables in equation (2) where originally adopted by Wei (1996). 
However, this formulation presents drawbacks of being not homogenous with respect 
to distance and income.
8 Moreover the estimated coefficients are inversely signed 
which makes them hard to interpret. This will occur when the two variables have 
identical coefficients with the opposite sign and this might explain the results obtained 
in equation (4).  
To avoid this problem, the variable that should enter is relative remoteness. In that 
spirit, we measure remoteness with a slightly different specification than equation (2):  




















   . (8) 
                                                 
8   Consider, for instance, a three-country case [i,j,k], and suppose that for some reason all trade with 
country k is suddenly replaced by trade with a more distant country l (with yk = yl). Then, obviously 
trade between country i and j should increase which is not guaranteed by expressions (2) and (4).    12
This new definition of remoteness is expected to give a negative sign since for a given 
distance from other countries k, greater bilateral distance reduces trade while for a 
given bilateral distance, greater distance from other countries increases trade. It is 
worth noticing that in Deardorff (1995) remoteness also enters in relative terms where 
the weights are the domestic price indices rather than GDPs.  
5.3.2. Adjacency  and  Language 
We also take a different specification of the dummies for countries that share a same 
border and language as in our sample, three member countries that share the same lan-
guage also share the same border. The effect of the language dummy is then captured 
by an overlapping effect of the adjacency dummy. We therefore propose an alternative 
specification of including a dummy for countries sharing a same border and language 
(AL) and a dummy for countries sharing the same border but not the language (AN). We 
follow Helliwell (1997) and Nitsch (2000) method of assigning a value of one only in 
the case of bilateral trade flows. 
6. Econometric  Considerations 
Combining the proposed modifications, the model becomes:  
mijt = α + β11 yit + β12 ycit * yit + β2 yjt + δ dij + ρ rijt + π pit + λ rulcijt  
  + µ AN + ν AL + η H + εijt    .  (9) 
The estimation method has been defined in section 3.5.; however, several methodologi-
cal issues deserve comments or precisions.  
6.1. Instruments 
As the error term is most likely correlated with yi and yj, most empirical studies use the 
log of the population as an instrument for the log of the GDP variables. However, as 
noted for instance by McCallum (1995), this single instrument does not permit to deal 
adequately with this problem. In this spirit, we choose a larger set of instruments, 
namely: (i) GDP’s from the two previous years; (ii) current population and (iii) gross 
capital formation from the current and the two previous years. The model is estimated 
by the two-stage least squares method. In the first stage estimation, the regressions of 
the GDP for each country are performed for the years 1982-1998. In order to compare 
the 2SLS estimates with (i) the population instrument and (ii) the new set of instru-  13
ments, the Hausman test for endogeneity yields a t-test value of 1.38 and thus does not 
permit to reject the hypothesis that the new instrumented GLS and the GLS estimates 
using population as instrument are statistically equivalent at the 5% significance level. 
6.2. Tests 
The estimation of equation (9) is accompanied with several tests. First, we investigate 
for possible influential observations using the residuals, DFIT values, cooks distances 
and leverages (for further details, see Cook and Weisberg, 1999). Second, we test 
constancy restrictions for both the intercept and the coefficients of the border effect.  
6.2.1. Influential  Observations 
Given the size of the sample (1260 corresponding to nine years, 10 importing and 14 
exp), we first looked to whether the various statistics exceed a certain treshold for any 
observation. We expressed these statistics in averages with normalized standard devia-
tions by importing country, exporting country and year.  
The leverage statistics do not suggest any unusual features that would induce an 
anomaly of the fitting data; they lie in a range of values that are stable across countries 
and time. However, the DFIT values suggest that Ireland, UK and Greece, in decreas-
ing importance, are potential outliers. Indeed, we observe that UK imports from Ireland 
are atypical. A likely explanation is that these two countries are treated as having a 
common border. As far as time is concerned, the residuals of 1993 show a slight break. 
Nevertheless from those tests we conclude that no observations appear to be pathologi-
cal.  
6.2.2. Parameter  Restrictions 
As written above equation (9) incorporates restrictions on the intercept and the con-
stancy of the border effects and this of course should be tested. First, we estimated 
yearly cross-section models, and inspected that the intercept showed a somewhat up-
ward trend while our parameter of interest, the border effect, remained constant over 
time. 
As a second insight into the analysis, we test the restriction that the border effect and 
the intercept is the same in each time period using the likelihood ratio test (LR). To do 
so, we transformed the gravity model into an unconstrained model where we include 
time dummies and allow the border effect to vary over time, written as:    14
 m ijt = αt + ηt H  + RHS ( 9) ,  (10) 
where RHS (9) is the right hand side of equation (9). In the general model (10), the co-
efficients of the intercept, αt, and the coefficient of the border effect, ηt, is allowed to 
change over time. When we impose the restriction that the intercept is constant over 
time, the value of the log-likelihood ratio test is 13.8 (the critical value of χ
2 with 8 re-
strictions is 15.5 at the 5% significance level). Alternatively, imposing the restriction of 
ηt to be constant, the value of the test is 9.46. This set of restrictions can not be rejected 
at the 5% confidence interval. The value of the log-likelihood ratio test for both sets of 
restrictions is 23.26 (the critical value of the χ
2 with 16 restrictions is 26.3). Notice 
however that allowing a different constant for 1993 was at the margin of rejection. We 
also tested whether there was a trend in αt and ηt and both sets of restrictions were re-
jected. 
6.3. Additional  Tests 
Heteroscedasticity is tested, in the spirit of the Breusch-Pagan-Godfrey test, on the 
basis of an auxiliary regression of the square of the residuals on all the exogenous 
variables excluding dummies. The reported statistic, Het(k), is distributed chi-square 
with k degrees of freedom. The null hypothesis of homoscedasticity is rejected in most 
of the cases. Notice also, that on the basis of the Jarque-Bera test, the hypothesis of 
normality is always rejected. We test for serial correlation and found strong evidence of 
an AR (1) process. The usual remedy is to include dynamics. This suggests that it is 
worth to investigate a dynamic version of the model but his is beyond the scope of this 
paper.  
7. Results 
Equation (9) estimated by GLS, allowing for random effects yields: 
mijt = - 4.854 + .872 yit  - .021 ycit* yit + .667 yjt - .799 dij  - .346 rijt + .912 pit + .164 rulcijt  
   (.41)  (.01)  (.004)  (.03)  (.04)   (.07)  (.04)   (.01) 
  +.172 AN + .454 AL + 2.481 H  (11) 
(.05) (.08) (.08) 




ν = .36, σ
2
ξ = .18 
R
2=0.98; L=-934.41; Het(7) = 23.87; N = 1260.   15
We first note that all coefficients have the correct signs and relative low standard er-
rors. The value of Het reveals that heteroscedasticity is still present although it has been 
reduced with respect to equation (4). Notice that the estimation of equation (11) by 
OLS, given in column (1) of table 1, shows very little differences.  
Income Elasticities The coefficients of the income elasticities of the importing and ex-
porting countries are very similar to those of regression (4). Imports are more sensitive 
to home GDP than foreign GDP. It is worth noticing that enlarging the instruments for 
GDPs hardly affects the income elasticities. The own income elasticity is slightly smal 
Table 1: Additional Estimations 
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Estimation  
Method 
OLS RE-GLS RE-GLS 
ler than the EU average of 1995. This result indicates that as income grows the share of 
total manufacturing goods has a slow, declining income elasticity most likely in favor   16
of services. Of course, it may substantially vary across sectors and we shall return to 
this issue in section 8.  
Price Variables Both the coefficient of the general effect and the coefficient of the spe-
cific effect must be taken into account. For example; if country i experience a loss of 
competitiveness of 1% with respect to all its EU partners, imports will drop by slightly 
more than a percent (.9 + .16). This result is somewhat in contrast to studies that have 
used labor costs to explain export performance [Wolf (1997), Carlin, Glyn and Van 
Reenen (1999)]. A possible explanation is that we restrict our analysis to intra EU trade 
and also that our sample is more recent. Indeed, current trends in international trade and 
the associated increase in international competition suggest a heightened importance of 
relative costs in performance. 
Geographic Variables The coefficients of bilateral distance and remoteness have the 
correct negative signs and are significant determinants of trade flows with an estimated 
elasticity of -.8 and -.35 respectively. The dummies for countries that share a same lan-
guage and border (AL) and same border but different language (AN) are also found to 
have statistically significant effects with the correct signs. The effect of countries 
sharing a common language and land border is three times larger than for neighboring 
countries speaking different languages. 
The Border Effect The estimated coefficient of the border effect is 2.48 and it remains 
quite robust with the present specification of the gravity equation. It implies that do-
mestic trade is 12 times higher than intra-EU trade. 
Remoteness has the correct sign and is highly significant. In the literature however 
there is no general consensus of whether the variable should be there. To show the em-
pirical importance of whether this variable should be there, we re-estimated equation 
(11) dropping remoteness. The results are presented in column (2) of table 1.  The most 
notable change is a drop of almost 10% in the income elasticity of the exporting coun-
try while the other variables remain robust.  
Some further Tests As a further diagnostic check, we re-estimate the basic gravity 
model without the augmented variables (column 3, table 1). The results reveal an in-
crease in the elasticities of the geographic variables (AN, AL) and a minor increase of 
the border effect. Generally speaking, we conclude that the border effect remains quite 
robust to alternative specifications of the gravity model.    17
8.  Harmonization of Technical Regulations 
The removal of technical barriers to trade (TBTs) has been one of the major institu-
tional factors affecting intra-EU trade. The Commission (1998) calculated that, in 1996, 
over 79% of intra-EU trade in manufacturing was affected by harmonized technical 
regulations.  
In the empirical literature, the general approach to measure the effect of non-tariff bar-
riers has been based on the gravity model of international trade (see amongst others, 
Balassa and Bauwens, 1991; Harrigan, 1993; Moenius, 1999; Head and Mayer, 2000; 
Otsuki et al. 2000). To gauge the impact of regulations, standards and other NTBs, the 
gravity model is then augmented with frequency-type measures (e.g. number of regula-
tions in an industry, trade-weighted coverage ratios) that quantify the impact of NTBs. 
In this section, we proceed in two steps. Firstly, we estimate to what extent harmoniza-
tion of regulations has promoted intra-EU trade at the level of total manufacturing; and 
to this end, we construct a variable that measures the coverage ratio of these regulations 
for each exporting country j at each period. Secondly, we estimate gravity model (11) 
for trade in sectors that are grouped according to each type of harmonization approach. 
We also estimate the gravity model for one branch that is the most representative for 
each type of harmonization approach.  
8.1. Total manufacturing 
In this section, we will attempt to test to what extent the impact of harmonization of 
regulations has promoted intra-EU trade. The idea is that country i will import more 
from country j that proportionally satisfies EU regulations more than an EU average. 
We assume that trade is affected starting the year that an EU Directive, which we de-
note as k, is published.
9  
We construct a variable defined as:  


















) 1 ( ) 1 (
   .  (12) 
The first term in brackets is a coverage ratio of the average (1990-1998) EU exports of 
country j that are subject to the harmonization of regulations in total average exports of 
                                                 
9      However, it generally takes more than a year for an EU Directive to be transposed in national 
regulations.    18
country j and the second term is similarly constructed for average intra-EU exports. 
With this normalization, the coefficient of sjt shows to what extent a country j that 
complies with EU harmonization more than the EU average penetrates more easily 
foreign markets.  
Notice that during the period 1990-1998, the most important change in harmonized 
regulations occurred in 1993 with the introduction of the directive on machinery. The 
scope of manufacturing sectors that are affected by other new harmonized regulations 
(lifts, gas appliances, low voltage equipment, etc.) were of minor importance in 1990, 
1991, 1994 and 1995.  
We separate out the effect of the removal of TBTs on imports in the case for interna-
tional trade (when i≠j) and domestic trade (when i=j). To do so, we multiply sjt with (1-
H) for the case of EU bilateral trade and interacts sjt with H for the case of domestic 
trade. The resulting equation (with standard errors in parentheses) is: 
mijt = -5.502 + .833 yit  - .021 ycit*yit + .661 yjt - .458 dij - .352 rijt + .878 pit + .158 rulcijt 
    (.39) (.01) (.004)  (.05) (.04) (.09)  (.04)  (.01) 
 + .154 AN + .490 AL + 2.952 sjt *(1- H) + .203 sjt * H  + 2.381 H  (13) 
 (.04)  (.07)    (.12)    (.61) (.07) 




ν = .57, σ
2
ξ = .18 
R
2=0.95; L=-892.13; Het(7) = 28.14; N = 1260. 
According to (13), harmonization of EU regulations has played a significant role in ex-
plaining intra-EU trade. The coefficient of sjt*(1-H) is strongly significant and positive. 
However for the case of domestic trade, we do not find any significant impact of har-
monization of technical regulations on a possible reduction of border effects. The coef-
ficient of sjt* H is .20 and not significantly different from zero.
10 It is worth noticing 
that the introduction of sjt has reduced the size of the other coefficients. The most nota-
ble change is a reduction in the income elasticity of the exporting country j.  
The major conclusion is that harmonization of technical regulations has increased intra-
EU trade with little if any impact on the border effect. This result is in the same line as 
Head and Mayer (2000) who find also, using another methodology, that non-tariff bar-
                                                 
10  We also ran equation (13) on a sample that omits all the observations for domestic trade. As expected 
the most notable change is an increase in remoteness, rijt, from -0.35 to -0.23. This shows the 
sensitivity of this coefficient to the measurement of internal distances.    19
riers before and during the Single Market Program cannot explain the size of estimated 
border effects.
11 
8. 2. Disaggregated Data  
In this section, we disaggregate trade of manufacturing sectors in six categories that 
correspond to the different approaches used by the European Commission to the re-
moval of technical barriers to trade. We first distinguish between sectors where harmo-
nized regulations apply (Tech. Reg.) and no regulations (No T.R.) apply. The former is 
divided in four categories: mutual recognition (M.R.), new approach (N:A.), old ap-
proach (O.A.) and multiple harmonization approaches (other T.R.). Details of the con-
struction of the data and the harmonization approaches are given in the appendix.  
8.2.1.  Harmonized Technical Regulations and No Regulations 
The first two columns of table 2 report the results of the gravity model (11) applied to 
two broad aggregates: Tech. Reg. (column 1) and No T.R. (column 2). Notice that here 
and in all subsequent regressions pit is measured as the log of the ratio between the 
GDP deflator and unit price index at the level of each category while relative unit labor 
costs (rulcij) are still taken at the aggregate level of manufacturing. Each category con-
tains 1260 observations and is estimated by GLS allowing for random effects.  
The overall fit is high in each of the two regressions and, for most of the variables, 
standard errors are low. The proportion of sectors that are subject to harmonized regu-
lations represents about 80% of total manufacturing. This explains why the coefficient 
estimates for Tech. Reg. are very similar to those obtained for the manufacturing as a 
whole (eq. 11). For the same group, we find that the general price index, pit, is close to 
unity and statistically not different from one. Therefore, we constrained it to unity 
which amounts to use the implicit price of GDP as a deflator.  
For sectors subject to no regulations (No T.R.), the most notable change is the impact 
on the income elasticities: the income elasticity of the exporting country j and the 
weighted per capita income elasticity, yci* yi, is reduced. One possible explanation is 
                                                 
11  The authors use two indirect measures of EU non-tariff barriers (NTBs). The first measure is based on 
a 1980s survey of EU firms conducted by the European Commission. From this survey, the authors 
construct three variables representing the magnitude of the NTBs in terms of standard differences, 
public procurement and customs formalities. The second set of indicators comes from Buigues et al. 
(1990), which classified European industries into three levels of barriers: low, moderate, and high.   20
that this category with no regulations (No T.R.) mainly consists of commodities with 
less consumption exposure.  
Differences in the coefficients of bilateral distance and remoteness are also pronounced 
in both categories. It is not surprising that the coefficient of bilateral distances which 
supposedly represents transportation costs varies across categories.  
In general, for most coefficients of the auxiliary variables, we find the same magnitude 
as before. In particular, the coefficient of the border effect, H, is the same for both 
categories. 
For each category, we tested whether the border effect was constant over time and this 
hypothesis was never rejected.  
 8.2.2. Categories of Harmonized Technical Regulations 
The estimation of the model for the various harmonization approaches is presented in 
the next columns of table 2: mutual recognition (M.R.), new approach (N:A.), old ap-
proach (O.A.) while the sixth column is a remainder sector where multiple harmoniza-
tion approaches are applied (other T.R.). Furthermore, since each of these approaches 
consists of products that are different in nature, we also estimate the model on a most 
representative sector of each category. We selected footwear, leather, wool and cotton 
for the No T.R., machinery for the N.A., basic chemicals for the M.R. and processed 
food for the O.A. 
We reject the restriction that the border effect is constant over time only for the N.A. 
category. However, we found that this effect was solely due to the sector other 
machinery, no else classified. Indeed, this sector shows an important decrease in the 
evolution of the border effect but the nature of this group is not well defined and yields 
various atypical coefficients. We therefore decided to exclude this group from the 
analysis.  
The coefficient of the border effect varies across categories. We notice that the border 
effect is surprisingly small for basic chemicals in the M.R. group and the coefficient is 
estimated with little precision. However, one should keep in mind that the size of these 
coefficients depends heavily on the way internal distances are measured. The fact that 
coefficients do not vary over time confirm the previous results that harmonization of 
technical regulations improves bilateral trade but did not significantly affect domestic 
trade.    21 
Table 2:  Estimates of various disaggregation levels 
 Tech. 
Reg.  









































































































































































































































































































2 (a)  0.92 0.90 0.87 0.88 0.88  0.89  0.82  0.73 0.72 0.85 
(b) Wooldridge Test  
 
0.83 0.69 0.69 0.89 0.80  0.80  0.90  0.86 0.94 0.79 
Notes: Standard errors are reported in parentheses. (a)
 R








2ξ) > 0 (See Wooldridge, 2002, pp. 259). NACE codes are for (i) 431, 432, 433, 435, 441, 442, 451 (ii) 321, 322, 323, 324, 325, 326, 327 (iii) 251 (iv) 412, 
413, 414, 415, 416, 417, 418, 419, 421   22
The results show a large variability among the categories. In particular, the income 
elasticity of the exporter, bilateral distances and remoteness move, in absolute values, 
jointly and are large in several cases. 
The effect that accounts for the weighted income per capita elasticity becomes more 
important at the less aggregated level. We notice that there is a positive elasticity 
growth with income for the sectors footwear, leather, wool and cotton in the N.A. 
group.  
The results on the coefficients of the competitiveness variables, pi and rulcij, are statis-
tically significant with expected signs in all groups. There is a much wider variability in 
unit labor cost elasticities. We notice a very high impact on EU imports in footwear, 
leather, wool and cotton.  
It is worth mentioning that at this detailed level, coefficients are estimated with less 
precision. A possible explanation is that for the sake of comparison at a less aggregated 
level we kept GDP for both countries to explain the size effect rather than for instance 
production.  
9.  Conclusion 
In this paper, we propose some extensions of the standard gravity model. A special at-
tention is given to the impact of harmonization of regulations in explaining EU bilateral 
trade and domestic trade. 
We considered several methodological issues. From an economic point of view, we 
provide a theoretical consistent measure of remoteness. We add competitiveness that is 
composed into a general and bilateral component and accounted for a flexible income 
response. The proposed gravity equation has then been validated on different levels of 
aggregation within the manufacturing sector. 
Major empirical results are as follows. First, at the level of manufacturing as a whole, 
we find that the border effect is quite robust to a standard specification of the gravity 
equation such as the one estimated by Nitsch (2000). In particular, we find that domes-
tic trade in the EU is about 14 times larger than EU-bilateral trade. Secondly, we find 
that the border effect has not declined for 1990-1998. Thirdly, we find that harmoniza-
tion of technical regulations cannot explain border effects while it has a positive impact 
on EU imports.    23
At more detailed levels, we observe a large variability of the coefficients, in particular, 
for the exporting income elasticity, bilateral distances and remoteness but the main 
conclusion remains: the border effect does not exhibit any declining trends for sectors 
that are regulated by EU harmonization.  
   24
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APPENDIX 
1. Data 
1.1. Trade  Data  
Trade data are taken from Eurostat (Comext Database) and are collected at the three 
digit NACE industrial classification (NACE70) which covers around 120 manufactur-
ing industries. The data is available in values (euros) and volumes (tons). We deflate 
the imports data by an import unit price index – using 1995 as the base year –
  in order 
to obtain a real flow of trade. Our sample covers the period 1990-1998. The importing 
are the following ten EU countries: Denmark, France, Germany, Greece, Italy, Ireland, 
the Netherlands, Portugal, Spain, and United Kingdom while the exporting countries 
are the previous 10 countries + the remaining EU countries: Belgium and Luxembourg 
treated as one, Finland, Sweden and Austria. The choice of 10 importing countries was 
limited by data availability: Sweden, Finland, Austria and Belgium/Luxembourg are 
omitted because there is no production data reported before 1995. The sample there-
fore covers a total of 1260 (=10*14*9) observations.  
1.2. Other  Data 
Internal distances dii, are taken from Nitsch (2000), which were calculated by using the 
disk area procedure to obtain the average distance between economic centers. He 
shows that the radius of a circle (given by the inverse of the square root of π times the 
square root of the area) may be a good approximation for the average distance. For 
distances between countries dij, we follow the conventional method in the gravity 
literature and measure the direct (great circle) distance between the economic centers 
(capital cities). The table below lists he bilateral distances in kilometres, the internal 
distances within each country as well as the area in kilometres of each EU member 
country. 
This paper requires bilateral trade and production data in a compatible classification 
for 10 European countries over the period 1990-1998. Since we do not have any data 
on national trade, we follow Wei’s (1996) methodology based upon the assumption 
that for any country i, domestic trade (imports from itself) is defined as the difference    29 
Table A1 
International 
Distances: dij                   
 Belgium  Denmark Germany Greece Spain France Ireland  Italy Netherl. Portugal UK
Belgium-L   769 319 2092 1316 262 776  1173 174 1712 320
Denmark 769   671 2136 2075 1029 1243  1531 623 2481 958
Germany 319  671   1802 1447 479 1088  960 365 1892 635
Greece 2092  2136 1802   2374 2101 2859  1054 2164 2859 2394
Spain 1316  2075 1447 2374   1054 1451  1365 1482 504 1264
France 262  1029 479 2101 1054   779  1108 428 1454 341
Ireland 776  1243 1088 2859 1451 779   1887 760 1640 464
Italy 1173  1531 960 1054 1365 1108 1887    1294 1866 1434
Netherlands 174  623 365 2164 1482 428 760  1294   1864 359
Portugal 1712  2481 1892 2859 504 1454 1640  1866 1864   1585
UK 320  958 635 2394 1264 341 464  1434 359 1585  
                   
  Area    dii             
  1000 km2                 
Belg./Lux  33.1    4.6313             
Danmark 43.1    4.763              
Deutschland  248.7    5.6397             
Ellas  132.0    5.3228             
Espana  504.8    5.9936             
France  544.0    6.031              
Ireland 68.9    4.9978             
Italia  301.3    5.7355             
Nederland  41.0    4.7384             
Portugal  92.0    5.1422             
United  Kingdom 244.1    5.6303               30
between its production and exports.
1 We extracted production data from New Cronos 
with reference to the domain of the 'business structural database'. The long time series, 
“covering enterprises with 20 persons employed and more”, in NACE revision 1 (code 
at 3 digit level) were converted to NACE70 (code at 3 digit level) in order to match 
with trade data extracted from Eurostat (Comext) database. The concordance lists the  
NACE revision 1 and the NACE70 at a 5 and 4 digit level code, respectively. Some in-
between-year observations are missing from the New Cronos database. Missing data, 
then, are approximated by applying a trend of the gross rate of value-added (in quan-
tity) in each NACE sector. Finally, gross capital formation (1995 prices) GDP (1995 
prices), unit labor costs (1995 prices) and population are obtained from the New 
Cronos database. For the Netherlands, Denmark and Spain, some missing values of 
unit labor costs were unavailable. For these countries, we approximated these missing  
Table A2: GDP per Capita by Importing Country  
  1995 GDP per 
Capita (Yci) 
Growth Rate 
of GDP per 
Capita 
(Yci)in %  
Denmark  1.49 2.3   
France  1.13 1.6   
Germany  1.30 1.0   
Greece  0.48 2.1   
Italy  0.82 1.6   
Ireland  0.79 7.7   
Netherlands  1.16 2.6   
Portugal  0.46 2.9   
Spain  0.64 2.8   
United 
Kingdom 
0.83 2.6   
observations using labor cost indexes that were computed by the European Commis-
sion (DG-ECOFIN). 
                                                 
1    This definition has become the standard methodology for empirical studies that can not rely on 
national data. See for example: Helliwell 1997, 1998, for OECD countries; Nitsch, 2000, Chen, 2004 
for EU countries.      31
In table A2, we present, for each importing country, the GDP per capita in 1995 and its 
growth rate obtained by a regression of GDP per capita on a trend.  
1.3. Data on Harmonization of Technical Regulations  
The data on technical regulations come from the Commission’s review of the impact of 
the Single Market in the EU (CEC, 1998). This study provides information at the 3-
digit level of the NACE classification of whether trade is affected by technical regula-
tions and the dominant approach used by the Commission to the removal of such barri-
ers in the EU. We derived the trade data according to the same NACE industrial classi-
fication applied to a panel of 15 EU countries of 1990-1998. In section 8, we disaggre-
gate the dependent variable, imports of manufacturing, into 6 categories: (i) new ap-
proach, (ii) old approach, (iii) mutual recognition, (iv) a combination of multiple ap-
proaches, (v) an aggregate of all harmonization approaches, and (vi) sectors where dif-
ferences in national regulations do not constrain any trade flows.  
In table A3, we show for 1998 for each country the share of EU imports in manufac-
turing that are (i) regulated by the different harmonization approaches: mutual recogni-
tion, old approach, new approach and a combination of any approach, (ii) regulated by 
an aggregate of the four types of harmonization approaches, and (iii) where technical 
barriers to trade do not apply.  
On aggregate, the share of manufacturing regulated by one of each of the harmoniza-
tion approaches represents a very large proportion of intra-EU trade affected by EU 
harmonized technical regulations.
2 More than 75% of intra-EU imports are in sectors 
where differences in technical regulations are important. The share ranges from 59% 
for Greece to 85% for Ireland. 
The table demonstrates that there is a considerable variation across EU members in the 
share of trade affected by the different approaches to the removal of TBTs. For exam-
ple, sectors where mutual recognition is used comprise a relatively large share of EU 
imports from Ireland (32%), Greece (30%) and Portugal (29%) but a small share of EU 
imports from Finland (5%) and Sweden (10%). 
                                                 
2   Previous analysis of the Single Market Program in the existing EU countries suggests that the removal 
of technical barriers to trade may be of great significance. CEC (1998) calculates that over 79% of 
total intra-EU trade may have been affected by technical regulations in 1996. In the graph, we only 
consider manufacturing.    32
Table A3: The Importance of the Harmonization Approaches to Technical 
Regulations: Coverage of EU (15) Imports from Member in 1998, % 













EU Imports from Member States 
Austria 26.29 17.97  11.40 15.08  70.74  29.26 
Bel-Lux 30.03  10.62  13.74  19.25  73.64  26.36 
Denmark 24.98  17.39  16.54  13.95 72.86  27.14 
Finland 38.89  12.20  5.04  22.34  78.47  21.53 
France 30.74 11.12  17.32  14.14  73.32 26.68 
Germany 31.12  17.53  14.70  16.47 79.82  20.18 
Greece 17.28  5.60  29.65 6.72  59.25  40.75 
Ireland 22.06  9.45  32.34  20.73  84.58  15.42 
Italy 17.98  20.90  17.84  15.78  72.5  27.50 
Nether. 27.17  7.95  22.22 17.71  75.05  24.95 
Portugal 25.32  8.92  28.78  10.05  73.07  26.93 
Spain 39.73  8.86 11.31  11.26  71.16  28.84 
Sweden 33.91  16.43  10.45 18.21 79  21.00 
UK 21.29  14.08  24.61  16.71  76.69  23.31 
Intra-EU 27.91  13.39  18.14  16.03 75.47  24.53 
 
Sectors characterized by the new approach comprise relatively larger shares of EU 
imports from Italy (20%), Austria, Denmark, Sweden, Germany (17%), but are less im-
portant from Greece (5%), Portugal, Ireland, Netherlands and Spain (8%). Sectors that 
are prone to the old approach comprise the largest share of total EU imports, relatively 
to the other approaches. It is of particular importance for Spain, Sweden and Finland 
(over 30%).  
This table concludes that the removal of technical regulations varies by the different ap-
proaches and by EU members and there is considerable variation across EU members 
in the share of trade affected by technical regulations. However, we also recognize that 
this share is not only affected by differing national regulations but also by the level and 
composition of import volumes. 
2.  EU Approach to the Removal of Technical Barriers to Trade 
EU policy related to technical regulations and testing and certification requirements is 
currently based upon two approaches: enforcement of the mutual recognition principle   33
and, if this fails, the harmonization of technical standards across member states. Each 
approach will now be discussed in turn.  
2.1.  The Mutual Recognition Principle 
The basic EU approach to this issue of differences in national regulations is the princi-
ple of mutual recognition, which was developed on the basis of a European Court of 
Justice case law, the Cassis de Dijon and Dassonville judgments. The mutual recogni-
tion approach is based on the idea that products manufactured and tested in accordance 
with the technical regulations of one member state can offer equivalent levels of pro-
tection to those provided by corresponding domestic rules and procedures in other 
member states. Thus, once a product is legally certified for sale in any member state it 
is presumed that it can be legally placed on the market of any member state, and as 
such has free circulation throughout the whole of the Single Market. The application of 
the mutual recognition principle requires a degree of trust between different countries 
and regulatory authorities that another country’s regulation can offer equivalent levels 
of protection and that such regulations are effectively implemented ensuring that 
products actually conform to the requirements of the regulations. Hence, the principle 
of the mutual recognition plays a significant role in the internal market since it ensures 
free movement of goods (and services) without making it necessary to harmonize na-
tional regulations. ‘Mutual Recognition’ tends to apply where products are new and 
specialized and it seems to be relatively effective for equipment goods and consumer 
durables, but it encounters difficulties where the product risk is high and consumers or 
users are directly exposed.  
2.2.  Harmonization of Technical standards 
Where ‘equivalence’ between levels of regulatory protection embodied in national 
regulations cannot be presumed, the EU has sought to remove TBTs through agreement 
on a common set of legally binding requirements (= harmonization). Subsequently, no 
further legal impediments can prevent market access of complying products anywhere 
in the EU market. EU legislation on harmonizing technical specifications has involved 
two distinct approaches, the ‘old approach’ and the ‘new approach’.  
2.2.1.  Old Approach 
The initial approach adopted in the EU to harmonizing technical specifications was 
based upon extensive product-by-product or even component-by-component legislation   34
carried out by means of detailed directives. Now known as the ‘old approach’ this type 
of harmonization proved to be slow and cumbersome. In the 1980s the ineffectiveness 
of this approach was recognized when it became apparent that new national regulations 
were proliferating at a much faster rate than the production of harmonized EU direc-
tives (Pelkmans, 1987). This failure arose because the process of harmonization had 
tended to become highly technical as it sought to specify individual requirements for 
each product category (including components). This resulted in extensive and drawn-
out consultations.  In addition delays arose because the adoption of old approach direc-
tives required unanimity in the Council of Ministers. As a result the harmonization 
process proceeded extremely slowly. The old approach applies mostly to products 
(chemicals, motor vehicles, pharmaceuticals and foodstuffs) by which the nature of the 
risk is clearly apparent.  
2.2.2.  New Approach 
In an attempt to overcome the drawbacks of the ‘old approach’ to the elimination of 
technical barriers to trade, the Commission launched in 1985 its ‘New Approach to 
Harmonization and Technical Standards’, focusing on the need to reduce the interven-
tion of the public authorities and on accelerated decision-making procedures prior to a 
product being placed on the market. For example, a key element in the adoption of the 
‘new approach’ is that the Council on the basis of majority voting can adopt directives. 
The new approach applies to products, which have “similar characteristics” and where 
there has been widespread divergence of technical regulations in EU countries. What 
makes this approach ‘new’ is that it only indicates ‘essential requirements’ and leaves 
greater freedom to manufacturers on how to satisfy those requirements, dispensing with 
the ‘old’ type of exhaustively detailed directives. The new approach directives provide 
for more flexibility by using the support of the established standardization bodies, 
CEN, CENELEC (European Standardization Committee for Electrical Products) and 
the national standard bodies. The standardization work is achieved in a more efficient 
way, is easier to update and involves greater participation from industry. 
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