We construct four series of modular categories using the two-variable Kauffman polynomial. Three of them are obtained from pre-modular categories satisfying Bruguières' modularization criterion. We give an explicit description of modularization functors, which is valid when transparent simple objects are invertible. We compute the Verlinde formulas, and show that spin and cohomological refinements exist in symplectic categories.
Introduction
Modular categories are tensor categories with additional structure (braiding, twist, duality, a finite set of dominating simple objects and a non-degeneracy axiom). A modular category provides a Topological Quantum Field Theory (TQFT) in dimension 3 (see [15] ), and, in particular, invariants of links, tangles, and 3-manifolds.
In this paper we give an elementary construction of modular categories of types B,C and D, without use of the representation theory of quantum groups at roots of unity. Our method is based on the skein-theoretical construction of idempotents in the Birman-Murakami-Wenzl (BMW) algebras given in [2] . This work follows the program of Turaev and Wenzl [16, 17] . We give four specifications of parameters α and s (entering the Kauffman skein relation) which lead to different series of modular categories. In each case s is a root of unity, and ±α is a power of s. Each specialization may be interpreted in two different ways as a quantum group specialization. The level-rank duality appears naturally in our setting.
• We recover the symplectic and BC modular categories already obtained by Turaev and Wenzl. • We obtain two new series in the orthogonal case: one in the mixed odd-even orthogonal case, and one in the even orthogonal case. Both are constructed by using Bruguières' modularization procedure [6] (see also [11] ). • Except for the even orthogonal categories, we describe explicitly the representative sets of simple objects and state the Verlinde formulas, which give the dimensions of the TQFT modules. In the even orthogonal case, the complete description of the set of simple objects depends on a tricky computation which has still to be done.
The paper is organized as follows. In the first section we recall the main definitions and properties of the minimal idempotents in the BMW algebras constructed in [2] . In the second and third sections we construct the completed BMW category and use it in order to define five series of pre-modular categories. Studying transparent objects in these categories, we show that the symplectic categories are modular and three of the other four series satisfy Bruguières' modularization criterion. In the fifth section we describe modularization functors explicitly. Then we give the Verlinde formulas and discuss spin and cohomological refinements. In the last section we compare our results with the ones obtained by the quantum group method.
Conventions. The manifolds throughout this paper are compact, smooth and oriented. By a link we mean an isotopy class of an unoriented framed link. Here, a framing is a non-singular normal vector field up to homotopy. By a tangle in a 3-manifold M we mean an isotopy class of a framed tangle relative to the boundary. Here the boundary of the tangle is a finite set of points in ∂M, together with a non-zero vector tangent to ∂M at each point. In the figures, a convention using the plane gives the preferred framing (blackboard framing).
Acknowledgments. The first and the second authors thank, respectively, the Laboratoire de Mathématiques de l'Université de Bretagne-Sud in Vannes and the Mathematisches Institut der Universität Basel for their hospitality. The authors also wish to thank Alain Bruguières and Thang Le for explaining algebraic structures relevant to their constructions. This work was supported in part by the Sonderprogramm zur Förderung des akademischen Nachwuchses der Universität Basel.
1. Idempotents of BMW algebras 1.1. Kauffman skein relations. Let M be a 3-manifold (possibly with a given finite set l of points on the boundary, and a non-zero tangent vector at each point). We denote by S(M) (resp. S(M, l)) the k-module freely generated by links in M (and tangles in M that meet ∂M in l) modulo the Kauffman skein relations:
We suppose that k is an integral domain containing α ±1 , s ±1 and α−α −1 s−s −1 . We call S(M) the skein module of M.
1.2.
Birman-Murakami-Wenzl category. The Birman-Murakami-Wenzl (BMW) category K is defined as follows. An object of K is a disc D 2 equipped with a finite set of points and a non zero tangent vector at each point. Unless otherwise specified, we will use the second vector of the standard basis (the vector √ −1 in complex notation). If β = (D 2 , l 0 ) and γ = (D 2 , l 1 ) are two such objects, the module Hom K (β, γ) is defined as the skein module S(D 2 × [0, 1], l 0 × 0 ∐ l 1 × 1). Composition is given by stacking of cylinders. We will use the notation K(β, γ) for Hom K (β, γ) and K β for End K (β). The tensor product is defined by using j = j −1 ∐ j 1 :
where, for ǫ = ±1, j ǫ : D 2 ֒→ D 2 is the embedding which sends z to ǫ 2 + 1 4 z. The BMW category is a ribbon Ab-category (see [15] for the definitions). Using the ribbon structure we get traces of morphisms and dimensions of objects, for which we will use the terminology quantum trace and quantum dimension. We denote by f ∈ k the trace of f ∈ K β . The BMW categories defined using the parameters (α, s),
Let us denote by n the object of K formed with the n points {(2j − 1)/n − 1; j = 1, ..., n} equipped with the standard vector. Composition in the category K provides a k-algebra structure on K n = End K (n), and we get the Birman-Murakami-Wenzl (BMW) algebra.
The BMW algebra K n is a deformation of the Brauer algebra (i.e. the centralizer algebra of the semi-simple Lie algebras of type B,C and D). It is known to be generically semi-simple and its simple components correspond to the partitions λ = (λ 1 , ..., λ p ) with |λ| = i λ i = n − 2r, r = 0, 1, ..., [n/2]. This algebra is generated by positive transpositions and hooks (see e.g. [2] for the complete set of relations).
1.3. Idempotents. We denote by 2 λ the object of K formed with one point for each cell of λ. In [2] we have constructed minimal idempotentsỹ λ ∈ K 2 λ . Let us recall their main properties. 1) Branching formula:
; here h 1 denotes a hook inserted between the additional point and a point corresponding to the cell λ − µ, and λ = ỹ λ .
2) Braiding coefficient: Let i) µ − λ = c or ii) λ − µ = c, where the cell c has coordinates (i, j). Let cn(c) be the content of the cell c: cn(c) = j − i. Then
3) Twist coefficient: A twist of |λ| lines withỹ λ inserted contributes the factor α |λ| s 2 c∈λ cn(c) to the invariant.
4) Quantum dimensions:
Let n ∈ N and d ∈ Z, we set
Then the quantum dimension of λ is given by the following formula
Here, hl(i, j) denotes the hook-length of the cell (i, j), i.e. hl(i, j) = λ i +λ ∨ j −i−j+1, λ ∨ i is the length of the i-th column of λ and d λ (i, j) is defined by
In what follows, when it does not create ambiguity, we will suppress the indices α, s and denote by λ the quantum dimension of λ.
The formula (1) was first proved by Wenzl [18, Theorem 5.5] . In [2] we give an alternative proof by first establishing the recursive formula (3) below. This formula will be useful in order to determine which idempotents can be obtained in the non generic case.
Suppose that λ = (λ 1 , . . . , λ m ) is obtained from µ by adding one cell in the ith row. Let l be the number of pairwise distinct rows in the diagram µ. Then one can obtain l + 1 diagrams by adding a cell to µ, and l diagrams by removing a cell from µ. Let c 1 , . . . , c l+1 and d 1 , . . . , d l be the contents of these cells respectively. Denote by b 1 , . . . , b 2l+1 the scalars αs 2c 1 , . . . , αs 2c l+1 ,
and by b the value among b 1 , . . . , b l+1 corresponding to the diagram λ. We will use the notation
The idempotentsỹ λ are obtained recursively by lifting to the BMW algebra K n the corresponding idempotent y λ in the Hecke algebra. Suppose that k is a field, then y λ is defined provided the quantum integer [m] are not zero for m < λ 1 + λ ∨ 1 , andỹ λ can further be obtained provided for some µ ⊂ λ, |µ| = |λ| − 1,ỹ µ is defined and the coefficients µ : ν are not zero for every ν ⊂ µ ⊂ λ, |ν| = |µ| − 1 = |λ| − 2. This can be seen from the generic formula for the lifting s n : H n → K n . In fact it is easier to obtain a conjugate minimal idempotent, namely the path idempotent p t ∈ K |λ| , where t is a tableau with shapes λ(t) = λ and λ(t ′ ) = µ.
Completed BMW category
In this section we define the completed BMW category and provide a method to construct pre-modular categories out of it. Definition 2.1. Let C be a set of Young diagrams, such that the corresponding minimal idempotents exists. We define the completed BMW category K C as follows. An object of K C is a disc D 2 equipped with a finite set of points, with a trivialization of the tangent space at each point (usually the standard one), labeled with diagrams from C. Let β = (D 2 , l) = (D 2 ; λ (1) , ..., λ (m) ) be such an object. Then its expansion E(β) = (D 2 , E(l)) is obtained by embedding the object 2 λ (i) in a neighborhood of the point labeled by λ (i) , according to the trivialization. The tensor product y λ (1) ⊗ ... ⊗ỹ λ (m) defines an idempotent π β ∈ K β . We define Hom K C (β, γ) := π β K(E(β), E(γ))π γ . We will use the notation K C (β, γ) and K C β similarly as in K.
The duality extends to K C , and we obtain again a ribbon Ab-category. Observe that the dual of an object is isomorphic to itself in a non-canonical way. We denote by λ the object of K C formed by a disc with the origin labeled by λ. [15] is a ribbon Ab-category in which there exists a finite family Γ of simple objects λ (here simple means that u → u1 λ from k = End(trivial object) to End(λ) is an isomorphism) satisfying the four axioms below.
Definition 2.2. A modular category
1. (Normalization axiom) The trivial object is in Γ. 2. (Duality axiom) For any object λ ∈ Γ, its dual λ * is isomorphic to an object in Γ. 3. (Domination axiom) For any object V in the category there exists a finite decomposition 1 V = i f i 1 λ i g i , with λ i ∈ Γ for every i. 4. (Non-degeneracy axiom) The following matrix is invertible.
where S λµ ∈ k is the endomorphism of the trivial object associated with the (λ, µ)-colored, 0-framed Hopf link with linking +1.
If we remove the non-degeneracy axiom, we get the definition of a pre-modular category. A general modularization procedure for pre-modular categories, and a criterion for its existence are developed by Bruguières in [6] . In fact Bruguières considers abelian ribbon linear categories over a field k. Direct sums and sub-objects may be defined in our context, and in the case where the ring of endomorphisms of the trivial object is a field, Bruguières' results can be applied.
Our first aim is to construct from K C , where C depends on the specialization of parameters, pre-modular categories. The duality axiom is trivially satisfied here. Each partition in C defines a simple object in the completed category K C , because the corresponding idempotent is minimal. This produces an infinite number of nonisomorphic simple objects unless for some N, K one has 1 N+1 = 0 and (K+1) = 0.
We will proceed as follows. We fix the specialization of parameters such that 1 N+1 and (K + 1) vanish for some N, K > 0. Then for a convenient set C the quotient K C /Neg of the category K C by negligible morphisms will be a pre-modular category. (A morphism f ∈ Hom(α, β) is negligible if for any g ∈ Hom(β, α) f g = 0.) This is because the set of isomorphism classes of simple objects becomes finite and the domination axiom is guaranteed by the branching formula.
Let us consider the following system of equations 1 N+1 = 0 and (K + 1) = 0, with N and K minimal. The first one is equivalent to α = −s 2N+1 or α = ±s N−1 . We have to consider 3 cases.
The discussion of the second equation is similar. Note that quantum dimensions are unchanged if we replace s by −s −1 and interchange rows with columns. Here are the three cases.
We observe that, if 1 N+1 = K + 1 = 0 for some N, K, then s is a root of unity.
Pre-modular categories
In this section we find specializations leading to pre-modular categories. We consider the three cases corresponding to the vanishing of 1 N+1 , and discuss according to the order l of s 2 . From now on we suppose that the ground ring k is a field. The optimal choice will be a cyclotomic field.
3.1. The symplectic case. In this subsection let α = −s 2n+1 , n ≥ 1, and l > 2n + 1. (For n = 1 the specialized Kauffman polynomial is the Kauffman bracket, and we will recover the TQFT's obtained in [5] .) The formula for the quantum dimension can be simplified as follows (see [2, Prop. 7.6] , compare [7] ). Proposition 3.1. One has for a partition λ = (λ 1 , ..., λ n ),
If l is even, then the lowest K such that (K + 1) = 0 corresponds to the C k case, with l = 2n + 2k + 2 (α = s −2k−1 , and K = k).
If l is odd, then we suppose that s l = −1 (the case s l = 1 is the same because of the symmetry α,s = −α,−s ), and the lowest K such that (K+1) = 0 corresponds to the B k case, with l = 2n + 2k + 1 (α = s −2k , and K = 2k + 1).
C n,k category. Let us consider the specialization of parameters corresponding to the diagonal case C n -C k , i.e. α = −s 2n+1 = s −2k−1 , n, k ≥ 1, s is a primitive root of unity whose order is 2l with l = 2n + 2k + 2. We will use the following set of Young diagrams:
We can construct idempotents for each λ ∈ Γ(C n,k ). The category C n,k is defined as the quotient of the category K Γ(C n,k ) by negligible morphisms. Let λ ∈ Γ(C n,k ). If µ is obtained from λ by adding one cell, thenỹ µ can be defined. Moreover, if µ is not in Γ(C n,k ), then µ vanishes, and soỹ µ is negligible. This can be seen by using Proposition 3.1 and λ α,s = λ ∨ −α −1 ,s , or formula (3). By using the branching formula we deduce the domination property for the set Γ(C n,k ). Whence we have that C n,k is a pre-modular category.
CB n,k category. In the case of the C n -B k specialization, we put l = 2n + 2k + 1, n, k ≥ 1, choose s be a primitive root of unity of order 2l, and α = −s 2n+1 = s −2k . We proceed as above with
The category CB n,k = K Γ(CB n,k ) /Neg is also a pre-modular category by the same argument as above.
3.2. The odd orthogonal case. In this subsection we suppose that α = s 2n and l > 2n > 0 (the case α = −s 2n is the same because of the symmetry α,s = −α,−s ).
If l is even, then the lowest K such that (K + 1) = 0 corresponds to the B k case, with l = 2n + 2k (α = −s −2k , and K = 2k + 1).
If l is odd and s l = −1 then the lowest K such that (K + 1) = 0 corresponds to the D k case, with l = 2n + 2k − 1 (α = −s −2k+1 , and K = 2k).
If l is odd and s l = 1 then the lowest K such that (K + 1) = 0 corresponds to the C k case, with l = 2n + 2k + 1 (α = s −2k−1 , and K = k). We will give no detail for this BC n,k case which is symmetric to CB k,n .
We have the following specialized formula for the quantum dimensions (see [2, Prop. 7.6] ). Proposition 3.2. One has for a partition λ = (λ 1 , ..., λ n ) (which may have zero coefficients),
B n,k category. Here we consider the specialization α = s 2n = −s −2k , n, k ≥ 1, s is a primitive root of unity whose order is 2l with l = 2n + 2k. Let
We define the category B n,k as the quotient of the category K Γ(B n,k ) by negligible morphisms. Here we cannot proceed as we did before, because some idempotent in the branching formula for a partition λ with λ 1 + λ ∨ 1 = 2n + 2k is not defined. In this case we will use the lemma below, and obtain a decomposition of the identity of λ ⊗ 1 by using the branching formula forλ = (2k + 1 − λ 1 , λ 2 , ...) ≈ λ ⊗ (2k + 1). We get that Γ(B n,k ) is a set of dominating simple objects, and the category B n,k is pre-modular.
Here, and also in the next section, the objects corresponding to the line and to the column of the maximal length play a special role. We will show in Lemma 4.4 that they belong to the group of invertible objects, in which they have order 2. Therefore, the objects λ ⊗ (2k + 1) and 1 2n+1 ⊗ λ are simple for any λ.
Proof. There is an obvious morphism fromλ to λ ⊗ (2k + 1). One has to show that this morphism is non zero. We first consider the case where λ = (λ 1 ) has only one row and obtain the result by closing with the 'upside-down' morphism. The value of the closure is (2k + 1) = 1. In the general case, if we insert conveniently the isomorphism considered in the particular case between 1λ and 1 λ⊗(2k+1) , we obtain our non trivial morphism.
BD n,k category. In the case B n -D k , we put l = 2n + 2k − 1, s is a primitive root of unity of order 2l, and
. We define the category BD n,k and prove pre-modularity as we did above.
3.3. The even orthogonal case. In this subsection we suppose that α = s 2n−1 and l > 2n − 1 > 0.
If l is even, then the lowest K such that (K + 1) = 0 corresponds to the D k case, with l = 2n + 2k − 2 (α = −s −2k+1 , and K = 2k).
If l is odd and s l = −1 (the case s l = 1 is the same) then the lowest K such that (K + 1) = 0 corresponds to the B k case, with l = 2n + 2k − 1 (α = −s −2k , and K = 2k + 1).
We have the following specialized formula for the quantum dimension.
Proposition 3.4. One has for a partition λ = (λ 1 , ..., λ n ),
D n,k category. We consider the specialization corresponding to the diagonal D n -D k case. Here s is a primitive root of unity of order 2l, l = 2n + 2k − 2, n, k ≥ 1,
We define the category D n,k and prove pre-modularity as above.
In conclusion, we have obtained five series of pre-modular categories.
Theorem 3.5. For n, k ≥ 1, the five categories C n,k , CB n,k , B n,k , BD n,k and D n,k are pre-modular.
The level-rank duality. The isomorphism of BMW categories sending (α, s) to (−α −1 , s) and an over-crossing to a minus of an under-crossing extends to an isomorphism between these categories. The image of a simple object λ ∈ Γ(C n,k ) is λ ∨ ∈ Γ(C k,n ). This gives an isomorphism (over an automorphism of coefficients) between C n,k and C k,n , B n,k and B k,n , D n,k and D k,n ; between CB n,k and BC k,n , BD n,k and DB k,n .
Properties of pre-modular categories
We will first give some general fact about pre-modular categories. The material here follows [6, 1] . Let A be a pre-modular category and let Γ(A) be the set of isomorphism classes of its simple objects. We denote by ω A , or simply by ω if the context is clear, the Kirby color, i.e. ω A = λ∈Γ(A) λ λ. We use here the same notation as before for traces and dimensions. We suppose that A has no non trivial negligible morphisms (we quotient out by negligible morphisms if necessary). Here the dashed line represents a part of the closed component colored by ω. This part can be knotted or linked with other components of a ribbon graph representing the morphism. Note that the morphism is unchanged if we reverse the orientation of this closed component.
Proof. For c i , d j ∈ Γ(A), i = 1, ..., n, j = 1, ..., m, we put Identifying these modules along the isomorphisms we get a symmetrized mutiplicity moduleH λνµ * ; here only the cyclic order of colors is important. We will represent the elements ofH λνµ * by a circle with one incoming line (colored with µ) and two outgoing ones (colored with λ and ν), the cyclic order of lines is (λνµ). The modulẽ H µν * λ * is dual toH λνµ * . The natural pairing is non-degenerate. We denote by a i , i ∈ I λνµ * , a basis ofH λνµ * , and by b i the dual basis with respect to this pairing. We have
Using the above decompositions of the tensor product, we get the following. In the first and third equalities we used the branching formula, the second one holds by isotopy.
A more general statement is shown in [1] .
Such an object is also called a central object. Note that a category containing a non-trivial transparent simple object can not be modular, simply because the line in the S-matrix corresponding to the transparent object is colinear to the line of the trivial one. Proof. If λ is transparent, then this morphism is equal to ω A 1 λ , which is nonzero. If this morphism is nonzero, then it is equal to c1 λ for some 0 = c ∈ k. Then, for any ν ∈ Γ(A), we have
The second equality holds by the sliding lemma. Proof. We have to check the non-degeneracy axiom. Let us denote byS the matrix whose (i, j) entry is equal to the value of the 0-framed Hopf link with linking -1 and coloring of the components i, j. Then
SS = ω A I
where I is the identity matrix. To see this one should write the (i, j) entry of the matrix SS as the quantum trace of the i ⊗ j * colored band together with an ω Acolored meridian and to use the killing property. See the proof of Lemma 2.12 in [4] for more details.
Note that ω A = µ∈Γ(A) µ 2 is nonzero if A is one of the pre-modular categories of Section 3; the values of ω A are calculated e.g. in [7] . ii) The non-trivial transparent simple objects are 1 2n+1 , 2k + 1, 1 2n+1 ⊗ (2k + 1) in B n,k category; 2k, 1 2n , 1 2n ⊗ 2k in D n,k category; 2k, 1 2n+1 , 1 2n+1 ⊗ 2k in BD n,k category and 2k + 1 in CB n,k category.
The quantum dimensions of these objects are equal to one.
Corollary 4.5. The category C n,k with Γ(C n,k ) as a representative set of simple objects is modular.
Proof of the Lemma. A simple object λ is transparent if and only if for any (nonnegligible) µ in the branching formula for λ, the braiding coefficient given in subsection 1.3. is equal to one. Then i) follows.
ii) We verify that for each λ mentioned in the lemma all braiding coefficients are equal to one. Let us do it in the B n,k category for λ = 2k + 1. In this case, µ/λ = c, cn(c) = 2k and the braiding coefficient is α −2 s −4k = s −4n−4k = 1. Other cases can be done analogously. We see that there is no other transparent simple object in these categories. The quantum dimensions can be calculated directly using the following simplified formulas. Proof. It is sufficient to show that the transparent simple objects have order 2, i.e. any non-trivial transparent simple object t satisfies the equation: t ⊗ t ≈ trivial object. Clearly, t ⊗ t contains the trivial object and decomposes into a sum of transparent simple ones. Comparing the quantum dimensions on the left and right hand side of this decomposition formula we get the result.
Note. Any pre-modular category which associates invertible numbers to ±1-framed unknot colored by ω provides invariants of closed 3-manifolds.
Modularization
A process of constructing modular categories from pre-modular ones is called a modularization. Our reference for such construction is Bruguières' work [6] . See also [11] for an analogous development in the context of * -categories.
From now on our pre-modular categories are supposed to be abelian. Our categories in Section 3 have finite dimensional Hom sets, and if we extend them in a standard way by adding direct sums and by idempotent completing, we will obtain abelian categories. This could be avoided, but is more convenient in order to use Bruguières' results.
Definition 5.1. A modularization of a pre-modular category A is a modular category A together with a ribbon k-linear functor F : A → A which is dominant (i.e. any object of A is a direct factor of F (λ) for some λ ∈ Ob(A)).
Bruguières' criterion. Bruguières called a simple object i of A bad if for any j ∈ Γ(A), S ij = i j . The following fact was claimed in Corollary 3.5 of [6] .
Theorem 5.1 (Bruguières' criterion). Let k be an algebraically closed field of zero characteristic. Then a pre-modular category A is modularizable if and only if any bad object ı is transparent, its twist coefficient is 1 and ı ∈ N.
If A is modularizable, then its modularization is unique up to equivalence.
In fact, if ω A = 0 any bad object is transparent. This follows from the killing property. The twist coefficients of the transparent objects listed in Lemma 4.4 are equal to 1, except for the objects (2k + 1) and 1 2n+1 ⊗ (2k + 1) in the B n,k category, whose twist coefficients are (−1). Applying Bruguières' criterion, we conclude.
Corollary 5.2. The categories D n,k , BD n,k , CB n,k are modularizable and B n,k is not modularizable.
Remark. The category B n,k provides invariants of closed framed 3-manifolds (see [13] ). Here a framing is a trivialization of the tangent bundle up to isotopy. A choice of a framing is equivalent to the choice of a spin structure and a 2-framing (or p 1 -structure) on the 3-manifold.
We want now to describe the modularization functors. The main idea consists of adding morphisms to the pre-modular category, that make transparent simple objects isomorphic to the trivial one.
For the remainder of this section we consider a pre-modular category A with ω A = 0, whose transparent simple objects form a group G under tensor multiplication and have twist coefficients and quantum dimensions equal to one. This corresponds to Bruguières' particular case [6, Section 4] and to Müger abelian case [11, Section 5] . We will follow the description of the modularization functor given in the proof of [6, Lemma 4.3] . As before, let Γ(A) be the representative set of simple objects of A.
If A is self-dual (i.e. any object is isomorphic to its dual), then each invertible object of A has order 2. (Its square is simple and contains the trivial object). In this case, G is isomorphic to (Z/2Z) |T | , where T is the set of independent generators of G. This covers all cases considered in the previous sections.
In general, G is isomorphic to ⊕ p i=1 Z/k i Z, k i+1 |k i , and admits the following presentation by generators and relations: G ≈ {t 1 , ..., t p ; t k i i = 1, i = 1, ..., p}. We fix, for each i, a transparent simple object representing the ith generator of G and denote it by the same letter t i . Let T = {t 1 , ...t p } be the set of generating transparent simple objects. We denote by G T the set of representatives of G defined by T , i.e.
Furthermore, we choose for each i an isomorphism Φ i : t k i i ≈ trivial object. Let us define a category A ′ as follows. We set Ob(A ′ ) = Ob(A), we will however use the notation F for the functor from A to A ′ , and
For composition, we proceed as follows. Let f ∈ Hom A (X, Y ⊗W ), g ∈ Hom A (Y, Z⊗ W ′ ) with W, W ′ ∈ G T . Because objects of G T are transparent, we get a canonical isomorphism Ξ : Z ⊗ W ′ ⊗ W → Z ⊗ (⊗ i t n i i ). We define F (g)F (f ) := Ξ(g ⊗ 1 W )f , if for every i we have n i < k i ; otherwise we use isomorphisms 1 n i −k i ⊗ Φ i to reduce the exponents. Associativity results from the property
which is a consequence of
These are properties (F ) in [6] . We define the category A as the idempotent completion of A ′ . It results from [6, Section 4] that A is a modularization of A.
Remark. The category A is called sometimes a modular extension of A by G. Analogously, a modular extension of A by any subgroup G ′ of G can be constructed. This gives a pre-modular category with the group of transparent objects G/G ′ .
The next problem is to construct the set Γ( A) of simple objects of A. There is an action of the group G on the set Γ(A) of simple objects of A by tensor multiplication. For X ∈ Γ(A), the dimension of EndÃ(F (X)) is equal to the order d of the stabilizer subgroup Stab(X).
If Stab(X) is cyclic, then the algebra End A (F (X)) is abelian; it is isomorphic to the group algebra of Stab(X), and F (X) decomposes in the category A into d non isomorphic simple objects.
In the non-cyclic case it can be shown (cf. [11, Section 5] ) that End A (F (X)) is a twisted group algebra. The computation of the cocycle describing this twisted group algebra has to be done.
Generalized ribbon graphs. By Turaev's theorem [15, Ch. I, Theorem 2.5] the morphisms of a ribbon category A can be represented by colored ribbon graphs with coupons. More precisely there exists a functor from the category Rib A of colored ribbon graphs to the category A which respects the structures. We can extend the category Rib A by allowing that one of the ends of a band colored with an object t of T may be free. This means, it is connected neither to a coupon, nor to the source, nor to the target. An example is depicted below.
X t Y f
We obtain the extended category Rib T A , which is a ribbon category. Using the properties (5), (4), we can show that Turaev's functor extends to a functor from Rib T A to the modular category A. Remark. The modularization can be obtained from the (k-linear) category Rib T A by first quotienting by negligible and then completing with idempotents. Direct sums are not needed here. This process was sketched in [4] .
Modular categories CB n,k , BD n,k and D n,k . Applying the modularization procedure described above to the category CB n,k we get the modular category CB n,k with the following representative set of simple objects
The stabilizer subgroup for all elements of Γ( CB n,k ) is here trivial. In the BD n,k case, a simple object λ with λ 1 = k has Stab(λ) = Z 2 . The algebra End BD n,k (λ) is two-dimensional. It is generated by the tangle a λ having one free vertex colored by 2k. We normalize it such that a 2 λ = 1 λ . The minimal idempotents of End BD n,k (λ) are p ± λ = 1/2(1 λ ± a λ ). We define the simple objects λ ± by means of idempotentsỹ µ p ± λ . Their quantum dimensions are λ /2. As a result,
is the representative set of simple objects for the modular category BD n,k . In the D n,k case, the diagrams belonging to the set Γ 1 = {λ; λ 1 < k, λ ∨ 1 < n} have the trivial stabilizer. An object λ from Γ 2 = {λ; λ 1 = k, λ ∨ 1 < n λ 1 < k, λ ∨ 1 = n} has the stabilizer equal to Z 2 . We decompose it into λ ± analogously to the previous case. An object from Γ 3 = {λ; λ 1 = k, λ ∨ 1 = n} has the stabilizer of order 4. The algebra End D n,k (λ), λ ∈ Γ 3 , is either abelian or isomorphic to the algebra of 2 × 2 matrices.
In the first case, λ will decompose into the direct sum of four non isomorphic simple objects in the modular category D n,k . In the second case λ will produce one simple object in D n,k , which has multiplicity 2. It is a non trivial open problem to decide which alternative holds for a given λ. The answer may differ for distinct λ. To any λ ∈ Γ 3 correspond m λ ∈ {1, 4} simple objects in Γ( D n,k ). If m λ = 1, we denote the object byλ; if m λ = 4, we denote the objects by ± λ ± . Finally, the representative set of simple objects Γ( D n,k ) of the modular category D n,k is
Verlinde formulas
Recall that by Turaev's work any modular category A with a set Γ of simple objects gives rise to a TQFT. The dimension of the TQFT module associated with a genus g closed surface is given by the Verlinde formula:
In this section we calculate the dimensions of TQFT modules arising from the modular categories constructed above.
Let us introduce the notation [n] s = s n − s −n for n ∈ Z. Theorem 6.1. i) The genus g Verlinde formulas are d g (C n,k ) = (−(2n + 2k + 2)) n(g−1)
Here δ = (n, n − 1, . . . , 1).
ii) We have the following level-rank duality formulas.
Corollary 6.2. The Verlinde formula for C 2,1 calculates the number of the spin structures with Arf invariant zero on the surface of genus g: d g (C 2,1 ) = 2 g−1 (1 + 2 g ). 
Furthermore,
Here we used the bijection Γ(C n,k ) → T := {(l 1 , ..., l n ), n + k ≥ l 1 > ... > l n > 0} sending λ to λ + (n, n − 1, ..., 1). Substituting the last two formulas into (6) we get the result.
For the third formula we use that λ∈Γ(BD n,k )
This is because the action of the group Z 2 ×Z 2 of the transparent objects on {λ; λ 1 < k, λ ∨ 1 ≤ n} preserves the quantum dimension and λ ± = 1/2 λ . ii) By (2) we have for any p ∈ Z
The second formula can be shown analogously.
Refinements
In this section we construct spin and cohomological refinements of the quantum invariants arising from the modular category C n,k .
We work here in C n -C k specialization, i.e. α = s −2k−1 , s is a primitive 2lth root of unity, l = 2n + 2k + 2. Recall
Let us introduce a Z 2 -grading on the set Γ(C n,k ) corresponding to the parity of the order of diagrams. According to this grading, we decompose the Kirby element: ω = ω 0 + ω 1 .
Lemma 7.1. Let U ε (λ) be the ε-framed unknot colored with λ and ε = ±1. i) For kn = 2 mod 4, we have U ε (ω 0 ) = 0. ii) For kn = 0 mod 4, we have U ε (ω 1 ) = 0.
Proof. Let us call the graded sliding property the equality obtained from Figure 2 by replacing ω on the left-hand side by ω ν and ω on the right-hand side by ω ν+1 with ν = 0, 1. The proof of this identity can be adapted from the one of Lemma 4.1.
Using twice the graded sliding property, we can see that the morphism drawn below is nonzero only if λ = 0 or λ = k n . ν λ ω Then U 1 (ω ν ) U −1 (ω ν ) = H 1,0 (ω 0 , ω ν ) = (1 + α kn s nk(k−n) s lν ) ω ν (7) where H 1,0 (ω 0 , ω ν ) is the Hopf link whose ω 0 -colored component has framing 1 and ω ν -colored one is 0-framed. The first equality is due to the graded sliding property. In the second one we use the twist and braiding coefficients for λ = 0, k n and the fact that c∈k n cn(c) = nk 2 (k − n) .
Substituting the values of α and l into (7) we get the result.
The following statement is the direct consequence of this lemma and the construction of refined invariants described in [4, Section 4 ].
Theorem 7.2. The quantum invariants arising from the modular category C n,k can be written as sums of refined invariants corresponding to different spin structures if kn = 2 mod 4 and to Z 2 -cohomology classes if kn = 0 mod 4.
Comparison with the quantum group approach
The aim of this section is to compare pre-modular categories constructed in Section 3 with ones arising from the quantum group method. 8.1. Modular categories from quantum groups. We keep notation of [9] , [10] . Let (a ij ) 1≤i,j≤l be the Cartan matrix of a simple complex Lie algebra g. There are relatively prime integers d 1 , ..., d l in {1, 2, 3} such that the matrix (d i a ij ) is symmetric. Let d = max(d i ). We fix a Cartan subalgebra h of g and fundamental roots α 1 , α 2 , ..., α l in the dual space h * . Let h * R be the R-vector space spanned by the fundamental roots. The root lattice Y is the Z-lattice generated by α i , i = 1, ..., l. We define an inner product on h * R by (α i |α j ) = d i a ij . Then (α|α) = 2 for every short root α. The inner product normalized such that every long root has length two will be denoted by (.|.) ′ . We have (.|.) ′ = (.|.)/d. Let λ 1 , ..., λ l be the fundamental weights, then (λ i |α j ) = d i δ ij . The weight lattice X is the Z-lattice generated by λ 1 , ..., λ l . Let ρ = λ 1 + ... + λ l . The Weyl chamber is defined by C = {x ∈ h * R ; (x|α i ) ≥ 0, i = 1, ..., l} . Let us denote by α 0 (resp. β 0 ) the short (resp. the long) root in the Weyl chamber C.
Let U q (g) be the quantum group associated with g and q be a primitive root of unity of order r (notation coincides with [10, Section 1]). Let h ∨ be the dual Coxeter number. The case when r ≥ dh ∨ is divisible by d was mainly studied in the literature. In that case, simple U q (g)-modules corresponding to weights in
form a pre-modular category [8] . Here L := r/d − h ∨ is the level of the category. The quantum dimension of µ ∈ X is given by
its twist coefficient is v (µ+2ρ|µ) , where v 2 = q. The modularization of these categories was studied in [14] .
In the case when (r, d) = 1 and r > h (h is the Coxeter number), pre-modular categories can also be constructed [9] . The set of simple objects corresponds to weights in C ′ L = {x ∈ C; (x|α 0 ) ≤ L} with L := r − h. Le showed that if (r, d det(a ij )) = 1 the set of modules in C ′ L ∩ Y generates a modular category.
8.2.
Comparison of B cases. Any weight µ ∈ C of B n can be written in the form µ = λ 1 e 1 + ... + λ n e n , where (e i |e j ) = 2δ ij and half-integers λ 1 ≥ ... ≥ λ n ≥ 0 (compare [12, p.293] ). If λ i ∈ Z, i = 1, ..., n, the partition λ = (λ 1 , ..., λ n ) defines a Young diagram associated with µ. If at least one of λ i is a half-integer, we call µ a spin module. Our construction of simple objects can be considered as a quantum analog of the Weyl construction and it does not produce spin modules. Let us compare the quantum dimension and/or twist coefficient of a non-spin module µ and the corresponding Young diagram λ given by (8) and Proposition 3.2. They coincide if v 2 = q = s. We have β 0 = e 1 + e 2 . Set r = 2l = 4n + 4k as in our B n,k case. Then r is divisible by d = 2 and L = l − 2n + 1. We get C L ∩ X = {µ; λ 1 + λ 2 ≤ 2k + 1}.
Restriction of this set to non-spin modules gives the simple objects of the modular extension of B n,k by G ′ generated by 1 2n+1 .
Analogously, the category BD n,k can be interpreted as a quotient of the premodular category for B n at (4n + 4k − 2)th root of unity.
Our CB n,k category is isomorphic to the category CB n,k defined on a primitive lth root of unity s, l = 2n + 2k + 1, with α = s 2n+1 = s −2k and the same set of simple objects. To see this, send α → −α and s → −s. Therefore, we put r = l for CB n,k . Then (r, d) = 1, α 0 = e 1 and L = r − 2n = 2k + 1. We have C ′ L ∩ X = {µ; λ 1 ≤ k + 1/2}. We see that the quotient by spin modules of the pre-modular category for B n on (2n + 2k + 1)th root of unity coincides with CB n,k . 8.3. Comparison of C cases. Any weight µ ∈ C of C n is of the form µ = λ 1 e 1 + ... + λ n e n with (e i |e j ) = δ ij and integers λ 1 ≥ ... ≥ λ n ≥ 0. With any µ a Young diagram λ can be associated. Comparison of quantum dimensions gives v = s or r = l = 2n + 2k + 2 in C n,k case. Now L = r/2 − n − 1 = k, β 0 = 2e 1 and C L ∩ X = {µ; λ 1 ≤ k} coincides with Γ(C n,k ).
For CB n,k case we put r = l = 2n + 2k + 1, then (r, d) = 1. We have L = r − 2n = 2k + 1, α 0 = e 1 + e 2 and C ′ L ∩ X = {µ; λ 1 + λ 2 ≤ 2k + 1}.
8.4.
Comparison of D cases. Any weight of D n can be written in the form µ ± = λ 1 e 1 + ... + λ n−1 e n−1 ± λ n e n with (e i |e j ) = δ ij and half-integers λ 1 ≥ ... ≥ λ n ≥ 0.
Here we have v = s, d = 1, h ∨ = 2n − 2 and β 0 = e 1 + e 2 . Setting r = l = 2n + 2k − 2 as in D n,k we get
For non spin modules, this coincides with the set of simple objects of the modular extension of D n,k by G ′ generated by 1 2n . Let us consider the category DB n,k isomorphic to BD n,k . Here s is an lth root of unity, l = 2n + 2k − 1, α = s 2n−1 and Γ(DB k,n ) = {λ; λ 1 + λ 2 ≤ 2k + 1, λ ∨ 1 + λ ∨ 2 ≤ 2n}. We see that the modular extension of this category by G ′ as above coincides with the quotient by spin modules of the pre-modular category for D n with r = 2n + 2k − 1 and L = 2k + 1.
This shows that all pre-modular categories defined in Section 3 can be interpreted (in different ways) as arising from quantum groups. Furthermore, we see that by using non-spin modules of quantum groups of types B,C and D no other pre-modular categories producing non-trivial invariants can be constructed.
