Abstract. Given a right factor and a left factor of a Linear Partial Differential Operator (LPDO), under which conditions we can refine these two-factor factorizations into one three-factor factorization? This problem is solved for LPDOs of arbitrary order and number of variables. A more general result for the incomplete factorizations of LPDOs is proved as well.
Introduction
The factorization of Linear Partial Differential Operators (LPDOs) is an essential part of recent algorithms for the exact solution for Linear Partial Differential Equations (LPDEs). Examples of such algorithms include numerous generalizations and modifications of the 18th-century Laplace Transformations Method [24, 23, 21, 1, 2, 3, 4, 20] , the Loewy decomposition method [11, 12, 13] , and others.
The problem of constructing a general factorization algorithm for an LPDO is still an open problem, although several important contributions have been made in recent decades, and different approaches have been applied (see [11, 15, 14, 22, 23, 19, 6, 8, 7] and many others). Many of the recent approaches are concerned, in particular, with explaining the non-uniqueness of factorization: (irreducible) factors and the number of factors are not necessarily the same for two different factorizations of the same operator. This is commonly illustrated by the famous example of Landau [5] , where the second-order factor in the second factorization is hyperbolic and is irreducible.
On the other hand, for some classes of LPDOs factorization is unique. For example, there is no more than one factorization that extends a factorization of the principal symbol of the operator into co-prime factors [11] . Algebraic theories have been introduced to explain this phenomenon theoretically; see Tsarev [21] , Grigoriev and Schwarz [13] and most recently Cassidy and Singer [16] .
Some important methods of exact integration, for example, the Loewy decomposition methods mentioned above, require LPDOs to have a number of different factorizations of certain types. Also completely reducible LPDOs introduced in [11] , which become significant as the solution space of a completely reducible LPDO coincides with the sum of those of its irreducible right factors may require a number of right factors.
In earlier work [17] we have exhaustively studied families of factorizations for operators up to order 4, and described when the same operator has multiple factorizations of the same factorization type, to be more specific, when there exist an infinite number of factorizations of the same factorization type, meaning having the same symbols of the factors. The first non-trivial example of such families of order 4 has been found: Example. [17] The following is a fourth-order irreducible family of factorizations:
where α, β = 0. Note that the first two factors commute. So the operator D xxyy has a family of factorizations, and every factorization of the family is of the same factorization type (X)(Y )(XY ), that is the highest order terms in the first, the second and the third factors are D x , D y and D xy correspondingly.
In recent work [10] non-uniqueness of a different kind is addressed. There, we considered factorizations of different factorization types, and by using invariants proved that a third-order bivariate operator L has a first-order left factor of the symbol S 1 and a first-order right factor of the symbol S 2 , where gcd(S 1 , S 2 ) = 1 if and only if it has a complete factorization of the type (S 1 )(T )(S 2 ), where T = Sym(L)/(S 1 S 2 ). Further investigations in the same paper show that a third-order bivariate operator L has a first-order left factor F 1 and a first-order right factor F 2 with gcd(Sym(F 1 ), Sym(F 2 )) = 1 if and only if L has a factorization into three factors, the left one of which is exactly F 1 and the right one is exactly F 2 . Example. [10] The existence of two factorizations for an LPDO,
implies the existence of the "complete" factorization of A,
On the other hand, if the condition gcd(Sym(F 1 ), Sym(F 2 )) = 1 fails, then it can happen that the "complete" factorization does not exist. Example. [10] (
while D x D y + 1 has no factorization at all.
In the present paper we have generalized the result of [10] to the case of LPDOs of arbitrary order and of arbitrary dimension. Moreover, a more general statement has been formulated and proved for incomplete factorizations of LPDOs. We describe the results in terms of common obstacles, which we have introduced in [19] .
Preliminaries
Consider a field K of characteristic zero with commuting derivations ∂ 1 , . . . , ∂ n , and the corresponding non-commutative ring of linear partial differential operators
. . , D n commute with each other, but not with elements of K. We write multiplication in
where When considering the bivariate case n = 2, we use the following formal notations:
For an operator L = 0 of the form (2.1) the homogeneous commutative polynomial
in formal variables X 1 , . . . , X n is called the (principal ) symbol, and if L = 0, the symbol is defined to be zero. Vice versa, given a homogeneous commutative polynomial S ∈ K[X] in the form (2.2), we define the operator S ∈ K[D] as the result of substituting D i for each variable X i .
Main Result
and Sym(L) = S 1 . . . S k , let us say that the factorization
For the second-order hyperbolic LPDOs, which have normalized form
where a, b, c ∈ K, it is common to consider their incomplete factorizations:
where h = c − a x − ab and k = c − b y − ab are invariants of (3.1) with respect to gauge transformations, L → g −1 Lg, g = 0, g ∈ K and are called the Laplace invariants. This is an element in the foundation of the classical Laplace-DarbouxTransformations Method [9] .
In [18, 19] a generalization of this idea is suggested. Thus, for A ∈ K[D] with Sym(A) = S 1 . . . S k , we call [18, 19] an LPDO R ∈ K[D] a common obstacle to factorization of the type (S 1 )(S 2 ) . . . (S k ) if there exists a factorization of this type for the operator A − R, and R has minimal possible order.
The following example demonstrates different possibilities for common obstacles and incomplete factorizations.
Example. Consider the LPDO
1. Unique common obstacle and unique incomplete factorization. Consider factorizations of A 4 of the factorization type (X 2 )(Y 2 ). Assume that the order of common obstacles is one or less (if we come to a contradiction, we have to search then for higher-order common obstacles), and search for common obstacles in the form R 1 = p 1 D x + q 1 D y + r 1 , where p 1 , q 1 , r 1 ∈ K. Thus, for some l 10 , l 01 , l 00 , f 10 , f 01 , f 00 ∈ K we have
Comparing the corresponding coefficients we have l 10 = l 01 = l 00 = f 10 = f 01 = f 00 = 0, p 1 = q 1 = r 1 = 1, that is, there is a unique common obstacle and a unique incomplete factorization of the factorization type (X 2 )(Y 2 ),
Infinitely many common obstacles and incomplete factorizations. Consider factorizations of A 4 of the factorization type (X)(XY 2 ). Again assume that the order of common obstacles is one or less, and search for common obstacles in the form R 2 = p 2 D x + q 2 D y + r 2 , where p 2 , q 2 , r 2 ∈ K. Thus, for some m 00 , g ij ∈ K we have
Comparing the corresponding coefficients we have g 02 = −m 00 , g 20 = g 11 = g 10 = g 01 = 0, q 2 = 1, p 2 = 1 − g 00 , r 2 = 1 − m 00 g 00 − g 00x , while m 00 satisfies m 2 00 + m 00x = 0, and g 00 is a free parameter. Thus, we have
3. Unique common obstacle and infinitely many incomplete factorizations. Consider factorizations of A 4 of the factorization type (X)(X)(Y 2
The following lemma is used for the proof of Theorem 3.2.
where either R = 0, or Sym(R) is not divisible by Sym(M ). Here R is the remainder of the incomplete factorization. 
is either zero or not divisible by Sym(M ), we stop and let N = N 2 , R = Q 2 . Otherwise, we continue in the same manner. Since we clearly have ord(Q 2 ) < ord(Q 1 ) < ord(L), and in general, ord(Q i+1 ) < ord(Q i ), this process must stop after a finite, say n, number of steps, and we have L = M • N + R, where Sym(N ) = S 2 and Sym(R) is either zero or is not divisible by Sym(M ).
and Sym(A) = S 1 · S 2 · S 3 . It is easy to see that every common obstacle to factorization of the type (S 1 )(S 2 )(S 3 ) is the remainder for some incomplete factorization of the type (S 1 S 2 )(S 3 ) and so it is for some incomplete factorization of the type (S 1 )(S 2 S 3 ) (the order of the common obstacles for a factorization of the type (S 1 S 2 )(S 3 ) (resp. (S 1 )(S 2 S 3 )) can be smaller that of the common obstacles for a factorization of the type (S 1 )(S 2 )(S 3 ). In general, the inverse statement is not true for it is more difficult to find a factorization into more factors.
The following theorem states that under some conditions, common obstacles to factorization into two factors are the same as those into three factors.
and suppose Sym(A) = S 1 S 2 S 3 , with gcd(S 1 , S 3 ) = 1. Let U , V and W be respectively the sets of common obstacles to factorizations of A of the types (S 1 )(S 2 S 3 ), (S 1 S 2 )(S 3 ), and (S 1 )(S 2 )(S 3 ). Suppose V (resp. U ) is non-empty and the order of common obstacles in V is less than ord(S 3 ). Then W is non-empty and V = W .
Proof. Let R 1 ∈ V be any common obstacle of type (S 1 S 2 )(S 3 ). Then we have
where Sym(L) = S 1 S 2 , Sym(F ) = S 3 . Similarly, let R 2 ∈ U , ord(R 2 ) < ord(S 3 ) be a fixed remainder with respect to an incomplete factorizations of A of type
where
where Sym(N ) = S 2 and Sym(R) is either zero or is not divisible by Sym(M ). We now claim that R = 0. Combining (3.3), (3.4), (3.5), we have
Since the orders of R 1 , R 2 are both less than the order of F , if R were not zero, the symbol on the left side of the last equation would be that of R • F , which would imply that Sym(R) is divisible by Sym(M ) because gcd(S 1 , S 3 ) = 1. Hence R = 0, showing that A = M • N • F + R 1 is an incomplete factorization of type (S 1 )(S 2 )(S 3 ) with remainder R 1 . We now show R 1 is a common obstacle for that type. This follows easily since if
and hence ord(R 0 ) ≥ ord(R 1 ). This completes the proof that V ⊆ W , which is thus non-empty also. If furthermore, R 0 ∈ W , then since we have shown that R 1 ∈ W for any R 1 ∈ V , it follows that ord(R 0 ) ≤ ord(R 1 ) and hence R 0 is also of minimal order as a remainder of type (S 1 S 2 )(S 3 ), or in other words, R 0 ∈ V . This shows that V = W .
Example. In Theorem 3.2, take A to be A 4 from (3.2), and take S 1 = X, S 2 = X, and S 3 = Y 2 . As we showed in the examples before Theorem 3.2, the orders of common obstacles of the types (S 1 S 2 )(S 3 ) and (S 1 )(S 2 S 3 ) are 1, which is less then the order of S 3 . The theorem implied that the sets of common obstacles to factorization of the types (S 1 S 2 )(S 3 ) and (S 1 )(S 2 )(S 3 ) are the same, which accords with our computations in the examples before Theorem 3.2.
Example (Assumptions on the orders of common obstacles are necessary). Consider operator A 4 from (3.2), where Sym(A) = X 2 Y 2 . Let S 1 = X 2 , S 2 = S 3 = Y . Then gcd(S 1 , S 3 ) = 1. It was shown (example before Theorem 3.2) that with respect to the type (S 1 )(S 2 S 3 ) = (X 2 )(Y 2 ), the operator R 2 = D x + D y + 1 is the unique common obstacle. Using similar methods, it can be shown that with respect to the type (S 1 S 2 )(S 3 ) = (X 2 Y )(Y ), the operator R 1 = D x + 1 is a common obstacle. Here the hypothesis of Theorem 3.2 is not satisfied, because ord(R 1 ) = ord(R 2 ) = ord(S 3 ) = 1. It can also be shown that with respect to the type (S 1 )(S 2 )(S 3 ) = (X 2 )(Y )(Y ), the only common obstacle is R 0 = D x + D y + 1. Clearly, R 1 = R 0 cannot be a common obstacle of type (S 1 )(S 2 )(S 3 ). We note that N = D y , R = 1 in this example.
, an LPDO A have two factorizations into two factors:
where gcd(Sym(F ), Sym(M )) = 1. Then there is a factorization of A into three factors:
Proof. The first statement is implied from that of Theorem 3.2. For the second (the one which is in the brackets) we apply properties of the formal adjoints of LPDOs.
Example (Fourth Order LPDO). Let
and F = D y + x 2 , M = D x + xD y , and
A has a factorization into three factors. 
Conclusions
The main result of the paper formulated in Theorem 3.2 provides a simplification of the overall picture of factorization of LPDOs.
Appendix
Below is an example of how the direct approach and the approach based on Theorem 3.2 are different when it comes to computations.
Let us search for factorizations of the type (X)(XY )(Y ) for a bivariate fourth-
where m, n 10 , n 01 , n 00 , f ∈ K. Equating the corresponding coefficients, we have a 30 = a 03 = 0, n 10 = a 21 − f , n 01 = a 12 − m, n 00 = mf − ma 21 − f a 12 − f x − (a 21 ) x + a 11 , and Thus, when algebraic manipulations only are used the difference between the two approaches applied to the given problem is as follows. Instead of the non-linear Partial Differential Equation (PDE) in two unknown variables f and m, (5.2) that we have in the first (direct) approach, the second approach implies a non-linear PDE in variable f , (5.4) and another one in variable m, (5.3) . In other words, the second approach gives separation of variables.
