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Let R be a Dedekind domain, G a finite group of automorphisms of R, and A 
an ambiguous ideal of R i.e., wt = A for all (I E G. The Tate groups F(G, A) 
are considered as RG-modules. A localization theorem is proved and the precise 
RF-module structure determined in a particular case. In addition some remarks 
are made concerning cohomological triviality. 
1. INTRODUCTION 
Let R be a Dedekind domain and let G be a finite group of auto- 
morphisms of R. An ideal A of R is called an ambiguous ideal if A is fixed 
by the action of G i.e., if oA = A for every u E G. In that case the Tate 
groups H”(G, A) are defined. We set S = RG and L = KG. It is well known 
that S is a Dedekind domain, that L is its field of fractions, and that R is 
the integral closure of S in K. In [2, 3, 61 the structure of the groups 
Hn(G, J2) was considered when K is an algebraic number field and R is its 
principal order and in [5] Ullom considered the case of an arbitrary 
Dedekind domain which has finite residue fields. In this paper we look at 
the groups H”(G, A), with no restriction on R, from the point of view of 
finding their structure as S-modules. The main result proved is that when 
G is cyclic and R is free as an S-module then H1(G, A) can be described 
precisely as an S-module in terms of certain invariants of G. This is done 
in Theorem 2. The proof requires a localization result, which is just 
Theorem 1. Our proof of Theorem 1 uses only the rudiments of the 
theory of cohomology of groups. Using a bit more, namely, the so-called 
semilocal theory, one could prove a generalization of 12, Theorem l] 
exactly on the lines used there by Lee and Madan. Conversely, having 
proved such a generalization one can recover our Theorem 1 without 
undue difficulty. We offer our proof here because of its elementary nature 
and its naturalness, given the statement of our result. 
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In Section 3 we make some remarks on the results of [2, 51 concerning 
the cohomological triviality of A as a G-module. 
2. fP(G,A) AS RG-Mo~u~~s 
Let R be a Dedekind domain and G a finite group of automorphisms of 
R. Let K be the field of fractions of R. We set S = RG and L = KG. For 
the sake of completeness we mention the following result (cf. [7]). 
LEMMA 1. S is a Dedekind domain. L is its field offractions, and R is the 
integral ciosure of S in K. 
LEMMA 2. Let A be an ambiguous ideal of R. Then there exists a 
finitely generated torsion S-module N which is also a G-module with the 
property that Hn(H, A) z Hn(H, N) for every integer n and for every 
subgroup H of G. 
Proof. Exactly the same as the proof of [5, Lemma 11. 
COROLLARY. H*(G, A) is a finitely generated torsion S-module for 
every n. 
We recall that with a finitely generated torsion S-module A4 we can 
associate an ideal of S, called the norm of A4, say Norm(M), as follows: 
Let A4 = MO 1 MI 3) ... 3 M, = (0) be a decomposition series for M. 
Each factor M,-,/Mi is S-isomorphic to S/pi , where pi is a prime ideal of 
S, 1 < i < r, and the norm of M is just nl, pi . 
LEMMA 3. If G is cyclic then Norm(H”(G, A) is the same for all n. In 
particular HO(G, A) = (0) if and only if H1(G, A) = (0). 
Proof Let (T be a generator of G and let N be the S-module of Lemma 2. 
The lemma follows by computing norms in the exact sequences 
O-tNG-+N*(o- l)N-tO, 
O+F-+N- To(N)-+0 
(where F consists of the elements of N annihilated by To) since the groups 
H”(G, A) are periodic. 
LEMMA 4. Suppose R is tamely ramt$ted over S = RC where G is an 
arbitrary finite group. Then A is cohomologically trivial. 
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Proof. If R is tamely ramified over S and H < G then R is tamely 
ramified over RH and AH = T,(A) where TH is the trace from R to 
R* [S]. So H”(H, A) = (0) and the lemma follows in the case that G is 
cyclic from Lemma 3. From a general result [4, p. 152J it is enough to 
prove that HO(G, A) = H1(G, A) = (0) when G is a p-group. We have 
just seen that HO(G, A) = (0) follows from the fact that R is tamely ramified 
over S. To prove Hl(G, A) = (0) we use induction on r where j G ( = pT. If 
r = 1 we are done by the first part of the proof. If r > 1 take N 4 G, 
( N ( = ~~-1. Then 
0 + H’(G/N, AN) Inf_ H’(G, A) -=+ Hl(iV, A) 
is exact and the result follows from the induction hypothesis. 
For a prime ideal p of 5’ we use S, to denote the local ring of S at p so that 
S, consists of all elements of L which can be expressed as a/b where a ES, 
b E S - p. We write R, for the integral closure of S, in L i.e., R, consists 
of all elements of K which can be expressed as a/b where a E R and b E 
S - p. Of course S, is a discrete valuation ring. If A is an ambiguous 
ideal of R we set A, = AR, so that A, is an ambiguous ideal of R, . Let 
Tc be the trace from K to L and let W be the set of prime ideals of S which 
ramify wildly in R. We note here that if A is a fractional ideal then one can 
find c E S such that CA is integral; clearly A and CA are isomorphic SG- 
modules and so we may assume from the beginning that A is an integral 
ideal. 
THEOREM 1. For each n in Z we have the following isomorphism of 
S-modules: 
H’TG, A) z c 0 H”(G, Ap). 
VEW 
We shall prove the theorem by means of a sequence of lemmas. Let X 
be the standard G-complex and let C”(G, A), B*(G, A), Z*(G, A) have the 
usual meanings; we note that the coboundary operator a is S-linear. Now 
H”(G, K+) = 0 for every n E Z and since every element in K can be written 
as a fraction a/b, where a E A and b E S, it is clear that iff E Zn(G, A) then 
f = (l/c) ag, where c E S and ag E B”(G, A). Put I(f) = all c E S such that 
cf E Bn(G, A); clearly I(f) is an ideal of S and is in fact the order ideal of 
f mod Bn(G, A). Similarly we define the ideal Ip(f) in S, for an element 
f E Z”(G, Ap). We consider C”(G, A) C Cn(G, Ap). 
LEMMA 2. If f e Zn(G, A) then I,(f) = I(f) S, . Furthermore if 
p $ W then p does not divide I(f). 
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Proof. It is clear that Z(f) S, C G(f). Conversely let a E Z+,(f), Q # 0, 
so that f = (l/a) a$, a$ E B”(G, A&, Write 4 = (l/c) $1 where & E 
C+l(G, A) and c E S - p. Write a = a,/& where a, E S, b1 E S - p. Then 
f = (l/ale) a@,&) so that a,c E Z(f) and so a E (l/b+) Z(f); i.e., a E Z(f) S, . 
Suppose now that p $ W. Then by Lemma 4, f?(G, AJ = (0) and so 
f E B”(G, A+,) i.e., ZJ”) = (1). From the first part of the lemma we can 
conclude that p does not divide Z(f). 
LEMMA 3. Let pl, p2 ,..., pw be distinct prime ideals of S. Let 
fi E Z”(G, Apt), i = 1, 2 ,..., w. Then there exists f E Zn(G, A) such that 
f -fi E B”(G, Apt), i = I, 2 ,..., w. 
ProoJ We can write & = (11~~) +$, where & E C”-‘(G, A) and 
7~~ E S is a generator of Zpi(fi). Now for a given i we can solve (in S) the 
congruences x I I (mod pJ, j # i, x E 7~~ (mod pCN). If N is large enough 
we get xSp, = .rriSpi and so we may assume from the beginning that 
-rrjrI(modp,) when j#i,l <i,j<w. Let ~~~~~~~~~~~ and let 
& = (n-jni) +i E CT”-l(G, A) so that fl = (l/n) a$, . Put # = xy=, I& E 
Cn-‘(G, A) and definef = (l/r) a$. Then 
Since 7~~ = 1 (p,) when j # i we can conclude that f -fi E B*(G, A,), 
1 <i<w. 
We can now conclude the proof of Theorem 1. Define 
F : H”(G, A) --t c @ Hn(G, A& 
PEW 
by F(f mod B”(G, A)) = (fmod B”(G, A&..,fmod B”(G, AP,), where 
w = bl ,...’ pJ. It is clear that F is well defined and a S-homomorphism. 
Also F is surjective by Lemma 3. Finally if FCfmod Bn(G, A)) = 0 then 
ZJf) = (1) for all p in W and so, by Lemma 2, Z(f) = (1). Thus 
f~ Bn(G, A) and F is injective. The proof of Theorem 1 is complete. 
Suppose now that G is cyclic. Then H’(G, A) is the quotient of two S- 
modules of rank n - 1 where n = [G : l] and so by a general theorem on 
modules over Dedekind rings we have 
where CJ r, u2 ,..., u,,-~ are integral ideals of S such that u1 1 u2 , Us / ox , etc 
In Theorem 2 we determine explicitly ideals of this type when A is a free 
S-module. Now in that case A yields a set of S-equivalent representations 
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of G by n x n matrices. If a is a generator of G and 4 is one of these 
representations then 1+4(u) - I has rank n - 1 where I is the n x n identity 
matrix, and we set m&4) = the ideal in S generated by the i-rowed minors 
of #J(U) - 1, 1 < i < n - 1. Then m&4) divides m++,(A) and we set 
d,(A) = m,(A), dj+,(A) = mj+l(A)/mj(A) for i = 1, 2,..., n - 2. These 
ideals are clearly independent of the particular representation r$ used in 
their construction. 
DEFINITION. The ideals d,(A), d,(A),..., d,JA) of S will be called the 
Smith ideals associated with A. 
THEOREM 2. Let G be cyclic and let A be free as a S-module. Let 
d,(A), 4(A),..., dnel(A) be the Smith ideals associated with A. Then 
WG, A) = S/&(A) 0 S/d,(A) @ -.. @ S/d,-,(A). 
Proof. Because of Theorem 1 we can assume that S is a discrete 
valuation ring with unique maximal ideal p, say. We now set some nota- 
tion. If x E S and XS = p’ we write ord(x) = r. If m is a position integer 
let S” be the set of all m-tuples of elements from S. If u is a generator of 
G and w = (wl ,..., w,) is a S-basis for A write (~wr ,..., UW,) = 
(Wl 1*.-Y w,) P or more briefly aw = wP. We set w’ = (wl ,..., w,-r). If 
x E A we can write x = w * 9, where z E P, and then crx = wAzt, TG(x) = 
wCzt, where C = Cylt Pi. We let T,(A) = a& AC = bS and set d = 
a/b E S. Let 9 = kernal in A of TG and A = (u - 1) A, so that 
HI(G, A) E Y/A. Finally let the characteristic of S be p. 
Suppose first that A = g @ AC, a direct sum of GS-modules. Then if 
w1 ,..., w,-~ is a S-basis for 9 and w, is a S-basis for AC we get A = (: 10) 
where BE M,-,(S). If follows at once that 5 consists of all w’ . zt 
where z E P-l while A consists of all w’(B - 1) zt. If diag{d, ,..., dael} is 
the Smith normal form of (B -I) we get P(G, A) g S/d,S @ *.a @ 
S/d,-J and we are done since then the Smith normal form of (A - I) is 
diag(d, ,..., d,-, , O}. 
From now on we assume that AC is not a direct summand of A as a 
GS-module. In that case we show that the basis w of A can be chosen to 
satisfy the following statements. 
(i) w, and b are associates in S. 
(ii) uw’ = w’B + bx, where B E M&S) and x E P--l, x # 0. 
(iii) T,w’ = by, where y E P-l and y(B - I) + nx = 0; 
(iv) y = (d, O,..., 0) if p does not divide n. 
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First, since S is a principal ideal domain we can choose w so that 
AC = Stw, , t E S. But then it is easy to see that t is a unit so that AC = 
SW, = Sb i.e., w, and b are associates. Statement (ii) follows at once. Then 
T,w’ = w’ c&r Bi + by where y E ,P1. But T,(A) C AC = Sb and so 
XT:,’ Bi == 0 i.e., Tcw’ = by. Of course T&o - 1) w’ = 0 and therefore 
y(B - I) 7m nx = 0. Now let y = ( y, ,..., Y,-~) and suppose e is the 
greatest common divisor of y1 ,..., ynsl . There is a unimodular matrix V 
over S such thatyV = (e, O,..., 0). Using Vto effect a change of basis we see 
that we may assume from the beginning that y = (e, O,..., 0). It is next 
shown that we may also assume that ord(e) < ord(n) when (n, p) = I. 
Suppose in fact that ord(e) > ord(n). Let u = y/n = (ur ,..., u,-~) say. 
Replace 9i by the S-submodule of A generated by w1 - bu, ,..., u’,-~ - 
bunpI . and writing w1 ,..., w,-~ for this basis again we get 
uw’ = w’B + b[u(B - I) + x], TGw’ = by. 
But u(B - I) + x = (l/n)[ y(B - I) + nx] = 0 from which it follows 
that AC is a direct summand of A as SG-modules. This contradicts our 
assumption. Thus ord e < ord n and so aS = T,(A) = (e, n) w,S = ebs 
i.e., e = a/b = d. 
Suppose now that p > 0 and p divides n. We can assume that y = 
(e, O,..., 0). Then from statement (iii) above we see that the first row of 
P - Z is 0 so that A - Z is (“, z), where D E M,-,(S). Also 7 consists of 
all w zf, where z1 = 0. It follows that ZP(G, A) s Y/A G S/d,S @ 
... @ S/d,& where diag{d, ,..., dnel} is the Smith normal form of D. But 
this proves the theorem since the Smith normal form of A - Z is just 
diag(d, ,..., d,-, , O}. 
Finally we suppose n is not divisible by the characteristic p. If then the 
characteristic is positive the preceding arguments show that AC is a direct 
summand of A as a SG-module and so we are done. In any case Y- consists 
of all w . ut, where u = (ii, u,) = (ul ,..., u,-r , u,) E Sn and M(i7, u) 
(say) = du, + nu, = 0. (1 consists of all w’(B - I) 8 $ w,x * Et where 
V E S-l. We set X = all elements of the form w’(B - Z) I + z,w, , 
where 5 E 9-l and z, ES, and proceed to show that A = & n .7. The 
inclusion II C 2 n Y is clear. Conversely suppose fo &’ n Y and 
write f = w’(B - Z) Zt + z,w, . Since f E F we have M((B - Z) 2, z,) = 0 
i.e., y(B - I) it + nz, = 0 where y = (d, 0 ,..., 0). But y(B - I) + nx = 0 
and so z, = x .?. Thus x E (1. It follows that ZP(G, A) g 2 + S/2. 
Now a typical element of 2 + Y has arbitrary last coordinate while 
the first n - 1 coordinates look like (B - Z) 2 + 9; here 5 = (zl ,.... 
z,-J is arbitrary but a = (ul ,..., u,-~) is subject to the condition u1 = 
0 (mod n,ld). But statements (iii) and (iv) above force B - I to have a first 
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row each entry of which is divisible by n/d. It follows that # + 9 consists 
of all w * zt, where z, is a multiple of n/d. Let E be the (R - 1) x (n - 1) 
matrix which coincides with B - I everywhere except that the first row of 
B - I is replaced by d/n (first row of B - I). Then we have 
where diag(d, ,..., d& is the Smith normal form of E. However, A - I = 
(“; 3 and from statements (iii) and (iv) again x = -d/n (first row of 
B - Z). It follows at once that the Smith normal form of A - I is 
diag{d, ,..., dnwl , 0} and the proof of Theorem 2 is complete. 
3. REMARKS ON COHOMOLOGICAL TRIVIALITY OF A 
In conclusion we show how [5, Theorem 21, which was proved under 
the assumption of finite residue fields, is still true without this restriction. 
Here again G is an arbitrary finite group of antomorphisms of a Dedekind 
domain R, and A is an ambiguous ideal. If P is a prime ideal of R let V(P) 
be the first ramification group i.e., V(P) = (u E G \(o - 1) R C P”). Again 
W is the set of primes of S which ramify wildly in R. 
THEOREM 5 (Ullom). The following statements are equivalent. 
(i) For each prime p E W there exists a prime P of R above p such that 
HO(V(P), A) = (0). 
(ii) For each prime p E W and all primes P of R above p we have 
HO(V(P), A) = (0). 
(iii) A is cohomologically trivial as a G-module. 
The only part of Ullom’s proof that needs revising is the following 
assertion. If G is a p-group and HO(G, A) = (0) then A is cohomologically 
trivial as G-module. In view of [4, p. 1521 we only have to show that 
fl(G, A) = (0). By Theorem 1 we may assume S is a discrete valuation 
ring with maximal prime ideal p. If the characteristic of S/p is positive and 
different from p we are done. If the characteristic of S/p is 0 then R is 
tamely ramified over S and we are done by Lemma 4. Suppose then that 
p = characteristic of S/p. Now by Lemma 2, A has the same cohomology 
as a finitely generated torsion S-module N and when G is cyclic 
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H”(G, N) = 0 implies W(G, N) = 0 since these groups have the same 
norm. Then Hoechsmann’s inductive argument [l] goes through and we 
can conclude that W(G, A) = 0 when G is a p-group. 
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