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PREFACE
Sincethe era we aregoing throughmay be namedas the informationera, the
productionof information,by all means,is the issue.What is more importantIS, the
protectionof theinformationproduced.
Protectionis neededin two cases;the first one is thedesireto keeptheoriginal
informationfrom being alteredby unauthorizedor ill-willed people who may have
interceptedit.Thesecondis thedesiretokeeptheinformationtotallysecret.
The bestway to providesecrecyis achievedby meansof ENCRYPTION, which is
simplysubstitutingsymbolsorotherlettersin for theoriginalsymbolsor lettersthatmake
uptheinformation.To obtaintheoriginalinformation,thealgorithmusedfor encryptionis
neededin order to revertthe documentto its real form. This process is namedas
DECRYPTION.
The scienceof secrecyfor informationhidingis knownasCRYPTOLOGY; which
originatesfromtwoGreekwordscryptos-secret,logos-science.
The art of tryingto find out ways andalgorithmsto hide informationis studied
underaspecialbranchof cryptologynamedasCRYPTOGRAPHY.
As well as hiding the information,theremay come a time where the hidden
informationhas to be interceptedand decrypted.lTo do this, one has to know the
encryptionalgorithm.If it is a timeof war andtheonesidehasinterceptedan encrypted
messageof theotherside, it may well be assumedthattheencryptionalgorithmis not
known.Then encryptionis to be done by alternativemethods.The act of decrypting
encryptedmessages,withoutthepresenceof theencryptionalgorithm,is studiedunderthe
CRYPTANALYSIS branchof cryptology.
1 To discussthemoralandethicsinvolvedwiththeactof cryptanalysisis well beyondthescopeof thisthesis.
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In ordertoperformtheactof cryptanalysis,onehastoknowprimarilythelanguage
inwhichtheoriginalmessagewasproducedandgrammarules,lettercombinations,
mostlyusedlettersand words, etc. All of thesepnmary concernsare called as the
cryptanalyticalmeasuresof a language.
Theobjectiveof this thesisis to obtainthecryptanalyticalmeasuresof thewords
usedin Turkey Turkish by Markov ProcessesApproach.The study is basedon the
"CryptanalyticalMeasuresof TurkeyTurkishfor SymmetricCryptosystems"unpublished
Ph.D.ThesisbyAsistantProf.Dr. AhmetHasanKOL TUKSUZ.
Althoughworks on otherlanguagessuchas English,German,Frenchand many
othershavebeentotallycompleted,theonly cryptanalyticalstudycompletedon Turkey
Turkishlanguageis the abovementionedPh.D. thesis.It is hopedthatthis thesiswill
providethenecessarybackgroundandinspirationfor thenewcomers,to theinformartion
theoryworld,to extendthestudiesandhelpto bringtogethera thoroughcryptanalytical
databaseforTurkeyTurkish.
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ABSTRACT
This study basedon the prevIOUSworks of AssistantProf. Dr. Ahmet Hasan
KOLTUKSUZ, is aboutobtainingcryptanalyticalmeasuresof TurkeyTurkishwordsbased
onMarkovprocessesapproach.
ABSTRAKT
Tiirkiye Tiirk<;:esikelimeleri kriptanalitik ol<;:iitlerininMarkov yakla~lmlanyla
olu~turulmasmadayanan bu <;:ah~manmtemelini Yrd. Do<;:.Dr. Ahmet Hasan
KOLTUKSUZUN onceki<;:ah~malantemelalmarakhazlrlanml~tlr.
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CHAPTER 1 : MATERIAL AND METHOD
Sincethis thesisis basedon thepreviousworksof Asst. Prof. Dr. AhmetHasan
KOL TUKSUZ, thematerialandmethodusedis exactlythesame.Howeverfor thewords
ofTurkeyTurkishtheRedhousedictionarywasusedasexplainedbelow.1
1. 1Hardware andSoftwareused
Cryptanalyticalstudiesareperformedon hugescaletexts,andthewordsor more
correctlydifferentand so manycombinationsof the charactersmakingup the text is
numerous.Viewingtheprocessfromthisside,it is anI/O boundprocess.
For thetextformationPC basedCompactPentiumMMX computerhasbeenused
andthesoftwareis Windows'95Officebasedprograms.
1. 2 Filtration
Thetextworkedon hasbeenobtainedfromtheRedhouseTurkish Dictionary.All
thewordslistedin thedictionarywas first transferredto theelectronicenvironment.The
onesstartingwithcapitalletterswerechangedto smallones.Wordsthatarespelledexactly
thesamebutcarrydifferentmeaningswerelocatedandonly onewaskept,theremaining
weredeletedfrom the list. Thentheidiomsandphraseswith morethanonewordswere
modifiedto appearasonesingleword,spacesin betweenbeingdeleted.The wordswhich
arenolongerin today'sTurkeyTurkishwereremoved.
1.3Method
After theRedhousedictionaryhasbeenfiltered,all thewordsweretransferredto
appearin their consonant-vowelpattern.The studythen was performedon thesec-v
patternsobtained.The conditionalprobabilitiesfrom0 to4th orderwereobtainedbytheuse
ofMarkovProcessApproach.
I Ahmet HasanKOL TUKSUZ, SimetrikKriptosistemlerir;inTiirkiyeTiirkr;esininKriptanalitikGlr;iitleri,
unpublishedPh.D. thesis, Ege Oniversitesi Fen Bilimleri Enstitlisti, Bilgisayar Mtihendisligi Anabilim
DaiI,izmir 1995,pp. 4 -13.
CHAPTER 2 : STATISTICAL BACKGROUND
2 . 1Introduction
This chapter involves definitions of concepts repeatedly used throughout the
following chaptersand someexamplesto maketheseconceptsmoreunderstandable.
2 . 2 Probability Theory
2 . 2 . 1Definition of Probability
"If theexperimentisperformedn timesandtheeventA occursn(A) times,then,with
a highdegreeof certainty,therelativefrequencyn(A)/nof theoccurrenceofA is closeto
P(A):
P(A) ~n(A)/n
providedthatn is sufficientlylarge." I
Using theterm "sufficiently large" is a mustbecause,in order to say the probability
of observinga specific event is some number, one has to repeatthe experimentendless
times.To clear this expression from the definition it is necessary to develop a more
explanatoryandcompletemathematicalform. This can be summarizedas :
2 . 2 .2 Joint Probability
peA) = lim
n~ 8
nCA) 2
n
Considering two events such as A and B, one can obtain the individual or
sometimescalledmarginal probabilitiesusing thedefinition given aboveaspeA)and PCB) .
I AthanasiosPapoulis, ProbabilityofRandomVariables,andStochasticProcesses,p.3.
2 ibid., p.6
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If theconcernis theprobabilityof observingA andB occurringsimultaneously,thena new
termis neededto definethisprobability.To makeit moreclearanexamplecouldbe,event
A asobserving1 froma diethrowandeventB asobservinga talefromthetossof a coin.
Anotherexampleis drawingamarbletwicefromabagwhichcontains3 redand2 blue.
Theprobabilityof observingtwoormoreeventsoccurringsimultaneouslyis named
asjointprobabilityanddenotedasP(AB).
2 . 2 . 2 . 1 Mutual Exclusiveness
If any two eventscannotoccursimultaneouslythentheyare saidto be mutually
exclusive,in notationP(AB) =0 .
Fromsettheoryit is knownthat
P(AB) =peA)+PCB)- P(A+B)
P(A+B)is theprobabilityof observingeventA oreventB. In otherwordsobserving
atleastoneof thetwo eventsoccurring(Unionof events)
It canbeconcludedfromtheabovethatif two eventsaremutuallyexclusivethen
theprobabilityof eitherone of themoccurringis equalto the sum of their marginal
probabilities.In notation;
P(A+B) =peA)+PCB)
2 . 2 . 2 . 2 Independence
Consideringany two events,if occurrenceof one of themhas no effecton the
occurrenceof the otherthen the two eventsare called independent.In the coin toss
3
example,theoutcomeof the first throw saya headwill not haveany influenceon the
secondthrow,chancesbeingthesameasaheadoratail.
If twoeventsareindependentthentheirjoint probabilityis equalto theproductof
theirmarginalprobabilities.In notation:
P(AB) =peA) PCB)
2 . 2 . 3 ConditionalProbability
In repeatedexperimentswhereeventsaredependent,if theoccurrenceof a certain
eventisknownthentheprobabilityof sequentialeventscanbedetermined.
The conditionalprobabilityof occurrenceof eventA assummgeventB has
occurredis denotedbyPCB / A) andis writtenas
PCB / A) =PCAB) / PCB)
"Thisresultcanbephrasedasfollows ;If onediscardsall theexperimentsin which
'heeventB did notoccurandretainsonlythesubsequenceof experimentsin whichB did
occur,thenP(A/B) equals'herelativefrequencyof occurrencen(AB)/n(B)of theeventA in
h b ,,3, atsu sequence.
2 . 3 Random Variables
2 . 3 .1Definition
A randomvariableis a numberassignedto everysingleoutcomeof anexperiment.
If it is tobeviewedasa function,thenit is definedasa functionwhosedomainis a setof
allexperimentaloutcomes.
3 AthanasiosPapoulis,ProbabilityofRandomVariables,andStochasticProcesses,p.28.
4
One has the experimentE with the samplespace S and V a subsetof this sample
spacecalled eventsand probabilities assignedto theseevents.Thus a function x is created
withdomainthe set S, and rangea setof numbers.This function createdis called a random
variableif it satisfiestheconditionsbelow:
1.The set { x =x }is an eventfor everyx.
2. The probabilities ofP(8) andP(-8) is equalto zero.
2.3.2 Two RandomVariables
In thecase of two randomvariables,one has to consider bivariate statisticsinstead
of marginalones. When two randomvariablesareconcerned, it points out thatoneof them
is theset {x =x } and the other is anotherset { y =y } both satisfying the conditions to
bea randomvariable.
2 . 3 . 2 .1 Joint Probability
The joint probability of two randomvariablesis definedas
P {x =x ny =y} or simply shown as P {x =x, y =y}.
It follows from the definition that among a list of possible outcomes of two
experimentsthe lines in which x = x andy = y appearat the sametime will be countedas
n( x , y ) and sum of all lines being n, thenjoint probability in terms of relative frequency
IS;
P ( x , y ) =n( x , y )/n
2. 3. 2. 2 ConditionalProbability
Conditional probability for two randomvariablesis definedas theprobability of y =
y assumingthatx =x anddenotedas P ( y =y / x =x ) . Writing it in the openform:
5
P(y=y/ x=x)=P(y=y, x=x)/P( x=x).
In orderto obtainthis probabilityit is obviousthatone has to know the joint
probabilityof thetworandomvariablesaswell astheirmarginalprobabilities.
2.4 Entropy
Entropyis themeasureof uncertaintyassociatedwitharandomvariable.4
In otherwords;themoreone is certainthatan eventis to occur,the less is the
entropyofthatevent,or thelesslikely it is for aneventto occur,thelessis its entropy.For
arandomvariablesayx itsentropyis denotedbyH(x) andis equalto
H ( x ) =- 2:p(x =x ) logp( x =x )
orsimplyshownas
H ( x ) =- 2:p( x) logp(x )
It is knownthattheprobabilityof a randomvariableis a numberbetween0 and 1.
Fromthis,it follows thatentropyassociatedwith a randomvariablewhich hasonly two
valuesis alsoa numberbetween0 and1. If p(x) =0 or p (x) = 1thentheentropyin both
casesi zero.In thefirstcase,oneis certainthattheeventwill notoccurandin thesecond
oneit is 100%thattheeventis to occur.In otherwordsthereis no uncertaintyassociated
withtheevents,thereforetheirentropiesarezero.
If theprobabilityofa randomvariableis 0.1,thenit canbeconcludedthattheevent
isverylesslikely to occur.Thereis notmuchuncertainty.It is thesamein thecasewhere
theprobabilityis 0.9.This showsthattheeventis verymuchlikelyto occur,againpointing
toacertaincase.
•Pierce,1.R., An IntroductiontoInformationTheory,p.13.
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Whentheprobabilityis 0.5,oneis notcertainwhethertheeventis to occuror not.
In otherwordstheprobabilityof theeventoccurringornotoccurringis equalto eachother.
Thisis thecasewhereuncertaintyis maximum.
Fromthedefinitionandtheformulaeit canbe concludedthatif all theeventsare
likelyto occurwith the sameprobabilitythentheentropyassociatedwith therandom
variableis atitsmaximumvalue.
2 . 4 . 1 Joint Entropy
If a pair of randomvariablesis takeninsteadof a singleone, then onehas to
considertheirbivariatestatisticsinsteadof marginalones.Joint entropycanbedefinedas
theuncertaintyassociatedwithapairof randomvariables.It is formulatedasfollows;
H ( x , y ) =- L L P ( x , y ) logp(x , y )
H (x, y) is thejoint entropyof thepairof randomvariablex andy.
p (x, y ) is thejoint probabilityof thepairof randomvariablex andy.
2 . 4 . 2 Conditional Entropy
Consideringthe definitionof conditionalprobability,conditionalentropycan be
explainedin a similarway.For apairof randomvariablesx andy , conditionalentropyof y
knownthatx hasoccurredis denotedbyH ( y / x ) andis equalto
H ( y / x ) = -L L P ( x , y ) logp(y / x )
logp(y / x ) is theconditionalprobabilityof y assumingx =x
To statethisin anotherwayit canbesaidthatH (y / x) is theuncertainty
7
associatedwithy =y in thesubsequenceof experimentsthatx =x hasbeenobserved.5
2.4.2.1 Chain Rule
Thechainrule satesthatjoint andconditionalentropiesarerelatedin thefollowing
way;
H(x,y)=H(x)+H(Y/X)6
This equalitystatesthatjoint entropyis a functionof marginalentropyand
conditionalentropy.
2 . 5 StochasticProcesses
2 . 5 . 1Definition
" A stochasticProcesswithparameterspaceT anda statespaceE is a collectionof
randomvariables{x I, t eT} definedon thesameprobabilityspaceand takingvaluesin
En.
Dependingon theparameterandstatespace,processesareclassifiedasdiscreteor
continuous.For thisthesisparametersarethelettersof theTurkeyTurkishalphabet,
wherethereare29 of themstartingfromA endingwith Z, thereforetheparameterspaceis
discrete.For thestatespace,it is thepositionof theletterin thesequenceof lettersforming
meaningfulwords,andsincethatis countablemanyvaluesit is considereddiscretestate
space.Sotheprocessthatis tobeanalyzedis a discreteparameteranddiscretestatespace
typestochasticprocess.
iAthanasiosPapoulis,ProbabilityofRandomVariablesandStochasticProcesses,p.549.
6 Theproofis in Pierce,J. R., An Introductionto InformationTheory,p.13.
1 Sahinoglu,Prof.Dr. Mehmet,AppliedStochasticProcesses,p.13.
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Stochasticprocessescanalsobe definedsimplyasa collectionof indexedevents
suchasXl , X2, X3, XLI , Xn-l, Xn. For all thoseeventstherecorrespondsa state
defininginwhatstagetheprocessis anddenotedasXn =j andis pronouncedastheprocess
is in statej attimen. And for anytime theprocessbeingin a certainstateis assigneda
probabilityanddenotedasp ( Xn=j )andis calledthestateprobability.
2 . 5 . 2 Markov Processes
2 . 5 . 2 •1Definition
Markovprocessesarea specialcaseof stochasticprocesseswherethenextstateof
theprocessis independentof thepaststates,if thepreviousstateis known. For astochastic
processto bea Markov process,it hasto havea discretestatespacewith finitenumberof
elementsin itsparameterspace.To formulatethisphrasemathematically:
2 . 5 . 2 . 2 MathematicalExplanation
LetT = {0 , 1,2 , 3..}thenforall positiveintegersq ,
nl <n2<n3<114 <.ng-l<ng ,
p ( Xnl=kl ,Xn2=k2, xng=kg ) is equalto
p ( xng=kg I Xnl =kj ,Xng-l=kg-I)p (Xnl=k1 , Xn2=k2, Xng-l=kg-I)
or in thesimplestandcompactformit is equalto
2 . 5 . 2 . 3 Order of a Markov Process
As well asstateprobabilities,anotherimportantfeatureof theMarkovProcessesis
8 Theproofis in Sahinoglu,Prof.Dr. Mehmet,AppliedStochasticProcesses,p.19.
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thestatetransitionprobabilities,i.e.theprobabilityof theprocessmovingto thenextstate
knowingthatit is in itspresentstate.If theprocessis knownto bein statej attimem , and
theprobabilityin concernis theprocessbeingin statek attimen (providedthatn > m )
thenthetransitionprobabilityof theprocessbeingat statek attimen, giventhatit is at
statej attimem canbewrittenas
P j,k (m,n)=p (xn =k / Xm =j )
If n=m+1thentheaboveequalitycanberewrittenas
pj,k (m,m+1)=p (Xm+1 =k / Xm =j) =Pj,k (m)
p j,k (m) is calledtheonestatetransitionprobabilityandascanbenoted,only one
presenttimeis shown.The stateto be movedis understoodas the statefollowing the
presentone.
Thenumberof stepsneededto betakento reacha certainstateis referredto asthe
orderof aMarkovProcess.In theonestatetransitionprobability,sinceto reachthedesired
statetakesonlyonestep,theorderof theprocessis 1.To phraseit correctly,it is calleda
FirstOrderMarkovProcessimplyingthateverystateis a functionof only thestatethatit
precedesandindependentof all theothersbeforethatstate.
So it can be concludedthattheorderof a Markov Processis determinedby the
numberof stepsneededto betaken(ornumberof statesthathaveto bepassedthrough)to
reachthedesiredstate.Simplytheorderis thedifferencen-m.
Thereis a specialcasenamedasa ZeroOrderMarkovProcess. This yieldsto the
conclusionthatin orderto reacha desiredstate,it is not necessaryto takeany step,
10
meaningthestateis independentof all otherstatesandis determinedonly by itself.This
canbeshownby usingdefinitionsof conditionalprobabilityandindependence.
p ( Xn =k / Xn-l =j, Xn-2=I, Xl =w) is equalto
P (xn =k) p ( Xn-l =j, Xn-2=I, Xl =w) / p (Xn-l =j, Xn-2=I , XI =w).
Whichthenis simplyequalto p ( Xn =k ).
2 . 6 Examples
2 . 6 . 1Letter frequencies
Takingthemeaningfultextproducedin TurkeyTurkish
"Butezc;ah~maslileridekriptanalizkonusundac;ah~makisteyenlereyardlmclolmakamaCl
ilehazlrlanml~tIr."
Onecanobtainletterfrequenciesandprobabilitiesasfollows;
In orderto obtainthefrequencyof letter"a" (or "A") first thetotalnumberof a's
n(a),presentarecountedandtheyaddup to 12.Thenthenumberof all lettersformingthe
sentencen(total)arecountedandtheyare95. The relativefrequencyof letter"a" , the
probabilityof observingan"a" in thistextis calculatedas
p (a) =n(a)/ n(total)
=12/95
=0.1263
Fortherelativefrequencyofletter"m",thetotalnumberofm's n(m)are6 therefore
theprobabilityof observingan"m" in thetextis
p (m) =n(m)/ n(total)
=6 / 95
=0.0632
11
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2 . 6 . 2 Entropy
To illustrateentropy,theword"BiLGi" will beusedasanexample.First theletter
frequenciesarecalculatedandtheyare;
pCB) =0.2
p(i) =0.4
pel) =0.2
peG) =0.2
The entropyof the letter"i" in the word BiLGi is the measureof uncertainty
associatedwith"i". i.e.if oneletterof thewordBiLGi is chosenhowuncertainoneis that
thechosenletteris "i". Theprobabilitythatit is an"i" is 0.4, sotheentropyH (i) is,
H 0) =- ( 0.410g(0.4)
=0.52877
Similarlytheentropyof "L" is H (L) andis equalto
H(L) = - ( (0.2log(0.2) )
=0.46439
Theuncertaintyassociatedwithi is morebecausetheprobabilityis closeto
0.5. For theletterL, sincetheprobabilityis 0.2onecanalmostbe surethattheselected
letterisnotL, thereforeresultingin lessuncertaintyandlessentropy.
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2 . 6 . 2 Entropy
To illustrateentropy,theword "BiLGi" will be usedas an example.First the letter
frequenciesarecalculatedandthey are;
pCB) =0.2
p(i) =004
pel) =0.2
peG) =0.2
The entropy of the letter "i" in the word BiLGi is the measure of uncertainty
associatedwith "i". i.e. if one letterof the word BiLGi is chosenhow uncertainone is that
thechosenletteris "i".The probability thatit is an"i" is 004 , so theentropyH 0) is,
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=0.52877
Similarly the entropyof "L" is H (L) and is equalto
H(L) = - ( (0.2 log (0.2) )
=0.46439
The uncertaintyassociatedwith i is more becausetheprobability is close to
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letteris notL, thereforeresultingin lessuncertaintyand lessentropy.
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CHAPTER 3 : CRYPTOLOGICAL BACKGROUND
3. 1Introduction
This chapteris writtento givesomeinsightandinformationabout cryptology;its
vocabularytheusesandapplications.
Cryptologyoriginatesfrom the two Greek words;cryptos meanmgsecret,and
logosmeaningscience.Sincehistoricaltimes,theneedto hideor protectinformationfrom
unauthorizedoneshasbeena majorconcern.For example;in timesof war, oneof the
fightingsidesmayneedto geta messageto it's alliesandtheyhaveto makesurethatthe
messagein concernis notto beseenor heardby its opponents.They cando this in many
wayssuchas;havinga messengermemorizea textandrevealit only to thosewho are
authorized,usemeansof mediaandhopethatno eavesdroppersarearound,or to arrange
themessagein sucha waythatevenif it is interceptedby others,themeaningwill notbe
fullyorthoroughlyunderstood.
Thelastchoice,butnottheleast,seemsto bethebestwayof all. Thedrawbacksof
theothertwo ways is; if a messengeris trappedby an opponenthe/shemayrevealthe
messageunderextraordinarycircumstancesuchastortureor threat.The secondway has
itsdisadvantagesthatonecan only hopefor the best,but it mustnot be forgottenthat
hopingforthebestbringsalongexpectingtheworst.
It is cryptologywhichmakesit possiblefor peopleto arrangethe informationin
sucha waythat,wheninterceptedby others,ratherthantheone(s)intendedto receiveit,
doesnotmakeanysense.
13
3 . 2 The needfor cryptology
Todaycryptologyis knownasthescienceof secretandsecurecommunication.The
needfor securityin nationalor internationalcommunication,in military or diplomatic
disciplineshasbeenachievedbythesecrecythatcryptologyprovides.
Computersystemsandhugenetworksusedin our daily lives hasbroughtup the
needtoprotectheinformation,fromtheunauthorizedones,andpeoplewhowoulddestroy
it.As aresultof this,securityhasbecomemoreandmoreimportant.
Cryptologyhasbeentheanswerto theneedfor secrecyandauthenticationandwas
mostlyusedby military purposes.Nowadays,if not secretbut delicateinformationis
transferredfromonenetworkto anothersuchashealth,insurance,creditcardetc.records.
Theserecordsareconsideredandshouldbekeptprivateandneedto beprotectedagainst
alterationsbyunauthorizedpeople.Thisprivacyandprotectionis providedbycryptology.
3.3Definitions
Cryptologyor thescienceof secrecyis studiedundertwotopics- Cryptographythe
scienceof cipheringandCryptanalysis- cipherbreaking.
3.3. 1Cryptography
A messageis calleda plaintext,or sometimesreferredasthecleartext.Theprocess
ofdisguisinga messagein sucha way as to hide its substanceis namedencipheringor
14
encryption.An encipheredtext is called a ciphertextor cryptogram.The processof
convertinga ciphertextintoplaintext,byall legalmeansis, decipheringor decryption.'It
mustbenotedthatdecipheringis notassameascipherbreaking,whichis totallyadifferent
activity.
Cryptographyinvolvesthe actof producinga ciphertext- enciphering;suchthat
wheninterceptedby unauthorizedpeopleit will notrevealitstruemeaning,andtheactof
obtainingtheplaintextfromciphertextby legalmeans- deciphering.Peoplepracticingthis
science,cryptography,arecalledcryptographers.
3.3 . 1. 1Algorithms
Whenconvertinga plaintextintoa ciphertext,cryptographersusedifferentkind of
algorithmswhich are also called keys. Thesealgorithmsare nothingbut someset of
transformationor substitutionfunctions.The sameholdstruewhena ciphertextis being
deciphered.All of thesealgorithmsusedin theprocessesof cipheringanddecipheringare
calledthecryptosystem.
3.3 . 1. 2 ClassificationofCryptosystems
Cryptosystemsare classifiedaccordingto the keyes)used 10 encipheringand
deciphering.
I BruceSchneier,AppliedCryptography,Protocols,Algorithms,andSourceCodein C, p.l
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3.3. 1. 2 . 1SymmetricCryptosystems
If thekeyusedin encipheringanddecipheringarethesamethenthecryptosystemis
saidtobesymmetric.
To formulatethis:
Messageorplaintext
Encryptionalgorithm
Encryptionkey
Encipheredtext
DenotedbyM or P whichcan
be streamof bits,digitalimageetc.or
simplythemessageto beencrypted.
DenotedbyE.
K
C
Theencryptionkeyusedtoencipheramessagemaybeanyoneof thefinitenumber
of keyswhichmakeup thekey space.So it is the cryptographer'schoiceto selectthe
specifickeyto be used.This resultsin a newdefinitionfor theencryptionfunctionor a
betterwaytostateis:
Encryptionfunction Ek whichmustbea function
thathasaninverse.
Ek operatesonM toproduceC. To showthismathematically:
Ek (M) =C
canbewritten.
As forthedecryptionprocessanewfunctionis neededtobedefined;
Decryptionalgorithm: Dk
Dk will operateontheciphertextoobtaintheoriginalmessage,ormathematically;
16
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DdC)=M
or
As canbenoted,thekeyusedfor bothprocessesis thesame,(k), whichmakesthe
cryptosystemsymmetrical.
3.3. 1.3 AsymmetricalCryptosystems(Public-Key Cryptosystems)
In somecasesthekeysusedfor encipheringanddecipheringaredifferentfromeach
other.Thedifferentkeyusagemakesthetypeof thecryptosystembecalledasasymmetric
orpublic-key.With thesesystems,theencryptionkey is madepublic, i.e. anypersonhas
accesstotheencryptionkey(alsocalledpublickey). He or shecanusethiskeyto encrypt
amessage,butthis encryptedmessagecanonly bedecryptedby thespecificpersonwho
hasthecorrespondingdecryptionkey.This is whythedecryptionkey is calledtheprivate
keyinsuchsystems.Withnewdefinitions;
Encryptionkey
Decryptionkey
Plaintext,ciphertext,encryptionand decryptionfunctionsbeingthe sameas the
onesdefinedin thepreviouspart,thesystemworksas;
Ekl operatesonM toproducetheciphertextC:
Ek1 (M) =C
ThenD k2 operatesonC to obtaintheoriginalplaintextM.
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3.3.2 Cryptanalysis
Thewholepointof cryptographyis tokeeptheplaintext,or thekey,or both,secret
from eavesdroppers,intruders,interceptorsor as generallycalled the enemies.2These
peopleare assumedto haveaccessto the communicationbetweenthe senderand the
receIver.
Cryptanalysisis thescienceof recoveringtheplaintextof an encipheredmessage
withouthavinga legalaccessto thekey.Peoplewho arepracticingthis sciencearecalled
cryptanalysts.A successfulcryptanalystmayrecoverthekeyandthenusethiskeytoobtain
theplaintextor sometimesevenin theabsenceof anyknowledgeof thekey mayrecover
theplaintext.
Nowadaysthescienceof cryptanalysisholdswithin itselfmanysciencesthatmay
seemto be irrelevantto oneanothersuchas;ProbabilityTheory,Statistics,Information
Theory,Thermodynamics,Linguistics,andComputerSciences,which on theotherhand
areinterconnectedto eachotherby meansof mathematicalequalities.The broadfield of
2 BruceSchneier,AppliedCryptography,Protocols,Algorithms,andSourceCodein C, p.5
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sciencesthatcryptanalysiscontainsin itselfexplainsthestateof theartthatit hasreached.
Keepingin mindtheaimin concern,fromtimetotimeit is namedas"BlackArt" .3
Any attemptedactof cryptanalysisis calledanattack.Basedontheassumption
thatthecryptanalysthascompleteknowledgeof theencryptionalgorithmused,attacksare
classified into four groups; ciphertext-only,known-plaintext,chosen-plaintext,and
adaptive-chosen-plaintextattacks.
3. 3. 2 . 1Ciphertext-onlyAttack
The cryptanalysthas the ciphertextsof severalmessages,which all have been
encryptedby the use of the sameencryptionalgorithm.When this is the case, the
cryptanalystmaychooseto recoverasmanyoriginalplaintextsof thesecryptogramsor a
betterchoicemaybeto deducethekeyes)whichwereusedto encryptthemessages.Once
thekeyes)is(are)obtainedthenanymessageencryptedwith it caneasilybe decryptedto
obtainthecorrespondingoriginalplaintex.Shortly;
Aim : ObtainMI, M2, .... ,Mi; k;
or analgorithmthatwill producePi+lfrom C+l = Ek (Pi+l)
3. 3. 2. 2 Known-plaintextAttack
Thecryptanalystdoesnotonlyhasaccesstotheciphertextof severalmessageshe
3 JamesBamford,ThePuzzlePalace,pp.5-55
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alsohasplaintextof thoseseveralmessages.Whathe hasto do is simplyfind thekeyes)
whichwasusedto encryptthemessages,or comeupwithanalgorithmwhichwill decrypt
anynewmessagencryptedwiththesamekeyes).
Given :MI ,CI =Ek (MI), M2 ,C2=Ek (M2), , Mj Cj =Ek (Mj)
Aim : Obtain k;
or analgorithmthatwill producePi+1from Cj+1= Ek (Pj+l)
3. 3. 2. 3 Chosen-plaintextAttack
Thecryptanalystdoesnotonly haveaccessto ciphertextsandplaintextsof several
messages,he also choosestheplaintextthatis encrypted.This is morepowerfulthana
known-plaintextattackbecausethe cryptanalystcan choosespecificplaintextblocks to
encrypt,oneswhich arelikely to yield moreinformationaboutthekey. His job is simply
find thekeyes)which wasusedto encryptthemessages,or comeup with an algorithm
whichwill decryptanynewmessagencryptedwiththesamekeyes).
Given : Mj ,CI =Ek (Ml),M2 ,C2=Ek (M2), , Mj Cj =Ek (Mj)
wherethecryptanalystgetstochoosefromMI,M2, .... , Mj
Aim : Obtain k;
or analgorithmthatwill producePj+1from C+I = Ek (Pi+1)
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3. 3 .2 . 4Adaptivechosen-plaintextA tack
This is a specialcaseof chosen-plaintexta tack.Thecryptanalyst,ogetherwith the
choiceof plaintextthatis encrypted,canalsomodifyhis selectionbasedon theresultsof
thepreviousencryption.To makethedistinctionmoreclear;thecryptanalystmaychoosea
smallerpartof a plaintextthanhe doesin chosen-plaintextattack,anddependingon the
resultof thisanalysis,hemaychoosea largerblockthenexttime,evena largerblockthe
followingtime,andsoon.
Besidesthese,therearethreeother,notgenerallyrecognized,groupsof attacks:
3. 3 .2. 5Chosen-ciphertextA tack
Thecryptanalystcanchoosedifferentciphertextstobedecryptedandhehasaccess
to thedecryptedplaintext.An examplewould be thatthecryptanalysthasaccessto the
machine/systemthatdoesthedecryptionautomatically.Thenwhatheis to determineis, the
key.
Aim : Obtain k
3 .3 . 2. 6 Chosen-keyAttack
Thenameof theattackis misleadingso it doesnotimplythatthecryptanalystcan
choosethekey.It is describedasthesituationwherethecryptanalysthassomeknowledge
21
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abouttherelationshipbetweendifferentkeys.This typeof attackis strangeandobscure,
andalsonotpractical.4
3.3.2.7 Rubber-hoseCryptanalysis
This is thecasein whichthecryptanalystthreatens,blackmails,or torturessomeone
who hasaccessto thekey, or evenbribehim to give him thekey. Gettingthekey by
briberyis sometimescalledpurchase-keyattack.All of theseattacks,thoughnotethical,are
allverypowerfulandoftenbestwaytobreakanalgorithm.
3 . 4 Securityof Algorithms
Dependingonhowhardit is tobreakanalgorithm,constitutesitsdegreeof security.
Founder'sof cryptographicalgorithmsmayconsiderthemselvesafeunderthe following
conditions:
If thecostrequiredto breakanalgorithmexceedsthevalueof thedatathat
is encrypted.
If the time requiredto breakan algorithmIS longerthan the time the
encryptedatashouldandmustremainsecret.
If the amountof dataencryptedwith a singlekey IS less thanthe data
requiredto breakthealgorithm.
As for the cryptanalysispoint of view; thevalueof thedatato be obtainedafter
deciphering,shouldandalwaysbelessthanthecosttobreakthesecurityprotectingit.
4 BruceSchneier,AppliedCryptography,Protocols,Algorithms,andSourceCodein C, p.7
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According to Lars Knudsen, different catagoriesof breaking algorithmsare
classifiedin decreasingorderof severityare:5
1)Totalbreak.ThecryptanalystfindsthekeyK, suchthat
DdC)=M.
2) Global Detection.The cryptanalystfinds an alternatealgorithm,A,
equivalentoDk (C) withoutknowingk.
3) Instance(local) deduction.The cryptanalystfinds the plaintextof an
interceptedciphertext.
4) Informationdeduction.The cryptanalystgainssomeinformationabout
thekey or plaintext,which canbe a few bitsof thekey, someinformation
abouttheformof theplaintext,etc.
3 . 4 •1Unconditionaland ComputationalSecurity
No matterhow muchciphertexta cyptanalystintercepts,if thereis not enough
informationfor him to recoverthe originalplaintext,thealgorithmusedto producethe
ciphertextis consideredunconditionallysecure.
An algorithmis consideredtobecomputationallysecure,if it cannotbebrokenwith
anyresourcesavailable6 eitherexistingorhaveachancetobefoundin thefuture.
5 BruceSchneier,AppliedCryptography,Protocols,Algorithms,andSourceCodein C, p.8
6 Thistermis leftto interpretationwiththeattackssummarizedearlier.
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3. 5 Complexityof anAttack
Thecomplexityof anattackis usuallytakento betheminimumof thethreefactors
listedbelow:
1) Theamountof dataneededasinputtotheattack;datacomplexity.
2) The time it takesto performtheattack;sometimescalledthework factorbut
moreoftenreferredasprocessingcomplexity.
3) Theamountof memoryneededtoperformtheattack;storagerequirements.
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CHAPTER 4 : ANALYSIS OF TURKEY TURKISH WORDS BY DISCRETE
MARKOV PROCESSES
4 . 1Markov Processes
Using a zeroorderapproachto obtaintheprobabilityof observinga certain
wordsay"BiLGi" canbeexplainedasfollows:
Eachlettercanbeconsideredasa randomvariableandtheserandomvariables
forminga function,a word.For thezeroorderapproachall lettersareindependentand
are not a functionof the lettersbeforethem.Since this is the case,the marginal
probabilitiesare to be considered,i.e. the letter frequencies.The probabilityof
observingtheword "BiLGi" amongall 5-letterwordsin a plaintextdependson the
productof individualprobabilitiesof theletters.Or :
p (BiLGi) =pCB)p(i) peL)peG)pO)
Using numericalresultsof a cryptanalyticalmeasurestudy,theprobabilityof
occurrenceof thewordBiLGi is ;
p (BiLGi) =(0.0295)(0.0827)(0.0575)(0.0134)(0.0827)
= 1.5546E - 07
pCB)for exampleis theratioof thetotalnumberof B's countedwithinthetextto the
totalnumberoflettersthatmakeupthetext,i.e.therelativefrequencyof B.
A first orderMarkovProcessapproachtells thattheprocessis independentof
paststatesif its presentstateis known.So eachstateis dependenton thestatethatit
precedes.Applying thisapproachto theword "BiLGi" , theletterB doesnot follow
anyletterso onehasto considerits marginalprobability.The letterL is followedby i
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(thefirst i ) so the probabilityto be consideredis the conditionalprobabilityof L
knownthattheletterit followsis i . So theprobabilityof observingtheword"BiLGi"
amongall 5-letterwordsin aplaintextis :
p (BiLGi) =p (B) PB(i)Pi(L) PL(G) PG(i)
PB(i)=p (i I B) =p(Bi) I pCB)
p(Bi) is theratioof totalnumberofBi's foundin thetexttothetotalnumberof2-letter
combinations.
4.2 Consonant- Vowel (c-v)Patterns
Among the lettersin the Turkey Turkish alphabeta, e, 1, i, 0, 0, u, li are
classifiedasvowels,andtherestis namedasconsonants.To obtainthec-vpatternfor
examplesaytheword"BiLGi" onesubstitutesc for all consonants(B, L, G), andv for
vowels(i's).
(BiLGi)cv =CVCCV
For joint and conditionalprobabilitiesthesepatternsare usedinsteadof the
lettersthatmakeup thewords.The resultsobtainedareall basedon thec-v patterns
thatthewordsormodifiedphrasesrepresent.
Thejoint probabilityof theoccurrencewordBiLGi of the0 orderapproachis
p(BiLGi) =p(CVCCV) =p (C) p(V) P(C) P(C) p(V)
A firstorderapproachfor theconditionalprobabilitywouldbe;
p(CVCCV)! =p(C) p(V/C) p(C/C) p(C/V)
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4.3 Analysis
Theresultsof thestudybyAss.Prof.Dr. AhmetHasanKOLTUKSUZ, (the
probabilityof 1to 5 letterlongc-vpatterns)wereusedtoobtaintheconditional
probabilitiesof c-vpatterns.Theoverallresultsareturnedintoatable(Table1).
Theentriesin boldlettersaretheresultsdeductedfromtheoriginaltableformed
by Dr.Koltuksuz'sworks.Theyaretheconditionalprobabilitiesobtainedbytheuseof
marginalprobabilities.
To maketheconceptclearerhereis anexamplehowthenewentriesare
deducted:
Thetotalnumberof vowelsthatwerepresentin thebundleof textis
n(v)=2.283.012,whereasthetotalnumberof lettersvowelor consonantaddedupto
n(t)=5.321.885.Thereforeapplyingtheconceptof relativefrequency,or sincethe
numberis highenoughthewordprobabilitycanbeused,probabilityof observingav
all throughthetextis p(v)=n(v)/ net)=2.283.012/5.321.885=0,428986.
To obtaintheconditionalprobabilityvaluestheprocedureusedis asfollows;
Theconditionalprobabilityof observingav, knowingthatthelettercoming
beforethatis av, canbestatedastheconditionalprobabilityofv givenv anddenoted
asPv(v).Applyingtheconceptof conditionalprobability
Pv(v)=n(vv)/ n(v) ;
n(vv)is thetotalofvv combinationsin thebundleof text(takenfromthe
secondseriesof rowsin thetable)
n(v) is thetotalnumberof v's in thetext.
SopvCv)= 105.043/2.283.012=0,046011
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Table 1.Conditional probabilitiesfor theMarkov Orders and
RelatedEntropiesof Turkey Turkish Words
Known frequencyprobabilitygiven: vgiv : csum
v
22830120,4289860460110,9539891,0000
c
303887371 471 70328 2 7
Sum
532 8 51 0
Known frequencyprobabilitygiven: vgiv : csum
vv
1050430,0197380,0094440,99 5561 000
vc
21779694 2 86111863888
cv
477752286090161 7360
Sum
532 81 000
Known frequencyprobabilitygiven: vgiv : csum
vvv
9920,000186, 030240,9969761, 00
vvc
1040510 195525429554 704
cv
133114425 1 75 891846821 218 31
c
50420739183 96638 134 6 44079 2 0
Sum
532 8831
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Table 1.Conditional probabilitiesfor theMarkov Orders and
RelatedEntropiesofTurkeyTurkish Words (Continued)
Known frequencyprobabilitygiven: vgiv : csum
vvvv
30,000001,0000001,01, 0
vvvc
9890, 1866 8 738 193
cv
564 51 61644 22955978475568 397 5732 2
c
60 3 312 0 9138 4897 94 2832 690 156518413 5 55
c
610 0 292649 1147992 8, 858326 92 4 41
Sum
532 81
The numberof wordsthattheanalysiswasperformedoveraddsup to 21,395.
To makethemethodclear,someexamplesarelistedbelow:
One letterwords
word
c-vpattern
numberof letters
Markovorder
p(v)
o
v
o
0.428986
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Two letterwords
word
e-v pattern
numberof letters
Markov order
p(v)p(e):
Markov order
Three letterwords
word
e-v pattern
numberof letters
Markov order
p(v)p(e)p(v) :
Markov order
p(v)Pv(e)Pc(v)
Markov order
p(ve)Pvc(v)
Four letterwords
word
e-v pattern
numberof letters
Markov order
p(e)p(v)p(e)p(v)
Markov order
p(e)Pc(v)pvCe)Pc(v)
Markov order
p(ev)Pcv(e)Pvc(v)
Markov order
p(eve)Pcvc(v)
et
ve
2
o
0.048986* 0.571014=0.244957
1
0.428986* 0.953989=0.409248
aba
vev
3
o
0.105083
1
0.233309
2
0.250127
baea
evev
4
o
0.600004
1
0.279813
2
0.238177
3
0.239511
30
Five letterwords
word
engm
c-vpattern
vccvc
numberof letters
5
Markovo der
0
p( )p(c)p(c)p(v)p(c)
.0342631
(v)pv(C c(C c(v) v(C):
79 702
c)pvc(C)pccv)pcv( :
14 0423
c)pvcv)pccv(c)
84 84
v)Pv vCc)
5
4 . 4 Presentationof theanalysis
The analysiswas performedover 21,395words of differentword lengths.
Assumingtheaverageword lengthis 4 letters,in orderto displaytheresults,in the
standardformchosenrequires7 lines;
1linefor theworditself
1linefor itsc-vpattern
1linefor thewordlength
4 linesfor 0 to3rd orderapproachresultsandrelevantentropicvalues.
The fourthchapterwitha roughestimatewouldbeconsistingof 149,765lines.
A standardA4 sheetcantakeupto almost50lineswiththetextwrittenin Arial 10.To
displaytheresultsof thisspecificanalysisonecopyrequires3,000standardA4 sheets,
whichis equalto 6A4 packsof paper.
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Dueto thetimethatit wouldtaketoprintout,thefinancetheprocessdemands,
andthefactthat5 copiesareto be made,theresultsarecompressedwith theuseof
WinZipsoftwareandthensavedona3Yz floppydisk.
4 . 5Examplesfrom theAnalysis
Sinceit wasnotefficienttodisplayall theresults,someexampleswereselected
fromsomelettersto givesomeideaabouttheconditionalprobabilitiesof c-vpatterns.
Theyarepresentedin Appendix1.
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CHAPTER 5 : COMMENTS andFURTHER STUDIES
5. 1Comments
If theconditionalprobabilityandconditionalentropyvaluesareanalyzed,it can
beseenthatstartingfrom2nd orderandon,theseprobabilityandentropyvaluesare
verycloseto eachotherandin mostcasestheyareexactlythesame.(i.e.through0, I sr,
and2nd orderstheprobabilitychanges,thenstaysalmostthesamethrough3rdand4th
orders.)
This canbeinterpretedasfollows;
No matterhowmanycharactersarein aword,if oneknowsthefirstthreeletters
thentomakeupthewholewordfromthatthreeletterscanbeeasilydone.Knowingthe
4th orthe5th ormorelettersof theworddonotprovidemoreinformationthanknowing
thefirstthreeletters.
Reviewing thestructureof TurkeyTurkishwords,theaboveconclusionis no
surprise.In orderto pronounceavowel,oneneedsa consonantbeforeorafterthat
vowel.It is veryveryraretoseetwovowelsand/orthreeconsonantsequentially.
With theseresults,acryptanalystmayeasilyobtainthec-v patternof an
encipheredtext.If thisstudyis tobedoneonletterbasisinsteadof c-vpatternbasis,
thenacryptanalystmayeasilydifferentiatebetweentheletters.For exampleifhe
comesacrossa threeletterwordsayb?l, lookingattheentropyvalueshecandecide
whichoneis mostprobable;bil, bul,bal,bol,b61etc.
5 . 2 Further Studies
Althoughcryptanalyticalmeasurestudiesin mostotherlanguages(English,
German,Frenchetc.)havebeencompleted,worksonTurkeyTurkishhavestartedjust
recently.
Theseresultsmaynotbemeaningfulall bythemselvesbuttheyareobtainedby
usingtheresultsof thepreviousstudy.
33
Theresultsobtainedfromtheanalysisin thisthesismaywell constitutebasisfor
anotherstudyfor exampleanalyzingthewordsin characterformatinsteadof c-v
patterns.
If all theseresults(previous,these,andfutureones)aretobestoredin a
database,whichcanperformqueriesandusefulsorts,thenall thesenumericalvalues
wouldhaveameaning.
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SUMMARY
TheRedhouseTurkishDictionarywastransferredtotheelectronicenvironmentand
thengoneunderafiltrationprocess.Thefiltrationprocessinvolvedall wordsstartingwith
capitalettersbeingreplacedwithsmallcaseones,spacesbetweenidiomsandtwoormore
wordphrasesbeingdeletedtomakethemappearasasingleword,andwordsthatarespelled
exactlythesamebutcarrydifferentmeaningswereeliminatedsothatonlya singleonewas
leftin thesamplespace.
Cryptanalyticalmeasuresof TurkeyTurkishwordsconvertedintotheircorresponding
c-vpatternswereobtainedbyMarkovprocessesapproach.Thesemeasureswereobtainedfor
0, 1st,2nd, 3rd, and4thdegreeapproacheseach.For eachwordavailablein thesamplespace
and/ordictionary;
1) Theworditself
2) It's c-vpattern
3) Wordlength
4) Itsc-vpattern'sconditionalprobabilitystartingfrom0 orderto nthorder
(n=wordlength-1)
5)Foreachorderthecorrespondingentropyvalueswerecalculated.
Thenumberof wordsanalyzedis 21,395.
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RedhouseTtirk~esozltigtielektronikortamaaktanlml~vedahasomasafla~tlrma
i~leminetabiitutulmu~tur.Safla~tlrmai~leminina~amalanslraslYla~oyledir;btiytikharfle
ba~layankelimelerkti~tikharflerledegi~tirilmi~,deyimlervebirdenfazlasozctiktenolu~an
isimlerarasmdakibo~luklarsilinmi~,aym~ekildeyazllanfakatfarkhanlamlarta~lyan
kelimelerdenyanhzcabir tanesikalmaktizeredigerleriornekuzaymdansilinmi~,sonolarak
giintimUzTUrk~esi'ndekullamlmayansozctiklerelimineedilmi~tir.
TUrkiyeTUrk~esi'ndekullamlankelimelerinkriptanalitikol~titleriaynkMarkov
yakla~lmlanylabelirlenmi~tir.Bu ol~titlerslraslyla0, 1.,2.,3. ve4.dereceyakla~lmlarlaelde
edilmi~tir.Ornekuzaymdave/veyasozltikteyeralantUmkelimeleri~in;
1) Kelimeninkendisi
2) Sesli-sessizdeseni
3) Kelimeuzunlugu
4) 0 ile n araSlyakla~lmlannherbiri i~insesli-sessizdesenininko~ulluolaslhk
(n=kelimeuzunlugu-1)
5)Herderecei~inkar~lhkgelenentropidegerleribelirlenmi~tir.
Analiz edilentoplamsozctiksaYlSl21,395tanedir.
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APPENDIX 1.Selectedexamplesfrom theanalysis
Word aba
Pattern
VCV
Word Length
3
Order
MarkovEntropy
th.
0.1050830.341562
1st.
0.2933090.5190 2
2nd.
0.25 127 0 71
Word abaktis
Pattern
VCVCVC
Word Length
6
Order
MarkovEntropy
Oth.
0.0146980.089487
1s .
.191316456 75
2n .
38 3951 1
3r
40062 7 9
4th
6129 163
Word abah
Pattern
VCVCV
Word Length
5
Ord r
MarkovEntropy
Oth.
0.0257410.135906
1s .
.2005 3 464862
2n .
14 7 0 717
3r
6 37 6270
4th
2626 0 3
38
Word abandone
Pattern
VCVCCVCV
Word Length
8
Order
MarkovEntropy
Oth.
0.003600.029227
1s .
. 38845 182032
2n .
5 014 2 464
3r
2769 3959
4"'.
7576 371 0
Word abanmak
Pattern
VCVCCVC
Word Length
7
Ord r
MarkovEntropy
Oth.
0.0083930.057883
1s .
. 541 9 22 940
2n .
8674 305 6
3r
0.085 57.304099
4th.
97012 5
Word :abanoz
Pattern
:VCVCVC
Word Length
:6
Order
MarkovEntropy
Oth.
0.0146980.089487
1st.
0.19131456 75
2nd.
0.138613951 1
3rd.
14 0627 9
4th.
36129163
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Word :abart!
Pattern
:YCYCCY
Word Length
:6
Order
MarkovEntropy
Oth.
0.0146980.089487
1st.
0.0568132 5072
2nd.
0.091 92314863
3rd.
9 50 36 0
4th
7217
Word :abartill
Pattern
:YCYCCYCY
Word Length
:8
Order
MarkovEntropy
Oth.
0.0036000.029227
1st.
0.038845182032
2nd.
0.053 142 64
3rd.
527693959
4th.
7576371 0
Word :abartilmak
Pattern
:YCYCCYCCYC
Word Length
:10
Order
MarkovEntropy
Oth.
0.0011740.011428
1st.
0.01049869013
2nd.
0.0315157 55
3rd.
. 8 549 4
4th.
29983 707
40
Word :bulgu
Pattern
:CVCCV
Word Length
:5
Order
MarkovEntropy
Oth.
0.0342630.166765
1st.
0.079270289897
2nd.
0.1490424 300
3rd.
1477287579
4th.
7 63
Word :bulgur
Pattern
:CVCCVC
Word Length
:6
Order
MarkovEntropy
Oth.
0.0195650.111041
1st.
0.0756238 698
2nd.
0.14192399769
3rd.
14 1407305
4th
58 3
Word :bulmaca
Pattern
:CVCCVCV
Word Length
:7
Order
MarkovEntropy
Oth.
0.0083930.057883
1st.
0.05419922 939
2nd.
0.086740305 46
3rd.
86131467
4th.
9959125 1
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Word :bulmak
Pattern
:CVCCVC
Word Length
:6
Order
MarkovEntropy
Oth.
0.0195650.1I I041
1st.
0.07562381698
2nd.
0.14192399769
3rd.
.14 407305
4th.
158 31
Word :bulug
Pattern
:CVCVC
Word Length
:5
Order
MarkovEntropy
Oth.
0.0342630.166765
1st.
0.266939508630
2nd.
0.22674854 6
3rd.
22861 24
4th
00 13
Word :buluny
Pattern
:CVCVCC
Word Length
:6
Order
MarkovEntrop
Oth.
0.0195650.1I I041
1st.
0.07562381698
2nd.
0.088 2308935
3rd.
88I0 77
4th
92 316 56
42
Word :bulundurmak
Pattern
:CVCYCCYCCYC
Word Length
:11
Order
MarkovEntropy
Oth.
0.000670.007067
1st.
0.01001566518
2nd.
0.03 802 5
3rd.
295 5 189
4th.
87094
Word :bulunmak
Pattern
:CVCYCCYC
Word Length
:8
Order
MarkovEntropy
Oth.
0.0047930.036926
1st.
0.0517 5220 65
2nd.
0.0825971 3
3rd.
82 1 33
4th.
58 1304 71
Word :bulunmaz
Pattern
:CVCVCCYC
Word Length
:8
Order
MarkovEntropy
Oth.
0.0047930.036926
1st.
0.0517 5220 65
2nd.
0.0825971 3
3rd.
82 1 33
4th
58 1304 71
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Word :buluntu
Pattern
:CVCVCCV
Word Length
:7
Order
MarkovEntropy
Oth.
0.0083930.057883
1st.
0.05419922 939
2nd.
0.086740305 46
3rd.
86665 7
4th.
9 55813 5
Word :enzlm
Pattern
:VCCVC
Word Length
:5
Order
MarkovEntropy
Oth.
0.0342630.166765
1st.
0.079270289898
2nd.
0.1490424 300
3rd.
148 78 5 4
4th.
45 8 3I
Word :epey
Pattern
:VCVC
Word Length
:4
Order
MarkovEntropy
Oth.
0.06000.243544
1st.
0.279815141 7
2nd.
0.23 7749 001
3rd.
. 87 9359
44
Word :epeyce
Pattern
:VCVCCV
Word Length
:6
Order
MarkovEntropy
Oth.
0.0146980.089487
1st.
0.0568132 5072
2nd.
0.091 92314863
3rd.
9 50 36 0
4th
7217
Word :epik
Pattern
:vcvc
Word Length
:4
Order
MarkovEntropy
Oth.
0.06000.243544
1st.
0.279815141 7
2nd.
0.23 7749 001
3rd.
2387 9 359
Word :eprimek
Pattern
:VCCVCVC
Word Length
:7
Order
MarkovEnt opy
Oth.
0.0083930.057883
1st.
0.05419922 940
2nd.
0.086740305 6
3rd.
871 6705
4th
9 9414561
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Word :er
Pattern
:YC
Word Length
:2
Order
MarkovEntropy
Oth.
0.2449570.497116
1st.
0.4092 852 501
Word :erat
Pattern
:YCYC
Word Length
:4
Order
MarkovEntropy
Oth.
0.06000.243544
1st.
0.279815141 7
2nd.
0.23 7749 001
3rd.
2387 9 359
Word :erbap
Pattern
:YCCYC
Word Length
:5
Order
MarkovEntro y
Oth.
0.0342630.166765
1st.
0.079270289898
2nd.
0.1490424 300
3rd.
148 78 5 4
4th
45 31
46
Word :erba~
Pattern
:VCCVC
Word Length
:5
Order
MarkovEntropy
Oth.
0.0342630.166765
1st.
0.079270289898
2nd.
0.1490424 300
3rd.
14847885 4
4th.
5 31
Pattern :VCCVCV
Word Length
:6
Order
MarkovEntropy
Oth.
0.0146980.089487
1st.
0.0568132 5072
2nd.
0.091 92314863
3rd.
91 5 19
4th.
5 323 6
Word :iytUzuk
Pattern
:VCCVCVC
Word Length
:7
Order
MarkovEn ropy
Oth.
0.0083930.057883
1st.
0.05419922 940
2nd.
0.086740305 6
3rd.
871 6705
4th.
9 9414561
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Word :ir;:yagl
Pattern
:YCCYCY
Word Length
:6
Order
MarkovEntropy
Oth.
0.0146980.089487
1st.
0.0568132 5072
2nd.
0.091 92314863
3rd.
9125 19
4th
5 8323 6
Word :lr;:yapi
Pattern
:YCCYCY
Word Length
:6
Order
MarkovEntropy
Oth.
0.0146980.089487
1st.
0.0568132 5072
2nd.
0.091 92314863
3rd.
9125 19
4th
5 8323 6
Word :ir;:yUz
Pattern
:YCCYC
Word Length
:5
Order
MarkovEntropy
Oth.
0.0342630.166765
1st.
0.079270289898
2nd.
0.1490424 300
3rd.
148 78 5 4
4th
450 0 5 1
48
Word :idam
Pattern
:YCYC
Word Length
:4
Order
MarkovEntropy
Oth.
0.06000.243544
1st.
0.279815141 7
2nd.
0.23 7749 001
3rd.
2387 9 359
Word :idame
Pattern
:YCYCY
Word Length
:5
Order
MarkovEntropy
Oth.
0.0257410.135906
1st.
0.20 5464862
2nd.
0.14 5710 717
3rd.
146 76270
4th
26260 35
Word :idamhk
Pattern
:YCYCCYC
Word Length
:7
Order
MarkovEntropy
Oth.
0.0083930.057883
1st.
0.05419922 940
2nd.
0.086740305 6
3rd.
8585 4099
4th
97 12 52
49
Word :idare
Pattern
:YCYCY
Word Length
:5
Order
MarkovEntropy
Oth.
0.0257410.135906
1st.
0.20 540 64862
2nd.
0.14 5710 717
3rd.
146 76270
4th
26260 35
Word :idareci
Pattern
:YCYCYCY
Word Length
:7
Order
MarkovEntropy
Oth.
0.0063050.046087
1st.
0.13711393 49
2nd.
0.08472001701
3rd.
8 84 574
4th
1 222 4 3
Word :idare1i
Pattern
:YCYCYCY
Word Length
:7
Order
MarkovEntropy
Oth.
0.0063050.046087
1st.
0.13711393 49
2nd.
0.08472001701
3rd.
8 84 574
4th
1 222 4 3
50
Word :idareten
Pattern
:YCYCYCYC
Word Length
:8
Order
MarkovEntropy
Oth.
0.0036000.029227
1st.
0.13 8383853
2nd.
0.08067292985
3rd.
8216 6 38
4th.
77 1 1
Word :kolaylanmak
Pattern
:CYCYCCYCCYC
Word Length
:11
Order
MarkovEntropy
Oth.
0.000670.007067
1st.
0.01001566518
2nd.
0.03 802 5
3rd.
295 5 189
4th.
87094
Word :kolayla~mak
Pattern
:CYCYCCYCCYC
Word Length
:11
Order
MarkovEntropy
Oth.
0.000670.007067
1st.
0.01001566518
2nd.
0.03 802 5
3rd.
295 5 189
4th
87094
51
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Word :kolayla~tJrtcl
Pattern
:CVCVCCVCCVCVCV
Word Length
:14
Order
MarkovEntropy
Oth.
0.000070.000972
1st.
0.0049 837646
2nd.
0. 107 0 3
3rd.
1 66 98 0
4th.
5 6 54
Word :kolayla~tlrmak
Pattern
:cvcvccvccvccvc
Word Length
:14
Order
MarkovEntropy
Oth.
0.000094.001255
1st.
0.0019417478
2nd.
0. 09557 341
3rd.
1 63269697
4th
95 64 2
Word :kolayhk
Pattern
:CVCVCCVC
Word Length
:8
Order
MarkovEntropy
Oth.
0.0047930.036926
1st.
0.0517 5220 65
2nd.
0.0825971 3
3rd.
. 1 33
4th.
858 1304 71
52
Word :kolboregi
Pattern
:CYCCVCYCY
Word Length
:9
Order
MarkovEntropy
Oth.
0.0020560. 18351
1st.
0.0370571 175
2nd.
0.05 4822 7480
3rd.
5 52 61
4th.
1 93979
Word :kolcu
Pattern
:CVCCV
Word Length
:5
Order
Mar vEntropy
Oth.
0.0342630.166765-1st.
0.079270289897
2nd.
0.1490424 300
3rd.
77287579
4th.
14 7 63
Word :kolyak
Pattern
:CVCCVC
Word Length
:6
Order
MarkovEntropy
Oth.
0.0195650.111041
1st.
0.0756238 698
2nd.
0.14192399769
3rd.
14 1407305
4th
58 3
53
Word :kolda~
Pattern
:CVCCYC
Word Length
:6
Order
Mar vEntropy
Oth.
0.0195650.lllO41
1st.
0.07562381698
2nd.
0.14192399769
3rd.
14 1407305
4th.
58 31
Word :kolej
Pattern
:CVCYC
Word Length
:5
Order
MarkovEntropy
Oth.
0.0342630.166765
1st.
0.266939508630
2nd.
0.22674854 6
3rd.
.22861 24
4th.
00 13
Word :saglr
Pattern
:CVCVC
Word Length
:5
Order
MarkovEntropy
Oth.
0.0342630.166765
1st.
0.266939508630
2nd.
0.22674854 6
3rd.
22861 24
4th.
0 13
54
Word :saglrla~mak
Pattern
:CVCVCCVCCVC
Word Length
:11
Order
MarkovEntropy
Oth.
0.000670.007067
1st.
0.010015665I8
2nd.
0.03 802 5
3rd.
295 5 1 9
4th.
87 94
Word :saglrhk
Pattern
:CVCVCCVC
Word Length
:8
Order
MarkovEntropy
Oth.
0.0047930.036926
1st.
0.0517 5220 65
2nd.
0.0825971 3
3rd.
82 1 33
4th.
58 I304 71
Word :sagi~
Pattern
:CVCVC
Word Length
:5
Order
MarkovEntropy
Oth.
0.0342630.166765
1st.
0.266939508630
2nd.
0.22674854 6
3rd.
.22861 24
4th.
0 13
55
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Word :saglam
Pattern
:CYCCYC
Word Length
:6
Order
MarkovEntropy
Oth.
0.0195650.111041
1st.
0.0756238 698
2nd.
0.14192399769
3rd.
14 407305
4th
58 3
Word :saglama
Pattern
:CYCCYCY
Word Length
:7
Order
MarkovEntropy
Oth.
0.0083930.057883
1st.
0.05419922 939
2nd.
0.086740305 46
3rd.
86131467
4th
99 9125 1
Word :sag1amak
Pattern
:CYCCYCYC
Word Length
:8
Order
MarkovEntropy
Oth.
0.0047930.036926
1st.
0.0517 5220 65
2nd.
0.0825971 3
3rd.
82 1 33
4th
586304 08
56
Word :saglamlamak
Pattern
:CVCCVCCVCVC
Word Length
:11
Order
MarkovEntropy
Oth.
0.000670.007067
1st.
0.01001566518
2nd.
0.03 802 5
3rd.
295 5 189
4th.
8 994 20
Word :saglamla~mak
Pattern
:CVCCVCCVCCVC
Word Length
:12
Order
MarkovEntropy
Oth.
0.000383.004345
1st.
0.0028372 007
2nd.
0. 1 8 31 7881
3rd.
18 60
4"'
56599 9 3
57
IIMIR YUKSEK'TEKNOLOJi ENSTlTUSO
REKTOR!.UGU
KOtuphone ve Dokumontasyon Doire B~k.
.._..... ----~.- -. ----
