In this paper, we propose a swarm reinforcement learning method for dilemma problems of multi-agent tasks in which it is difficult for agents to learn cooperative actions. In the proposed method, multiple sets of the agents and the environments, which are called learning worlds, are prepared and each agent in each world learns through exchanging information with agents in the other worlds. In particular, in order to acquire the cooperative actions, we propose a method of information exchange in which the agents in all learning worlds share the state-action values which are estimated to be superior for taking cooperative actions. The proposed method is applied to two typical dilemma problems, and its performance is evaluated by investigating the results.
INTRODUCTION
Reinforcement learning [1] which is a kind of machine learning has attracted much attention, because it can treat problems whose environment is unknown. We recently proposed swarm reinforcement learning [2] . This is reinforcement learning using the concept of population-based optimization methods which search for the optimal solution by preparing the multiple candidate solutions. In swarm reinforcement learning, multiple sets of the agent and the environment, which we call learning worlds, are prepared and each agent in each world learns through exchanging information with agents in all other worlds. This method can find rapidly good policies for the complicated problems, and in [2] the effectiveness is shown through experimental results for a single agent problem.
Recently, many studies have been done on the multiagent reinforcement learning because many of real problems are multi-agent problem. It is, however, difficult to solve such problems because agents influence each other.
The purpose of this study is to develop a swarm reinforcement learning method that can solve multi-agent problems. Agents could tend to learn bad actions especially in the multi-agent problems [3] , and agents in some learning worlds could learn desirable actions in the swarm reinforcement learning method because multiple learning worlds are prepared. By exchanging information on the desirable actions among the learning worlds' agents, the agents can learn more desirable actions. Therefore, it is expected that the agents can learn the most desirable policies.
There are various types of the multi-agent problems with regard to relationships among the agents and ways of giving rewards, such as the type of task they address fully cooperative, fully competitive, or mixed etc. [3] . Therefore, it is appropriate to develop a learning method of such multi-agent problems type by type. In this paper, we cope with dilemma problems in which the entire rationality of a group conflicts with the individual rationality of its member agents [4] . We consider the N-Person Iterated Prisoner's Dilemma (NIPD) that is a typical dilemma problem and we propose the solution for it. In NIPD, the agents select the cooperative action or the defective action. The former corresponds to the entire rationality of the group and the latter corresponds to the individual rationality. If the agents learn the defective action, they cannot gain profit. Therefore, they should learn the cooperative action. In the usual framework of reinforcement learning, the agents fail to learn the cooperative action. Therefore, there have been proposed some algorithms in order to learn the cooperative action in the NIPD.
In [5] , each agent learns by a method in which the state is defined by not only information perceived by the agent but also the past actions and history of reward. In [6] , the agent predicts the others' internal state from the actions that the others have selected, and it learns by using the internal state. Both methods are proposed for cases of 2 agents, and they are not realistic for cases of 3 or more agents. As another approach, in [7] , agents add others' rewards to their own reward, and they learn by using the total reward. This implies that they can exchange the information of rewards among each other.
In the proposed method, in order to be able to learn the cooperative action, the agents in all learning worlds share the state-action value, that is called Q-value, when some conditions are met. The performance of the proposed method depends on the conditions. We propose the conditions that are met when an agent learns information that Q-value for the cooperative action becomes large. Therefore, the agents can learn the cooperative action, because they can learn by using that information. By using the proposed method, the agents can learn for cases of more than 2 agents without exchanging the rewards among the agents.
Experimental results show that the proposed method can learn the cooperative action for two NIPD problems.
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SWARM REINFORCEMENT LEARNING METHOD
The swarm reinforcement learning method [2] is based on the concept of population-based optimization methods, and can find rapidly good policies for the problems which are difficult to find the optimum policy. In [2] , single agent tasks are considered.
In the swarm reinforcement learning method, multiple learning worlds which are sets of the agent and the environment are prepared. The agent in each learning world learns individually by using a usual reinforcement learning method. The result of individual learning in the world is evaluated by an appropriate method, and the information which is evaluated to be superior is exchanged among learning worlds. A good policy can be found rapidly by repeating the above mentioned procedures.
In the individual learning, any reinforcement learning method can be used. In this paper, we use Qlearning that is a typical reinforcement learning method. In Qlearning, the agent learns by updating Q-values. Therefore, we use the Q-value as information exchanged among the learning worlds.
The updated Q-value in individual learning is evaluated by the sum of discounted rewards that is an approximate value of the return. Let be the number of learning worlds, and let ( = 1, . . . , ) be the evaluated value in the -th learning world. The evaluated value is defined by
where is the total number of actions in the individual learning of the -th learning world, is the reward for the -th action, and is the discount rate parameter.
After some episodes, the agents of the learning worlds exchange the superior Q-value among them based on the evaluated value (1), and the agents update the Q-values by using the exchanged information. Some methods of exchanging the information have been proposed. We briefly explain the best value method (BEST) that is one of them.
In BEST, the agent's Q-value of the learning world with the largest evaluated value is substituted for agents' Q-value of the other learning worlds. By this method, all the agents share the Q-value with the largest evaluated value, and they can find a better Q-value in the future.
PROBLEM
In this paper, we consider the NIPD which is a multiagent task. The NIPD is an expansion of the Prisoner's Dilemma [4] which is a famous game in the field of the game theory. In NIPD, the Prisoner's Dilemma game with multiple players is played at each time step and is repeated many steps.
NIPD
The NIPD is defined as follows [4] . 1. At each step, each agent can select the cooperative action or the defective action, and gains a reward based not only on its own selection but also the numbers of agents who select the cooperation and the defection. 2. The selection of actions and the gain of rewards by the agents are repeated. 3. The defection is dominant for any agent, i.e. the defection is better than the cooperation irrespective of the number of the agents who select the cooperation. 4. When all the agents select the cooperation, the sum of the rewards which they gain is the maximum. Therefore, it is optimal from the rationality of the group of the agents that all the agents choose the cooperation. Let be the reward which an agent gains by selecting the cooperation when other agents select the cooperation, and let be the reward which the agent gains by selecting the defection when other agents select the cooperation. In order to make the agents be in a dilemma, the following 4 conditions must be satisfied [8] .
Condition1:
Condition4:
−1 > 0 . Condition 1 means that the reward of the defection is larger than that of the cooperation in spite of the others' selections. Condition 2 means that the more agents select the cooperation, the larger rewards are gained. Condition 3 means that the sum of the agents' rewards becomes large as the number of agents that select the cooperation increases. Condition 4 means that the sum of the agents' rewards which are gained when the all agents select the cooperation is larger than that gained when the all agents select the defection.
If these conditions are satisfied, the defection that is the best selection for the individual is the worst selection for the group of the agents. On the other hand, the cooperation that is the worst selection for the individual is the best selection for the group. Therefore, the entire rationality of the group of the agents conflicts with the individual rationality of the member agents.
NIPD Reinforcement Learning Problem
In this paper, we regard the NIPD as a multi-agent reinforcement learning problem.
Each of agents selects the cooperation or the defection at each step. After all the agents select, each agent gains a reward which satisfies the above four conditions, and it learns a better action for the current state. Each agent can remember all agents' actions of the previous step, and the state in reinforcement learning is defined by them. Each agent's purpose is learning the policy under which the agent can gain the largest return. The return is the sum of discounted rewards that are expected to gain in the future. Let * be the current step, and the return * of the -th agent at * is defined by is the discount rate parameter, and is the reward which the -th agent gains at . When each agent selects its own action at , it cannot know the others' actions and the gained reward at .
PROPOSED METHOD
In NIPD, the entire rationality of the group of the agents conflicts with the individual rationality of the member agents. In the usual framework of reinforcement learning, the agents tend to gain a large reward for the individual, therefore they learn the defection because the reward for the defection is larger than that for the cooperation.
We propose the swarm reinforcement learning method for the NIPD problem. Although agents tend to learn the defection, agents in some learning worlds could learn the cooperation because multiple learning worlds are prepared. By exchanging information on the cooperation among the learning worlds, agents in other learning worlds can learn the cooperation.
In the proposed method, multiple learning worlds ( = 1, . . . , ) in which the agents ( = 1, . . . , ) are learning are prepared based on the concept of swarm reinforcement learning as shown in Fig.  1 . The proposed method consists of individual learning and learning by exchanging the information. In the individual learning, each agent in each world learns individually by usual reinforcement learning for a fixed number of steps. Q-learning [1] is used in this individual reinforcement learning, and the -greedy method [1] is used for selecting an actions. Each agents in each learning world has the Q-value . In addition to this, we prepare the common Q-value for the -th agents in all learning worlds, denoted by , which the agents in all learning worlds can share and access. After Q-learning, the agent verifies whether certain conditions are met for its own Q-value or not. If the conditions met, the agent update the common Q-value for the agent. In the learning by exchanging the information, the common Q-value is substituted for the Q-value of each agent in all learning world. It is noted that no information is exchanged among agents in a world. These two kinds of learning are repeated by turns.
The performance of the proposed method depends on the conditions to share the Q-value, therefore we should give the conditions adequately. In NIPD, the entire rationality of the group of the agents conflicts with the individual rationality. Therefore, in order to learn the cooperation that corresponds to the rationality of the group, the Q-value of the cooperation should become and keep larger than that of the defection. For this purpose, it is not desirable to learn using information in the case where a large reward is gained compared to newly gained rewards. This is because such information is considered to promote the individual rationality, that is the defection. Therefore, information in the case of getting small rewards is rather useful.
If an agent selects the cooperation and the others select the defection, it gains the smallest reward. In this case, the Q-value for the cooperation of the agent decreases, which makes the agent acquire a worse policy. Therefore, the Q-value of the cooperation becomes and keeps larger if the information is used in the case where the Q-value does not decrease.
Based on the above discussion, we propose the conditions to share the Q-value as follows.
[ Condition to share the Q-value] Let * be the sum of discounted rewards that the -th agent of the -th world obtained before step * . This value is used for the approximation of the goal of the agent. Let ( , ) be the Q-value before the update by Q-learning for the observed state and the selected action , and let ( , ) be the Q-value after the update. The sum * is defined by * = *
where (0 ≤ 1) is the discount rate parameter, and is the reward which the -th agent of the -th world gains in step . The conditions to share the Q-value are
The conditions to share the Q-value are used in the procedure of individual learning. Therefore, it may be satisfied many times for the same state-action. In this case, the average of all the Q-values for which the conditions are met during Q-learning in each world is shared. In order to realize sharing the Q-value, we prepare 2 variables. One of them is the sum of Q-values ( , ) for which the conditions are met, and the other is the number ( , ) of times the conditions are met. When the conditions are met at each step of the individual learning for the -th agent of the -th world, the two variables are updated by
where their initial values are 0. In learning by exchanging the information, the common Q-values ( ) are based on the variables.
However, ( ) in the current information exchange may be smaller than ( ) in the previous information exchange. If the Q-value shared among the worlds becomes small, the Q-value of the cooperation tends to become small, which deteriorates the performance of the proposed method. In order to avoid this deterioration, if ( ) ( ) in the current information exchange is smaller than ( ) in the previous information exchange, ( ) isn't updated by Eq. (8) . After the update procedure of ( ), ( ) is shared among the all worlds by
The algorithm of the proposed method is shown as follows.
0: Set the initial values for all state , action , world and agent as follows:
where 0 is the initial value of Q-value. In addition, the state is determined at random. 1: For each world , execute 1-1 to 1-6.
1-1: Set, ← 1.
1-2:
Each agent selects the action by thegreedy method. As the result, each agent perceives to the next state ′ and gains the reward . 1-3: Each agent remembers the previous Q-value, and updates the Q-value by
,
is the learning rate parameter, and (0 ≤ 1) is the discount rate parameter.
1-4:
Each agent remembers the previous sum of discounted rewards, and updates the sum of discounted rewards. 
. If ≥ , terminate this algorithm. Otherwise, return to 1. The parameter is the maximum step.
EXPERIMENTS
In order to evaluate the performance of the proposed method, we apply it to the NIPD and the Tragedy of the commons [7] that is an extension of the NIPD.
NIPD
We use the NIPD that is explained in 3.2, and the reward and the state are given as follows.
The reward which an agent gains consists of a basic reward ( ) and a social cost ( ). We let ( ) be and , and ( ) be and − when the agent selects the defection, and the cooperation, respectively. Based on ( ) and ( ), the reward of agent is defined as
The state of an agent is defined by the vector consists of its own previous action, and the numbers of the agents who selected the cooperation and those of the agents who selected the defection at the previous step. Each agent's purpose is learning the policy which makes the agent gain the largest return. Each agent cannot know the action and gained reward of the others.
Tragedy of the Commons
The Tragedy of the commons is a model of the situation in which there are a pasture and several rational herdsmen. The pasture is the commons, and the herdsmen can graze cattle in the pasture. Since each herdsman tries to maximize his profit, he brings as many cattle as possible to the pasture. If all herdsmen bring their cattle unlimitedly, however, it results in overgrazing and the pasture becomes wild. Consequently, the herdsmen gain no profit.
In the Tragedy of the commons, each of agents
) selects one of three actions: selfish, neutral, and altruistic actions. The selfish and altruistic actions in this problem correspond to the defection and the cooperation in the NIPD, respectively. The neutral action doesn't have relation to the dilemma and doesn't have influence on the other agents' rewards. It makes the problem harder than the NIPD and an agent gains a few reward even if the agent selects the action. A reward which an agent gains is calculated by Eq. (10). In addition to the NIPD setting, we let ( ) be and ( ) be 0 when the agent selects the neutral action.
The state of an agent is defined by the vector consists of its own previous action and the numbers of the agents who selected selfish, neutral, and altruistic actions at the previous step.
Experimental Setup
The number of agents is set to 10. The reward parameters are set to = 3, = 1, = −3, and = 1.
We compare the proposed method with the following 3 methods.
• Method 1: Qlearning [1] .
• Method 2: Swarm reinforcement learning in which the conditions to share the Q-value are not used. Instead, BEST [2] is used for exchanging information among the worlds. • Method 3: Method based on [7] . In Method 3, each agent learns based on the sum of neighbor agents' rewards. The set of neighbors of agent is defined by
where is an agent number, and is the number of neighbors. Each agent needs to know others' rewards, since Method 3 cannot be applied to our practical problemsetting, and the comparison with it is only for reference. In [7] , is set to 3. If is set to 9, that is the agent can know all agents' rewards, the agents are in dilemma no longer. Therefore, in the experiments we apply Method 3 with the both settings, = 3 and 9. We call Method 3 Although there have been proposed other methods [5] [6] for NIPD, they must use much information. Therefore, we don't implement them because these cannot be implemented in the same problem-setting.
The discount rate parameter in Q-learning is set to = 0.1C the learning rate parameter is set to = 0.5, the initial Q-value is set to 0 = −10, and the probability of selecting a random action in the -greedy method is set to 0.01. The discount rate parameter in Eq. (3) is set to = 0.9, the number of learning worlds is set to = 10, and the number of steps in which Q-learning is performed between exchanging the information is set to = 20. Each method is terminated at = 20000 steps.
Results
Each method is performed 50 times. In order to evaluate the acquired policies, we carry out the simulations in which the agents select actions for 500 steps under the acquired policy and they gain rewards. The initial state is selected randomly. The simulations are carried out five times for each of the acquired 50 policies. Tables 1 and 2 show the rewards which all the agents gain in the NIPD and in the Tragedy of the commons, respectively. In the tables, "Average" shows the average of the rewards for the 50×5 simulations, "Variance" shows the variance of the rewards for the 50×5 simulations, and "Num of the best policy" shows the number of acquired policies which enable all the agents to acquired the best policy in policies. Figs. 2 and 3 show the total reward for each of the 50 policies obtained by each method in the NIPD and in the Tragedy of the commons, respectively. If the sum of the agents' rewards is 70, all agents can learn the cooperative action. Moreover, if one agent changes its action from the cooperation to the defection, the sum of all agents' rewards decreases by 14.
The average rewards of Method 1 for both problems are negative, and the policy in which all the agents select the defection is acquired in NIPD. This is because the individual rational action is learned by Q-learning. Although the average rewards of Method 2 are also negative, they are larger than those of Method 1. However, most agents don't learn the cooperation by this method. On the other hand, the average rewards of the proposed method are larger than those of Method 2, and many agents can learn the cooperation. Therefore, the proposed exchange information method is effective for the dilemma problems. The average reward for the NIPD is 47.8, and that in the Tragedy of the commons is 43. 8 . These values show that the policies in which nearly 8 agents selects the cooperation are acquired by the proposed method.
The average rewards of Method 3 for both problems are positive, and Method 3-2 is better than Method 3-1. In spite of each agent does not know others' rewards in the proposed method, the average rewards in the proposed method are larger than that of Method 3-1. For the Tragedy of the commons, Method 3-2 does not acquire the best policies aren't acquired in many simulations. On the other hand, 18 best policies are found by the proposed method. In the proposed method, the agents can learn the best policies in some simulations of not only the NIPD but also the Tragedy of the commons. This means that the conditions to share the Q-value is effective for the problem in which the extra action, the neutral action, is existed. One of the conditions are met when the sum of discounted rewards decreases. This is because that information is considered not to promote the individual rationality. In the Tragedy of the commons, the reward which is gained when the agent selects the neutral actions is larger than that when it selects the altruistic action, and the neutral action is more rational for individual than the altruistic action. Therefore, agents can learn the altruistic actions, and acquire the best policy.
As the above mentioned, in the proposed method, many agents can learn the cooperation without using the others' reward, and the best policy can be acquired in both problems. These results validate the effectiveness of the proposed method in the dilemma problems.
CONCLUTION
The purpose of this study is to develop swarm reinforcement learning method for multi-agent problems.
There are various types of the multi-agent problems. In this paper, we have coped with dilemma problems in which the entire rationality of a group conflicts with the individual rationality of its member agents. We consider the N-Person Iterated Prisoner's Dilemma (NIPD) that is a typical dilemma problem, and we have proposed the swarm reinforcement learning method for this problem.
In the proposed method, multiple learning worlds are prepared, and the Q-values are shared among the learning worlds. We have proposed the two conditions to determine the Q-value that should be shared. One of them is met when the sum of discounted rewards decreases, because information in the case where a large reward is gained compared to newly gained rewards is considered to promote the individual rationality. Other is met when the Q-value increases, because the Q-value of the cooperation tends to become small.
In the experiments, nearly 8 agents acquire the best policy by the proposed method. As the future work, we develop the method by which all agents can learn the best policy correctly. Furthermore, we apply the proposed method to other types of dilemma problem, and we evaluate its performance.
