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Abstract
Let T be a Cowen–Douglas operator. In this paper, we study the von Neumann algebra V ∗(T ) consisting
of operators commuting with both T and T ∗ from a geometric viewpoint. We identify operators in V ∗(T )
with connection-preserving bundle maps on E(T ), the holomorphic Hermitian vector bundle associated
to T . By studying such bundle maps, the structure of V ∗(T ) as well as information on reducing subspaces
of T can be determined.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let H be a separable Hilbert space. Given a domain (connected open subset) Ω in C and
a positive integer n, M.J. Cowen and the second author [2] introduced the operator class Bn(Ω),
consisting of operators T on H satisfying:
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(ii) ran(T − w) = H for w in Ω ;
(iii) ∨w∈Ω ker(T − w) = H;
(iv) dim ker(T − w) = n for w in Ω .
Given an operator T in Bn(Ω), the mapping w → ker(T − w) defines a rank n holomorphic
Hermitian vector bundle over Ω , which we denote by E(T ). An important observation in [2] is
that invariants of T can be revealed by investigating their geometric counterparts in E(T ).
Our main aim in this paper is to study the von Neumann algebra V ∗(T ) of operators commut-
ing with both T and T ∗ for T in Bn(Ω). There are several motivations for our investigation.
For one thing, Bn(Ω) contains many important classes of operators and characterizing re-
ducing subspaces of these operators is an interesting topic in operator theory. Our investigation
arises from the study of multiplication operators on Hilbert spaces consisting of holomorphic
functions. For a typical example we mention the multiplication operator MB on the Bergman
space where B is a finite Blaschke product. In this case, the adjoint of Mφ is a Cowen–Douglas
operator. An open conjecture is that if B is a Blaschke product of order n, then MB has at most
n distinct minimal reducing subspaces, or in language of operator algebra, the von Neumann
algebra V ∗(MB) has at most n minimal projections. The algebra V ∗(MB) is finite dimensional
(see [4]), and using general theory of finite dimensional von Neumann algebras, one can show
that the conjecture is equivalent to the statement that V ∗(MB) is abelian (see [4,7] for detailed
discussions). Progress along this line can also be found in [9,10,14]. For further discussion on
the relation between operator theory on function spaces and von Neumann algebras, see [6]
and [8].
We will not go any further on concrete problems, which however, suggest that it is worthwhile
to have a conceptual understanding of V ∗(T ) for an arbitrary Cowen–Douglas operator T .
Another reason for studying V ∗(T ) lies in its close relation to the differential geometry of the
bundle E(T ). Recall that if S is an operator commuting with T , then S ker(T −w) ⊆ ker(T −w),
and hence S induces a holomorphic bundle map on E(T ) which we denote by Γ (S). If S lies in
V ∗(T ), then Γ (S) is not only holomorphic, but also connection-preserving, as we shall see later.
Projections in V ∗(T ), or reducing subspaces of T , are in one-to-one correspondence with
reducing subbundles of E(T ). (We say a subbundle F of a holomorphic Hermitian vector bundle
E is a reducing subbundle if both F and its orthogonal complement F⊥ in E are holomorphic
subbundles.) Now we briefly describe this correspondence (see [2] for details):
If H1 is a reducing subspace for T in Bn(Ω) and H2 = H⊥1 , then T |H1 and T |H2 are both
Cowen–Douglas operators. In this case, E(T |H1) and E(T |H2) are mutually orthogonal holo-
morphic subbundles such that
E(T ) = E(T |H1) ⊕ E(T |H2).
Conversely, if E(T ) can be decomposed into an orthogonal direct sum of two holomorphic
subbundles E1 and E2, then there exist reducing subspaces H1 and H2 such that H = H1 ⊕ H2
with H1 =∨w∈Ω E1w and H2 =∨w∈Ω E2w , where Eiw denotes the fibre of Ei at w.
Two reducing subspaces H1 and H2 for T are said to be unitarily equivalent if there exists a
unitary operator U : H1 → H2 such that UT |H1 = T |H2U . A key result in [2], which we restate
in the following, asserts that H1 and H2 are unitarily equivalent if and only if there exists an
isomorphic holomorphic bundle map between E(T |H ) and E(T |H ).1 2
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alent if and only if there exists a local isometric holomorphic bundle map Φ from E(T1) to E(T2).
In this case, Φ = Γ (U) where U is the intertwining unitary operator.
Remark 1.2. We say that two holomorphic Hermitian vector bundles over Ω are locally equiv-
alent if there exists an isometric holomorphic bundle map Φ defined on an open subset  in Ω
between them. The theorem says that the bundle map Φ defined on  can be extended to a glob-
ally defined map Γ (U); in other words, local equivalence implies global equivalence. This arises
from the uniqueness of analytic continuation and the well-known spanning property (see [2] for
a proof) that
∨
w∈
ker(T − w) = H,
for any open subset  in Ω .
Given a Cowen–Douglas operator T , Theorem 1.1 asserts that holomorphic isometric bundle
maps on E(T ) are in one-to-one correspondence with unitary operators in V ∗(T ). In Section 3,
we generalize this correspondence to connection-preserving bundle maps on E(T ) and V ∗(T )
(holomorphic isometric bundle maps are necessarily connection-preserving, as we shall see in
the next section). Our result is stated as follows:
Theorem 1.3. Let T be a Cowen–Douglas operator in Bn(Ω) and Φ be a bundle map on E(T ).
There exists an operator TΦ in V ∗(T ) such that Φ = Γ (TΦ) if and only if Φ is connection-
preserving. Consequently, the map Γ is a ∗-isomorphism from V ∗(T ) to connection-preserving
bundle maps on E(T ).
In Section 4, by studying connection-preserving bundle maps on E(T ), we show that V ∗(T )
is isomorphic to the commutant of a matrix algebra. This matrix algebra represents the algebra
of bundle maps on E(T ) generated by curvature and its covariant derivatives to all orders. Our
discussions are based on a result called “block diagonalization of connections” established by
Cowen and the second author [3] where they studied the equivalence problem of C∞ Hermi-
tian vector bundles. We will also use this result to study reducing subbundles of E(T ), which
provides a canonical decomposition of H into the direct sum of minimal reducing subspaces.
As a complementary example, we discuss a typical kind of Cowen–Douglas operators, called the
bundle shifts, which represent a large class of subnormal operators related to multiply-connected
domains [1].
2. Preliminaries on Hermitian vector bundles
In this section, we provide necessary preliminaries on Hermitian vector bundles, which are
mainly extracted from [2]. General references can be found in [11,13].
Given a domain Ω in C, a rank n holomorphic vector bundle over Ω is a complex manifold
E with a holomorphic map π from E onto Ω such that each fibre Eλ = π−1(λ) is a copy of Cn
and for each λ0 in Ω , there exists a neighborhood  of λ0 and holomorphic functions s1, . . . , sn
from  to E such that Eλ =∨{s1(λ), . . . , sn(λ)}. The n-tuple of functions {s1, . . . , sn} is called
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π(s(λ)) = λ.
A bundle map between two bundles E1 and E2 defines a linear transformation from E1λ to
E2λ for λ in Ω . Locally a bundle map can be represented by a matrix-valued function relative to
the local frames of the two bundles. A bundle map between two holomorphic vector bundles is
holomorphic if its representing matrix function relative to holomorphic frames is holomorphic.
A holomorphic bundle map is determined by its restriction on any open subset  in Ω .
A Hermitian vector bundle is a vector bundle E such that each fibre Eλ is an inner product
space. Given a bundle map Φ from a Hermitian vector bundle E1 to E2, we can define its adjoint
to be a bundle map Φ∗ from E2 to E1 satisfying〈
Φs(λ), t (λ)
〉
E2λ
= 〈s(λ),Φ∗t (λ)〉
E1λ
for any sections s and t of E1 and E2, respectively.
For a separable Hilbert space H and a positive integer n, let Gr(n,H) denote the Grassmann
manifold of all n-dimensional subspaces of H. A map f : Ω → Gr(n,H) is called a holomorphic
curve if for any point λ0 in Ω , there exists a neighborhood  of λ0 and n holomorphic H-valued
functions s1, . . . , sn on  such that f (λ) =∨{s1(λ), . . . , sn(λ)}. A holomorphic curve naturally
gives a Hermitian holomorphic vector bundle Ef over Ω . The fibre of Ef at a point λ is f (λ)
and the metric at each fibre is inherited from the inner product on H. The local holomorphic
functions s1, . . . , sn form a holomorphic frame over . It is shown in [2] that if T is a Cowen–
Douglas operator in Bn(Ω), the map w 	→ ker(T − w) is a holomorphic curve and the resulting
bundle is E(T ). In this paper, we concentrate on unitary invariants of holomorphic curves, while
we would like to mention the work of Jiang and Ji [12], who studied the similarity questions
rather than unitary ones and some of their methods are related to ours.
Let E(Ω) denote the algebra of C∞ functions on Ω and let Ep(Ω) denote the C∞ differential
forms of degree p on Ω . Then we have E0(Ω) = E(Ω), E1(Ω) = {f dz + g dz: f,g ∈ E(Ω)}
and E2(Ω) = {f dzdz: f ∈ E(Ω)}.
For a C∞ vector bundle E over Ω , let Ep(Ω,E) denote the differential forms of degree p
with coefficients in E, then E0(Ω,E) are just C∞ sections of E on Ω .
A connection on E is a first order differential operator D : E0(Ω,E) → E1(Ω,E) such that
D(f σ) = df ⊗ σ + fD(σ)
for f in E(Ω) and σ in E0(Ω,E). The connection D is called metric-preserving if
d〈σ1, σ2〉 = 〈Dσ1, σ2〉 + 〈σ1,Dσ2〉,
for σ1, σ2 in E0(Ω,E).
Locally, D can be represented by a connection matrix. Let s = {s1, . . . , sn} be a local frame
on , then the connection matrix Θ(s) = [Θij ] relative to the frame s is a matrix with 1-form
entries Θij defined on  such that
D(si) = Σnj=1Θij ⊗ sj .
The connection D can be extended to a differential operator from E1(Ω,E) to E2(Ω,E) so
that
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for σ in E(Ω,E) and α in E1(Ω).
It is well known that D2 is C∞ linear so we have for any σ in E(Ω,E), that
D2σ = Kσ dzdz,
where K is a bundle map on E which is uniquely determined by D2. Thus D2 can be identified
with K and we call K the curvature of (E,D).
For a Hermitian vector bundle on a domain in C, the curvature K is always self-adjoint pro-
vided that its defining connection D is metric-preserving (Section 2.15, [2]).
The matrix of D2 relative to a frame s is given by
D2(s) = dΘ(s) + Θ(s) ∧ Θ(s). (2.1)
Note that D is not a bundle map since it is not C∞ linear, while it can be shown that the
commutator of D with a bundle map is still a bundle map (Lemma 2.10, [2]). Thus for the bundle
map Φ on E, there exists bundle maps Φz and Φz satisfying
[D,Φ] = DΦ − ΦD = Φz ⊗ dz + Φz ⊗ dz.
Then Φz and Φz are called covariant derivative of Φ relative to the connection D. Since covariant
derivatives are also bundle maps, we can continue this procedure to define higher order covariant
derivatives Φzizj for all positive integers i, j .
The covariant derivatives of Φ and Φ∗ are related as follows (Lemma 2.12, [2]):
(Φz)
∗ = (Φ∗)
z
, (Φz)
∗ = (Φ∗)
z
. (2.2)
A bundle map Φ is called connection preserving if
[D,Φ] = 0
or equivalently,
Φz = Φz = 0.
By an easy computation (or see [3]), the matrix of [D,Φ] relative to a local frame s is dΦ(s)+
[Θ(s),Φ(s)]. Thus a bundle map is connection-preserving if and only if its matrix satisfies
dΦ(s) + [Θ(s),Φ(s)]= 0. (2.3)
An induction argument shows that a connection-preserving bundle map Φ necessarily pre-
serves curvature as well as its covariant derivatives to all orders, i.e.
ΦKzizj = Kzizj Φ
for all 0 i, j < ∞ (Remark 2.16, [2]).
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dle, it is well known that there exists a unique canonical connection Θ on E, called the Chern
connection, which is metric-preserving and compatible with the holomorphic structure.
Locally, given a holomorphic frame s = {s1, . . . , sn} with metric matrix h = (〈si , sj 〉),
Θ(s) = ∂hh−1. (2.4)
The matrix of D2 is given by
D2(s) = ∂(∂hh−1). (2.5)
The matrix of the covariant derivatives of a bundle map Φ relative to this canonical connection
is given by (sec 2.18, [2]):
Φz(s) = ∂Φ(s) +
[
∂hh−1,Φ(s)
]
and Φz(s) = ∂Φ(s).
Thus the matrix of Φz is just the usual ∂ derivative of its matrix Φ(s) relative to the holo-
morphic frame s. Hence a bundle map Φ is holomorphic if and only if Φz = 0. Recall that Φ is
connection-preserving if Φz = Φz = 0, and combining this with (2.2), we have:
Proposition 2.1. A bundle map Φ on a holomorphic Hermitian vector bundle E over a domain
in C preserves the canonical connection if and only if both Φ and Φ∗ are holomorphic.
An isometric holomorphic bundle map Φ is connection-preserving since Φ∗ = Φ−1, which is
necessarily holomorphic.
Given two Hermitian vector bundles E1 and E2 with connections D1 and D2; respectively, let
Φ be a bundle map from E1 to E2. We say Φ is connection-preserving if
D2Φ = ΦD1.
Fix local frames s1 and s2 for E1 and E2; respectively. Then Φ is connection-preserving if its
matrix Φ relative to the two frame satisfies
dΦ + Θ2(s2)Φ − ΦΘ1(s1) = 0, (2.6)
where Θi(si) is the connection matrix of Di with respect to the frame si .
For a bundle map between two Hermitian vector bundles, one can define its covariant deriva-
tive analogously, and Proposition 2.1 still holds (see [2] for details).
3. Geometric realization of V ∗(T )
This section is devoted to establishing Theorem 1.3. Throughout this section, a connection
means the canonical connection on a given holomorphic Hermitian vector bundle.
The following technical lemma (Proposition 1, [5]) is useful in this section.
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in z and anti-holomorphic in w. Then
f (z, z) = 0
for all z in Ω if and only if f vanishes identically on Ω × Ω .
Corollary 3.2. Let S1, S2 be two operators commuting with T , then Γ S1 = (Γ S2)∗ if and only if
S1 = S∗2 .
Proof. Sufficiency follows from the definition of Γ and it remains to show Γ S1 = (Γ S2)∗ im-
plies S1 = S∗2 . Take a holomorphic frame {σi(z)} for E(T ) over an open subset . Then by the
spanning property
∨
λ∈ E(T )λ = H, it suffices to show that〈
S1σi(z), σj (w)
〉= 〈σi(z), S2σj (w)〉
for all i, j and z,w in . Since the frame is holomorphic, both sides of the identity above is
holomorphic in z and anti-holomorphic in w, and Γ S1 = (Γ S2)∗ implies that the identity holds
for z = w, so Lemma 3.1 can be applied and we are done. 
In general, a holomorphic Hermitian bundle does not admit a holomorphic orthonormal frame,
but in the special case of holomorphic curves, there always exists a local holomorphic frame
which is “normal” at one point (see Lemma 2.4 in [2]).
Lemma 3.3. (See [2].) Given a holomorphic curve f over Ω and a point z0 in Ω , there exists a
holomorphic frame {σi(z)} for Ef in a neighborhood  of z0 such that (〈σi(z), σj (z0)〉) is the
identity matrix for all z in .
The local frame {σi} given by Lemma 3.3 is called a normal frame. The matrix of a
connection-preserving bundle map relative to a normal frame is very well behaved.
Proposition 3.4. Let f be a holomorphic curve over a domain Ω in C and {σi} be a nor-
mal frame over an open subset  at a point z0. If Φ is a connection-preserving bundle map
on Ef , then its matrix relative to {σi} is a constant matrix which commutes with the metric
matrix (〈σi(z), σj (w)〉) for all z,w in .
Proof. By Proposition 2.1, both Φ and Φ∗ are holomorphic. If we denote by Φ(z) and Ψ (z) the
matrix of Φ and Φ∗ relative to base {σi(z)} of the fibre at z, then Φ(z) and Ψ (z) are both holo-
morphic matrix-valued functions. If we set h(z,w) = (〈σi(z), σj (w)〉), then h is holomorphic in
z and anti-holomorphic in w such that h(z, z0) = I . By elementary linear algebra we have
Ψ (z) = h(z, z)Φ∗(z)h−1(z, z). (3.1)
Combining this with Lemma 3.1, we have
Ψ (z) = h(z,w)Φ∗(w)h−1(z,w).
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Ψ (z) = Φ∗(z0).
Thus Ψ (z) is constant which we denote by Ψ . Our original identity becomes
Ψ = h(z, z)Φ∗(z)h−1(z, z),
taking adjoints we get
Ψ ∗ = h−1(z, z)Φ(z)h(z, z).
Another application of Lemma 3.1 yields
Ψ ∗ = h−1(z,w)Φ(z)h(z,w).
Taking w = z0 again, we have
Ψ ∗ = Φ(z).
Thus Φ(z) is constant (which we also denote by Φ) and Φ∗ = Ψ . By (3.1), both Φ and Ψ
commute with h(z, z), and thus commutes with h(z,w) as well, in light of Lemma 3.1. 
Remark 3.5. From the proof of the above proposition, we see that if we fix a normal frame
and a connection-preserving bundle map Φ , the matrix of Φ∗ is just the adjoint of the matrix
of Φ . Recall that a connection-preserving bundle map is necessarily holomorphic, and thus is
determined by its restriction to any open subset . Therefore the mapping defined by sending a
connection-preserving bundle map to its matrix relative to a local normal frame is an injective
∗-homomorphism.
Now we complete the proof of Theorem 1.3.
Proof of Theorem 1.3. One direction is easy. For an operator S in V ∗(T ), both S and S∗ com-
mutes with T and (Γ (S))∗ = Γ (S∗). Thus the condition of Proposition 2.1 is satisfied and Γ (S)
is connection-preserving.
We now establish the other direction: any connection preserving bundle map is induced by an
operator in V ∗(T ).
As before, we fix an open subset  and a local holomorphic frame {σi(z)} for the holomorphic
curve E(T ) normalized at a point z0 in .
By the previous proposition, the matrix of the connection-preserving bundle map relative to
this frame is a constant matrix which we also denote by Φ such that
Φh(z,w) = h(z,w)Φ,
where h(z,w) = (〈σi(z), σj (w)〉).
For any z in , the bundle map defines a linear operator on the fibre ker(T − z) whose matrix
relative to the base {σi(z)} is Φ . Since eigenvectors belonging to different eigenvalues are linearly
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linear span
H0 = spanz∈ ker(T − z),
which is a dense subspace of H.
For any z in , TΦ ker(T − z) ⊆ ker(T − z) by our construction, which implies that TΦ
commutes with T on ker(T − z), and thus on H0 as well.
We claim that TΦ is bounded.
To this end, let us take an arbitrary vector f in H0. For such an f , there exist vectors
f1, . . . , fm with fi∈ker(T − zi) for some z1, . . . , zm in  such that
f = f1 + · · · + fm.
Since {σi} is a frame, there exist mn complex numbers aij , 1 i m,1 j  n, such that
fi =
n∑
j=1
aij σj (zi)
for any 1 i m. To simplify notation, we write
ai = (ai1, ai2, . . . , ain)
and
σ (z) = (σ1(z), σ2(z), . . . , σn(z))T .
Then fi = aiσ (zi) and f = a1σ (z1) + · · · + amσ (zm).
Now
‖f ‖2 = 〈a1σ (z1) + · · · + amσ (zm),a1σ (z1) + · · · + amσ (zm)〉
=
m∑
i,j=1
aih(zi, zj )a
∗
j
= (a1, . . . ,am)
[
h(zi, zj )
]
(a1, . . . ,am)
∗.
Here (a1, . . . ,am) is a row of mn complex numbers and [h(zi, zj )] is an mn×mn matrix whose
n × n block at the (i, j) place is the matrix h(zi, zj ).
For example, if m = 2, there are only two points z1 and z2 involved and
[
h(zi, zj )
]= ( h(z1, z1) h(z1, z2)
h(z2, z1) h(z2, z2)
)
.
On the other hand,
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〈
a1Φσ (z1) + · · · + amΦσ (zm),a1Φσ (z1) + · · · + amΦσ (zm)
〉
=
m∑
i,j=1
aiΦh(zi, zj )Φ
∗a∗j
= (a1, . . . ,am)(Φ ⊗ Im)
[
h(zi, zj )
](
Φ∗ ⊗ Im
)
(a1, . . . ,am)
∗
where Φ ⊗ Im is a block-diagonal matrix with Φ repeated m times on the diagonal.
Recall that Φh(zi, zj ) = h(zi, zj )Φ , which implies
(Φ ⊗ Im)
[
h(zi, zj )
]= [h(zi, zj )](Φ ⊗ Im).
Note that [h(zi, zj )] is a positive matrix, so we have
(Φ ⊗ Im)
[
h(zi, zj )
] 1
2 = [h(zi, zj )] 12 (Φ ⊗ Im),
and (
Φ∗ ⊗ Im
)[
h(zi, zj )
] 1
2 = [h(zi, zj )] 12 (Φ∗ ⊗ Im).
Consequently
(Φ ⊗ Im)
[
h(zi, zj )
](
Φ∗ ⊗ Im
)= [h(zi, zj )] 12 (Φ ⊗ Im)(Φ∗ ⊗ Im)[h(zi, zj )] 12 ,
thus
(Φ ⊗ Im)
[
h(zi, zj )
](
Φ∗ ⊗ Im
)
 ‖Φ ⊗ Im‖2
[
h(zi, zj )
]= ‖Φ‖2[h(zi, zj )]
which implies that
‖TΦf ‖ ‖Φ‖‖f ‖.
Here ‖Φ‖ is the standard matrix norm of Φ which dose not depend on f , hence the claim is
proved. Since H0 is dense, TΦ extends to a bounded operator on H and the extended operator
still commutes with T . By our construction, Φ = Γ (TΦ) for the extended TΦ .
We further claim that (TΦ)∗ commutes with T , which means TΦ is in V ∗(T ) and the proof of
the theorem will be complete.
Let Ψ be the adjoint of the bundle map Φ , then as in the proof of Proposition 3.4, its matrix
relative to the normal frame is also a constant matrix Ψ and Ψh(z,w) = h(z,w)Ψ for all z,w
in . Therefore, using the same argument, there exists a bounded operator TΨ commuting with
T such that Ψ = Γ (TΨ ). By Corollary 3.2, (TΦ)∗ = TΨ , hence TΦ is in V ∗(T ). 
Just as in Remark 1.2, we have:
Remark 3.6. For a Cowen–Douglas operator T , a local connection-preserving bundle map on
E(T ) can be extended to a global connection-preserving bundle map induced by an operator
in V ∗(T ).
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E can be seen as sections of the tensor bundle E ⊗ E∗ and a bundle map Φ is connection-
preserving if and only if it is a parallel section of E ⊗ E∗. Thus a connection-preserving bundle
map is determined by its action on any fibre. In the case of holomorphic curves with canonical
connection, this follows immediately from Proposition 3.4.
Consequently, for a Cowen–Douglas operator T in Bn(Ω) and any point w0 in Ω , an operator
in V ∗(T ) is determined by its action on ker(T − w0). In particular, we have:
Corollary 3.7. For a Cowen–Douglas operator T , V ∗(T ) is finite dimensional.
We end this section with a straightforward proof of this corollary in operator theory, which is
of independent interest.
Proof. Without loss of generality, we assume w = 0. Since kerT is finite dimensional, it suffices
to show that if S is an operator in V ∗(T ) such that S|kerT = 0, then S = 0.
In fact, since H = kerT ⊕ ranT ∗ (note that ranT ∗ is closed in this case), we have
SH = ST ∗H = T ∗SH = T ∗ST ∗H = (T ∗)2SH = · · · ⊆ ∞⋂
k=1
ran
(
T ∗
)k
.
Note that the spanning property implies that
∨∞
k=1 kerT k = H (Section 1.7, [2]), hence⋂∞
k=1 ran(T ∗)k = 0, as desired. 
4. Connection-preserving bundle maps on E(T )
In this section, we study connection-preserving bundle maps on E(T ) and provide a charac-
terization of V ∗(T ) in terms of geometric invariants. Before proceeding, we would like to say
more about reducing subbundles of holomorphic Hermitian vector bundles.
Let E be a holomorphic Hermitian vector bundle with canonical connection D. Given a reduc-
ing subbundle E′ of E, we can chose holomorphic frames s′ and s′′ of E′ and E′⊥; respectively
such that s = {s′, s′′} forms a holomorphic frame for E. Relative to this frame, the metric matrix
of E decomposes into two blocks. Therefore by (2.4), (2.5) the matrices of the canonical con-
nection D and curvature K also decompose into two blocks. By the following representation of
covariant derivatives:
Kz(s) = ∂K(s) +
[
∂hh−1,K(s)],
Kz(s) = ∂K(s),
we see that the matrices of the covariant derivatives of the curvature to all orders also decompose
into two blocks relative to this frame. In particular, reducing subbundles are D-invariant. The
following result (see Proposition 4.18, Chapter 1 in [11]) asserts that the converse is also true,
which can be used to identify reducing subbundles of holomorphic Hermitian vector bundles.
We include the proof for the convenience of the readers.
Proposition 4.1. (See [11].) Let E be a holomorphic Hermitian vector bundle and D the canon-
ical connection. Let E′ be a C∞ subbundle and E′′ be the orthogonal complement of E′ in E.
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they give a holomorphic orthogonal decomposition:
E = E′ ⊕ E′′.
Proof. As is well known, the canonical connection D can be decomposed as
D = D′ + ∂
with
D′ : E0(Ω,E) → E1,0(Ω,E),
∂ : E0(Ω,E) → E0,1(Ω,E).
Since E′ is invariant under D, so is E′′ because D is metric preserving. Let s be a holo-
morphic section of E and s = s′ + s′′ be its C∞ decomposition with respect to E = E′ ⊕ E′′.
It suffices to show s′ and s′′ are holomorphic sections. Since D = D′ + ∂ and s is holomorphic,
we have Ds = D′s. On the other hand, Ds = Ds′ +Ds′′ and D′s = D′s′ +D′s′′, which implies
Ds′ = D′s′ and Ds′′ = D′s′′. Therefore ∂s′ = 0 and ∂s′′ = 0, as desired. 
Since the canonical connection on a holomorphic Hermitian vector bundle is unique, the
canonical connection on a reducing subbundle is just the restriction of the original one.
As stated in the introduction, our investigation is based on a representation theorem of Cowen
and the second author, called the C∞ block diagonalization of connections. We begin with some
necessary terminologies before introducing this result.
Let E be a C∞ Hermitian vector bundle of rank n over a domain Ω in C with metric-
preserving connection D and curvature K. We denote by A the algebra of bundle maps generated
by the curvature K and its covariant derivatives Kzizj to all orders. Since K is self-adjoint and
the identity (2.2) holds, A is self-adjoint.
Let s be a C∞ orthonormal frame of E over an open subset  of Ω . For a bundle map Φ on E
and z in , let Φ(z) be the induced fibre map on the fibre Ez and Φ(s)(z) be the matrix of Φ(z)
relative to the base s(z). We denote by A (z) the set of linear transforms on the fibre Ez induced
by bundle maps in A and A (s)(z) the matrix algebra generated by the matrices Φ(s)(z) for Φ
in A , then A (s)(z) is a self-adjoint matrix algebra in Mn(C) since s is orthonormal.
It is well known that any self-adjoint matrix algebra is the direct sum of full matrix algebras
with multiplicity. More precisely, for any self-adjoint matrix algebra, there exist two tuples of
positive integers M = (m1, . . . ,mr) and N = (n1, . . . , nr ), such that the algebra consists of
matrices of the form A1 ⊗ Im1 ⊕· · ·⊕Ar ⊗ Imr , where Ai is an ni ×ni matrix repeated mi times
on the diagonal, we denote such an algebra by M(N ,⊗M ).
For example, M((n1, n2),⊗(2,1)) is the algebra of matrices of the form
A1 ⊗ I2 ⊕ A2 ⊗ I1 =
⎛⎝A1 0 00 A1 0
0 0 A2
⎞⎠ ,
where A1 is an n1 × n1 matrix and A2 is an n2 × n2 matrix.
L. Chen et al. / Journal of Functional Analysis 260 (2011) 1925–1943 1937Now we can state the theorem on block diagonalization of connections (see Proposition 2.5
in [3], also see Lemma 3.2 in [2] for a special case).
Theorem 4.2. (See [3].) Let E be a C∞ Hermitian vector bundle of rank n over an open subset
Ω in C, with metric-preserving connection D. For any point z0 off a non-where dense subset
of Ω , there exist two tuples of integers M = (m1, . . . ,mr), N = (n1, . . . , nr), a neighborhood
Ω0 of z0 and a C∞ orthonormal frame s for E over Ω0 with the properties:
A (s)(z) = M(N ,⊗M )
for all z in Ω0, where A is the algebra of bundle maps generated by the curvature K, and its
covariant derivatives Kzizj to all orders. Moreover,
Θ(s) = Θ1 ⊗ Im1 ⊕ · · · ⊕ Θr ⊗ Imr ,
where Θ(s) is the matrix of connection 1-forms of D relative to the frame s and Θi are C∞
ni × ni matrices with 1-form entries defined on Ω0.
Remark 4.3. There are various ways to understand this theorem.
(i) The algebra A (s)(z) does not depend on the point z in Ω0.
(ii) The theorem asserts that the connection matrix has a block diagonal form, thus each block
corresponds to a subbundle invariant under D. Explicitly, for any 1  i  r , the block
Θi ⊗ Imi corresponds to mi D-invariant subbundles of rank ni . We denote these subbundles
by Ei1, . . . ,Eimi . With respect to this decomposition, the frame s can be written as s = {sij }
where sij is an orthonormal frame for Eij .
(iii) By definitions, the curvature as well as its partial derivatives are determined by the connec-
tions, while the theorem implies that the connection can be determined by the curvature in
some sense.
If E is a holomorphic Hermitian vector bundle with canonical connection D, then D-invariant
subbundles are actually reducing subbundles for E by Proposition 4.1. Therefore we can apply
Theorem 4.2 to obtain a collection of mutually orthogonal reducing subbundles {Eij }, 1 i  r ,
1 j mi with rankEij = ni , such that
E = E11 ⊕ · · · ⊕ E1m1 ⊕ · · · ⊕ Er1 ⊕ · · · ⊕ Ermr .
If we apply the theorem to the bundle E(T ) with canonical connection for a Cowen–Douglas
operator T , then {Eij } correspond to reducing subspaces {Hij } such that
H = H11 ⊕ · · · ⊕ H1m1 ⊕ · · · ⊕ Hr1 ⊕ · · · ⊕ Hrmr . (4.1)
We will show that Hij are minimal and (4.1) gives a canonical decomposition of H into mini-
mal reducing subspaces. To get a full understanding of that, we first recall some elementary facts
on von Neumann algebras. In light of Corollary 3.7, we concentrate on the finite dimensional
case.
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projections p and q in M are said to be equivalent if there exists an element u in M such that
u∗u = p, uu∗ = q . A projection p in M is said to be minimal if for any projection q in M , q  p
implies q = 0 or q = p.
If M is a finite dimensional von Neumann algebra, there exists finitely many mutually orthog-
onal minimal projections q1, . . . , qk in M such that
1M = q1 + · · · + qk. (4.2)
The center Z(M) is also finite dimensional, thus there are finitely many mutually orthogonal
minimal central projections (i.e. minimal projections in Z(M)) p1, . . . , pr , such that
1M = p1 + · · · + pr .
One can show, as a routine exercise, that (i) for any minimal projection q in M , there exist
exactly one index i such that qpi = q (equivalently, q  pi ) and qpj = 0 for j = i, (ii) two
minimal projections in M are equivalent if and only if they are dominated by the same minimal
central projection.
By (i), we can rearrange the minimal projections in (4.2) such that
1M = q11 + · · · + q1m1 + · · · + qr1 + · · · + qrmr (4.3)
with qi1 + · · · + qimi = pi , and by (ii), qij and qi′j ′ are equivalent if and only if i = i′. We call
(4.3) a canonical decomposition.
Now we go back to the Cowen–Douglas operator T . Reducing subspaces of T can be identi-
fied with projections in V ∗(T ) and it is easy to check that two reducing subspaces H1 and H2 are
unitarily equivalent if and only if the their corresponding projections in V ∗(T ) are equivalent.
The following theorem says (4.1) is a canonical decomposition in the sense we discussed above,
while the proof is geometric.
Theorem 4.4. Let T be a Cowen–Douglas operator and E(T ) be its associated holomorphic
Hermitian vector bundle with reducing subbundles {Eij } given by the block diagonalization of
the canonical connection. Let {Hij } be the corresponding reducing subspaces. Then:
(i) The reducing subspaces {Hij } are minimal.
(ii) Hij and Hi′j ′ are unitarily equivalent if and only if i = i′.
Proof. (i) It suffices to show the bundle Eij is irreducible. Suppose conversely that
Eij = F1 ⊕ F2
for two orthogonal holomorphic subbundles F1 and F2, then Eij admits a holomorphic frame
s˜ = {˜s1, s˜2}, where s˜i is a holomorphic frame for Fi . Let A (Eij ) be the restriction of A on Eij ,
then as mentioned in the beginning of the section, for z in Ω0, the matrix of any linear map in
A (Eij )(z) should take a block diagonal form relative to the base s˜(z) = {˜s1(z), s˜2(z)} for the
fibre Eij . While on the other hand, A (Eij )(z) contains all linear transformations on the fibrez
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sij mentioned in Remark 4.3, a contradiction.
(ii) Without loss of generality, we prove the statement for r = 2, m1 = 2, m2 = 1. In this case,
relative to the frame s in Theorem 4.2, we have a decomposition
E(T ) = E11 ⊕ E12 ⊕ E21.
Here s = {s11, s12, s21} where s11, s12, s21 are orthonormal frames for E11,E12, E21 respectively
as in Remark 4.3. The matrix algebra A (s)(z) contains all matrices of the form⎛⎝A1 0 00 A1 0
0 0 A2
⎞⎠
and the connection matrix is of the form⎛⎝Θ1 0 00 Θ1 0
0 0 Θ2
⎞⎠ .
In light of Theorem 1.1, it suffices to show that E11 and E12 are equivalent while E12 and E21
are not equivalent.
That E11 and E12 are equivalent is straightforward. We define an isometric bundle map by
sending the orthonormal frame s11 to s12. We claim that this bundle map is holomorphic, and
hence implements an equivalence of the two bundles.
In fact, by Proposition 2.1, it suffices to show this bundle map is connection preserving. Since
the matrix of this bundle map relative to the frames s11 and s12 is the constant identity matrix and
the connection matrices relative to the two frames are the same, we see that (2.6) holds. Hence
the claim follows.
Next we show that there exists no isometric connection-preserving bundle map from E12
to E21. If there exists such a bundle map Φ , then E12 and E21 are of the same rank and by
the discussions in Section 2, Φ preserves the curvatures as well as their covariant derivatives to
all orders. Hence Φ commutes with the restriction of A to E12 and E21. Suppose rankE12 =
rankE21 = k, then by Theorem 4.2, for any fixed z in Ω0 and any two k × k matrices A1 and A2,
there exists a bundle map in A such that the matrices of its restriction to E12(z) and E21(z)
relative to the base s11(z) and s12(z) are A1 and A2 respectively. So if Φ(z) is the matrix of Φ
relative to the bases s11(z) and s12(z), then
Φ(z)A1 = A2Φ(z),
which forces Φ(z) to be zero since A1 and A2 can be arbitrarily chosen. 
We give the promised geometrical characterization of V ∗(T ).
Theorem 4.5. For a Cowen–Douglas operator T inBn(Ω), the von Neumann algebra V ∗(T ) is
isomorphic to the commutant of the matrix algebra M(N ,⊗M ) in Mn(C), where M(N ,⊗M )
is given by the block diagonalization of the canonical connection on E(T ).
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the commutant of M(N ,⊗M ).
Denote the algebra of connection-preserving bundle maps on E(T ) by V . We claim that for
any bundle map Φ in V , the matrix of Φ relative to the orthonormal frame s given in Theorem 4.2
is a constant matrix and lies in M ′(N ,⊗M ).
In fact, for a fixed z in Ω0, let Φ(z) be the matrix of Φ relative to the base s(z), then since Φ
is connection-preserving, it commutes with every bundle map in A , thus by Theorem 4.2, Φ(z)
commutes with every matrix in M(N ,⊗M ).
Moreover, Φ(z) commutes with the connection matrix Θ(z) since Θ(z) is just a matrix in
M(N ,⊗M ) tensored with a 1-form, so[
Θ(z),Φ(z)
]= 0.
Recall that the matrix of a connection-preserving bundle map satisfies
dΦ(z) + [Θ(z),Φ(z)]= 0,
therefore dΦ(z) = 0, and Φ(z) is constant.
Now we have a map Λ from V to M ′(N ,⊗M ) sending a connection-preserving bundle
map to its matrix relative to the frame s, which is well defined. Note that since the frame is
orthonormal, Λ is a ∗-homomorphism. Moreover, Λ is injective since a connection-preserving
bundle map is determined by its action on any open subset. Λ is surjective since any constant
matrix in M ′(N ,⊗M ) satisfies (2.3). Thus a local bundle map given by such a matrix relative
to the frame s is connection-preserving on Ω0. By Remark 3.6, this local bundle map can be
extended to a connection-preserving bundle map on all Ω , completing the proof. 
The commutant of M(N ,⊗M ) consists of matrices of the form
In1 ⊗ B1 ⊕ · · · ⊕ Inr ⊗ Br,
where Bi is an mi × mi matrix. We see that M ′(N ,⊗M ) is abelian if and only if mi = 1 for
all i. Thus we have the following
Corollary 4.6. The von Neumann algebra V ∗(T ) is abelian if and only if there is no multiplicity
in the block diagonalization of the canonical connection on E(T ).
In general, it is not easy to compute the matrix algebra M(N ,⊗M ) explicitly for an arbitrary
Cowen–Douglas operator. We discuss a special kind of operator TE , called the bundle shift. The
adjoint of TE lies in the Cowen–Douglas class and V ∗(TE) can be identified via the topological
construction of a certain flat unitary bundle E.
The bundle shift TE was introduced in [1] and we give a quick review of its definition. Let
Ω be a bounded domain in C whose boundary consists of finitely many analytic Jordan curves.
A flat unitary bundle over Ω is a holomorphic Hermitian vector bundle which locally admits
orthonormal holomorphic frames (or equivalently, the transition functions are constant unitary
matrices). It is well known that any flat unitary bundle over Ω is equivalent to a canonical flat
bundle arising from a unitary representation of the fundamental group π1(Ω). Let us briefly
recall this construction.
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the unit disc. Let U (n) be the group of unitary operators on Cn and a unitary representation of
π1(Ω) is a homomorphism α : π1(Ω) → U (n). Define an action of π1(Ω) on D×Cn by
A : (z, ξ) 	→ (Az,α(A)ξ)
for A ∈ π1(Ω), z ∈ D, and ξ ∈ Cn. (We identify π1(Ω) with the covering transformation group
acting on D.) Then the quotient space D×Cn/π1(Ω) of this action with the obvious projection
onto Ω gives a flat unitary bundle of rank n over Ω .
Given a flat unitary bundle E over Ω , one can construct a Hilbert space H 2E consisting of
holomorphic sections f of E such that ‖f (z)‖2Ez has a harmonic majorant. The bundle shift
TE is defined on H 2E by TE(f ) = zf . One can show that T ∗E lies in Bn(Ω∗), where Ω∗ is the
complex conjugate of Ω (Theorem 3, [1]).
A fundamental result on the bundle shift is the following (Theorem 6, [1]).
Theorem 4.7. (See [1].) If E and F are flat unitary bundles over Ω , then the bundle shifts TE
and TF are unitarily equivalent if and only if E and F are equivalent.
Remark 4.8. Any two flat unitary bundles of the same rank are locally equivalent since they
admit local orthonormal holomorphic frames, while the theorem requires that the isometric holo-
morphic bundle map can be defined globally.
Moreover, we have a characterization of the von Neumann algebra V ∗(TE) (Theorem 7, [1]):
Theorem 4.9. (See [1].) For a rank n flat unitary bundle E over Ω arising from a unitary
representation α of π1(Ω), the von Neumann algebra V ∗(TE) is isomorphic to the commutant
of C∗(α) in Mn(C), where C∗(α) is the C∗ algebra generated by the range of α.
A geometric interpretation of Theorem 4.9 in terms of bundle maps, which is related to our
investigation, is the following:
Corollary 4.10. For a rank n flat unitary bundle E over Ω arising from a unitary representation
α of π1(Ω), any operator in V ∗(TE) is induced by a (global)connection-preserving bundle map
on E.
Proof. For one thing, the connection matrix Θ(s) is zero for any local orthonormal holomorphic
frame s by (2.4). Thus for a fixed matrix Φ in Mn(C), a local bundle map defined by this constant
matrix relative to the frame s satisfies (2.3).
On the other hand, one can check that the transition matrix of two different local orthonormal
holomorphic frames whenever their defining domains overlap is nothing but α(A) for some A ∈
π1(Ω) (in fact, the local holomorphic orthonormal frames arise from branches of local inverses
of the covering map), therefore when Θ lies in the commutant of C∗(α), Φ = α−1(A)Φα(A),
which is exactly the condition assuring that the locally defined connection-preserving bundle
maps glue to a global one. That such a bundle map induces an operator in V ∗(TE) follows by
tracing back the original proof of Theorem 4.9 and is omitted here. 
The following consequence of Theorem 4.9 can be seen as a complement of our main results.
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operator T such that V ∗(T )  A.
Proof. It follows from general theory of self-adjoint matrix algebras that the commutant algebra
A′ of A can be generated by finitely many, say, k unitary matrices. Take a planar domain Ω with
k holes so that π1(Ω) is a free group of k generators. The map α defined by taking each generator
of π1(Ω) to one of the unitary matrices generating A′ extends to a unitary representation α of
π1(Ω) with C∗(α) = A′. By Theorem 4.9, V ∗(TE)  A′′ = A, where E is the flat unitary bundle
arising from α. 
Appendix A
To better understand the block diagonalization theorem, we describe an alternative proof of
the sufficiency part of Theorem 1.3, which is based on the discussions in Section 4.
The idea is to replace the normal frame given by Lemma 3.3 by the orthonormal frame given
in Theorem 4.2. If we can verify Proposition 3.4 and Remark 3.5 for this orthonormal frame, then
all the arguments in the proof of Theorem 1.3 remain valid and we have the same conclusion.
By the proof of Theorem 4.5, the matrix Φ of the connection-preserving bundle map relative
to the orthonormal frame s in Theorem 4.2 is constant and lies in the commutant of M(N ,⊗M ).
We write s = {s1, . . . , sn} for n C∞ sections s1, . . . , sn. To verify Proposition 3.4, we only need
to check that for any z, w in , the matrix (〈si(z), sj (w)〉) lies in M(N ,⊗M ). Note that we
cannot apply Lemma 3.1 for the non-holomorphic frame s.
Without loss of generality, we assume r = 2, m1 = 2, m2 = 1 as in the proof of Theorem 4.4
so that the bundle E(T ) has the decomposition
E(T ) = E11 ⊕ E12 ⊕ E21.
We need to show that the matrix (〈si(z), sj (w)〉) is of the form⎛⎝A1 0 00 A1 0
0 0 A2
⎞⎠ .
Write {si} = {μi} ∪ {ηi} ∪ {νi} where {μi}, {ηi} and {νi} are orthonormal frames for E11, E12
and E21 respectively.
Take arbitrary sections f1, f1 and f3 of E11, E12 and E21; respectively. Since f1(z) ∈ H11,
f2(w) ∈ H12 and H11 and H12 are mutually orthogonal reducing subspaces, 〈f1(z), f2(w)〉 = 0.
Similarly, we have 〈f1(z), f3(w)〉 = 0 and 〈f2(z), f3(w)〉 = 0. This implies that (〈si(z), sj (w)〉)
is of the form ⎛⎝A1 0 00 A2 0
0 0 A3
⎞⎠ .
We claim that A1 = A2, which gives the desired form. In fact, by Theorem 4.4, the bundle
map defined by sending {μi} to {ηi} is induced by a unitary operator from H11 to H12, and thus
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μi(z),μj (w)
〉)= (〈ηi(z), ηj (w)〉)
as desired.
Since the frame is orthonormal and the commutant of M(N ,⊗M ) is a self-adjoint algebra,
Remark 3.5 is trivial for this frame.
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