Ž . Ž . e.g., 15 , K K : X ª X and is bounded iff k is measurable, k s, и g L R k 1 for almost all s g R, and
Ž . Clearly, K K : X ª Y and is bounded iff, in addition, k s, и g L R for all k 1 Ž . s g R, and K K g C R for every g X, in which case it holds also that Ž . C R for every g X, where K K is the integral operator 1.2 . It is easy to k < 5 < 5 see that Z is a Banach space with the norm и and that K is a closed subspace of Z. Further, K K : X ª Y and is bounded iff k g K. single operator K , which on its own has insufficient properties, but to z Ä 4 consider a whole family of operators S s K ¬ z g W , where W ; X is z chosen to be translation invariant and sequentially compact in the weak star topology on X, so that S is translation invariant and collectively compact with respect to sequential compactness in the strict topology. In Ä 4 particular, for the case W s z g X ¬ ess range z ; Q , with Q compact Ž . w x and convex, the following replacement for 1.7 is obtained 5 :
for all z g W and I y K uniformly bounded in z.
Ž . collective compactness with respect to the strict topology, then
In Section 2 questions of stability and convergence of operator approxiw x mations are also studied, generalising the studies of Atkinson .
w x Ž Section 3 recovers a result previously obtained by Chandler-Wilde 7 and w x. see 12 .
In Section 4 a boundary integral equation formulation of a problem of time harmonic scattering by an unbounded rough surface is considered, in Ä Ž . which the Helmholtz equation is to be solved in Specifically, as a method of practical computation, it has been common in Ž w x. the engineering literature e.g., 16, 17 to approximate the rough surface scattering problem by replacing f by a periodic function f , which coina w x cides with f on some large interval ya, a , so that ⌫ is approximated by a diffraction grating. In Section 4, applying the results of Section 3.2, it is shown for the first time that this procedure is stable and convergent in the limit a ª ϱ.
For further applications of the results of Section 2 and 3 to the boundary integral equation formulation of problems of scattering by w x Ž . infinite rough surfaces see 11, 20 . Results on the solvability of 1.1 in the
obtained by combining the results of Section 2 with those of 9 .
THE MAIN RESULTS

5
5 5 For g X we denote by the essential supremum norm, [ < Ž .< Ž . ess sup s . For a sequence ; X and g X we write ª if 
Ž .
uniformly on every compact subset of R.
It is easy to see that
Besides the norm topology on the closed subspace K ; Z induced by the < 5 < 5 norm и we need also a weaker topology on K, which can be defined Ž w x. similarly to the construction of the strict topology of Buck on Y see 4 .
Ž
Let denote the locally convex, Haussdorf topology on K induced by the
. S ; K is bounded in the norm topology iff it is bounded in the topology.
Proof. Clearly we have only to show that S bounded in the topology implies S bounded in the norm topology.
Suppose S is bounded in the topology but not in the norm topology. Ž . Then there exists a sequence k ; S with
Ž .
, n n ngN ngN Ž . so that, by the uniform boundedness theorem, f is uniformly bounded, n Ž . contradicting 2.4 .
Ž .
Ž . Let us write k ª k if k ; K, k g K, and the sequence k n n n converges to k in the topology. Then the following result follows easily from Lemma 2.1.
uniformly on e¨ery compact subset of R.
A subset W ; K will be said to be -sequentially compact if each sequence in W has a -convergent subsequence with limit in W.
We will need the following property of integral operators K K with 
Ž . easily from 2.5 and the fact that k and are bounded.
n n
The second crucial ingredient in our arguments is the following continu-Ž . Ž . w x ity result which can be seen as a generalisation of 3.12 and 5.10 in 2 .
To prove this lemma we need the following result which is a corollary of Ž . the Dunford᎐Pettis theorem on weak convergence of sequences in L R 
Ž . 
2.2,
We need only show now that
uniformly on every compact subset I ; R.
By the triangle inequality we have
H n n n n R sgI By Lemma 2.2, I ª 0 as n ª ϱ. To complete the proof we need to show
< 5 < 5 as n ª ϱ by 2.1 and since sup k -ϱ. Further, n n Ž1.
We now make use of Lemma 2.5 to prove that, for some sufficiently large N g N, for each g X and further, on noting that X can be identified with < Ž .< s 1 we can find a sequence a ; aZ such that sup s G n n 0 F s F a n 1r2 for all n, where s T . Now
Ž .
Proof. Note first that if ii holds then in fact T W s W for all
and since I y K K is injective, we have a contradiction. k Ž w x . The next two results cf. 2, 12, 19 will be used to establish conditions, additional to those in Theorem 2.6, which will ensure also that 
By the same argument we can show that every subsequence of has a n s subsequence converging strictly to . Thus ª .
s, t dt ª 0 as s ª s for all s g R, and that I
. From this and 2.2 it follows, by taking s for all n, k n y1
5Ž
.
The following result now follows straightforwardly from Theorems 2.6 and 2.8. 
The following result is the special case of Theorem 2.9 when we take W s W for n g N. 
If also, for e¨ery k g W, there exists a sequence k ; W such that k ª k n n and, for each n,
k k
SPECIAL CLASSES OF INTEGRAL EQUATIONS
To illustrate the above theory we apply it in this section to integral Ž . Ž . Ž equations of the form 1.1 with two special classes of kernel: k s, t s s . Ž . Ž . Ž . Ž . 
Ž . y t z t and k s, t s s y t s y t, t , where
Ž . i If V is bounded then 2.5 holds.
Ž .
U ii If V is weak sequentially compact then W is -sequentially compact.
X X
Proof. i This follows since, if z g X, and s, s g R, h s s y s , then
as h ª 0.
Ž .
ii This is a corollary of Lemma 3.1.
Lemmas 3.1 and 3.2 provide criteria which enable one to check whether the conditions of Theorems 2.6, 2.8, 2.9, and 2.10 are satisfied. For example, combining Lemma 3.2 and Theorem 2.10 and noting also that Ž . w x T k s k , we obtain the following result obtained previously in 7, 12 . 
For fixed ⑀ g 0, 1 the first term tends to zero as n ª ϱ, since ª . 
H n R Ž . as n ª ϱ, so that 3.5 is contradicted. 
In the next section Theorem 3.7 will be applied to establish the existence of a solution for a boundary integral equation formulation of a rough surface scattering problem. Theorem 3.6 will be used to study approxima-Ž . tion of a general rough surface by a periodic surface a diffraction grating .
AN APPLICATION TO ROUGH SURFACE SCATTERING
consider the problem of scattering of a time harmonic wave u i , a solution of the Helmholtz equation ⌬ u i q k 2 u i s 0 in D, incident on the infinite boundary ⌫. We assume that k ) 0 and restrict our attention to the case when the total field vanishes on the boundary, so that the scattered field u, also a solution of the Helmholtz equation in D, satisfies the Dirichlet boundary condition u s yu i on ⌫. In order for the problem to have a unique solution, the scattered field u is required to satisfy the so-called w x upward propagating radiation condition proposed in 7, 13 : that, for some 
Assuming that g [ yu ¬ g BC ⌫ , the case for the usual incident fields ⌫ of interest including the incident plane wave, the above scattering problem can be formulated as the following boundary value problem for the scattered field u.
x u x -ϱ, and iv u satisfies
Ž . the upward propagating radiation condition 4.1 .
where y s y , y , y s y , yy , and We now illustrate the use of Theorem 3.7 by applying it to establish the Ž . existence of a solution to the integral Eq. 4.8 . To this end, given Ä 1, 1 Ž . Ž . 
