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Сучасні числові методи дозволяють аналізувати пристрої різної 
складності як у частотній, так і в часовій області. Для кожного типу 
пристрою можна підібрати числовий метод, який для заданої геометрії 
забезпечить найшвидший розрахунок його електродинамічних 
характеристик із потрібною точністю. У методичних рекомендаціях 
розглядаються основні переваги та недоліки найбільш поширених методів 
числового аналізу антен і пристроїв НВЧ: методу моментів, методу 
скінченних елементів, методу скінченних різниць у часовій області і 
методу ліній передач. 
Більшість пристроїв НВЧ не можуть бути представлені з'єднанням 
простих елементів, для яких існують аналітичні чи емпіричні формули. 
Тому синтез таких пристроїв можна виконувати за допомогою методу 
відображення, який розглядається у другій частині методичних 
рекомендацій.  
У випадку неподільної конструкції синтез здійснюють, як правило, 
шляхом поєднання градієнтних методів пошуку екстремумів і числових 
методів аналізу. Однак, відомо, що ефективність синтезу за допомогою 
градієнтних методів сильно залежить від початкової точки, оптимальне 
положення якої апріорі не відомо. Крім того, у цьому випадку існує 
серйозна проблема локальних екстремумів. Тому доцільним є застосування 
методів глобальної оптимізації, зокрема генетичного алгоритму та 
алгоритму бджолиного рою, що розглядаються у третій частині.  
Методичні рекомендації призначені для студентів радіотехнічного 
факультету, які бажають поглибити свої знання з курсу «Пристрої 
надвисоких частот та антени» і які проводять дослідження пристроїв НВЧ 




1. МЕТОДИ ЧИСЛОВОГО АНАЛІЗУ АНТЕН ТА ПРИСТРОЇВ 
НВЧ 
Пряма задача електродинаміки полягає у знаходженні розподілу 
полів і струмів при відомій геометрії пристрою і параметрах 
середовищ [1]. Вихідними для моделювання електромагнітних полів є 
рівняння Максвела з урахуванням відповідних граничних умов. Однак, 
аналітичний розв'язок рівнянь Максвела можливий для вузького кола 
задач. Тому значну увагу в галузі прикладної електродинаміки приділяють 
числовим методам розв'язку електродинамічних задач. Історично розвиток 
числових методів проходив від тих, що орієнтовані на розв'язання 
конкретних задач, до універсальних, здатних проводити 
електродинамічний аналіз об’єктів із довільною геометрією. 
Більшість числових методів працює у частотній області. Серед них 
найбільш універсальними є метод моментів та метод скінченних елементів. 
Для отримання характеристик пристрою в робочому діапазоні частот 
необхідно розв'язати задачу для кожної вибраної частоти робочого 
діапазону. У методах, що працюють у часовій області, характеристики 
пристрою отримуються відразу у всій робочій смузі частот. Найбільш 
універсальним серед цих методів є метод скінченних різниць у часовій 
області. 
1.1. Метод моментів 
Метод моментів як математичну техніку уперше запропонував 
Міхлін, а в подальшому розвинув як числовий метод електродинаміки 
Гарінгтон [2]. При дослідженні структур за допомогою методу моментів 
загальний підхід до задач поширення та випромінювання 
електромагнітних хвиль полягає у зведенні отриманого інтегрального 
рівняння до системи лінійних алгебраїчних рівнянь з M невідомими, які є 
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коефіцієнтами деякого розкладення для струму або поля за відомими 
функціями. 
В загальному випадку за допомогою методу моментів розв'язують 
інтегральні рівняння для знаходження електричного чи магнітного поля 










r r       (1.1) 
де ,e mf f  – інтегральні оператори, що діють на струм.  
Першим кроком у методі моментів є розкладання шуканого вектора 
струмів J
r
 по певних базисних функціях ib
r
 в області визначення 









       (1.2) 
де iJ  - невідомі коефіцієнти розкладання. 
Надалі визначають M  лінійно незалежних вагових функцій, 
виходячи із наступного рівняння:  
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 - похибка апроксимації (тобто різниця між 
істинним значенням і значенням отриманим при розкладанні по базисних 
функціях), w - вагова функція. 
Надалі визначається внутрішній добуток із обома сторонами 
рівняння. Внутрішній добуток визначається як скаляр, одержуваний в 
результаті інтегрування скалярного добутку по поверхні, що 
розглядається. В результаті цього із врахуванням (1.2) отримуємо M  
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Або це можна переписати у вигляді матричного рівняння: 
[ ] [ ] [ ]H Z J= ⋅        (1.5) 
де ( ),ij j m iZ w f b= rr  - певна функція, яка залежить від геометрії 
досліджуваної структури, jH  - відомі значення полів. Шукані коефіцієнти 
iJ , що є членами вектору  J
r
, знаходяться шляхом розв’язання даного 
матричного рівняння. Значення магнітного та електричного поля 
обчислюються із знайдених струмів. 
Форма інтегрального рівняння визначається типом досліджуваної 
проблеми [2]. Так, інтеграл для дослідження тонкого провідника 
відрізняється від такого, необхідного для дослідження металевої поверхні, 
що вказує на необхідність певних попередніх теоретичних відомостей про 
досліджувану структуру. Це може бути віднесено до недоліків методу, 
оскільки певним чином обмежує число можливих досліджуваних структур.  
В залежності від того, яке інтегральне рівняння використовується, 
метод моментів можна застосовувати для аналізу середовищ, що 
включають або лише провідники, або тільки однорідний діелектрик, або 
мають дуже специфічне поєднання діелектрику та провідників [2]. Метод 
неефективний при аналізі складних структур та таких, що включають 
неоднорідний діелектрик. Не останню роль у цьому відіграє той факт, що 
матриця зв'язку досить щільно заповнена і це вимагає значного часу на її 
обернення при розв'язку матричного рівняння. Метод має певні проблеми 
при аналізі середовища з провідними межами, але добре обраховує 
відкриті структури. 
До переваг метода можна віднести можливість вибору відповідних 
базових функцій, що дає змогу зменшити кількість членів у ряді при 
апроксимації, а, отже, і необхідний для розрахунку час. Проте, в той же 
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час, це позбавляє метод універсальності. При аналізі антен дискретизації 
піддаються лише провідники, що також позитивно відображається на 
тривалості розрахунку. Метод ефективно використовувався для аналізу 
різноманітних дротових і планарних  антен. Метод моментів реалізовано у 
програмі FEKO (нім., FEldberechnung bei Körpern mit beliebiger Oberfläche 
– розрахунок полів для тіл із довільною поверхнею), яка дозволяє 
розраховувати антени будь-якої складності, використовувати адаптивне 
розбиття і при необхідності ефективно враховувати діелектричну 
підкладинку. У програмі FEKO можуть бути розраховані характеристики 
узгодження (коефіцієнт відбиття, вхідний опір антени) та випромінювання. 
Певним різновидом методу моментів можна розглядати матричний 
метод узгодження полів власних хвиль (англ., Modal-Matching Technique) 
[1], який успішно використовується для розв'язку задач електродинаміки у 
хвилеводах  та рупорах. У цьому методі поле ліворуч і праворуч від 
неоднорідності розкладається в ряд зважених власних функцій, а значення 
коефіцієнтів ряду знаходять з умови неперервності складових поля. 
1.2. Метод скінченних елементів 
Метод скінченних елементів довгий час використовувався в механіці 
та будівництві, застосування в електродинаміці було запропоновано в 70-х 
роках у роботах Вінслоу  та Сілвестра [3]. 
Сутність методу можна продемонструвати на варіанті, який може 
бути використаний для розв'язку двовимірного рівняння Лапласа при 
дослідженні TEM хвиль. Відповідно до добре відомого принципу мінімуму 
потенційної енергії розподіл потенціалу в лінії передачі або в зазорі 
повинен бути таким, щоб мінімізувати запасену енергію [3]. З точністю до 
постійного множника ця енергія визначається виразом 





 ,       (1.6) 
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де інтегрування проводиться по всій області визначення розв'язку. 
Принцип мінімуму енергії математично еквівалентний рівнянню Лапласа в 
тому значенні, що розподіл потенціалу, що задовольняє рівнянню Лапласа, 
буде також мінімізувати запасену енергію, а значення u , що мінімізують 
функціонал (1.6), задовольняють рівнянню Лапласа. Отже, можливі два 
варіанти практичного підходу до розв'язку крайових задач теорії поля. По-
перше, наближений розв'язок рівняння Лапласа може бути знайдений 
безпосередньо, наприклад, методом розділення змінних або скінченно-
різницевими методами. По-друге, можна одержати наближений вираз для 
запасеної енергії ( )W u , зв'язаної з потенціалом ( ),u x y , у припущенні, що 
потенціал є комбінацією відповідним чином обраних простих функцій із 
невизначеними коефіцієнтами. Тоді з умови мінімуму запасеної енергії 
(мінімуму функціоналу (1.6)) знаходять ці коефіцієнти і тим самим 
визначають наближений розподіл потенціалу. Фактично всі методи 
скінченних елементів використовують другий підхід або його варіанти [3]. 
При цьому, якщо розподіл потенціалу не дуже сильно відрізняється від 
істинного, то помилка в обчисленні енергії буде значно менше ніж 
помилка в обчисленні потенціалу. Цей факт має величезну практичну 
цінність, тому що необхідні в інженерній практиці величини найчастіше 
тісно пов'язані з енергією. Таким чином, імпеданси, втрати потужності або 
накопичену енергію можна розрахувати досить точно навіть при істотних 
похибках у розв'язках для потенціалів. 
Однією з головних переваг методу є достатньо гнучка техніка 
розбиття області дослідження на елементи. Завдяки використанню 
симплексних елементів – трикутних елементів для двовимірних задач і 
тетраедрів для тривимірних задач – невеликі за розміром елементи 
використовуються лише в місцях зі складною геометрією, а відкритий 
простір моделюють за допомогою великих елементів. Це дозволяє 
достатньо точно і без застосування апроксимації моделювати об'єкти 
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довільної форми, при цьому кількість елементів є не дуже великою. Однак, 
на відміну від методу моментів, дискретизації піддається вся область 
визначення розв'язку. 
Матриця, яка містить інформацію про геометрію об'єкта дослідження 
та його електромагнітні параметри, є розрідженою і має ненульові 
елементи здебільшого на діагоналі та біля діагоналі, що значно заощаджує 
час при розрахунках, оскільки для такої матриці існують швидкі алгоритми 
для її обернення. 
Метод скінченних елементів показав свою ефективність у 
розрахунках різноманітних хвилевідних структур, при застосуванні 
абсорбуючих граничних умов для розрахунку різноманітних антен  та 
задач розсіювання. Метод скінченних елементів реалізовано у програмі 
HFSS (англ., High Frequency System Simulator – стимулятор НВЧ систем). 
1.3. Метод скінченних різниць у часовій області 
При використанні методів, що працюють у часовій області, можливо 
отримати характеристики пристрою відразу у всій смузі частот шляхом 
застосування дискретного перетворення Фур'є до часового відгуку 
системи.  Метод FDTD (Finite-Difference Time-Domain method – метод 
скінченних різниць у часовій області) є одним із найбільш популярних 
методів для розв'язку різноманітних задач електродинаміки. Метод уперше 
був запропонований Yee [4] у 1966 році і в подальшому розширений у 
роботах Тафлову та Бродвіна [5], але справжнє визнання отримав в останні 
два десятиліття, коли кількість публікацій по його використанню й 
розвитку стала експоненційно зростати. На сьогоднішній день існують 
тисячі робіт, що відносяться до різноманітних аспектів методу FDTD, йому 




Вихідною точкою для методу FDTD є дискретизація 
диференціальних рівнянь Максвела  
H E
t
µ ∂− ⋅ = ∇×∂
r
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 .       (1.8) 
При використанні  ортогональної сітки розбиття два векторних 
рівняння можна представити у вигляді шести скалярних рівнянь: 






= − −∂ ∂ ∂          (1.9) 






= − −∂ ∂ ∂      (1.10) 






= − −∂ ∂ ∂       (1.11) 






= − −∂ ∂ ∂       (1.12) 






= − −∂ ∂ ∂       (1.13) 






= − −∂ ∂ ∂       (1.14) 
Після дискретизації функція неперервних аргументів ( ), , ,f x y z t  
заміняється функцією дискретною в часі і просторі ( ), , ,f i x j y k z n t∆ ∆ ∆ ∆ , 
яку для спрощення запису в подальшому будемо записувати як функцію 
аргументів і зображати ( ), ,nf i j k . 
Часткова похідна апроксимується за допомогою центральної різниці 
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 розраховується завдяки тому, що відома ця ж складова 
у момент часу 
1
2
n − , а також значення компоненти zE  в вузлах 




і компоненти yE  в вузлах 
1( , , )
2
i j k ±
 в момент часу n .  Однак, легко 
помітити, що в рівнянні (1.17) значення напруженості електричного поля 
розраховується для моменту часу n . Подібна розбіжність характерна і для 
інших компонент магнітного і електричного поля. Отож для розрахунку 
значення полів у вузлі для одного і того самого моменту часу необхідно 
застосовувати апроксимацію, що вносить додаткову похибку в розрахунки. 
Цього можна уникнути, якщо допустити, що електричне і магнітне поле не 
обов'язково повинні бути суміщені в часі і просторі. Для цього виконується 
зсув рівнянь в просторі і часі. Так, для складової xH  у рівнянні (1.19) 
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маємо - 1 1( , , , ) ( , , , )2 2i j k n i j k n→ + + , для складової zE  в рівнянні (1.20) - 
1 1( , , , ) ( , , , )2 2i j k n i j k n→ + + . Проводячи відповідний зсув в інших 
чотирьох рівняннях отримуємо систему з шести рівнянь, отриману у 1966 
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Як видно, в методі немає потреби в розв'язання системи лінійних 
рівнянь, для кожного часового моменту є вся необхідна інформація для 
визначення нового значення відповідної компоненти електричного чи 
магнітного поля. 
Всі поля, представлені у рівняннях (1.18)-(1.23), можна пов'язати із 
вузлом прямокутної решітки із розташуванням компонент електричних і 
магнітних полів як показано на рис.1.1 Компоненти електричного поля 
розташовані в центрі відповідних осей, в той час як компоненти магнітного 
поля нормальні до граней. Виходячи з цього є сенс казати про те, що в 
методі використовується дві решітки: для електричного(основна) і 
магнітного полів. З вище наведених рівнянь також зрозуміло, що значення 
електричного і магнітного поля розраховуються в різні часові і просторові 
моменти.  
Стійкість розв'язання системи рівнянь для вузлових точок об'ємної 
сітки визначається співвідношенням елементів об'ємної і часової 












      (1.24) 
де zyx ∆∆∆ ,,  – розмір розбиття геометрії пристрою, 





Крім того, для мінімізації фазових похибок розмір елементу розбиття 
не повинен перевищувати десяту частину мінімальної для робочого 
діапазону частот довжини хвилі в досліджуваній структурі, тобто 
, ,
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MINx y z λ∆ ∆ ∆ ≤ .  
При необхідності проведення обчислень для середовища із втратами 
та зовнішніми струмами можна отримати систему рівнянь, схожу на 
рівняння (1.18)-(1.23) для вільного простору, використовуючи відповідну 
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      (1.25) 
При наявності в об'ємі, призначеному для розрахунку, областей з 
ідеальною провідністю межа поділу провідник-вільний простір має 
пролягати по основній решітці. В цьому випадку провідник легко 
моделюється шляхом встановлення тангенціальної складової електричного 
поля рівною нулю. 
Так само легко піддається аналізу середовище при наявності в ньому 




Для цього використовується рівняння Максвела для напруженості 




































σεσε      (1.26) 
Для прикладу наведемо рівняння для розрахунку компоненти 
електричного поля zE  у відповідності до геометрії, зображеної на рис.1.2: 
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     (1.27) 
При більш складній геометрії усереднення параметрів ε  та σ  може 
проходити із відповідними ваговими коефіцієнтами. Рівняння (1.27) 
гарантує неперервність тангенціальної складової електричного поля, а у 
випадку незмінності магнітної проникності середовища і магнітного поля. 
Розміщувати межу поділу на магнітній решітці як правило уникають, бо в 
такому разі нормальна компонента вектора електричної індукції зазнає 
розриву на величину поверхневого заряду на межі поділу двох середовищ. 
Метод дозволяє для кожного елемента розбиття визначити свої 
параметри середовища для кожної компоненти поля, дозволяючи таким 
чином моделювати анізотропні середовища.  Також можливим є задати 
параметри для кожного моменту часу, що дозволить моделювати нелінійні 
матеріали.  
Оперуючи вже відомими значеннями електричного і магнітного поля 
можна легко розрахувати так звані вторинні параметри: потужність 
випромінювання, поверхневий струм, вхідний опір. 
Усереднена в часі випромінювана через певну площину потужність 
визначається вектором Пойтинга у напрямку нормалі до цієї поверхні. 
Тангенціальні компоненти електричного і магнітного полів можуть бути 
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усереднені по простору до середини елемента розбиття із використанням 
лінійної апроксимації як, для прикладу, показано на рис.1.3: 
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  (1.29) 
Як видно, вектори електричного і магнітного поля знаходяться не в 
фазі, що є результатом часового зсуву між цими векторами при 
чисельному розрахунку. Це можна виправити, додаючи до одного з полів 
значення, що еквівалентно половині часового інтервалу, однак, 
здебільшого часовий інтервал є достатньо малим і цього не роблять. 
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      (1.30) 
де nˆ  - вектор нормалі до поверхні елементу розбиття.  
Середнє значення по деякій замкнутій поверхні обчислюється 
шляхом складання значень окремих елементів сітки. 
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,        (1.31) 
де часові індекси відсутні, бо використовуються значення поля на 
конкретній частоті (тобто після перетворення Фур'є), що позначається 
значком тильди. 
Струм, що протікає від вузла k  до 1k +  обчислюється шляхом 
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При моделюванні антен та інших НВЧ систем рівняння (1.31) і (1.32) 
можна використовувати для задавання джерела живлення шляхом 
визначення струму у провіднику, що рівносильне визначенню у певній 
області магнітного поля або електричного поля між металевими 
поверхнями. 
Так само, як у методі скінченних елементів, для розрахунку полів у 
відкритих областях (наприклад, антенних систем) необхідне оточення 
досліджуваної структури шаром поглинаючого матеріалу з необхідною 
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умовою забезпечення незначного відбиття від даного шару. У перших 
роботах, присвячених цій темі, відбиття вдавалося мінімізувати лише для 
випадку нормального падіння хвилі, що змушувало розташовувати 
поглинаючий шар на значній відстані від досліджуваної структури, 
збільшуючи таким чином кількість елементів розбиття, а отже, необхідну 
оперативну пам'ять комп’ютера і час розрахунку. У 1994 році Беренджер  
запропонував використання ідеально узгоджених шарів (PML – perfectly 
matched layer), що теоретично гарантувало узгодження імпедансу 
поглинаючого шару з імпедансом вільного простору для будь-якої частоти 
і будь-якого кута падіння. Це досягається шляхом застосування 
анізотропних матеріалів та штучним введенням магнітної провідності. При 
числовому моделюванні можливе досягнення значень коефіцієнта відбиття 
до –80 дБ. 
Оскільки базовим елементом розбиття в декартовій системі є куб, то 
при моделюванні кривих застосовується ступінчата апроксимація 
(рис.1.4,а), що в деяких випадках для отримання достовірних результатів 
вимагає дуже малого періоду сітки [5]. Це в свою чергу у відповідності із 
рівнянням (1.24) призводить до збільшення часу на проведення числового 
дослідження. Для покращення результатів можливим є декілька шляхів. 
Одним з них є перехід до неортогональних решіток (рис.1.4, б), що, однак, 
призводить до певних ускладнень при розробці програм автоматичного 
розбиття досліджуваного об'єму та збільшує час на розрахунок, особливо 
при поєднанні із ортогональною сіткою. Тому, здебільшого, працювати 
продовжують з декартовою системою координат, вводячи туди наступні 
зміни: 
– перехід до нееквідистантної решітки (в даному випадку, при 
наявності невеликої за розміром комірки в середині об'єму 
маленький розмір елементу розбиття поширюється на всі комірки у 
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трьох перпендикулярних напрямках, що при наявності значної 
кількості проблемних областей не приносить значного виграшу у 
часі розрахунку); 
–  застосування так званих субсіток, які дозволяють покращувати 
розбиття в будь-якій частині простору (ключовою проблемою в 
даному випадку є узгодження полів на межі двох сіток); 
– введення методу, який дозволяє модулювання тонких проводів і 
щілин, не зменшуючи розмір  сітки до ширини елементу; 
– застосування техніки PBA (Perfect Boundary Approximation), при 
цьому  крива межа об'єкту дослідження не повинна бути 
конформною до сітки, до уваги приймаються дані про заповненість 
комірки (рис.1.5в). Метод призводить до незначних затрат часу при 
ітераціях (коефіцієнт близький до одиниці) і лише незначним чином 
ускладнює процес підготовки до розрахунків, проте навіть при 





Як випливає с наведеного вище опису, метод FDTD  є гнучким, 
легким для розуміння і програмування, що пояснює факт існування 
великої кількості програм, призначених як для специфічних задач, так і для 
моделюванням різноманітних НВЧ пристроїв. Прикладом останньої може 
бути CST Microwave Studio від німецької фірми Computer Simulation 
Technology.  
Оскільки дослідження проводиться у часовій області, то шляхом 
застосування різноманітних імпульсів можна проводити дослідження 
пристроїв із різною робочою смугою частот. Частотнозалежні результати 
отримуються шляхом застосування дискретного перетворення Фур'є до 
часового відгуку системи. Крім того, можна проаналізувати проходження 
через складну систему сигналів, які в подальшому планується 
використовувати під час роботи пристрою. До переваг методу можна 
віднести також можливість вести розрахунки на паралельних комп’ютерах, 
що значно може скоротити час розрахунку.  
1.4. Метод ліній передач 
Метод лінії передач (TLM – Transmission Line Matrix) запропонував 
Johns та Beurle [7] у 1971 р. Метод лінії передач базується на аналогії між 
поширенням електромагнітних хвиль і поширенням електричних імпульсів 
у лініях передачі та дуже схожий за можливостями до методу скінченних 
різниць у часовій області. В ньому так само аналіз ведеться в часовій 
області, а область дослідження поділена на комірки. Однак, замість 
електричної та магнітної решітки використовується лише одна, вузли якої 
поєднані між собою уявною лінією передачі. При аналізі хвиля досягає 
сусідньої комірки в кожний наступний момент часу. 
Елементом розбиття для тривимірних задач виступає так званий 
симетрично стиснутий вузол. Кожний вузол поєднаний із сусіднім за 
допомогою пари ортогонально поляризованих ліній передачі. Діелектрик у 
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цьому випадку модулюється за допомогою реактивних шлейфів, які мають 
довжину в половину кроку сітки і імпеданс, що відповідає бажаному 
значенню діелектричної проникності матеріалу. Так само за допомогою 
шлейфів із втратами модулюються матеріали із втратами, а отже, метод 
дозволяє використовувати межі з поглинанням хвилі. 
Метод поділяє всі переваги і недоліки методу FDTD, зокрема, легко 
моделює різноманітні структури з нелінійними та анізотропними 
матеріалами. В той же час метод TLM у порівнянні з FDTD потребує вдвічі 
більше оперативної пам'яті, бо під час розрахунку необхідно обчислювати 
вдвічі більше змінних у кожному вузлі . Цим пояснюється той факт, що 
метод практично не використовувався для моделювання поширення 
електромагнітних хвиль. Однак треба наголосити, що при розв'язанні 
задач, де має місце складна геометрія, метод дає кращі результати, 
оскільки значення електричного і магнітного поля обчислюються в 
кожному вузлі. 
До переваг методів TLM та FDTD можна віднести: 
– Достатньо економне, в порівнянні з методом моментів та методом 
скінченних елементів, використання ресурсів комп’ютера, оскільки 
немає необхідності обернення матриці значних розмірів. 
– Виходячи зі способу роботи методів, час розрахунку збільшується 
більш рівномірно з ускладненням та збільшенням геометрії. 
– Методи досить легко знаходять резонанси, що розташовані далеко 
один від одного в робочій смузі частот і не потребують для цього 
апріорної інформації. 
– Завдяки роботі в часовій області є можливість досліджувати 
поведінку пристроїв із реальними сигналами (в тому числі 




– Можливість моделювати різноманітні, зокрема, нелінійні, матеріали. 
Серед недоліків методів TLM та FDTD можна виділити: 
– Невигідність застосування методів для об'єктів із великим 
відношенням геометричних розмірів (маленькі деталі геометрії при 
великій області дослідження). Застосування FEM у цьому випадку є 
кращою альтернативою. 
– При наявності більш ніж одного джерела збудження для отримання 
повної матриці S-параметрів необхідно проводити аналіз для 
кожного джерела збудження окремо, при застосуванні ж FEM при 
однократному аналізі отримується повна матриця S-параметрів на 
одній частоті. 
– Оскільки для отримання частотних параметрів пристрою 
використовується перетворення Фур'є, то методи недостатньо якісно 
розрізняють близько розташовані резонанси, а отже, вони не є 






2. МЕТОДИ КОНСТРУКТИВНОГО СИНТЕЗУ АНТЕН ТА 
ПРИСТРОЇВ НВЧ 
На практиці в інженерних задачах виникає потреба у пристроях із 
наперед заданими параметрами. Отримання геометрії пристрою та/або 
параметрів середовища за заданими електродинамічними 
характеристиками називається інверсною (зворотною) задачею або 
синтезом. У порівнянні із прямою задачею аналізу задача синтезу має 
наступні характеристики: 
– неоднозначність зворотної задачі, тобто може існувати більше 
одного можливого поєднання значень параметрів, які одночасно 
задовольняють умовам синтезу; 
– недостатня стабільність результатів (невеликій зміні вхідних 
параметрів в межах оптимального розв'язку відповідає значна зміна 
значень характеристик пристрою); 
– наявність у функції, яка представляє залежність характеристик 
пристрою від його параметрів, локальних екстремумів та яружних 
поверхонь (градієнт по певних параметрах і напрямках є дуже 
малим), що створює суттєві проблеми при застосування градієнтних 
методів для етапу оптимізації; 
– в практичних задач синтезу оптимальність по кожному критерію 
окремо, як правило, не збігається; 
– використання для синтезу пристрою дискретних та неперервних 
параметрів, що при оптимізації передбачає використання різних 
підходів. 
Види пристроїв, для яких можливий повний аналітичний процес 
синтезу, достатньо обмежені. Так, відомі задачі аналітичного синтезу 
антен за заданою діаграмою спрямованості. Їх можна умовно поділити на 
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дві групи. До першої відносять методи розв'язку задачі синтезу, які 
дозволяють отримати розподіл струму в розкриві антени, який точно 
реалізує задану діаграму спрямованості. До таких методів, зокрема,  
відносять метод парціальних діаграм, метод власних функцій та метод 
інтеграла Фур'є. До другої групи відносять методи розв'язання задач, в 
яких задана діаграма спрямованості не може бути реалізована точно. Тут 
ставиться питання лише про наближений розв'язок задачі. Розроблено 
методи, які реалізують задану діаграму спрямованості із заданою точністю. 
При цьому при збільшенні точності може виникнути змінно-фазовий 
розподіл поля по розкриву антени із високим піковим значенням поля. 
Такий розподіл є нестійким і важко реалізується на практиці. Існують 
варіаційні методи, які за рахунок деякої втрати точності дозволяють 
уникнути зазначеної проблеми при реалізації діаграми спрямованості 
максимально близької до заданої. Слід зазначати, що у вказаних методах 
синтезу не визначається спосіб реалізації знайденого розподілу струму. 
Отже, при використанні математичної моделі задача синтезу розбивається 
на дві задачі: математичну, в які знаходиться розподіл струмів, та 
інженерну, в якій визначається спосіб та параметри живлення, а також 
забезпечується необхідний рівень узгодження. Оскільки на етапі 
математичного синтезу не відома геометрія антени, то немає можливості 
говорити про спосіб живлення антени та узгодження антени із фідером 
живлення. В інженерних практичних задачах проблема узгодження та 
створення необхідної діаграми спрямованості є однаково важливими. 
Одна з перших схем інженерного синтезу НВЧ пристроїв, для яких 
не існує аналітичного розв'язку задачі, передбачає створення макету 
пристрою, що оптимізується, відразу після визначення попередньої 
конфігурації пристрою та активну роботу із даним макетом на етапі 
визначення параметрів пристрою. Сучасні пристрої НВЧ та антени 
пред'являють високі вимоги до точності виконання елементів та значно 
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обмежують можливість використання змінних елементів у конструкції 
пристрою. Тому роботу із макетом бажано звести до перевірки остаточних 
результатів проектування, а основну частину синтезу проводити із 
математичною моделлю досліджуваного пристрою. При цьому очікується, 
що використано методи синтезу, які забезпечують достатньо високу 
достовірність результатів, і макет потребує лише незначного 
доопрацювання. 
Задача синтезу пристрою включає в себе дві окремі задачі синтезу: 
структурний та параметричний. На етапі структурного синтезу вибирають 
та удосконалюють один з існуючих прототипів або шукають нове технічне 
рішення, яке здатне задовольнити вимогам, що висуваються до пристрою. 
Задача параметричного синтезу, або як її часто називають задачею 
оптимізації, полягає у визначенні параметрів вибраної базової моделі 
таким чином, щоб параметри пристрою точно відповідали необхідним, або 
задовольнялися із наперед заданою точністю. 
В загальному випадку пристрій НВЧ має достатньо складну 
конструкцію. Для точного врахування впливу конструктивних елементів 
необхідно точно розв'язувати пряму задачу електродинаміки. Така задача, 
як правило, не має точного аналітичного розв'язку, а тому розв'язується 
числовим методом. Дуже часто для синтезу використовуються 
математичні моделі, у яких відображено найбільш важливі і суттєві 
особливості пристрою.  
Таким чином, процес конструктивного синтезу будь-якого сучасного 
пристрою можна поділити на три етапи: моделювання, аналіз та 
оптимізація або власне синтез. Аналіз пристрою одним із вище наведених 
методів здійснюється як на етапі моделювання, так і при проведенні 
синтезу. 
Маркувіц, а пізніше Баррет продемонстрували можливість 
моделювати неоднорідності, відповідно, у хвилеводах та планарних 
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хвилевідних структурах за допомогою еквівалентних кіл із зосередженими 
параметрами. Пізніше Кан  розширив цю ідею. У своїй статті він показав 
можливість створення точної і достатньо простої моделі для тривимірних 
хвилевідних структур. Основною ідеєю була можливість моделювати 
кожну з мод, яка може поширюватися у пристрої, за допомогою окремого 
еквівалентного кола. На основі цього було розвинуто ідею про можливість 
сегментації досліджуваного пристрою на окремі частини для 
електродинамічного моделювання кожної з частин окремо. Великою 
перевагою даного методу є можливість повторного використання моделей 
окремих частин пристрою для оптимізації інших розробок. Ефективному 
застосування такого методу аналізу складних пристроїв присвячена велика 
кількість статей, огляд яких було представлено у [8].  
Для неоднорідностей у хвилеводах та планарних хвилевідних 
структурах, крім моделей у вигляді еквівалентних кіл із зосередженими 
параметрами, можливе також створення аналітичних моделей. За 
допомогою еквівалентних кіл можливе моделювання характеристик 
смужкових та щілинних антен. При цьому, як правило, для моделювання 
доступні лише антени із поверхнею у вигляді простих геометричних форм 
(прямокутник, коло, еліпс), із використанням лише тонких підкладинок та 
із чітко визначеною структурою живлення (торцеве живлення за 
допомогою мікросмужки або за допомогою штиря). При використанні 
резонансних моделей, в яких смужкова антена сприймається як 
двовимірний резонатор, оточений по периферії ідеальною магнітною 
стінкою, можливе врахування товстих підкладинок. Такі моделі 
застосовують для аналізу вузькосмугових смужкових антен, оскільки 
моделюють поведінку антени дуже спрощено і найкраща відповідність 
реальному пристрою досягається на резонансній частоті. 
Високоточні програми числового розрахунку в комбінації з 
методами теорії кіл можуть використовуватися у двох варіантах:  
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– створення моделей у вигляді кіл із зосередженими параметрами для 
подальшої оптимізації їх параметрів методами теорії кіл; 
– проведення оптимізації певних найбільш складних частин пристрою 
повністю у програмі електродинамічного розрахунку. 
В залежності від геометричних параметрів структури можна 
застосовувати різноманітні методи аналізу. Наприклад, для планарних 
пристроїв – це метод моментів із використанням планарної сітки розбиття і 
врахуванням струмів між окремими прошарками структури, а для 
тривимірних структур – метод скінченних елементів або скінчених різниць 
у часовій області. При створенні моделей мова, як правило, йде про 
подальшу геометричну оптимізацію пристрою. Тобто структура частини 
пристрою залишається незмінною, а під час оптимізації знаходять лише 
геометричні розміри окремих елементів так, щоб характеристики 
пристрою задовольняли певним, наперед відомим, умовам. Повну 
оптимізацію у програмі електродинамічного розрахунку проводять, як 
правило для тих частин пристрою, які потребують на етапі оптимізації 
зміни структурного вигляду. 
Можливий також варіант, коли моделі елементів пристрою не 
зводяться до кіл із зосередженими параметрами. Тоді, наприклад, для 
побудови моделей елементів хвилевідних пристроїв можна використати 
метод узгодження полів власних хвиль, яким аналізується кожний окремий 
блок загальної структури, а об'єднання елементів у єдину структуру 
здійснювати за допомогою узагальненої матриці розсіювання. 
Програми, які здійснюють повний електродинамічний розрахунок 
пристрою, забезпечують високу точність розрахунку при умові 
використання достатньо малої сітки у критичних областях. Однак, це 
вимагає значних обчислювальних ресурсів. Із розвитком комп’ютерної 
техніки стало можливим використання високоточних числових методів 
розрахунку не лише для кінцевої перевірки процесу синтезу, а і для 
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безпосередньої участі у процесі синтезу, об’єднуючи таким чином 
переваги симуляторів та традиційних методів синтезу. 
Метод відображення [9] поєднує в собі використання високоточних 
даних обчислень у програмах точного електродинамічного розрахунку та 
наближених моделей, що використовують еквіваленті кола або 
квазістатичну апроксимацію і встановлює функціональну залежність між 
цими двома моделями. 
У просторовому відображенні шукають значення функції 
відображення P , яка ставить у відповідність параметри пристрою у 
наближеній Cx  та високоточній Fx  моделях: ( )FC xPx = . При цьому 
вимагається, щоб задовольнялася умова рівності вихідних значень 
пристрою в обох моделях: ( )( ) ( )FFFC xRxPR >> . Для цього проводять два 
процеси оптимізації. Перший, коли шукають оптимальне значення 
параметрів у наближеній моделі *Cx . І другий – на етапі знаходження 
функції відображення: при цьому значення параметрів високоточної 
моделі залишаються незмінними, а оптимізують параметри наближеної 
моделі з умовою мінімізації функції *( ) ( )C C F FR x R x- , при * 1 *( )F Cx P x-= . 
У класичній технології просторового відображення [9] використовується 
лінійна залежність параметрів наближеної і високоточної моделей, а 
створення функції відображення вимагає розрахунку певного початкового 
дослідження просторів відображення. У методі агресивного просторового 
відображення (англ., Aggressive Space Mapping швидке наближення до 
необхідного дизайну досягається після кожного розрахунку моделі у 
високоточній програмі числового розрахунку, а основний процес 
оптимізації проводиться із наближеною моделлю, параметри якої 
скоректовано у відповідності із високоточними розрахунками. У 
подальшому було розроблено гібридні  та багатопросторові  методи 
відображення. Метод відображень показав високу ефективність при 
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оптимізації різноманітних НВЧ фільтрів та простих хвилевідних пристроїв, 
ліній передач, простих щілинних та мікросмужкових антен. Однак, 
ефективне використання методу обмежується тими пристроями, для яких 
характеристики можуть бути описані емпіричними чи аналітичними 
формулами. 
При відсутності аналітичних даних модель пристрою може бути 
створена за допомогою штучної нейронної мережі (ШНМ) [10]. Нейронна 
мережа моделює властивість мозку навчатися від наявної інформації і 
узагальнювати її. Математично кожен окремий нейрон представляє собою 
суматор із зваженими входами, сумарний сигнал якого проходить через 
активуючу функцію. Всю нейронну мережу можна вважати деяким 
сигнальним процесором, в якому параметри окремих нейронів 
встановлюються у відповідності із заданою програмою [10]. 
При синтезі ШНМ представляють окремі прості елементи 
(наприклад, планарних хвилеводів і елементів) у системах САПР. Власне 
синтез проводиться у САПР, як правило, із застосуванням градієнтних 
методів оптимізації. Для антен моделювання здійснюється для достатньо 
плавних функціональних залежностей – ширини робочої смуги частот і 
резонансної частоти мікросмужкової антени, відповідно. Модель антени чи 
пристрою НВЧ може створюватися за допомогою нейронів, що мають 
гаусову передавальну функцію. Відоме також використання для 
моделювання антен ШНМ системи ARTMAP (Adaptive Resonance Theory 
MAPping – відображення на основі адаптивної резонансної теорії), в якій 
відбувається розбиття вхідних і вихідних даних на класи і встановлюється 
відповідність між вхідними та вихідними класами. Такі мережі, як і ШНМ 
із радіально-базисними передавальними функціями, здійснюють локальну 
апроксимацію. Найширшого розповсюдження у створенні моделі для 
відображення геометрії пристрою у його електродинамічні параметри 
набув багатошаровий персептрон ([від лат. percep(tio) – сприймання, 
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пізнання і (элек)трон ]), який має теоретичну можливість апроксимувати 
будь-яку складну функцію із необхідним рівнем точності з глобальними 
узагальнюючими властивостями. 
Для тренування багатошарового персептрону використовується 
алгоритм зворотного поширення похибки. Під час навчання для створення 
моделі пристрою на вхід нейронної мережі подаються значення параметрів 
(геометрії або середовища), які проходять через внутрішню структуру 
нейронної мережі і дають на виході певні сигнали. Ці сигнали 
порівнюються із відомими значеннями характеристик пристрою, які для 
нейронної мережі є бажаними вихідними сигналами. На основі різниці між 
бажаними характеристиками і результатами ШНМ на даній ітерації 
обчислюється за допомогою градієнтних методів необхідна поправка до 
вагових коефіцієнтів всередині ШНМ для встановлення коректного 
відображення. Метод зворотного поширення похибки можна використати 
для синтезу. При цьому вагові коефіцієнти фіксуються, а оптимізації 
піддаються вхідні параметри ШНМ – тобто відбувається інверсія 
нейронної мережі.  В даному випадку використовується внутрішня 
структура нейронної мережі для обчислення градієнтів для методів 
оптимізації. Використовувати такий спосіб інверсії нейронної мережі 
можливо, якщо модель пристрою вдається створити лише за допомогою 
однієї ШНМ. Крім того, слід мати на увазі, що для синтезу 
використовується градієнтний метод із своїми недоліками. 
Замість застосування інверсії до ШНМ нейронну мережу можливо 
тренувати на інверсних параметрах, тобто розглядати характеристики 
пристрою як вхідні значення нейронної мережі, а параметри пристрою – як 
вихідні значення. Використання таких нейронних мереж з метою синтезу 
було продемонстровано при синтезі характеристики хвилевідного фільтру 
на штирях і гофрованого рупора. Представлені приклади демонструють, 
що використання інверсних нейронних мереж для повністю автоматичного 
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синтезу неможливе. Найбільшою перепоною цьому є багатозначність 
інверсної моделі, тобто одному і тому самому значенню характеристик 
може відповідати декілька наборів параметрів пристрою. Отже, така 
модель має недостатні узагальнюючі властивості. Для максимального 
полегшення інверсної моделі у відомих прикладах був використаний 
мінімально можливий набір параметрів синтезу: положення і радіус штирів 
для синтезу фільтрів і лише деякі із параметрів рупору, припускаючи, що 
інші параметри під час синтезу зафіксовано і для тренування нейронних 
мереж із всієї бази розрахунків допускаються лише добре узгоджені 
рупорні антени. 
Нейронні мережі було використано в якості апроксимуючих 
елементів у методі просторового відображення. У методі нейронного 
просторового відображення нейронна мережа підміняє собою матрицю, 
яка представляла лінійну функцію просторового відображення. ШНМ 
здатна представити залежність між параметрами високоточної і 
наближеної моделі більш складну, ніж лінійна. У відповідності до методу 
нейронного просторового відображення наближена модель ( )C CR x  
використовується лише для першої ітерації знаходження оптимального 
розв'язку. Оптимальний розв'язок першої ітерації *Cx  і точки в його околі 
використовуються для створення нейронного відображення між точною і 
наближеною моделлю ( )FC xNx = , застосовуючи методику класичного 
просторового відображення про рівність реакцій (характеристик пристрою) 
на параметри точної і наближеної моделі ( ) ( )CCFF xRxR >> . Після 
створення початкового відображення оптимальний розв'язок точної моделі 
на наступній ітерації вгадується за допомогою знаходження оптимуму 
сурогатної моделі (поєднання нейронного відображення і наближеної 
моделі) ( ( ))C FR N x . Якщо розрахована реакція на нову точку точної моделі 
не відповідає бажаному значенню, то така точка додається масиву, на 
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основі якого створюється нейронне відображення, і нейронна мережа 
тренується заново. За допомогою нейронної мережі можливе створення 
відображення від параметрів наближеної моделі до параметрів точної 
( )F Cx N x= . В такому випадку наступне значення параметрів точної 






3. ЗАСТОСУВАННЯ ЛОКАЛЬНИХ І ГЛОБАЛЬНИХ МЕТОДІВ 
ОПТИМІЗАЦІЇ ДЛЯ СИНТЕЗУ АНТЕН ТА ПРИСТРОЇВ НВЧ 
Повторюваний процес зміни параметрів пристрою з метою 
досягнення певних наперед заданих характеристик пристрою називається 
оптимізацією. Методи оптимізації, які були розроблені для інших областей 
застосування, можуть також використовуватися для проектування 
пристроїв НВЧ. Ці методи можна поділити на дві групи: градієнтні та 
прямого пошуку [11]. У градієнтних методах зміна набору параметрів, що 
необхідні для переміщення у напрямку оптимального розв'язку, 
здійснюється за допомогою інформації про похідні від функцій 
характеристик пристрою. Ці похідні отримуються за допомогою аналізу 
чутливості пристрою, що обчислюється на кожному кроці оптимізації.  
Навпаки, у методах прямого пошуку інформація про градієнти не 
використовується, а оптимізація здійснюється за певною системою. 
При використанні замість пристроїв або їх елементів кіл із 
зосередженими параметрами можливо застосовувати класичні методи 
оптимізації. Можливість цього було продемонстровано на прикладі 
синтезу фільтрів та лінійних антенних решіток. Стрімкий розвиток 
великих інтегральних схем дав новий поштовх для переносу розробленої 
теорії методів оптимізації у область синтезу пристроїв НВЧ. 
У практичних задачах рідко застосовується оптимізація по одній 
змінній, тому методи одновимірного пошуку (наприклад, такі, як метод 
рівномірного пошуку, метод золотого перерізу, метод Фібоначчі та інші) 
не знайшли широкого використання. Серед багатовимірних методів 
оптимізації перевага надається методам, що використовують градієнти 
функції, яка мінімізується. Так, найпростіший із таких методів – метод 
градієнтного спуску – мінімізує функцію у напрямку від'ємного градієнта. 
При цьому виникає проблема підбору коефіцієнта, який відповідає за 
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швидкість проведення оптимізації. При малому коефіцієнті оптимізація 
триватиме занадто довго, при великому коефіцієнті виникає можливість 
осциляції навколо оптимального розв'язку. 
Метод Ньютона для оптимізації використовує матрицю Гессе, яка 
містить частинні похідні другого порядку. Квадратична функція 
оптимізується за один крок методу, більш складна так само ітераційно, як і 
у методі градієнтного спуску. Недоліком даного методу є необхідність 
обчислювати та інвертувати матрицю Гессе на кожній ітерації, що вимагає 
значних обчислювальних ресурсів. Крім того, функція, що оптимізується, 
має бути випуклою, що зумовлено необхідністю позитивної визначеності 
матриці Гессе. Для складної функції швидка збіжність методу 
спостерігається близько до оптимального розв'язку, поза зоною 
оптимального розв'язку збіжність алгоритму не гарантована.  
Для того, щоб уникнути розрахунку матриці Гессе на кожній ітерації, 
розроблено квазі-ньютонівські методи, у яких після кожної ітерації 
матриця Гессе оновлюється за спеціальними формулами, які містять лише 
похідні першого порядку. Приклади таких формул оновлення є формули 
Девідсона-Флетчера-Пауела та Бройдена-Флетчера-Голдфарба-Шано 
(БФГШ). 
При традиційному процесі синтезу оптимізація проводиться, як 
правило, із еквівалентними колами. Реальні параметри пристрою в 
подальшому отримуються завдяки точним або наближеним аналітичним та 
емпіричним формулам. Чутливість знайденого на етапі синтезу результати 
до варіації певних параметрів, точність переходу від параметрів 
оптимізації до параметрів пристрою та точність виконання пристрою 
впливають на кінцеві характеристики пристрою. Для того, щоб врахувати 
можливі похибки на етапі синтезу, оптимізація проводиться із 
врахуванням допусків на параметри. При цьому для визначення кращого 
розв'язку до уваги береться не лише факт відповідності характеристик 
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пристрою при конкретному наборі параметрів необхідним значенням, а і  
те, наскільки виконуються дані вимоги в певному діапазоні значень 
параметрів. Флуктуації параметрів, як правило, розподілені за 
рівномірним, або нормальним законом в певних межах. При синтезі можна 
висувати вимогу, щоб і оптимальний розв'язок, і 100% варіацій, що лежать 
в межах допусків, або лише певна їх частина із заданою імовірністю 
відповідали вимогам задачі синтезу. Можливим є знаходження найкращого 
розв'язку при заданих межах допусків, або одночасний пошук найкращого 
розв'язку і меж допусків під час синтезу. 
Цільова функція в задачах електродинаміки, як правило, містить 
більше ніж один екстремум, неоднорідності типу «яружна поверхня», 
тобто є незручною для оптимізації за допомогою класичних методів 
оптимізації, що базуються на аналізі чутливості пристрою до зміни 
параметрів. Тому доцільним є перехід до стохастичних методів глобальної 
оптимізації, які значно менше страждають від збіжності до локального 
екстремуму через неправильний вибір стартової точки синтезу. Хоча за 
допомогою випадкового процесу пошуку (метод Монте-Карло) можна 
відшукати глобальний екстремум, його суттєвим недоліком є повна 
відсутність обміну інформацією між успішними розв'язками, що потребує 
більшої кількості обчислень для досягнення прийнятного результату. 
3.1 Генетичний алгоритм 
Недоліку методу Монте-Карло позбавлені стохастичні методи, які в 
своїй роботі імітують природні процеси. Так, генетичний алгоритм (ГА) 
[12] базується на теорії Дарвіна про природний відбір та еволюцію. 
Просування у бік глобального оптимуму забезпечується у ГА за рахунок 
використання процесу відбору, керованого за допомогою цільової функції, 
тоді як дослідження простору рішень відбувається завдяки рекомбінації та 
мутації хромосом у даній популяції. Всі змінні з інформацією про 
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пристрій, що оптимізується, квантуються і кодуються у бінарному коді і 
вміщуються у хромосомі у вигляді неперервної бінарної послідовності. 
Таким чином алгоритм оперує відразу усіма змінними, що 
використовуються у процесі синтезу. Особливістю роботи ГА у порівнянні 
із класичними градієнтними методами є робота із набором рішень – 
популяцією хромосом. Існують варіанти генетичного алгоритму, які 
працюють безпосередньо з числовими змінними без їх кодування у 
бінарній системі, але бінарний ГА є все ж більш широко вживаним. Метод 
вперше запропонував у 1975 році Джон Голланд, однак перша спроба 
теоретичного обґрунтування збіжності алгоритму та перший аналіз впливу 
параметрів ГА на досягнення глобального оптимуму здійснив Давид 
Голдберг.  
Відповідно до теорії еволюції будь-який організм може бути 
представлений своїм фенотипом, що фактично визначає, чим є об'єкт у 
реальному світі, і генотипом, що містить всю інформацію про об'єкт на 
рівні хромосомного набору. При цьому кожний ген, тобто елемент 
інформації генотипу, має своє відбиття у фенотипі. Таким чином, для 
розв'язку задачі синтезу необхідно представити кожну ознаку об'єкта 
синтезу у формі, що підходить для використання в генетичному алгоритмі. 
Все подальше функціонування механізмів генетичного алгоритму 
відбувається на рівні генотипу, дозволяючи обійтися без інформації про 
внутрішню структуру об'єкта, що робить алгоритм придатним для 
вирішення широкого кола завдань оптимізації і синтезу. Саме рівнем 
роботи ГА відрізняється від класичних градієнтних методів, які працюють 
виключно із фенотипом (якщо застосовувати термінологію генетичного 
алгоритму до градієнтних методів). 
Як правило, в генетичному алгоритмі для подання генотипу об'єкта 
застосовується бінарна логіка [12]. При цьому кожному атрибуту об'єкта у 
фенотипі відповідає один ген у генотипі об'єкта. Ген – це бітовий рядок, 
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найчастіше фіксованої довжини, який кодує  значення цієї ознаки. 























MINMAX qbqqq ,    (3.1) 
де MINq , MAXq  – мінімальне і максимальне значення параметру; 
     Ng  – кількість біт у гені; 
     nb  – значення окремого біта у гені. 
Таке декодування бінарної інформації дозволяє легко інтегрувати у 
алгоритм граничні умови і необхідну точність по кожному з параметрів. 
Інша суттєва відмінність ГА від класичних алгоритмів оптимізації 
полягає в тому, що ГА працює одразу із сукупністю індивідуумів 
(популяцією). Еволюція реалізується у ГА шляхом направленої зміни 
популяцій: найбільш пристосований індивідуум має більшу імовірність 
участі у формуванні наступної популяції. Пристосованість індивідуума 
оцінюється функцією пристосування, або інакше цільовою функцією, 
маючи на увазі оцінку кожного індивідуума з точки зору його близькості 
до бажаних результатів синтезу. Таким чином, із покоління в покоління 
корисні в даному синтезі характеристики поширюються по всій популяції. 
Схрещування найбільш пристосованих особин приводить до того, що 
досліджуються найбільш перспективні ділянки простору пошуку. В 
остаточному підсумку популяція буде сходитися до оптимального 
розв'язку. Кожне наступне покоління буде в середньому краще 
попереднього. Коли цільова функція індивідуумів перестає помітно 
змінюватися, процес зупиняється і як розв'язок завдання оптимізації беруть 
найкращого зі знайдених індивідуумів. 
Основними операторами генетичного алгоритму є селекція, кросовер 
та мутація [12]. Оператор селекції (англ., selection) здійснює відбір 
хромосом, які будуть продукувати «нащадків» (хромосоми у наступній 
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популяції). Найчастіше використовуються два типи оператора селекції: 
рулетка та турнір.  
Метод рулетки (англ., roulette-wheel selection) полягає у тому, що для 
кожної особини обчислюється цільова функція, і шанс вижити у цієї 
особини пропорційний значенню цієї функції (рис. 3.1). Іншими словами, 
колесо рулетки містить по одному сектору для кожного члена популяції, 
розмір якого пропорційний імовірності вибору даної хромосоми ( )ipsel , і, 
запустивши рулетку стільки разів, скільки в нас особин у популяції, ми 
одержуємо нове покоління (у нього переходять ті особини, напроти 
секторів яких зупинилася «кулька життя»). Математично запуск рулетки – 
це генерація випадкового числа в діапазоні [0, 1]. Селекція може бути 





ip 1= ,      (3.2) 
де popN  – розмір популяції у ГА. 
У випадку, коли селекція здійснюється із врахуванням якості 
хромосоми, можливі два варіанти: 
– Імовірність вибору розраховується, враховуючи значення цільової 
функції ( )iF  (такий випадок найбільш близький до природного 
еволюційного розвитку). Для випадку максимізації обчислення 
здійснюється за формулою: 










     (3.3) 
У випадку задачі мінімізації розраховане значення цільової функції 
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послідовностей хромосом. Заміна старої популяції новою відбувається, як 
правило, не повністю, оскільки оператор кросоверу працює із імовірністю 
менше одиниці. Однак, кількість особин у популяції залишається сталою 
протягом всієї оптимізації. Проходження всієї популяції через 
репродуктивний цикл називається епохою. У якості стоп-критерію для 
зупинки алгоритму використовується досягнення цільовою функцією 
необхідного значення (або оптимуму, значення якого відомо перед 
синтезом, або значення цільової функції, яке задовольняє умовам синтезу) 
та досягнення максимально дозволеної кількості ітерацій. Крім того, 
доцільно постійно перевіряти алгоритм на стагнацію. Це можна 
контролювати, аналізуючи зміну найкращого значення цільової функції по 
епохам. Альтернативним і більш якісним є контроль стагнації ГА по 
генотипу. У випадку, коли генотип різних хромосом практично ідентичний 
(співставлення генотипів робиться шляхом обчислення відстані Хеммінга), 
поява хромосоми із кращим значенням цільової функції є малоймовірною і 
алгоритм доцільно зупиняти. 
Робота генетичного алгоритму на рівні генотипу дає можливість 
одночасно працювати із неперервними (за допомогою квантування) та 
дискретними змінними і ефективно оптимізувати функції із багатьма 
змінними (формально алгоритм не знає кількості змінних). Цільова 
функція може комбінувати аналітичні функції та функції, що базуються на 
числових та експериментальних дослідженнях і не потребує при цьому 
знання похідних функції, що оптимізується. Завдяки роботі з популяціями 
ГА ідеально підходить для здійснення паралельних обчислень. 
Генетичний алгоритм ефективно використовується для синтезу 
різноманітних пристроїв у електродинаміці: дротових антен, 
мікросмужкових антен, ультраширокосмугових антен, а також для синтезу 
діаграми спрямованості антенних решіток. Результатом застосування 
генетичного алгоритму може бути дизайн пристрою, який добре 
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пояснюється з точки зору фізичних законів, але не є інтуїтивним на етапі 
проектування. Прикладом такого дизайну може слугувати синтез 
невеликої дротової антени, де необхідні характеристики досягаються 
шляхом багатократного вигину монополя, або дводіапазонної смужкової 
антени, де результат досягається шляхом введення в геометрію антени 
численних, невеликих за розміром, щілин. В обох випадках синтез дизайну 
контролюється генетичним алгоритмом. 
 
Рис. 3.3 Структурна схема роботи генетичного алгоритму 
 
При оптимізації антен та пристроїв НВЧ за допомогою генетичного 
алгоритму є можливість задавати бажані параметри пристрою у вигляді 
діапазону значень або встановлювати порогові значення для окремих 
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характеристик. При цьому цільова функція ( F ) часто має складний вигляд, 
складну логічну структуру і містить багато корегуючих і штрафних 
коефіцієнтів. Наприклад, із цільовою функцією (3.5) здійснюється синтез 
антени із якомога кращим узгодженням (але не гірше  
–10 дБ) і з КСД більшим ніж 2specG = дБ  у всій смузі частот. Із такою 
цільовою функцією алгоритм працює у режимі мінімізації. Якщо 
характеристики антени виходять за встановлені межі, то цільова функція 





































    (3.5) 
    
де F  – цільова функція; 
    1, 5SP = , 1, 5GP =  – штрафні коефіцієнти; 
     T – дорівнює різниці між мінімальним значенням КСД антени 
specG  і реальним значенням КСД антени G , якщо specG G< , в іншому 
випадку дорівнює нулю. 
Основним недоліком такого типу цільової функції можна вважати 
нестабільність результатів синтезу, оскільки стохастична природа 
генетичного алгоритму доповнюється невизначеністю вихідних даних 
синтезу. Вихідні характеристики об'єкту дослідження можуть бути чітко 
задані окремо для кожної частоти перед застосуванням алгоритму. Цільова 
функція в такому випадку обчислюється як проста сума різниць по кожній 
із частот між заданими характеристиками об'єкту ( 1_P spec , …, _PN spec ) 
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та значеннями, які прораховані для геометрії пристрою, що закодована у 
кожній хромосомі ( 1P , …, PN ): 
._..._111 ∑ ∑ −⋅++−⋅=
freq freq
N specPNPNKspecPPKF   (3.6) 
Коефіцієнти NK  використовують для того, щоб вирівняти або, 
навпаки, надати перевагу одній із характеристик і таким чином вплинути 
на процес добору через цільову функцію. 
Особливу увагу при такій цільовій функції слід звернути на 
можливість фізичної реалізації в даному пристрої заданих характеристик. 
ГА знаходить такі геометричні параметри об'єкту дослідження, які 
забезпечують синтез пристрою з характеристиками, найближчими до 
заданих. На основі результатів синтезу вихідні значення можуть 
корегуватися. Із цільовою функцією (3.6) алгоритм працює в режимі 
мінімізації і теоретично найкраща хромосома після закінчення синтезу має 
мати значення 0=F . Якість синтезу значною мірою залежить від ступеня 
свободи функції з багатьма змінними, що описує залежність 
електродинамічних характеристик від геометрії об'єкту. Чим більше 
геометричних параметрів впливає на електродинамічні характеристики, 
тим краще можна задовольнити визначеним характеристикам під час 
синтезу. 
Незважаючи на ефективність, яку продемонстрував генетичний 
алгоритм під час синтезу різноманітних пристроїв, у теорії ГА не існує 
точного доказу збіжності алгоритму до глобального екстремуму або 
чіткого окреслення задач, в яких алгоритм є ефективним. Визначення 
параметрів алгоритму відбувається значним чином на основі емпіричних 
даних. При використанні бінарного ГА рекомендовано встановлювати 
розмір популяції не менше довжини хромосоми у бітах. Використовуючи 
для аналізу пристроїв швидкий метод, наприклад, метод моментів, 
вдається зберегти час синтезу на прийнятному рівні, в іншому випадку, 
47 
 
необхідно зменшувати розмір популяції, тим самим підвищуючи 
імовірність знаходження локального, а не глобального екстремуму. 
Розглянутий у [16] синтез антен із застосуванням різних методів 
глобальної оптимізації показав перевагу генетичного алгоритму у 
швидкості досягнення необхідного результату при практично однаковому 
результаті синтезу, метод Монте-Карло при цьому демонстрував значно 
гірший результат оптимізації. Одним із пояснень даного факту може бути 
більший об’єм напрацьованого емпіричного матеріалу по ефективному 
вибору параметрів алгоритму. 
Для того, щоб зберегти швидкість оптимізації за допомогою 
генетичного алгоритму на прийнятному рівні, в [17] запропоновано 
ефективний нейронно-генетичний метод синтезу широкосмугових антен та 
пристроїв НВЧ, суть якого полягає в інверсії штучних нейронних мереж за 
допомогою генетичного алгоритму. Встановлено, що в серії із 10 процесів 
синтезу антен цей метод дає виграш у часі в 5 – 6 разів у порівнянні з 
генетичним алгоритмом.  
Основою нейронно-генетичного методу конструктивного синтезу є 
інверсія штучних нейронних мереж  (ШНМ) за допомогою генетичного 
алгоритму. Використання ШНМ замість прямого розрахунку 
характеристик антени числовими методами  дозволяє значним чином 
прискорити процес конструктивного синтезу. В [17] у нейронно-
генетичному методі використана модульна структура ШНМ, що дозволяє 
ефективно варіювати частотну дискретизацію моделі і кількість 
електродинамічних характеристик, які вона представляє. 
3.2. Метод «емуляції відпалювання» 
Іншим достатньо давно розробленим методом глобальної оптимізації 
є метод «емуляції відпалювання» [13], який моделює поведінку матеріалу 
під час процесу відпалювання. Відпалювання – це вид термічної обробки 
48 
 
металів, який полягає у нагріванні до певної температури, витримці і 
наступному, як правило, повільному охолодженні із витримками на 
проміжних температурних рівнях для досягнення стану рівноваги. При 
цьому вище точки плавлення частки переміщуються випадковим чином, а 
в охолодженому металі займають місця у кристалічній решітці. Фізичним 
величинам процесу відпалювання ставляться у відповідність елементи 
методу «емуляції відпалювання»: енергетичному стану металу відповідає 
цільова функція алгоритму, миттєвому стану термодинамічної системи – 
ітерація алгоритму, завершеному стану кристалізації – глобальний 
мінімум, температура стає керуючим елементом алгоритму. Починаючи із 
стартової точки 0x  із деякою температурою 0T , пошук значення на 
наступній ітерації ( 1kx + ) продовжується випадковим чином згідно з 
формулою: 
[ ]( )5.01,05.01 −+=+ randomTxx kkk     (3.7) 
Якщо розв'язок у новій точці краще відповідає умовам синтезу, то 
такий розв'язок зберігається, якщо ж розв'язок є гіршим, то він зберігається 
із імовірністю: 
( ) ( )( ) kkk Txfxfep /1+−= ,      (3.8) 
де ( )kf x , 1( )kf x +  - старе та нове значення цільової функції.  
Введення збереження значення з гіршою цільовою функцією відіграє 
роль мутації у генетичному алгоритмі. Після повторення певної кількості 
ітерацій значення температури зменшується і пошук оптимального 
розв'язку продовжується. Таким чином, на початковому етапі алгоритму 
пошук оптимального розв'язку відбувається глобально із великою 
імовірністю збереження гіршого значення. Із зниженням температури 
алгоритм працює більш локально. 
Перевагою методу відпалювання у порівнянні з класичним 
генетичним алгоритмом є те, що за своєю структурою він шукає не єдине 
49 
 
оптимальне значення, оскільки операції над кожним розв'язком 
проводяться незалежно. Однак, з іншого боку підбір параметрів методу 
«емуляції відпалювання» – стартової температури, кількості ітерацій при 
кожній з температур та швидкість зменшення температури – є набагато 
менш очевидними ніж підбір розміру популяції, імовірності рекомбінації 
та мутації у генетичному алгоритмі. Серед недавніх застосувань методу 
«емуляції відпалювання» можна відмітити синтез антен та антенних 
решіток. 
3.3. Мурашиний алгоритм 
Мурашиний алгоритм (алгоритм оптимізації шляхом імітації 
мурашиної колонії, англ., ant colony optimization, ACO) [15] було 
розроблено для знаходження наближених рішень задачі комівояжера, а 
також аналогічних задач, пов'язаних із пошуком маршрутів на графах. 
Суть підходу полягає в аналізі і використанні моделі поведінки мурах, які 
шукають шлях від колонії до їжі. Кожен окремий мураха є простим 
елементом колонії і його дії можна вважати випадковими і 
невмотивованими, поведінка ж колонії є високоорганізованою та 
ефективною. В основі алгоритму лежить поведінка мурашиної колонії – 
маркування вдалих шляхів за допомогою феромонів. Метод починає 
працювати із вибору повністю випадкових шляхів, однак із часом 
найбільш вдалі шляхи маркуються більшою кількістю феромона. У 
подальшому кожен окремий мураха обирає шлях із імовірністю, яка прямо 
пропорційна довжині шляху і кількості феромону на ньому. 
Проводячи аналогію задачі комівояжера із конструкцією антени із 
змінною геометрією  мурашиний алгоритм було застосовано для 
знаходження необхідної геометрії на кожній із частот робочого діапазону 
при забезпеченні мінімального КСХН. Геометрія антени складається із 
дротових антен, поєднаних за допомогою перемикачів. Перехід через 
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перемикач у відкритому та закритому стані представляє собою два 
альтернативні шляхи. Через свою орієнтованість на вузьке коло задач 
мурашиний алгоритм поки що не знайшов широкого використання в 
електродинаміці.  
3.4. Алгоритм бджолиного рою 
Останнім часом було розроблено нові методи глобальної оптимізації, 
які імітують поведінку комах під час пошуку їжі. Запропонований у 1995 
році [14] алгоритм бджолиного рою (англ., Particle swarm optimization, 
PSO) імітує поведінку бджіл під час пошуку найбільшого скупчення квітів. 
Бджола на кожній ітерації пам'ятає місце, де вона знайшла максимум, і 
місце глобального максимуму, яке було знайдено усім роєм. При 
визначенні напрямку пошуку на наступній ітерації із свого теперішнього 
місця перебування бджола враховує свій попередній напрямок пошуку, 
свій власний максимум  і максимум рою. 
На відміну від ГА алгоритм бджолиного рою (Particle Swarm 
Optimization – PSO), відображає у методі оптимізації соціальне 
поводження бджіл у рої. Кожна бджола в рої починає пошук їжі у 
випадковому напрямку. При наступних пошуках бджола пам'ятає те місце, 
у якому вона виявила максимум їжі ( bestp ), і якимось чином – місце 
розташування загального для всього рою максимуму ( bestg ). При 
наступному пошуку їжі коливання бджоли між двома відомими їй 
максимумами їжі (власний і всього рою) приводять до того, що напрямок 
пошуку обирається між двома цими точками. Слід зазначити, що бджола 
спрямовується не точно в глобальний для всього рою максимум, а в його 
околиці, що стимулює пошук глобального оптимуму. При такому пошуку 
місцеположення локального для кожної бджоли максимуму буде 
поступово наближатися до глобального  для рою максимуму, що гарантує 
збіжність алгоритму, який базується на такому способі пошуку. 
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   (3.9) 
tvxx nnn ∆⋅+= −1 ,     (3.10) 
де 
nx , 1−nx  — координати «бджоли» (частки пошуку) в 
багатовимірному просторі на нинішньому і попередньому етапі алгоритму; 
     w , c1, c2 — коефіцієнти, які враховують,  чи надається пріоритет 
ностальгії (пошук здійснюється у відповідності до знань кожної окремої 
особини) або соціальному впливу (пошук керується сукупним знанням 
рою); 
     rand  — випадкове число в діапазоні [0,1]; 
     t∆  — час руху у заданому напрямку пошуку, який, як правило, 
дорівнює 1. 
Формули (3.9) та (3.10) можна інтерпретувати як визначення 
швидкості пошуку та місцеположення частки у просторі можливих рішень. 
Для забезпечення балансу між дослідженням простору можливих рішень 
та необхідністю забезпечити збіжність алгоритму в алгоритмі враховується 
попередній напрямок пошуку, w  при цьому має назву інерційного 
коефіцієнта. Чим далі перебуває частка від координат максимумів bestp  і 
bestg , тим більше при пошуку домінує напрямок на ці максимуми. При 
наближенні до глобального оптимуму «тиск алгоритму» зменшується і 
частка більш вільно досліджує простір навколо максимуму. Крім того, 
оскільки коефіцієнти c1 і c2 можуть бути більше 1, то наближення до 
глобального оптимуму носить хвилеподібний характер. Завдяки цьому 
досконально досліджується область поблизу оптимуму. Наявність 
випадкової складової імітує в алгоритмі деяку непередбаченість 
поводження бджіл у природі. 
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 Структурна схема роботи алгоритму бджолиного рою (АБР) 
представлена на рис. 3.4. Цільова функція, за допомогою якої оцінюється 
якість часток алгоритму, створюється за принципом, аналогічним ГА. 
Алгоритм однаково добре працює з цільовою функцією, що орієнтована на 
мінімізацію чи максимізацію. АБР розроблявся для роботи з параметрами 
синтезу без додаткового кодування, тобто за термінологією ГА алгоритм 
працює безпосередньо із фенотипом. Для всіх параметрів синтезу відомі 
максимальні і мінімальні значення. Максимальне значення швидкості 
пошуку nv  для запобігання частого виходу частки за межі області 
дослідження обмежується для кожної змінної розміром її динамічного 
діапазону. Стартова популяція і стартове значення швидкості пошуку 
створюється, як правило, випадковим чином. Після визначення кращого 
глобального  і кращих персональних параметрів  алгоритм працює в 
ітераційному режимі, поки не буде виконано стоп-критерій, яким може 
бути перевищення максимальної кількості ітерацій, досягнення bestg  
необхідного значення цільової функції, відсутність або мала швидкість 
зміни bestg  протягом визначеної кількості популяцій.  
Індивідуальний підхід до кожної частки у роботі АБР проявляється і 
в тому, що корекція найкращого для всієї популяції набору параметрів 
bestg  відбувається після обчислення цільової функції для кожної частки, а, 
отже, навіть в межах однієї ітерації наступна частка може реагувати на 
максимум, який знайдено попередньою часткою.  
У генетичному алгоритмі значення параметрів обмежені завдяки 
введенню генетичного кодування. В АБР кодування не використовується, а 
тому необхідно контролювати положення часток на кожній ітерації. 




– при перевищенні межі по одному з параметрів значення параметру 
фіксують на граничному рівні і швидкість пошуку по даному 
параметру прирівнюють нулю, тобто подальший рух відбувається 
уздовж межі (абсорбуюча межа); 
 
 




– для частки, що вийшла за межі, не розраховують цільову функцію 
(відбувається економія часу), але від епохи до епохи модифікують 
місце розташування, при цьому частка досить швидко вертається в 
межі діапазону можливих рішень, оскільки знайдені максимуми 
знаходяться в межах дозволених рішень (невидима межа); 
– при перевищенні межі по одному з параметрів значення параметру 
фіксують на граничному рівні і напрям пошуку, що відповідає цим 
параметрам, змінюється на протилежний, тобто частка відбивається 
від границі діапазону (відбиваюча межа);  
– попередній варіант з умовою, що напрям пошуку, крім зміни знаку, 
отримує множник rand , тобто комбінують варіант абсорбуючої і 
відбиваючої мережі (амортизуюча межа). 
Якість кожної з граничних умов проаналізована за допомогою 
складних математичних функцій. В середньому для різних задач кращу 
якість демонструє амортизуюча межа, але якість граничних умов сильно 
залежить від вигляду функції і розміщення оптимуму відносно меж.  
Від вибору параметрів w, c1 і c2 багато в чому залежить якість 
оптимізації. Через  те, що алгоритм бджолиного рою запропонований 
зовсім недавно, поки не існує значної кількості рекомендацій щодо вибору 
параметрів для синтезу пристроїв НВЧ та антен. Для АБР відомі два 
набори зазначених параметрів  (див. табл. 3.1), які на даний час 
вважаються найкращими для аналізу складних математичних функцій.  
 
Таблиця 3.1 
 w  1c  2c  
Набір параметрів Клерка 0,729 1,494 1,494 




В наборі параметрів Трелеа у порівнянні із набором Клерка вже 
відомі оптимальні значення здійснюють більший «тиск» на поведінку 
алгоритму. АБР із набором параметрів Трелеа ефективніше досліджує 
області знайдених оптимумів.  
На відміну від генетичного алгоритму, у якому процес пошуку 
керується трьома операторами: селекцією, рекомбінацією та мутацією – в 
алгоритмі бджолиного рою (АБР) пошук керується лише встановленням 
його напрямку. Шляхом зміни коефіцієнтів керування збіжністю 
алгоритму під час його роботи здійснюється ефективніше, ніж шляхом 
змін процесу рекомбінації та мутації у генетичному алгоритмі. Для вибору 
зазначених коефіцієнтів існують кілька рекомендацій, але загалом база 
емпіричних даних ще недостатньо напрацьована. 
АБР знайшов своє використання у електродинаміці для 
конструювання поглинаючих поверхонь, антен, антенних решіток. 
Ефективність АБР у порівнянні з генетичним алгоритмом є недостатньо 
дослідженою. Так, в задачах синтезу поглинаючих поверхонь, де 
досягається мінімум коефіцієнта відбиття від чотиришарового плоского 
діелектрика в межах заданих кутів падіння хвилі і визначеного діапазону 
частот шляхом підбору значень комплексної діелектричної і магнітної 
провідності і товщини  кожного шару діелектрика, при використанні 
невеликого розміру популяції відмічено досягнення кращих результатів з 
боку АБР, тоді як при достатньо великому значенні популяції обидва 
методи демонструють приблизно однакові результати. В задачі синтезу 
поглиначів електромагнітної енергії, де мінімум коефіцієнта відбиття 
досягається за рахунок складної модифікації пірамідальної форми 
класичних поглиначів, АБР та ГА демонструють приблизно однакову 
швидкість збіжності і якість роботи алгоритму. В задачі синтезу лінійної 
антенної решітки із 100 еквідистантно розташованими елементами, де 
накладаються умови на ширину головної пелюстки та рівень бічних 
56 
 
пелюсток,   генетичний алгоритм досягає кращого результату швидше, ніж 
АБР. 
У [18] проведено порівняльний аналіз генетичного алгоритму, 
алгоритму бджолиного рою та нейронно-генетичного методу в задачах 
конструктивного синтезу широкосмугового диполя і широкосмугової 
профільованої щілинної антени. Показано, що для ефективного проведення 
синтезу форм планарного широкосмугового диполя, планарної 
профільованої щілинної антени та мікросмужкової антени з кількістю 
точок на профілі не більше 10 за допомогою генетичного алгоритму розмір 
популяції має бути не менше 200, а найшвидше проведення синтезу 
забезпечує поєднання рангової селекції з використанням лише 50% 
найкращих хромосом для продукування нащадків. Алгоритм бджолиного 
рою потребує не менше 30 особин у популяції, а найбільша швидкість 
синтезу забезпечується комбінацією відбиваючих граничних умов та 
набору параметрів Трелеа. При цьому алгоритм бджолиного рою потребує 
для синтезу в 3 – 4 рази менше комп’ютерного часу, ніж генетичний 
алгоритм. Чим більше значення градієнта цільової функції в околі точки 
оптимуму, тим більша перевага алгоритму бджолиного рою над 
генетичним алгоритмом з точки зору задоволення вихідних умов синтезу. 
Алгоритм бджолиного рою практично не чутливий до збільшення 
динамічного діапазону параметрів синтезу, але має у порівнянні з 
генетичним алгоритмом приблизно у 1,5 рази гіршу середню якість при 





Для розрахунку електродинамічних характеристик пристроїв НВЧ та 
антен найбільшого розповсюдження набули метод скінченних елементів, 
метод моментів і метод скінченних  різниць у часовій області. Програми, 
які базуються на цих методах є універсальними і можуть розраховувати 
електродинамічні характеристики для широкого кола пристроїв НВЧ та 
антен. Особливості роботи методів дозволяють для кожного пристрою 
НВЧ вибрати метод, найбільш ефективний з точки зору співвідношення 
точність - швидкість розрахунку. Так, нерезонансні пристрої із 
поперечними розмірами, що не перевищують 1-3 λ, зручно розраховувати 
за допомогою метода FDTD. Даний метод економно використовує ресурси 
комп’ютера, оскільки немає необхідності обернення матриці значних 
розмірів, і час розрахунку збільшується рівномірно з ускладненням та 
збільшенням геометрії. Всі електродинамічні характеристики отримуються 
за один розрахунок. При цьому є можливість моделювати нелінійні 
матеріали і досліджувати поведінку пристроїв із реальними сигналами, що 
будуть використовуватися під час роботи пристрою. 
Якщо пристрій НВЧ має велику неоднорідність геометричних 
розмірів (наприклад, антена із дрібними геометричними деталями, 
розміщена на порівняно великій платі), то в методі FDTD це призводить до 
загальної щільної сітки розбиття і, як наслідок, до збільшення часу 
розрахунку. Для таких пристроїв бажано використовувати  метод 
скінченних елементів або метод моментів. Для аналізу резонансних 
пристроїв НВЧ та антен, наприклад, вузькосмугових мікросмужкових 
антен, варто надавати перевагу методу FEM. 
Як проводити конструктивний синтез або оптимізацію пристроїв 
НВЧ та антен залежить від того, як швидко проводиться розрахунок 
електродинамічних характеристик і наскільки точно можна розрахувати 
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початкові геометричні розміри пристрою аналітичними методами. Так, 
якщо геометричні розміри потребують незначної оптимізації і відомо, що 
система перебуває біля глобального екстремуму, то доцільно 
використовувати градієнті методи оптимізації, зокрема квазі-ньютонівські 
методи із використанням формул Девідсона-Флетчера-Пауела та Бройдена-
Флетчера-Голдфарба-Шано, у поєднанні з методами електродинамічного 
аналізу. Якщо час на розрахунок електродинамічних характеристик для 
одного набору геометричних параметрів пристрою дуже великий 
(перевищує години) і для пристрою можна створити наближену аналітичну 
модель, то варто використовувати метод відображення, який  поєднує в 
собі використання високоточних даних обчислень у програмах точного 
електродинамічного розрахунку та наближених моделей, що 
використовують еквіваленті кола або квазістатичну апроксимацію і 
встановлює функціональну залежність між цими двома моделями. Якщо 
аналітичної моделі пристрою не існує, то її можна створити за допомого 
штучних нейронних мереж. 
При відсутності апріорної інформації про значення геометричних 
параметрів пристрою конструктивний синтез варто проводити із 
використанням глобальних методів оптимізації. Якщо розрахунок 
електродинамічних характеристик потребує небагато часу, то найкращий 
результат буде досягнуто із використанням генетичного алгоритму. При 
цьому буде розраховано електродинамічні характеристики для 10000 і 
більше різних комбінацій геометричних параметрів. Якщо розрахунок 
електродинамічних характеристик потребує багато часу, то доцільно 
використовувати метод бджолиного рою з комбінацією відбиваючих 
граничних умов та набору параметрів Трелеа. При цьому буде виконано 1-






1. Пояснити основні засади таких методів електродинамічного 
аналізу: методу моментів, методу скінченних елементів, методу 
скінченних  різниць у часовій області. 
2. Назвати основні переваги і недоліки зазначених методів для аналізу 
вузькосмугових і широкосмугових пристроїв, невеликих 
мікросмужкових антен і дзеркальних антен з опромінювачами, 
хвилеводних пристроїв і пристроїв на планарних лініях передачі. 
3. Пояснити сутність методу відображення.  
4. Які існують різновидності методу відображення? 
5. Що таке штучна нейронна мережа? Яке її застосування в 
проектуванні пристроїв НВЧ та антен? 
6. Які типи штучних нейронних мереж існують? 
7. Що таке конструктивний синтез? 
8. Яка різниця між градієнтними методами і глобальними 
алгоритмами оптимізації? 
9. Які глобальні алгоритми оптимізації вам відомі? Який алгоритм 
роботи цих глобальних методів оптимізації? 
10. Як глобальні алгоритми оптимізації використовуються для 
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