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SUR QUELQUES EXTENSIONS AU CADRE BANACHIQUE DE LA
NOTION D’OPE´RATEUR DE HILBERT-SCHMIDT
par
Said Amana Abdillah, Jean Esterle & Bernhard H. Haak
Re´sume´. — Le but de cet article est de faire le point sur diverses possibilite´s connues pour
e´tendre au cadre Banachique la notion d’ope´rateur de Hilbert-Schmidt : ope´rateurs p-sommants,
γ-sommants ou γ-radonifiants, ope´rateurs faiblement ∗1-nucle´aires et classes d’ope´rateurs de´finies
par des proprie´te´s de factorisation. On introduit la classe PS2(E;F ) des ope´rateurs pre´-Hilbert-
Schmidt comme e´tant la classe des ope´rateurs u : E → F tels que w ◦ u ◦ v soit Hilbert-Schmidt
pour tout ope´rateur borne´ v : H1 → E et tout ope´rateur borne´ w : F → H2, H1 et H2 de´signant
des espaces de Hilbert quelconque. Hormis le cas trivial ou` l’un des deux espaces E ou F est un
”espace de Hilbert-Schmidt”, cet espace ne semble avoir e´te´ de´crit que dans le cas banal ou` l’un des
deux espaces E et F est un espace de Hilbert.
Mots cle´s : Espaces de Banach, ope´rateurs de Hilbert-Schmidt, ope´rateurs p-sommants, ope´rateurs
presque sommants, ope´rateurs γ-sommants, ope´rateurs γ-radonifiants, ine´galite´ de Grothendieck.
Abstract : In this work we discuss several ways to extend to the context of Banach spaces the notion
of Hilbert-Schmidt operators : p-summing operators, γ-summing or γ-radonifying operators, weakly
∗1-nuclear operators and classes of operators defined via factorization properties. We introduce the
class PS2(E;F ) of pre-Hilbert-Schmidt operators as the class of all operators u : E → F such that
w ◦ u ◦ v is Hilbert-Schmidt for every bounded operator v : H1 → E and every bounded operator
w : F → H2, where H1 et H2 are Hilbert spaces. Besides the trivial case where one of the spaces E
or F is a ”Hilbert-Schmidt space”, this space seems to have been described only in the easy situation
where one of the spaces E or F is a Hilbert space.
Keywords : Banach spaces, Hilbert-Schmidt operators, p-summing operators, almost summing
operators, γ-summing operators, γ-radonifying operators, Grothendieck’s inequality.
1. Introduction
Le but de cet article, qui fait suite au travail entrepris par le premier auteur dans sa the`se [1],
est de faire le point sur diverses possibilite´s d’e´tendre au cadre Banachique la notion d’ope´rateur
de Hilbert-Schmidt.
Soient H1 et H2 deux espaces de Hilbert. Les ope´rateurs de Hilbert-Schmidt T : H1 → H2 sont
initialement de´finis par la condition
+∞∑
n=1
‖Thn‖
2 < +∞
pour toute suite orthonormale (hn)n≥1 d’e´le´ments de H1, ce qui est e´quivalent a` la sommabilite´
de la famille ‖Tei‖2i∈I pour au moins une (donc pour toute) base hilbertienne (ei)i∈I de H1.
Ces ope´rateurs admettent de nombreuses caracte´risations bien connues, par des conditions
qui s’expriment naturellement dans le cadre banachique : caracte´risations par des proprie´te´s de
factorisation, ou par l’action de l’ope´rateur induit sur des suites vectorielles. On obtient ainsi
Classification mathe´matique par sujets (2000). — 47B10, 46C05, 46B25.
2 S.A. ABDILLAH, J. ESTERLE & B.H. HAAK
d’une part les notions d’ope´rateurs absolument sommants, p-sommants, presque-sommants, γ-
sommants, γ-radonifiants, et d’autre part les ope´rateurs ayant certaines proprie´te´s de factorisation.
Le tableau suivant fait apparaˆıtre les proprie´te´s d’inclusion entre ces diverses classes d’ope´rateurs,
qui co¨ıncident toutes dans le cas hilbertien. La classe la plus ge´ne´rale est celle des ope´rateurs pre´-
Hilbert-Schmidt, c’est a` dire la classe des ope´rateurs line´aires T : E → F tels que S ◦T ◦R : H1 →
H2 soit Hilbert-Schmidt pour tout ope´rateur line´aire borne´ R : H1 → E et tout ope´rateur line´aire
borne´ S : F → H2, H1 et H2 de´signant des espaces de Hilbert. En ce qui concerne les proprie´te´s de
factorisation, rappelons qu’un ope´rateur T : E → F est dit universellement factorisable si T admet
une factorisation a` traversG pour tout espace de BanachG, et qu’un espace de Banach L est appele´
espace de Hilbert-Schmidt si tout ope´rateur T : H1 → H2 admettant une factorisation a` travers
L est un ope´rateur de Hilbert-Schmidt, voir [4]. Parmi les classes de´finies par des proprie´te´s de
factorisation qui co¨ıncident avec la classe des ope´rateurs de Hilbert-Schmidt dans le cas hilbertien,
la plus restreinte est alors la classe des ope´rateurs universellement factorisables et la plus ge´ne´rale
est celle des ope´rateurs admettant une factorisation de Hilbert-Schmidt. Le fait que les espaces de
type L1 ou L∞ sont des espaces de Hilbert-Schmidt est une conse´quence de la ce´le`bre ine´galite´ de
Grothendieck, voir les sections 2 et 3.
Hilbert-
Schmidt
universelle-
ment
factorisable faiblement∗
nucle´aire
p-sommant
L∞ factorisable
L1 factorisable
Hilbert-Schmidt
factorisable
pre´-Hilbert-Schmidt
γ-radonifiant
presque sommant
γ-sommant
=
R-sommant
concept
Hilbertien
concept
Banachique
si p ≤ 2
Dans la section 2 on rappelle les de´finitions de certains espaces de suites classiques : suites
faiblement ℓp, suites Rademacher sommables, Gauss sommables, et espaces de suites un peu plus
ge´ne´raux pour les espaces de Banach contenant une copie de c0 caracte´rise´s par la bornitude de
sommes partielles, et on rappelles les ine´galite´s de Khintchine, Kahane et Grothendieck.
Dans la section 3 on de´taille les diverses caracte´risations des ope´rateurs de Hilbert-Schmidt
e´voque´es plus haut, qui font intervenir les diverses classes d’ope´rateurs introduites dans le ta-
bleau ci-dessus, et on explique les inclusions et comparaisons indique´es dans ce tableau. Ces
caracte´risations sont classiques, a` part sans doute l’identification entre ope´rateurs de Hilbert-
Schmidt et ope´rateurs faible∗ 1-nucle´aires, pour laquelle nous n’avons pas trouve´ de re´fe´rence
dans la litte´rature.
Dans la section 4 nous rappelons les notions de type et cotype des espaces de Banach, et le fait
que la classe γ(E;F ) des ope´rateurs γ-radonifiants de E dans F se re´duit a` la classe Π2(E;F )
des ope´rateurs 2-sommants de E dans F si F est de cotype 2, et meˆme a` la classe Π1(E;F ) des
ope´rateurs absolument sommants de E dans F si E est en outre de type fini. Par contre Linde et
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Pietsch ont observe´ dans [13] que si E = F = ℓ∞ alors Πq(E;F ) contient strictement Πp(E;F )
pour 1 ≤ p < q < +∞ et les inclusions ∪p≥1(E;F ) ⊂ γ(E;F ) ⊂ γ∞(E;F ) sont e´galement strictes.
Nous e´voquons aussi a` la section 4 une confusion geˆnante du chapitre 12 de [4] entre la classe
Πps(E;F ) des ope´rateurs presque-sommants et la classe R
∞(E;F ) des ope´rateurs Rademacher-
sommants, alors que les the´ore`mes de Hoffmann-Jørgensen et Kwapien´ [8], [9] qui garantissent
l’e´galite´ entre ces deux classes ne s’appliquent que si F ne contient aucun espace isomorphe a` c0.
A la question 5, apre`s avoir rappele´ que tout ope´rateur de Hilbert-Schmidt est universellement
factorisable et de´crit diverses caracte´risations des espaces de Hilbert-Schmidt donne´es dans [4],
on montre que la classe PS2(E;F ) des ope´rateurs de Hilbert-Schmidt de E dans F co¨ıncide
avec la classe γ(E;F ) des ope´rateurs de γ-radonifiants de E dans F si F est de type 2, re´sultat
qui semble nouveau. Des re´sultats de Linde et Pietsch, comple´te´s par des calculs de Maurey
mentionne´s dans [13], donnent une description comple`te des classes γ(ℓp, ℓq). On peut alors en
de´duire une description comple`te des ope´rateurs pre´-Hilbert-Schmidt de ℓp dans ℓq pour 1 ≤ p < 2,
1 ≤ q < +∞ et pour 2 ≤ p < +∞, 2 ≤ q < +∞ (il est clair d’autre part que tout ope´rateur de ℓp
dans ℓq est pre´-Hilbert-Schmidt si sup(p, q) = +∞).
Nous concluons l’article en conjecturant que tout ope´rateur pre´-Hilbert-Schmidt se factorise a`
travers un espace de Hilbert-Schmidt. Il re´sulte du the´ore`me de factorisation de Pietsch que cette
conjecture est ve´rifie´e dans le cas particulier des ope´rateurs p-sommants pour 1 ≤ p ≤ 2.
2. Quelques espaces de suites classiques
Les espaces de Banach conside´re´s dans cet article sont des espaces de Banach re´els. On notera
E et F deux espaces de Banach et H un espace de Hilbert. Le dual de E sera note´ E∗ et la boule
unite´ de E sera note´e BE . Si u : E → F est un ope´rateur line´aire continu, on de´finit son adjoint
u∗ : F ∗ → E∗ par la formule 〈x, u∗(y∗)〉 = 〈y∗, u(x)〉, de sorte que ‖u∗‖ = ‖u‖. On note L(E;F )
l’espace des ope´rateurs borne´s de E dans F , et pour x∗ ∈ E∗, y ∈ F on de´finit x∗⊗y ∈ L(E;F )
par la formule
(x∗⊗y)x = 〈x, x∗〉y (x ∈ E).
Pour p > 1 on note p∗ le conjugue´ de p, de´fini par la formule 1p +
1
p∗ = 1, avec la convention
p∗ = +∞ si p = 1. Pour p > 1 on note (ℓp(E), ‖ · ‖p) l’espace de Banach des suites absolument
p-sommables d’e´le´ments de E, on note (ℓ∞(E), ‖ · ‖)∞ l’espace des suites borne´es d’e´le´ments de
E, et on note c0(E) le sous-espace ferme´ de ℓ∞(E) forme´ des suites qui convergent vers 0. Lorsque
E = R ces espaces sont simplement note´s ℓp, ℓ∞ et c0 ; pour des familles (xi)i∈I , indexe´s par i ∈ I
on indique si besoin est l’ensemble des indices : par exemple ℓp(Z,R) de´signe les suites absolument
p-sommables de re´els indexe´es sur les entiers relatifs, ℓp(Z, E) les suites absolument p-sommables
d’e´le´ments de E indexe´es sur les entiers relatifs, etc.
De´finition 2.1. — Soit p ∈ [1,∞]. Une suite (xn)n≥1 d’un espace de Banach E est appele´e
faiblement p-sommable si
(1) ‖(xn)n≥1‖ℓfaiblep (E)
def
== sup
x∗∈BE∗
(
∞∑
n=1
|〈xn, x
∗〉|p
)1/p
est fini.
L’espace vectoriel des suites d’e´le´ments de E qui sont faiblement p-sommables sera note´ ℓfaiblep (E).
Muni de la norme (1), ℓfaiblep (E) est un espace de Banach, voir par exemple [4, page 32]. Rappelons
qu’une partie F ⊂ E∗ est normante quand ‖x‖ = supx∗∈F |〈x, x
∗〉| pour tout x ∈ E. Si F est un
sous-ensemble normant de E∗, on ve´rifie facilement que l’on a
(2) ‖(xn)n≥1‖ℓfaiblep (E) = sup
x∗∈F
( ∞∑
n=1
∣∣∣〈xn, x∗〉∣∣∣p)1/p .
De´finition 2.2. — Une se´rie
∑
n xn dans E est appele´e commutativement convergente si la se´rie∑
n xσ(n) converge pour toute permutation σ : N→ N.
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La convergence commutative e´quivaut a` la convergence de la se´rie
∑
n ǫnxn pour toute suite
(ǫn)n≥1 ∈ {−1, 1}N, voir par exemple [4, The´ore`me 1.9]. Dans ce cas
(3) sup
εn=±1
∥∥∥∑
n
ǫnxn
∥∥∥
est fini (ibidem). Observons que pour tout N ≥ 1, on a
sup
εn=±1
∥∥∥ N∑
n=1
ǫnxn
∥∥∥ = sup
εn=±1
sup
‖x∗‖≤1
N∑
n=1
ǫn〈xn, x
∗〉
= sup
‖x∗‖≤1
sup
εn=±1
N∑
n=1
ǫn〈xn, x
∗〉 = sup
‖x∗‖≤1
N∑
n=1
∣∣〈xn, x∗〉∣∣.
Ainsi, la quantite´ (3) n’est rien que la norme ℓfaible1 (E) de la suite (xn).
On va maintenant introduire les suites Gauss-sommables et Rademacher-sommables. Dans la
suite de l’article, on notera (γn)n≥1 une suite de variables gaussiennes inde´pendantes, et (rn)n≥1
une suite de variables Rademacher inde´pendantes, c’est a` dire une suite de variables ale´atoires
inde´pendantes prenant les valeurs ±1 avec la probabilite´ 1/2. Une construction explicite d’une telle
suite est donne´ par rn(t) = sign
(
sin(2nπt)
)
sur Ω = [0, 1].
De´finition 2.3. — Une suite (xn)n≥1 d’un espace de Banach E est appele´e Rademacher-
sommable, et on note (xn) ∈ Rad(E), si la se´rie
∑
rnxn converge dans L2(Ω;E). Dans ce cas on
pose
‖(xn)n‖Rad(E)
def
==
(
E
∥∥∥∑
n
rnxn
∥∥∥2)1/2.
Rappelons que si X et Y sont des variables ale´atoires inde´pendants et syme´triques, alors E‖X‖2 ≤
E‖X + Y ‖2. Ainsi, les (deuxie`mes) moments des sommes partielles de la se´rie
∑
rnxn sont crois-
sants. Cette observation ame`ne a` e´tudier l’espace Rad∞(E) des suites (xn) d’e´le´ments de E dont
les sommes partielles sont uniforme´ment borne´es en norme L2 :
‖(xn)n‖Rad∞(E)
def
== sup
N≥1
(
E
∥∥∥ N∑
n=1
rnxn
∥∥∥2)1/2
La base canonique de c0 montre que la bornitude uniforme des sommes partielles n’implique pas
la convergence ; en effet on voit dans cet exemple que E
∥∥∑M
n=N rnen
∥∥2 = 1, les sommes partielles
ne forment donc pas une suite de Cauchy.
De´finition 2.4. — Une suite (xn)n≥1 d’un espace de Banach E est appele´e Gauss-sommable, et
on note (xn) ∈ γ(E), si la se´rie
∑
γnxn converge dans L2(Ω;E). Dans ce cas on pose
‖(xn)n‖γ(E)
def
==
(
E
∥∥∥∑
n
γnxn
∥∥∥2)1/2.
De manie`re analogue on conside`re aussi l’espace γ∞(E) des suites (xn)n≥1 d’e´le´ments de E qui
satisfont
‖(xn)n‖γ∞(E)
def
== sup
N≥1
(
E
∥∥∥ N∑
n=1
γnxn
∥∥∥2)1/2 < +∞,
ce qui n’entraˆıne pas ne´cessairement la convergence de la se´rie
∑+∞
n=1 γnxn. On reviendra sur
la distinction entre convergence et bornitude uniforme des sommes partielles plus loin ; notons
simplement que l’espace c0 joue un roˆle crucial, comme le montre le the´ore`me de Hoffmann-
Jørgensen et Kwapien´, [8].
Les espaces de suites γ∞(E) et Rad∞(E) sont des espaces de Banach. En effet, toute suite de
Cauchy (x(n)) de γ∞(E) est borne´e. Appelons donc C > 0 le supremum des normes et notons
x(n) = (x
(n)
k )k≥1. La suite (x
(n)
k )n≥1 est de Cauchy et converge donc pour n → +∞ vers un xk.
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On conclut avec le lemme de Fatou que pour tout ensemble fini K ⊂ N
E
∥∥∥∑
k∈K
γkxk
∥∥∥2 ≤ lim inf
n
E
∥∥∥∑
k∈K
γkx
(n)
k
∥∥∥2 ≤ C.
Ainsi, x = (xk) ∈ γ∞(E). Une autre application du lemme de Fatou donne facilement la conver-
gence dans la norme de γ∞(E). En remplac¸ant γn par rn la meˆme preuve donne la comple´tude de
Rad∞(E). Cette proprie´te´ se transmet a` leurs sous-espaces ferme´s γ(E) et Rad(E).
Nous terminons cette partie en rappelant trois ine´galite´s classiques ; pour leurs de´monstrations
on renvoie par exemple a` [4, The´ore`me 1.10, 1.14 et 11.1].
The´ore`me 2.5 (Ine´galite´s de Khintchine). — Pour tout 0 < p < +∞, il existe des
constantes positives Ap et Bp telles que pour toute suite
(
an
)
n≥1
∈ ℓ2, on ait :
Ap
(+∞∑
n=1
∣∣an∣∣2)1/2 ≤ (
∫ 1
0
∣∣∣∑
n
anrn(t)
∣∣∣pdt)1/p ≤ Bp(+∞∑
n=1
∣∣an∣∣2)1/2.
En ge´ne´ral, on ne peut pas remplacer la valeur absolue par la norme d’un espace de Banach.
Cependant, on a l’ine´galite´ de Kahane (voir par exemple [4, The´ore`me 11.1]) :
The´ore`me 2.6 (Ine´galite´s de Kahane). — Soit 0 < p, q < ∞. Il existe alors une constante
Kp,q telle que pour tout espace de Banach E et x1, . . . , xN ∈ E on ait(
E
∥∥∥ N∑
n=1
rnxn
∥∥∥q)1/q ≤ Kp,q(E∥∥∥ N∑
n=1
rnxn
∥∥∥p)1/p
et (
E
∥∥∥ N∑
n=1
γnxn
∥∥∥q)1/q ≤ Kp,q(E∥∥∥ N∑
n=1
γnxn
∥∥∥p)1/p.
La version Gaussienne des ine´galite´s de Kahane se de´montre e´le´gamment a` partir de la version
Rademacher en utilisant le the´ore`me central limite.
The´ore`me 2.7 (Ine´galite´ de Grothendieck). — Soit H un espace de Hilbert re´el de dimen-
sion n, (aij)i,j≤1 une matrice n×n et soient x1, . . . , xn, y1, . . . , yn ∈ BH . On a :∣∣∣∑
i,j
aij
〈
xi, yj
〉∣∣∣ ≤ KG sup{ ∣∣∣∑
i,j
aijsitj
∣∣∣ : |si| ≤ 1, |tj| ≤ 1}
ou` KG est une constante universelle appele´e constante de Grothendieck.
Il est important de noter que, ℓn∞ et ℓ
n
1 e´tant conside´re´s au sens re´el, on a
‖(aij)‖ℓn
∞
→ℓn
1
= sup
|yj |≤1
∥∥∥∑
j
aijyj
∥∥∥
ℓn
1
= sup
|xi|≤1
sup
|yj |≤1
∑
i,j
aijxiyj
= sup
xi=±1
sup
yj=±1
∑
i,j
aijxiyj .
3. Ope´rateurs de Hilbert-Schmidt et leurs ge´ne´ralisations
De´finition 3.1. — Soit u ∈ L(H1;H2) un ope´rateur line´aire. On dit que u est un ope´rateur
Hilbert-Schmidt s’il existe une base orthonormale (ei)i∈I de H1 telle que uei ∈ ℓ2(I;H2). L’en-
semble des ope´rateurs de Hilbert-Schmidt est note´ S2(H1;H2).
Il est facile de voir que S2(H1, H2) est un ide´al de L(H1;H2). On peut re´sumer la the´orie classique
des ope´rateurs de Hilbert-Schmidt, de´veloppe´e par exemple dans [4], par le the´ore`me suivant.
The´ore`me 3.2. — Soient H1 et H2 deux espaces de Hilbert de dimension infinie, et u ∈
L(H1;H2). Alors les conditions suivantes sont e´quivalentes.
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a) u est Hilbert-Schmidt.
b) Pour toute base orthonormale (ei)i∈I de H1, on a uei ∈ ℓ2(I;H2) .
c) Pour toute famille orthonormale (ei)i∈I d’e´le´ments de H1 et pour toute famille orthonormale
(fj)j∈J d’e´le´ments de H2 on a
(
〈u(ei), fj〉
)
∈ ℓ2(I×J ;R).
d) Il existe une suite orthonormale (en)n≥1 d’e´le´ments de H1, une suite orthonormale (fn)n≥1
d’e´le´ments de H2, et une suite (τn)n≥1 ∈ ℓ2 telles que l’on ait
ux =
∑
n
τn〈x, en〉fn (x ∈ H1).
e) Pour toute suite (xn)n≥1 ∈ ℓ
faible
2 (H1), on a (uxn)n≥1 ∈ ℓ2(H2).
Dans ce cas on a∑
i∈I
‖u(ei)‖
2 =
+∞∑
n=1
a2n(u) =
+∞∑
n=1
|τn|
2 = inf
{+∞∑
n=1
∥∥uxn∥∥2 : ‖(xn)n≥1‖ℓfaible
2
(H1)
≤ 1
}
ou` an(u) = inf {‖u− v‖ : v ∈ L(H1, H2), rang(v) < n} pour n ≥ 1, et ou` (τn)n≥1 est la suite
introduite en (d).
3.1. Ope´rateurs p-sommants. —
De´finition 3.3. — Soient E et F deux espaces de Banach, et soit p ∈ [1,+∞[. On dit qu’un
ope´rateur u ∈ Lin(E;F ) est p-sommant si u(xn) ∈ ℓp(F ) pour toute suite (xn) ∈ ℓfaiblep (E).
En utilisant le the´ore`me du graphe ferme´, on ve´rifie qu’un ope´rateur u : E → F est p-sommant si
et seulement si il existe une constante c ≥ 0 telle que pour m ∈ N, x1, . . . , xN ∈ E, on ait :
(4)
N∑
n=1
‖uxn‖
p ≤ cp sup
‖x∗‖≤1
N∑
n=1
|〈xn, x
∗〉|p .
et dans ce cas on note πp(u) le infimum des constantes c > 0 ve´rifiant (4). Autrement dit, l’applica-
tion u˜ : (xn)n≥1 → (uxn)n≥1 est une application continue de ℓ
faible
p (E) dans ℓp(E), et πp(u) = ‖u˜‖,
voir [4, Proposition 2.1.]. On note Πp (E;F ) l’espace des ope´rateurs p-sommants u : E → F . Muni
de la norme πp, Πp (E;F ) est un espace de Banach [4, Proposition 2.6, p. 38].
On de´duit de l’ine´galite´ de Ho¨lder que pour 1 ≤ p < q < +∞, on a Πp(E;F ) ⊂ Πq(E;F ),
et πq(u) ≤ πp(u) pour u ∈ Πp(E;F ), voir [4, The´ore`me 2.8]. De plus il est imme´diat que
Πp(E;F ) ⊆ L(E;F ) avec ‖u‖L(E;F ) ≤ πp(u). On a alors la proprie´te´ d’ide´al [4, p. 37], qui re´sulte
imme´diatement de la de´finition ci-dessus.
Proposition 3.4 (proprie´te´ d’ide´al). — Soient E,F, Z,W des espaces de Banach, soit u ∈
L(E;F ) un ope´rateur p-sommant, et soient v ∈ L(Z;E) et w ∈ L(F ;W ) deux ope´rateurs line´aires
continus. Alors w◦u◦v est p-sommant et πp (w◦u◦v) ≤ ‖w‖ πp (u) ‖v‖.
Si K est un sous-ensemble faible∗-ferme´ normant de BE∗ , alors K est faible∗-compact et l’ap-
plication ιE : E → C(K) est une isome´trie, ou` C(K) de´signe l’alge`bre de Banach des fonctions
continues sur K et ou` ιE(x)(x
∗) = 〈x, x∗〉 pour x ∈ E, x∗ ∈ K. Un exemple d’ope´rateur p-
sommant est l’injection jp : C(K) → Lp(µ) := Lp(K,µ) ou` C(K) de´signe l’espace des fonctions
continues sur un compact K et µ une mesure de probabilite´ sur K, c’est a` dire une mesure de
Radon positive sur K telle que µ(K) = 1. Le caracte`re fondamental de cet exemple est montre´
par le the´ore`me suivant, voir [4, The´ore`me 2.13], qui joue un roˆle essentiel dans la the´orie des
ope´rateurs p-sommants.
The´ore`me 3.5 (The´ore`me de factorisation de Pietsch). — On suppose que 1 ≤ p < +∞.
Soit u ∈ Lin(E;F ) un ope´rateur line´aire et K un sous-ensemble normant faible ∗-ferme´ de BE∗ .
Les assertions suivantes sont e´quivalentes.
a) u est p-sommant.
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b) Il existe une mesure de probabilite´ µ sur K, un sous-espace vectoriel ferme´ Ep de Lp (µ) et
un ope´rateur uˆ ∈ L(Ep;F ) tels que :
(i) jp ◦ ιE (E) ⊂ Ep et
(ii) uˆ ◦ jp ◦ ιE (x) = ux ∀ x ∈ E. Autrement dit le diagramme suivant commute.
E
ιE //
u

ιE(E)
jEp


 // C(K)
jp

F Ep
u˜
oo   // Lp(µ)
Corollaire 3.6. — Soient E et F deux espaces de Banach, et soit K un sous-ensemble faible∗
ferme´ normant de BE∗ . Un ope´rateur line´aire u ∈ L(E;F ) est 2-sommant si et seulement si
il existe une mesure de probabilite´ µ sur K et u˜ ∈ L (Lp (µ) , F ) tel que le diagramme suivant
commute
E
u //
ιE

// F
C (K)
j2
// L2 (µ)
u˜
OO
et on a dans ce cas ‖u˜‖ = π2 (u).
De´monstration. — Ceci se de´duit du the´ore`me de factorisation de Pietsch dans le cas p = 2, en
posant u˜ = uˆ ◦ P , ou` P de´signe la projection orthogonale de L2(µ) sur E2.
3.2. Ope´rateurs absolument sommants. —
De´finition 3.7. — Un ope´rateur u : E → F est appele´ absolument sommant si la se´rie
∑
n ‖uxn‖
converge pour toute se´rie commutativement convergente
∑
xn d’e´le´ments de E.
L’ensemble des ope´rateurs absolument sommants est note´ Πabs(E;F ), et les e´le´ments de Πabs(E;F )
sont caracte´rise´s par la condition
πabs(u)
def
== sup
N∑
n=1
‖uxn‖ < +∞,
le supremum e´tant calcule´ sur toutes les familles finies (x1, . . . , xN ) d’e´le´ments de E telles que
sup
ǫ1=±1,...,ǫN=±1
∥∥∥ N∑
n=1
ǫnuxn
∥∥∥ ≤ 1.
Comme l’ensemble {−1, 1}N est un sous-ensemble normant de la boule unite´ de ℓ∞ = ℓ∗1, on obtient
facilement le re´sultat suivant.
Proposition 3.8. — Soit E,F deux espaces de Banach, et soit u ∈ L(E;F ). Alors u est absolu-
ment sommant si et seulement si u est 1-sommant, et dans ce cas π1(u) = πabs(u).
En particulier, Πabs(E;F ) est un ide´al d’ope´rateurs. On a vu dans l’e´quivalence (e) du
The´ore`me 3.2 que des ope´rateurs Hilbert-Schmidt co¨ıncident avec les ope´rateurs 2-sommants.
En utilisant le Corollaire 3.6 et l’ine´galite´ de Khintchine on obtient le re´sultat suivant, voir [4,
The´ore`me 2.21.].
The´ore`me 3.9. — Soit E un espace de Banach, soit H un espace de Hilbert, et soit u ∈ L(E;H).
S’il existe p ≥ 1 tel que u∗ soit p-sommant, alors u est absolument sommant et on a
π1(u) ≤ A
−1
1 Bp πp(u
∗),
ou` A1 et Bq sont les constantes intervenant dans les ine´galite´s de Khintchine.
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Il re´sulte de la condition (d) du The´ore`me 3.2 que si u : H1 → H2 est un ope´rateur de Hilbert-
Schmidt, alors u∗ : H2 → H1 l’est aussi. On en de´duit le corollaire suivant.
Corollaire 3.10. — Soit u ∈ L(H1;H2). Alors les conditions suivantes sont e´quivalentes
a) Il existe p ≥ 1 tel que u soit p-sommant.
b) u est absolument sommant (donc p-sommant pour tout p ≥ 1).
c) u est un ope´rateur de Hilbert-Schmidt.
De´monstration. — Si u = u∗∗ est p-sommant pour un re´el p ≥ 1, alors u∗ est absolument sommant,
donc u l’est aussi. D’autre part si u est absolument sommant il est 2- sommant, donc c’est un
ope´rateur de Hilbert-Schmidt. Le fait que (c) implique (a) re´sulte du fait que tout ope´rateur de
Hilbert-Schmidt est 2-sommant.
3.3. Ine´galite´ de Grothendieck et factorisations des ope´rateurs de Hilbert-Schmidt.
— L’ine´galite´ de Grothendieck (The´ore`me 2.7) permet d’obtenir les majorations classiques sui-
vantes.
Corollaire 3.11. — Soient n et N deux entiers positifs, et soit p ∈ [1, 2].
a) Pour tout ope´rateur u : ℓn1 → ℓ
N
2 on a π1(u) ≤ KG‖u‖.
b) Pour tout ope´rateur v : ℓn∞ → ℓ
N
p on a π2(u) ≤ KG‖v‖.
On dit qu’un espace de Banach E est Lp,λ, avec 1 ≤ p ≤ ∞ et 1 ≤ λ < +∞, si pour tout
sous-espace vectoriel U de dimension finie de E, il existe un sous-espace vectoriel V de dimension
finie de E contenant U et un isomorphisme φ : V → ℓ
dim(F )
p tel que ‖φ‖
∥∥φ−1∥∥ ≤ λ. On dit que
E est un espace Lp s’il existe λ ≥ 1 tel que E soit Lp,λ. Il re´sulte de [4, The´ore`me 3.2] que si
(Ω,B, µ) est un espace mesure´ alors Lp(Ω, µ) est un espace Lp,λ pour tout λ > 1 si 1 ≤ p ≤ ∞. De
meˆme si K est compact alors C(K) est un espace L∞,λ pour tout λ > 1, ce qui implique le re´sultat
ci-dessus pour p =∞ puisque la transformation de Gelfand est un isomorphisme de L∞(Ω, µ) sur
C
(
̂L∞(Ω, µ)
)
ou` ̂L∞(Ω, µ) de´signe l’espace compact forme´ des caracte`res de l’alge`bre de Banach
L∞(Ω, µ), voir par exemple [5].
Le ce´le`bre the´ore`me de Grothendieck qui est un corollaire de l’ine´galite´ de Grothendieck
(the´ore`me 2.7) de´montre que tout ope´rateur line´aire continu u ∈ L(ℓ1; ℓ2) est absolument som-
mant. On a plus ge´ne´ralement le re´sultat suivant, dont on trouvera une de´monstration dans [4,
Chapitre 3].
The´ore`me 3.12. — a) Soit E un espace L1,λ et soit F un espace L2,µ. Alors tout ope´rateur
line´aire borne´ u : E → F est absolument sommant et on a
π1(u) ≤ λµKG ‖u‖L(E;F ).
b) Soit E un espace L∞,λ et soit F un espace Lp,µ avec 0 ≤ p ≤ 2. Alors tout ope´rateur line´aire
borne´ v : E → F est 2-sommant et on a
π2(u) ≤ λµKG ‖v‖L(E;F ).
On obtient alors une caracte´risation classique des ope´rateurs de Hilbert-Schmidt qui s’exprime en
termes de factorisation, voir [4, page 85].
Corollaire 3.13. — Soit u : L(H1;H2) un ope´rateur. Les assertions suivantes sont e´quivalentes.
a) u est un ope´rateur de Hilbert-Schmidt.
b) u est factorisable a` travers un espace L∞.
c) u est factorisable a` travers un espace L1.
De´monstration. — (a) ⇔ (b) : Si u est de Hilbert-Schmidt, alors u est 2-sommant. Donc u est
factorisable a` travers un espace C (K) d’apre`s le the´ore`me de factorisation de Pietsch, et (b) est
ve´rifie´ puisque C(K) est un espace L∞. D’autre part si u est factorisable a` travers un espace L∞,
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alors u est 2-sommant d’apre`s le the´ore`me 3.12 et le principe d’ide´al. Par conse´quent u est de
Hilbert-Schmidt.
(a)⇔ (c) : Cette e´quivalence entre est une version duale de la premie`re e´quivalence. On sait que
le dual de l’espace C (K) est un espace L1. Si u ∈ L(H1;H2) est de Hilbert-Schmidt, alors u∗ est
de Hilbert-Schmidt. D’apre`s la condition (d) du the´ore`me 3.2, u∗ admet donc une factorisation de
la forme : u∗ : H2 −→ C (K) −→ H1 et u = u∗∗ admet une factorisation u : H1 −→ L1 −→ H2.
Re´ciproquement, si u : H1 → H2 est factorisable a` travers un espace L1, alors on de´duit du
the´ore`me 3.12 que u est 2-sommant, donc c’est un ope´rateur de Hilbert-Schmidt.
3.4. Ope´rateurs de Hilbert-Schmidt et nucle´arite´. —
De´finition 3.14. — Soit 1 ≤ p < ∞. Un ope´rateur u ∈ L(E;F ) est p-nucle´aire s’il existe des
ope´rateurs a ∈ L(ℓp;F ), b ∈ L(E; ℓ∞) et une suite λ = (λn)n≥1 ∈ ℓp tels que u = a ◦Mλ ◦ b ou`
Mλ ∈ L(ℓ∞; ℓp) de´signe l’ope´rateur de multiplication par λ.
On note Np (E;F ) l’ensemble des ope´rateurs p-nucle´aires de E dans F et on pose νp (u) =
inf ‖a‖ ‖λ‖ℓp ‖b‖, l’infimum e´tant pris sur toutes les factorisations du type ci-dessus.
Les ope´rateurs 1-nucle´aires sont souvent appele´s ope´rateurs nucle´aires.
De´finition 3.15. — Soit u ∈ L (E;F ).
a) On dit que u est faiblement p-nucle´aire si u =
∑
n x
∗
n⊗yn avec (x
∗
n)n≥1 ∈ ℓ
faible
p (E
∗) et
(yn)n≥1 ∈ ℓq(F ).
b) On dit que u est faiblement∗ p-nucle´aire si u =
∑
n x
∗
n⊗yn avec (x
∗
n)n≥1 ∈ ℓ
faible∗
p (E
∗) et
(yn)n≥1 ∈ ℓq(F ).
On remarquera que tout ope´rateur faiblement p-nucle´aire est e´galement faiblement∗ p-nucle´aire. De
meˆme tout ope´rateur faiblement∗ nucle´aire d’un espace re´flexif E dans un espace F est faiblement
nucle´aire.
Proposition 3.16. — Soit u ∈ L (H1, H2). Alors u est faiblement∗ 1-nucle´aire si et seulement
si u est de Hilbert-Schmidt.
De´monstration. — Soit u ∈ L (H1, H2) un ope´rateur de Hilbert-Schmidt. On a u =
∑
n λne
∗
n⊗en,
avec (e∗n) et (en) des familles orthonormales de H1 et H2, et (λn) ∈ ℓ2. On pose x
∗
n = λne
∗
n. On a,
pour x ∈ H1,
+∞∑
n=1
|〈x∗n, x〉| =
+∞∑
n=1
|〈λne
∗
n, x〉| =
+∞∑
n=1
|λn| |〈e
∗
n, x〉|
≤
(
+∞∑
n=1
|λn|
2
)1/2( ∞∑
n=1
|〈e∗n, x〉|
2
)1/2
≤ ‖x‖
(
+∞∑
n=1
|λn|
2
)1/2
Donc u =
∑
n x
∗
n⊗en avec (en)n≥1 ∈ ℓ∞(H2) et (x
∗
n)n≥1 ∈ ℓ
faible∗
1 (H1). Par de´finition, u est donc
faiblement∗1-nucle´aire.
Re´ciproquement, soit u =
∑
n x
∗
n⊗yn avec (x
∗
n)n≥1 ∈ ℓ
faible∗
1 (H1) et (yn)n≥1 ∈ ℓ∞(H2) un
ope´rateur faiblement 1-nucle´aire. On a uh =
∑
n 〈h, x
∗
n〉 yn. On conside`re les ope´rateurs v : H1 →
ℓ1 , h 7−→ (〈h, x∗n〉)n≥1 et w : ℓ1 → H2 , (αn)n≥1 7−→
∑
n αnyn. Donc u = w ◦ v. On voit bien que
u se factorise a` travers l’espace ℓ1 et d’apre`s le Corollaire 3.13, u est de Hilbert-Schmidt.
3.5. Ope´rateurs γ-sommants et R-sommants. — L’orthonormalisation d’une suite inde´pendante
de Gaussiennes ou de variables Rademacher implique que
E
∣∣∣∑
n
rn〈xn, x
∗〉
∣∣∣2 = E∣∣∣∑
n
γn〈xn, x
∗〉
∣∣∣2 =∑
n
∣∣〈xn, x∗〉∣∣2
ce qui a pour effet que γfaible∞ (E) = Rad
faible
∞ (E) = ℓ
faible
2 (E), ou` γ
faible
∞ (E) et Rad
faible
∞ (E) sont
les analogues ”faibles” des espaces γ∞(E) et Rad∞(E) introduits a` la section 2. Ceci motive la
de´finition suivante :
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De´finition 3.17 (Ope´rateurs γ-sommants et R-sommants). — Soit u ∈ L(E;F ). Alors u
est appele´ Gauss-sommant ou γ-sommant si l’image de toute suite (xn)n ∈ ℓfaible2 (E) appartient a`
γ∞(F ).
De meˆme, u est appele´ Rademacher-sommant ou R-sommant, si l’image de toute suite (xn)n ∈
ℓfaible2 (E) appartient a` Rad∞(F ). On note alors u ∈ γ
∞(E;F ), respectivement u ∈ R∞(E;F ).
Les ope´rateurs γ-sommant ou R-sommants sont e´videmment continus. Par le the´ore`me du graphe
ferme´ on obtient dans les deux cas l’existence d’une constante C ≥ 0 ve´rifiant, pour toute famille
finie (x1, . . . , xN ) d’e´le´ments de E,
(5)
(
E
∥∥∥ N∑
n=1
γnuxn
∥∥∥2
F
)1/2
≤ C sup
x∗∈BE∗
( N∑
n=1
∣∣∣∣〈xn, x∗〉∣∣∣2
)1/2
si u ∈ γ∞(E;F ),
respectivement
(6)
(
E
∥∥∥ N∑
n=1
rnuxn
∥∥∥2
F
)1/2
≤ C sup
x∗∈BE∗
( N∑
n=1
|〈xn, x
∗〉|2
)1/2
si u ∈ R∞(E;F ),
On note alors ‖u‖γ∞ respectivement ‖u‖R∞ les meilleures constantes dans (5), respectivement (6).
Remarquons que l’ine´galite´ de Kahane (The´ore`me 2.6) permet de passer a` une norme e´quivalente
en remplac¸ant les normes L2 en normes Lp sur le cote´ gauche de (5) et (6).
Remarque. — Dans le cas ou` E = H est un espace Hilbertien, l’espace γ∞2 (H ;F ) est parfois
de´fini dans la litte´rature par la proprie´te´
(7) sup
Λ
E
∥∥∥∑
n
γnu hn
∥∥∥2 ≤ C2.
ou` le supremum est pris sur l’ensemble Λ de tous les syste`mes orthonormaux finis (hn)n d’e´le´ments
de H ((1)). Les deux notions co¨ıncident : en effet, notons que toute suite orthonormale (en)n≥1
de´finit une suite de ℓfaible2 (H) ; Ainsi (5) implique (7) avec C = ‖u‖γ∞. Re´ciproquement, supposons
(7) ve´rifie´ pour tout syste`me orthonormal fini. On sait alors (voir, par exemple [19, The´ore`me 6.2]),
que u◦v satisfait (7) pour tout ope´rateur v ∈ L(H). Pour montrer (5), soit (xn) ∈ ℓfaible2 (H) donne´.
Pour un syste`me orthonorme´ (hn) de H on pose v(hn) := xn. Alors v de´finit un ope´rateur line´aire
continu sur H qui satisfait ‖v‖ = ‖(xn)n∈N‖ℓfaible
2
(H) : on en de´duit (5) par la proprie´te´ d’ide´al.
Observons que les suites γ-sommables (respectivement Rademacher-sommables) peuvent eˆtre
confondues avec les ope´rateurs γ-sommants (respectivement Rademacher-sommants) u : ℓ2 → E ;
de ce fait, par abus de notation, on peut e´crire γ∞(ℓ2;E) = γ
∞(E) et R∞(ℓ2;E) = R
∞(E)
respectivement.
A partir de (5) et (6) on ve´rifie aussitoˆt que γ∞(E : F ) et R∞(E;F ) ve´rifient la proprie´te´
d’ide´al : si E, F ,X , Y sont des espaces de Banach et si v ∈ L (X ;E), w ∈ L (F ;Y ) et u ∈ γ∞(E;F )
(respectivement u ∈ R∞ (E;F )), alors la composition w ◦ u ◦ v est γ-sommant respectivement R-
sommant et on a
‖w ◦ u ◦ v‖γ∞(X;Y ) ≤ ‖v‖ ‖u‖γ∞(E;F ) ‖w‖ ,
respectivement
‖w ◦ u ◦ v‖R∞(E;F ) ≤ ‖v‖ ‖u‖R∞(E;F ) ‖w‖ .
On de´duit du ”principe de comparaison”, voir [18, The´ore`me 3.2] que γ∞(F ) ⊂ R∞(F ). Si on
pose m1 =
√
2/π on a pre´cise´ment
‖(yn)‖R∞(F ) ≤ m
−1
1 ‖(yn)‖γ∞(F )
(1). La de´finition vise de couvrir des espaces de Hilbert non-se´parables ; dans le cas d’un Hilbert se´parable de
dimension infinie on peut se limiter aux familles {e1, . . . , eN} pour N ≥ 1, ou` (en)n≥1 de´signe une base hilbertienne
de H
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pour (xn)n≥1 ∈ γ∞(F ). Ceci est une conse´quence facile du principe de contraction de Kahane et
du fait que les variables ale´atoires γn et rn|γn| ont la meˆme distribution. En ge´ne´ral, les espaces
γ∞(F ) et R∞(F ) sont distincts, mais le Lemme 12.14 de [4] donne des ”comparaisons en moyenne”
qui permettent de de´montrer le re´sultat suivant.
The´ore`me 3.18. — Soient E et F deux espaces de Banach, et soit u ∈ L(E;F ). Alors u est
Rademacher-sommant si et seulement si u est γ-sommant, et dans ce cas on a
m1‖u‖R∞(E;F ) ≤ ‖u‖γ∞(E;F ) ≤ ‖u‖R∞(E;F ).
De´monstration. — Seule la deuxie`me estimation est a` montrer. On suppose donc que u ∈ L(E;F )
est R-sommant et se donne une suite (xk) ∈ ℓfaible2 (E). De´finissons v ∈ L(ℓ2;E) par v(ek) = xk :
on a alors ‖v‖ = ‖(xk)‖ℓfaible
2
(E). En notant On le groupe orthogonal de ℓ
n
2 , et σn la mesure de
Haar normalise´ sur On on a par le lemme 12.14 de [4]
E
∥∥∥ n∑
k=1
γkukk
∥∥∥2 = E∥∥∥ n∑
k=1
γku ◦ v ◦ wek
∥∥∥2
=
∫
On
E
∥∥∥ n∑
k=1
γku ◦ v ◦ wek
∥∥∥2 dσn(w)
≤ ‖u‖R∞(E;F )
∫
On
sup
‖x∗‖≤1
n∑
k=1
〈
v ◦ wek, x
∗〉
∣∣2 dσn(w)
≤ ‖u‖R∞(E;F ) sup
w∈On
sup
‖x∗‖≤1
n∑
k=1
〈
ek, w
∗v∗x∗〉
∣∣2 dσn(w)
= ‖u‖R∞(E;F )‖v‖
2 = ‖u‖R∞(E;F )‖(xk)‖
2
ℓfaible
2
(E).
3.6. Ope´rateurs γ-radonifiants et ope´rateurs presque sommants. — On de´duit du
the´ore`me d’Itoˆ-Nisio, voir [19, The´ore`me 2.17] que l’on a les re´sultats suivants.
The´ore`me 3.19. — Soit (xn)n≥1 une suite γ-sommable (respectivement Rademacher-sommable)
d’e´le´ments d’un espace de Banach E. Les conditions suivantes sont e´quivalentes.
a) La se´rie
∑
n γnxn (respectivement
∑
n rnxn) converge presque suˆrement dans E.
b) La se´rie
∑
n γnxn (respectivement
∑
n rnxn) converge en probabilite´ dans E.
c) Il existe p ≥ 1 tel que la se´rie
∑
n γnxn respectivement (respectivement
∑
n rnxn) converge
dans Lp(Ω, E).
d) La se´rie
∑
n γnxn (respectivement
∑
n rnxn) converge dans L
p(Ω, E) pour tout p ≥ 1.
De plus l’ensemble γ(E) (respectivement R(E)) des suites (xn)n≥1 ve´rifiant ces conditions est e´gal
a` l’adhe´rence de l’ensemble c00(E) des suites d’e´le´ments de E nulles a` partir d’un certain rang
dans γ∞(E) respectivement R∞(E), et on a, pour (xn)n≥1,
‖(xn)n≥1‖γ∞(E) =

E
∥∥∥∥∥
+∞∑
n=1
γnxn
∥∥∥∥∥
2


1/2
,
respectivement
‖(xn)n≥1‖R∞(E) =

E
∥∥∥∥∥
+∞∑
n=1
rnxn
∥∥∥∥∥
2


1/2
.
Ceci sugge`re les notions suivantes.
De´finition 3.20. — On dit qu’un ope´rateur u : E → F est γ-radonifiant (respectivement presque
sommant)) si (uxn)n≥1 ∈ γ(F ) (respectivement (uxn)n≥1 ∈ R(F )) pour toute suite (xn)n≥1 ∈
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ℓfaible2 (E). L’ensemble des ope´rateurs γ-radonifiants (respectivement presque sommants) u : E → F
est note´ γ(E;F ) (respectivement Πps(E;F )). Pour u ∈ γ(E;F ) (respectivement Πps(E;F )) on
pose
‖u‖γ(E;F ) = ‖u‖γ∞(E;F ) respectivement πps(u) = ‖u‖R∞(E;F ).
Notons que si u ∈ L(E;F ) est γ-radonifiant, alors le The´ore`me 3.19 implique que ‖u‖γ(E;F ) est la
plus petite constante c ≥ 0 telle que
E
∥∥∥∑
n
γnu xn
∥∥∥2 ≤ c2 ∥∥(xn)∥∥2ℓfaible
2
(E)
pour toute suite (xn)n≥1 ∈ ℓfaible2 (E), et de meˆme pour des ope´rateurs presque sommants.
On ve´rifie que γ(E;F ) contient l’adhe´rence dans γ∞(E;F ) de l’ensemble des ope´rateurs de rang
fini, et ces deux ensembles sont e´gaux si H est un espace de Hilbert se´parable. De meˆme Πps(E;F )
contient l’adhe´rence dans R∞(E;F ) de l’ensemble des ope´rateurs de rang fini.
Le re´sultat suivant est une reformulation d’un re´sultat de Hoffmann-Jørgensen et Kwapien,
[8, 9]. Nous comple´tons la version de ce the´ore`me donne´ par van Neerven dans [19, The´ore`me 4.2]
en incorporant a` l’e´nonce´ une conse´quence d’un exemple donne´ par Linde et Pietsch dans [14] d’un
exemple d’ope´rateur γ-sommant T ∈ L(ℓ2; c0) qui n’est pas γ-radonifiant, voir aussi [19, Exemple
4.4].
The´ore`me 3.21. — Soit E un espace de Banach. Les conditions suivantes sont e´quivalentes.
a) γ(E) = γ∞(E).
b) R(E) = R∞(E).
c) L’espace E ne contient aucun sous-espace ferme´ isomorphe a` c0.
En combinant ce re´sultat avec le the´ore`me 3.18 on de´duit imme´diatement
Corollaire 3.22. — Soit F un espace de Banach. Si F ne contient aucun sous-espace ferme´
isomorphe a` c0, alors γ
∞(E;F ) = γ(E;F ) = R∞(E;F ) = Πps(E;F ), et on a, pour tout ope´rateur
γ-radonifiant u : E → F
m1πps(u) ≤ ‖u‖γ(E;F ) ≤ πps(u).
Dans le cas ge´ne´ral on a γ(E;F ) ⊂ Πps(E;F ), et m1πps(u) ≤ ‖u‖γ(E;F ) pour u ∈ γ(E;F ). Notons
que dans le chapitre 12 de [4] les auteurs ont malheureusement confondu la classe des ope´rateurs
presque sommants avec la classe des ope´rateurs Rademacher borne´s, comme l’ont remarque´ avant
nous Blasco, Tarieladze et Vidal dans [3]. Nous reviendrons sur cette question dans [2]. On a le
re´sultat classique suivant
Proposition 3.23. — Soient H1 et H2 deux espaces de Hilbert. Alors S2(H1, H1) = γ
∞(H1, H2) =
γ(H1, H2). De plus π2(u) = ‖u‖γ(H1,H2) pour tout ope´rateur de Hilbert-Schmidt u.
De´monstration. — On utilise l’orthonormalite´ des suites gaussiennes et le fait que ‖x‖2H = 〈x, x〉.
Finalement, on rappelle un re´sultat de Linde et Pietsch [13, 14] sur la comparaison entre
ope´rateurs p-sommants et γ-sommants. La preuve repose sur le the´ore`me de factorisation de
Pietsch et les ine´galite´s de Khintchine-Kahane, voir par exemple [19, Proposition 12.1].
Proposition 3.24. — Soit p ≥ 1. Alors tout ope´rateur p-sommant est γ-radonifiant, et on a
‖u‖γ(E;F ) ≤ cp πp(u) (u ∈ Πp(E;F )),
avec cp = K
γ
2,pK
γ
p,2 ou` K
γ
2,p et K
γ
p,2 sont les constantes intervenant dans les ine´galite´s de Kahane-
Khintchine gaussiennes.
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4. Type et cotype des espaces de Banach
On rappelle les notions suivantes, qui sont apparues a` la suite des travaux de Hoffmann-Jørgensen,
Kwapien´, Maurey et Pisier au de´but des anne´es 1970, voir par exemple [15] et les expose´s du
Se´minaire Maurey-Schwartz de cette e´poque a` l’E´cole Polytechnique.
De´finition 4.1. — a) On dit qu’un espace de Banach E est de type p ∈ [1, 2] s’il existe une
constante cp > 0 telle que pour toute famille finie x1, . . . , xN d’e´le´ments de E on ait(
E
∥∥∥∥∥
N∑
n=1
rnxn‖
2
∥∥∥∥∥
)1/2
≤ cp
(
N∑
n=1
‖xn‖
p
)1/p
.
b) On dit qu’un espace de Banach E est de cotype q ∈ [2,+∞) s’il existe une constante c′q > 0
telle que pour toute famille finie x1, . . . , xN d’e´le´ments de E on ait(
N∑
n=1
‖xn‖
q
)1/q
≤ c′q

E
∥∥∥∥∥
N∑
n=1
rnxn
∥∥∥∥∥
2


1/2
.
Les plus petites constantes dans les de´finitions ci-dessus sont note´es T rp (E) et C
r
q (E). On ve´rifie
que tout espace de Banach est de type 1 (on appellera ceci le type trivial) et, moyennant une
adaptation e´vidente de la de´finition, de cotype infini. On peut de´finir de meˆme le type et le cotype
en utilisant une suite gaussienne au lieu d’une suite de Rademacher. On obtient les meˆmes notions,
voir [4, Proposition 12.11 et Lemma 12.1], avec des constantes gaussiennes T γp (E) et C
γ
q (E). On
ve´rifie qu’un espace de Banach a les meˆmes types et cotypes que son bidual, voir [4, Proposition
11.9].
On rappelle que pour 1 < p <∞ on note p∗ le conjugue´ de p, de´fini par la formule 1/p∗+1/p = 1.
On a le re´sultat facile suivant, voir[4, Proposition 11.10].
Proposition 4.2. — Si un espace de Banach E est de type p ∈ (1, 2], alors son dual E∗ est de
cotype p∗, et Crp∗(E
∗) ≤ T rp (E).
La re´ciproque est e´videmment fausse, puisque ℓ1 est de cotype 2 alors que son pre´dual c0 n’est de
type p pour aucun p > 1. De meˆme le fait que E soit de cotype fini n’implique rien sur le type de
E∗, puisque ℓ1 est de cotype 2 alors que son dual ℓ∞ = c
∗∗
0 n’est de type p pour aucun p > 1. Par
contre puisque E et E∗∗ ont meˆme type et cotype le fait que E∗ soit de type p implique que E
est de cotype p∗.
On ve´rifie que pour 1 ≤ p < +∞ un espace Lp de dimension infinie est de type min(p, 2) et de
cotype max(p, 2), et que ces re´sultats sont optimaux. Un espace L∞ de dimension infinie ne peut
eˆtre de type non-trivial ou de cotype fini. Il e´tait d’ailleurs a` priori e´vident que si E contient une
copie de c0 alors E n’est pas de cotype fini puisque si (en) = (δm,n)m≥1 alors(
N∑
n=1
‖rnen‖
q
)1/q
= N tandis que
(
E
N∑
n=1
‖rnen‖
2
)1/2
= 1.
Un espace de Hilbert est a` la fois de type 2 et de cotype 2, et un re´sultat profond de Kwapien´ [10]
montre que re´ciproquement les seuls espaces de Banach qui sont a` la fois de type 2 et de cotype
2 sont les espaces isomorphes aux espaces de Hilbert.
On a le re´sultat suivant, voir [19, Proposition 2.6], qui montre que les espaces de suites γ-
sommables et Rademacher-sommables d’e´le´ments de E co¨ıncident si E est de cotype fini.
Proposition 4.3. — Si E est de cotype fini, alors pour 1 ≤ p < +∞ il existe une constante
positive Cp,E telle que pour toute famille finie (x1, . . . , xN ) d’e´le´ments de E on ait
E
∥∥∥∥∥
N∑
n=1
γnxn
∥∥∥∥∥
p
≤ Cp,EE
∥∥∥∥∥
N∑
n=1
rnxn
∥∥∥∥∥
p
.
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Par conse´quent on a trivialement γ(E;F ) = Πps(E;F ) si F est de cotype fini, ce qui re´sulte aussi
du fait qu’un espace de cotype fini ne contient aucun sous-espace ferme´ isomorphe a` c0. Le re´sultat
suivant est duˆ a` Linde et Pietsch, voir [13, 14, 15].
The´ore`me 4.4. — Soit F un espace de Banach. Alors les conditions suivantes sont e´quivalentes.
a) F est de cotype 2.
b) Π2(E;F ) = γ
∞(E;F ) pour tout espace de Banach E.
c) Π2(H ;F ) = γ
∞(H ;F ) pour tout espace de Hilbert H.
De´monstration. — Supposons que F est de cotype 2, posons c = Cr2,F , et soit u ∈ γ
∞(E;F ) =
R∞(E;F ). On a, pour toute famille finie (x1, . . . , xN ) d’e´le´ments de E,
N∑
n=1
‖uxn‖
2 ≤ c2E
∥∥∥∥∥
N∑
n=1
rnuxn
∥∥∥∥∥
2
≤ c2‖u‖γ(E;F ) sup
‖x∗‖≤1
N∑
n=1
|〈xn, x〉|
2
.
Donc u ∈ Π2(E;F ), et π2(u) ≤ Cr2,F ‖u‖R∞(E;F ).
Il est clair que (b) implique (c). Supposons finalement que (c) est ve´rifie´. Donc R∞(ℓ2, F ) =
γ∞(ℓ2, F ) = Π2(ℓ2, F ). Comme les injections de γ(ℓ2, F ) et Π2(E;F ) dans L(ℓ2, F ) sont continues,
le graphe de l’injection i : γ(ℓ2, F )→ Π2(ℓ2, F ) est ferme´ dans γ(ℓ2, F )×Π2(E;F ), i est continue, et
il existe une constante c ≥ 0 telle que π2(u) ≤ c‖u‖γ(ℓ2,F ) pour tout u ∈ γ(ℓ2, F ). Soit (x1, . . . , xN )
une famille finie d’e´le´ments de E, (λm)m≥1 ∈ ℓ2. Posons u((λm)) =
N∑
m=1
λmxm. Soit (en)n≥1 la
base hilbertienne naturelle de ℓ2. On a
N∑
n=1
‖xn‖
2 =
N∑
n=1
‖uen‖
2 ≤ π22(u) ≤ c
2‖u‖2γ(l2,F ) = sup
p≥1
E
∥∥∥∥∥
p∑
n=1
γnuen
∥∥∥∥∥
2
= c2E
∥∥∥∥∥
N∑
n=1
γnuen
∥∥∥∥∥
2
= c2E
∥∥∥∥∥
N∑
n=1
γnxn
∥∥∥∥∥
2
≤ c
2π
2 E
∥∥∥∥∥
N∑
n=1
rnxn
∥∥∥∥∥
2
.
Donc F est de cotype 2.
Le re´sultat suivant, voir [4, Corollaire 11.16], que nous donnons sans de´monstration, comple`te le
the´ore`me pre´ce´dent.
The´ore`me 4.5. — a) Si E est de cotype 2, alors Π2(E;F ) = Π1(E;F ).
b) Si E est de cotype < q < +∞, alors Πr(E;F ) = Π1(E;F ) pour 1 ≤ r < q∗.
Pour 1 ≤ p ≤ ∞, notons Γp(E;F ) l’ensemble des ope´rateurs u : E → F admettant une
factorisation de la forme u = v ◦w, avec v ∈ L(E;Lp(Ω, µ) et w ∈ L(Lp(Ω, µ);F ) pour un certain
espace mesure´ (Ω,B, µ). La proposition 2.12 de [19] montre que si u : H → F est γ-radonifiant,
alors u∗ : H → F ∗ est 2-sommant. Nous verrons plus loin un re´sultat un peu plus ge´ne´ral, valable
pour les applications γ-sommantes. Ces re´sultats admettent une re´ciproque si E est de type 2.
Ceci est une conse´quence du the´ore`me suivant, voir [4, The´ore`me 12.10].
The´ore`me 4.6. — Soit F un espace de Banach. Alors les conditions suivantes sont e´quivalentes
a) F est de type 2.
b) L(ℓ1;F ) = γ(ℓ1;F ).
c) Γ1(E;F ) ⊂ γ(E;F ) pour tout espace de Banach E.
Ce re´sultat est e´nonce´ dans [4] en utilisant la classe des ope´rateurs presque sommants, qui est
confondue dans [4] avec la classe R∞(E;F ) = γ∞(E;F ) des ope´rateurs Rademacher-sommants.
Cette confusion n’est pas geˆnante dans ce cas, puisqu’un espace de Banach de type 2 ne contient
pas de sous-espace ferme´ isomorphe a` c0. Il est e´le´mentaire que (c) implique (b) qui implique (a),
compte tenu du fait que γ∞(E;F ) = R
∞(E;F ) pour tout espace de Banach E. Nous renvoyons a`
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[4, Chapitre 12] pour la de´monstration que (a) implique (c). Notons que l’ine´galite´ de Grothendieck
joue un roˆle essentiel dans cette preuve : si u : L1(Ω, µ) → F est un ope´rateur borne´, et si F est
de type 2, il re´sulte de l’ine´galite´ donne´e a` [4, page 245] que u ∈ γ∞(L1(Ω, µ), F ) et que l’on a
(8) ‖u‖γ∞(L1(Ω, µ);F ) ≤ T
γ
2 (F )KG‖u‖
ou`KG de´signe la constante de Grothendieck. On obtient alors le re´sultat suivant, voir [4, Corollaire
12.21].
Corollaire 4.7. — Soit E un espace de Banach, soit F un espace de Banach de type 2, et soit
u ∈ L(E;F ). Si u∗ ∈ L(F ∗;E∗) est 2-sommant, alors u est γ-radonifiant.
De´monstration. — Il re´sulte du the´ore`me de factorisation de Pietsch qu’il existe un compact K
et une mesure de probabilite´ sur K tels que u∗ = w ◦ i ◦ j, ou` j : C(K) ⊂ L∞(µ) → L2(µ) est
l’injection canonique, ou` i : F ∗ → C(K) est isome´trique et ou` w : L2(K,µ) → E∗ est continue.
Mais on a j = j∗0 , ou` j0 : L2(µ) → L1(µ) est l’injection canonique. Donc j
∗∗
0 (L2(µ)) ⊂ L1(µ), et
u∗∗ ∈ Γ1(E
∗∗;F ∗∗) ⊂ γ∞(E∗∗, F ∗∗) ce qui implique que u ∈ γ∞(E;F ) = γ(E;F ).
Notons que l’hypothe`se que F est de type 2 est ne´cessaire pour obtenir ce re´sultat : si F n’est
pas de type 2 il existe u : ℓ2 → E non γ-sommant tel que u∗ : E∗ → ℓ2 soit 2-sommant, voir [19,
The´ore`me 12.3].
5. Extensions de Hilbert-Schmidt par rele`vement
On dira qu’un ope´rateur u ∈ L(E;F ) admet une factorisation a` travers un espace de Banach Z s’il
existe v ∈ L(E;Z) et v ∈ L(Z;F ) tels que u = w ◦ v, et on dira que u est universellement factori-
sable s’il est factorisable a` travers Z pour tout espace de Banach Z. Une caracte´risation profonde
des ope´rateurs de Hilbert-Schmidt est donne´ par le re´sultat suivant, voir [4, The´ore`me 19.2].
The´ore`me 5.1. — Soit u ∈ L(H1;H2). Alors u est un ope´rateur de Hilbert-Schmidt si et seule-
ment si u est universellement factorisable.
On introduit maintenant la notion d’espace de Hilbert-Schmidt, voir [4, Chapitre 19].
De´finition 5.2. — Soit E un espace de Banach. On dit que E est un espace de Hilbert-Schmidt
si tout ope´rateur u : H1 → H2 admettant une factorisation a` travers E est un ope´rateur de
Hilbert-Schmidt, et on note HS la classe des espaces de Hilbert-Schmidt.
Il est clair que E ∈ HS si et seulement si E∗ ∈ HS. La classe des espaces de Hilbert-Schmidt
contient les classes L1 et L∞, mais elle est beaucoup plus vaste. Par exemple si E est un sous-
espace ferme´ de C(K) tel que C(K)/E soit re´flexif, alors il re´sulte de [4, The´ore`me 15.13] que
L(E;F ) = Π2(E;F ) pour tout espace de Banach F de cotype 2, et en particulier pour tout espace
de Hilbert, donc E est un espace de Hilbert-Schmidt. De meˆme si Z est un sous-espace re´flexif
de L1(µ) alors l’espace quotient L1(µ)/Z a la ”proprie´te´ de Grothendieck”, c’est a` dire que tout
ope´rateur u : L1(µ)/Z → ℓ2 est absolument sommant, donc a` fortiori 2-sommant, et L1(µ)/Z est un
espace de Hilbert-Schmidt. Ainsi l’alge`bre de Banach H∞(D) des fonctions holomorphes borne´es
sur le disque unite´ ouvert D, ainsi que l’alge`bre du disque A(D) forme´e des fonctions holomorphes
sur D admettant un prolongement continu au disque unite´ ferme´ sont en tant qu’espaces de Banach
des espaces de Hilbert-Schmidt.
Par contre aucun espace K-convexe ne peut eˆtre un espace de Hilbert-Schmidt, voir [4, page 443],
ce qui signifie qu’aucun espace de type non trivial ne peut eˆtre un espace de Hilbert-Schmidt,
d’apre`s un ce´le`bre the´ore`me de Pisier [17] ou [4, The´ore`me 13.3].
De´finition 5.3. — On dit qu’un ope´rateur u ∈ L(E;F ) est pre´-Hilbert-Schmidt si w◦u◦v est un
ope´rateur de Hilbert-Schmidt pour tout couple d’ope´rateurs borne´s v ∈ L(H1;E) et w ∈ L(F ;H2),
ou` H1 et H2 de´signent des espaces de Hilbert quelconques. L’ensemble des ope´rateurs pre´ Hilbert-
Schmidt de E dans F sera note´ PS2(E;F ).
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Il est clair que u ∈ PS2(E;F ) si et seulement si u∗ ∈ PS2(F ∗;E∗), que PS2(E;F ) = L(E;F ) si E
ou F est un espace espace de Hilbert-Schmidt, et que PS2(H1;H2) = S2(H1;H2) si H1 et H2 sont
des espaces de Hilbert. L’observation suivante est une reformulation d’un re´sultat bien connu, voir
[19, page 50].
Proposition 5.4. — Soit E un espace de Banach, et H un espace de Hilbert. Alors PS2(E;H) =
Π2(E;H).
De´monstration. — Par le corollaire 3.10 on a Π2(E;H) ⊂ PS2(E;H). Soit u ∈ PS2(E;H), et soit
(xn)n≥1 ∈ ℓfaible2 (E). On a, pour N ≥M ≥ 1, et une suite (λn)n≥1 ∈ ℓ2,∥∥∥ N∑
n=M
λnxn
∥∥∥ = sup
x∗∈BE∗
∣∣∣ N∑
n=M
λn〈xn, x
∗〉
∣∣∣ ≤ ( N∑
n=M
λ2n
)1/2
‖(xn)n≥1‖ℓfaible
2
(E) .
la se´rie
∑
n λnxn converge donc dans E, et on obtient un ope´rateur borne´ w : ℓ2 → E en posant
u(λn)n≥1 =
N∑
n=1
λnxn pour (λn)n≥1 ∈ ℓ2. Soit i ∈ L(H) l’ application identite´, et soit (en)n≥1 la
base hilbertienne naturelle de ℓ2. Alors w ◦ u = w ◦ u ◦ i ∈ S2(E;H) et on a
∞∑
n=1
‖uxn‖
2 =
∞∑
n=1
‖(w ◦ u)en‖
2 = ‖w ◦ u‖S2(ℓ2;H) < +∞,
ce qui montre que u est 2-sommant.
Comme u ∈ PS2(E;F ) si et seulement si u∗ ∈ PS2(F ∗;E∗), on a le corollaire suivant.
Corollaire 5.5. — Soit F un espace de Banach, et soit H un espace de Hilbert. Alors u ∈
PS2(H ;F ) si et seulement si u
∗ : F ∗ → H est 2-sommant. En particulier si u ∈ γ∞(H ;F ), alors
u∗ est 2-sommant.
En utilisant le the´ore`me 4.20 de [4] on obtient une caracte´risation des espaces de Hilbert-Schmidt
mentionne´e dans les Notes du Chapitre 19 de [4].
The´ore`me 5.6. — Soit E un espace de Banach. Alors les conditions suivantes sont e´quivalentes.
a) E est un espace de Hilbert-Schmidt.
b) u∗ est 2-sommant pour tout espace de Banach F et pour tout ope´rateur 2-sommant u ∈
L(F ;E).
c) L(E;H) = Π2(E;H) pour tout espace de Hilbert H.
d) u est 2-sommant pour tout espace de Banach F et pour tout u ∈ L(E;F ) tel que u∗ est
2-sommant.
e) L(E∗;H) = Π2(E∗;H) pour tout espace de Hilbert H.
De´monstration. — L’e´quivalence de (b)–(e) est donne´e par le the´ore`me 4.20 de [4], et il est clair
que si (c) est ve´rifie´ alors tout ope´rateur u : H1 → H2 qui factorise a` travers E est 2-sommant,
donc de Hilbert-Schmidt. Ainsi, E est un espace de Hilbert-Schmidt. Re´ciproquement si E est un
espace de Hilbert-Schmidt alors pour tout espace de Hilbert H , L(E;H) = PS2(E;H) et par la
proposition 5.4, PS2(E;H) = Π2(E;H), donc (c) est ve´rifie´.
The´ore`me 5.7. — Soit E un espace de Banach, et soit F un espace de Banach de type 2. Alors
PS2(E;F ) = γ(E;F ).
De´monstration. — Par le corollaire 3.10 et en remarquant que γ(H) = ℓ2(H) on a γ(E;F ) ⊂
PS2(E;F ). Soit maintenant u ∈ PS2(E;F ), et soit v ∈ L(ℓ2;E). On a u∗ ∈ PS2(F ∗;E∗), donc
(u ◦ v)∗ = v∗ ◦ u∗ ∈ Π2(F ∗; ℓ2) par la proposition 5.4. Il re´sulte alors du corollaire 4.7 que
u ◦ v : l2 → F est γ-radonifiant.
Soit (xn)n≥1 ∈ ℓfaible2 (E). De meˆme que plus haut, on voit qu’il existe v ∈ L(ℓ2;E) tel que wen = xn
pour tout n ≥ 1, (en)n≥1 de´signant la base hilbertienne naturelle de ℓ2. Soit (γn)n≥1 ⊂ L2(Ω,P)
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une suite gaussienne. Alors la se´rie
∑
n γnxn =
∑
n γn(u ◦ v)en est convergente dans L2(Ω,P), ce
qui montre que u ∈ γ(E;F ).
Si U ⊂ L(E;F ), on pose U∗
def
== {u∗}u∈U . Comme PS2(E;F )∗ = PS2(F ∗;E∗), on obtient le
corollaire suivant.
Corollaire 5.8. — Soit E un espace de Banach tel que E∗ soit de type 2. Alors pour tout espace
de Banach F on a PS2(E;F )
∗ = γ(F ∗;E∗).
Comme les espaces ℓp sont de type min(2, p), on obtient le corollaire suivant.
Corollaire 5.9. — Soient E,F des espaces de Banach quelconques. Alors pour p ≥ 2 on a
PS2(E; ℓp) = γ(E; ℓp) et pour p ∈ [1, 2]; on a PS2(ℓp;F )∗ = γ(F ∗; ℓp∗)
Notons que le corollaire permet de de´crire concre`tement les e´le´ments de diagonaux PS2(ℓp; ℓq) si
1 ≤ p ≤ 2, ou si 2 ≤ q < +∞. En effet des calculs effectue´s par Linde et Pietsch dans [13, 14],
comple´te´s par des calculs de Maurey mentionne´s dans [13], donnent une description des ope´rateurs
diagonaux γ-sommants uσ : (xn)n≥1 → (σnxn)n≥1 ∈ L(ℓp; ℓq) associe´s a` une suite σ = (σn)n≥1 :
on obtient le tableau suivant, qui caracte´rise les suites σ telles que uσ ∈ γ(ℓp; ℓq). et dans certains
cas les suites σ telles que uσ ∈ PS2(ℓp; ℓq)
p q uσ ∈ γ(ℓp; ℓq)
1 ≤ p < 2 1 ≤ q < 2p/2−p σ ∈ ℓr, 1/r = 1/2− 1/p+ 1/q
1 ≤ p < 2 q ≥ 2p/2−p σ ∈ ℓ∞
2 ≤ p < +∞ q ≥ 1 σ ∈ ℓq
En appliquant ces re´sultats a` uσ et a` u
∗
σ ∈ L(ℓq∗ ; ℓp∗), on peut caracte´riser les suites σ telles que
uσ ∈ PS2(ℓp; ℓq) pour 1 ≤ p < 2, 1 ≤ q < +∞ et pour 2 ≤ p < +∞, 2 ≤ q < +∞ (nous renvoyons
a` [13, 14] pour le cas ou` p = +∞ et/ou q = +∞).
p q uσ ∈ PS2(ℓp; ℓq)
1 ≤ p < 2 1 ≤ q < 2p/2−p σ ∈ ℓr, 1/r = 1/2− 1/p+ 1/q
1 ≤ p < 2 q ≥ 2p/2−p σ ∈ ℓ∞
2 ≤ p < +∞ q ≥ 2 σ ∈ ℓq
Nous concluons cet cet article par la conjecture suivante, qui est ve´rifie´e d’apre`s le the´ore`me de
factorisation de Pietsch par tout ope´rateur u tel que u ou u∗ soit p-sommant avec p ≤ 2.
Conjecture 5.10. — Soient E et F deux espaces de Banach. Alors tout ope´rateur pre´-Hilbert-
Schmidt u : E → F se factorise a` travers un espace de Hilbert-Schmidt.
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