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Referring to recent works concerning the functional renormalization group for tensorial group
fields theories [arXiv:1803.09902] and [arXiv:1809.00247], this paper gives in-depth explanation for,
the ambiguity around the search of fixed points in the Wetterich flow equation and the Ward-
Takahashi identities. We consider the U(1)-tensors models and discuss the non-existence of phase
transition taking into account the Ward-identities as new constraint along the flow. We prove that
the quartic melonic tensorial group fields theories without closure constraint are devoid with the
fixed points and therefore the phase transitions.
PACS numbers: 04.60.Pp, 11.10.Gh
I. INTRODUCTION
It is no longer doubt to assert that the well defined theory of quantum gravity is the most challenging
question of modern physics which remains unsolved. Several approaches have been proposed to tackle
this issue. Our approach is called tensorial group field theory (TGFT) see [1]-[10] and references therein:
It is a class of fields theories, which aims at describing quantum theory of gravity without any geometric
background for the definition of its fundamental degrees of freedom or dynamical equations. This theory
is built around group fields theories (GFTs) [11]-[13] and tensors models (TMs) [14]-[15] and allows to
enjoy renormalization and asymptotic freedom in quite some generality [10], and for which we can show
another case of its coexistence with a Wilson-Fisher fixed point [8].
TGFT has recently stimulated efforts in two closely related directions. In the first, the functional
renormalization group (FRG) is applied to several models and the analysis of the behaviors around UV
and IR are given. The computation of the UV and IR fixed points and the phase diagrams allowed to
prove the asymptotically freedom and safety [3]-[9]. Generally, the central tool of this study is based
on the choice of a truncation i.e. the average effective action Γs and the regulator rs. In the related
development, it was pointed out that there exists an alternative way to address the FRG by improving
the choice of these approximations [1]-[2]. Some class of new relations called structure equations, and the
set of Ward-Takahashi (WT) identities are used in the flow equations, which control not only the choice
of the truncation but also the regulator. The WT-identities appear as new constraints on the flow and
we will discuss in detail its influences in this paper.
Let’s quickly recall some important results regarding the FRG for TGFT given in [1] and [2]. First of
all, in [2] the leading order melonic contributions is taken into account in our renormalization program.
We showed that it is always possible to address the issue of FRG without choice of truncation and in
appropriate way we get fixed points. This makes our method very encouraging and totally different from
the usual FRG methods [3]-[9], in the sens that they can help to show the convergence in the flow and
to identified the physical fixed points without doubt of it consistency. The same analysis is considered in
[1] by taking into account not only the melonic sector, but also other leading order contributions called
pseudo-melons. The combinatorial analysis of these two sectors (melon and pseudo-melon) is considered.
The flow of the couplings and mass are given in the symmetric phase. In the set of these two papers
the structure equations and WT-identities are considered in our analysis. Surprisingly the WT-identity
enforced one new constraint on the anomalous dimension which allows a doubt on all fixed points obtained
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in a lot of recent works (at least in the TGFT models without closure constraint) [1]-[2], [7]-[9]. The aim
of the following paper is to clarify this point in detail for quartic melonic interactions T 4.
TGFT is defined by the functional action S[φ, φ¯], which depends on the fields φ and its conjugate φ¯,
taking values on d copies of arbitrary group G of dimension D.
φ, φ¯ : Gd → C (1)
In the particular case we choose the Abelian group G := U(1)D. In the FRG point of view the classical
action S[φ, φ¯] is replaced by the s-dependent action S[φ, φ¯] + TrG[φ rsφ¯] which taking into account the
scale fluctuation when s walks R. This modification introduces the IR regulator rs which satisfy the
following boundary conditions
lim
s→−∞ rs = 0, lims→∞ rs =∞. (2)
This implies that at the scale s = log Λ where Λ is the UV cutoff, the regulator rs remains very large
and the average effective action Γs is reduced to the classical action S[φ, φ¯]. For the rest we consider only
the Fourier transform of the fields φ and φ¯ denoted respectively by T~p and T¯~p, ~p ∈ (ZD)d written as (for
~g ∈ U(1)Dd, gj` = eiθj`):
φ(~θ ) =
∑
~p∈ZDd
T~p e
i
∑d
j=1
∑D
`=1 θj`pj` (3)
φ¯(~θ ) =
∑
~p∈ZDd
T¯~p e
−i∑dj=1∑D`=1 θj`pj` . (4)
In the statistical mechanics point of view the field theory is defined by the partition function:
Zs[J, J¯ ] =
∫
dT dT¯ e−S[T,T¯ ]−〈T, rsT¯ 〉+〈J,T¯ 〉+〈T,J¯〉, (5)
where the scalar product 〈·, ·〉 on ZDd is defined by:
〈a, b〉 =
∑
~p∈ZDd
a~pb~p. (6)
Recall that the action S[T, T¯ ] is splitted as
S[T, T¯ ] = Skin[T, T¯ ] + Sint[T, T¯ ]. (7)
The kinetic term is Skin[T, T¯ ] = 〈T, C−1T¯ 〉, with the propagator C(~p ) expressed in momentum space by
C(~p ) = (~p 2α +m2α)−1 and α a parameter given by:
α =
D(d− 1)
4
. (8)
The quartic interaction Sint[T, T¯ ] is suppose to be tensor invariant.
Sint[T, T¯ ] ≡
d∑
i=1
λi i
i + 1
i− 1 . (9)
The model is said to be quartic and the interactions are melonic. Because of the UV divergences, we
introduce a regularization which suppress the high momenta contributions. Note that there are different
choices of the regularization functions. In this note we consider only the dimensional regularization
method. For this, we suppose that the propagator is supported by the Gaussian measure with UV
regularized propagator as:
CΛ(~p ) =
ϑΛ(~p
2α/Λ2α)
~p 2α +m2α
=
∫
dµCΛ T~p T¯~p , (10)
2
with an arbitrary cut-off function ϑΛ.
Now let us provide some explanations about the choice of the parameter α. We consider the set of
one vertex two point graphs denoted by G(b) obtained from a connected tensorial bubble b, having a
maximum number of faces. The canonical dimension db of the bubble b referring to [1]-[2] is:
d˜b = 2α− maxG∈G(b)(ω(G)). (11)
Using the multiscale analysis and the power counting theorem, the divergent degree of the corresponding
Feynman graph G is
ω(G) = −2αL(G) +DF (G), (12)
where L(G) is the number of lines and F (G) the number of internal faces of G. We can show that
max(ω(G)) = −2α + D(d − 1). The melons are caracterized by d˜b = 0 and then we recover the formula
(8).
The FRG we proposed here is based on the so called Wetterich equation [17]-[19]:
∂sΓs = Tr ∂srs(Γ
(2)
s + rs)
−1, (13)
in which: Γs, −∞ < s <∞ is the average effective action which interpolates between the classical action
S (in the UV) and the full effective action Γ (in the IR), such that this full effective action is obtained
for the value s→ −∞ i.e. in the IR limit. Γ(2)s is the second order partial derivative respect to the mean
fields M and M¯ and rs is the IR regulator. The general form of this regulator is chosen to be
rs(~p ) = Zk
2αf
(
~p 2α
k2α
)
, k = es. (14)
The function f
(
~p 2α
k2α
)
is chosen such that the relation (2) is well satisfied. Z is the wave function
renormalization. When s walks in R the flow equations enable us to interpolate smoothly between UV
and IR phenomena. Using the Wetterich equation (13), and by choosing the truncation and the regulator
in appropriate way, it is easy to derived the flow diagrams and computed the fixed points. In the case
of quartic melonic tensor model the flow equations may be solved analytically and the fixed points can
be given simply. The search of fixed points is important and essential in field theories especially in GFT.
They allow to understand if phase transitions exist and is probably the way to reconstruct our universe
under a geometrogenesis scenario [22]-[25]. Unfortunately the violation of the WT-identity in the search
of fixed points for several TGFT models without closure constraint studied in the litteratures [1]-[2], [7]-
[9] allows us to conclude that no physical fixed points can be found for these class of models. We will
scrutinize this statement in detail in section (IV).
The paper is organized as follows: In section (II) the FRG is studied for quartic melonic tensor models.
We derive analytically the corresponding fixed point and study its behaviors. The flow diagram is also
given and we can easly conclude in favor of the asymptotically freedom of these kind of models (see also
[26] for more detail). In section (III) the WT-identity and the structure equations are scrutinized in detail
for the symmetric phase melonic sector. In section (IV) the violation of the WT-identity is identified for
any choice of the regulator (14) and for arbitrary dimensions D and d. Section (V) is devoted to FRG
without truncation. The structure equations derived in section (III) are used to identify the fixed points
and compared with what we obtained in the case of ordinary truncation given in section (II). Finally in
section (VI) we provide the conclusion of our work.
II. SOLVING FLOW EQUATIONS: TRUNCATIONS
There is no longer any doubt to recall that the Wetterich equation is generally non-solvable exactly; and
it is not a specificity of the TGFTs but a common situation in field theory. Extracting some informations
on the non-perturbative equation (13) then requires approximations. In the TGFT context, the truncation
method and derivative expansion have been largely investigated as a simple way to deal with the specific
non-locality of the interactions. Basically, the strategy is to project the renormalization group flow into a
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reduced phase space of finite dimension. In the local potential approximation discussed in the literature
cited above (see Introduction), the truncations keep only the tensorial-invariant interactions, which are
said to be locals. All the truncation of the effective actions are then of the form:
Γ[M,M¯ ] = Γkin[M, M¯ ] + Γint[M,M¯ ] , (15)
whose Γint[M,M¯ ] writes as a finite sum of connected tensorial invariants; schematically:
Γint[M,M¯ ] = + + + · · · . (16)
We expect that sufficiently far away from a fundamental scale Λ the behavior of the renormalization group
flow will be driven itself on a reduced phase space corresponding to renormalizable interactions; and a
truncation around marginal interactions must be a not so bad approximation for the exact renormalization
group flow. For the microscopic family of models discussed in the introduction, the minimally relevant
truncation is then around quartic melonic interactions. In the same way, we have to keep only the relevant
and marginal contributions in the derivative expansion of the kinetic action, respectively weighted with
mass and wave-function renormalization:
Γkin[M,M¯ ] =
∫
Gd
dgdg′M¯(g′)
(−Z∆ +m2)M(g) , (17)
where Z and m2, as the effective action itself are expected to be dependent on the flow parameter s.
The factor Z may be easily cheeked to be marginal with respect to the Gaussian power counting. In
full generality, a dependence of Z on the means fields must be expected. However, for all applications
considered in the literature, the authors set (explicitly or not) an expansion around vanishing means field.
The flow is then built into a restrictive domain, called symmetric phase, in which such an expansion makes
sense. Among the characteristics of the symmetric phase, we can mention the following:
Corollary 1. In the symmetric phase, the 2-point effective function Gs := (Γ
(2) + rs)
−1 is diagonal :
Gs,~p,~p ′ = Gs(~p )δ~p,~p ′ and the functions which do not have the same number of derivatives with respect to
M and M¯ vanish.
For an extensive discussion, the reader may consult [1]-[2]. In the symmetric phase, the wave function
renormalization and the anomalous dimension η may be defined without reference to any truncation as:
Definition 1. Anomalous dimension: In the symmetric phase, the wave function renormalization and
the anomalous dimension are defined as: (the index s is discarded in Γ
(2)
s to make the notation simple)
Z :=
d
d~p 2
Γ(2)(~p = ~0 ) , η :=
1
Z
∂Z
∂s
. (18)
Note that in this definition we have took into account the corollary 1, and assumed that Γ(2) is a function
of a single momentum ~p ∈ (ZD)d. Finally, we assign the same coupling constant λ for each of the d
melonic interactions keeping in the truncation. The flow equations for the φ4-truncation in the local po-
tential approximation may be derived from the exact functional flow equation (13). Taking the successive
functional derivatives with respect to M and M¯ , we obtain an infinite hierarchical system of coupled
equations, the equation for ∂sΓ
(2) involving Γ(4), the one for ∂sΓ
(4) involving Γ(4) and Γ(6), and so on and
so for. The truncation cuts this infinite tower of coupled equations up to the quartic melonic interactions,
enforcing that:
Γ(n) ≈ 0 , ∀n > 4 . (19)
Moreover, we work into a restricted domain between the deep UV corresponding to some fundamental
scale Λ, and the IR where k = es vanish. Explicitly: Λ k  0. Then, all the irrelevant contributions in
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the large k limit are discarded from the analysis. Let us for instance discuss the flow equation for 2-point
function, ∂sΓ
(2). Deriving twice the exact flow equation, we get schematically :
∂sΓ
(2) = −2λ
d∑
i=1

r˙sG
2
s
i
+
r˙sG
2
s
i
 , (20)
the diagrams being computed with the effective propagator r˙sG
2
s, the “dot” means that the derivative is
with respect to s. Explicitly:
r˙sG
2
s =
∑
~p∈(ZD)(d−1)
r˙s
(Z~p 2α + Zq2α +m2α + rs)2
(21)
where q denotes the external momenta running through the effective loop. From an elementary power
counting, the second contribution in the equation (20) must be discarded with respect to the first one from
a relative scaling k−D(d−2). The relevant contributions correspond to the melonic ones, largely discussed
in the random tensor models literature as the leading order diagrams on their 1/N expansion. In the
TGFT context, melonic diagrams are recovered as the ones having the stronger relevant dependence on
the cut-off, and with this respect appears naturally as the relevant ones in the large k limit. As a result,
only the melonic contractions are keeping in the computation of the flow equations. Finally, completing
the definition (1) with the definition of the effective mass m2α and effective melonic coupling λ at scale
s as:
m2α(s) := Γ(2)(~p = ~0 ) , λ(s) :=
1
4
Γ(4)(~0,~0,~0,~0 ) , (22)
the leading order flow equations of m2, Z and λ is written as
m˙2α = −2dλ I2(0) ,
Z˙ = −2λI ′2(q = 0) ,
λ˙ = 4λ2I3(0) .
(23)
where I ′2 :=
d
dq2α1
I2, and we introduced the sums In(q):
In(q) :=
∑
~p∈(ZD)(d−1)
r˙s
(Z~p 2α + Zq2α +m2α + rs)n
. (24)
The explicit computation of the sums In requires to make a choice for the regulator function rs. A
common choice for standard field theories and generally used in the TGFT context is the modified Litim’s
regulator [20]-[21], which has been showed to be optimal in applications:
rs(~p ) := Z(e
2αs − ~p 2α)θ(e2αs − ~p 2α) , (25)
where θ(x) stands for the Heaviside function. A great interest for this regulator with respect to the other
ones, except its optimal behavior, is that it allows to perform all the sums analytically for large k using
integral approximation: ∑
~p∈(ZD)(d−1)
→
∫
RD(d−1)
, (26)
and it is easy to see that all the sums required for the computations of the sums are all of the form:
Jn(R) =
∫
dD(d−1)x(~x 2α)nθ(R2α − ~x 2α) , n ∈ N . (27)
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The integral may be easily performed. Making a change of variable y = x/R and using the integral
representation for Heaviside function in term of Dirac delta function as:
θ(1− x) =
∫ 1
0
dzδ(z − x) , x ∈ R+ , (28)
we get, up to the rescaling y → z1/2αy:
Jn(R) = R
2α(2+n) ι(d,D)
∫ 1
0
dzzn+1 , (29)
where ι(d,D) is defined as:
ι(d,D) :=
∫
dD(d−1)y δ(1− ~y 2α) . (30)
The remaining integral over y variables may be computed from the well known Feynman formula:
k∏
i=1
1
Aβi
=
Γ(kβ)
[Γ(β)]k
∫ 1
0
∏
i
duiδ
(
1−
∑
i
ui
) ∏
i u
β−1
i
(
∑
iAiui)
k
. (31)
Indeed, setting Ai = 1∀i, k = D(d− 1) and β = 1/2α, we get:
ι(d,D) = 2D(d−1)
[
Γ
(
2 +D(d− 1)
D(d− 1)
)]D(d−1)
. (32)
The explicit expression for In(0) and I
′
n(0) may be easily deduced in term of Jn. Setting R = e
s, we
obtain:
In(0) = Z
η(R2αJ0(R)− J1(R)) + 2αR2αJ0(R)
(ZR2α +m2α)n
, (33)
and:
I ′n(0) = Z
η(J ′1(R)− J0(R))−R2α(η + 2α)J ′0(R)
(ZR2α +m2α)n
. (34)
The system (23) is not suitable to get some non-trivial fixed points, because of their explicit dependence
with respect on the parameter s. In order to obtain a closed and autonomous system of differential
equations having non-trivial fixed points, we have to introduce the renormalized and dimensionless mass
and couplings, defined as follow:
Definition 2. In accordance with their respective Gaussian canonical dimensions, we define the renor-
malized and dimensionless mass and coupling as:
λ =: Z2λ¯ , m2α =: Ze2αsm¯2αs . (35)
Computing the sums from equations (33) and (34), and using the explicit expression for Jn(R) given
by equation (29), we deduce the desired system which only involves dimensionless and renormalized
parameters:
Proposition 1. In the intermediate UV sector Λ k  1, the truncated flow equations for renormalized
and dimensionless essential and marginal parameters are written as:{
βm = −(2α+ η)m¯2α − 2αdλ¯ ι(d,D)(1+m¯2α)2
(
1 + η6α
)
,
βλ = −2ηλ¯+ 4αλ¯2 ι(d,D)(1+m¯2α)3
(
1 + η6α
)
,
(36)
where βm := ˙¯m
2α, βλ :=
˙¯λ and:
η :=
4αλ¯ι(d,D)
(1 + m¯2α)2 − λ¯ι(d,D) . (37)
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The proof of (36) and (37) are straightforward from the system (23). Note that the system (36) has
two kinds of singularities. The first one is an singularity line of equation m¯2α = −1, coming from the
denominators of the flow equations for mass and melonic coupling. The second singularity arise from the
anomalous dimension denominators, and corresponds to a line of singularity, with equation:
Ω(λ¯, m¯2α) := (1 + m¯2α)2 − λ¯ι(d,D) = 0 . (38)
This line of singularity splits the two dimensional phase space of the truncated theory into two connected
regions characterized by the sign of the function Ω. The region I, connected to the Gaussian fixed point
for Ω > 0 and the region II for Ω < 0. For Ω = 0, the flow becomes ill defined. The existence of
this singularity is a common feature for expansions around vanishing means field, and the region I may
be viewed as the domain of validity of the expansion in the symmetric phase. Note that to ensure the
positivity of the effective action, the melonic coupling must be positive as well. Therefore, we expect that
the physical region of the reduced phase space correspond to the region λ ≥ 0. From definition of the
connected region I and because of the explicit expression (37), we deduce that :
η ≥ 0 , In the symmetric phase . (39)
It is well known that these equations admit two non trivial fixed points, which can be explicitly computed
:
p± =

m2α± = − 1+9d∓
√
∆
6+12d ,
λ¯± =
−31∓23√∆+3d(38+3d±√∆)
18(1+2d)3ι(d,D) ,
(40)
where ∆ := 1 + 9(d − 2)d. Interestingly for d > 2, it is easy to cheek that only p+ is in the connected
region I (Ω(p+) > 0∀d) whereas p− is in the connected region II (Ω(p−) < 0∀d). Figure (1) provides us
a graphical illustration.
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Ω
FIG. 1: Ω(p+) (in brown) and Ω(p−) (in blue) in function of d. Ω(p+) is a positive constant, going to 0.25 when
d→∞. In contrast, Ω(p−) is negative, and goes to zero.
The fixed point p+ appears has an IR fixed point, having the same characteristic as the Wilson–Fisher
fixed point: one relevant and one irrelevant direction. The integral curve of the relevant directions build a
critical line splitting the connected region I into two regions. In the upper one all the RG trajectories go
to the Gaussian fixed point, whereas in the lower one, all the RG trajectories escapes from the Gaussian
region.
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FIG. 2: Numerical integration of the flow equations. The red and black points correspond to the non-Gaussian
fixed points, the red one being into the connected region I. The critical line separating the region I into two
regions is pictured in brown and corresponds to the relevant direction (In the UV) of the red fixed point. The
grey region corresponds to the region II, bounded with the line of equation Ω = 0, in black.
As pointed out in the literature, this situation involves a phase transition from a symmetric toward a
non-symmetric phase. A specificity of this theory, pointed out in [6], is the coexistence of two exceptional
situations: The existence of a non-trivial Wilson-Fisher fixed point and the asymptotic freedom in the
vicinity of the Gaussian fixed point. To cheek this property, we may expand the previous flow equations
(36) at the leading order in λ¯, leading to:
βλ ≈ −ηλ¯ , η ≈ 4αλ¯ι(d,D) . (41)
Note that the minus sign comes from the exact equality between the one-loop vertex correction and the
one-loop wave function correction. Moreover, this result does not depends on the choice of the truncation
and regulating function, because of universality theorem. It has been pointed out as a common property
of quartic melonic models [26], but as we will discuss in the next section, it is a consequence of the
Ward identities. The Figure 2 provides a picture of the phase space structure obtained from a numerical
integration for D = 1 and d = 5. For an extensive discussion, the reader may be consult the references
[2],[6]-[8].
This scenario, referring a phase transition controlled from an IR fixed point has been largely considered
in the literature as an universal property of the tensorial field theories. It was considered in particular
as a solid argument in favor of a condensation scenario in GFT cosmological approaches (see [27] and
references therein).
Before move on to the next section, we have to make an important comment on the regularization scheme
that we use. In the introduction we defined the regularized propagator CΛ with an arbitrary cut-off
function ϑΛ. Remark that, we refered to some fundamental scale Λ for the physical discussion. However,
it is suitable for the rest of the paper to remove any appearance of this fundamental scale, assuming
the continuum limit Λ → ∞. This limit considerably simplify the derivation of the Ward identities,
involving the derivative of the inverse propagator, C−1Λ with respect to one of the momenta. Indeed,
such a derivative includes contributions coming from the derivative of the regularization function, that we
call boundary contributions”. These contributions have been considered in [1], and are irrelevant for our
considerations. Because of the regulator r˙s, the flow equations are divergent free, end then insensitive on
this limit. However, Ward identities introduce a divergent loop integration of all the momentum slices,
which is finite only because of the counter-terms coming from the fact that the initial theory is just-
renormalizable. Note that with this respect, the continuum limit makes sens only because the theory
8
is asymptotically free, and has no Landau pole. To circumvent the divergence arising from the effective
loop integration in the Ward identity without the additional subtleties coming from boundary terms, we
use a specific dimensional regularization, already discussed in [1] for tensor field theories. From fixed
(D, d, α), we allow a variation on the values of D and d and such that α remains fixed. Let D′ = D + 
is now the group dimension. All the relevant amplitudes may be analytically continued in D′, and the
divergences for the value D′ = D appear as pole in 1/, all of them being removed with counter-terms for
renormalizability theorem. We will use of dimensional renormalization for convenience. Other regulators
have been discussed in [4]-[5], in which the authors argued that this boundary term does not depends on
the running scale k in the large Λ limit, so that it disappears when we differentiate the Ward identity
with respect to k, i.e. what we will make in order to extract a constraint on the RG flow.
III. WARD–TAKAHASHI IDENTITIES AND STRUCTURE EQUATIONS
It is well known that continuous symmetries in quantum field theories provides some non-trivial relations
between Green’s function, generally called Ward–Takahashi identities. For TGFTs, such a relations comes
from the specific unitary invariance of their interactions. Let U = (U1, · · · , Ud) ∈ U×d∞ , where Ui ∈ U∞
are unitary matrices of infinite size, which we denote by Ui, p1p′1 with p1, p
′
1 ∈ ZD. The transformation
law for a tensor field T is then:
U[T ]p1,··· ,pd :=
∑
{p′i}
 d∏
j=1
Uj,pjp′j
Tp′1,··· ,p′d , (42)
where we used Einstein convention for summation of repeated indices. As a consequence of the tensorial
invariance, the interacting part of the action Sint, involving power of field higher than 2 satisfies: U[Sint] =
Sint ∀U. In contrast, the kinetic action and the source terms are both non-invariant, respectively due
to the ~p 2 coming from the Laplacian and the sources, J and J¯ . However, a stronger invariance comes
from the translation invariance of the formal Lebesgue integration measure in the path integral defining
as Z(J, J¯): U[Z] = Z. The same argument have to be true for the 2-point correlation function 〈T~pT¯~q〉
(see [28] for more detail). Because of the translation invariance of the integral, we expect that this can be
transformed as a trivial representation of the product (U×d∞ )⊗(U∗×d∞ ), the ∗ meaning complex conjugation.
Translating this property for an infinitesimal anti-hermitian variation:
U = (I+ 1, I, · · · , I) =: 1 + ~1 , (43)
where I denotes the identity transformation, we get:∫
~1[dµCs ]T~pT¯~q e
−Sint +
∫
dµCs~1[T~pT¯~q]e
−Sint = 0 , (44)
dµCs := dTdT¯ e
−Skin being the Gaussian measure, and C−1s := C
−1
∞ +rs, where C
−1
∞ (~p ) := Z−∞~p
2α+m2α∞
denote the kinetic kernel including wave function and mass counter-terms. The second variation may be
easily computed, straightforwardly:
~i[T¯~pT~q] = −∗pip′i T¯~p ′
∏
j 6=i
δpjp′jT~q + T¯~p qiq′iT~q ′
∏
j 6=i
δqjq′j
= qiq′i T¯~p
∏
j 6=i
δqjq′jT~q ′ − p′ipi T¯~p ′
∏
j 6=i
δpjp′jT~q
= T¯~pT~q⊥i∪{q′i}qiq′i − T¯~p⊥i∪{p′i}T~q p′ipi , (45)
where ~q⊥i := ~q /qi. The variation of the second integral then becomes:∫
dµCs~1[T~p1 T¯~p2 ]e
−Sint = δ~p⊥1~q⊥1 [Gs(~p )−Gs(~q )]1,q1p1 , (46)
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where we used corollary 1. The variation of the Gaussian measure, follows the same strategy, leads to:
~i[dµCs ] = −~i
∑
~p
T¯~p C
−1
s (~p )T~p
 dµCs . (47)
The variation of the bracket follows the same strategy as the variation of T¯~pT~q, and we get:
~i[dµCs ] =
∑
~p,~q
qipiδ~p⊥i~q⊥i [C
−1
s (~q )− C−1s (~p )]T¯~pT~q . (48)
Using (46) and (48) in equation (44), we get a non-trivial relation between 4 and 2-point functions:∑
~r⊥i ,~s⊥i
δ~r⊥i~s⊥i [C
−1
s (~r )− C−1s (~s )]〈T¯~rT~sT¯~pT~q〉
= −
[
δ~p⊥i~q⊥i (Gs(~p )−Gs(~q ))δriqiδsipi
]
. (49)
The relation may be conveniently written in term of the effective vertex Γ(4), linking to the 4-point
function 〈T¯~rT~sT¯~pT~q〉 as:
〈T¯~rT~sT¯~pT~q〉 =
(
Γ
(4)
~r,~s,~p,~q Gs(~p )Gs(~q ) + δ~r~p δ~s~q
)
Gs(~r )Gs(~s ) , (50)
where we extracted the one-particle reducible parts of the 4-point function. In the deep UV, for large k, a
continuous approximation for variables is suitable. Then, setting r1 = p1, ~p→ ~q, r1 → s1, we get finally:
Proposition 2. In the deep UV, the 4 and 2-point functions are related as (on both sides, r1 = p1):∑
~r⊥1
G2s(~r )
dC−1s
dr2α1
(~r )Γ
(4)
~r,~r,~p,~p =
d
dp2α1
(
C−1∞ (~p )− Γ(2)(~p )
)
. (51)
Note that, in the decomposition (50) we assumed, following corollary 1 that all odd vertex functions
vanish. The proposition 2 involve the 4-point vertex function, and as announced an effective loop which
may be divergent. To give more explanation about the structure of this equation, we have to specify the
structure of the vertex function. To this end, we use this loop to discard the irrelevant contributions, and
we keep only the melonic contribution of the function Γ(4), say Γ
(4)
melo. In the symmetric phase, we define
it as:
Definition 3. In the symmetric phase, the melonic contribution Γ
(4)
melo may be defined as the part of the
function Γ(4) which decomposes as a sum of melonic diagrams in the perturbative expansion.
The structure of the melonic diagrams has been extensively discussed in the literature [3]-[15], and
specifically for the approach that we propose here in [2]. Formally, they are defined as the graphs optimiz-
ing the power counting; and they family can be build from the recursive definition of the vacuum melonic
diagrams, from the cutting of some internal edges. Among there interesting properties, these construction
imply the following statement:
Proposition 3. Let GN be a 2N -point 1PI melonic diagrams build with more than one vertices for a
purely quartic melonic model. We call external vertices the vertices hooked to at least one external edge
of GN has :
• two external edges per external vertices, sharing d− 1 external faces of length one.
• N external faces of the same color running through the interior of the diagram.
As a direct consequence of the proposition 3, we expect that melonic 4-points functions is decomposed
as:
Γ
(4)
melo =
d∑
i=1
Γ
(4),i
melo , (52)
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the index i running from 1 to d corresponding to the color of the 2 internal faces running through the
interiors of the diagrams building Γ
(4),i
melo. Moreover, we expect that these monocolored components have
the following structure:
Γ
(4),i
melo~p1,~p2,~p3,~p4
=
i
i
pi
~p1
~p3
~p2
~p4
+
i
i
pi
~p3
~p1
~p2
~p4
, (53)
the permutation of the external momenta ~p1 and ~p3 coming from Wick’s theorem: There are four way
to hook the external fields on the external vertices (two per type of field). Moreover, the simultaneous
permutation of the black and white fields provides exactly the same diagram, and we count twice each
configurations pictured on the previous equation. This additional factor 2 is included in the definition
of the matrix pi, whose entries depend on the components i of the external momenta running on the
boundaries of the external faces of colors i, connecting together the end vertices of the diagrams building pi.
Inserting (53) into the Ward identity given from proposition 2, we get some contributions on the left hand
side, the only one relevant of them in the deep UV being, graphically:
1
1
pi
~r
~p
~r
~p
G2s
dC−1s
dp2α
1
p1 p1
+O(1/k) = d
dp2α1
(
C−1s (~p )− Γ(2)(~p )
)
. (54)
Setting ~p = ~0, and using the definition 1 as well as the definition of C−1∞ , the right hand side reduces
to Z−∞ − Z. Moreover, translating the diagram on the left hand side in the equation (54), we get the
equality:
Z−∞Ls pi00 = Z−∞ − Z , (55)
where we have defined Z−∞Ls as:
Z−∞Ls :=
∑
~p∈(ZD)d
(
Z−∞ +
∂rs
∂p2α1
(~p )
)
G2s(~p )δp10 . (56)
Finally, from definition (53) we expect that Γ
(4)
melo,~0,~0,~0,~0
= 2pi00, and because of the renormalization
conditions (22) we must have the relation: pi00 = 2λ(s), which ends the proof of the following corollary:
Corollary 2. In the deep UV regime, the Ward identity between 4 and 2 point functions provides a non
trivial relation between effective coupling and wave function renormalization:
2Z−∞Ls λ = Z−∞ − Z . (57)
In the melonic sector, this relation may be completed with a strong structure equation, linking together
the end point λr := λ(s = −∞) and the effective coupling at scale s, λ(s). We recall the main steps of
the complete proofs, given in [2]. Let us denote by Zλλr the bar coupling of the classical action, and
−4ZλλrΠ the contributions of the perturbative expansion of 2pi00 involving more than one vertex, such
that :
2pi00 =: 4Zλλr(1 + Π) . (58)
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Because of the proposition 3, we expect the following structure:
− 4ZλλrΠ = Π¯
1 1
, (59)
where the grey bubble labeled with Π¯ is a sum of Feynman graphs. Now, let us denote as Π¯′ the connected
1PI contribution to Π¯, extracting from it disconnected contributions and external effective propagators.
We get the equality:
− 4ZλλrΠ =
G
G
+
G G
G G
Π¯′ . (60)
Note that Π¯′ is of order Zλλr. Isolating this first order term, the argument leading to the equation (60)
may be repeated, and we deduce a closed equation for Π¯′:
G G
G G
Π¯′ =
G
G
G
G
+
G
G
G
G
Π¯ , (61)
which can be solved recursively as an infinite sum:
− 4ZλλrΠ =

∞∑
n=1

G
G

n . (62)
The interior loop diagram
G
G
may be straightforwardly computed using Wick theorem for effective
propagators Gs. We get:
G
G
= −2ZλλrAs , (63)
where we defined the quantity As as:
As :=
∑
~p∈(ZD)(d−1)
G2s(~p ) . (64)
Inserting the formal sum (62) into the equation (58), we get:
pi00 =
2Zλλr
1 + 2ZλλrAs . (65)
The counter-term Zλ may be fixed from the boundary renormalization condition for s→ −∞:
Γ
(4)
melo,~0,~0,~0,~0
(s = −∞) = 4λr , (66)
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leading to:
Z−1λ = 1− 2λrAs=−∞ . (67)
Finally, because of the definition pi00 = 2λ(s), we deduce the following important result:
Proposition 4. Structure equation for effective coupling: In the deep UV, the effective melonic
coupling is given in term of the renormalized coupling λr and the renormalized effective loop A¯s :=
As −As=−∞ as:
λ(s) =
λr
1 + 2λrA¯s . (68)
With the help of this relation, the Ward identity (57) may be translated into a local version along the
RG flow, hat we will discuss at the beginning of the next section.
IV. WARD IDENTITY VIOLATION
In this section we argue in favor of a strong violation of the Ward identities at the fixed point p+
discussed in the section II. In particular, we will show that, with the common hypothesis retain for
truncation method, no fixed point have to exist in the symmetric phase, bounded with the singularity
line Ω = 0 and λ = 0. We refers to this restricted domain as I ′.
Differentiating the equation (57) with respect to s term by term, we get:
Z˙ = −2Z−∞Lsλ˙− 2Z−∞A˙s λ− 2Z−∞∆˙s λ , (69)
where
Ls := As + ∆s. (70)
Deriving the equation (68) with respect to s, we obtain a relation between A˙s, λ and λ˙:
λ˙ = −2λ2 A˙s , (71)
so that the previous equation (69) becomes:
Z˙ = (Z−∞ − 2λZ−∞Ls) λ˙
λ
− 2Z−∞∆˙s λ . (72)
The computation of ∆˙s requires to be carefully explored. We recall that Z−∞∆s includes a derivative
of the regulating function rs with respect to its momenta variables. For the class of regulating functions
discussed in this paper see equation (14), rs is proportional to Z. In a first time we assume that rs is
the modified Litim regulator (25). For the computation of the flow equation in section II, we make an
assumption of the form of the kinetic effective action. Note that, in the symmetric phase, this assumption
is the same like the previous works [1]-[2], and we impose the following approximation for the 2-point
function:
Γ(2)(~p ) = Z(s)~p 2α +m2α(s) . (73)
Note that for the computation of the flow equations, this approximation has to be justified only in the
restricted windows of momenta allowed by the distribution r˙s, and standard applications of the FRG
support this approximation. However, it has been showed in [1]-[2] that using this approximation so far
from this restricted domain, for the computation of As for instance, without use precaution, leads to a
spurious conclusion for the sign of the universal one-loop beta function. For the Litim regulator, rs, r˙s
and ∂rs/∂p
2η
1 provide the same windows of momenta: ~p
2α ≤ e2αs. Therefore, if the approximation (73) is
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suitable for the computation of the beta functions, it has to be a well approximation for the computation
of ∆s. Explicitly we get:
Z−∞∆s = − 1
Z
1
2
ι(d,D)
(1 + m¯2α)2
, (74)
and the equation (72) becomes:
Z˙ = Z
λ˙
λ
− λ
Z
ι(d,D)
(1 + m¯2α)2
(
Z˙
Z
+
2βm
1 + m¯2α
)
, (75)
where we have used the equation (57). Finally, introducing the anomalous dimension to express the
derivatives Z˙, and using the definition of the dimensionless and renormalized coupling λ¯, we deduce the
following important result:
Proposition 5. In the deep UV, the Ward identity may be translated as a constraint between the beta
functions and the anomalous dimension. In the symmetric phase, with the Litim regulator and keeping
only the leading order of the derivative expansion, this constraint writes as:
βλ = −ηλ¯ Ω(λ¯, m¯
2α)
(1 + m¯2α)2
+
2λ¯2ι(d,D)
(1 + m¯2α)3
βm . (76)
Note that at first order, we recover the equation (41); highlighting the deep nature of the compensation
between vertex correction and wave function renormalization at one loop order. At a fixed point in the
region I ′, by replacing equation (37) in (77), we get:
4αλ¯2ι(d,D)
(1 + m¯2α)2
= 0, (77)
which admits only one solution: λ = 0. Moreover, it is easy to cheek that the only fixed point having
vanishing coupling has necessarily vanishing mass, and then match with the Gaussian fixed point. We
then deduce the important statement:
Corollary 3. The only fixed point compatible with the Ward identity in the region I ′ is the Gaussian
fixed point.
The constraint given from proposition 5 have to be solved simultaneously with the RG flow equation,
projecting it locally into a physical phase space of dimension 1, and the previous corollary show that there
are no fixed point in this physical subspace:
Claim 1. In the deep UV regime, the Litim regularized melonic–T 4–truncated RG flow has no physical
IR fixed point in the symmetric phase.
A violation of the Ward identities for relevant and marginal operators is expected to be an hard pathol-
ogy. Indeed, viewing the RG flow like a mapping Γk → Γk′ we naively expect that the Ward identity
constraint may be identically transported along the flow. The previous equations show that this expec-
tation is wrong. Indeed, using the truncated values for the beta functions, and inserting them into the
constraint (77), we get two curves λ¯±(m¯2α), respectively is the region I and in the region II, and it is
easy to cheek that nothing happens when the RG trajectories cross the line. As a result, even if the initial
conditions are chosen to enforce the constraint, any step of the RG flow transport the theory into an
non-physic region. The origin of the problem may be expected to come from the fact that we don’t solve
exactly the RG flow; the approximation scheme introducing a spurious dependence on the regulation and
an artificial violation of the Ward identity. However, in any cases there are no way to discard the Ward
constraint, and the RG flow have to be completed with him. Moreover, it is easy to cheek that the same
conclusion hold for any regulator rs. Indeed, let us consider the general form of regulator in equation
(14). The equation for Z˙ writes explicitly as:
Z˙ = 4λZ
∑
~p∈ZD(d−1)
r˙sG
3
s(~p )−A , (78)
14
with:
A := 2λ
∑
~p∈ZD(d−1)
[
G2s(~p )r˙
′
s − 2r˙sr′sG3s(~p )
]
, (79)
and r′s := ∂rs/∂p
2α
1 . In the same way:
2λZ−∞∆˙ = A− 4λ
∑
~p∈ZD(d−1)
r′s
(
m˙2α + Zη~p 2α
)
G3s(~p ) . (80)
Using equation (78) to express A in term of Z˙, it is suitable to write x¯ := edxsZkxx for dimensionless
quantities, dx being the canonical dimension of x, and Z
kx extracting its explicit dependence on Z. With
this notation, we may write:
2λZ−∞∆˙
Z
= −η − 4λ¯C¯ , (81)
where:
C¯ := (2α+ η)
∑
~p∈ZD(d−1)
G3s(~p )
[( ~p 2α
e2αs
+ m¯2α
)
r¯′s − r¯s
]
. (82)
Note that to deduce this equation, we used of the elementary relation
r˙s := (2α+ η)rs(~p )− 2αZ~p 2αf ′(~p 2α/k2α) , (83)
easily to cheek from (14). Now, let us move on to the denominator of η. The equation of the singularity
line may be easily obtain as for the Litim regulator, isolating on both sides of the equation (78) the terms
involving η. From equation (83), and up to some straightforward manipulations, we get:
Ωf = 1 + 2λ¯
C¯
2α+ η
− 2λ¯
∑
~p∈ZD(d−1)
rs(1 + r
′
s)G
3
s(~p ) , (84)
the index f referring on the arbitrariness of the regulating function f . Replacing the expression (81) into
the equation (72), we get:
η =
βλ + 2ηλ¯
λ¯
+ η + 4λ¯C¯ . (85)
Reaching a fixed point, the beta function vanish from definition βλ = 0, leading to the constraint:
X := η + 2λ¯C¯ = 0 . (86)
Isolating C¯ in term of the positive function Ωf in the region I
′, we get finally:
X = (2α+ η)
Ωf + 2λ¯ ∑
~p∈ZD(d−1)
rs(1 + r
′
s)G
3
s(~p )
− 2α . (87)
Note that the positivity of η in the region I ′ does not depends on the choice of f . Moreover, the second
term in the parenthesis on the right hand side must be positive defined in I ′, as it can be easily cheeked
for standard choices of function f . As a result:
X ≥ η , (88)
for any non-Gaussian fixed point in the region I ′. Therefore, for any non-Gaussian fixed point η have to
be a strictly positive quantity, the claim 1 may be extended for any regulator as:
Claim 2. For any choice of regulating function, the region I ′ is empty of non-Gaussian fixed point in the
deep UV.
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V. BEYOND TRUNCATION METHOD
One expect that higher truncations in the melonic sector does not improve the previous conclusions:
The singularity line only depends on the quartic interactions, and the equation (77) does not change.
Moreover, we expect that our bound (88) discard any non-Gaussian fixed point in the region I ′ as well.
Indeed, we obtain that so far from the deep UV regime, interactions beyond marginal sector becomes
irrelevant, so that the positivity of the action ensures the positivity of the quartic melonic coupling λ, and
therefore the positivity of the anomalous dimension. There are different methods to improve the crude
truncations in the FRG literature. However, their applications for TGFTs remains difficult due to the
non-locality of the interactions over the group manifold on which the fields are defined. A step to go out
of the truncation method was done recently in [1]-[2] with the effective vertex expansion (EVE) method.
Basically, the strategy is to close the infinite tower of equations coming from the exact flow equation,
instead of crudely truncate them. To say more, the strategy is to complete the structure equation (68)
with a structure equation for Γ(6), expressing it in terms of the marginal coupling λ and the effective
propagator Gs only. In this way, the flow equations around marginal couplings are completely closed.
Note that this approach cross the first hypothesis motivating the truncation: We expect that so far from
the deep UV, only the marginal interactions survive, and drag the complete RG flow. Moreover, any
fixed point of the autonomous set of resulting equations are automatically fixed points for any higher
effective melonic vertices building from effective quartic interactions. Finally, a strong improvement of
this method with respect to the truncation method, already pointed out in [1]-[2] is that it allows to keep
the complete momenta dependence of the effective vertex. This dependence generate a new term on the
right hand side of the equation for Z˙, moving the critical line from its truncation’s position.
Let us consider the flow equation for Γ˙(2), obtained from (13) deriving with respect to M and M¯ :
Γ˙(2)(~p ) = −
∑
~q
Γ
(4)
~p,~p,~q,~q G
2
s(~q )r˙s(~q ) , (89)
where we discard all the odd contributions, vanishing in the symmetric phase, and took into account the
corollary 1. Deriving on both sides with respect to p2α1 , and setting ~p = ~0, we get, in accordance with
definition 1:
Z˙ = −
∑
~q
Γ
(4) ′
~0,~0,~q,~q
G2s(~q )r˙s(~q )− Γ(4)~0,~0,~q,~q G
2
s(~q )r˙s(~q ) , (90)
where the ”prime” designates the partial derivative with respect to p2α1 . In the deep UV (k  1) the
argument used in the T 4-truncation to discard non-melonic contributions holds, and we keep only the
melonic diagrams as well. Moreover, to capture the momentum dependence of the effective melonic vertex
Γ
(4)
melo and compute the derivative Γ
(4) ′
melo ,~0,~0,~q,~q
, the knowledge of pipp is required. It can be deduced from
the same strategy as for the derivation of the structure equation (68), up to the replacement :
As → As(p) :=
∑
~p∈(ZD)d
G2s(~p )δp1p , (91)
from which we get:
pipp =
2λr
1 + 2λrA¯s(p) , A¯s(p) := As(p)−A−∞(0) . (92)
The derivative with respect to p2α1 may be easily performed, and from the renormalization condition (22),
we obtain:
pi′00 = −4λ2(s)A′s , (93)
and the leading order flow equation for Z˙ becomes:
Z˙ = 4λ2A′s(0) I2(0)− 2λI ′2(0) . (94)
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As announced, a new term appears with respect to the truncated version (23), which contains a dependence
on η and then move the critical line. The flow equation for mass may be obtained from (89) setting ~p = ~0
on both sides. Finally, the flow equation for the marginal coupling λ may be obtained from the equation
(13) deriving it twice with respect to each means fields M and M¯ . As explained before, it involves Γ
(6)
melo
at leading order, and to close the hierarchy, we use the marginal coupling as a driving parameter, and
express it in terms of Γ
(4)
melo and Γ
(2)
melo only. One again, from proposition 3, Γ
(6)
melo have to be split into d
monocolored components Γ
(6) ,i
melo :
Γ
(6)
melo =
d∑
i=1
Γ
(6) ,i
melo . (95)
The structure equation for Γ
(6) ,i
melo may be deduced following the same strategy as for Γ
(4) ,i
melo , from propo-
sition (3). Starting from a vacuum diagram, a leading order 4-point graph may be obtained opening
successively two internal tadpole edges, both on the boundary of a common internal face. This internal
face corresponds, for the resulting 4-point diagram to the two external faces of the same colors running
through the interior of the diagram. In the same way, a leading order 6-point graph may be obtained
cutting another tadpole edge on this resulting graph, once again on the boundary of one of these two ex-
ternal faces. The reason this works is that, in this may, the number of discarded internal faces is optimal,
as well as the power counting. From this construction, it is not hard to see that the zero-momenta Γ
(6) ,i
melo
vertex function must have the following structure (see [1]-[2] for more details):
Γ
(6) ,i
melo = (3!)
2

G
G
G
pi pi
pi
i
i
i

, (96)
the combinatorial factor (3!)2 coming from permutation of external edges. Translating the diagram into
equation, and taking into account symmetry factors, we get:
Γ
(6) ,i
melo = 24Z
3(s)λ¯3(s)e−2αsA¯2s , (97)
with:
A¯2s := Z−3e2αs
∑
~p∈(ZD)(d−1)
G3s(~p ) . (98)
Note that this structure equation may be deduced directly from Ward identities, as pointed-out in [2]
and [28]. The equation closing the hierarchy is then compatible with the constraint coming from unitary
invariance. The flow equations involve now some new contributions depending on two sums, A¯2s and A¯′s,
defined without regulation function r˙s. However, they are both power-counting convergent in the UV,
and the renormalizability theorem ensures their finitness for all orders in the perturbation theory. For
this reason, they becomes independent from the initial conditions at scale Λ for Λ → ∞; and as pointed
out in [2], it is suitable to use of the approximation (73). Explicitly, following the same computational
strategy as for the calculation of Jn(R) in section II, we get, using the Litim’s regulator:
A¯2s = 1
2
ι(d,D)
1 + m¯2α
[
1
(1 + m¯2α)2
+
(
1 +
1
1 + m¯2α
)]
, (99)
and
A¯′s =
1
2
ι(d,D)
1
1 + m¯2α
(
1 +
1
1 + m¯2α
)
. (100)
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The complete flow equation for zero-momenta 4-point coupling write explicitly as:
Γ˙(4) = −
∑
~p
r˙s(~p )G
2
s(~p )
[
Γ
(6)
~p,~0,~0,~p,~0,~0
− 2
∑
~p ′
Γ
(4)
~p,~0,~p ′,~0
Gs(~p
′)Γ(4)
~p ′,~0,~p,~0
+ 2Gs(~p )[Γ
(4)
~p,~0,~p,~0
]2
]
.
(101)
Keeping only the melonic contributions, we get finally the following autonomous system replacing the
truncated flow equations (36) in the Litim’s regulation:{
βm = −(2α+ η)m¯2α − 2αdλ¯ ι(d,D)(1+m¯2α)2
(
1 + η6α
)
,
βλ = −2ηλ¯+ 4αλ¯2 ι(d,D)(1+m¯2α)3
(
1 + η6α
) [
1− 12 ι(d,D)λ¯
(
1
(1+m¯2α)2 +
(
1 + 11+m¯2α
)) ]
.
(102)
where the anomalous dimension is then given by:
η = 4λ¯ι(d,D)
(1 + m¯2α)2 − 12 λ¯ι(d,D)(2 + m¯2α)
(1 + m¯2α)2Ω(λ¯, m¯2α) + (2+m¯
2α)
3 λ¯
2[ι(d,D)]2
. (103)
The new anomalous dimension has two properties which distinguish him from its truncation version. First
of all, as announced, the singularity line Ω = 0 moves toward the λ¯ axis, extending the symmetric phase
domain. In fact, the improvement is maximal, the critical line being deported under the singularity line
m¯2α = −1. In standard interpretations[1], the presence of the region II is generally assumed to come
from a bad expansion of the effective average action around vanishing means field, becoming a spurious
vacuum in this region.
However, the EVE method show that this singularity line is completely discarded taking into account
the momentum dependence of the effective vertex. The second improvement come from the fact that the
anomalous dimension may be negative, and vanish on the line of equation L(λ¯, m¯2α) = 0, with:
L(λ¯, m¯2α) := (1 + m¯2α)2 − 1
2
λ¯ι(d,D)(2 + m¯2α) . (104)
Figure 3 summarize the analysis for D = 1 and d = 5. Interestingly, there are now two lines in the
maximally extended region I ′ where physical fixed points are expected. However, numerical integrations
for various kind of values (D, d) show that the improved flow equations admit a non-Gaussian fixed point,
numerically very close from the fixed point p+ obtained in the truncation method, and then unphysical
as well.
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FIG. 3: The relevant lines over the maximally extended region I ′, bounded at the bottom with the singularity
line m2 = −1 (in green). The blue and red curves correspond respectively to the equations L = 0 and Ω = 0.
Moreover, the black point correspond to the numerical non-Gaussian fixed point, so far from the two previous
physical curves.
VI. CONCLUSION
In this paper we show that the IR fixed point obtained in the FRG applications for TGFT lack an
important constraint coming from Ward identities. This constraint reduces the physical region of the
phase space to a one-dimensional subspace without fixed point, suggesting that the phase transition
scenario abundantly cited in the TGFT literature may be an artifact of an incomplete method. This
suggestion is improved with a more sophisticated method, taking into account the momentum dependence
of the effective vertex, and providing a maximal extension of the symmetric region. Despite with this
improvement, the resulting numerical fixed point does not cross any of the physical lines provided from the
Ward constraint. In the literature, the quartic truncation has been largely investigated, for various group
manifold and dimensions. We expect from our analysis that none of these models modify our conclusions,
except possibly for TGFT including closure constraint as a Gauge symmetry. The definitive conclusion
for this case remains a work in progress.
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