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dução 
álgebras que satisfazem alguma identidade polinomial (FI-álgebras daqui em diante) são, 
nu1n ceno a natul'al álgebras co1nutativas e de dimensão finit-a por 
gozarem da maioria das propriedades "boas" satisfeitas por estas duas. do exemplo 
Lll vemos que as álgebras comutativas e de dimensão finita são de fato FI-álgebras. 
Questões como: "Em que subconjunto de uma álgebra comutativa ou de dimensão finita 
se anula um ou vários polinômios (de uma ou mais variáveis)?", "Quais são os polinômios que 
se anulam em subconjuntos 'interessantes' de tais álgebras?", "Quais as propriedades de um 
subconjunto que é anulado por um certo conjunto de polinômios?" foram questões diretoras 
no desenvolvimento da geometria da álgebra da álgebra comutativa e 
geometria algébrica. Essas questões traduzidas no contexto de FI-álgebras nos mostram a 
ligação importante da mesma com a teoria combinatória de anéis, álgebras de dimensão finita 
com divisão, invariantes de álgebras associativas, etc. 
As FI-álgebras constituem uma classe importante de álgebras e têm sido alvo de estudo 
dos algebristas nos últimos 60 anos. A pesquisa em PI teoria, corno tal área é comumente 
chamada, teve início em 1922 por M. Dehn em [3] tendo motivação geométrica. Em 1936, 
Wagner ([16]) encontrou identidades satisfeitas pelas matrizes quadradas de ordem 2, cujas 
entradas estão num corpo. 
?\o entanto, o desenvolvimento da PI teoria de fato só teve início em 1947 com as pesquisas 
de l\. Jacobson e L Kaplansky e historicamente apresenta três ramificações principais. A 
primeira delas lida com a estrutura de PI-álgebras. A segunda ramificação se refere às 
identidades polinomiais satisfeitas por uma determinada álgebra e às classes de álgebras 
que satisfazem as mesmas identidades polinomiais. A terceira ramificação está relacionada 
à segunda e lida com a estrutura dos ideais que as identidades satisfeitas por urna álgebra 
geram, chamados T-ideais. 
Um avanço significativo na PI teoria foi feito por A. Kemer. Ele desenvolveu uma teoria 
que mostrou que as FI-álgebras, sobre um corpo de característica O, tem comportamento 
"razoável", isto é, parecido com o das álgebras comutativas. Ressaltamos que, como uma 
conseqüência, Kemer obteve a resolução positiva do famoso problema de Specht sobre a 
existência de urna base finita das identidades de uma álgebra PI sobre um corpo de carac-
terística O. Porém a resolução de Kerner não fornece informação alguma sobre a base de 
identidades, a não ser sua finitude. Além disso, no caso em que o corpo é de característica 
positiva a base de identidades nem sempre é finita. A busca pelas bases de identidades de 
PI-álgebras concretas, tanto no caso de característica positiva corno no caso de característica 
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é portanto um assunto de grande relevância na teoria de anéis, sendo igualmente difícil. 
Ressaltamos que são poucas as álgebras que satisfazem alguma identidade polinomial 
para as quais são conhecidas uma base de identidades. Conhecem-se bases das identidades 
satisfeitas pelas álgebras matriciais l\!In(K), n S 4, quando o corpo I{ é finito; pela álgebra 
de Grassmann E sobre qualquer corpo; pelas matrizes triangulares superiores. também sobre 
qualquer corpo. Para álgebras de grande importância tais como lvfn(1{), quando [{é infinito 
ainda não foram encontradas bases de identidades polinomiais que geram o T-ideal da mesma 
no caso n 2: 3. Mesmo as identidades da álgebra das matrizes de ordem 2, sobre corpos de 
característica 2 continuam um "mistério" e não se tem idéia se elas são finitamente geradas 
ou aos exemplos acima o quadrado tensorial da álgebra Grassmann 
Eç;;E, sobre um corpo de característica O, onde também conhece-se uma base das identidades, 
e deste modo a das álgebras cujas identidades são conhecidas será (mais ou menos) 
completa. 
Embora neste trabalho não trataremos álgebras não associativas, ressaltamos que são 
conhecidas bases de identidades satisfeitas pela álgebra de Lei s/2 das matrizes 2 x 2 sobre 
corpos infinitos; por algumas álgebras alternativas e de Jordan. 
Destacamos que o estudo das identidades satisfeitas por uma álgebra sobre corpo de car-
~r11PrÍqtir~. O é facilitado por vários fatores. O importante deles é que. nesse caso, as 
identidades decorrem de identidades multílineares, como veremos adiante. Em conseqüência 
podem ser empregndos métodos provenientes da teoria das representações do grupo simétrico 
Sn· Este grupo age sobre o espaço vetorial dos polinômios multilineares de grau n. permu-
tando as variáveis, e assim podemos utilizar essa teoria que foi desenvolvida por Young. 
Ainda mais, utiliza-se a conexão entre as representações do grupo simétrico e do grupo geral 
linear, c isso representa uma ferramenta bastante poderosa. Já em característica positiva, as 
identidades multilineares não são suficientes para a determinação dos respectivos T-ideais. 
Quando o corpo-base é finito (um caso que praticamente não trataremos neste traba1ho), 
utilizam-se pesadamente métodos da teoria da estrutura de anéis associativos. 
No caso de corpos finitos podem ser utilizados alguns métodos provenientes da teoria 
de invariantes, mas a informação que tais métodos nos fornecem não é detalhada como as 
representações de Sn. em característica O. Portanto, historicamente, os resultados sobre 
bases de identidades em uma álgebra dada geralmente aparecem primeiro em característica 
O, e só depois transferem-se para característica positiva. V árias vezes tais passagens não são 
imediatas e precisam de técnicas novas. 
Como já foi dito, as identidades satisfeitas por uma álgebra dada, na maioria dos casos 
são um objeto bastante difícil de estudar. Portanto torna-se desejável "relaxar" um pouco o 
conceito de identidade, de tal modo que as "novas identidades sejam mais fáceis de trabalhar 
embora fornecendo informação sobre as identidades ordinárias. 
Utilizam-se várias "generalizações" do conceito de identidade polinomial. A primeira 
generalização feita foi o conceito de identidade fraca, introduzido por Razmyslov, embora 
Kostrikin trabalhase com identidades hoje denominadas fracas na década de 1950 quando 
estudava o problema de Burnside. As identidades fracas desempenham um papel muito 
importante no estudo das identidades polinomiais em álgebras de Lie e de Jordan, e por 
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das identidades em relacionadas com essas. Outras gen-
eralizações freqüentemente utiíízadas são as identidades com traço, os polinõmios centrai;;, as 
identidades com ínvolução e as identidades graduadas. Estas últimas são tratadas ao longo 
da dissertação e são, como poderá ser constatado, uma poderosa ferramenta no estudo da 
PI-teoria. 
As identidades graduadas forma extremamente importantes na teoria desenvolvida por 
logo em seguida tornaram-se objeto de estudos independentes. A descrição das 
identidades graduadas em uma álgebra dada geralmente é bem mais simples comparada com 
a das identidades oridnárias. Por outro lado, conhecendo-se as identidades graduadas da 
álgebra, obtém-se informação sobre as identidades ordinárias. 
:'\ossos objetivos nessa dissertação são: apresentar os conceitos básicos e resultados fun-
damentais da PI-teoria, demonstrar algunsresultados que utilizam combinatória ou sejam 
combinatórios de grande importância dentor da PI-teoria e por fim mostrar que o teorema 
sobre o produto tensorial de Kemer falha no caso de característica positiva. 
A dissertação encontra-se organizada do seguinte modo: 
No capítulo 1 fornecemos os elementos básicos da PI-teoria que serão freqüentemente 
utilizados nos demais capítulos. Destacamos aqui o teorema de Poincaré-Witt-Birkhoff e o 
teorema Outros resultados de grande são os teoremas L20 e L24 que de 
certa maneira nos dizem quais os tipos de identidades que procuraremos como pertencentes 
à base do T-ideal de uma PI-álgebra. 
Ao longo do capítulo 2 lembramos um pouco da teoria de representações, dando ênfase 
às representações do grupo simétrico que foram estudadas amplamente por Young e cujas 
idéias foram aperfeiçoadas para que pudessem ser utilizadas na PI-teoria. Nesse capítulo 
também é demonstrado o teorema de Amitsur-Regev, que dentre seu grande número de 
implicações temos o teorema 2.52 que mostra a grande importância da teoria de Young 
dentro da PI-teoria. 
:\o capítulo 3 aprensentamos o teorema sobre a codimensão de Regev, e através de 
estimativas das codimensões da álgebra exterior E sobre um corpo de característica nula, e 
usando métodos combinatórios exibimos uma base para o T-ideal da mesma. 
K o último e mais importante capítulo exibmos contra-exemplo para o teorema sobre 
o produto tensorial das álgebras T-primas de Kemer em característica positiva, sem fazer 
uso direto da teoria de estruturas de PI-álgebras do mesmo. No caso de característica O, 
esse teorema descreve precisamente o produto tensorial de duas álgebras T-primas. Para a 
demonstração da maioria dos resultados mais importantes utiliza-se identidades graduadas 
já comentadas acima. 
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Cap 1 
Conceitos preliminares e resultados 
fundamentais 
1.1 Conceitos Preliminares e o teorema de Poincaré-
Witt-B 
Conceitos fundamentais da teoria de grupos, anéis e corpos serão assumidos como conhecidos 
pelo leitor. Iniciamos com a definição de álgebra: 
Definição 1.1. Uma álgebra A sobre um corpo IK é um espaço vetorial sobre i'\: munido de 
uma operação * : A x A -+ A compatível com a multiplicação por escalar e que é distributiva 
à esquerda e à direita g'aanto à soma de elementos de A. Tal operação é chamada de 
multiplicação da álgebra. 
Assim sendo, uma álgebra goza ao mesmo tempo das propriedades de espaço vetorial 
e de anel. Podemos então definir ideal (à esquerda, à direita, bilateral) de uma álgebra 
de maneira análoga ao que se faz para aneL Xo caso em que tal operação é associativa 
(comutativa), a álgebra é dita associativa (comutativa). Se existe 1 E A tal que para todo 
a E A temos 1 * a = a * 1 = a, dizemos que a álgebra é unitária. Existem outros tipos de 
álgebras relevantes: 
Definição 1.2. Se A é tal que a2 =O e (a*b) *C+(b*C) *a+ (c*a) *b =O para quaisquer 
a, b, c E A. dizemos que A é uma álgebra de Lie. 
Definição 1.3. Seja A uma classe de álgebras, e seja A E A uma álgebra gerada (como 
espaço vetorial) por um conjunto X. Dizemos que A é uma álgebra livre na classe A, 
livremente gerada pelo conjunto X, se para qualquer álgebra B E A, toda aplicação de 
X para B pode ser- estendida a um homomorfismo de A para B. A cardinalidade de X é 
chamada de posto de A. 
Exemplo 1.4. O espaço vetorial real iR sobre o corpo dos números racionais !Ql, com a 





de todos as matrizes n x n .. tendo como ern:ra,ias elementos 
o corpo de escalares é álgebra associativa e unitária. 
O conjunto sln(K) C Mn(I{) de todas as matrizes com traço nulo e com a 
• -] definida por [x. y] = xy- yx é uma álgebra de Lie. 
1 O confanto de os polinômios com coeficientes num certo corpo e 
com (que não comutam entre num conjunto X = { x 1, ...• Xn • ... } denotado por 
é urna álgebra associativa com unidade. Além disso é uma álgebra livre gerada por 
na classe de todas as álgebras associativas e unitárias. caso em que X for finito será 
usada também a notação 
Exemplo 1.8. Se A é uma álgebra associativa com multiplicação., então a álgebra que 
constit?ú dos mesmos elementos de A com respeito à multiplicação í- . -] é uma álgebra de 
Lie, pois para quaisquer a, b, c E A(-). temos: . 
[a, a] = a2 a2 = o. 
e além disso usando a notação[- . - . -l = .. -L temos que: 
[o. b, c]+ c, o]+ a, b] = [ab- bo, c]+ [bc- cb, a]+ [ca- ac. b] =O. 
Essa álgebra de Lie definida a partir de uma álgebra associativa permite relacionar álge-
bras de Lie com álgebras associativas: 
Definição 1.9. Se A é uma álgebra associativa e a álgebra de Lie Ç é isomorfa (como 
álgebra) a uma subálgebra de AH, dizemos que A é uma álgebra envolvente de Ç. A 
álgebra associativa U = U(Ç) é a álgebra envolvente universal da álgebra de Lie Ç, se Ç é 
subálgebra de uH e se dado um homomorfismo de álgebras de Lie rj; : Ç __, AH existir um 
único homomorfismo entre as álgebras associativas 1j; : U __, A tal que 1j; j ç;= rj;. 
Temos então que verificar que a álgebra universal de uma álgebra de Lie qualquer está 
bem deifinida. isto é. que a mesma é única a menos de isomorfismo. Esse resultado é um 
teorema de Poincaré, Witt e Bírkhoff. 
Teorema 1.10. (Poincaré- Witt-Bírkhoff) Toda álgebra de Lie Ç possui uma única 
álgebra universal envolvente U(Ç). Se Ç possui uma base formada por {ei :i E J}, onde 
o conjunto de índices I é ordenado, então U(Ç) possui uma base {1, eí, ... eik : i 1 :; ... :; 
Zk, ij El, kEN}. 
Demonstração: A multiplicação em Ç pode ser expressa em função dos elementos da 
base: 
ei x eJ = L o:Gek. 
kEI 
Consideremos o ideal J da álgebra lK (X) gerado por todos os elementos 
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kEl 
Consideremos U = K (X)/ J e defina y; = X i+ J. Vamos mostrar que qualquer envolvente 
nniversal de Ç} é isomorfo a /A. Tomemos o homomorfismo r : Ç} --+ UH definido por 
t : ei f---+ Yi· que t 6 de fato hon1o1norfismo entre álgebras) pois: 
= 2: a;jt(ek) = 2: a;jYk, 
kEI kEI 
mas devido ao quociente isso é exatamente - Consideremos agora uma 
álgebra associativa e o : Ç} --+ AH um homomorfismo entre álgebras de Se ) = 
a; E definimos (} : K(X) --+A por =ai. Como 
[a,,aj] = ['i'(ei),o(ej)] = 'i'(er x ej) = 2:a7J<P(ek) = Latak 
kEI kEI 
segue que 
E ker li. 
e portanto J ç: ker li. Tomamos então ?!; : K(X) --+ A de maneira que rp = 1fJ o L assim 1p 
estende q) e é único. 
De fato i é um mergulho de Ç} em U. Tomemos um monômio Yh ... Yj,· Se j >i, usando 
que 
YiYi = YiYj +L atyk, 
kEI 
podemos expressar Yi1 •.• YJq como combinação linear das palavras y;1 ••• Yiv' com ir :S ... :S 
ip e p :S q. Mostraremos que tais elementos y; 1 ... Yrp são linearmente independentes em U. 
Em K(Z) definimos operadores lineares denominados reduções que agem da seguinte 
forma: se azjz,b é um monômio de K(Z) de modo que j > i então a redução leva essa 
palavra em a (ziZj + L a~jzk) b. Assim através de um número finito de reduções é possível 
kE! 
transformar qualquer polinômio numa combinação linear de monômíos "ordenados" (forma 
reduzida do polinômio). Sabe-se que a forma reduzida de um polinômio em K(Z) é sem-
pre única (a demonstração pode ser encontrada, por exemplo, em [4]). Então tomamos 
uma álgebra W com base { z;1 ... z;P : ir :S ... ::; ip} e multiplicação é definida entre dois 
monômios como a forma reduzida do monômios formado pela justaposição dos dois. A partir 
disso, induz-se a multiplicação para W. Como a forma reduzida é única, então W é uma 
álgebra associativa. O núcleo do homomorfismo canônico 7r : K(X) --+ W dado por Xi >--> Zi 
obviamente contém J. 
Pensamos então r. como aplicação de U para _, W. Como os zi, ... z;p são linearmente 
independentes em W, então os Yi 1 ••• Y;, também são linearmente independentes, donde segue 
que J = kerr., e portanto U:::: W. Q.E.D. 
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Daqui em diante, exceto quando o contrário, todas as álgebras serão associativas e 
unitárias. 
Se todos os elementos de uma álgebra A sobre um corpo K anulam um certo polinômio 
não identicamente nulo de K(X) dizemos que A é uma álgebra com identidade polinomial 
(FI-álgebra daqui em diante). No caso de uma álgebra de Lie, podemos pensá-la como FI 
substituindo K(X) pela álgebra de Lie liHe gerada por X. 
EJ{eJUillo 1.11. Toda álgebra comutativa é uma P I-álgebra, pois anulo xy - yx. 
Toda álgebm de dimensão n também o é, uma vez que anula o monómio: 
= ~ lt·xal··-Xc;n· 
crESn 
Para verificar esta última afirmação, como o polinômio em questão é mzlitilinear, basta 
ver~ficar para os elementos da base da álgebra. Como existem n + 1 variáveis no polinômio, 
pelo menos urn dos elementos da base aparece duas vezes, mas sendo o polinômio anti-
simétrico concluímos que de fato ele se anula. 
Se uma FI-álgebra A anula um polinômio 
múltiplo desse polinômio e qualquer polinômio 
E 
q(XJ, ... , Xm) = p(rJ(XJ, ... , Xm), ... , rn(XJ, ... , Xm)), 
onde ri(Yh ... , Ym) é qualquer polinômio de K(X). 1\\ote que, dessa maneira, o conjunto 
de todas as identidades satisfeitas por uma certa álgebra é um ideal, no mesmo sentido de 
ideal de um anel, que é invariante por endomorfismos. Tal ideal T(A) é chamado de T-ideal 
da álgebra. Dizemos que um subconjunto P de K(X) gera T(A) como T-ideal se todos os 
polinômios satisfeitos por A são conseqüências dos polinômios em P. A definição de T-ideal 
motiva uma outra definição: 
Definição 1.12. Dois conjuntos de identidades polinomiais são eqv,ivalentes se eles geram 
o mesmo T-ideal. 
Repare que qualquer ideal da álgebra X(X) invariante por endomorfismos é. um T-ideal, 
independente do fato de existir uma FI-álgebra que o possua como T-ideal: 
Definição 1.13. Seja F = {f,(x1, ... , Xk) E K(X) : i E I} um conjunto de polinômios da 
álgebra K(X). A classe A de todas as álgebras associativas que satisfazem as identidades de 
F é chamada a variedade (de álgebras associativas) determinada pelo conjunto F. Se F for 
gerador do T-ideal de uma álgebra A, dizemos que A é variedade (de álgebras associativas) 
determinada por A. 
Definição 1.14. Seja B uma variedade definida por um conjunto F de polinômios (ou por 
uma álgebra A) e seja J o ideal de K(X) gerado como T-ideal por F (ou o T-ideal da álgebra). 
Então a álgebra F = K(X) / J é dita álgebra relativamente livre em B determinada por F 
(por A) com posto igual à cardinalidade de X. 
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Uma subvariedade de C é uma variedade de álgebras contida na 
como foi feito para uma PI-álgebra podemos definir o T-ideal de uma variedade de álgebras 
como sendo o conjunto dos polinômios satisfeitos por todas as álgebras da variedade. Nesse 
caso o conjunto de identidades que define a variedade gera o T-ideal da variedade como 
T-ideal. 
Em se tratando de polinômios ex!St,3m classes de grande interesse: 
p(x) = I:: O:oXo-(1) · · · Xa(n): 
o-ESn 
onde Sn é o conjunto de todas as bijeções do conjunto {L ... , n} nele mesmo (mais tarde 
a.bordri-lo-emos mais profundamente). 
Um polinômio em K[x1 , ... , Xn] (em que as variáveis comutam) é dito homogêneo de 
grau n, se em cada monômio a soma dos graus das variáveis é constante. Um polinômio 
em K(X) é homogêneo de grau n em Xi se em todo monômio a variável Xi possui grau n. 
Por fim, dizemos que um polinômio de K(x1, ... , Xk) é homogêneo em cada (ou 
multihomogêneo) se o grau de cada variável X: é constante igual a um certo n: em cada 
monômw. 
Além dos polinômios multilineares e homogêneos, outra classe importante de polinômios 
é a dos polinômios próprios: 
Definição 1.16. Um polinômio f E K(X) é dito próprio se é combinação linear de produto 
de comutadores: 
f(xl, ... , Xn) =L <Yi 1 '"···.i~)X: 11 , ••• , Xi 1P] ••• [xim1 , .•• , Xi~PJ. 
Na expressão acima, os coeficientes a:k estão no corpo e [xik , ... , x:k ] denota a composição 






., ... ,Xikp]. 
Às vezes é conveniente separar uma álgebra em "pedaços" que se comportem de mesma 
maneira: 
Definição 1.17. O espaço vetorial V é graduado se é escrito como soma direta de subespaços 
V·(n) > Q . • in_ , t.e. 
V= EJjv<n) 
n::=::o 
Os subespaços v<nl são ditos componentes homogêneas de grau n de V. 
De maneira análoga um espaço vetorial V pode ser multigraduado se 
e v<nj .... nm) é a componente homogênea de grau (nj, ... 'nm)· 
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L A álgebra é graduada se considerarmos como 
suas componentes homogêneas os subespaços dos polinômios homogêneos de grau k e. a 
soma dos graus das variáveis de cada monômio é k). 
Exemplo 1.19. A álgebra lK(x1 •... • xk) possui uma multigraduação natural. em que cada 
componente .... nk) é o subespaço dos polinômios homogêneos em cada variável. sendo que 
a variável Xi possui grau ni. 
1.2 Resultados Fundamentais 
Os resultados de importância fundamental e que serão utilizados praticamente em todos 
os capítulos serão expostos nessa seção. Começamos enunciando dois resultados que 
amplamente utilizados: 
Proposição 1.20. Seja A uma FI-álgebra com unidade sobre um corpo lK com T-ideal T(A). 
Se K é infinito então T(A) é gerado como T-·ideal pelas identidades homogêneas de T(A). 
Se K, além disso, possui característico O. T(A) é gerado como T-ideal pelas identidades 
multilineares de T(A). 
Basta mostrar que qualquer identidade polinomial satisfeita por uma 
certa álgebra é equivalente às parcelas homogêneas do polinômio serem nulas. Em outras 
palavTas. se f é um polinômio podemos escrever f como sendo 
f(xr, ... • Xn) = L /(i 1 •..• in)(xr •... , Xn). 
(il, .. .in) 
onde cada /c11 ....• in)(xr •...• Xn) é um polinômio homogêneo em todas as variáveis de modo 
que o grau de x1 é iJ. Vamos mostrar que se f= O. então cada fu, ..... in) =O, e isso nos dá o 
resultado necessário. 
Primeiramente, seja i 1 o grau de x 1. Então podemos escrever f como sendo: 
i) 
f(xr, ... ,xn) = LfJ(xr •... ,xn), 
J=Ü 
onde cada fJ é um polinômio homogêneo em x 1 de grau j. Como K é infinito podemos 
escolher a 0 •... , ai, E lK distintos. Assim 
i) 
f(akxr. x2 •...• Xn) =L cxfJJ(Xr. ... • Xn)· 
j=O 
Dessa maneira, obtemos um sistema de equações que pode ser assim traduzido: 
1 ao o:hl !o o 
1 ar i' !I o a· 1 
= 




do em questão é o de an.ctETn1oncte 1gual a 
que nos dá que necessariamente cada tem que ser O. Fixç,do um 
t 1 procedemos maneira análoga para a segunda variável e concluímos que f(t 1 .i,) = O. 
Repetimos o processo até chegar no resultado desejado. 
Para a segunda parte suponhamos que f é uma identidade da álgebra, sem perda de 
generalidade podemos usar f homogênea em cada variável. Então 
1) 
deve ser identidade polinomial da álgebra também e os graus de y1 e y2 em g são menores 
que o grau de x 1 em f. Decompomos o novo polinômio em componentes homogêneas e para 
cada uma delas repetimos o processo até obtermos polinômios de grau no máximo 1 para os 
yj introduzidos durante o processo. Feito isso para x1, repete-se o mesmo procedimento para 
as demais variáveis, donde concluímos que a identidade original tem como conseqüência um 
sistema de identidades multilineares. 
Para mostrar que na verdade essas identidades muítilineares implicam a original, basta 
ver que em cada corr1o descrito na equação (1.1): e os passos subseqüentes 
onde d é o grau de Xi em f e i é o grau de y1 em g. 
d! 
Como o corpo possui característica zero segue o resultado, uma vez que -c_.
1
:-:1d--:-_--:-.)'"'! i O. 1. \ . z ' 
Q.E.D. 
Essa demonstração possui a vantagem de exibir os métodos de se obter os sistemas de 
equações homogêneas (multilineares) em cada caso. 
Exemplo 1.21. Se considerarmos f(x,y,z) = x 2yz2 - 2y2z2 (1:<: =IR), devido à primeira 
parte temos qae esta equação é equivalente ao segainte sistema homogêneo: 
x 2yz2 O 
2y2z2 O. 
Linearizado a primeira equação em relação à primeira variável temos: 
Como em y a equação já é linear, repetimos o processo para z, obtendo por fim: 
Basta fazer o mesmo para a segando. 
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É possível demonstrar 
precisa.n1os prin1eiro do teore1na. abaixo: 
Teorema 1.22. (Witt) A subálgebra de Lie L( X) de lK(X)H gerada por X é isomorfa 
(como álgebra) à álgebra de Lie livre tendo X como conjunto de geradores; U(L(X)) = lK(X). 
Seja A uma álgebra associativa (não necessariamente unitária) e seja 
o· um homomorfismo. A aplicação o0 : --+A definida por x- 9(x) induz 
um único homomorfismo v· --+ de modo que wJL(x)= Logo U(L(X)) = lK(X). 
Se ÇJ é uma á.lgebra de Lie e A é envoltória de ÇJ então qualquer aplicação de X em ÇJ C A 
induz um homomorfismo de em cuja restrição a L(X) é um homomorfismo L(X) 
em que manda geradores de L(X) para Ç}. Assim a imagem de L está em Ç} e L(X) 
é iivre na classe de todas as álgebras de Lie. 
Com esse resultado e com o próximo encontraremos um novo conjunto de identidades 
que geram o T-ideal de uma FI-álgebra. 
Lema 1.23. Escolhamos uma base ordenada da álgebra de Lie livre L(X) (tal como no 
teorema 1.1 O): 
consistindo das variáveis e de alguns comutadores, de modo que as variáveis precedem os 
comutadores. Então lK(X) possui uma base: 
a1 Cm [ •b [ !c x 1 .•• : x,.n Xi 1 , Xi 2 J ... xh: . .. , xzPJ ~ 
onde a ~o .... Um, b, . .. , c 2:: O e [xi" x1,] < ... < [x1, •...• x1P] na ordem da base de L(X). Os 
elementos da base com a1 = ... = am = O formam uma base para o espaço vetorial P de 
todos os polinômios próprios. 
Demonstração: Pelo teorema 1.22 U(L(X)) ~ lK(X) e pelo teorema 1.10, a base da 
álgebra universal de uma álgebra de Lie Ç} é dada por palavras dos elementos de Ç ordenadas 
quanto aos índices da base de 9. o que demonstra a primeira afirmação. 
A segunda afirmação também segue do teorema de Poincaré, Witt e Birkhoff e de um 
argumento indutivo. Podemos expressar um produto de comutadores como combinação 
linear dos elementos da base de lK(X) descrita no lema. O fato é que se temos um produto 
de comutadores em ordem "errada": 
basta ver que 
Agora a segunda parcela está em L(X) e podemos aplicar o argumento indutivo. Q.E.D. 
14 
L24. é uma álgebra unitária sobre um corpo infinito então todas as 
identidades polinomiais de A seguem das identidades próprias. Se a característica de for 
nula, então as mesmas seguem das identidades próprias que são multilineares. 
Demonstração: Seja f(x 1, ... ,xn) = O uma identidade polinomial de A. Podemos 
assum1r que f é multíhomogêneo. Escrevemos f da seguinte forma: 
onde os coeficientes estão em e é uma combinação linear de produtos 
de comutadores de comprimento crescente. 
Se trocarmos 1 uma variável que está dentro de um comutador, o comutador some. 
Como f(l + x 1 , x2, ... , Xn) tem que ser O também, chegamos que 
componente homogênea de mínimo em relação a x1 é obtida da que possm 
a 1 máximo, pois a1 + (x1) é constante1 Como já vimos na proposição L20, o T-ideal é 
homogêneo, então: 
'\."' o xa' xa-. ' (x X ) - O L-t a 2 · .. ·n """a 1~ · · · 1 n; - · 
:VIultiplicando a expressão acima à esquerda por x~1 e subtraindo o resultado de f(x1, ... , Xn), 
obtemos uma identidade com a1 menor. Assim, uma vez fixado a 1 vale que 
L OaX~2 ..• x~··wa(X], ... 'Xn) =O. 
a1 fixo 
Repetindo esse processo para as demais variáveis, chega-se no resultado desejado. Quanto 
ao caso em que o corpo possui característica O, como o T-ideal segue das identidades multi-
lineares, temos o resultado. Q.E.D. 
1dv.;, (xk) representa o grau de :z:k em ~a 
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ap ulo 2 
Representações de grupos, 
representação do grupo simétrico, 
teorema de Amitsur-Regev 
o estudo de PI-álgebras uma ferramenta poderosa é a teoria de representações. 
primeiras abordagens teoria de representações utilizaram representações do grupo simé-
trico. por isso ele será abordado durante o capítulo, introduzindo o conceito de diagramas 
de Young. Por fim demonstra-se o teorema de Amitsur-Regev como aplicação direta dessa 
teoria. 
Começaremos com alguns fatos gerais sobre teoria de representações e que serão utilizadas 
freqüentemente. 
2.1 Fundamentos da teoria de representações 
Definição 2.1. Sejam G um grupo, V um espaço vetorial sobre um corpo X e GL(V) o 
grupo dos operadores invertíveis de V. Uma representação de G em V é um homomorfismo 
de grupos p : G -+ G L(V). O espaço V com essa representação é chamado de C-módulo. 
Todo grupo que considerarmos ao longo deste capítulo será finito, e os espaços vetoriais 
terão dimensão finita. Quando não dito o contrário, a letra G representará um grupo, V 
será espaço vetoriaL X será o corpo base de V e p será a representação de G em V. 
Note que uma representação define uma ação de um grupo sobre um espaço vetorial. 
Exemplo 2.2. Seja G = {91, 92, ... , 9k} um grupo finito e seja X um corpo. É possível 
definir o espaço vetorial XC, com base {91. 92, ... , gk}, em que os 9i se comportam como 
"variáveis"em relação à soma e ao produto por escalar. Nesse caso, existe uma representação 
natural p : G _, G L(V) que age da seguinte maneira sobre os elementos da base de V: 
(P(9))(gj) f-+ 99]· 
Se p : G _, GL(V) for uma representação de G em V, se 9 E G, v E V, quando não 
houver risco de ambigüidade, denotaremos (p(9))(v) por Pg(v). 
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Como os espaços vetoriais considerados possuem dimensão finita, uma representação 
identifica elementos um grupo com um subgrupo de matrizes quadradas de ordem igual à 
dimensão do espaço vetoriaL cujas entradas são elementos do corpo base do espaço vetoriaL 
Desse modo podemos definir o caracter de uma representação: 
Associada a uma representação p de 
de p como sendo a aplicação que realiza: g f-+ 
em _, definimos o caracter 
É um resultado imediato que o caracter de uma representação é uma função 
rnentos de urna mesma classe de conjugação possuem a mesma imagem 2 , pois 
) = tr(B). 
Introduzidos os conceitos de representação, C-módulo e 
várias definições sobre os mesmos: 
caracter podemos recordar 
Definição 2,4. Seja p: G _, GL(V) uma representação de G em V e XP o caracter associado 
a tal Tepresentação. 
i) O grau de p (e de Xp) é a dimensão de V. 
ii) Dizemos que p, e V são redutíveis se existe um subespaço vetoTial próprio não 
de V tal que é invariante sob a ação de caso é chamado de submódulo de 
e a representação p1 : G-+ GL(V') induzida por pé uma sub-representação p. Quando 
isso não for possível diremos que p, Xp e V são irredutíveis. 
iii) Cons·ideremos ·~.p representação de G em U e o representação de G em Se = 
U 8 W (V = U :s; W ), a representação CJ = 1)J 8 9 (1r = 1}; ®o) de G em V dada por 
CJ9 (u EfJ v)= 1/J9 (u) 8 c/J9 (v) (1r9 (u 0 v)= ?j;9 (u) 0 0 9 (v)) é chamada de sorna direta (produto 
tensorial} de 7jJ e c/J. Associadas a estas representações estão os caracteres Xt• EfJ X <i> e X,p ·®X o, 
respectivamente. 
iv) Se uma representação é soma direta de irredutíveis, dizemos que ela é completamente 
redutíveL 
Com essas definições podemos enunciar o teorema de Maschke: 
Teorema 2.5. (Maschke) Toda representação de grau finito de um grupo finito é comple-
tamente redutível. 
)ião demonstraremos o teorema. A demonstração do mesmo é realizada em qualquer 
livro de teoria de representações, e.g. [14] 
Conisderando o espaço vetorial das funções de classes de um grupo finito G para iC. 
podemos definir sobre ele o produto hermitiano: 
1" -(f, h)= TGi L.f(g)h(g). 
I gEG 
1tr denota traço. Pois como 'V tem dimensão finita associamos a cada operador linear uma matriz 
quadrada com entradas em IK. 
2Uma função com essa propriedade será chamada de função de classes daqui em diante. 
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Pelas relações de ortogonalidade de temos que caracteres irredutíveis são 
ortonormais, e como o número deles é igual ao número de classes de conjugação do grupo, 
segue que o conjunto dos caracteres irredutíveis forma uma base ortonormal para o espaço 
vetorial acima mencionado. 
2.2 Representações 
• "''ooa seção construiremos todos os módulos irredutíveis de Sn, a menos de isomorfismo. 
Isso motivará a introdução de tabelas (diagramas) de Young, que são amplamente utilizados 
como ferramenta na teoria de FI-álgebras principalmente sobre corpos de característica O, 
pois então o conjunto dos polinômios multilineares de grau n é um Sn-módulo, como 
veremos adiante. 
Ao longo dessa seção quando denotarmos um elemento de Sn por (i1i 2 ... ik), k :::; n, 
iJ E In := {1, 2, ... , n} sem vírgulas separando os Íj, então a permutação em questão é a que 
realiza í 1 >-+ i 2 i-+ ... >-+ Ík i-+ i 1 e que deixa os demais elementos fixos. Quando utilizarmos a 
notação (i 1, ... , para um elemento de Sn, com exatamente n componentes separadas por 
vírgula, isso quer que j ,...., Íj para todo j entre 1 e n. última notação prevalecerá 
em toda a dissertação. 
Definição 2.6. Seja n um número inteiro positivo e seja À = 
inteiros positivos tais que À1 + ... + Àk = n e com .\1 2': ... 2': 
partição de n (denota-se À 1- n). 
uma k-upla de 
Àk. Dizemos que ), é uma 
Podemos associar a uma partição À = (.\1 , ... , .\k) 1- n uma tabela (ou diagrama) de 
Young, que consiste de uma tabela de k linhas, onde a í-ésima linha possui À; colunas, e a 
tabela é preenchida com todos os números de 1 a n sem repetição. 
Exemplo 2. 7. Associadas à partição (3, 2, 2, 1) 1- 8 podemos ter as seguintes tabelas: 
5 8 4 4 8 5 2 5 3 
7 2 2 ~ 1 7 
ti= I 6 1 't2 = 6 1 ' t3 4 6 
3 3 8 
Seja À 1- n uma partição. Introduzimos uma relação de equivalência dentro do conjunto 
das tabelas associadas a À (.\-tabelas de Young, daqui em diante). Dizemos que duas À-
tabelas de Young são equivalentes se os elementos nas linhas são os mesmos. Então, no 
exemplo anterior t1 é equivalente a t2 , mas este não é equivalente a t 3 . É bem fácil ver que 
tal condição define uma relação de equivalência de fato. 
Definição 2.8. Consideremos À 1- n, cada classe de equivalência do conjunto das À-tabelas 
de Young com respeito à relação de equivalência definida acima é chamada de À-tablóide. 
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uebbe m()d(J, fixado um n inteiro positivo e uma partição À = 
k 
número de À-tabloides é . (aqui À1 denota TI 
i=l 
A definição de partição é interessante pois o número de partições de um inteiro n coincide 
com o número de classes de conjugação de Sn que é o mesmo que o número de caracteres (e 
portanto representações, e portanto módulos) irredutíveis Sn. É igualmente interessante 
considerar À-tabelas, e À-tablóides conseqüentemente, uma vez que Sn age naturalmente 
sobre esses conjuntos permutando os elementos da tabela ou tablóide, dependendo do caso. 
É imediato que a ação de Sn sobre os À-tablóides está bem definida, isto é, se u E Sn e t e s 
são duas À-tabelas associados a um mesmo À-tablóide (t = , então (ut) = (us). 
A partir dessas ações procuraremos Sn-módulos irredutíveis. Começamos definindo um 
Sn-módulo que não é o procurado ainda, mas que é o mais natural com o que foi dito até 
agora. 
Definição 2.9. Dada uma partição À f-- n, definimos o espaço vetorial M;, como sendo o 
espaço vetorial que tem como base: { { tl} .... , { tn!/ !d}}, onde { t1}, ... , { tn!/ .\!} são todos os 
À-tablóides. 
Da maneira como definido. podemos transformar num Sn-módulo estendendo a 
ação natural de Sw entanto, não é irredutível, basta ver o exemplo seguinte: 
Consideremos a partição (1, 1, 1) f-- 3. Temos 6 À-tablóides, e cada per-
mutação não idêntica leva um elemento da base para outro elemento da base, porém através 
de um cálculo direto, mostra-se que o subespaço gerado pelo politablóide3 
é sempre invariante pela ação de Sn. 
Definição 2.11. Seja v E V, o G-mód1úo V é dito cíclico se V = K[Gv], aqui Gv = {gv : 
g E G}. Nesse caso, dizemos que V é gerado por v. 
É óbvio também que lvJ>- é cíclico gerado por qualquer À-tablóíde, uma vez que fixado 
um .À-tablóide { t}, e escolhendo-se qualquer outro tablóide { s} existe uma permutação u 
(aliás mais de uma, em geral) tal que u{t} = {s}. 
Definição 2.12. Consideremos À = (À1 , ... , Àk) f-- n. Definimos o subgrupo de Young 
associado a À, S;_ de Sn como sendo o subgrupo de Sn que é o produto cartesiano 
Teorema 2.13. Dado um inteiro fixo n, seja À f-- n e consideremos um À-tablóide { t}, então 
K[SnS;_]Sõ! IK[Sn{t}] como Sn-módulos. 
3 Chamaremos assim as combinações lineares de tablóides. 
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O corresponde ao { t} pois em os casos a ação 
por SJ\ os mantêm fixos, Então a classe lateral à esquerda vSA corresponde a v{t}, Portanto 
se as classes laterais à esquerda de S À em são { CJ 1 , , , , , CJ s}, basta tomar o isomorfismo de 
K[SnSÀ] para IK[Sn{t}], que realiza CJiSÀ >-+ CJi{t}, Q.E.D. 
Introduziremos agora urna ordem parcial e uma ordem total no conjunto das partições 
de um inteiro positivo n, 
Se À= , 11 = 
se para todo i entre 1 e l tivermos + , + 
se i > k, 
11z) f- n, dizemos que À domina 11 (À '2: 11) 
2 J.11 + ... + J.li. C on venciona·mos que = O 
Também é imediato verificar que a dominância satisfaz às condições de ordem, para ver 
que é parcial basta considerar as partições de 6, pois para n ::; ,5 a dominância é também 
ordem totaL 
Lema 2.15. (Lema da dominância:) Sejam À, 11 partições de n e consideremos t e s, 
À-tabela e 11-tabela, respectivamente, Se para todo i, os elementos da i-ésima linha de s estão 
em colunas distintas de t, então À t:': /lo 
A demonstração é bastante elementar e apenas o fato de que todos os /ll +, , , + l1i 
elementos das i primeiras íinhas de s podem ser mandados para as primeiras i íinhas de t 
reaíizando-se apenas transposições de elementos nas colunas de L 
Definição 2.16. (Ordem Lexicográfica) Sejam À, 11 f- n, Dizemos que À > 11 se À1 + 
, , , + Ài-l = 111 +,,, + l1i-l e À1 +,,, + Ài > 111 +,,, + l1i para algvm i, 1 ::; i ::; n, 
A ordem lexicográfica define uma ordem total no conunto das partições de n, o que é 
facilmente verificáveL 
Definição 2.17. Seja t uma À-tabela de Young com colunas C1,,,,, Cb definimos C, 
Sc1 x , , , x Sck 
Exemplo 2.18, Consideremos a (3, 2,1)-tabela: 
5 1 3 
4 2 
6 
Então c, = s{4,5,6} X S{l,2) X s{:l}' note que qualquer elemento de c, estabiliza as colunas 
de t, 
Definimos ainda k, := L;,.Ec, ( -1)"11 e a partir daí o politablóide e, k,{ t}, Temos então 
o seguinte espaço vetorial: 
Definição 2.19. O módulo de Specht s>. é o menor submódulo de MÀ que contém os 
politablóides e,, onde { t} é À-tablóide, 
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que o dos et. que t é À-tabela não é independente (o que é 
bem óbvio) e portanto não podem ser a base para tal espaço vetorial. Vamos mostrar agora 
alguns resultados sobre os e1: 
Lema 2.20. Seja 7r E Sn. Temos que: 
Crct -
f:T:t - íTet. 
primeira igualdade segue de que uma permutação em C,, é obtida 
pela volta a t por 7<-l, pela realização de uma permutação em C1 e pela volta para C,, via 
7<. As demais são conseqüências. Q.E.D. 
Corolário 2.21. S;., é cíclico 
Isso é simples 
politablóide. 
se notar vendo que a partir 
Definição 2.22. Seja t uma À-tabela, dizemos que t é canônica (standard em inglês) se 
as entradas nas linhas e nas colunas estão em ordem crescente da esquerda para a direita e 
de cima para baixo, respectivamente. 
?\osso objetivo agora será mostrar que os SÀ formam todos os Sn -módulos irredutíveis 
sobre os complexos, e mostrar que {e, lt é À - tabela canônica} é base de SÀ. 
Para tanto, precisaremos usar o produto interno de M" para o qual ( { t}, { s}) = O{t},{s}· 
De fato sob essa condição é possível definir uma única forma bilinear em lvi". Vamos utilizar 
agora o lema sobre o sinal. 
Lema 2.23. Seja H::; Sn então definimos H- como sendo: 
Assim sendo, temos que: 
H --""'( 1\"-
-L-t-JI!· 
l. Se 7r E então 7r H- = H-7r = 1)" H-. 
2. Para quaísqueru, v E J\!1>., temos que (H-u,v) = (u,H-v). 
3. Se a transposição (bc) E H, então existe k E CSn tal que 
W = k(l- (bc)). 
4. Se t é uma À-tabela com b, c numa mesma linha e (bc) E H, temos que H-{t} =O. 
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uma vez que: 
para a conta é a mesma. 
Para mostrar temos que usar o fato de que (-, -) é Sn-invariante, no seguinte 
sentido (T<u, se u e v são tablóides { u} e {v}, isso é triviaL Uma 
vez que, se o produto interno era nulo. qualquer permutação em ambos politablóides não 
consegue deixar ambos com linhas idênticas. Já se o produto era L a permutação vai levar 
os mesmos elementos para as mesmas linhas, e o produto continuará sendo L Ivias como 
todo politablóide é combinação linear de tablóides, segue a invariância. 
Sabido isto, temos que se u, v E 1\11),: 
v) = 1):)-
\nEH 
v)= L 1 "' -! 
/ nEH 
= '\'"' ( -lín 1--l~u. _-r,)· = (u H--,) L-t\ ) \!. h ,!l v ) v, 
uma vez que ( -l)n = 1)"-1 
(3) Como (bc) E H, temos que A = {1, (bc)} :S H, de modo que podemos escrever H 
como união disjuntas de conjuntos do tipo: {1fi, 1ri(bc)}, (Tii é classe lateral à esquerda em 
relação a A; diremos que ?Ti E H /leftA). Logo 
L1rEH(-l)n1r= L (-lr'"i(l-bc). 
wiEH/leftA 
(4) segue diretamente de (3) pois (1- bc){t} =O. Q.KD. 
Segue um corolário do lema do sinal que nos ajudará a mostrar que os s>< são todos os 
Sn-módulos irredutíveis (a menos de isomorfismo). 
Corolário 2.24. Sejam t uma À-tabela e s uma 11-tabela, onde À, 11 f- n. Se k,{ s} =F O 
então À <Jjl. E se À= 11 então k,{ s} =±e,. 
Demonstração: Sejam b e c dois elementos numa mesma linha de s". Então eles têm 
de estar em colunas distintas de t), (caso contrário k,(s) =O), logo pelo lema da dominância 
segue o resultado. 
Se À= jl, temos {s} = 1r{t}. Usando o resultado 1 do lema do sinal, segue o resultado. 
Q.E.D 
Temos agora o teorema que nos dará parte do que precisamos para mostrar que os S;, 
formam uma lista completa de todos os Sn-módulos irredutíveis. 
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os um submódulo de . Então 
Em particular, quando o corpo em questão é :C (ou de característica nula), os S~" são irre-
dutíveis. 
Seja v E U e consideremos uma p-tabela t. Pelo corolário nós 
sabemos que kru = ae, para algum a E 
Se a O, como U é submódulo, isso quer dizer que ae, e portanto e, E U. E portanto 
5~' ç u. 
caso em que a = O temos que 
t I 1 {t}' eti = 1u,re1 . ) = {t}) = {t})=O 
Donde concluímos a segunda opção do teorema. Q.E.D. 
Proposição 2.26. Quando ['( = C, se existe um homomorfismo e : s>- --+ M~' não identica-
mente nulo. então À SI Jl. No caso em que À= Jl, e é m·últiplicação por escalar. 
é produto interno 
homomorfismo a 
Se e i O. algum vetor base e, tal que i O. Como ~• 
com escalares complexos, = s>- e s>-·L Logo podemos estender o 
'impondo O(x) =O, se X E s>.L Assim: 
O O(e,)=g(k,{t})=k,(g({t}))=k1 (~ci{s}i). 
onde os ci E :C e os { s }i são p-tablóides. Pelo corolário 2.24 o resultado segue. Q.E.D. 
Chegamos ao resultado principal: 
Teorema 2.27. Consideremos par( n) o conjunto de todas as partições de n. { S" : À E 
par( n)} forma uma lista completa dos Sn -módulos irredutíveis sobre o corpo dos complexos. 
Demonstração: Já vimos no teorema sobre os submódulos que os S!t são Sn-módulos 
irredutíveis. Mas como o número de submódulos S!t já é igual ao número de submódulos 
irredutíveis de Sn, temos apenas que mostrar que se 5>. ~ S~' então À = p. Porém se 
S!t ~ S~", podemos induzir um homomorfismo não nulo de s>. para A1~' e um homomorfismo 
não nulo de S~" para A1;,. Da proposição 2.26 segue que À SI 11 e 11 SI À, logo À= Jl. Q.E.D. 
Observação 2.28. Caso o corpo não fosse de característica O, o teorema dos submódulos 
não garantiria que s>. é irredutível, uma vez que só nesse caso s>. n s>-J. = {0}. 
A seguir mostraremos que a base de S;, é {e, : t é canônico}. Primeiro mostraremos que 
os elementos desse conjunto são Li. 
Definição 2.29. Uma decomposição de um natural n é uma seqüência ordenada de in-
teiros não negativos À= (.\1, ... , Àk) tal que a soma dos Ài é n. Os Ài 's são as partes da 
decomposição. 
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A diferença entre partição e decomposição é que toda partição é uma decomposição, 
mas nem toda decomposição é uma partição, e.g. (L 2, 3), O, 3, são decomposições 
de 6, porém não são partições. Estendem-se para decomposições as definições de tabelas, 
tablóides, o conceito de dominância e de ordem lexicográfica. Adotaremos como convenção 
que se uma tabela está associada a uma decomposição de n que não é partição, então a 
mesma não é canônica em nenhum caso. 
Definição 2.30. Suponhamos que {t} é um À-tablóide com À i-n. Definimos {ti} como 
o tablóide formado por todos os números menores ou iguais a i, e À; será a decom-
posição associada a 
::\ada melhor para entender uma definição como um exemplo: 
]\lesse caso 
Tomamos como exemplo 
3 5 
{ t} = 1 4 
2 6 
{ 0 } 
=(O,LO) e{t1 }= { ~ ;À~= 
A partir da ordem parcial da dominância no conjunto das decomposições, podemos definir 
uma ordem parcial entre tablóides: 
Definição 2.32. Sejam { t} e { s} dois À-tablóides. Dizemos que { t}:::) { s} ({ s} domina { t}) 
se À;:::) À~. para todo i. 
Verificar que tal relação é reflexiva e transitiva é bem simples e deixado com exercício ao 
leitor. Vê-se que a ordem não é total pelo seguinte exemplo: 
Exemplo 2.33. 
{;1 .356} e{2~ ~~} _ v são incomparáveis. 
Lema 2.34. Se k < l e k aparece numa linha mais abaixo do que l em {t"}, então {t} <I 
(kl){t}. 
Demonstração: Seja À (À 1 , ... , Àk) a decomposição de n associada aos tablóides {i} 
e ( kl){ t}. Em { t}, a entrada k aparece na m-ésima linha, e l na n-ésima linha (certamente 
n < m). Denotaremos temporariamente À; por (ÀÍ, ... , À~) e À(kl){t) por (,uj, ... , f.l~). Para 
todo i < k, obviamente Àj + ... +À~ = f.lÍ + ... +f.!~, 1 :<ô p :<õ s, uma vez que os elementos 
de ambos aparecem nas mesmas linhas. Quando k :::; i < l, Àj + ... + À~ :<õ I"Í + ... +f.!~, 
pois quando p está entre 1 e n- 1 e entre m e s, a igualdade continua; no entanto se p está 
entre n e m- 1, temos a desigualdade estrita, pois nesse caso À~+ 1 = I"~· Continuando 
esse raciocínio para quando p ~ m segue o resultado. Q.E.D. 
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Se t é canônica e { s} aparece em e,, entôo { t} L?: { s}. 
Demonstração: Decorre do fato que { s} é obtido através de permutações nas colunas 
de { t}, e de que { t} é canônico, pois todo número k em { s} está na mesma ou numa linha 
superior em {t}. Q.E.D. 
Sejam v1 , ... , vk elementos de 11P·. Suponhamos que para cada Vi podemos 
escolher um tablóide { t 1} aparecendo em Vi tal que é o máximo entre os tablóides que aparecem 
em na expressão de v1 e que {ti} = { tj} implica i = j. Então os vi são l.i. 
Primeiramente re-arranjamos os índices, se necessário. de maneira que 
{t1} seja maximal entre os {t1}. Suponhamos que a 1v1 + .. . +okvk = o; E C Certamente 
o 1 =O, pois {tr} aparece somente em v1. De fato, se {ti} aparecesse em VJ, j # 1 então 
{ tj} não seria máximo dentre os tablóides que aparecem na expressão de Vj· Repetimos esse 
procedimento mais k - 1 vezes e obtemos que o 1 = . . . Ok = O. Q.E.D. 
Proposição 2.37. O conjunto {e, : t é À-tabela canônica} é l.i. 
De fato, pelo lema {t} é máximo de e,. Utilizando então o lema 
2.36 temos o resultado. 
Demonstraremos agora que o conjunto dos e1 tal que t é À-tabela canônica gera s>.. Para 
tanto, basta mostrar que se s é À-tabela, então e5 é combinação linear de e,'s em que os t 
são canônicos. Precisaremos de alguma ferramenta para seguir nessa direção 
Definição 2.38. Sejam A e E dois conjuntos disjuntos de números naturais. Apresentamos 
então SAuB como uma união disjunta das classes laterais {rr(SA x Ss)}. Um elemento de 
Garnir associado à partição (A E) de tal conjunto é dado por gA,B = 2:::~( -l)~rr, em que rr 
percorre o conjunto dos representantes das classes laterais {rr(SA x Ss)}. 
Exemplo 2.39. Consideremos a partição A = {1, 2} e E = {3, 4} de h Cada classe 
lateral em questão está biunivocamente associada a uma partição "ordenada"(A', E') 4 de ! 4 , 
com !AI = IA'I e !EI = !E'/. Primeiro vamos tomar os seguintes representantes: (1) =a, 
(13) = b, (14) =c, (23) = d, (24) =e, (13)(24) =f. Então temos 
(l) b d . f gAB =a- -c- -e+ , 
mas como permutações dentro de A ou de B não trocam a classe de equivalência poderíamos 
escolher os seguintes representantes: (12) = a, (123) = b, (124) =c, (132) = d, (243) =e e 
(1423) = f; nesse caso: 
g~k = -a+ b +c+ d + e - f. 
e temos todos os sinais trocados. 
4 0rdenaàa no sentido em que (A.'. B') ,r. (B'. A'). 
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O exemplo anterior nos mostra a necessidade de fixar a escolha dos representantes das 
classes laterais. Tal escolha deve atender ao propósito de se definir tal objeto. 
Seja t uma À-tabela de Young com elementos crescentes nas colunas de cima para baixo. 
Tomaremos A e E da seguinte maneira: se em todas as linhas em que existem elementos 
na j-ésima e na (j + 1 )-ésima coluna de t, eles estiverem em ordem crescente da esquerda 
para a direita e são vazios, e nada se faz. Caso contrário, seja í o número mais abaixo 
na j-ésima coluna que seu vizinho da + 1 )-ésima coluna é menor que ele. Então A é 
formado por i e por todos os números que estão abaixo de i na coluna. Os elementos de 
E são formados pelo vizinho de i na (j + 1)-ésima coluna e por todos os números acima 
deste nesta coluna. Então g~18 é o elemento de obtido quando os representantes 
das classes laterais forem a permutação idêntica e os demais representantes v fazem com 
que v( i) seja menor que a imagem seu vizinbo pela v e os elementos permaneçam em 
ordem crescente nas colunas de cima para baixo. "\o caso em que j for a primeira coluna 
da esquerda para a direita para os quais os conjuntos A e E não são vazios, então g~~B será 
denotado simplesmente por g~,B· Tais representantes são obviamente únicos. 
Nada como mais um exemplo para esclarecer as idéias: 
tomamos t como sendo: 
1 2 6 
4 3 
A= {4,5}, E= {2,3}, e os representantes escolhidos serão: 
(24)(35), e portanto: 
9~B = (1) + (234)- (2354)- (34) + (354) + (24)(35). 
Thdo isso é motivado pelo seguinte lema: 
Lema 2.41. Sejam A, E e t tal como descritos acima, então g~_8 e, = O. 
Demonstração: Notamos primeiramente que SAuBet = O, pois dada O" E C, existem 
a e b em A U E numa mesma linha de O"t. Portanto (ab) E SAuB e conseqüentemente 
SAuB{ vt} O pelo último item do lema 2.23. Como isso vale para todo v E C1 segue que 
SAuB =O. 
No entanto, podemos escrever SAc;B como união disjunta de conjuntos da forma v(SA x 
Ss), onde v é representante de classe lateral à esquerda, logo SAuB = 9~,8 (SA x Ss)-. 
Pela afirmação anterior, temos que 9A,s(SA x Ss)-e, =O. MasSA x Ss c;:; C, e se usamos o 
primeiro item do lema 2.23 vemos que (8.4 x SE)- e,= ISA x Ssle1, donde segue a proposição. 
Q.E.D. 
As tabelas t na definição de g~.B são tomadas com elementos em ordem crescente de cima 
para baixo nas colunas, pois dada uma .\-tabelas, temos que e5 = ( -l)"e,, onde t é a tabela 
cujos elementos de s aparecem em ordem crescente nas colunas e vt = s. 
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Análoga à definição de tablóide. definimos tablóide-coiuna como sendo um tabióide 
transposto. partição , ... , Àk) diz respeito ao número de entradas em cada coluna, 
e não em cada linha. Define-se analogamente dominância para tablóides-coluna e o lema da 
dominância também vale, se trocarmos linhas por colunas e vice-versa nos enunciados. Se t 
é uma tabela, indicaremos o tablóide coluna associado por 
podemos mostrar: 
O conjunto dos e, em que t é canônica 
D•enlOJasJ;n•ç~lo: Lembramos que se e, é gerado pelo conjunnto acima então e3 também o 
é se s E Assumimos então que os elementos das colunas de t estão em ordem crescente (de 
cima para baixo). O conjunto dos tablóides-coluna parcialmente ordenado pela dominância 
possui um elemento máximo [to L que é obtido numerando-se cada coluna de 1 a n em ordem 
crescente, de cima para baixo, da primeira coluna à esquerda até a última. A tabela t 0 é 
canônica e para a classe [to], temos o resultado. 
Seja t uma tabela. Suponhamos que se [s] l?: [t], então e8 é gerado por A.. Se t é canônico 
então e, é gerado por por definição. Caso contrário, devem existir elementos vizinhos 
numa linha de modo que o da seja maior que o da esquerda. Tomando A. e 
como na definição de elemento de Garnir, vimos que 9A.Bet = O pela proposição anteJ'iOL 
logo: 
Devido à escolha dos representantes para classes laterais para a representação de g~_3 , 
temos que [at]l::: [tj, para todo CJ. Pela hipótese indutiva segue o resultado. Q.E.D. 
2.3 Teorema de Amitsur-Regev 
Definição 2.43. Seja À E par(n) e seja 11 E par(m), dizemos que .\ :::; 11 se Ài :::; Jli para 
todo i, ou seja, se o .\-diagrama "cabe dentro''do j1-diagrama5 . 
Se À é partição de n, denotamos o À-diagrama associado a À por D),. Um diagrama de 
Young DÀ cabe numa faixa em formato de gancho com dimensões (k, l) se À l (k+ 1, ... , k+ 
1), ( k + 1 aparece l + 1 vezes). O que foi dito fica claro com o desenho abaixo: 
..\-diagrama é uma ..\-tabela não preenchida. 
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longo desta seção denotará um corpo de característica zero. caso. existe uma 
correspondência um a um entre par(n), os diagramas de Young DÀ, os ideais bilaterais h 
de JKSn e as representações irredutíveis pÀ de Sn (a afirmação referente às representações foi 
mostrada na seção anterior). Seja d>- o grau de PÀ· Um limitante conhecido para d;, é: 
n 
onde é o número de entradas existentes na linha i somado ao número de entradas exis-
tentes na coluna j (contando-se duas vezes a j)-ésima entrada )6 . 
caso em que À= (k, ... , k), temos: 
'--v---' 
l vezes 
d / 2kl 1 kl 
), ~ (e(k+l)) (2.1) 
Seja Vn = {f(x!, ... , Xn) = ~ CXa-Xo-(1) ... Xo-(n) }· O grupo Sn age sobre Vn de maneira 
VçSn 
natural permutando as variáveis. ii.Jém disso é isomorfo a como Sn-módulo à esquerda 
via o isomorfismo natural L O:'cr 1--7 L O:oXa-(1) , .. Xa(n). 
oESn vESn 
Quando não houver risco de ambigüidade denotaremos um polinômio multilinear por sua 
pré-imagem pela aplicação acima. Assim Vn pode ser visto como um Sn-módulo bilateral, 
com a seguinte ação à direita: 
Um polinômio f E !;; será chamado de .\-polinômio. Se char(JK) = O, então h é gerado 
por um elemento idempotente centrai .BEÀ = B:LxPÀ(D')O'. Todo À-polinômio é da forma 
fEÀ, f E KSn. 
Se n, m são dois números naturais tais que n :S: m, existe um mergulho natural de Sn 
em Sm, de modo que Sn permuta apenas os primeiros n elementos de { 1, ... , m}. 
Temos o seguinte resultado: 
Lema 2.44. Seja f = L auO' E Vn e consideremos os monômios multilineares Po = 
... X i" P1 = Xj 1 .•• Xjh' ... ,Pn = Xt 1 ••• x,, nas varíát,eis Xn.;-J, ... , Xm de modo que cada 
variável aparece apenas em um monômio (possivelmente alguns pj = 1). Então existe r. E Sm 
tal que 
(f(x1, · · ·, Xn)Xn+J · · · Xm)r. = L OéuPoXo-1PlXo-2 • • ·Pn-!Xo-nPn· 
aESn 
(2.2) 
6 Em [9] Amitsur e Regev chamam hi.J de "hook number'1 (número do gancho). Nós optamos por não 
designá-lo dessa maneira, pois o conceito de número do gancho mais usado é outro, ver e.g. 
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demonstração é bem simples também, basta v como a identidade. e uma 
única r. que leva o monômio associado a a 1 , no novo a que se pretende chegar multiplicando 
a 1 e verificar que essa permutação leva cada monômio no correspondente desejado. 
Teorema 2.45. Seja h, um ideal bilateral em I(Sn, então o ideal bilateral de KSm (m 2': n), 
gerado por h é ffi I,, onde 11 percorre todas as partições de par( m) maiores ou iguais a 
demonstração pode ser encontrada em . Juntando o teorema e a lei de 
reciprocidade de Frobenius sobre a representação induzida provamos que: 
'"'"""a 2.46. Se .\ :':,; 11 e d" e d>- são os graus das representações Pv e P>.• respectivamente, 
então d>. :':,; d0 . 
Seja A uma PI-álgebra sobre um corpo IK e seja T(A) o T-ideal associado a A. Defina 
Qn = T(A) n . Então Qn(A) é um Sn-módulo e Vn/Qn(A) é representação de Sn· A 
dimensão de Vn/Qn(A) e o caracter dessa representação são denotados, respectivamente, por 
cn(A) e por Xn(A) e são chamados, respectivamente, de codimensão e cocaracter de A 
Se A é PI e anula um polinômio de grau d, então é um resultado de Regev que cn(A) :':,; 
(d- 1) 2n (esse resultado será demonstrado no próximo capítulo). Além disso, se À E par(n) 
é tal que d;, 2': (d- . então Ç Qn(A). a demonstração desse último resultado 
ver, por exemplo, 
Definição 2.47. Um polinômio p(x,y) = p(xL ... ,xm:yJ. ... ,Ym-J é dito polinômio de 
Capelli de altura m, se p tem a seguinte forma: 
p(x,y) =L (-l)"Xo-1 YrXo-2 Y2-- ·Ym-lXo-m· 
(!ESn 
A notação usada para tal p(x, y) é dm[x, y]. 
O seguinte resultado pode ser extraído de [12]: 
Proposição 2.48. Se A satisfaz uma identidade de Capelli de altura m, então A satisfaz 
todas as À-identidades com altura À 2': m. 
Temos então o seguinte teorema: 
Teorema 2.49. ( Amitsur-Regev, parte 1) Seja A uma FI-álgebra (não necessaria-
mente unitária) que satisfaz as identidades de um ideal bilateral I Ç Vn e todas as identi-
dades de (KSm)I(KSm) param, tal que n :':,; m < 2n. Então dado f(xr, ... , Xn) multilinear 
da forma 
f(xr,.--, Xn) = L Qo-Xu(l)--- Xu(n) 
aESn 
em I, a álgebra A satisfará também 
h(x, Y) = L O:o-Xo-1Yl .. -Zo-n-lYn-lXo-n• 
aESn 
(2.3) 
onde algum Yi pode ser omitido. Além disso, quando A for unitária, é suficiente que a álgebra 
satisfaça as identidades de I, de (KSn)I(KSn) e de (KS2n-di(KS2n-d· 
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De considerando o lema e escolhendo a permutação ;r -
(L 3, .... 2n- 1, 2. 4 ..... 2n- E S2n_ 17 temos que 
(/(Xl: · · · 1 Xn)Xn+1 · · · X2n-1)7r = L O:aXa1Xn+1Xa 2 Xn-;-2 · · · X2n-1Xan· 
aESn 
Fazendo Xn+k = Yk· k E {1, 2. . . n- , obtém-se o resultado desejado. 
Para o próximo teorema utilizaremos a seguinte notação: se f E podemos escrever 
. 
: ... ,Xn) = 
Entâ.o definim.os como sendo o polinômi.o y) que aparece na equaçã.o (2.3). 
Te.orerna 2.50. { Amitsur-Regev, parte 2) Suponhamos que para todo f E I Ç Qn(A), 
I bilateral, a álgebra A satisfaz também f*(x, y) = O (com algum possível Yj = l). Então 
para todo m?: n, a álgebra A satisfará as identidades g =O, g E (KSm)I(I<CSm) 
Demonstração: Como Qm(A) é um ideal à esquerda. basta pr.ovar o teorema para f':r, 
f E 1r E Sm. Se f= a"a E I: pela equação 
f(xr, ... 'Xm)1i =L a"(xcYl ... XGnXn+! ... Xm)1i 
= L O:.o-PoXai 1P1Xai2 • · ·Pn-lXcri.,.Pn, 
aqui os monômios Pj estão em Xn+!, ... ,Xm, .ou pj = 1 e ik = 1ijk' tal que j 1 < ... < Jn e 
1 :::; ik :::; n. 
Seja p E Sn definida por p(k) = 1r(jk). Logo 
Mas I é bilateral, portanto fp E I, e por hipótese (fp)'(x,y) =O. Trocando Yi por Pi, 
segue que g é identidade de A. Q.E.D. 
Obs: Note que na demonstração dos dois teoremas anteriores só utilizamos a estrutura 
de anel de característica O de A. 
A partir dos teoremas 2.49 e 2.50, seguem .os seguintes teoremas: 
Te.orema 2.51. Um anel com unidade satisfaz E;(x. y) =O se e só se tal anel satisfaz todas 
as !l-identidades para todo f.1 ?: À 
A demonstração é bem direta, e pode ser encontrada em [9]. 
7Recordamos que nessa notação 1 ;----,> 1, 2 i---7 3, 3 1---i> 5, etc. 
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Se satisfaz 1zma grau do então 
identidades cujos diagramas de Young contêm um retângulo k x l, se 
kl e(d -1)4 




Se k e l satisfazem a desigualdade 
e quando À= (k, o o o o k) temos 
~
, segue da desigualdade 
f V€Z€S 
> Í 2kl )n > 
\e(k+l)- -1 > -1 
isso quer dizer que h Ç Qn(A)o se p E par(m), com n :S m :S 2n-l, e 
p 2: À pelo lema 2A6, d'" 2: d;, > (d- 1)4n 2: (d- 1) 2mo Como conseqüência I'" Ç Qm(A), e 
portanto (RSm)I(RSm) = ffil'" Ç Qm(A)o Pelo teorema 2A9 temos que para todo m 2: n 
~ 
e p E par(m), p 2: À, o ideal]" Ç Qm(A)o Q.E.D. 
Do teorema anterior extraímos o resultado a seguir como corolário imediato: 
O coca meter de A é igual a ::[ m;,X>-, onde À percorre todos os 
diagramas de Young que cabem numa faixa em formato de gancho de dimensões -L 1-1), 
onde (k, l) satisfaz o teorema 2,520 
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Produto ensorial de PI-álgebras, o 
teorema sobre a codimensão e as 
identidades polinomiais da álgebra de 
Grassmann 
Este capítulo se divide em duas seções. primeira delas demonstramos que o produto 
tensorial de duas FI-álgebras também é uma FI-álgebra. ?\a demonstração desse resultado 
encontramos um limitante para a codimensão de uma álgebra Jd. Na segunda seção cal-
culamos de maneira explícita, utilizando os métodos de [8], as identidades polinomiais da 
álgebra de Grassmann sobre um corpo de característica O. Para determinar as identidades 
polinomiais da álgebra de Grassmann sobre tal corpo melhoramos a majoração feita na 
primeira seção para a codimensão de uma álgebra que satisfaz uma identidade de grau d. 
Ao longo deste capítulo usaremos a mesma notação para uma permutação (ir, ... , in) E 
Sn· Lembramos que nessa notação j,...., Íj. 
3.1 Produto tensorial de PI-álgebras e o teorema da 
codimensão de Regev 
Definição 3.1. Seja (A,-<) um conjunto parcialmente ordenado. A k-upla (ar, ... , ak) E Ak 
é chamada de cadeia se a1 -< ... -< ak, e é chamada de anti-cadeia se os elementos da k-upla 
são todos incomparáveis dois a dois. 
Segue o teorema de Dilworth. A demonstração do mesmo pode ser encontrada em [5] 
Teorema 3.2. (Dilworth) Seja (A.-<) um conjunto parcialmente ordenado. O número 
máximo de elementos numa anti-cadeia de A é igual ao número de cadeias que parcionam A 
(isto é, A pode ser escrito como união disjunta dos elementos que aparecem em cada cadeia). 
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1 ::; Jl < 
d(u) < d 
. SeJa !7 = E o ma-zor d para o qual n,:,t,~m 
Fixado d > 1, !7 E Sn é dita d-boa se 
Fixada !7 E Sn, pensamos na seguinte ordem --<"' em In = {L ... , n }: j --<"' l se j < l e 
< caso d( !7) é o comprimento máximo de anti-cadeias de 
Consideremos a permutação !7 = (2, 4. 5, 3. 1) E S5 . Nesse caso as maiores 
anti-cade:;as em reiaçâo a -<" sâo 4. 5) e 4, 5). Portanto !7 é 4-boa e 5-boa. 
Seja !7 = 
definidas da seguinte forma: 
rn·nm'r~iirr;m as tabelas Tf = ) e 
= 1 e nu = i1. Indutivamente, se existe k tal que t 1.J-l < k :S n e u1.J-l < tu é 
o menor k que satisfaz tal condiçâo e u 1,j = ik. Esse processo repete-se indutivamente para 
a i-ésima linha. sendo proibida a repetição de elementos. Basta então definir quem é ti.l. 
Este será o menor k que não aparece nas i - 1 primeiras linhas de T{'. 
Observação Devido a essa definição é fácil ver que cada linha de Tf é uma cadeia de 
em relação a -<o. 
A tabela não precisa ser uma À-tabela associada a uma partição À f- n, por 
exemplo F= (3, 1, 7, 4, 2, 5, 6) E 57 : 
1 3 3 ~ I 
T[ = 2 4 6 7 T" e 2 = 1 4 5 6 
5 2 
Repare que d(K) = 3 que é o número de linhas das T's, já que a maior anti-cadeia é 
(3, 4, 5). Temos então o seguinte lema devido a Amitsur: 
Lema 3.8. (Amitsur) Seja !7 E Sn, d(u) é igual ao número de linhas de Tf, e portanto de 
T!{. 
Demonstração: Se (j1, ... ,jk) é uma anti-cadeia de (In, -<o), os j 1 têm que estar em 
linhas distintas de Tf, pela observação 3.6. Logo d( !7) é menor ou igual que o número 
de linhas r da tabela. Basta então exibir uma anti-cadeia de comprimento r. Fixamos 
]r = tr.l. Indutivamente, definimos Ji := t 1,k para o maior k tal que t 1.k < ll+l, pois nesse 
caso certamente ul,k > Íj1+1 . Isso define uma anti-cadeia cujo comprimento é igual ao número 
de linhas de Tf, o que termina a demonstração. Q.E.D. 
Teorema 3.9. (Latyshev) Se A é uma P/-álgebra e em seu T-ideal está uma identidade 
polinomial de grau d, então o espaço vetorial dos polinômios multilineares de gra·u n ern 
K(X) é gerado, módulo T(A), pelos monômios Xa 1 ,, .xO'n' onde !7 E Sn é d-boa. 
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De:m•:>m;traç.ao: Como 
de grau d. Como char(K) 
identidade por um certo o E 
contém uma identidade de grau d, contém uma multilinear 
O, através de uma mudança de variáveis, e da divisão da 
A satisfaz: 
XdXd-l ... X;= L G 0 Xc(l) ... X 0 (n)• Onde v~ (d,d -1, ... , 1). 
o-ESn 
(3.1) 
Denotemos por o conjunto dos Xq . X a" E V~/Qn(A), Vn e Qn como definidos 
na seção em que v é d-boa. Temos que mostrar que Vn/Qn(A) é gerado por 
Impomos a ordem lexicográfica no conjunto v~/Qn Seja h= mínima! que 
não está em A1d· Temos que d(r<) 2: d e portanto existe anti-cadeia Escrevendo 
r. = ( i1 , ... , , podemos expressar h da seguinte forma: 
Fazendo a seguinte mudança de variáveis Xk := x.,Jd.;.J-k hd.c,.!-k, para 1 < k < d; e 
aplicando (3.1) temos: 
h - hoxd . .. ir = L oahoXc;1 .•• X o-a = 
L OiahoXr.(ja(dj)hvd .. . Xr(ja(l))ho-1 · 
Porém todas as parcelas do somatório acima são monômios menores que h pela ordem 
lexicográfica. Aplicando argumentos indutivos segue o resultado desejado. Q.E.D. 
Estamos aptos agora a demonstrar o teorema da codimensão de Regev: 
Teorema 3.10. (Regev) Seja A uma FI-álgebra que satisfaz uma identidade de grau d. 
Então a n-ésima codimensões de A pode ser majorada por (d- 1)2n, para todo n E!\!. 
Demonstração: Pelo teorema 3.9, basta mostrar que o número de permutações d-boas 
de Sn é menor ou igual a (d -1) 2n. Pelo lema 3.8, se v é d-boa, então Tf = (tiJ), e portanto 
T!f = (uu), possui menos que d linhas. Como T!f = v(Tl), cada permutação v é unicamente 
determinada pelo par (T), T/f). Em cada linha de Tf e de T!f, as entradas crescem da 
esquerda para a direita. Cada inteiro de In pode estar em uma das d - 1 linhas de T1 e em 
uma das d- 1 linhas de T2 . Assim temos d - 1 possibilidades para a linha em que o inteiro k 
aparece tanto em T1 , quanto em T2, e como na linha as entradas estão em ordem crescente, 
a linha em que k entra determina a permutação. Ainda assim, algumas dessas possibilidades 
não correspondem a permutações, e.g. tabelas com a primeira linha vazia, o que demonstra 
o resultado. Q.E.D. 
Juntando todos os resultados anteriores é possível encontrar a solução para o problema 
de Kaplansky: 
Teorema 3.11. (Regev) O produto tensorial A= Ar@ A 2 de duas FI-álgebras Ar e A2 é 
uma FI-álgebra. 
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Suponhamos que e satisfaçam identidades polinomiais de graus 
e d2 , respectivamente. Pelo teorema 3. lO 
Escolhemos n grande o suficiente para que Cn < Sejam 
bases respectivas de ) e Dada u E Sn, tomemos Xo-(ll ... Xo-(n) como 
elemento VníQn(A 1) então pode-se escrever de maneira única 
cn(A:) 
Xv1 •• • Xo-n = L {3~i) gi(Xr ... , Xn), {3~) E K. 
i~r 
De maneira análoga, considerando ... Xa-n como elemento de V,JQn(A2 ), obtemos: 
Cn(Az) 
... Xvn = L 
i=1 
· · ·, Xn), E 
As equações acima são identidades para A 1 e A 2 respectivamente. Queremos encontrar 
um polinõmio multilinear f(xr, .. . , Xn) que seja identidade polinomial para Ar ®A2 . Como a 
f que procuramos é multilinear basta que ela anule ur ®vr, ... , Un ®vn E Ar ®A2 arbitrários. 
Pelo fato de f ser multilinear, obtemos: 
f(ur ® Vr,. · ·, Un ® Vn) = L ÇAUa1 ® Va1 ) .•. (uan ® vaJ = 
uESn 
=L (a(Ua 1 • • .uaJ ® (ta1 . · .vaJ = 
oESn 
Isso nos leva ao sistema linear: 
L {3~i)Í~)Ça O; 1 :Si :S Cn(Ar), 1 :S j :S Cn(A2)· 
crESn 
Nesse sistema o número de incógnitas Ç" é maior que o número de equações, logo admite 
solução não-trivial. A solução encontrada gera a identidade f procurada. Q.E.D. 
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.2 G:rassmann 
l'iessa seção mostraremos que o T -ideal da álgebra de Grassmann (ou álgebra exterior) é 
gerado por [x, y, z]. 
A álgebra exterior E(V) sobre um K-espaço vetorial V de dimensão infinita enumeráveL 
char(K) I 2 tem como base: {1} U {e:,··· :i 1 < ·· · < ik,k;::: 1}, onde os e: são os 
elementos da base de A multiplicação em é a induzida por e:e1 = -eje: onde os e, 
são uma base de 
Se a = e:, ... e:k é um elemento da base de , dizemos que o mesmo tem comprimento k. 
Pela propriedade da álgebra exterior segue que se a e b são dois elementos 
da base de de comprimentos k e l. respectivamente, então 
(3.2) 
Segue então que dados a. b e c pertencentes à base de E 
[a. b. c] O; (3.3) 
e portanto dados três elementos quaisquer de eles satisfazem (3 .3). 
Segue também da equação (3.2) que se a1 , ... , an são elementos da base de e o- E 
Sn, então C7 (Jl ... au(n) = (±l)a1 ... an· O sinal dependerá do que a permutação faz com 
os elementos de comprimento ímpar. Torna-se pertinente definir então uma aplicação f : 
P(In) x Sn {±1} tal que se I Ç In é o conjunto dos índices dos elementos de comprimento 
ímpar e o- é uma permutação em Sn, então au(l) ... aa(n) =f(!, o-)a1 ..• an-
Vejamos então como a f está definida. Dado um subconjunto I = {í1 , ... , ik} Ç In 
(podemos supor i 1 < · · · < ik); e dada uma permutação o- = (j1 , ... ,jn) de Sn, a mesma 
induz um reordenamento dos elementos de/: (j111 •.. , j 1J, onde j 1, é o s-ésimo elemento de 
I a aparecer em o- na notação utilizada. Se esse reordenamento for par então f (I, o-) 1, 
caso contrário será 
Assim, a f está associada uma matriz H(n) de 2n linhas e de n! colunas cujas entradas 
são ±1 da seguinte maneira: o elemento hij dessa matriz será o valor de f no caso em que I 
é o subconjunto associado à i-ésima linha e em que o- é a permutação associada à j-ésima 
coluna de H(n). 
Temos como resultado então: 
Lema 3.12. Seja {cn} a seqüência de codimensões de T(E). Então Cn é igual ao posto de 
H(n)_ 
Demonstração: Seja g(x1, ... , Xn) E Vn(X). Como g é multilinear, ele pertencerá ao 
T-ideal de E se, e só se, os elementos da base de E satisfizerem g = O. Então para { a:}~1 
na base de E temos que: 
1Quando for claro qual o espaço vetorial V, denotaremos E(V) por E. 
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g(aJ,ooooan) - l:aaaa(l)oo 
aESn 
= 2: aaf(I,cr)aro,,an 
crESn 
Isso é uma identidade apenas se aaf(I, para todo I Ç Isso gera um 
sistema linear de incógnitas O:a e 2n equações, sendo a matriz do sistema linear igual a 
matriz dimensão da solução n 1 - posto(H(n)) e essa também é a dimensão de 
" . Como Vn = nl, temos Cn = - posto(H(nl)) = posto(H(n))o 
Q.E.D. 
Fixemos algumas notações para o resto da seção: 
Se cr = (i1, o .. , in) E Sn, então definimos (cr, n + 1) := (i1,. o., in, n + 1) E Sn+l• analoga-
mente se u E Sn-11 (O": n 1 n + 1) := (i1 .... : Ín-1 1 n: n + 1) E Sn+I· Se CJ E Sn é igual a 
, . o o ,lj-l• n, . então para indicar a troca de n por n + 1 usamos . que 
não é propriamente uma permutação de , no entanto podemos a uma 
permutação de Sn+l igual a ... : ij-l: n + l: = 
Definiremos indutivamente submatrizes quadradas de H(n) de ordem 2n-l, da 
seguinte forma: 
JI;I(l) = { 1} (1) ( 1 ) 
onde (1) acima da primeira coluna da matriz representa (e representará daqui em diante) a 
permutação idêntica. 
Tendo definido J1;I(n), definimos 1\lf(n+l), da seguinte forma: as primeiras 2n-l colunas de 
l!vf(n+l) são associadas às permutações (crj, n + 1), onde C!j E Sn é a permutação associada à 
j-ésima coluna de i\:f(n) para j = 1, ... , 2n-l; e as 2n-l colunas seguintes são ( crj(n~n + 1 ), n). 
As 2n-l primeiras linhas são associadas aos mesmos subconjuntos das linhas de JVI(n), na 




{1} ( 1 {1,2} 1 
(2, 1) 
~1} 
Uma vez fixadas essas notações e definições vamos demonstrar alguns resultados que nos 
darão mais informações sobre o comportamento das matrizes AJ(n). 
Lema 3.13. Tomemos I tal que 0 i I Ç In e cr E Sn, então 
(a) f (I. cr) = J(I, ( cr, n + 1)) = f(I U { n + 1 }, ( cr, n + 1) ). 
Se I é tal que 0 i I Ç In-l e cr E Sn-l• então: 
(b) f (I, cr) = f (I, (cr, n + 1, n)) = f (I U { n + 1 }, ( cr, n + 1, n) ). 
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,-,..\ -
v I- , ( G, n + 1, 
Se 0 I Ç In-r e (J E Sn. 
( ) 'I , ri f (· • ' ' ,d f\ ,G) = J\ .,G n,n+ 1J,n1 ). 
) =- u 
(e) f (I U {n}, G) = f(I U {n + 1}, (G(n;n + 1), n)). 
n+ . 1 f/ n-,- ,n)J· 
maneira geral, exceto na segunda igualdade do item e no item 
, o conjunto unido ao I em questão. possui elementos que mudam de lugar em CJ, 
ou então ele já é o último na ordem natural e isso não muda de lugar na reordenação 
induzida por n) ou (G, n, n+ , sendo as afirmações imediatas. Vamos apenas demonstrar 
a segunda identidade do item (c) e o item (e) portanto. 
De fato f (I U (G, n + L ) tem valor igual ao reordenamento do conjunto I 
induzido por G, pois I U {n} = {íL ... , n}, onde i 1 < · · · < Ík < n e como todo 
G( iJ) < n, no reordenamento do conjunto teremos: { iJ,, ... , iJk' n} que tem a mesma paridade 
de { Íj1 , ... , ÍJk}. Que possui paridade oposta, por sua vez, ao reordenamento do conjunto {i1 , ... , ik! n, n + 1} por (G, n + 1, n) que fica {iJ" ... , iJk• n + 1, n}, contendo a transposição 
(n, n + 1) a mais, trocando o sinal. 
(e) Pelo ítem (a) temos que f (I U {n}, G) = f (I U {n}, (G, n + , mas tanto n como 
n + 1 são maiores que qualquer elemento do conjunto I em portanto a paridade 
será a mesma de U { n + 1}, ~ pois só troca n por n + 1 no conjunto e no 
reordenamento em questão. Q.E.D. 
Vamos traduzir o lema para as submatrizes IVf(n) de H(nl. 
O item (a) nos diz que se Jyf(n-l) =A, então: 
lvf(n) = (AA-+-**) 
juntando a ele os resultado dos itens (b) e (c), temos que se Jyf(n-l) =A, e 
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então 
pois as primeiras colunas àe estão associaàas a permutações .. i1co n, n + l), 
quanào troca-se r2 n+ 1 obtemos uma permutação forma: n+l, n), erTtra.no.o 
nas hipóteses dos itens (b) e (c). Juntando a essas conclusões o que nos àizem os itens (d) e 









-- -- -- + + (3A) 
A D 
B 1 T 
-A 
* 
pois as 2n-l últimas colunas de Af(n+l) estão associadas a permutações da forma (u(n;n + 
1), n), u E Sn-l e as primeiras 2n-2 linhas estão associadas aos subconjuntos associados às 
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linhas de (hipótese do item ( d)) e os subconjuntos da linha + 1 até a linha 
3. (2n- 2 ) estão associados os subconjuntos de jVJ(n- 1) unidos de { n + 1} (hipótese do item 
) . 
A partir dessas deduções podemos mostrar que: 
14. O posto de H(n) é maior ou igual a 
A demonstração feita por indução. Já exibimos ao longo de nossa 
e que possuem linhas linearmente independentes. Como elas são subma-
e H(2), respectivamente, segue o resultado para essas duas matrizes. Supon-
hamos agora que n > 1 e que para todo j menor n + 1 o resultado é válido. 
decomposição de em função das partes de e ]i;J(n- 1) já exposta na equação 
temos que as linhas da metade superior de são linearmente independentes entre si 
pois A é linearmente independente pela hipótese indutiva. Da mesma maneira as linhas 
da metade inferior de Af(n+l) são iinearmente independentes entre si. Agora, subtraindo a 
metade superior da metade inferior, obtemos: 
A c 
B - - - + - - -
A 
* 
+ - - - T - - -
I 
I o D- c 




mas como l\lf(n) e JVf(n- 1) possuem linhas linearmente independentes, segue que a matriz 
J\lf(n+ 1) também possui. pois D- C possui. Portanto H(n) sempre possui uma submatriz de 
ordem 2n-l Q.E.D. 
Temos como conseqüência importante ao unir os resultados dos lemas 3.12 e 3.14 que as 
codimensões Cn do T- ideal da álgebra exterior são maiores ou iguais a 2n-I 
Agora vamos nos concentrar em outros aspectos da álgebra exterior a fim de mostrar que 
Cn é exatamete 2n-1. 
Introduzimos mais algumas notações. O subconjunto de Vn(X) formado pelos polinômios 
multilineares tais que todos os seus monômios começam com x, será denotado por v,;(x), e 
o subconjunto de Vn(X) formado pelos polinômios multilineares de grau n tais que nenhum 




onàe Tn é a interseção ào T -iàeal àa álgebra em questão com Vn. Denotaremos ainda por 
a~ a àimensão sobre do quociente: 
denotará o espaço dos polinômios mnltilineares em n de grau n - 1 
de modo que em nenhum monômio àesses polinômios apareça a variável x,. Podemos então 
definir um isomorfismo ó entre Pn-1 e Pn-1 de maneira naturaL levando cada Yi em 
x; se i ::; t- L e levando Yi em Xi.;-l, se i 2: t. Podemos então denotar a imagem de Tn_ 1 (Y) 
pela 9 por Tn-r(i,). Assim, temos que: x,Pn_1(i,) = V~(X) e que x,T~_ 1 (i,) Ç Tn(X). 
Tomando um monômio multilinear l\1(x) = XkXo-(2) ... Xa(n) E Vnk(X), e impondo s = 
n- k + 1, temos s índices f.J+ ... , f.L, de modo que J(j) = f.1r 2: k e ordenados conforme 
aparecem no monômio. Os demais índices serão indicados por ij conforme a ordem em que 
aparecen1 depois fli· Con1o k = !J1 temos: = (Xp 1 X1 1 ... x1p1 ). . .. Xsp,, ). 
Assim podemos definir um novo isomorfismo tJ · p,(Y) --> (X) definido a partir de: 
Então temos o seguinte lema cuja demonstração é trivial: 
Lema 3.15. (a) JYf(x) E l/J(P,1 (Y)) Ç v;(x). 
(b) 1/J(U}(Y)) Ç U~(X). 
(c) 1j;(Ts(Y)) Ç Tn(X). 
A seguinte definição será àe extrema importância: 
Definição 3.16. Seja A uma álgebra que satisfaz uma identidade multilinear da forma: 
X1X2 . .. xd = L Cto-Xo-(1) ... Xoo(d). 
{ o-ESd io-(1)?'1} 
Então A é chamada de álgebra Jd. 
Temos então que: 
Lema 3.17. Seja A uma álgebra Jd. Seja d::; n e 1 :S k :S n- d + 1. Então a~= O. 
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Basta mostrar que n 
um monômio gerador de . e consideremos 
definida acima, como k :::; n - d + 1, então d :::; n - k + 1 = s. 
identidade do tipo 
Yr · · · Yd = 
. Consideremos = 
a aplicação v tal como 
álgebra A satisfaz uma 
Multiplicamo ambos os lados da equação por Ya+ 1 .• . Ys à direita, temos: 
Yr · · · Ys = O!uYv(l) · · · Yv(d)Yd,1 · · · Ys· 
!VIas cada parcela do segundo membro da equação pertence a 
logo 
1\IJ(x) = v(yr ... Ys) E ?,b(Ui(Y)) + 1P(Ts(Y)) Ç U~(X) + Tn(X). 
Como foi provado para todo monômio gerador, vale para o espaço todo. Q.E.D. 
Lema 3.18. Para todo k tal que 1 :::; k :::; n, temos que a~.:::; Cn-r· 
A tT'RV•és do isomorfismo 0 definido, temos que 
cVIultiplicando por xk à esquerda induzimos um isomorfismo de Pn_1(ik) para v,;c(X), e 
de Tn-1(:ik) para XkTn-1(Xk)· Portanto: 
Q.E.D. 
Com esses resultados já podemos demonstrar que: 
Teorema 3.19. Seja Á uma álgebra Jd sobre corpo de característica O. Seja { Cn} sua 
seqüência de codimensões. Então, para todo n, Cn:::; (d- l)n-1. 
Demonstração: Se n:::; d- 1 então está provado. uma vez que Cn :::; n! ::; (d- l)d-I 
Se n 2: d e suponhamos indutivamente que Cn_1 :::; ( d - l)n-2 Pelos lemas acima 
n n 
Cn = 2.>~ = L a~ S:: (d- l)cn-1 S:: (d- l)n-l. 
h::::l k=n-d+2 
Q.E.D. 
Temos então o seguinte corolário que torna-se óbvio ao juntarmos os resultados do lema 
3.14 e do teorema 3.19 e ao observarmos que E é J3 , já que satisfaz a identidade (3.3). 
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Seja { Cn} a seqüência de codimensões para a álgebra de Grassmann 
Então Cn = 
Teorema 3.21. Seja T o T -ideal das identidades polinomiais da álgebra exterior E sobre 
um corpo K de característica maior que 2, e seja R o T-ideal gerado por [x,y,z] =O. 
Então as codimensões de T são iguais às codimensões de R e ma~s. se 
- então T =R. 
Como satisfaz [x, y, zj = O, temos que R Ç logo dimc{(Vn/ Rn) 2': 
dim;;;;(Vn/Tn)· Assim, pelo teorema 3. temos que 2n-l 2': dim:;c(Vn/ R,). Usando os lemas 
3.14 e 3.12 temos que dimc((Vn/Tn) 2': , donde segue a igualdade entre as codimensões de 
e e portanto entre as dimensões e Rn. :vias como Tn 2 temos que Tn = 
Mas Tn e Rn são apenas as partes multilineares homogêneas em n variáveis de T e Se 
char(K) = O, pelo teorema 1.20 segue que T R. Q.E.D. 
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Capítulo 
O eorema do produt ensorial para 
álgebras T -primas sobre corpo de 
característica positiva 
Como já dissemos, Kemer responsável por um grande avanço na teoria de álgebras de 
identidades polinomiais. Consideramos álgebras sobre corpos de característica O. 
ideal P na álgebra associativa line é chamado de Tcprimo se para quaisquer T-ideais I e 
J, a inclusão I J c;; P implica I Ç P ou J Ç (ou ambas). O T-ideal Sé T-semi-primo 
se I 2 c;; S implica I c;; S para qualquer T-ideal I. Uma álgebra (ou variedade de álgebras) 
é T-príma (respectivamente T-semiprima) se o seu T-ídeal o é. Retomamos aqui o teorema 
de Kemer, já citado na introdução: 
Teorema de Kemer (veja [6, pp. 21-25]) Seja K um corpo de característica O. 
1. Se V é uma variedade de álgebras então V= NkW onde Nk é a variedade de todas as 
álgebras nilpotentes de índice de nilpotência ::; k e W é a maior variedade semi-prima 
contida em V. Aqui o produto MN das variedades Me N consiste de todas as álgebras 
A que possuem um ideal I tal que a álgebra I E N e A/ I E M. 
2. O T-ideal I é semi-primo se, e somente se, I = I1 n ... n Iq onde os T-ideais I1 sao 
T-primos. 
3. Os únicos T-ideais T-primos são os T-ideais das álgebras Mn ( K), n > 1; j\lfn (E), 
n 2: 1; IV1a,b(E) (a ser definida abaixo). 
Ainda mais, Kemer demonstrou que as identidades satisfeitas por alguma álgebra A 
podem ser estudadas através das identidades de álgebras 2-graduadas e finitamente geradas, 
e essas últimas podem ser reduzidas às identidades de tais álgebras de dimensão finita. 
Como uma conseqüência disso, Kemer demonstrou que dada uma PI-álgebra A, o seu T-
ideal sempre é finitamente gerado. 
Já citamos também o teorema de Kemer sobre o produto tensorial de álgebras T-primas. 
Como os resultados de Kemer são essencialmente sobre identidades multilineares, a enorme 
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maioria desses é somente em característica O. surgiram. nos últimos anos 
do século passado, vários exemplos de álgebras associativas sobre corpos de característica 
positiva e que não possuem bases finitas das suas identidades. 
Neste capítulo discutiremos o teorema sobre o produto tensorial de Kemer, e verificare-
mos a "falibilidade" do teorema ao trabalharmos sobre corpos de característica positiva. 
Como já foi dito, esse resultado foi demonstrado por Kemer primeiramente, utiiizando teo-
de estrutura de PI-álgebras. tarde em [llj, Regev demonstrou o mesmo resultado 
utilizando identidades graduadas. Vários casos do teorema foram demonstrados usando-se 
identidades graduadas, por Di Vincenzo, La Scala e Nardozza. usando de novo 
identidades 2-graduadas, obtém-se uma demonstração elementar de uma parte do teorema. 
Ainda mais, no mesmo artigo, sugere-se que muito provavelmente, uma das partes do mesmo 
não era válido em característica positiva. Em ... , por aparecer, é demonstrada a falibilidade 
do teorema 4.3 em outro caso. Os métodos por eles empregados foram de novo identidades 
graduadas, bem como idéias de Regev [11]. Recordamos que em ... foi demonstrado que a 
versão "multi-linear" do teorema de Kemer é válida sobre corpos infinitos de característica 
p # 2. Isto é, as partes multilineares dos respectivos T-ideais coincidem. Isso é suficiente 
para a coincidência de dois T-ideais em característica O, mas em característica positiva, as 
mEmr,m:~u'"' multi!ineares nem sempre determinam o respectivo T-ideal. 
Aqui exibiremos as idéias empregadas por eles. 
4.1 Preliminares 
Definição 4.1. Uma FI-álgebra A é dita T-prima ou verbalmente prima se o T-ideal dessa 
álgebra é primo na classe do todos os T-ideais de JK(X), isto é, se I e J são T-ideais de 
modo que I J Ç T(A). então I Ç T(A) ou J Ç T(A). 
Definição 4.2. Sejam a e b números inteiros positivos, seja E0 C E o espaço gerado pelos 
elementos da base da álgebra exterior de comprimento par, e E1 C E o subespaço gerado pelos 
de comprimento ímpar. Definimos a matriz quadrada de ordem a+ b, Ma.b(E) = B0 EB 8 1, 
onde 
Bo = { (~ ~):A E Ma(Eo),D E Mb(Eo)} e 
B1 = { (~ ~) : B E Max&( E!), C E lvf&xa(El)}. 
Lembramos que Kemer mostrou que um T-ideal verbalmente primo na álgebra associativa 
liVTe sobre um corpo de camcterística nula é isomorfo ao T-ideal de uma das seguintes 
álgebras: Mn(lK), Mn(E) e lvh.l(E). 
O teorema abaixo nos dá informações relevantes sobre os T-ideais de tais álgebras sobre 
corpo de característica 0: 
Teorema 4.3. (Teorema sobre o Produto Tensorial - Kemer} Se char(JK) - O, 
então: 
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T(IYlao(E) 0 j; 
2) T(1Vfa,o(E) :6 J'vfc,d(E)) = T(Mac+báad+bc(E)), 
3) T(lv!u(E)) = T(E E), 
Daqui em diante, nos referiremos ao teorema 4,3 como TPT, por razões óbvias. 
próximas seções far-se-á uso exaustivo de graduações em álgebras e identidades 
graduadas, então estendemos a definição Ll7: 
Se;a C um grupo abeliano aditivo e uma álgebra, Dizemos que admite 
uma C-graduação se a mesma pode ser escrita como soma direta de subespaços vetoriais: 
= E9 A 9 tal que A 9 Ah Ç 
gEG 
Impomos ainda que Ao seja uma sub álgebra e quando A for unitária, então 1 E Ao 1 , 
:\o caso em que C ~ Zn: em vez de Zn-graduada, dizemos que a álgebra é n-graduada, 
EJceJnJ>lO 4,5. A álgebra exterior E pode ser 2-graduada da seguinte forma E= 
onde e são os mesmos da definição 1,.2. A verificação de que tal decomposição gera 
uma 2-graduação em E é imediata. 
Exemplo 4.6. Considerando C = Zn x :2:2 com a soma definida coordenado a coordenada nos 
respectivos grupos, colocamos uma C-graduação em l\lln(E) da seguinte maneira: 1\!In(E)a,/3 é 
o conjunto das matrizes n x n com entradas em E que possuem todas as entradas nulas, exceto 
possivelmente as da diagonal no sentido"-, que contém a entrada (1, o:+ 1) (chamaremos a 
diagonal nesse sentido que contém a célula de posição (1,j) de j-ésima diagonal) . Nessa 
diagonal as entradas são elementos de E 8 , 
Para verificar que o exemplo anterior define de fato uma C-graduação, basta verificar se 
multiplicamos uma matriz A com entradas am,n não-nulas apenas na i-ésima diagonal por 
outra B que contém apenas entradas br,s não-nulas na j-ésima diagonaL o resultado é uma 
matriz com entradas não-nulas na (i+ j- 1)-ésima diagonal (i+ j- 1 é módulo n), pois o 
resto segue do exemplo 4.5, Considerando os índices módulo n, temos que na primeira linha 
de AB, o único elemento possivelmente não nulo aparecerá na coluna i+ j -l(mod n) e será 
a1,ibi,j+i-1: indutivamente, chega-se ao resultado, 
Daqui em diante K será corpo infinito de característica diferente de 2, 
Seja X = ugEG Xg união disjunta de conjuntos enumeráveis, A álgebra livre associativa 
K(X) é C-graduada de modo naturaL Se x E X 9 dizemos que o peso w(x) de x é g, No caso 
de um monômio M(X) = Xi 1 • , • Xin, o peso de J'v[ é definido como a soma dos pesos dos Xir 
Definição 4. 7. Sejam C um grupo e A= EB9ecA9 uma álgebra C-graduada e consideremos 
X = l:tJ
9
EG X 9 , Dizemos que f E K(X) é identidade (C-)graduada de A se f = O quando 
trocam-se as variáveis de X 9 por quaisquer elementos de A9 , para todo g E C, 
1 Daqui em diante, quando não explicitado o contrário, toda álgebra será unitária. 
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l''"'"m como ocorre com as identidades "ordinárias" uma álgebra as identidades C-
graduadas da álgebra formam um T-ideal "graduado" de maneira naturaL que será denotado 
por Tc(A). 
Proposição 4.8. Sejam A e B duas álgebras C-graduadas. Se Tc(A) Ç Tc(B), então 
T(A) Ç T(B). E portanto. quando Tc(A) = Ta(B), os T-ideais de ambas são iguais. 
Seja uma identidade ordinária de e sejam b1 , .•. , bn 
elementos quaisquer de B. Seja gi E C tal que bi E B9,, (se i# j, possivelmente gi = gj)-
Sejam x91 , • .. , x 9• E X, tais que x9, E X 9,, para todo i. Como f é identidade ordinária de 
então f ( x9 ,, . . • x 9.) = O em particular é identidade C-graduada de portanto também 
é de B, então f(br,. =O. 
A segunda afirmação é imediata. Q.E.D. 
recíproca da proposição acima nem sempre é verdadeira. Para justificar isso, consid-
eremos a álgebra exterior E com duas graduações distintas: E = E0 E1 e = E 8 O. 
Evidentemente a componente zero da primeira graduação satisfaz a identidade [y1 , y2] = O e 
a mesma componente da segunda graduação não a satisfaz. 
Como estamos lidando com álgebras unitárias C-graduadas sobre corpos infinitos, temos 
resultados análogos ao teorema 1.24 e à primeira parte do teorema 1.20: 
Toda identidade C-graduada segue de uma coleção de identidades graduadas 
multihomogêneas, e de uma coleção de polinômios de modo que as variáveis em X o aparecem 
apenas em comutadores. 
demonstração é praticamente a mesma, sendo que só as variáveis em X 0 aparecem nos 
comutadores porque 1 E A 0 . 
Nesta seção seguimos de perto [7], ressaltando os passos importantes na demonstração do 
resultado que denomina esta seção. 
A partir da 2-graduação da álgebra de Grassmann E = E0 8 E 1 exposta no exemplo 4.5, 
graduamos as seguintes álgebras T-primas: M2 (K), 1\lfu(E) e a álgebra E® E da seguinte 
maneira: Mz(K) =Ao e A 1, onde 
( 4.1) 
Por fim, 




Consideremos = Y U Z um conjunto de símbolos, diremos que um monôm10 (ou 
palavra) de ['((X) é par se o número de entradas de elementos de Z for par. caso contrário o 
monômio será chamado de ímpar. O espaço gerado por todos os monômios pares (ímpares) 
será denotado por !K(X)o (JK(X)l). Assim JK(X) = JK(X)o 8 I<:::(X)I. 
Denotaremos B2 (X) o conjunto dos polinômios de K(X) tais que as variáveis de Y 
aparecem em comutadores. 
Consideremos a álgebra 
enumerável de matrizes 
onde são variáveis que comutam. 
de matrizes de ordem 2 gerada por um conjunto 
álgebra Gen(;'Yh(JK)) é isomorfa à álgebra relativamente na variedade de álgebras 
determinada por M2('K). 




onde JK[y)I), z)1)] é a álgebra de polinômios gerada pelas variáveis e z)1i, e assim 
possui 2-graduação natural. Denotaremos T2 (JvJ2 (JK)) por T2(l'v!2 ). 
Lema 4.10. A álgebra relativamente livre 2-graduada JK(X) jT2 (1vf2 ) é isomorfa a F(A'MJK)). 
Demonstração: Seja {eu, e12, e21o e22} a base usual de 1\lf2(JK); então e1Jekz = i5Jkeil. 
(1\ (2' (1' '2) . Define Yi = y1 '+ Y; 'e22 e Z; = z; ;e12 + z) e21. Basta cons1derar <I>: IT{(X) __, F(M2(JK)) 
dada por <I>(yi) = Yi e <I>(zi) = Zi e vemos que ker(<I>) = T2 (Nh). Q.E.D. 
Outro resultado óbvio é esse: 
Proposição 4.12. (a) Se g E IK(X)o então yig- gy; E T2 (M2 (JK)). 
(b) A álgebra relativamente livre 2-graduada I<:::(X)/T2(JVh) é gerada sobre lK por 1 e pelos 
monômzos: 
onde a1 :S ... :S ak, b1 :S ... :S bz, c1 :S ... :S Cm e d1 :S ... :S dm, k,l, m 2: O. No segundo 
tipo de monômios k + l 2: l. No quarto se k = l =O, o grau do monômio é no mínimo 2. O 
chapéu em todos eles indica que o termo sob o chapéu pode estar ausente. 
(c) Tais monômios são l.i. módulo T2 (I'vh). 
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segue diretamente da primeira identidade do lema 4.11, 
Todo monômio de /T2(Nh) é da forma h1 (y)i;;h2 (y)z12 z;3 ... , pois cada Yi "pula 
para a esquerda" a cada dois zj's. Chegando então num monômio da forma: 
onde é um monômio qualquer com variáveis em Z e é um monômio qualquer . 
:\Ias a expressão acima é igual a 
Repet.indo o processo com todos os y's chega-se a h1 h2 . O ordenamento 
dos índices de h 1 é possível pois os y1's comutam entre E o ordenamento dos índices 
-dos zy's ocorre da maneira enunciada pois se temos uma seqüência z1, h(y)z12 z13 com i 1 > i 3 , 
podemos pelo lema 4.11 trocar as posições de z11 e z13 . 
Para demonstrar que os monómios são linearmente independentes, basta provar que todo 
conjunto de monômios homogêneos são Li .. Façamos as contas em F(M2(IK)). Fixamos 
y 1 = . e z: = B:. onde e B: são as matrizes de ( 4.4). Então 
o que mostra a independência dos monómios do primeiro tipo, já que essa expressão deter-
mina unicamente o monômio. Da mesma forma, 
e também pode-se determinar unicamente o monómio pela expressão acima. Portanto, se um 
polinômio multihomogêneo nesses monómios é nulo em I'<(X) jT2 (j'v12 ), todos os coeficientes 
devem ser O. O procedimento é análogo para os dois tipos de monómios restantes, sendo 
necessário apenas considerar separadamente os casos em que tal monómio está em IK(X)o e 
quando está em IK(X)I. Q.E.D. 
Segue como corolário imediato: 
Corolário 4.13. Se IK é corpo infinito de característica diferente de 2, então as 2-identidades 
satisfeitas por M2(IK) são conseqüências de [y1, Y2J e de z1z2z3 - Z3Z2Z1. 
Isso nos ajudará a calcular as identidades 2-graduadas de M1,~ (E), segundo a graduação 
exposta em (4.2). 
Considerando IK(X) = IK(X)o I'{(X)I, por razões óbvias, se f E IK(X)1 e g E IK(X); 
impomos que fg = ( -1)1j gf. Denotamos a álgebra I'{(X) quocientada pelo ideal gerado por 
essa relação por IK(Y, Z): assim JK(Y Z) = IK[Y] 0:: E(Z), onde IK[Y] é a álgebra polinomial 
comutativa gerada pelo conjunto Y e E(Z) é a notação simplificada de E(IK(Z) ). A álgebra 
IK(Y Z) é a álgebra supercornutativa livre (v. [1]). 
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: i 2: 1, j = L 2} e Z = { zfj) : i 2: L j = L 2} 
como geradores da álgebra supercomutativa livre. Definimos novamente matrizes 
o 
o 
e podemos ton1ar a álgebra Gen(.i\-ILI) C 
subálgebra possui uma 2-graduação natural: 
gerada por essas matrizes. Tal 
e 
Gen(J\Iluh = Ur2e12 + !2Ie21 : fr2, hr E K(Y, Z)r}. 
Sabemos de que {Ai + B, : i 2: 1} geram uma álgebra que é isomorfa à álgebra 
relativamente livre de posto enumerável na variedade álgebras determinadas por 1\!lu. 
Isso nos ao seguinte lema, cuja demonstração é análoga à do lema 4.10: 
Lema 4.14. Gen(Mú) ~ F2(M1,J), onde esta última denota a álgebra relativamente livre 
de posto enumerável na variedade determinada por l\111,1. 
Disso segue tamém resultado análogo ao lema 4.11 e à proposição 4.12, cuja demonstração 
também é análoga: 
Proposição 4.15. (a) Os polinômios [Yr, Y2J e z1z2z3 + z3z2 z1 pertencem a T2 (J'vh_1); 
(b) Consideremos a projeção canônica " : K(X) -+ K(X) I J, onde J é o ideal das 
identidades 2-graduadas gerado por [Yr, Y2J e z1z2z3 + z3z2z1 . Realizando a identificação das 
variáveis Yi e Zi com as respectivvas imagens sob ", então os monômios 
-Ya1 · · · YakZq Zd1 Zc2Zd2 · · · ZcmZdrn ~ 
geram I.:{(X) I J, onde ar :S ... :S ak, br :S ... :S bz, Cr < ... < Cm e dr < ... < dm, 
k, l, m 2: O. No segundo tipo de monômios k + l 2: 1. No quarto se k = l = O, o grau 
do monômio é no mínimo 2. O chapéu em todos eles indica novamente que o termo sob o 
chapéu pode estar ausente. 





Seja de característica diferente 2. Então as identidades 
(E) seguem de lYLY2) e de Z1Z2Z3 + Z3Z2Z1. 
um lema importante é: 
Lema Os polinômios [y1 , e z1 z2z3 + z3 z2 z1 são identidades 2-graduadas de E@ 
(segundo a 2-graduação dada por Além disso se = p > 2, [yP z] também o é. 
.u•"u'v''"craJ,ac;; Ambas as afirmações são demonstradas 
é necessário apenas usar a fórmula do binômio. Q.E.D. 
Isso nos dá que T2 ) C @E). 
cáiculo direto. 
Teorema se char(I{) = p > 2. E portanto 
Demonstração: Basta verificar que I E) - o n r p ; c 'd 1 . nao vermca LY , ZJ. ons1 eremos: 
Fazendo as contas~ temos: 
r p 1 _ (1 o) 
,y 'zJ- O 2P g ') (o 9\ (1 o) ( o 0 j - 9 0) 0 2P = g(2P-
pelo teorema de Fermat, já que segundo o mesmo 2P = 2 modulo p. 
A segunda afirmação é conseqüência da proposição 4.8. Q.E.D. 
4.3 T(J\!Iu) Ç T(E ®E), se char(JK) = p > 2. 
segunda 
Com o trabalho realizado na seção anterior resta-nos encontrar uma identidade satisfeita por 
E 0 E e que não é satisfeita por l'vf1,1 (E) quando char(JK) > 2. Primeiramete busquemos um 
outro modelo para Gen(Aiú). 
Devido à identidade z1z2z3 + z3z2z1, se f E JK(X) é um monômio que não é identidade 
de J'vfu. então cada Zi aparece no máximo duas vezes no monômio. 
A fim de compararmos T2(1\llu) com T2(E@ E) seguem mais alguns lemas cujas demon-
strações são razoavelmente simples e podem ser encontradas em [7] e das quais daremos 
apenas um esbo;o. 
S . (O) b' O) . , • . (1) b(l \ . . . · p d eJam ai , i vanave1s que comutam e ai , i · vanave1s que ant1comutam. o emos 
construir JK(a)j), bij)) livremente gerada por tais variáveis. Consideremos matrizes do tipo: 
( 
(O) -'- b(O) 
C.- ai I i 
'- o 
e tomemos uma álgebra L gerada por 1 e por tais matrizes, supondo que os Ci são elementos 
pares e que os Di sejam elementos ímpares de temos asssim uma 2-graduação em L. 
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L~ ) como álgebra 2-graduada. 
Demonstração: Considerar p : Gen(Mu) --+ L dado por 
Q.E.D. 
4 o H b(O) (1 Lema 4.20. " s matrzzes i = : 0 
(a) é central.· 
, o 
(b) H1Hj = HjH:,· 
HiD: = 
D[ Dj = DjD?; 
D2D2 = D2D2 t J ] I . 
A demonstração consiste apenas de contas. 
tais como definidas acima satisfazem: 
Considerando B2(1i:fu) = B2(X)/(T2 (Ivfu)), este é canonicamente isomorfo a B 2 (L), 
temos então: 
Proposição 4.21. Se f E B2(L) é multihomogêneo, então f é combinação linear de ele-
mentos da forma 
em que i 1 < ... < ik, j 1 < ... < J: e {j1, ... ,j1} n {n1 , ... , nm} = 0 e g é multilinear. 
Demonstração: Múltiplos da identidade são elementos centrais e portanto não apare-
cerão na expansão de f. Como os H: anticomutam com os Di• e comutam entre si, podemos 
"jogá-los"todos para o início da expressão com o ordenamento de índices requerido, já que 
o polinômio é multihomogêneo. Os Di podem aparecer com grau no máximo 2, por satis-
fazerem Dj,DJzDh = -Dj,DJzDj,· Os Dj que possuem grau 2 podem aparecer tal como 
em (4.6) devido também a DhDhDh = -D23 Dy,D)! e aos itens (d) e (e) do lema 4.20. O 
que restará "à direita" é um polinômio multihomogêneo nas entradas Dy's de grau 1, logo 
multilinear. Q.E.D. 
Já vimos também que [y1, yzJ, z1z2z3 + z3z2z1 e [yP, z] são identidades 2-graduadas de 
E 0 E. Encontraremos uma base de identidades 2-graduadas para E 0 E, com a graduação 
já exibida em (4.3). 
As variáveis com super-índice O representarão aquelas que comutam e as com super-
índice 1 as que aticomutam. Consideramos a álgebra livremente gerada JK(Y, Z), em que 
Y = . (O) b(O) (O) d(O)} z = { (1) b(l) (!) d(l)} t az : z ' Cz ' z e az ' z ' cz ' -t • 
Tomemos F C IK(Y, Z) 0lK(Z, Y) subálgebra gerada pelos elementos da forma: 
Y, = a(O) 0 b(O) + a(l) ""'b(r) e Z = c(o) ""d(l) + d1l ""d(O) 
"z t z'<Yz t z'ó'z·z'<Yz· 
Nesse caso F= Fo 8 F1 é 2-graduada naturalmente, considerando os li como pares e os Z: 
como ímpares. Realizando o homomorfismo 'P : lK (X) --+ F induzido por Y: f-t li e Z: f-t zi 
segue diretamente: 
Lema 4.22. F é isomorfa como álgebra 2-graduada a 'K.(X)/T2(E 0 E) na variedade das 
álgebras 2-graduadas determinadas por E 0 E. 
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proposição ) . 
Lema Sejam t.. tL t2 E Er :8: Er; z, zr, z2 E eu, v E E g Valem então 
as seguintes relações: 
Demonstraremos apenas as duas últimas identidades. Podemos con-
siderar tr = or ,t2=o:z 82eu=a b+c:&d+e f+g:&h,como:r,o:z, c, 
f, g E e a. b. e. h E 
= ( -a2aar) :8: ( -3zb3J) + ( -o:zca1 ) ( -.82dfJr)+ 
( -o:2mr) :8: ( -{3If3z) + ( -orga2) 0 ( -8rh82) = tzutr. 
Da mesma forma, supondo z = a® b +c 0 d, com a. d E Eo e b, c E E 1 e t = a® ,8, com 
a .. 3 E E1 , temos: 
zt = aa 0 +co -g =aa®(-3b)+ 3b= 
de onde seguem os resultados desejados. Q.E.D. 
Como T2(1\lh,J) C T2 (E 0 E), a álgebra 2-graduada realtivamente livre F é imagem ho-
momorfa de Gen(Afu) (e portanto de L). Isso nos leva ao próximo lema, cuja demonstração 
é direta. 
Lema 4.24. Bz(F) = B2(X)j(B2(X) n Tz(E ®E)) é imagem homomorfa de B2(L) (e 
portanto de B2 (Gen(Mu)). 
Lema 4.25. Sejam 9i(z1, ... , Zn) polinômios multilineares linearmente independentes módu-
lo T2(M1.1l· Logo os polinômios 
i} ik 72 _2 ( ) Yl ... Yk "'n+l ... ""'n+rgi zl, ... J Zn 
são linearmente independentes mod T2 (J'vf1,1). 
Fixemos para os j inteiros entre 1 e k, admitindo como convenção que i 0 = O e H0 = O, 
a seguinte notação: 
e para os t inteiros entre 1 e r: 
Isso nos fornece um fator não-nulo, então basta usar a independência linear dos g1. Q.E.D. 
Direcionando-nos para os resultados finais desta seção faremos uso de uma definição que 
em seu momento mostrará o seu valor: 
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E e consideremos A U B = In uma mesmo, 
z. e. Uizemos que um par é uma inversão colorida com respeito à partição 
(A,B) se 1 :S o< ,3 :S n e > is e se o e 3 estão ambos em A ou em B. Seja qA,B o 
número de inversões coloridas deu= (i1 , ... , in) com respeito a uma partição (A. B) de In· 
Definimos o sinal colorido de u com respeito a tal partição como sendo ( -1 )ª'4.s. 
Quando não houver risco de ambigüidade quanto à partição tomada e quamo à per-
mutação 0', denotaremos qA,B por q simplesmente. nós as partições B) e (B. 
serão equivalentes (por razões óbvias), logo admite 2n-l partições. 
Sejao=(i 1 , ... , E Sn, então ocorre uma das 
" o sinal colorido de o em relação a todas as partições de In é 1: 
., o sinal colorido de o em relação a todas as partições de In é -l; 
.. o sinal colorido de o é 1 em relação a metade das partições e 1 em relação à outra 
metade. 
Para realizar a demonstração precisaremos seguinte resultado: 
Lema 4.28. Se B) é uma partição fixa de In e o E Sn· Denotemos temporariamente 
I ' S - d l t- f 1\qa ( 1)q(i,i+Z)o-p0r \i, j) E · n a transposiçao que troca e ugar i com j, en ao \- i = - - , . 
Demonstração: Se o = (ir, ... , in), consideremos qualquer seqüência Íj, iJ+r, Íj+2· 
Pelo menos dois desses números pertencem a um mesmo conjunto da partição, suponhamos 
sem perda de generalidade que pertençam a A. Os casos em que exatamente dois deles 
pertencem a A ocorre uma troca de posições relativas entre dois elementos de A e portanto 
o sinal muda. No caso em que os três pertencem a A. ocorrem 3 mudanças de posições 
relativas dos elementos de A: a de ij em relação a Íj+J: a de Íj+2 em relação a ij+l e a de Íj 
em relação a Íj+2 , como 3 é ímpar o sinal muda. Q.E.D. 
Pelo lema 4.28 podemos supor que o= (i1, ... , in) é tal que seus índices satisfazem ir< 
i3 < ... < in-2{(n+l)í2-[(n+r)í2Jl e que também satisfazem i2 < i4 < ... < Ín-2(n/2-[n/2J/. 
pois caso isso não ocorra, realiza-se um número de transposições tais como no lema 4.28 até 
que isso ocorra. 
Para n = 1, 2, 3 a proposição 4.27 é facilmente verificável. Suponhamos n > 3 e que o 
resultado é verdadeiro para todo m < n. Existem então dois casos a analisar: 
CASO 1: in = n. Consideremos a permutação Õ' = (i1, ... , in_ 1) dos elementos do 
conjunto In\ {in}· Pela hipótese indutiva, o resultado é válido para Õ' Uma partição (A, B) 
de In\ {n}, pode induzir duas partições em In: (A U { n}, B) ou (A, B U { n} ). Como n é o 
maior elemento de in e nesse caso aparece na última posição de o, não altera o sinal colorido 
de Õ', apenas dobrando o número de partições com o sinal 1 e dobrando também o número 
de partições com o sinal -1. 
2 l x J denota a função maior inteiro menor ou igual a x. 
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CASO 2: = n, Tornemos a= permutação dos elementos do conjunto 
In\ {n}, Logo o resultado desejado vale para a, Tomando uma partição (C, D) de In\ {n}, 
novamente esta induz duas possíveis partições de In, No caso de (CU{ n}, D), se Ín E C muda 
o sinal colorido, o que acontece em metade dos casos, na outra metade o sinal é preservado, 
Para (C, DU{ n}) o raciocínio é o mesmo: em metade das partições o sinal muda e para outra 
metade o sinal é preservado, juntando todas as possibilidades vemos dobradas novamente o 
número de partições com cada um dos sinais, Q.E,D. 
Cm corolário que decorre diretamente da demonstração é: 
4.29. O sinal colorido de !7 = (n, n- L,,,, 1) E Sn é 1, 
In, se n = 1 (mod , é -1 paro toda partição de se n = 3 (mod 
cai no terceiro caso da proposição 4,27, 
paro toda partição de 
e quando n é par u 
Por fim temos a seguinte proposição cuja demonstração é feita por indução de maneira 
análoga à demonstração da proposição 4.27 
Proposição 4.30. Seja u = (i1,,,,. in) E Sn e suponhamos que os índices satisfaçam si-
multaneamente 
e 
i2 < i4 < o o o < -,.-"•"! 
Se G (1. 2,,,,, n) então o sinal colorido deu é 1 paro metade das partições de In e é -1 
para a outra metade, 
Corolário 4.31. Os monômios mij = Zi 1 z)l , . , zim z;::,, em que i 1 < , , . < im e j 1 < , , , < ]m 
são Li, mod T2(E 0 E), 
Demonstração: Caso eles fossem Ld, teríamos :[ aijmij = O, com algum coeficiente 
diferente de Q, Obteríamos então uma identidade graduada de T2 (E®E), Podemos supor que 
todos os miJ são monômios em z1,.,,, Zk (possuem grau total k), Suponhamos, sem perda 
de generalidade, que o monômio z1 , , , zk participa com coeficiente não nulo a, Escolhemos 
uma partição (A, B) de h e fazemos zi >--> ei @ 1 se i E A e zi >--> 1 @ ei, caso contrário. 
O elemento 1 0 e; comuta com 1 0 eJ e ei 0 1 anticomuta com ej 0 1. No entanto, 1 0 ei 
comuta com eJ I@ 1. Dessa maneira zi, , . , zik = ( -1 )qA,s ( z1 , , . zk), Mas para toda partição 
(A, B) de h devemos obter uma identidade de T2(E0E), portanto a soma dessas expressões 
sobre todas as partições deve ser uma identidade ainda. Pela proposição 4,30 nessa soma 
desaparecem todos os termos em Zi 1 ,., zik tais que (i1,,,., ik) =J (1, 2,,,,, n), enquanto que, 
qualquer que seja a partição em questão z1 , .. zk mantém o sinal L Nessa soma temos então 
2ka(z1,., Zk) =O=? 2ka =O. Q.E.D. 
Corolário 4.32. Seja f(yl,,,, Ym· z1,,,,, Zn) E Bz(J\!Iu) 9! B 2(L) uma identidade polino-
mial 2-graduada (y., traduz-se Ei e z, traduz-se D;). f é então equivalente mod T2(E I@ E) 
a 
5,5 
em que os indices is de crescente~, os 
{j1 ,,,, ,j1} possuem interseção vazza e gj é multilinear, Se char(:K) =p> 2, impomos 
o 1 < p, para todo i, 
Além disso, se os 9J são U, mod T2 (E 0 E), então os polinômios acima também o são, 
A demonstração repete a do lema juntamente com o fato de que se g E 
então gP =O, Q.E.D. 
Como resultado de tantas proposições e lemas temos: 
Te<)re:ma 4.33. T2 é gerado por 
b / ' v , tam em por lY· ~ zJ. 
É sabido que polinômios são identidades graduadas de E K 
Como os dois primeiros são identidades graduadas de kfu, sendo assim possível trabalhar 
em Gen(1\1u), Então basta trabalhar com polinômios com variáveis pares em comutadores. 
O corolário anterior encerra a demonstração, Q.E.D. 
Uma vez calculada a base de identidades 2-graduadas satisfeitas por E®E, encontraremos 
uma álgebra T2-equivalente a E ® isto é, uma álgebra que admita uma 2-graduação, e 
que nessa graduação satisfaça as mesmas identidades que 
Seja C a subálgebra que não possui apenas o L uma álgebra 
unitária, Definimos a álgebra A= l'vfu (g) + onde TI é a matriz identidade de ordem 2. 
Como ivf1,1 ( E 1) n I'\:li = {O}, a soma acíma é direta, 
Lema 4.34. é T2- equivalente a E ® E. 
Demonstração: A é subálgebra de 111u (E) e portanto todas as identidades graduadas 
satisfeitas por 1Vfu (E) são identidades graduadas de A. Além disso, E' satisfaz xP = O, pois 
seja x = L oiei, . , . eik, Se o número de parcelas é menor que p o resultado é óbvio. Quando 
o número de parcelas é maior, o resultado segue indutivamente da seguinte forma: seu é um 
elemento da base de E' e v E E' é tal que vP = O, temos duas opções: o comprimento de u é 
par e nesse caso: 
+u2vP-2 +,., + uP = vP + uP + p(soma de elementos mistos) =O. 
uma vez que u comuta com os demais elementos. No caso em que u possui comprimento 
ímpar, basta analisar as mesmas contas. 
SeBE A 0 , B tem a forma: 
B = (À +
0
au O ) 
À+ a22 ' 
onde aii E Eb e À E K Como À E K comuta com qualquer elemento de E'. Então vale a 
fórmula do binômio para (À + ai i )P, logo 
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1 A ·, f f D l que comuta co1n 10go _.'-1 satlS az 1y· 1 z;, 
Já mostramos satisfaz todas as identidades graduadas de E. Mostraremos 
que não satisfaz mais nenhuma. Para tanto usamos as mesmas idéias do lema 4.25. 
Consideremos um conjunto de polinômios multilíneares nas variáveis ímpares que são 
Li. módulo T2 (A): {gi(z1 , ... , zn)}. Repetindo o procedimento do lema 4.25, temos que os 
polinômios da forma 
) ••• l 
são l.i. mod T2 , se iJ < p. O resto da demonstração repete a demonstração vános 
resultados que nos levam ao teorema 4.33, juntamente com a demonstração do mesmo. 
Q.E.D. 
É conseqüência direta da proposição 4.8 que T(A) = T(E 0 
Sabido isso demonstramos o resultado que denomina esta seção: 
Teorema 4.35. O polinômio [xlp)', x2j é identidade (ordinária) de A (e portanto de E0E), 
mas não é identidade de lvfu (E). 
matriz candidata é a mesma do teorema 4.18, tomando 
B= 
temos que 
p - (1 o ) - (1 o ) - (1 o ) -B - o 2P' - o 2(p-1)'+2(p-l)+l - o 2(2P-l )P+l - B, 
que não é central. J'\o entanto, se C E A, C= .\IT +C', C' E Afu(E'), mas então CP2 = 
,\P
2li + C'P2 = (.\)P2l que por sua vez é central em !\!fr,1(e), em particular é central em A. 
Q.E.D. 
Nessa seção, a e b serão dois números naturais fixos, n denotará a soma desses dois números. 
Para a álgebra Mn(E) utilizaremos a graduação do exemplo 4.6 e C denotará daqui para a 
frente Zn X z2. Se h é um elemento homogêneo de uma álgebra Zn X Z2-graduada, de grau 
(x,y) E C, definimos o:(h) = x E Zn e 8(h) = y E Z2. Para Mn(K) usaremos a n-graduação, 
que consiste da restrição da C-graduação já citada em l'v!n (E) a Mn (IK). 
Devemos então encontrar um modelo interessante para a álgebra relativamente livre C-
graduada na variedade gerada por Mn(E). Consideremos o conjunto X = Y U Z em que 
Y = {y)dl : dE Zn, i 2: 1} e Z = { zi(d) : dE Zn, i 2: 1 }. 
Consideremos X= {X r, x2, .. . }. Definimos Ak = (a~~)) E Mn(K[X]® E(Z)) como sendo 
a matriz com entradas: 
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0 (k) = { rs 
r r 1\ Yk -,, se = s - r e = O. 
Ir- 11 , , O( \ 
zk· ~~ se a(Xk) = s- r e f-J,XkJ =L 
O caso contrário. 
Seja H a subálgebra C-graduada de 2\lln(K[X] g E(Y)) gerada pelas matrizes 
é relativamente na variedade álgebras C -graduadas, determi-
Demonstração: Basta tomar o: K(X) ~ induzido por xk >--+ 
Segue uma tabela T de identidades C-graduadas satisfeitas por l\!ln(E): 
: Identidade i • ( ' 3(x \' 1 (a Xl). :u! (o(x2), 3(x2)) i (o(x3), J(x3)) 
I 
[x1, x2] í (0,0) (0,0) i ' ' 
I (0,0) I 0 -' i \ ' 1) 
X1X2 + XzXl i (O, 1) I (0, 1) i 
(a, O) (-a, O) (o, O) i I 
\ 
(a,1) (-a.1) (n,1) 
I . I x 1x2x3 -r X3X2X1 
' 
(n,O) (-n,1) (a,l) 
(n,1) (-a,O) (a,l)) 
Observação 4.37. Seja I o ideal C-graduado em K(X) gerado pelas identidades de T. A-
través de contas diretas (e imediatas) constata-se que todas as identidades graduadas de T 
são identidades graduadas de Jvln (E), 
Lema 4.38. SejaM = M(x 1 , ... , Xm) E K(X) um monômio não nulo de comprimento r. 
Suponhamos queM E K(X)(a,e), então: 
o o Afo o o 
o o o Mr o 
o 
JvJ(A1, ... , Am) = ± o o 1Vf_a-l 
M" o o 
o 
o 1\fn-l o o 
d 'f "1 +~ a,+-y ,Bl +'Y j3,+-y l ' d' 1 . , 1 < on e c v., = y11 ... y1, zJ1 .•• "'J.. para a guns m zces ::; z1 ::; , .. ::; z, ::; m, _ 
j 1 ... ::; Js ::; m, e ak, Ôk E Zn, í =O, 1, ... , n- L Sendo a soma dos super-índices em Zn. 
Demonstração: A demonstração pode ser feita por indução sobre o comprimento do 
monômio. Nas contas utiliza-se o argumento que mostra que o exemplo 4.6 define uma 
graduação em Mn(E). Q.E.D. 
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e em 
... , Am) poss·uem numa poszção com·um 
(mod 1). 
Suponhamos que 
a mesma enírada não então 
Demonstração: A demonstração utiliza indução sobre o comprimento de !'vi. Se q = L 
então lvf(x1, ... , = Xk· Se = Af(AL.. , ... ,xm). pois uma entrada 
de determina todo Ak· caso em que q > L suponhamos que a entrada comum não nula 
se encontra na posição Escrevemos então = !\111 x,I'vh para algum t e ) = r e 
S O d d · - • r f' (h+r-1) . . 'J· n = s. e = a entra a ·a pos1çao sera :,;, eh.h+rYt eh+r,k-s" ek-s.k. 
quando = k - s - h - r (aqui representa a entrada da posição h + de 
). operações nos sub e super-índices ocorrem em 
Por outro lado. escrevemos = Ao caicular em função das matrizes ih, a 
contribuição de para a entrada (h, k) será y;h+r-l)eh+r.k-•· A entrada da posição (h, h+ 
de em função dos 'sé JYeh,h+r I 0: portanto o:(N;) = o:(lvh) =r. Assim concluímos 
que se Af é da forma J\tflx,lv12Xt ... i\1t_1x11'v1t, então = N1x,N2xt ... Nt_1x1Nt. Além disso, 
existe CJ E S1, tal que para todo k E / 1 temos 
)= 
:VIostraremos que se o monômio começa com uma certa variáveL digamos x1, então 
= U (mod !), onde U começa com x1 também. Suponhamos que - Temos 
três casos a analisar: 
CASO 1: lvf = xll'vl1x1Mz e o:(x1Jvh) = O. Então N = N3x1N2x1Ns e o(N3) = O = 
o:(N3x1N4). Portanto o(x1N4 ) = O e utilizando as duas primeiras identidades da tabela T, 
segue que N- ±x1N4 N3x1N5 (mod 1). 
CASO 2: 1\11 = lvf1xaXbi\12, N = N3xaN4x1NsxbN6 (assim N1 = N3xaN4) e temos 
ü(Nh) = o:(N3), o:(l\I1xa) = o(N3xaN4x 1Ns) e portanto o:(N4x1N5 ) se anula. No entanto 
o(N3x 0 N4) = o(N1) = O, e portanto o:(N3xa) = -o:(N4 ) o:(xJNs). Usando as duas 
últimas identidades da tabela T temos que N = ±x1N5N4 N3xaxbN6 (mod I). 
CASO 3: Nenhum dos casos acima ocorre. JV.[ = X; 1 ... x;q, e escolhe-se uma variável, 
digamos x1, que aparece em N1 = N3x1N4. Existe r entre 1 e q Ír = 1. Assim o:(N3 ) = 
o:(xi1 ..• x;,_ 1 ). Se r < q, escrevemos N = Nsx;,+~N6 e o:(Ns) = o(xi 1 ••• x;J. Porém o 
comprimento de N1 tem que ser maior que o comprimento de N5 , senão cairíamos ou no caso 
1, ou no caso 2. Logo a variável X i,+: aparece em N1, portanto existe r o tal que os monômios 
N1 e Xi,0 ••• Xt, são homogêneos de mesmo G-grau. 
Se n começa com Xj então 1\I = AI3M4 xjl\!15 , em que os lvl; são monômios satisfazendo 
o:(M3M4 ) =O, M4xjl'v1s = X;,0 ••• Xi,· Segue então que 
o(M4xjMs) = o:(x;,
0 
••. X;,) = o:(NJ) =O E Zn. 
Assim o:(l\113) = -o:(M4) = ü(xjM5 ) e pelas duas identidades da tabela r, segue que 
J;f = xj(l'vls!vl4M3) (mod /). 
Assim mostramos queM= U (mod /) e N =V (mod /), U = xU' e V= xV', usando 
indução sobre o comprimento, segue a proposição para o caso 8(x1) O. Quando ;3(x1) = 1 
a argumentação é análoga. Q.E.D. 
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Seja E tal que =O, 
Demonstração: Tal identidade implica que alguma variável, que chamaremos de x 
aparece no mínimo duas vezes em 1VI, pelo lema 4,38, Assim 1\!I tem a forma Nhx1Vhx1\lh 
(possivelmente o comprimento de 1\:Ji pode ser 0), Além disso, a(J\!11 ) = a(i1111x/\!h) e 3(x) = 
L pois pelo lema 4,38 todas as entradas devem ser nulas, porém isso não é possível se as 
entradas são lineares nas variáveis de Portanto - e usando x 1 x 2x3 + 
x 3 x 2x 1 =O com X1 = xs = x e x 2 = temos que xlvf2x =O e como conseqüência E !, 
O teorema a seguir é a extensão para o caso de característica positíYa de um resultado 
obtido em e nos dá uma base de identidades graduadas para lvin(E), 
4.41, Seja corpo infinito de característica diferente de 2, As identidades C-
graduadas de (E) seguem das identidades graduadas da tabela L 
Demonstração: Olhando para a observação 4,37, basta mostrar que Tc(1vln(E)) Ç I, 
Seja então f E Tc(1Vln(E)), podemos decompor f em f = ad1 +,,, + arfr, onde f, são 
monômios C-homogêneos com todos os a1 O, e sendo r o menor número para o qual é 
possível realizar uma decomposição desse tipo, Se r ?': L então algum f: é diferente de O, 
Tomando f 1 O (mod I), pelo lema 4,40 fl(A 1,,,,, Am) #O, Porém 
e portanto para algum t entre 2 e r, h e f, possuem a mesma entrada não nula numa mesma 
posição, Supomos sem perda de generalidade que t = 2, então h =h (mod I), Logo: 
obtendo uma decomposição com r- 1 ou r- 2 termos, Logo r = O, Q.E.D. 
Agora encontraremos a base de identidades graduadas para l'vla,b(E) ® E, para tanto 
precisamos definir uma C-graduação para lv!a,b ® E, 
Primeiro definimos uma C-graduação para Ma,b: (Ma,b)(a,B) é o subconjunto das matrizes 
cujas entradas não nulas se encontram na (a- 1)-ésima diagonal e pertencem a E13, Note 
que (l''vlu)c1,o) é unitário formado apenas pela matriz nula, 
A C-graduação de iVla.b®E, que será denotado por /vi(a, b) daqui em diante, é dada por: 
Exemplo 4.42. No caso de M(l, 1), temos: 
(M(l, 1))(o,o) = { (~ 





Seguindo os mesmos passos já feitos para Mn(E) construiremos um modelo para a álgebra 
relativamente C-graduada determinada por b), 
Consideremos as matrizes quadradas de ordem n = e Bk = definidas como 
segue, entrada de é y~-l) se = s - r E: Zn e se a entrada j) admite 
elernento pt:tr não nulo de caso contrário = O, A entrada de Bk é definida de 
maneira análoga, trocando-se por , e a entrada deve admitir entrada ímpar 
não nula de Seja se a álgebra supercommativa livremente gerada por = Y u 
Tomamos então elementos ei de Ivin(lK[X] ® E(Y)) ®se da seguinte forma: se S(xk) =O 
então ek = Ak Yk + Bk ® Zk; se S(xk) = 1 então ck = Bk 0 Yk + Ak 0 Zk, Se é a álgebra 
gerada pelos Ck, F possui C-graduação naturaL 
Através da verificação direta das inclusões desejadas, temos que: 
= Tc(F), 
r denotará o ideal gerado pelas identidades da tabela Te pelos monômios de Tc(M (a, b )), 
r Ç Tc(M(a, b)), 
Demonstração: São apenas contas, Com certeza a parte gerada pelos monômios em 
Tc(/vi(a, b)) está em Tc(M( a, b)), bastando verificar se as identidades da tabela T pertencem 
ao T-ideal graduado em questão, o que se dá por simples verificação, Faremos como exemplo 
aqui x1x2+xzx1 quando ( a(x!), ;J(xl)) = (0, 1) e (a(x2), 6(x2)) = (0, l), Ora (M (a, b) )(o,r) = 
(Nla,b)(O,l) ® Eo + (1Y1a,b)o,o 0 E1 = (1\!Ia,b)(o,o) ®E!, Lembramos que (Ma,b)(o,o) é o subconjunto 
das matrizes cujos elementos da diagonal principal estão em E 0 e que possui as demais 
entradas nulas, Como o primeiro fator do produto tensorial comuta e o segundo anticomuta, 
segue a identidade, Q.E.D. 
Corolário 4.45. Tc(Mn(E)) Ç Tc(M(a, b)) e T(Mn(E)) Ç T(M(a, b)). 
Demonstração: Como Jvt(a, b) satisfaz a base de identidades graduadas de Mn(E) 
temos a primeira afirmação, A segunda segue do lema 4,8, Q.E.D. 
Proposição 4.46. Sejam i'vf(xr,,,,, Xm) e N(x1,,,,, Xm) E JK(X) monômios, Suponhamos 
que as matrizes 1\.f(Hr,,,,,Hm) e ±N(H~,,,,,Hm), onde Hj =Ai ou Bj para todo j, 
possuem numa mesma posição a mesma entrada não nula, Então lvf = ±N (mod I'), 
Como a graduação na "componente matricial" é bem parecida com a de Mn(E) a demon-
stração é obtida sem grandes modificações em relação à demonstração da proposição 4,39, 
:;endo as idéias as mesmas empregadas, por isso omitimos a mesma, 
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ident::da,des G -graduadas de 
seguem das identidades da tabela T e dos monômios em Te (lvl (a, b)). 
b) 
Demonstração: Basta mostrar que se f é identidade C-graduada de J'vl(a, b) e mul-
tihomogênea, então a mesma pertence a !'. Consideremos tal f decomposta em soma de 
monômios f adr + ... -'- aTfr (mod r), onde r é o menor possível que realiza tal decom-
posição (em particular todo aj 
Podemos supor r > 1, caso contrário f seria um monômio de Tc(A1 b)). Assim f 1 
não é identidade graduada de M b) devido à minimalidade de r, e portanto existem 
w1 .... ,Wm quefr ... wm)#Oeu·1 =C,,,+ ... + #tuse u)# s)). 
Expressamos -
Definimos J = { t 1,; 1 ::; i ::; m e 1 ::; j ::; C N e definimos g : J -+ I m por 
H \'u·'' 1 = u. Como f: .. Wm) # O obtém-se um termo HJ1 . . . e # O daí que não 
se cancelará, (e E E). 
Uma vez que aifr = -(ad2 + ... +arfe). deve aparecer no segundo membro um termo 
HJc(l) ... HJc(qJ ® e # O para alguma permutação CJ E Sq; e H)l ... Hjq e HJot:: ... HJa(q) 
compartilham uma mesma entrada não nula numa mesma posição. Sem perda de general-
idade podemos supor que esse termo está em h = Xk, ... xk,: assim = k1. Sendo 
.. , Xj9 ) = Xj1 • . • e h2 , ... , ) = , então h1 = ±h2 
devido à proposição 4.46. Mas Ío-(t) = g()a(t) = s1, portanto 
fi(XJ, ... ,xm)=hi(Xj1 , ••• ,xj,), i= L 2. 
E utilizando o mesmo raciocínio do teorema 4.41 chega-se à contradição. Q.E.D. 
No caso em que K é de característica O, obtemos uma das afirmações do TPT. No entanto 
em característica positiva pode ocorrer Tc(J''vln(E)) Ç Tc(Jvt(a, b)). Um exemplo é dado na 
seção seguinte. 
4.5 As identidades de 1viu(E) ®E e JV!2(E) 
Aqui n = 2 e a = b = 1 e G = 22 x 22, char(K) = p > 2. I continuará sendo o 
ideal gerado pelas identidades da tabela r, e I' será o gerado pelas identidades de T e por 
c(x1 , ... , Xp) = XrX2Xr ... XrXpXJ, sempre que a(x1) = 1 para todo i e 8(xr) =O. 
Lema 4.48. Se char(K) p #O então I' Ç Tc(i'vlu(E) ®E). 
Demonstração: Já vimos que I Ç Tc(M(1, 1)). O polinômio c é linear em xi para 
todo i > 1, então para verificar que c é identidade de A1(L 1), basta fazer as seguinte 
substituições: 
~(o a) (o 5) ar = f;;J. P] 0 ® rj e a1 = êt Ó ® cp1, se i :?: 2 
com a 1, Bt. {;, 5:, Et E E 1 e 'Pi E Eo U E1. Fazendo um pouco mais de contas 
62 
Como t 2 = O para todo t E , segue imedi,at;imeni:e que 
caso em que r = p 
:\essa expressão V c = 62 , e u possui expressão análoga, devido aos termos 
que anticomutam a expressão se anula, Quando r > p reduzimos ao caso anterior escolhendo 
subconjuntos de p elementos, Q.E.D. 
é monômw e x E é tal que = 1 e et(x) = então 
= 1, então 
Demonstração: Quando = l podemos usar a última identidade da tabela r. 
Obtemos então que xfx = -xfx = O (mod J'). T\;o caso em que et(x) = O, podemos 
considerar que o grau de f não é O, Se /3(!) = O usamos a primeira identidade de r e a 
afirmação segue, Se B(f) = 1 usamos a segunda identidade de r e a primeira asserção está 
demonstrada. 
mostrar a segunda afirmação notamos que se a:(fl) ou a:(h) 
afirmação segue da primeira asserção do lema, Se a:(!J) = o:(h) I 
et(x) e o resultado segue da afirmação anterior novamente. Q.E.D. 
igual a a 
, então cx(J1xf2) = 
Proposição 4.50. Seja f(x 1, ... , Xm) E K(X) monómio que é identidade C-graduada de 
M(l, 1), então f E F. 
Demonstração: Se f não pertence a I' devemos encontrar a/s em M(L 1) tal que 
f(a 1 , ... , am) =O. Façamos indução sobre o comprimento de f. No caso em que o compri-
mento é 1 a afirmação é válida (pois não existe monômio de comprimento 1 que é identidade 
de M(l, 1) ou que esteja em I'). Se o comprimento l de f é maior que 1, podemos escrever 
f = hx1, para algum monômio h e para alguma variável x1. Sem perda de generalidade 
suponhamos que i = 1, então f hx1. Se h E I', a proposição é verdadeira pela hipótese 
indutiva. Se h não está em I', existem b;'s em M(l,l) tal que h(b1 , ... , bm) I O. Escolhemos 
os bi de maneira que os geradores e~o e2, e3 e e4 da álgebra de Grassmann não apareçam em 
nenhum deles. Se x1 aparece d vezes em f, escrevemos f= flxd2x 1 ... xdax1 , logicamente 
os f1 não contêm a variável x1 . Temos quatro casos a analisar: 
CASO 1: (o:(xl),p(xJ))=(O,O). T\Iessecasoh(b)=!J(b)bd2 (b) ... bJ!d(b)IO. Comob1 
comuta com os demais, temos que f1 ... fd(b) I O. Tbmando br = IT@ 1, temos que f(b) I O. 
CASO 2: (o:(x1 ), f3(x1)) = (1,1). Se tomamos 
pelo lema 4.49 b1 pode aparecer no máximo duas vezes em f. Se aparece exatamente uma 
vez, temos que f(b) = h(b)b1 I O. Se b1 aparece duas vezes, o lema 4.49 nos diz que o:(h =O, 
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então CASO 1) = I' 
O lema 4.49 nos dá novamente que x 1 aparece no máximo duas vezes em f, Se aparece 
exatamente uma vez, então f(b\1', b2 , .. ,. =J O, Quando x1 aparece duas vezes, então 
= 1, e O. Podemos escrever h como sendo 
então 
f(b) = 
,. !b ]2! L· 
j 
'21 12! '1' 1b)b1 ' "'-f (b1b' 'f (b)1 01 I -f \ 1 I l,)l 2\ 1 1 
O:j\ 
o) 
, e pelo lema 4.49. temos 
h(b) - eoe3 O ) . O- 1 @ e4 1' O. e2e3 -
CASO 4: (o:(x1), 6'(xJ)) = (1, 0). Tomando a= (e1e12 + e2e21)@ e3, temos que f(a + 
b1, b2 , ... , bm) é igual à sua componente homogênea de grau 1 em a: 
d 
I:; !J(b)bl ... j;(b)afi+l(b)b1 ... !J(b)bJ. 
i=l 
Supomos primeiro que o:(f;) = 1 se i :2: 2. Então se d :2: p, aplicamos c e f E I'. Portanto 
d < p, aplicando então x 1xzx3- x3x2x 1 temos 
f(a +O]; b2, ... , bm) = d!J(b)bd2(b) ... bdd(b)a =J O. 
Se o:(f;) =O para algum i :2: 2, denotemos porta quantidade de elementos j E Id \ {1} tais 
que o:(J1x 1 .. . xdd) = O, e seja r o maior elemento de Id com essa propriedade. Fixamos 
u = !J (b )b1 ... bdd(b )a e fixamos v = h (b)b1 ... bdr-l (b )afr(b)b1 ... bdd(b )b1 . Usando a 
terceira identidade de T, temos que f(a + b1o b2 , ... , bm) = (d- t)u + tv. Além disso, se 
d - t :2: p ou t :2: p aplicamos c e f E I'. Levando em conta as igualdades 
(~ ~) (6 ~) (~2 e~)= (o:~e2 6'~eJ' 
(e0z d) (6 ~) (~ ~) = (e1gp e2~o:)' 
vê-se que e1 e e2 aparecem em linhas distintas de em u e em v: portanto ambos são Li. e 
f(a+bJ,bz, .. ,bm)=O. Q.E.D. 
Como resultado imediato dessa proposição e do teorema 4.47, temos 
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5L mawr que 2, 
seguem daquelas da tabela r e de Conseqüentemente Tc(Af2 (E)) Ç 
1" ' ) ) . 
Demonstração: Basta mostrar que existe uma identidade gerada por c que não pertence 
ao ideal gerado pelas identidades de L De fato, tomando a matriz = e12 + e21 , como p é 
temos que A. , = A fc O. 
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