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Abstract
Subject of this work is the development and application of some concepts of time series
analysis to technical systems. Our interest in technical systems arises from the idea
to study applications of nonlinear time series analysis to fully realistic problems of
\intermediate complexity\, i.e. to systems which have a limited number of (eective)
degrees of freedom and limited nonstationarity. Two problems are treated here: The
induction motor failure detection using stator current monitoring and the automatic
quality control of sliding sunroofs by classifying structure-born sound signals.
The rst part of this work is theoretical and contains some background materi-
al for the more applied second part. We give an overview over linear and quadratic
time-frequency representations, which turn out to be a suitable starting point for both
treated problems. From the viewpoint of signal analysis we focus on the properties
of windowed Fourier- and wavelet transforms, especially the time-frequency resolu-
tion characteristics. Subsequently the relation between the continuous and discrete
version of these transforms are thoroughly discussed, for which Shannon's sampling
theorem provides the connection. For the classication of feature vectors calculated
from experimental time series we nally introduce estimators for the Bayes error, i.e.
the smallest error which can be achieved in a classication statistics.
We present a new method for on-line induction motor failure detection, where the
concept of geometrical signal separation in feature space is introduced: A set of ob-
servations from a single phase of the stator current is transformed into feature vectors
in a feature space. After establishing a metric in the feature space close neighbours
of the present vector are searched for in a data basis representing the allowed states
of the motor. In their absence the present state is a novelty, which is considered as a
failure if it persists for a certain time. Varying environmental conditions turn out to
be the main problem during fault sensing. The geometric method oers a solution for
that by combining the information of two feature spaces. This correction allows for
our data the statistically signicant separation of unknown environmental conditions
and motor failures.
We next introduce a feature vector for automatic acoustic quality control. For this
purpose the sliding noise of electric sunroofs was recorded. We do not explicitely search
for the features of the time series which distinguish good from defective products, but
take advantage of the fact that the information being relevant for failure detection
can be resolved by the human ear, i.e. by experts. We approximate the time-frequency
resolution of the ear by a wavelet transform and dene a generalized class of wavelet
transforms, which can be averaged in the time domain without loosing the time-
resolved information. By this averaging process statistical uctuations and noise are
reduced suciently to reveal the features of the signals for the aimed classication. We
rst study the properties of the feature vectors using artical signals. The subsequent
application to the sliding sunroof data conrms (qualitatively) these results.
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Kapitel 1
Einleitung und Problemstellung
Obwohl das Interesse an nichtlinearen dynamischen Systemen nicht neu ist und sei-
nen Ursprung in den (nichtintegrablen) Mehrk

operproblemen der Himmelsmechanik
im 19. Jahrhundert ndet, hat die nichtlineare Dynamik in den letzten 30 Jahren
eine immense Enwicklung erfahren, die mit dem Begri des deterministischen Chaos
verbunden ist. Zun

achst kamen die Hauptimpulse hierzu aus der Mathematik, z.B.
Smale, [39], jedoch zeigte sich bald, da auch das irregul

are Verhalten von vielen phy-
sikalischen Systeme durch eine niedrigdimensionale chaotische Dynamik beschrieben
werden kann. Obwohl sich die Zeitreihe einer Variablen solcher Systeme zun

achst nicht
von einer stochastischen Zeitreihe (etwa eines autoregressiven Modells) unterscheidet,
hat doch die zugrundeliegende Dynamik die verborgene Struktur eines deterministi-
schen Systems mit nur wenigen Freiheitsgraden.
Die Verbindung zwischen mathematischen Modellen und der
"
realen Welt\, also
physikalischen Systemen, bilden Experimente und Beobachtungen, d.h. experimen-
telle Zeitreihen. An dieser Stelle beginnt die Zeitreihenanalyse. Ihre Aufgabe ist,
allgemein formuliert, Methoden zur qualitativen und quantitativen Charakterisie-
rung gemessener Zeitreihen zu entwickeln, um einerseits die Identikation und das
Verst

andnis der zugrundeliegenden physikalischen Systeme zu erm

oglichen, wie auch
andererseits um weitergehende Fragestellungen zu beantworten, wie z.B. allgemein
die Vorhersage und Klassikation von Zeitreihen.
Ausgangspunkt der Entwicklung der nichtlinearen Zeitreihenanalyse [22] ist das
Einbettungstheorem von Takens [34], welches es erlaubt, aus einer skalaren Zeitrei-
he, die von einer Variablen eines dynamischen System gemessen wird, durch Bildung
von Zeitversatz-Vektoren eine Trajektorie zu rekonstruieren, welche dieomorph zum
urspr

unglichen, diskret abgetasteten Flu des dynamischen Systems ist. Die hierauf
basierenden Phasenraummethoden erm

oglichen die Zeitreihenanalyse aus dem Blick-
winkel des deterministischen Chaos. Hier entsteht die Aufgabe, die m

ogliche determi-
nistische Struktur eines Systems anhand von gemessenen Zeitreihen zu erkennen und
zu charakterisieren sowie eine solche (verborgene) Dynamik, die nur von wenigen (ef-
fektiven) Freiheitsgraden abh

angt, f

ur weitere Fragestellungen der Zeitreihenanalyse
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auszunutzen. Nachdem f

ur die Entwicklung der Methoden der nichtlinearen Zeitrei-
henanalyse zun

achst einfache numerische Modelle intensiv studiert wurden, wendet
sich das Interesse heute immer mehr praktischen Anwendungsm

oglichkeiten zu.
Motivation und Ausgangangspunkt dieser Arbeit ist die Idee, neuere Entwick-
lungen im Bereich der nichtlinearen Zeitreihenanalyse auf praxisorientierte Probleme
anzuwenden. Wesentlicher Teil der Aufgabenstellung ist, da die Fragestellungen von
auen aus einem praxisbezogenen Umfeld an uns herangetragen werden, um die Ver-
suchung zu umgehen, nur f

ur bereits vorhandene theoretische L

osungsmodelle nach
einem passenden Problem zu suchen, dem es dann h

aug an Praxisrelevanz mangelt.
Ein wichtiges Auswahlkriterium an
"
reale\ Probleme mu nat

urlich die realisti-
sche Einsch

atzung sein, mit dem derzeitigen Wissensstand einen L

osungbeitrag brin-
gen zu k

onnen. Dies leitet uns, den Blick auf Systeme von
"
mittlerer Komplexit

at\
zu lenken, d.h. auf Systeme, die in ihren Eigenschaften komplizierter als numerische
"
Spielmodelle\ sind, jedoch nur eine begrenzte Anzahl von Freiheitsgraden und eine
begrenzte Nichtstationarit

at aufweisen. Systeme sehr hoher Komplexit

at, wie einer-
seits physiologische Systeme (im Extremfall das Gehirn) und andererseits Volkswirt-
schaften (z.B. Aktien-, Options- und Devisenm

arkte) sind in ihren Zusammenh

angen
bis heute nicht (ausreichend) verstanden. Zeitreihen solcher Systeme zeigen h

aug ein
nichtstation

ares, stochastisches Verhalten, das nur sehr schwer einen Zugang erlaubt,
insbesondere da diese Systeme in vielen F

allen nichtautonom sind, d.h. von

aueren
unvorhersehbaren Ereignissen (z.B. politischen Entscheidungen) wesentlich beeinut
werden. Obwohl in diesen Bereichen bereits viel Forschungsarbeit geleistet wurde und
eine groe Zahl interessanter und relevanter Fragestellungen bestehen, scheint eine
L

osung vieler praxisbezogener Probleme, wie z.B. die zuverl

assige Vorhersage der
Kursentwicklung an Aktienm

arkten (auch ohne drastische

auere Ein

usse) oder die
Vorhersage epilleptischer Anf

alle aus EEG- Ableitungen, (noch) nicht in Reichweite.
Solche Systeme eignen sich daher f

ur die von uns betrachtete Fragestellung kaum.
Als geeignete Systeme von
"
mittlerer Komplexit

at\ erweisen sich hingegen eine
Vielzahl technischer Systeme. Die Problemstellungen sind hierbei h

aug die Auto-
matisierung von Kontroll- oder

Uberwachungsvorg

angen f

ur Maschinen und Ferti-
gungsprozesse verschiedenster Art. Als wichtige Problemkreise treten zum einen die
Pr

azisionssteuerung von Anlagen (z.B. Roboter) und zum anderen die Fr

uherken-
nung von Defekten auf, da ein unerwarteter verschlei- oder fehlerbedingter Ausfall
einzelner Anlagenteile leicht ganze Fertigungsstraen zum Erliegen bringt. Bei der
Vielzahl m

oglicher Fehlerquellen und der relativen Zuverl

assigkeit der einzelnen Sys-
temkomponenten mu jedoch der

Uberwachungsaufwand f

ur jede einzelne Maschine
gering gehalten werden. Hier entsteht die Idee, die aufwendige Diagnostik technischer
Anlagen mittels einer Reihe spezischer Meinstrumente hin zu einer

Uberwachung
durch einfache Sensoren und einer daf

ur komplexen Signalverarbeitung zu verlagern,
die aber auf den heutigen Rechnern relativ billig durchgef

uhrt werden kann.
Als einem weiteren Problemfeld kommt der Automatisierung von Qualit

atskon-
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trollen eine immer gr

oere Bedeutung zu. Die Forderung der Kunden nach g

unstigen
und zuverl

assigen Produkten erfordert einerseits die sichere Einhaltung von Qualit

ats-
standards wie auch aus Kostengr

unden einen m

oglichst kleinen Produktionsausschu.
Hieraus entsteht der Wunsch nach der Automatisierung von G

utepr

ufungen nicht nur
zur Kostenersparnis, sondern wesentlich auch, um Qualit

atstandards objektivieren zu
k

onnen, da menschliche Bewertungen h

aug nicht reproduzierbar sind und gr

oeren
Schwankungen unterliegen k

onnen. Dieses Problem wird auch bei der Verikation
unserer Ergebnisse in Kap. 4 auftreten.
Beide Fragestellungen k

onnen auf ein Grundproblem der Zeitreihenanalyse, die
Klassikation von Signalen zur

uckgef

uhrt werden. Da diese Probleme aus dem Bereich
der Ingenieurwissenschaften nicht neu sind, ist

uber die Darstellung und Klassika-
tion technischer Signale schon viel Forschungsarbeit geleistet worden. So erwie sich
die Entwicklung der linearen und quadratischen Zeit-Frequenz Darstellungen [18] seit
Beginn der 60er Jahren als fruchtbar f

ur viele Probleme der Signalerkennung und
-klassikation. Die sp

ater einsetzende Entwicklung der nichtlinearen Zeitreihenanaly-
se verlief zun

achst weitgehend unabh

angig; erst in den letzten Jahren hat sich hier
ein reger Austausch entwickelt.
Heute existieren eine Reihe von Kooperationsprojekten zwischen dem Fachge-
biet nichtlineare Dynamik und Zeitreihenanalyse der Physik und einerseits den In-
genieurwissenschaften, insbesondere den Bereichen Maschinenbau und Elektrotech-
nik, wie auch andererseits verschiedenen Industriepartnern
1
. Durch Kontakte zu den
Unternehmen Siemens Corporate Research, Princeton, USA und Carl Schenck AG,
Darmstadt ergaben sich f

ur uns zwei konkrete Projekte, die Fehlerfr

uherkennung bei
Induktionsmotoren durch Analyse das Statorstroms sowie die automatische Qualit

ats-
kontrolle von elektrischen Schiebed

achern durch Klassikation von K

orperschallsigna-
len. Beide Probleme, die Gegenstand der Kapitel 3 und 4 dieser Arbeit sind, stehen
zun

achst getrennt nebeneinander.
Wie kann die Aufgabenstellung aus einem Blickwinkel der Physik hierbei ausse-
hen? Ein technisches System mit wenigen eektiven Freiheitsgraden l

at sich als ein
niedrigdimensionales dynamisches System betrachten, das an

auere stochastische
Ein

usse (schwach) gekoppelt ist. Im Fall zu vieler aktiver Freiheitsgrade ist aller-
dings die Beschreibung durch ein stochastisches Modell meist besser geeignet, da sich
dann in den gemessenen Zeitreihen im allgemeinen kein deterministischer Anteil mehr
nden l

at. Die Idee dieses Ansatzes ist, die

Anderung der beobachteten Dynamik
mit der Variation weniger Parameter zu identizieren um somit die Instationarit

at
der gemessenen Zeitreihen durch entweder die kontrollierte

Anderung eines Steuerpa-
rameters oder durch zuf

allige Parameterdrifts, welche durch Umweltein

usse bedingt
sind, zu beschreiben. Die Parameter des Modells m

ussen sich hierbei aus den Zeitrei-
hen sch

atzen lassen. Diese Vorgehehensweise ist prinzipiell physikalisch, auch wenn
das betrachtete System, wie hier, ein technisches ist.
1
Diese Arbeit entstand teilweise im Rahmen eines vom BMBF gef

orderten Kooperationsprojekts.
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Etwas allgemeiner betrachtet k

onnen wir unsere Aufgabe darin sehen, zur L

osung
technischer Problemstellungen alternative Vorgehensweisen zu jenen in ingenieurwis-
senschaftlichen Arbeiten zu untersuchen, welche in unserem Fall durch die nichtlineare
Zeitreihenanalyse motiviert sind. Allerdings sollen die bekannten Forschungsergebnis-
se Bezugspunkte (benchmarks) f

ur unsere Arbeit bilden, an denen wir uns orientieren
wollen. Somit bieten sich die Alternativen eines eher problemorientierten und eines
mehr wissenschaftlich orientierten Ansatzes. Im ersten Fall steht die Absicht im Vor-
dergrund, mit einem neuen Zugang auch eine bessere L

osung des Problems zu nden,
als sie bereits ver

oentlichte Arbeiten bieten. Dies stellt nat

urlich eine Einschr

ankung
an die Auswahl der Methoden dar, da auch die Weiterentwicklung von Verfahren, die
auf ein gegebenes Problem zwar anwendbar sind, aber keine optimale L

osung erm

ogli-
chen, von wissenschaftlichem Interesse sein kann. So l

at sich zur Fehlerfr

uherkennung
bei Induktionsmotoren auch die intrinsisch nichtlineare Methode der Kreuzfehlervor-
hersagen anwenden, welche vom wissenschaftlichen Standpunkt interessant ist, jedoch
im Sinn der praktischen Fragestellung zu keinem optimalen Ergebnis f

uhrt [43].
Wir haben uns hier f

ur die mehr problemorientierte Sichtweise entschieden, was
im Hinblick auf die Motivation der Arbeit auch konsequent ist. Unsere L

osungsans

atze
weichen von denen in ingenieurwissenschaftlichen Arbeiten ab und bilden eine opti-
male Kombination aus linearen Verfahren und geometrischen Methoden im Merk-
malsraum, die den Konzepten der nichtlinearen Analyse entlehnt sind. Sie k

onnen
daher als ein alternativer, physikalisch motivierter Zugang angesehen werden.
Unser Vorgehen gliedert sich prinzipiell in zwei Teilschritte: Der erste und zu-
meist schwierigere ist die Extraktion von geeigneten Merkmalen aus den Zeitreihen,
welche die Kriterien m

oglichst gut repr

asentieren sollen, nach denen die Klassikation
erfolgt. Hierzu werden die Zeitreihen oder Teilst

ucke davon in Merkmalsvektoren v in
einem Merkmalsraum V transformiert. Die Komponenten von v k

onnen beliebige sta-
tistische Sch

atzgr

oen sein, die im Hinblick auf die Aufgabenstellung sinnvoll gew

ahlt
sind. Daf

ur gibt es keine allgemeing

ultigen Kriterien. Im zweiten Schritt werden die
Merkmalsvektoren klassiziert. Hierzu wird ein Klassikationsalgorithmus konstruiert
und mit Beispieldaten trainiert, der die Wahrscheinlichkeit f

ur Fehlklassiktionen von
Merkmalsvektoren, d.h. den Bayeschen Fehler der Klassikationsstatistik, minimiert.
Die daf

ur ben

otigten Konzepte werden in Kap. 2 einf

uhrt.
Die Schwerpunkte der beiden Projekte sind unterschiedlich. Aufgrund der Quasi-
periodizit

at des Statorstroms von Induktionsmotoren sowie theoretischer

Uberlegun-
gen ist es sinnvoll, gefensterte Fourierspektren des Statorstroms als Ausgangspunkt
zur Konstruktion von Merkmalsvektoren zu verwenden. Der Schwerpunkt unserer
Arbeit liegt in der Entwicklung einer neuen Methode zur Auswahl geeigneter Spek-
tralkomponenten, die sensitiv auf Fehler reagieren, sowie der Unterscheidung von un-
bekannten Umweltein

ussen und Defekten, welches sich als das eigentliche Problem
herausstellen wird.
Im Unterschied dazu sind geeignete Merkmale f

ur die Klassikation von Schall-
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signalen in akustischen G

utepr

ufungen nicht bereits aus der Struktur der Zeitreihen
erkennbar. Wir lassen uns hier von der Eigenschaft leiten, da die f

ur die Fehlererken-
nung relevanten Informationen der Schallsignale vommenschlichen Ohrs, d.h. von Ex-
perten aufgel

ost werden k

onnen. Wir versuchen daher die Zeit-Frequenz Au

osungs-
charakteristik des Geh

or nachzuahmen. Dies ist f

ur Frequenzen & 500Hz in guter
N

aherung durch eine Wavelettransformation m

oglich.
Damit zeigt sich, da f

ur beide Probleme Zeit-Frequenz Darstellungen einen ge-
eigneten Ausgangspunkt bilden; im ersten Fall die gefensterten Fouriertransforma-
tionen, welche eine konstante Au

osungscharakteristik in der Zeit-Frequenz Ebene
haben, sowie im zweiten Fall die Wavelettransformationen mit der Eigenschaft ei-
ner hyperbolischen Zeit-Frequenz Au

osung. Die Zusammenh

ange werden in Kap. 2
ausf

uhrlich behandelt.
An dieser Stelle wollen wir zwei prinzipielle Vorgehensweisen in der Zeitreihen-
analyse unterscheiden: Modellbasierte und modellfreie Ans

atze. Im ersten Fall wird
versucht, ein mikroskopisches oder in den meisten F

allen ph

anomenologisches Modell
zu entwickeln, welches das untersuchte System hinreichend gut beschreibt und dessen
Parameter sich durch Antten von gemessenen Zeitreihen sch

atzen lassen. Sind die
Modellannahmen gut, so ist es m

oglich, einen wesentlichen Teil der Informationen zu
rekonstruieren, die durch das Messen einer skalaren Zeitreihe aus einem dynamischen
System herausprojeziert werden. Ist das Modell zudem physikalisch motiviert, so l

at
sich ein weitergehenderes Verst

andnis des Systems gewinnen, als es nur die Informa-
tionen erlauben, welche die Zeitreihen enthalten. Die meisten Arbeiten zur Fehler-
erkennung bei Induktionsmotoren durch Analyse des Statorstroms basieren z.B. auf
dem Modell einer idealen Induktionsmaschine.
Jedoch steht und f

allt diese Vorgehensweise mit der Realit

atsn

ahe des verwende-
ten Modells. Sind die gemachten Idealisierungen, wie z.B. die Vernachl

assigung von
Umweltein

ussen und Produktionstoleranzen, keine guten N

aherungen, so wird der
Ansatz zu keiner praxisgerechten L

osung f

uhren. In diesem Fall ist es sinnvoller, mo-
dellfrei zu arbeiten. Hierf

ur stehen nur die Informationen zur Verf

ugung, welche die
gemessenen Zeitreihen enthalten. Wir werden f

ur die beiden in dieser Arbeit unter-
suchten Probleme im wesentlichen modellfreie Methoden vorstellen. Im Fall der In-
duktionsmotoren zeigt es sich, da Umweltbedingungen und Produktionstoleranzen
erheblichen Einu auf den Statorstromhaben und sich nicht realit

atsnah modellieren
lassen. Bei der Konstruktion von Merkmalsvektoren zur akustischen Qualit

atskontrol-
le f

uhren einfache Modellannahmen f

ur die Schallsignale (autoregressive Modelle) zu
keinem guten Ergebnis und eine genauere Kenntnis der Schallquellen existiert nicht.
Ein weiterer wichtiger Punkt in dieser Hinsicht sind Stationarit

atsannahmen von
gemessenen Zeitreihen. Hiermit ist die (Modell-) Annahme verbunden, da der deter-
ministische Anteil der Zeitreihe periodisch ist und sich der stochastische Signalanteil
durch einen station

aren stochastischen Proze, d.h. meist ein autoregressives Modell
(AR- Modell) beschreiben l

at. Jedoch sind gerade reale Systeme aufgrund

auerer
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Ein

usse h

aug nichtstation

ar. Wir verzichten daher auf solche Annahmen, sofern wir
keine konkreten Hinweise darauf haben. Um das Spektrum eines Signals aus einem
Zeitreihenabschnitt zu sch

atzen, gehen wir nicht von der Stationarit

at der Zeitreihe
aus, um damit z.B. das Spektrum eines an diese Zeitreihe angetteten AR- Modells
zu verwenden, sondern approximieren eine kontinuierliche gefensterte Fouriertrans-
formation des Signals durch eine entsprechende diskrete Transformation. Bei einem
Fenster mit kompaktem Tr

ager mu hierzu nur ein endlicher Signalausschnitt bekannt
sein. Diese Konzepte werden in Kap. 2 diskutiert.
Die Arbeit gliedert sich wie folgt: In Kap. 2 f

uhren wir die theoretischen Grund-
lagen und Konzepte ein, die den Ausgangspunkt f

ur den angewandten Teil der Arbeit
bilden. Dar

uber hinaus wird der konzeptionelle und mathematische Rahmen des Ge-
bietes der Signalanalyse vorgestellt, in das sich die speziellen, hier untersuchten Fra-
gestellungen einordnen lassen. Wir beginnen dazu mit einem

Uberblick

uber die recht
allgemeinen linearen und quadratischen Zeit-Frequenz Darstellungen, die sich als ge-
eigneter Ausgangspunkt f

ur unsere Arbeit erweisen. Dabei werden im Hinblick auf die
Signalanalyse die Eigenschaften von gefensterten Fourier- und Wavelettransformatio-
nen, insbesondere die Zeit-Frequenz Au

osungscharakteristik dieser Abbildungen von
Interesse sein. Im Anschlu diskutieren wir die genauen Zusammenh

ange zwischen
kontinuierlichen und diskreten gefensterten Fourier- und Wavelettransformationen.
Unser Ziel ist es, f

ur kontinuierliche Zeit-Frequenz Darstellungen dieses Typs mit
einer hohen Informationsau

osung m

oglichst gute diskrete Approximationen zu n-
den. Die Methoden der statistischen Merkmalsklassikation, die wir zur Klassiktion
der aus experimentellen Zeitreihen berechneten Merkmalsvektoren ben

otigen, werden
schlielich im letzten Abschnitt eingef

uhrt.
In Kap. 3 stellen wir einen neuen L

osungsansatz f

ur das Problem der Fehlerfr

uher-
kennung bei Induktionsmotoren durch Analyse des Statorstromes vor, wozu die Me-
thode der geometrischen Signaltrennung im Merkmalsraum eingef

uhrt wird. In Kap. 4
wird das Konzept eines Merkmalsvektors ausWavelet- Restklassen zur automatischen
Klassikation von Schallsignalen vorgestellt, das wir auf die Qualit

atsendkontrolle von
elektrischen Schiebed

achern anwenden. Der erste Abschnitt dieser Kapitel gibt jeweils
eine Einf

uhrung in die technischen Problemstellungen.
Kapitel 2
Darstellung und Klassikation
von Signalen
In diesem Kapitel wollen wir einen

Uberblick

uber einige Methoden zur Darstellung
und Klassikation von kontinuierlichen Signalen und Zeitreihen geben, auf die wir in
den folgenden Kapiteln zur

uckgreifen werden. Dar

uber hinaus wird der konzeptionelle
und mathematische Rahmen des Gebietes der Signalanalyse vorgestellt, in das sich der
angewandte Teil unserer Arbeit einordnen l

at und von wo er seinen Ausgang nimmt.
Der erste Teil der Arbeit enth

alt eine Darstellung dieser theoretischen Grundlagen
und Konzepte.
Wir beginnen hierzu mit einem

Uberblick

uber die recht allgemeinen linearen und
quadratischen Zeit-Frequenz Darstellungen, um von dort aus die von uns gew

ahlten
Ans

atze zu motivieren. Dabei werden im Hinblick auf die Signalanalyse insbesondere
die Eigenschaften von gefensterten Fourier- und Wavelettransformationen von Inter-
esse sein, da sich diese Zeit-Frequenz Darstellungen als geeignete Ausgangspunkte f

ur
die in Kap. 3 und 4 untersuchten technischen Problemstellungen erweisen.
Im Anschlu diskutieren wir die genauen Zusammenh

ange der kontinuierlichen
und diskreten Version von gefensterten Fourier- und Wavelettransformationen, da
die mathematischen Konzepte der Signaldarstellung vorwiegend in der Sprache der
Funktionalanalysis formuliert sind, wir bei allen Anwendungen jedoch nur endliche,
diskret abgetastete Zeitreihen zur Verf

ugung haben. Den Verkn

upfungspunkt bildet
hierf

ur das Shannonsche Samplingtheorem, das wir zu Beginn des zweiten Abschnitts
diskutieren.
Die Klassikation experimenteller Daten anhand von extrahierten Merkmalen er-
fordert insbesondere wegen des h

aug recht begrenzten Datenumfangs leistungsf

ahige
statistische Methoden. Die hierf

ur ben

otigten Konzepte der statistischen Merkmals-
klassikation werden schlielich im letzten Abschnitt eingef

uhrt. Mathematisch for-
muliert, wird der Bayesche Fehler einer Klassikationsstatistik, d.h. der minimale
gesamte Klassikationsfehler, der erzielt werden kann, gesch

atzt.
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2.1 Zeit-Frequenz Darstellungen
Als Zeit-Frequenz Darstellung (ZFD) eines skalaren Signals x(t) bezeichnet man die
Transformation von x(t) in eine skalare Funktion 
x
(t; f), die von den Variablen Zeit
und Frequenz abh

angt. Die Grundidee hierbei ist, eine Art
"
zeitabh

angiges Spektrum\
zu denieren, um gleichzeitig Informationen des Signals im Zeit- und im Frequenz-
raum (im Rahmen der Zeit-Frequenz Unsch

arfe) au

osen zu k

onnen. Anschaulich
motiviert ist dieses Konzept durch musikalische Noten, welche eine zeitliche Abfolge
von Frequenzen oder genauer, von Wellenpaketen mit Grundschwingungen denierter
Frequenz, beschreiben.
Man unterscheidet zwischen Zeit-Frequenz Darstellungen, welche Linearformen,
quadratische Formen oder allgemein nichtlineare Funktionale des Signals x(t) sind;
die quadratischen ZFDs haben hierunter die gr

ote Bedeutung. Ein

Ubersichtsartikel

uber Zeit-Frequenz Darstellungen ist z.B. [18]. Wir wollen hier n

aher auf zwei wichti-
ge ZFDs eingehen, die gefensterten (oder Kurzzeit-) Fouriertransformationen und die
Wavelettransformationen. Ihre Betragsquadrate, das Spektrogramm bzw. das Skalo-
gramm, sind Spezialf

alle von zwei wichtigen Klassen quadratischer ZFDs, der Cohen
Klasse sowie der anen Klasse, die wir in Abschnitt 2.1.1 einf

uhren, um den ma-
thematischen Rahmen der allgemeinen quadratischen Zeit-Frequenz Darstellungen
herzustellen.
Die wohl wichtigste Transformation in der Signalverarbeitung (und von groer
Bedeutung allgemein in Physik) ist die Fouriertransformation, da sie durch Abbil-
dung eines Signals vom Zeit- in den Frequenzraum das Konzept der Schwingung auf
nat

urliche Weise repr

asentiert. Sei x(t) 2 L
2
(R); dann existiert die Fouriertransfor-
mierte
bx(f) =
Z
t
x(t)e
 i2ft
dt =


x(t) ; e
i2ft

;
und es gilt bx(f) 2 L
2
(R), siehe [2].


 ; 

bezeichnet hierbei das gew

ohnliche Skalar-
produkt im L
2
{Raum. Damit existiert auch die inverse Transformation
x(t) =
Z
f
bx(f)e
i2ft
df ; (2.1)
welche als Entwicklung von x(t) in der kontinuierlichen (

uberabz

ahlbaren) Orthonor-
malbasis fe
i2ft
; f 2 Rg aufgefat werden kann. Betrachtet man die formale Ent-
wicklung von x(t) in der (uneigentlichen) Orthonormalbasis von Deltadistributionen
x(t) =
Z

x()(   t)d ; (2.2)
so geht (2.1) aus (2.2) durch Transformation der Zeitbasis f(   t);  2 Rg in die
harmonische Basis fe
i2ft
; f 2 Rg hervor. Bemerkenswert hierbei ist, da die Ent-
wicklungskoezienten der Vektoren (   t) bez

uglich der Basis fe
i2ft
; f 2 Rg,


(   t) ; e
i2ft

= e
 i2f
;
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alle den Betrag 1 haben, d.h. jeder Vektor der Zeitbasis entsteht durch Superposi-
tion von allen Vektoren der harmonischen Basis mit gleicher Gewichtung [14]. Diese
Eigenschaft bestimmt die Fouriertransformation eindeutig und begr

undet ihr wohl-
bekanntes Verhalten, im Zeitraum gut lokalisierte Darstellungen von Funktionen auf
entsprechend schlecht lokalisierte Darstellungen im Frequenzraum abzubilden und
umgekehrt. Die quantitative Formulierung dieser Eigenschaft ist die Zeit-Frequenz
Unsch

arfe, auf die wir in Abschnitt 2.1.3 zur

uckkommen.
Wir wollen allgemein das Transformationspaar (x(t), bx(f)) als zwei Darstellungen
einer Funktion betrachten, welche viele m

ogliche Zeit-Frequenz Darstellungen besitzt.
In der Sprache der Quantenmechanik w

urde man von der Projektion eines Vektors
x 2 H in den Zeit- oder Frequenzraum sprechen.
Aus der Orthonormalit

at der Basen in (2.1) und (2.2) folgt, da die Fouriertrans-
formation unit

ar ist, d.h. das Skalarprodukt wird erhalten:


x(t) ; y(t)

=


bx(f) ; by(f)

: (2.3)
Gleichung (2.3) wird auch als Parsevalsches Theorem bezeichnet.
2.1.1 Quadratische ZFDs: Die Cohen Klasse und die ane Klasse
Die Zeit-Frequenz Darstellung 
x
(t; f) eines Signals x(t) ist eine Abbildung des Si-
gnals vom Zeitraum in die Zeit-Frequenz Ebene. Die geforderten Eigenschaften dieser
Abbildung sind vom spezischen Signal und den Informationen, die daraus extrahiert
werden sollen, abh

angig. F

ur eine gute Interpretierbarkeit von ZFDs ist allgemein die
Forderung nat

urlich, da sie reell sind. Weiterhin ist es sinnvoll, die Eigenschaft der
Translationsinvarianz im Zeitraum zu fordern, d.h.
~x(t) = x(t  t
0
) () 
~x
(t; f) = 
x
(t  t
0
; f) ; (2.4)
da somit die Zeit-Frequenz Darstellung eines periodischen Signals ebenfalls periodisch
ist. Entsprechend kann auch die Eigenschaft der Translationsinvarianz im Frequenz-
raum gefordert werden, d.h.
~x(t) = x(t)e
i2f
0
t
()
b
~x(f) = bx(f   f
0
) () 
~x
(t; f) = 
x
(t; f   f
0
) : (2.5)
Erf

ullt eine ZFD die Eigenschaften (2.4) und (2.5), so wird damit ihre Au

osungs-
charakteristik in der Zeit-Frequenz Ebene festgelegt; wir gehen in Abschnitt 2.1.3
hierauf genauer ein. Eine weitere interessante Eigenschaft in dieser Hinsicht ist die
Skalierungsinvarianz, d.h.
~x(t) =
p
ja
0
j x(a
0
t) () 
~x
(t; f) = 
x
 
a
0
t;
f
a
0

: (2.6)
Der Faktor
p
ja
0
j dient hierbei der Erhaltung der L
2
{Norm des skalierten Signals.
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Eine reelle, quadratische Zeit-Frequenz Darstellung, welche die Eigenschaften
(2.4){(2.6) erf

ullt, ist die Wigner (oder Wigner-Ville) Verteilung
1
W
x
(t; f) =
Z

x
 
t +

2

x
 
t 

2

e
 i2f
d ; (2.7)
wobei  die komplexe Konjugation bezeichnet. Die Wigner-Ville Verteilung besitzt
eine Vielzahl interessanter Eigenschaften [18], die bis heute zu vielf

altigen Anwendun-
gen dieser Transformation in der Quantenmechanik, Optik, Signalverarbeitung und
anderen Bereichen von Physik und Ingenieurwissenschaften gef

uhrt haben [11, 28, 29].
Interessant in unserem Zusammenhang ist, da die Darstellung (2.7) eine hohe
Informationsau

osung des Signals x(t) in der Zeit-Frequenz Ebene erm

oglicht, welche
nur durch die Zeit-Frequenz Unsch

arfe begrenzt wird. Der Preis daf

ur ist das Auf-
treten von Interferenztermen: Seien x und y zwei Signale, die an den Stellen (t
1
; f
1
),
bzw. (t
2
; f
2
) in der Zeit-Frequenz Ebene lokalisiert sind. Aus (2.7) folgt unmittelbar:
W
(x+y)
(t; f) = W
x
(t; f)+W
y
(t; f)+W
x;y
(t; f)+W
y;x
(t; f), wobei der Interferenzterm
W
x;y
(t; f) = W
y;x
(t; f) durch
W
x;y
(t; f) =
Z

x
 
t+

2

y
 
t  

2

e
 i2f
d ;
deniert ist. Die Funktion W
x;y
(t; f) oszilliert in der Zeit-Frequenz Ebene, wobei der
Frequenzvektor der Grundschwingung durch (
1;2
; 
1;2
) = (f
1
  f
2
; t
1
  t
2
) gegeben
ist. Die zweidimensionale Fouriertransformation von W
x;y
(t; f),
c
W
x;y
(; ), ist in der
- Ebene um so weiter vom Ursprung entfernt lokalisiert, je gr

oer k(
1;2
; 
1;2
)k
2
ist. Hierauf beruht die Idee, die Interferenzterme der Wigner-Ville Verteilung durch
Tiefpaltern im - Raum oder entsprechend durch Falten im t-f Raum zu d

ampfen.
Die Faltung von (2.7)mit einer Kernfunktion (t; f) ist im allgemeinen nicht mehr
skalierungsinvariant. Es l

at sich jedoch zeigen, da alle quadratischen Zeit-Frequenz
Darstellungen, welche die Bedingungen (2.4) und (2.5) erf

ullen, durch Faltung von
(2.7) mit einer Kernfunktion erzeugt werden k

onnen [14, 17]:
C
x
(t; f) =
Z

Z

W
x
(; )(   t;    f)dd : (2.8)
Die in der Zeit-Frequenz Ebene translationsinvarianten ZFDs (2.8) bilden die Cohen
Klasse
2
. Entsprechend kann gezeigt werden, da sich die Menge aller quadratischen
ZFDs, die den Gleichungen (2.4) und (2.6) gen

ugen, aus der Wigner-Ville Verteilung
durch ane Faltung mit einer Kernfunktion (t; f) erzeugen l

at [33]:


x
(t; f) =
Z

Z

W
x
(; )

f
f
0
(   t);
f
0
f


dd : (2.9)
1
Wigner fand diese Verteilung 1932 im Zusammenhang mit der Quantenmechanik [45], w

ahrend
sie Ville 1948 zum ersten Mal in der Signalanalyse anwendete [44], oensichtlich ohne die Arbeit
Wigners zu kennen.
2
Die Klasse translationsinvarianter ZFDs wurde zuerst von Cohen 1966 im Rahmen quantenme-
chanischer

Uberlegungen gefunden [3].
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Die Menge (2.9) wird entsprechend als ane Klasse bezeichnet. In der Literatur wird
die Abbildung 

x
auch h

aug als Funktion des Skalierungsparameters a = f
0
=f de-
niert. Da die Konstante f
0
> 0 willk

urlich ist, scheint a die nat

urliche unabh

angige
Variable von skalierungsinvarianten Abbildungen zu sein. Jedoch ist hier die Interpre-
tation von 

x
als einer Abbildung in die Zeit-Frequenz Ebene erw

unscht und somit
ihre explizite Abh

angigkeit von f sinnvoll.
Interessanterweise besteht die Schnittmenge von aner und Cohen Klasse nicht
nur aus der Wigner-Ville Verteilung selber, sondern aus allen Abbildungen, die durch
Faltung von (2.7) mit Kernfunktionen der Form (t; f) = (tf) erzeugt werden [19].
Das wichtigste Beispiel dieser sogenannten shift-scale class bilden Signaldarstellungen
mit der Wahl (t; f)  e
 (t
2
f
2
=)
. Diese Kernfunktion wird h

aug als Choi-Williams
Kern bezeichnet.
2.1.2 Gefensterte Fourier- und Wavelettransformationen
Im Vergleich zu den quadratischen ist die Menge der linearen Zeit-Frequenz Darstel-
lungen, welche der Bedingung (2.4) sowie (2.5) oder (2.6) gen

ugen, klein; sie besteht
genau aus den Klassen der gefensterten Fouriertransformationen FT
g
x
und der Wave-
lettransformationen WT
h
x
. Diese sind deniert durch:
FT
g
x
(t; f) =
Z

x()g(   t)e
 i2f
d =


x() ; g(   t)e
i2f

; (2.10)
WT
h
x
(t; f) =
Z

x()
s




f
f
0




h

f
f
0
(   t)

d
=


x() ;
s




f
f
0




h

f
f
0
(   t)


: (2.11)
Die Wavelettransformation wird auch h

aug als Funktion des Skalierungsparameters
a = f
0
=f deniert; wir wollen sie hier jedoch als Abbildung in die Zeit-Frequenz
Ebene betrachten.
Die gefensterte Fouriertransformation erf

ullt die Eigenschaft (2.5), die Transla-
tionsinvarianz im Zeitraum ist dagegen nur mit der Einschr

ankung einer zus

atzlich
auftretenden Phase gegeben, vgl. (2.4):
~x(t) = x(t  t
0
) () F
g
~x
(t; f) = F
g
x
(t   t
0
; f)e
 i2ft
0
:
Da die gefensterte Fouriertransformation eines reellen Signals nicht reell ist
3
und die
Phasen meist keine auswertbaren Informationen enthalten (sie sind von den Anfangs-
bedingungen abh

angig), betrachtet man das Spektrogramm SP
g
x
(t; f) = jFT
g
x
(t; f)j
2
oder eine monotone Funktion hiervon. Das Spektrogramm l

at sich in der Form
SP
g
x
(t; f) =
Z

Z

W
x
(; )W
g
(   t;    f)dd (2.12)
3
auer vielleicht f

ur isolierte Werte von t
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schreiben und ist somit ein Element der Cohen Klasse, vgl. (2.8).W
g
(; ) bezeichnet
hierbei die Wigner-Ville Verteilung der Fensterfunktion g().
Die Wavelettransformation erf

ullt die Invarianzbedingungen (2.4) und (2.6). Auch
wenn das Wavelet h() reell gew

ahlt wird, geht man in in der Signalanalyse gerne zum
einfacher zu interpretierenden Skalogramm SK
h
x
(t; f) = jWT
h
x
(t; f)j
2

uber, welches
analog zum Spektrogramm die Darstellung
SK
h
x
(t; f) =
Z

Z

W
x
(; )W
h

f
f
0
(   t);
f
0
f


dd (2.13)
besitzt und damit ein Element der anen Klasse ist, vgl. (2.9). W
h
(; ) bezeichnet
analog die Wigner-Ville Verteilung des Wavelets h().
Das Spektrogramm und das Skalogramm sind die wichtigsten Vertreter der Co-
hen bzw. der anen Klasse. Anhand dieser Beispiele l

at sich ein charakteristischer
Unterschied zwischen der Cohen Klasse und der wichtigsten Teilmenge der anen
Klasse zeigen: Die Zeit-Frequenz Au

osungscharakteristik der ZFDs dieser Mengen;
wir gehen hierauf im n

achsten Abschnitt ein.
Aus (2.12) und (2.13) folgt, da Spektrogramme und Skalogramme relativ stark
gegl

attete Wigner-Ville Verteilungen sind, da die Kerne W
g
(; ) und W
h
(; ) auf-
grund der Zeit-Frequenz Unsch

arfe eine Mindestausdehnung in der Zeit-Frequenz
Ebene besitzen m

ussen, welche eine Obergrenze f

ur ihre m

ogliche Lokalisierung bildet.
Es existieren Kernfunktionen, die abh

angig von einem Parameter einen kontinuierli-
chen

Ubergang von (2.7) nach (2.12) bzw. von (2.7) zu (2.13) erm

oglichen [33].
Wir wollen hier noch erw

ahnen, da die Gleichungen (2.12) und (2.13), welche
Spektrogramme und Skalogramme in den Rahmen allgemeiner quadratischer Zeit-
Frequenz Darstellungen stellen, relativ einfach hergeleitet werden k

onnen unter Ver-
wendung der Eigenschaften (2.4){(2.6) der Wigner-Ville Verteilung sowie den Unita-
rit

atsrelationen (2.3) und


W
x
;W
y

= j


x ; y

j
2
.
Betrachten wir nun die Eigenschaften von gefensterten Fourier- und Wavelettrans-
formationen genauer. Die Denition (2.10) kann als ein Ausdruck der Entwicklungs-
koezienten von x() bez

uglich der kontinuierlichen Basis
g
t;f
() = g(   t)e
i2f
; t; f 2 R (2.14)
betrachtet werden, wobei g
t;f
() durch eine Translation im Zeit- und anschlieend
im Frequenzraum aus einer zugrundeliegenden Fensterfunktion g
0;0
()  g() hervor-
geht
4
, siehe hierzu Abb. 2.1. Wir k

onnen hierbei annehmen, da g
0;0
() und bg
0;0
()
im Zeit- bzw. Frequenzraum am Ursprung lokalisiert sind. Die Darstellung von x()
bez

uglich der Basis (2.14) ergibt sich dann aus der Invertierung von (2.10):
x() =
1
kgk
2
2
Z
t
Z
f
FT
g
x
(t; f)g(   t)e
i2f
dtdf ; (2.15)
4
Translationen im Zeit- und Frequenzraum kommutieren nicht, das Resultat unterscheidet sich
um die Phase e
 i2ft
.
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Abbildung 2.1: Die schematische Darstellung der Erzeugung der Basisfunktionen von
FT
g
x
(t; f) und WT
h
x
(t; f): (a) g
t;f
geht durch eine Translation im Zeit- und anschlieend
im Frequenzraum aus g
0;0
hervor. (b) h
t;f
wird durch eine Translation im Zeitraum und
anschlieende Skalierung aus h
0;f
0
erzeugt.
wobei Gl. (2.15) zumindest im Sinn der L
2
-Norm gilt. Ebenso l

at sich die Deni-
tion (2.11) als ein Ausdruck der Entwicklungskoezienten von x() bez

uglich der
kontinuierlichen Basis
h
t;f
() =
s




f
f
0




h

f
f
0
(   t)

; t; f 2 R (2.16)
auassen, wobei h
t;f
() durch Translation im Zeitraum und anschlieende Skalierung
mit dem Faktor f=f
0
aus einem Mutterwavelet h
0;f
0
()  h() erzeugt wird, siehe
Abb. 2.1. Die Entwicklung von x() nach den Basisfunktionen (2.16) wird dann durch
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die Invertierung von (2.11):
x() =
1
C
h
Z
t
Z
f
WT
h
x
(t; f)
s




f
f
0




h

f
f
0
(   t)

dtdf (2.17)
mit der Normierungskonstanten C
h
=
R
f
jf
0
=f j j
b
h(f
0
=f)j
2
df = f
0
R
a
1=jaj j
b
h(a)j
2
da
gegeben. Gleichung (2.17) ist hierbei ebenfalls im Sinn der L
2
-Norm zu verstehen.
Notwendige und in allen praktischen F

allen (d.h. f

ur
"
hinreichend gut lokalisierte\
Wavelets, siehe Abschnitt 2.1.3) auch hinreichende Bedingung f

ur die Existenz von
C
h
und damit die Invertierbarkeit der Wavelettransformation ist
b
h(0) = 0, siehe [4].
Eine formal analoge Darstellung von gefensterten Fourier- und Wavelettransfor-
mationen erhalten wir unter der (sinnvollen) Annahme, da Wavelets Wellenpakete
sind, durch die Schreibweise
h
0;f
0
() =
~
h()e
i2f
0

;
wobei
~
h() und
b
~
h() im Ursprung von Zeit- bzw. Frequenzraum lokalisiert sein sollen.
(
~
h() ist somit kein Wavelet.) Damit ist
h
t;f
() =
s




f
f
0




~
h

f
f
0
(   t)

e
i2f( t)
: (2.18)
Unter Verwendung von (2.3) lassen sich die Denitionen (2.10) und (2.11) auch als
Ausdr

ucke der Entwicklungskoezienten von bx() bez

uglich der kontinuierlichen Ba-
sisfunktionen im Frequenzraum fbg
t;f
()g bzw. f
b
h
t;f
()g schreiben:
FT
g
x
(t; f) =


bx() ;bg
t;f
()

=


bx() ;bg(   f)e
 i2( f)t

; (2.19)
WT
h
x
(t; f) =


bx() ;
b
h
t;f
()

=


bx() ;
s




f
0
f




b
~
h

f
0
f
(   f)

e
 i2t

: (2.20)
Betrachten wir nun FT
g
x
und WT
h
x
als Funktionen von f , so haben (2.19) und
(2.20) die Form eines Faltungsintegrals von bx() mit den Basisfunktionen bg
t;f
() bzw.
b
h
t;f
(). Als Funktionen von t dagegen gesehen, sind die Gleichungen (2.19) und (2.20)
Bandpatransformationen, da bg
t;f
() und
b
h
t;f
() im Frequenzraum an der Stelle f
lokalisiert sind und somit, spaltet man die Phase e
 i2t
f

ur die inverse Fouriertrans-
formation ab, bg(   f) und
p
jf
0
=f j
b
~
h(f
0
=f(   f)) Bandpalter darstellen.
Da Falten und Filtern

aquivalente Prozesse sind, die durch einander ausgedr

uckt
werden k

onnen, haben die Darstellungen (2.10) und (2.11) von FT
g
x
bzw. WT
h
x
nat

urlich analoge Interpretationen, die aber vielleicht nicht so oensichtlich sind.
In diesem Sinn k

onnen (2.10) und (2.11) als Faltungen des Signals x(t) mit den
Basisfunktionen (2.14) bzw. (2.18) wie auch als Bandpatransformationen mit den
Bandpaltern g(   t), bzw.
p
jf=f
0
j
~
h(f=f
0
(   t)) aufgefat werden, wobei wir im
ersten Fall FT
g
x
undWT
h
x
als Funktionen von t, im zweiten abh

angig von f betrachten
wollen.
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Abbildung 2.2: Die schematische Darstellung der Zeit-Frequenz Au

osungscharakteristik
von FT
g
x
(t; f) und WT
h
x
(t; f): Lokalisierung der Basisfunktionen g
t;f
(a) und h
t;f
(b) in
der Zeit-Frequenz Ebene.
2.1.3 Die Zeit-Frequenz Au

osungscharakteristik
Kommen wir nun zu der Au

osungscharakteristik von gefensterten Fourier- und Wa-
velettransformationen. Die Bandbreite einer L
2
-Funktion x() kann im Zeit- bzw.
Frequenzraum deniert werden durch
t
2
=
R

jx()j
2

2
d
R

jx()j
2
d
sowie f
2
=
R

jbx()j
2

2
d
R

jbx()j
2
d
: (2.21)
Wir nennen eine Funktion
"
hinreichend gut lokalisiert\ in der Zeit-Frequenz Ebene,
wenn sie t
2
<1 und f
2
<1 erf

ullt. Wir k

onnen annehmen, da diese Eigenschaft
f

ur alle Basisfunktionen g
t;f
und h
t;f
gegeben ist. Da FT
g
x
(t; f) und WT
h
x
(t; f) Band-
patransformationen des Signals x(t) darstellen, wird die Zeit-Frequenz Au

osung
von x(t) durch die Lokalisierung von g
t;f
bzw. h
t;f
in der Zeit-Frequenz Ebene be-
stimmt. Da es sich hierbei immer um ein Abw

agen zwischen Au

osen und Ausgl

atten
der Strukturen des Signals im Zeit- und Frequenzraum handelt, folgt aus der Zeit-
Frequenz Unsch

arfe
tf 
1
4
; (2.22)
wobei die Gleichheitsbedingung genau f

ur Gauverteilungen erf

ullt ist, siehe [2]. In
der Quantenmechanik wird (2.22) als Heisenbergsche Unsch

arferelation bezeichnet.
Wir wollen die Zeit-Frequenz Unsch

arfe der Basisfunktionen g
t;f
und h
t;f
als ein
(zumindest qualitatives) Ma daf

ur verwenden, wie gut sie in der der Zeit-Frequenz
Ebene lokalisiert sind. Dies ist damit ein Ma f

ur die Informationsau

osung der kor-
respondierenden Zeit-Frequenz Darstellung.
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(b) konstante relative Bandweite
(a) konstante Bandweite
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Abbildung 2.3: Der Frequenzraum wird von Wavelettransformationen logarithmisch

uber-
deckt, d.h. in Oktaven eingeteilt (b), w

ahrend gefensterte Fouriertransformationen ihn
gleichf

ormig

uberdecken (a). Siehe hierzu auch Abb. 4.2
Die Bandbreite der Basisfunktionen g
t;f
h

angt nicht von den Translationsfaktoren
t und f ab, d.h. es ist t = const und f = const. Dies folgt sofort durch Einsetzen
von g
t;f
() und bg
t;f
() in (2.21). Dadurch ist die Au

osung eines Signals

uberall in der
Zeit-Frequenz Ebene gleich; man spricht bei gefensterten Fouriertransformationen von
einer konstantenAu

osungscharakteristik. Anders im Fall der Wavelettransformation:
Da hier die Basisfunktionen h
t;f
durch Skalierung aus einem Mutterwavelet h
0;f
0
hervorgehen, ist ihre Bandbreite f proportional zur Grundfrequenz f , an der
b
h
t;f
()
im Frequenzraum lokalisiert ist. Man erh

alt aus (2.21)
f
f
= const (2.23)
und damit auch t  1=f . Die Au

osungscharakteristik von Wavelettransformatio-
nen wird aus diesem Grund hyperbolisch genannt. In der Literatur wird WT
h
x
(t; f)
auch als Zeit-Frequenz Darstellung mit
"
konstanter relativer Bandweite\ bezeichnet
[32]. In Abb. 2.2 ist die Au

osungscharakteristik von FT
g
x
(t; f) und WT
h
x
(t; f) sowie
in Abb. 2.3 die Anordnung der Bandpalter im Frequenzraum illustriert. Wave-
lettransformationen teilen den Frequenzraum nat

urlich in Oktaven ein.
Das besondere Interesse an ZFDs mit hyperbolischer Zeit-Frequenz Au

osung be-
ruht auf der Au

osungscharakteristik des menschlichen Geh

ors, die f

ur Frequenzen
& 500Hz in guter N

aherung die Form (2.23) hat [4, 32]. In der Schnecke im Innenohr
ndet eine Dispersion der vom Mittelohr

ubertragenen Schalldrucksignale statt mit
der Charakteristik, da die Frequenzau

osung der Schallsignale in etwa logarithmisch
erfolgt, also zu einer nach Oktaven gegliederten Wahrnehmung von Tonh

ohen f

uhrt.
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Dies kann darauf zur

uckgef

uhrt werden, da wichtige Ger

ausche in unserer Umwelt,
wie vor allem die Sprache, sich aus niederfrequenten und l

anger andauernden sowie
hochfrequenten und zeitlich k

urzeren Komponenten zusammensetzen. Die musika-
lischen Noten z.B. spiegeln die logarithmische Frequenzau

osung des menschlichen
Geh

ors wieder. Die Wahrnehmung station

arer Signale, d.h. die Empndung der zeit-
lichen

Anderung eines Schallsignals, ndet auf der Zeitskala t & 200 ms statt und
beruht im wesentlichen auf

Anderungen von Tonh

ohe und Lautst

arke [16].
Unsere Aufgabe in Kap. 4 ist die automatische Klassikation von Schallsignalen,
die durch menschliche Experten (prinzipiell) getrennt werden k

onnen. Der Ausgangs-
punkt f

ur die Entwicklung eines hierauf angepaten Merkmalsvektors ist aus diesem
Grund eine (diskrete) Wavelettransformation.Wird dagegen die Analyse von Signalen
betrachtet, die f

ur das menschliche Geh

or keine oder kaum Informationen enthalten,
wie z.B. der Statorstrom von Induktionsmotoren in Kap. 3, so sind vermutlich an-
dere Ans

atze erfolgversprechender. Aufgrund der Quasiperiodizit

at der Motorsignale
bietet sich hier eine gefensterte Fouriertransformation als Ansatzpunkt an.
Zum Schlu dieses Abschnitts m

ochten wir den Weg wieder zur

uck zu allgemei-
neren Zeit-Frequenz Darstellungen nden. Aus der Translationsinvarianz in der Zeit-
Frequenz Ebene (2.4), (2.5) folgt unmittelbar, da alle ZFDs der Cohen Klasse eine
konstante Zeit-Frequenz Au

osung haben. Die Menge der ZFDs mit einer hyperbo-
lischen Au

osungscharakteristik bilden dagegen eine Teilmenge (die wichtigste aller-
dings) der anen Klasse. Dies ist klar, da der Schnitt von Cohen und aner Klasse
nicht leer ist. Die hyperbolische Zeit-Frequenz Au

osung der Wavelettransformati-
on folgt aus der Eigenschaft, da der Skalierungsparameter f
0
=f der Basisfunktionen
h
t;f
umgekehrt proportional zur Grundfrequenz f ist, an der
b
h
t;f
() im Frequenzraum
lokalisiert ist, die Skalierung also an eine Translation der Grundfrequenz gekoppelt
ist (2.20). Die Skalierungsinvarianz (2.6) ist hierf

ur nicht hinreichend, aber nat

urlich
notwendig.
Betrachtet man die Darstellungen (2.15) und (2.17) des Signals x(), so stellt sich
die Frage ob es auch abz

ahlbare Basen oder allgemeiner, abz

ahlbare und

uberall in
L
2
(R) dicht liegende Mengen von Funktionen des Typs (2.14) bzw. (2.16) gibt, wie
sich aus den Abb. 2.2 und 2.3 vielleicht vermuten l

at. Die Antwort ist ja, und eine
Theorie dieser sogenannten Rahmen (frames) ndet sich z.B. in [4]. Wir wollen darauf
nicht eingehen, aber noch bemerken, da sich hierbei weitere interessante Unterschiede
zwischen den Basisfunktionen (2.14) und (2.16) zeigen.
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2.2 Diskrete Signaldarstellungen
W

ahrend die mathematischen Konzepte der Signalverarbeitung vorwiegend in der
Sprache der Funktionalanalysis formuliert sind, hat man in allen praktischen Anwen-
dungen nur endliche, diskret abgetastete Zeitreihen zur Verf

ugung. Die Umsetzung
der Theorie kontinuierlicher Zeit-Frequenz Darstellungen in die Sprache der linea-
ren Algebra f

ur die Anwendung auf Zeitreihen ist nicht nur ein technisches Problem;
vielmehr mu beachtet werden, da der Informationsgehalt kontinuierlicher Signale
durch die Diskretisierung mit einer endlichen Abtastrate wesentlich reduziert werden
kann und auch nur ein endlicher Ausschnitt des eigentlichen Signals bekannt ist. Da-
mit stellt sich die Frage, inwiefern die Informationen kontinuierlicher Signale in einer
gemessenen Zeitreihe noch enthalten sind oder anders formuliert, wie gut l

at sich
das Signal aus der Zeitreihe rekonstruieren?
Diese Frage beantwortet das Shannonsche Samplingtheorem, auf das wir wegen
seiner Bedeutung in der Zeitreihenanalyse in Abschnitt 2.2.1 eingehen. Allgemein
kann ein kontinuierliches Signal nicht vollst

andig aus einer gemessenen Zeitreihe re-
konstruiert werden. Damit stellt sich weiter die Frage, welche Informationen des Si-
gnals aus einer endlichen Zeitreihe extrahiert werden k

onnen oder konkreter, mit
welcher Wahl der Fensterfunktion g() oder des Waveletlters
b
h() k

onnen aus der
Zeitreihe fx(n); n = 1;    ; Ng die m

oglichst hoch aufgel

osten Zeit-Frequenz Dar-
stellungen FT
g
x
(t; f) bzw.WT
h
x
(t; f) des Signals x() so gut wie m

oglich rekonstruiert
werden?
Eine hohe Informationsau

osung von FT
g
x
(t; f) oder WT
h
x
(t; f) erfordert oen-
sichtlich die gute Lokalisierung, d.h. eine kleine Zeit-Frequenz Unsch

arfe der Basis-
funktionen g() bzw. h() in der Zeit-Frequenz Ebene (Abschnitt 2.1.3). Dar

uber-
hinaus zeigt sich aber, da es ebenso von der Wahl von g() bzw. h() abh

angt,
wie gut gefensterte Fourier- und Wavelettransformationen durch eine entsprechende
diskrete Transformation approximiert werden k

onnen, oder anders ausgedr

uckt, wie
vollst

andig sich FT
g
x
(t; f) oder WT
h
x
(t; f) aus einer Zeitreihe rekonstruieren lassen.
In den Abschnitten 2.2.2 und 2.2.3 wird dieser Zusammenhang diskutiert.
Da das Konzept der Skalierung auf diskrete Signale nicht unmittelbar

ubertragbar
ist, lassen sich kontinuierliche Wavelettransformationen nur teilweise durch diskrete
approximieren. Daher mu die Denition einer diskreten Wavelettransformation vom
kontinuierlichen Vorbild etwas abweichen. In Abschnitt 2.2.3 wird eine M

oglichkeit
hierzu vorgestellt.
2.2.1 Das Shannonsche Samplingtheorem
Die Aussage des Shannonschen Samplingtheorems ist, da L
2
-Funktionen, die im
Frequenzraum einen kompakten Tr

ager haben, aus einer (unendlichen) Zeitreihe voll-
st

andig rekonstruiert werden k

onnen. Dar

uber hinaus kann der Informationsverlust
abgesch

atzt werden, der durch die Diskretisierung eines Signals mit einer endlichen
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Abtastrate entsteht, falls die Voraussetzungen des Satzes nicht erf

ullt sind. Damit
bildet das Shannonsche Samplingtheorem den Verkn

upfungspunkt zwischen kontinu-
ierlichen Signalen und Zeitreihen.
Betrachten wir zun

achst Funktionen x(t) 2 L
2
(R) mit kompaktem Tr

ager im
Frequenzraum, d.h. bx(f)  0 f

ur f =2 [ f
c
; f
c
]. Damit l

at sich bx(f) in die Fourierreihe
bx(f) =
X
n2Z
c
n
e
 i
2
2f
c
nf
(2.24)
entwickeln mit den Fourierkoezienten
c
n
=
1
2f
c
Z
f
c
 f
c
bx(f)e
i

f
c
nf
df
=
1
2f
c
Z
1
 1
bx(f)e
i

f
c
nf
df =
1
2f
c
x

n
2f
c

:
(2.25)
Es folgt, da
x(t) =
Z
1
 1
bx(f)e
i2ft
df =
Z
f
c
 f
c

X
n
c
n
e
 i

f
c
nf

e
i2ft
df
=
X
n
c
n
Z
f
c
 f
c
e
i2f
 
t 
n
2f
c

df =
X
n
x

n
2f
c

sin(2f
c
 
t  
n
2f
c

)
2f
c
 
t 
n
2f
c

=
X
n
x(nt)
sin(2f
c
(t  nt))
2f
c
(t  nt)
:
(2.26)
Aufgrund der Vertauschung von Integration und Reihenentwicklung im Schritt von
der ersten zur zweiten Zeile setzen wir die gleichm

aige Konvergenz der Fourierreihe
(2.24) voraus. Diese Bedingung ist gleichbedeutend mit
P
n
jc
n
j <1 und wird genau
f

ur stetige Funktionen bx(f) erf

ullt. Die betragsm

aig maximale Frequenz f
c
, f

ur die
bx(f) 6= 0 sein kann, wird h

aug als Nyquistfrequenz bezeichnet. Aus (2.26) folgt, da
t = 1=(2f
c
) das gr

ote Abtastintervall im Zeitraum ist, welches ausreicht, um das
kontinuierliche Signal x(t) durch die Zeitreihe fx(nt); n 2Zg vollst

andig, d.h. ohne
Informationsverlust, zu rekonstruieren.
Die Reihenentwicklung (2.26) ist nicht eindeutig. Um dies zu sehen, betrachten
wir ~x(t) = x(t ). Da somit
b
~x(f) = bx(f)e
 i2f
ist, haben
b
~x(f) und bx(f) den gleichen
Tr

ager. Damit existiert f

ur ~x(t) ebenfalls die Darstellung (2.26), woraus folgt:
x(t  ) =
X
n
x(nt  )
sin(2f
c
(t  nt))
2f
c
(t  nt)
=
X
n
x(nt)
sin(2f
c
(t     nt))
2f
c
(t      nt)
:
Somit kann das Signal x(t) aus jeder Zeitreihe fx(nt+ ); n 2 Zg mit 0   < t
vollst

andig rekonstruiert werden.
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Betrachteten wir nun den Fall einer h

oheren Samplingrate, d.h. t < 1=(2f
c
). In
diesem Fall ist die Periode T = 2f
c
der Fourierreihe (2.24) gr

oer als der Tr

ager von
bx(f), den wir als das Intervall [ f
c
; f
c
] mit  < 1 annehmen. Wir betrachten nun
stetige Funktionen (f) mit den Eigenschaften: (f) hat kompakten Tr

ager auf dem
Intervall [ f
c
; f
c
] und (f)  1 f

ur  f
c
 f  f
c
. Damit folgt aus (2.26):
x(t) =
Z
1
 1
bx(f)e
i2ft
df =
Z
f
c
 f
c

X
n
c
n
e
 i

f
c
nf

(f)e
i2ft
df
=
X
n
x(nt)

1
2f
c
Z
f
c
 f
c
(f)e
i2f
 
t 
n
2f
c

df

=
X
n
x(nt)(t  nt)
(2.27)
Aus (2.27) folgt, da f

ur Zeitreihen, die mit einem Abtastintervall t < 1=(2f
c
)
gemessen werden, viele m

ogliche Funktionenreihen existieren, die gleichm

aig gegen
x(t) konvergieren, falls x(t) stetig ist. Insbesondere lassen sich Reihen konstruieren,
die schneller als (2.26) konvergieren [4].
Da ein zeitlich begrenztes Signal keinen kompakten Tr

ager im Frequenzraum ha-
ben kann, ist die vollst

andige Charakterisierung eines kontinuierlichen Signals nur
durch eine unendliche Zeitreihe m

oglich. Dar

uber hinaus sind Signale mit beschr

ank-
tem Frequenzband auch kein typischer Spezialfall. Wichtig in unserem Zusammen-
hang ist es deshalb, den Informationsverlust zu studieren wenn die Samplingrate t
zu gro wird. In diesem Fall ist die Periode T = 2f
c
der Fourierreihe (2.24) kleiner
als der Tr

ager von bx(f), der hier der Einfachheit halber als das Intervall [ f
c
; f
c
]
mit  > 1 angenommen werden soll. Damit folgt aus (2.25):
x

n
2f
c

=
Z
1
 1
bx(f)e
i

f
c
nf
df =
Z
f
c
 f
c
bx(f)e
i

f
c
nf
df
=
Z
f
c
 f
c
dfe
i

f
c
nf
[bx(f) + bx(f   2f
c
) + bx(f + 2f
c
) + bx(f   4f
c
)
+ bx(f + 4f
c
) +   + bx(f   2k

f
c
) + bx(f + 2k

f
c
)]
=
Z
f
c
 f
c
b
~x(f)e
i

f
c
nf
df =
Z
1
 1
b
~x(f)e
i

f
c
nf
df
= ~x

n
2f
c

:
(2.28)
Bei der Umformung zwischen erster und zweiter Zeile haben wir ausgenutzt, da
e
inf=f
c
die Periode 2f
c
hat.
b
~x(f) wird in der dritten Zeile durch den Ausdruck in
den eckigen Klammern deniert, wobei die nat

urliche Zahl k

durch die Bedingung
2k

  1 <   2k

+ 1 gegeben ist.
Die Interpretation von (2.28) ist folgende: Wird eine Zeitreihe des Signals x(t)
mit dem Abtastintervall t gemessen, so erh

alt man durch die Rekonstruktion nach
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-f
f
fc
|x(f)|^
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Abbildung 2.4: Illustration das Aliasing Eekts: bx(f) wird st

uckweise in das Intervall
[ f
c
; f
c
] hineingeschoben und addiert. Abbgebildet ist der Fall k

= 1, siehe Gl. (2.28).
Gl. (2.26) anstatt x(t) die Funktion ~x(t), welche nat

urlich die gleichen St

utzstellen be-
sitzt (~x(nt) = x(nt)), im Frequenzraum aber das kompakte Intervall [ f
c
; f
c
] als
Tr

ager hat.
b
~x(f) entsteht durch die Addition der st

uckweise in das Intervall [ f
c
; f
c
]
hineingeschobenen Funktion bx(f), siehe Abb. 2.4. Diesen Informationsverlust von x(t)
bezeichnet man als Aliasing Eekt
5
. Die Minimierung von Aliasing Eekten ist ein
wichtiger Aspekt bei der Umsetzung von Konzepten der kontinuierlichen Signalver-
arbeitung in die Zeitreihenanalyse.
2.2.2 Diskrete gefensterte Fouriertransformationen
Wir wollen in diesem Abschnitt den Zusammenhang von kontinuierlichen und dis-
kreten gefensterten Fouriertransformationen insbesondere mit Blick auf die Wahl der
Fensterfunktion genauer betrachten. Die diskrete Fouriertransformation einer Zeit-
reihe fx
n
; n = 1;    ; Ng ist deniert durch
bx
k
=
1
p
N
N
X
n=1
x
n
e
 i2
k
N
n
sowie x
n
=
1
p
N
N=2
X
k= N=2+1
bx
k
e
i2
k
N
n
: (2.29)
Die diskrete Fouriertransformation ist unit

ar bez

uglich des Standardskalarprodukts
im C
N
. Aus (2.29) folgt, da fbx
k
g und fx
n
g periodisch im Frequenz- bzw. Zeitraum
mit der Periode N sind. Die Nyquistfrequenz ergibt sich aufgrund des Samplinginter-
valls t = 1 zu f
c
= 1=2; somit liegen die diskreten Frequenzen f
k
= k=N im Intervall
( 1=2 ; 1=2].
Sei nun fx
n
; n = 1;    ; LNg die Zeitreihe eines kontinuierlichen Signalabschnitts
sowie fg
n
= g(nt); n = 1;    ; Ng eine diskrete Fensterfunktion, wobei g(t) kom-
pakten Tr

ager im Zeitraum hat und L;N 2 N sind. Sei weiter f~g
n
; n = 1;    ; LNg
die Fortsetzung von fg
n
g mit Null auf das Intervall [1 ; LN ]. Beachtet man noch die
5
nach alias: lat. ein anderer
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Konvention, fg
n
g an der Stelle N=2 (statt am Ursprung) zu lokalisieren, so ergibt sich
als diskretes Analogon zu (2.10) und (2.19):
FT
g
x
(N=2 +m; j) =
1
p
LN
LN
X
n=1
x
n
~g
(n m)
e
 i2
j
LN
n
=
1
p
LN
LN=2
X
k= LN=2+1
bx
k
b
~g
(k j)
e
i2
k j
LN
m
;
(2.30)
wobei wir bei der Umformung die periodischen Randbedingungen mit der Periode
LN ausgenutzt haben.
F

ur die gegebene Zeitreihe eines endlichen Abschnitts des Signals x(t) soll nun
die Fensterfunktion fg
n
= g(nt); n = 1;    ; Ng so gew

ahlt werden, da die dis-
krete gefensterte Fouriertransformation (2.30) das kontinuierliche Analogon (2.10)
m

oglichst gut approximiert. Wegen der endlichen L

ange der Zeitreihe nehmen wir an,
da g(t) kompakten Tr

ager im Zeitraum hat. Da aus diesem Grund bg(f) und somit
auch die Faltung FT
g
x
(t; f) = (bxbg)(t; f) (Gl. (2.19)) kein beschr

anktes Frequenzband
haben k

onnen, ist ein Aliasing Eekt unvermeidbar. Nach Abschnitt 2.2.1 ist dieser
Informationsverlust jedoch um so kleiner, je besser bg(f) bei einem gegebenen bx(f)
lokalisiert ist. Ein schnelles Abfallverhalten im Frequenzraum stellt sich damit als
wichtiges Kriterium f

ur Fensterfunktionen heraus, sowohl f

ur die Minimierung von
Aliasing Eekten als auch im Hinblick auf eine m

oglichst gute Informationsau

osung
von FT
g
x
(t; f).
Minimale Zeit-Frequenz Unsch

arfe nehmen zwar genau Gau-Verteilungen an,
jedoch haben sie weder im Zeit- noch im Frequenzraum kompakten Tr

ager und k

onnen
deshalb nicht durch eine endliche Zeitreihe (im Sinn von Gl. (2.26)) charakterisiert
werden. Die Diskretisierung des Produktes x(t)g(t ) mit einer endlichen Abtastrate
ergibt dann die Zeitreihe fx
n
~g
(n m)
; n = 1;    ; LNg.
Ein zweites Kriterium f

ur Fensterfunktionen ergibt sich aus den periodischen
Randbedingungen der diskreten Fouriertransformation. Aus diesem Grund n

ahert
sich die diskrete Fensterfunktion f~g
n
; n = 1;    ; LNg erst mit wachsendem L, d.h.
mit gr

oer werdender Periode von (2.30), der Zeitreihe fg(nt); n 2 Zg im Sinn
von Gl. (2.26), d.h. der Fortsetzung von fg
n
; n = 1;    ; Ng mit Null bis 1, an.
Ein Grenz

ubergang existiert im Rahmen der linearen Algebra nat

urlich nicht. Mit
der Normierung t = 1 in (2.26) nehmen f

ur wachsendes L entsprechend auch die
diskreten Frequenzkomponenten f
p
LN
b
~g
k
; k =  LN=2 + 1;    ; LN=2g zunehmend
weitere Punkte auf
b
~g(f), der alias-modizierten kontinuierlichen Fouriertransforma-
tion von g(t), an. Bereits angenommene Werte bleiben wegen
p
L
b
~g
Lk
= bg
k
erhalten.
Diese Aussagen folgen aus dem Vergleich von f
p
LN
b
~g
k
g, wobei f
k
= k=(LN) stetig
fortgesetzt wird, mit der Fourierreihe (2.24) von
b
~g(f):
p
LN
b
~g
k
=
LN
X
n=1
~g
n
e
 i2
k
LN
n
k
LN
=f
k
! f
       !
N
X
n=1
g
n
e
 i2nf
=
b
~g(f) ; (2.31)
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Abbildung 2.5: Die diskreten Fouriertransformationen von Rechteckfenster g
1
und Hann-
Fenster g
2
f

ur N = 256 und L = 1 (nur die Quadrate), L = 2 (Quadrate und gef

ullte
Kreise), L = 4 (zus

atzlich die leeren Kreise) und L = 16 (die gepunktete bzw. durchge-
zogene Linie).
wobei wir verwenden, da f~g
n
; n = 1;    ; LNg nur auf dem Intervall [1; N ] nicht
verschwindet und f
c
= 1=2 ist. Die periodischen Randbedingungen von f~g
n
g f

uhren
zusammen mit dem Aliasing Eekt genau zur Abweichung von FT
g
x
(N=2+m; j) ge-
gen

uber FT
g
x
(t; f) sofern das Fenster g(t) vollst

andig innerhalb des bekannten Signal-
ausschnitts liegt. Andernfalls machen sich auch die periodischen Randbedingungen
von fx
n
; n = 1;    ; LNg bemerkbar. Da wir keine Annahmen

uber die Fortsetzung
der gegebenen Zeitreihe fx
n
g machen wollen, soll der Einu der periodischen Rand-
bedingungen auf die Transformation (2.30) minimiert werden. Hierf

ur ist ebenfalls
die gute Lokalisierung der Fensterfunktion g(t) im Zeitraum erforderlich.
Wird

ublicherweise L = 1 in (2.30) gew

ahlt, so ist die G

ute der Approximation von
b
~g(f) durch die diskreten Frequenzkomponenten f
p
N bg
k
; k =  N=2 + 1;    ; N=2g
vom Abfallverhalten von
b
~g(f) im Frequenzraum abh

angig, da die Konvergenzge-
schwindigkeit der trigonometrischen Interpolation (2.31) hierdurch bestimmt wird.
Es zeigt sich, da auch daf

ur ein schnelles Abfallen von bg(f) gegen Null sinnvoll ist;
dies wird in Abb. 2.5 illustriert. Zusammengenommen folgt damit die Bedingung der
m

oglichst guten Lokalisierung der Fensterfunktion g
0;0
in der Zeit-Frequenz Ebene.
Wir wollen nun diese Kriterien f

ur die Wahl von Fensterfunktionen durch den
Vergleich des Rechteckfensters g
1
(t) und des Hann-Fensters g
2
(t) illustrieren. Hierbei
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sind
g
1
(t) =
8
<
:
1 f

ur  
N
2
 t 
N
2
0 sonst
sowie (2.32)
g
2
(t) =
8
<
:
1
2
(1 + cos
 
2t
N

) f

ur  
N
2
 t 
N
2
0 sonst
: (2.33)
Die kontinuierlichen Fouriertransformationen der Fenster sind
bg
1
(f) =
sin(Nf)
f
und (2.34)
bg
2
(f) =
sin(Nf)
2f(N
2
f
2
  1)
: (2.35)
In Abb. 2.5 sind die diskreten Fouriertransformationen von (2.32) und (2.33) f

ur
N = 256 und verschiedene Werte von L eingezeichnet. Insbesondere f

ur L = 1 un-
terscheidet sich die diskrete Fouriertransformation des Rechteckfensters grundlegend
vom kontinuierlichen Fall (2.34), w

ahrend das diskrete Hann-Fenster bereits eine gu-
te Approximation von (2.35) erm

oglicht. Bei dem Vergleich ist zu beachten, da die
(konventionelle) Normierung von diskreten und kontinuierlichen Fouriertransforma-
tionen nicht kompatibel ist. Der Aliasing Eekt ist in Abb. 2.5 nicht zu erkennen; er
ist von der Anzahl der St

utzstellen N der Fenster abh

angig und wirkt sich erst f

ur
kleinere Werte von N deutlich sichtbar aus. Bei diskreten Wavelettransformationen
wird sich daher der Aliasing Eekt st

arker bemerkbar machen.
Zusammenfassend folgt, da f

ur Fensterfunktionen mit endlicher Breite ein schnel-
les Abfallverhalten im Frequenzraum sinnvoll ist sowohl f

ur die gute Lokalisierung
des Fensters in der Zeit-Frequenz Ebene, d.h. eine hohe Informationsau

osung von
FT
g
x
(t; f), als auch f

ur die Minimierung von Aliasing Eekten und den Ein

ussen der
periodischen Randbedingungen bei der Approximation von kontinuierlichen durch dis-
krete gefensterte Fouriertransformationen. Ein geeignetes Fenster in diesem Sinn, das
wir auch in Kap. 3 verwenden werden, ist das Hann-Fenster (2.33), weitere M

oglich-
keiten werden in [31] diskutiert. Hierzu soll noch bemerkt werden, da die praktischen
Unterschiede der verschiedenen in der Literatur vorgeschlagenen Fensterfunktionen
eher gering sind.
2.2.3 Diskrete Wavelettransformationen
Bei dem Versuch, kontinuierliche Wavelettransformationen f

ur die Anwendung in der
Zeitreihenanalyse in eine diskrete Theorie umzusetzen, f

allt zun

achst auf, da das
zentrale Konzept der Skalierung auf diskrete Signale nicht ohne weiteres

ubertragbar
ist, da die Skalierung einer Zeitreihe im allgemeinen mit einem Informationsverlust
verbunden ist. Betrachten wir der Einfachheit halber die Skalierung der Zeitreihe
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fx
n
; n = 1;    ; Ng mit dem Faktor 2, so folgt dieser Informationsverlust aus
~x
n
=
p
2x
2n
=
1
p
N=2
N=2
X
k= N=2+1
bx
k
e
i2
k
N
2n
=
1
p
N=2
N=4
X
k= N=4+1
[bx
k
+ bx
(k+N=2)
] e
i2
k
N=2
n
=
1
p
N=2
N=4
X
k= N=4+1
b
~x
k
e
i2
k
N=2
n
;
(2.36)
wobei wir ausnutzen, da e
i2kn=(N=2)
die Periode N=2 hat und bei der Denition
von f
b
~x
k
= bx
k
+ bx
(k+N=2)
; k =  N=4 + 1;    ; N=4g die periodischen Randbeding-
ungen von fbx
k
g verwenden. Die Fouriertransformierte f
b
~x
k
g der skalierten Funktion
f~x
n
; n = 1;    ; N=2g wird somit durch eine

Uberlagerung von fbx
k
g analog zu (2.28)
bestimmt. Wegen dieses diskreten Aliasing Eekts kann das urspr

ungliche Signal im
allgemeinen nicht mehr durch eine inverse Transformation zur

uckgewonnen werden.
Dies ist nur f

ur den Spezialfall
b
~x
k
= bx
k
8 k m

oglich, bei dem durch die Skalierung kein
Informationsverlust entsteht. Aus diesem Grund denieren wir die inverse diskrete
Skalierung durch eine trigonometrische Interpolation, indem das Nyquistintervall mit
Null fortgesetzt wird.
Die Skalierung eines diskreten Signals hat den gleichen Eekt, als wenn das Ab-
tastintervall t beim Messen der Zeitreihe um den Skalierungsfaktor gr

oer gew

ahlt
oder das kontinuierliche Signal mit dem gleichen Faktor skaliert worden w

are. Be-
trachtet man analog zu (2.36) die Skalierung von fbx
k
; k =  N=2 + 1;    ; N=2g,
b
~x
k
= bx
2k
() ~x
n
=
1
p
2
(x
n
+ x
(n+N=2)
) ; (2.37)
so wird klar, da die Skalierungen einer Zeitreihe im Zeit- und Frequenzraum nicht
invers zueinander sind, wie dies f

ur kontinuierliche Signale gilt. Hierdurch mu die
Denition einer diskreten Wavelettransformation vom kontinuierlichen Vorbild ab-
weichen.
Da Waveletlter den Frequenzraum nat

urlich in Oktaven einteilen (Abb. 2.3), bie-
tet sich die M

oglichkeit einer rekursiven Denition der diskreten Wavelettransformati-
on im Frequenzraum an: Im ersten Schritt wird das Signal in einen Hochpa- und einen
Tiefpa- gelterten Anteil zerlegt, wobei die Trennfrequenz f
t
das Nyquistintervall
halbiert, d.h. f
t
= 1=2f
c
= 1=4. Der Filterproze wird f

ur das Tiefpa- gelterte
Signal mit der Trennfrequenz f
t
= 1=4f
c
= 1=8 wiederholt; hierdurch entsteht ein
erstes Bandpa- geltertes Signal und wiederum ein Tiefpaanteil. Im n- ten Schritt
der Rekursion liegt die Trennfrequenz von Hoch- und Tiefpalter entsprechend bei
f
t
= 2
 n
f
c
= 2
 (n+1)
, bis schlielich beim Ereichen von f
t
= 1=N die Iteration ab-
bricht. Diese Transformation zerlegt ein diskretes Signal in seine Bandpa- gelterten
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Anteile, wobei eine Hochpa- und eine Tiefpa- gelterte Komponente

ubrig bleiben.
Aufgrund des Skalierungsfaktors 2 wird ein Signal der L

ange N , wobei N eine Potenz
von 2 sein mu, in die Matrix WT
h
x
(n; j) vom Format N  log
2
(N) transformiert.
Um die Skalierungseigenschaft dieser Transformation (n

aherungsweise) zu erhal-
ten, werden die Hoch- und Tiefpalter f
c
hp
k;j
;
b
tp
k;j
; k =  N=2+1;    ; N=2g, wobei
j = 1; log
2
(N)   1 ein Parameter ist, durch diskrete Skalierung im Frequenzraum
sukzessiv auseinander erzeugt. Hierbei wird f
b
tp
k;(j+1)
g durch die Fortsetzung von
f
b
tp
2k;j
; k =  N=4+1;    ; N=4gmit Null auf dem Intervall [ N=2+1; N=2] deniert.
Nach (2.36) und (2.37) ist damit im Zeitraum ftp
n;(j+1)
; n = 1;    ; Ng die trigono-
metrische Interpolation von f(tp
n;j
+tp
(n+N=2);j
)=
p
2; n = 1;    ; N=2g. Entsprechend
werden die Hochpalter f
c
hp
k;j
g im Frequenzraum skaliert, jedoch anschlieend mit
1 statt mit 0 fortgesetzt. Weiterhin fordern wir, da (wegen der rekursiven Konstruk-
tion der Filter) der Abfall des zugrundeliegenden Tiefpalters f
b
tp
k;1
g von 1 auf 0
innerhalb einer Oktave erfolgt, so da die Eigenschaft
b
tp
k;j
b
tp
k;j+1
=
b
tp
k;j+1
8 k 2 [ N=2 + 1; N=2] 8 j 2 [1; log
2
(N)  1] (2.38)
erf

ullt wird. Damit haben die Bandpalter f
b
h
k;j
; k =  N=2+ 1;    ; N=2g, d.h. die
diskreten Waveletlter nach Konstruktion die Form
b
h
k;j
=
b
tp
k;j 1
c
hp
k;j
; j = 2;    ; log
2
(N)  1 (2.39)
und gehen durch Skalierung sowie n

aherungsweise durch inverse Skalierung im Fre-
quenzraum auseinander hervor, da sich diese Eigenschaft von den Tiefpaltern

uber-
tr

agt.Weiterhin denieren wir
b
h
k;1

c
hp
k;1
und
b
h
k;log
2
(N)

b
tp
k;(log
2
(N) 1)
8 k um eine
einheitliche Notation zu erhalten.
Die so denierte diskrete Wavelettransformation ist unit

ar, d.h. es gilt


x ; y


N
X
n=1
x
n
y
n
=
log
2
(N)
X
j=1
N
X
n=1
WT
h
x
(n; j)WT
h
y
(n; j)



WT
h
x
;WT
h
y

;
(2.40)
falls die zugrundeliegenden Filter f
c
hp
k;1
g und f
b
tp
k;1
g die Bedingung
j
c
hp
k;1
j
2
+ j
b
tp
k;1
j
2
= 1 8 k 2 [ N=2 + 1; N=2] (2.41)
erf

ullen. Aus (2.41) folgt sofort j
c
hp
k;j
j
2
+ j
b
tp
k;j
j
2
= 1 8 k; j und mit der Denition
(2.39) der Waveletlter die Relation
log
2
(N)
X
j=1
j
b
h
k;j
j
2
= 1 8 k 2 [ N=2 + 1; N=2] ; (2.42)
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wobei der Hoch- und der Tiefpalter eingeschlossen sind. Damit folgt (2.40) aus


x ; y

=


bx ; by

=
X
k
bx
k
by
k
=
X
k
bx
k
by
k
X
j
j
b
h
k;j
j
2
=
X
j
X
k
(
b
h
k;j
bx
k
)(
b
h
k;j
by
k
)
=
X
j
X
k
d
WT
h
x
(k; j)
d
WT
h
y
(k; j) =
X
j
X
n
WT
h
x
(n; j)WT
h
y
(n; j)
=


WT
h
x
;WT
h
y

:
(2.43)
Die Wavelettransformation
d
WT
h
x
(k; j) wird durch die Multiplikation der Filter f
b
h
k;j
g
mit dem Signal im Frequenzraum deniert; die Fouriertransformation bezieht sich
hierbei auf die Variable k. Diese Transformation ist nach Konstruktion auch dann
unit

ar, wenn der rekursive Filterproze nicht bis zum Ende durchgef

uhrt, sondern
vorher abgebrochen wird. Es ist klar, da wegen der Bedingung (2.38) auf diese Wei-
se nur Waveletlter mit beschr

anktem Frequenzband deniert werden k

onnen, ein
Beispiel hierf

ur ist (4.1). Andere (weniger anschauliche) Verfahren erlauben auch die
Konstruktion von Wavelets mit kompaktem Tr

ager im Zeitraum, die es erm

oglichen,
die Filterprozesse durch die Multiplikation der Zeitreihe mit Bandmatrizen im Zeit-
raum zu beschreiben [4].
Die diskrete Wavelettransformation WT
h
x
(n; j) kann durch einen Filterproze im
Frequenzraum oder alternativ als diskrete Faltung im Zeitraum deniert werden, wo-
bei die Frequenzen ff
j
; j = 1;    ; log
2
(N)g, an denen die diskreten Filter lokalisiert
sind, als Parameterwerte betrachtet werden. Eine Approximation der kontinuierlichen
Wavelettransformation WT
h
x
(t; f) (2.11) durch WT
h
x
(n; j) ist nur teilweise m

oglich,
da wegen der logarithmischen

Uberdeckung des Frequenzraums durch die Filter f
b
h
k;j
g
WT
h
x
(n; j) nicht f

ur alle diskreten Frequenzen im Nyquistintervall deniert ist, siehe
Abb. 2.6 und 4.2.
Um f

ur die gegebene Zeitreihe fx
n
; n = 1;    ; Ng eine m

oglichst gute Approxi-
mation von WT
h
x
(t; f) an den Stellen ff
j
g zu erhalten, mu der Einu der endlichen
Signall

ange, d.h. der periodischen Randbedingungen von fx
n
g auf WT
h
x
(n; j), sowie
der Aliasing Eekt (2.37), der mit der Skalierung der diskreten Wavelets im Frequenz-
raum verbunden ist, minimiert werden. Da die kontinuierlichen Waveletlter
b
h
t;f
j
()
nach Konstruktion kompakten Tr

ager im Frequenzraum haben, folgt dies auch f

ur das
gelterte Signal bx()
b
h
t;f
j
(). Somit k

onnen die Funktionen h
t;f
j
() und die Faltun-
gen WT
h
x
(t; f
j
) = (xh)(t; f
j
) (Gl. (2.11)) durch (unendliche) Zeitreihen vollst

andig
charakterisiert werden. Jedoch l

at sich die Diskretisierung von WT
h
x
(t; f
j
) mit einer
endlichen Abtastrate im allgemeinen nicht durch die diskrete Faltung der Zeitreihe
des Signals fx
n
; n 2Zgmit einer Zeitreihe der Wavelets fh
n;j
; n 2Zg darstellen. Die
diskrete Faltung
g
WT
h
x
(n; j) =
P
1
m= 1
x
(n m)
h
m;j
stellt hierf

ur eine N

aherung dar,
wobei der Informationsverlust (im Sinn des Shannonschen Sampelingtheorems) durch
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(a)
jj
(b)
mn
Abbildung 2.6: Die Lokalisierung der Koezienten der diskreten Wavelettransformation
(a) und der diskreten gefensterten Fouriertransformation (b) eines Signals der L

ange
N = 16 auf dem Zeit-Frequenz Gitter. (Die Randpunkte des Nyquistintervalls sind als
miteinander identiziert zu betrachten.)
den Aliasing Eekt bestimmt wird, der mit der Diskretisierung von x(t) verbunden
ist. Nur im Spezialfall von Signalen mit kompaktem Tr

ager im Frequenzraum (und
einer hinreichend groen Samplingrate) enthalten beide (unendlichen) Zeitreihen die
gleiche Information.
Der Fehler, der durch die Trunkierung der Zeitreihen fx
n
; h
n;j
; n 2 Zg entsteht,
wird jedoch minimiert, wenn das Mutterwavelet h() im Zeitraum optimal lokalisiert
ist, da hiermit sowohl der diskrete Aliasing Eekt (2.37) als auch der Einu der
periodischen Randbedingungen von fx
n
; n = 1;    ; Ng auf WT
h
x
(n; j) so klein wie
m

oglich bleiben. Wir wollen, wie erw

ahnt, keine Annahmen

uber die Fortsetzung
der Zeitreihe fx
n
g machen. Da die Waveletlter kompakten Tr

ager in Frequenzraum
haben, ergibt sich hieraus die Bedingung, da das Mutterwavelet h
0;f
0
in der Zeit-
Frequenz Ebene m

oglichst gut lokalisiert ist.
Da mit der Skalierung der Waveletlter die Anzahl ihrer St

utzstellen im Frequenz-
oder Zeitraum abnimmt, macht sich bei Wavelettransformationen der Aliasing Eekt
im allgemeinen (deutlich) st

arker als bei gefensterten Fouriertransformationen be-
merkbar. Er ist das Ma daf

ur, wie gut sich diskrete Wavelets durch eine inverse
Skalierung rekonstruieren lassen. Daneben bestimmt, wie bereits erw

ahnt, die Lo-
kalisierung von h
0;f
0
auch die Informationsau

osung von WT
h
x
(t; f). Wir wollen an
dieser Stelle noch bemerken, da bei der Konstruktion von diskreten Fourier- und Wa-
velettransformationen, welche die entsprechenden kontinuierlichen Transformationen
approximieren, die Symmetrie zwischen Zeit- und Frequenzraum nur eingeschr

ankt
verwendet werden kann, da die Zeitreihe des kontinuierlichen Signals nur im Zeitraum
(und nicht im Frequenzraum) vorliegt.
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Die soweit eingef

uhrte diskrete Wavelettransformation bildet ein Signal der L

ange
N auf eine Matrix ab, die oensichtlich redundant ist. Inwiefern ist eine unit

are Trans-
formation in einen Vektor gleicher Dimension m

oglich? Betrachten wir den (ung

unsti-
gen) Spezialfall rechteckiger Filter im Frequenzraum, so folgt aus Abschnitt 2.2.1, da
aufgrund der Halbierung des Nyquistintervalls bei jedem Rekursionsschritt auch die
Samplingrate des Hochpa- und des Tiefpa- gelterten Signals jeweils um den Fak-
tor 2 reduziert werden kann ohne den Informationsgehalt zu

andern. Ist somit jeder
Filterschritt mit dem Halbieren der L

ange beider Teilsignale verbunden, so endet die
Transformation mit einem Vektor gleicher Dimension wie das Ausgangssignal.
Da solche nicht redundanten Wavelettransformationen f

ur eine groe Klasse von
Filtern, insbesondere auch f

ur Filter mit kompaktem Tr

ager im Zeitraum, existie-
ren, wird in der Multifrequenz-Analyse (multiresolution analysis) gezeigt, siehe [4].
Tats

achlich wird in der Literatur unter dem Begri der
"
diskreten Wavelettransfor-
mation\ auch meistens die Multifrequenz-Analyse verstanden. Der Ausgangspunkt
hierf

ur ist jedoch etwas anders als unserer und nicht durch Zeit-Frequenz Darstellun-
gen motiviert. Wir wollen deshalb nicht n

aher hierauf eingehen, allerdings noch eine
wichtige Konsequenz der schrittweisen Verkleinerung der Samplingrate zeigen.
Hierzu betrachten wir in Abb. 2.6 die Lokalisierung der Koezienten einer dis-
kreten Wavelettransformation und zum Vergleich einer diskreten gefensterten Fou-
riertransformation auf einem Zeit-Frequenz Gitter (dem diskreten Analogon der Zeit-
Frequenz Ebene). W

ahrend die oben denierten Wavelettransformationen ein Signal
der L

ange N = 16 durch die Vereinigung der schwarz und wei symbolisierten Ko-
ezienten darstellen, sind es bei einer schrittweisen Verkleinerung der Samplingrate
nur die schwarzen. In diesem Fall geht oenbar die Translationsinvarianz im Zeitraum
verloren. Diese wichtige Eigenschaft werden wir jedoch in Kap. 4 ben

otigen; sie wird
im ersten Fall nach Konstruktion erhalten.
Die Skalierungsinvarianz kann f

ur diskrete Wavelettransformationen nat

urlich nur
n

aherungsweise gegeben sein. Die Skalierung des Signals fx
n
; n = 1;    ; Ng wird
hierbei analog zur Skalierung der Waveletlter deniert, d.h. die im Zeit- oder Fre-
quenzraum skalierte Zeitreihe wird mit Null bis zur urspr

unglichen Periode N fort-
gesetzt.
Betrachten wir zum Vergleich noch einmal die diskrete gefensterte Fouriertrans-
formation. Gl. (2.30) ist bis auf einen Phasenfaktor invariant gegen

uber Translationen
im Zeitraum, die ein Vielfaches des Abstands m benachbarter Fensterfunktionen be-
tragen (in Abb. 2.6 ist m = 4). Das Verh

altnis von m zur Breite N des Fensters
bestimmt gerade die Redundanz von FT
g
x
(N=2 +m; j). F

ur m = 1 wird die Inver-
tierung von (2.30) durch den zu Gl. (2.15) analogen Ausdruck gegeben. Die Transla-
tionsinvarianz im Frequenzraum wird nat

urlich durch die Breite des Nyquistintervalls
beschr

ankt.
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2.3 Statistische Merkmalsklassikation
Wir wollen in diesem Abschnitt einen Schritt weiter gehen. Angenommen wir ha-
ben im Hinblick auf eine gegebene Fragestellung geeignete Merkmalsvektoren aus
einem Datensatz berechnet. Inwiefern erlauben diese Merkmale eine statistisch signi-
kante Klassikation der Daten? Sind die Datens

atze vorklassiziert, so kann die
Trennungsleistung der extrahierten Merkmale durch den Vergleich der bekannten Vor-
einteilung mit der statistischen Klassikation der Merkmalsvektoren

uberpr

uft wer-
den. Der h

aug recht kleine Umfang experimenteller Mereihen erfordert allerdings
leistungsf

ahige statistische Methoden um eine signikante Aussage zu erm

oglichen.
Zus

atzlich kann bei experimentellen Daten die Schwierigkeit auftreten, da die Vor-
klassikation nicht zuverl

assig ist; dieses Problem wird uns in Kap. 4 begegnen. Eine
Einf

uhrung in statistische Klassikation und Mustererkennung ndet sich z.B. in [10].
Zwei grunds

atzliche Klassikationsans

atze sind m

oglich. Beim ersten wird der
gesamte Datensatz mittels eines (Clusterbildungs-) Algorithmus in eine vorgegebene
oder oene Anzahl von Klassen eingeteilt. Diese Methode wird als un

uberwachtes
Lernen (unsupervised learning) bezeichnet, da keine Informationen

uber die zu erwar-
tende Einteilung der Daten und eventuell die Anzahl der Klassen in den Algorithmus
eingehen. Aus dem Abweichen der erhaltenen Einteilung von der Vorklassikation
kann auf die Trennungsleistung der getesteten Merkmale geschlossen werden.
Beim zweiten Verfahren werden die Daten in eine disjunkte Trainings- und Test-
menge eingeteilt. Der Trainingssatz wird zur Entwicklung eines Klassikators ver-
wendet, der anschlieend die Testdaten klassiziert. Die Trainingsmenge kann hierbei
Beispiele aus allen oder nur aus einem Teil der Datenklassen enthalten, die durch
die Voreinteilung bekannt sind; eine entsprechende Anzahl von Klassen
"
kennt\ der
Klassikator, nachdem er trainiert ist. Da Informationen

uber die zu erwartende Ein-
teilung der Datens

atze zum Trainieren des Klassikators verwendet werden, spricht
man entsprechend von

uberwachtem Lernen (supervised learning). Diese Methode hat
den Vorteil, eine praktische Anwendung zu erlauben, da nur der Trainingsdatensatz
komplett bekannt sein mu, die Testdaten aber in der Reihenfolge, in der sie erzeugt
werden,
"
on-line\ klassiziert werden k

onnen. Im Hinblick darauf haben wir in Kap. 3
und 4 solche Verfahren gew

ahlt. Es ist nat

urlich zu erwarten, da aufgrund der In-
formationen, die in die Entwicklung des Klassikators einieen, diese Methode ein
besseres Ergebnis im Sinn der Fragestellung erzielt als ein un

uberwachter Lernproze.
Wir werden uns hier auf den Spezialfall des Zwei-Klassen Klassikationsproblems
beschr

anken, da in den sp

ateren Anwendungen nur die Unterscheidung von Zeitreihen
zwischen
"
gut\ und
"
fehlerhaft\ von Interesse sein wird.
2.3.1 Der Bayesche Klassikator des kleinsten Fehlers
Betrachten wir die aus einem Datensatz berechneten Merkmalsvektoren als Realisie-
rungen x einer (zeitunabh

angigen) Zufallsvariablen X (oder genauer eines Zufallsvek-
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tors) mit den m

oglichen Ereignissen f! 2 

1
[ 

2
= 
g. Nach Voraussetzung lassen
sich die Merkmalsvektoren in die Klassen 

1
und 

2
einteilen. Siehe etwa [20] f

ur
eine Einf

uhrung in die Begrie der Statistik. Die Zuordnung der Elementarereignisse
x 2 
 zu einer der beiden Klassen erfolgt nach dem Kriterium
P (

1
jx)


2
7


1
P (

2
jx) ; (2.44)
d.h. x wird 

1
zugeordnet, wenn die bedingte Wahrscheinlichkeit f

ur das Vorliegen
von 

1
unter der Voraussetzung, da x eingetreten ist, gr

oer als diejenige von 

2
ist
und umgekehrt. Mit dem Bayeschen Satz
(x\ 

i
) = P (

i
jx)
X
(x) = (xj

i
)P (

i
) ; i = 1; 2
l

at sich das Klassikationskriterium (2.44) umschreiben in
(xj

1
)P (

1
)


2
7


1
(xj

2
)P (

2
) ; (2.45)
wobei (xj

i
) die bedingte Wahrscheinlichkeitsdichte f

ur das Eintreten von x unter
der Voraussetzung des Vorliegens von 

i
ist; 
X
(x) die Wahrscheinlichkeitsdichte
der Zufallsvariablen X und P (

i
) die Wahrscheinlichkeit f

ur das Vorliegen von 

i
bezeichnet.
Da die Klassikationsregel (2.44) im allgemeinen keine perfekte Trennung der
Klassen 

1
und 

2
erm

oglicht (

1
\ 

2
6= ;), erh

alt man die bedingte Wahrschein-
lichkeit f

ur eine Fehlklassikation von
R(x) = min[P (

1
jx) ; P (

2
jx)] :
Der kleinstm

ogliche gesamte Klassikationsfehler , auch der Bayesche Fehler ge-
nannt, ergibt sich somit zu
 = <R(x)> =
Z


R(x)
X
(x)dx
=
Z


min[P (

1
jx)
X
(x) ; P (

2
jx)
X
(x)]dx
=
Z


min[(xj

1
)P (

1
) ; (xj

2
)P (

2
)]dx
= P (

1
)
Z
L
2
(xj

1
)dx+ P (

2
)
Z
L
1
(xj

2
)dx :
(2.46)
Der Integrationsbereich L
2
(L
1
) des Fehlerintegrals in der letzten Zeile

uberdeckt den
Bereich von 
, in dem x nach Gl. (2.45) der Klasse 

2
(

1
) zugeordnet wird; es ist
somit 
 = L
1
[L
2
und L
1
\L
2
= ;. Da das Kriterium (2.44) den Klassikationsfehler
minimiert, l

at sich anhand von Abb. 2.7 leicht verstehen. Jede Verschiebung der
Trennungsgrenze w

urde die Wahrscheinlichkeit f

ur Fehlklassikationen erh

ohen.
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Abbildung 2.7: Das Klassikationskriterium (2.44) oder (2.45) minimiert den Bayeschen
Fehler  (das schattierte Gebiet).
Ist die Fehlzuordnung (und eventuell auch die korrekte Klassikation) von Ele-
menten aus 

1
und 

2
mit unterschiedlichen Kosten (bzw. Gewinnen) verbunden,
so kann analog zu (2.44) das Klassikationskriterium zur Minimierung einer Kosten-
funktion bestimmt werden, siehe [10].
Das einfachste Beispiel f

ur eine L

osung von (2.44) erh

alt man unter der Annahme,
da (xj

1
) und (xj

2
) Gauverteilungen sind, d.h.
(xj

i
) =
1
p
(2)
n
j det(A
i
)j
e
 
1
2
(x m
i
)
T
(A
 1
i
)(x m
i
)
; i = 1; 2 ;
wobei m
i
= <X
i
> der Erwartungsvektor und A
i
= < (X
i
 m
i
)(X
i
 m
i
)
T
> die
Kovarianzmatrix der gauverteilten Zufallsvektoren X
1
bzw. X
2
ist. Gl. (2.45) l

at
sich in der Form
ln((xj

1
))  ln((xj

2
))


2
7


1
ln

P (

2
)
P (

1
)

schreiben, woraus durch Einsetzen von f(xj

i
); i = 1; 2g die Ungleichung
1
2
(x m
2
)
T
(A
 1
2
)(x m
2
) 
1
2
(x m
1
)
T
(A
 1
1
)(x m
1
) +
1
2
ln

j det(A
2
)j
j det(A
1
)j



2
7


1
ln

P (

2
)
P (

1
)

(2.47)
entsteht. Gl. (2.47) ist eine quadratische Form in x, wobei die unbekannten Parameter
aus den Stichproben der Verteilungen gesch

atzt werden k

onnen, falls diese getrennt
vorliegen. P (

2
)=P (

1
) ist durch das Verh

altnis der Stichprobengr

oen gegeben.
Abb. 2.8 zeigt eine Skizze der Klassikationsgrenze im zweidimensionalen Fall. F

ur
den illustrierten Spezialfall, da die Eigenvektoren vonA
1
und A
2
zusammenfallen, er-
gibt die Klassikationskurve abh

angig von den Eigenwerten (a
1
1
; a
1
2
) bzw. (a
2
1
; a
2
2
) von
A
1
und A
2
eine Hyperbel ((a
1
1
 a
2
1
)=(a
1
2
 a
2
2
) < 0), eine Ellipse ((a
1
1
 a
2
1
)=(a
1
2
 a
2
2
) > 0),
eine Parabel (a
1
1
= a
2
1
oder a
1
2
= a
2
2
) oder eine Gerade (a
1
1
= a
2
1
und a
1
2
= a
2
2
).
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Abbildung 2.8: Die Klassikationsgren-
ze (2.47) von zwei Gauverteilungen nach
dem Kriterium (2.45). F

ur den illustrier-
ten Spezialfall ist die Klassikationskurve
eine Hyperbel.
2.3.2 Sch

atzen des Bayeschen Fehlers
Betrachten wir nun das allgemeine Problem, Bayesche Fehler zu sch

atzen. Hierzu mu
der Bayesche Klassikator, der nach Konstruktion den gesamten Klassikationsfehler
 minimiert, aus dem Trainingsdatensatz gesch

atzt werden, um damit  anhand der
Testdaten sch

atzen zu k

onnen. Aufgrund ihrer Abh

angigkeit von den Sch

atzern f

ur die
Klassikatoren sind die Sch

atzer f

ur den Bayeschen Fehler im allgemeinen verzerrt.
Es ist jedoch (bei einer hinreichenden Stichprobengr

oe) m

oglich, eine untere und
obere Schranke f

ur den Bayeschen Fehler anzugeben.
Ein Sch

atzer ^ f

ur den Bayeschen Fehler  ist eine Funktion der unabh

angigen und
f

ur gleichen Index identischen Zufallsvariablen X
T
= fX
1
1
;    ; X
M
1
1
; X
1
2
;    ; X
M
2
2
g,
deren Ereignisse die Testmenge 

T
1
[ 

T
2
bilden, wobei f

T
i
 

i
; i = 1; 2g ist,
sowie eines Sch

atzers
^
F
K
f

ur den Bayeschen Klassikator F
K
(x); d.h.
^ = F

(X
T
;
^
F
K
) : (2.48)
^
F
K
h

angt implizit von den Zufallsvariablen Y
D
= fY
1
1
;    ; Y
K
1
1
; Y
1
2
;    ; Y
K
2
2
g ab,
deren Ereignisse die Trainingsmenge 

D
1
[ 

D
2
bilden, wobei ebenfalls f

Di
 

i
g
gilt. Unter der (einfachen) Realisierung der Zufallsvariablen ^ versteht man die mit
Hilfe des gesch

atzenKlassikators ermittelte Statistik der Fehlzuordnungen von Merk-
malsvektoren aus der Testmenge. Diese Fehlerstatistik ist bez

uglich X
T
, d.h. unter der
Voraussetzung eines bekannten Klassikators F
K
(x), erwartungstreu und konsistent.
D.h., es gilt
<^> = <F

(X
T
;F
K
(x)>
X
T
=  ;
wobei der Erwartungswert bez

uglich den Wahrscheinlichkeitsdichten vonX
T
(d.h. der
Testmenge) f(xj

T
i
)P (

T
i
); i = 1; 2g gebildet wird. Dar

uberhinaus konvergiert die
Varianz von ^ als Funktion der Stichprobengr

oen der Testmenge, M
1
und M
2
, gegen
Null. Hierdurch f

allt der Sch

atzfehler von  mit wachsender Gr

oe der Stichproben
gegen Null hin ab.
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Es folgt, da der zweifache Erwartungswert von ^ bez

uglich der Wahrscheinlich-
keitsdichten von X
T
und Y
D
,
<<^>> = <<F

(X
T
;
^
F
K
)>
Y
D
>
X
T
;
den Bayeschen Fehler (2.46) ergibt, falls
^
F
K
erwartungstreu ist, d.h. der Erwartungs-
wert <
^
F
K
> = <F
K
(x; g^(Y
D
))>
Y
D
die Wahrscheinlichkeit f

ur Fehlklassikationen
minimiert, und wenn die Wahrscheinlichkeitsdichten von Y
D
und X
T

ubereinstim-
men. Eine Verzerrung des Sch

atzers
^
F
K
setzt sich hingegen auf ^ (2.48) fort.
Betrachten wir zun

achst parametrische Sch

atzer f

ur Bayesche Klassikatoren, wel-
che die Form
^
F
K
= F
K
(x;
^

1
;    ;
^

L
) haben, wobei f
^

i
; i = 1;    ; Lg Sch

atzer f

ur
die Parameter sind, durch die der Klassikator
F
K
(x;
1
;    ; 
L
)


2
7


1
P (

D
2
)
P (

D
1
)
; x 2 

T
1
[ 

T
2
eindeutig bestimmt ist. Die Sch

atzer f
^

i
g sind Funktionen der Zufallsvektoren Y
D
und wir wollen annehmen, da sie konsistent sind. Eine Tailorentwicklung von
^
F
K
bez

uglich  f

uhrt auf
^
F
K
= F
K
(x;<
^

1
>;    ; <
^

L
>) +
L
X
i=1
@F
K
(x;<
^
>)
@
i
(
^

i
  <
^

i
>)
+
1
2
L
X
i=1
L
X
j=1
@
2
F
K
(x;<
^
>)
@
i
@
j
(
^

i
  <
^

i
>)(
^

j
  <
^

j
>) +    :
Damit erh

alt man den Erwartungswert und die Varianz von
^
F
K
in f

uhrender Ordnung
von :
<
^
F
K
> = F
K
(x;<
^

1
>;    ; <
^

L
>)
+
1
2
L
X
i=1
L
X
j=1
@
2
F
K
(x;<
^
>)
@
i
@
j
Cov(
^

i
;
^

j
) +    ; (2.49)
Var(
^
F
K
) =
L
X
i=1
L
X
j=1
@F
K
(x;<
^
>)
@
i
@F
K
(x;<
^
>)
@
j
Cov(
^

i
;
^

j
) +    : (2.50)
Aus (2.49) folgt, da Sch

atzer f

ur nichtlineare Klassikatoren auch dann verzerrt
sind, wenn die Sch

atzer f
^

1
;    ;
^

L
g erwartungstreu sind. Jedoch folgt aus der Kon-
sistenz von f
^

i
; i = 1;    ; Lg, da die Verzerrung von
^
F
K
als Funktion der Stichpro-
bengr

oen der Trainingsmengen K
1
; K
2
gegen Null konvergiert, sofern auch m

ogliche
Verzerrungen der Sch

atzer f
^

i
g verschwinden. Damit folgt weiterhin aus (2.50) die
Konsistenz von
^
F
K
. Aufgrund der Abh

angigkeit der Sch

atzer ^ von
^
F
K
(2.48) bestim-
men die Varianz und Verzerrung von
^
F
K
die Verzerrung von ^. Diese Gr

oe ist neben
der Varianz von ^ das Ma f

ur den Sch

atzfehler von , d.h. f

ur die Abweichung der
einfachen Realisierung von ^ vom Bayeschen Fehler (2.46).
2.3. STATISTISCHE MERKMALSKLASSIFIKATION 35
Gehen in
^
F
K
keine Annahmen

uber die Funktion der Wahrscheinlichkeitsdichten
f(xj

i
)P (

i
); i = 1; 2g ein, so spricht man von einem nichtparametrischen Sch

atzer.
Die Klassikation der Testdaten erfolgt in diesem Fall durch das Sch

atzen der Dichten
(yj

D
1
) und (yj

D
2
) der Trainingsmenge an den Stellen der Testvektoren x. Der
Bayesche Klassikator hat nach (2.45) die allgemeine Form
F
K
(x) =
(xj

D
1
)
(xj

D
2
)


2
7


1
P (

D
2
)
P (

D
1
)
; x 2 

T
1
[ 

T
2
; (2.51)
wobei f(xj

D
i
); i = 1; 2g die Wahrscheinlichkeitsdichten f(yj

D
i
); i = 1; 2g an den
Stellen der Testvektoren x bezeichnen. (xj

D
i
) kann durch ein Suchverfahren nach
n

achsten Nachbarn von x in der Trainingsstichprobe gesch

atzt werden. Die Sch

atzer
f^(xj

D
i
)g haben damit prinzipiell die Form
^(xj

D
i
) =
^
k(x;Y
D
i
)
N
i

i
oder ^(xj

D
i
) =
k
i
N
i
^(x;Y
D
i
)
; i = 1; 2 ;
wobei k die Anzahl der Nachbarn und  die Umgebungsgr

oe des Testvektors sowie
N
i
den Umfang der Stichprobe aus 

D
i
bezeichnet. Im linken Ausdruck wird bei der
Suche die Umgebungsgr

oe, beim rechten hingegen die Anzahl der Nachbarn festge-
halten. Die jeweils zu sch

atzende Gr

oe kann dann als von Y
D
abh

angige Zufalls-
variable betrachtet werden. Verschiedene Sch

atzer f

ur lokale Dichten und die daraus
nach (2.51) konstruierten Sch

atzer f

ur Bayesche Klassikatoren werden in [10] disku-
tiert. Erwartungsgem

a ist die Verzerrung und Varianz nichtparametrischer Sch

atzer
im allgemeinen (deutlich) gr

oer als diejenige parametrischer, jedoch sind Annah-
men

uber die Funktionen f(xj

i
)P (

i
)g h

aug nicht m

oglich. Die oben diskutierten
Folgerungen f

ur den Sch

atzer ^ sind aber qualitativ die gleichen.
2.3.3 Schranken des Bayeschen Fehlers: Die L- und die R- Statistik
In den meisten F

allen ist es nicht m

oglich, erwartungstreue Sch

atzer f

ur den Baye-
schen Fehler zu konstruieren. Jedoch kann bei einer hinreichenden Stichprobengr

oe
eine untere und obere Schranke f

ur  angegeben werden, da es von der Wahl der
Trainings- und Testmengen abh

angt, ob die Realisierung von ^ zu einem gr

oeren
oder kleineren Klassikationsfehler hin abweicht.
Zun

achst ist klar, da f

ur eine Minimierung des Sch

atzfehlers sowohl die Test- wie
auch die Trainingsmenge m

oglichst gro gew

ahlt werden sollte. Simultan erm

oglicht
wird dies durch die Leave-one-out oder L- Statistik: Alle bis auf eine der N (un-
abh

angigen) Stichproben aus 

1
[

2
werden zum Trainieren eines Klassikators ver-
wendet, mit welchem dann der ausgelassene Merkmalsvektor 

1
oder 

2
zugeordnet
wird. Dieses Verfahren wird wiederholt, bis alle vorliegenden Daten klassiziert sind.
Damit enth

alt die Testmenge am Ende alle N Stichproben und die Trainingsmen-
gen jeweils N   1. Die Unabh

angigkeit von Trainings- und Testmenge bleibt denoch
erhalten, da diese Eigenschaft f

ur jeden einzelnen Test gilt und alle Testdurchl

aufe
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unabh

angig voneinander sind. Weiterhin entf

allt die Schwierigkeit, eine Einteilung
der Daten in eine Trainings- und Testmenge vornehmen zu m

ussen, was bei experi-
mentellen Daten nicht unabh

angig vom Ergebnis m

oglich sein mu.
Der Nachteil der L- Statistik ist, da der Klassikator auf allen N Trainingsmen-
gen getrennt gesch

atzt werden mu. Wird statt dessen der Klassikator nur einmal auf
der gesamten Stichprobe gesch

atzt, so ist f

ur parametrische Sch

atzer nur eine relativ
kleine Abweichung zu erwarten, da lediglich ein Merkmalsvektor zu jeder Trainings-
menge des L- Sch

atzers hinzugenommen wird. Im Fall nichtparametrischer Sch

atzer
k

onnen nat

urlich auch (unkontrollierbar) groe

Anderungen auftreten. Da Trainings-
und Testmenge in diesem Fall nicht mehr unabh

angig sind, spricht man von einer
Resubstitution oder R- Statistik. F

ur einige einfache parametrische und nichtparame-
trische Klassikatoren, wie z.B. (2.47), kann der L- Sch

atzer f

ur den Bayeschen Fehler
aus dem R- Sch

atzer berechnet werden; hierdurch reicht das einmalige Sch

atzen des
Klassikators f

ur die Erstellung beider Statistiken aus, siehe [10].
Die Varianz und die Verzerrung von
^
F
K
sind das Ma f

ur die

Uberanpassung des
gesch

atzten Klassikators an die gegebene Stichprobe aus 

D
1
[ 

D
2
. Die einfache
Realisierung von
^
F
K
kann daher den Klassikationsfehler der Testmenge 

T
1
[ 

T
2
nicht ideal minimieren. Sind Trainings- und Testmenge unabh

angig, so ergibt die Rea-
lisierung von ^ einen (im allgemeinen) zu groen Sch

atzwert des Bayeschen Fehlers.
Umgekehrt erfolgt im Fall der Abh

angigkeit von Trainings- und Testmenge die

Uber-
anpassung des gesch

atzten Klassikators an die Teststichprobe, wodurch die Realisie-
rung von ^ einen (im allgemeinen) zu kleinen Sch

atzwert f

ur  liefert. Nach Konstruk-
tion ist der aus der L- Statistik erhaltene Sch

atzwert des Bayeschen Fehlers immer
gr

oer als der mit Hilfe der R- Statistik berechnete, jedoch m

ussen beide Sch

atzwerte
nicht notwendig eine obere bzw. untere Schranke von  bilden.
Die Sch

atzwerte der L- und R- Statistik bilden eine (rigorose) obere bzw. unte-
re Schranke f

ur den Bayeschen Fehler, falls die Varianz von ^ (bez

uglich X
T
) hin-
reichend klein ist, so da die

Uberanpassung des gesch

atzten Klassikators an die
Trainingsstichprobe nicht durch Fluktuationen in der Statistik der Fehlzuordnungen

uberkompensiert werden kann. Da die Sch

atzer ^ konsistent sind, ist diese Eigenschaft
bei einer hinreichenden Stichprobengr

oe gegeben. Da weiterhin die Trainings- und
Testmengen maximal gew

ahlt sind, bilden die nach der L- und R- Methode erhaltenen
Sch

atzwerte auch Schranken von  mit kleinstm

oglichem Fehler.
Wie stark die Ergebnisse der L- und R- Statistik tats

achlich vom Bayeschen Fehler
abweichen, ist neben dem Umfang des Datensatzes wesentlich von
^
F
K
abh

angig; je-
doch lassen, wie bereits erw

ahnt, parametrische Sch

atzer allgemein eher kleine Abwei-
chungen erwarten, w

ahrend bei nichtparametrischen Vorsicht geboten ist. In Kap. 4
(und in modizierter Form auch in Kap. 3) werden wir Sch

atzer konstruieren, in denen
ein Suchverfahren nach n

achsten Nachbarn parametrisch optimiert wird. W

ahrend
wir aus praktischen Gr

unden die Parameter nur einmal auf dem gesamten Daten-
satz durch die gezielte Minimierung des gesamten Klassikationsfehlers sch

atzen, er-
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folgen die Nachbarschaftssuchen nach dem L- Verfahren mit jeweils unabh

angigen
Trainings- und Testmengen. Diese Mischform aus L- und R- Statistik bildet nat

urlich
keine rigorose Schranke f

ur  mehr, jedoch ist es f

ur die statistische Klassikation der
aus experimentellen Zeitreihen berechneten Merkmalsvektoren unsere Absicht, mit
vertretbarem Aufwand einen m

oglichst guten Sch

atzwert des Bayeschen Fehlers zu
erhalten.
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Kapitel 3
Fehlerfr

uherkennung bei
Induktionsmotoren
In diesem Kapitel wollen wir einen neuen L

osungsansatz f

ur das Problem vorstel-
len, den verschlei- oder fehlerbedingten Ausfall von Induktionsmotoren (Asynchron-
Drehstrommotoren) rechtzeitig vorherzusagen. Dieses Problem ist wegen des vielf

alti-
gen und weit verbreiteten Einsatzes von Induktionsmotoren in der Industrie von Inter-
esse. Wesentlicher Teil der Problemstellung ist, da die ben

otigte

Uberwachungsdia-
gnostik einfach, d.h. billig sein soll; die

ublichen Verfahren der Maschinen

uberwachung
durch mehrere Sensoren, welche alle relevanten Gr

oen, wie Temperatur, Vibration,
etc. getrennt kontrollieren, somit nicht in Frage kommen.
Eine einfach zug

angliche Megr

oe bei Induktionsmotoren ist eine Phase des Sta-
torstromes, die an der Stromzuf

uhrung abgenommen werden kann. Der Ausgangs-
punkt unserer Untersuchungen war damit die Frage, inwiefern der Stromu durch
den Stator die notwendigen Informationen f

ur die (statistisch signikante) Unter-
scheidung von guten und fehlerhaften Betriebszust

anden des Motors enth

alt und wie
sie extrahiert werden k

onnen. Die grundlegende Idee dieser Arbeit und das dar

uber
hinausgehende Ziel ist es, allgemein die aufwendige Diagnostik technischer Anlagen
mittels einer Reihe spezischer Meinstrumente hin zu einer

Uberwachung durch ein-
fache Sensoren und einer daf

ur komplexen Signalverarbeitung zu verlagern, welche
aber auf den heutigen Rechnern relativ billig durchgef

uhrt werden kann.
Zur L

osung des hier untersuchten Problems f

uhren wir die Methode der geometri-
schen Signaltrennung im Merkmalsraum ein. Skalare Zeitreihen des Statorstromes von
Induktionsmotoren wurden uns von SCR (Siemens Corporate Research, Princeton,
USA) zur Verf

ugung gestellt.
Der folgende Abschnitt gibt eine Einf

uhrung in das Problem der Fehlererkennung
bei Induktionsmotoren durch Analyse des Statorstromes. In Abschnitt 3.2 stellen wir
unser Konzept der geometrischen Signaltrennung vor und wenden es in Abschnitt 3.3
auf Daten an, die von vier 4-Pol Induktionsmotoren erzeugt wurden.
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3.1 Fehlererkennung durch Analyse des Statorstromes
Den unerwarteten verschlei- oder fehlerbedingten Ausfall technischer Anlagen zu
vermeiden ist ein altbekanntes Anliegen in der Industrie. Das Versagen eines Elek-
tromotors in einer Fertigungsstrae oder Paketsortieranlage z.B. kann leicht Kosten
verursachen, welche die des Motors bei weitem

ubersteigen. Daher ist die

Uberwa-
chung und Diagnose technischer Anlagen seit langem ein wichtiger Bereich der elek-
trotechnischen Forschung. Bei der Vielzahl m

oglicher Fehlerquellen und der relativen
Zuverl

assigkeit der Systemkomponenten mu der

Uberwachungsaufwand f

ur jede ein-
zelne Maschine jedoch gering gehalten werden. So lohnt sich eine aufwendige Sensorik
nur f

ur sehr groe Induktionsmotoren, w

ahrend f

ur die weit verbreiteten Motoren
mittlerer Leistung (10 { 100kW) nach g

unstigeren Alternativen gesucht wird.
Eine Reihe von Ver

oentlichungen [1, 5, 12, 23, 40, 35, 36, 41] besch

aftigt sich
seit ca. 1982 mit dem Problem, typische Fehler von Induktionsmotoren im Spek-
trum des Statorstromes zu identizieren. Hierbei wird versucht, h

augen Defekten,
wie Lagersch

aden, Unwuchten und Stabbr

uchen im Rotor (K

agl

aufer) charakteris-
tische Frequenzen (Signaturen) im Spektrum des Statorstromes zuzuordnen, welche
m

oglicherweise w

ahrend des Betriebs detektiert werden k

onnen.
Der Rotor eines Asynchronmotors besteht aus Aluminiumst

aben, in denen durch
das im Stator umlaufende Magnetfeld eine Spannung induziert wird. Aufgrund des
hierdurch entstehenden Magnetfeldes dreht sich der Rotor nahezu mit der Frequenz
des umlaufenden Feldes mit. Die Drehfreqenz f
rm
des Motors ist durch die Beziehung
f
rm
= (1  s)
f
e
(p=2)
gegeben, wobei f
e
die Netzfrequenz, p die Anzahl der Pole des Stators und s den
Schlupf bezeichnet. Der Schlupf entsteht, da der Rotor aufgrund der anliegenden Last
(und der Reibung) in unregelm

aigen Abst

anden eine viertel oder halbe Umdrehung
(abh

angig von der Anzahl der Pole) gegen

uber dem umlaufenden Feld zur

uckf

allt.
Der Schlupf h

angt von der Gr

oe und dem Lastzustand des Motors ab und ist von
der Gr

oenordnung s  0:01. Die Anzahl der Pole ist gew

ohnlich 2 oder 4.
Aus der Theorie der idealen Induktionsmaschine lassen sich die charakteristischen
Frequenzen von Unwuchten (f
uw
) und Stabbr

uchen (f
sb
) sowie aus dem Aufbau von
Kugellagern diejenige von Lagersch

aden (f
1
ls
, f
2
ls
) ableiten. Man erh

alt:
f
uw
= f
e

1m

1  s
p=2

= f
e
mf
rm
; m = 1; 2; 3;    (3.1)
f
sb
= f
e

k

1  s
p=2

 s

= kf
rm
 sf
e
; k=(p=2) = 1; 5; 7; 11;    (3.2)
f
1
ls
 0:4nf
rm
; f
2
ls
 0:6nf
rm
; (3.3)
wobei in (3.3) n die Anzahl der Kugeln in den Kugellagern der Motorachse bezeich-
net. In den zitierten Arbeiten wird (zum Teil durch den Vergleich mit anderen Me-
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thoden der Motor

uberwachung) gezeigt, da es prinzipiell m

oglich ist, diese Fehler
im Statorstromspektrum zu detektieren. Ein

Uberblick

uber verschiedene

Uberwa-
chungsverfahren bei Induktionsmotoren ndet sich z.B. in [42].
Erwartungsgem

a wird der Statorstrom neben der Netzfrequenz durch Indukti-
onseekte, die von verschiedenen Gr

oen verursacht werden, (unterschiedlich stark)
beeinut. Dies sind
1. der Lastzustand des Motors, insbesondere im Fall oszillierender Lasten, wie sie
z.B. beim Antrieb von Kompressoren auftreten, da hierdurch Drehzahlschwan-
kungen verursacht werden,
2. die Produktionstoleranzen des Motors, insbesondere Asymmetrien des Luftspal-
tes zwischen Stator und Rotor und der Wicklungsverteilung des Stators,
3. die Umweltbedingungen w

ahrend des Betriebs, wie die Temperatur und Luft-
feuchtigkeit, da hierdurch Toleranzen bzw. die Leitf

ahigkeit der Luft ver

andert
werden,
4. m

ogliche Defekte des Motors, wie Unwuchten, Lagersch

aden, Stabbr

uche im
Rotor und Kurzschl

usse im Stator.
Da der Einu sich entwickelnder Defekte auf den Statorstrom klein im Vergleich
zu den anderen Gr

oen ist, erfordert die zuverl

assige Detektierung fehlerhafter Be-
triebszust

ande eine aufwendige Signalanalyse; alleine die

Uberwachung der charak-
teristischen Frequenzen (3.1){(3.3) im Spektrum des Statorstromes erm

oglicht keine
verl

aliche Kontrolle des Motors.
Ausgehend von den genannten Vorarbeiten werden in [8, 26, 38] verschiedene
Diagnosemethoden und in [9, 24, 30, 37] auf neuronalen Netzen basierende Algo-
rithmen zur

Uberwachung von Induktionsmotoren vorgeschlagen. Hierbei wird die

Uberwachung der charakteristischen Frequenzen durch sogenannte Expertensysteme,
d.h. empirische Regeln die auf Praxiserfahrung beruhen, erg

anzt [8, 9, 26, 30, 37] oder
das Spektrum des Statorstromes wird mit einer Datenbasis verglichen, die von ande-
ren Motoren oder (und) numerisch simulierten idealen Induktionsmaschinen erzeugt
wurde [9, 38]. Es zeigt sich aber, da ein un

uberwachter Lernproze Produktionstole-
ranzen und sich

andernde Lastzust

ande nicht von Motorfehlern unterscheiden kann,
da deren Auswirkungen auf den Statorstrom um ca. ein bis zwei Gr

oenordnungen
kleiner als die der erstgenannten Ein

usse sind, sofern die Defekte noch nicht zum
unmittelbaren Versagen des Motors f

uhren sollen.
Aus diesem Grund wird in [30, 37] das Konzept des Autoassoziators vorgeschla-
gen, welches in weiteren anwendungsorientierten Arbeiten [24]

ubernommen wird.
Hierbei werden in einem Trainingszeitraum Mereihen von allen w

ahrend des Be-
triebs auftretenden Lastzust

anden eines neuen (fehlerfreien) Motors aufgenommen
und damit ein

Uberwachungsalgorithmus trainiert. In der anschlieenden Betriebs-
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Abbildung 3.1: Zeitreihen einer
Phase des (um die dominante
Netzfrequenz zu d

ampfen) vor-
gelterten und verst

arkten Sta-
torstromes: (a) konstante Last
bei halber Leistung, (b) mit
halber Netzfrequenz oszillieren-
de Last bei voller Leistung des
Motors. Die Zeitreihen

uber-
decken vier Perioden der Netz-
spannung (ca. zwei Umdrehun-
gen des Motors).
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phase k

onnen f

ur diesen Motor Abweichungen des aktuellen Statorstromes von der
bekannten Datenbasis detektiert werden. In [24, 30, 37]

ubernehmen neuronale Netze
diese

Uberwachungsaufgabe. Auch wenn die Idee des Autoassoziators die vielverspre-
chendste f

ur die Motor

uberwachung ist, die wir ebenfalls

ubernehmen werden, bleiben
noch zwei Probleme zu l

osen:
Zwar k

onnen w

ahrend der Trainingsphase Zeitreihen von allen Lastzust

anden
des Motors gemessen werden, jedoch ist es kaum m

oglich, alle Umweltbedingungen
abzudecken, die w

ahrend des sp

ateren Betriebs eintreten k

onnen. Die Temperatur
des Motors z.B. hat einen erheblichen Einu auf den Statorstrom, d.h. es ist ein
groer Unterschied, ob der Motor gerade eingeschaltet wurde oder schon l

anger l

auft.
Auch wenn man versuchen wird, alle typischen Betriebsbedingungen in die Trai-
ningsdatenbasis aufzunehmen, bleibt es f

ur einen praxisgerechten Betrieb unerl

alich,
da der

Uberwachungsalgorithmus sich entwickelnde Defekte von Betriebszust

anden
unterscheiden kann, die sich nur durch

auere Ein

usse von allen bekannten Trai-
ningszust

anden unterscheiden. Dies l

at sich nicht alleine dadurch erreichen, da
der Schwellenwert f

ur das

Ahnlichkeitsma im Merkmalsraum, mit dem Trainings-
und Testdaten verglichen werden, hinreichend gro gew

ahlt wird, da die Auswir-
kungen von Motorfehlern auf den Statorstrom von der gleichen Gr

oenordnung wie
Umweltein

usse sind. Genauso k

onnen Umweltbedingungen nicht herausgeltert wer-
den, indem nur zeitlich best

andige

Anderungen des Statorstromes, wie sie nat

urlich
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Abbildung 3.2: Zeitreihen der
gleichen Betriebszust

ande wie
in Abb. 3.1, wobei der Motor
eine Unwucht hat, die durch ei-
ne exzentrische Scheibe auf der
Motorachse erzeugt wird.
entstehende Defekte kennzeichnen, ber

ucksichtigt werden.
Ein weiteres in [35, 38] behandeltes Problem ist der Einu oszillierender Drehmo-
mente, wie sie z.B. beim Antrieb von Kompressoren auftreten. Erfolgt die Oszillation
mit (mehrfacher) Drehfrequenz des Motors, so werden die gleichen charakteristischen
Frequenzen f
os
im Statorstrom angeregt, wie sie f

ur Unwuchten und n

aherungswei-
se auch f

ur Stabbr

uche typisch sind; man erh

alt f
os
= f
uw
[35], vgl. (3.1) und (3.2).
Oszillierende Lasten k

onnen diese Fehler daher leicht

uberdecken. Abb. 3.1 zeigt Aus-
schnitte aus zwei Zeitreihen, die von Motor 1 mit verschiedenen Lasten erzeugt wur-
den. In Abb. 3.2 sind die gleichen Lastzust

ande des Motors mit einer Unwucht zu
sehen, die durch eine Exzenterscheibe auf der Motorachse erzeugt wurde. Es ist leicht
zu erkennen, da verschiedene Drehmomente des Motors zu einer qualitativen

Ande-
rung des Statorstromes f

uhren, w

ahrend der Einu der Unwucht nicht unmittelbar
sichtbar ist.
Wir wollen im n

achsten Abschnitt das Konzept eines Autoassoziators vorstellen,
welches nicht auf neuronalen Netzen basiert und auch keine empirischen (Experten-)
Regeln oder technische Details des zu

uberwachenden Motors verwendet, wie sie zur
Berechnung der Signaturen (3.1){(3.3) teilweise ben

otigt werden, da der Schlupf nicht
genau bekannt ist. Wir werden zeigen, da mit diesem Ansatz das wichtige Problem
unbekannter Umweltein

usse wie auch jenes oszillierender Lastzust

ande zumindest
teilweise behandelt werden kann.
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3.2 Geometrische Signaltrennung
Bevor wir die Einzelheiten erl

autern, soll die generelle Idee der geometrischen Signal-
trennung im Merkmalsraum vorgestellt werden. Wir nehmen an, da eine einfache
Mevorrichtung eine geeignete Zeitreihe der zu

uberwachenden Maschine (hier des
Induktionsmotors) liefert. Ausreichend lange Teilst

ucke der Signale werden in Merk-
malsvektoren v in einem Merkmalsraum V transformiert. Die Komponenten von v
k

onnen beliebige statistische Sch

atzgr

oen sein, die im Hinblick auf die Aufgabenstel-
lung sinnvoll gew

ahlt sind. Hierf

ur gibt es keine allgemeing

ultigen Kriterien. Da der
Statorstrom eines Induktionsmotors bei konstanten Betriebsbedingungen quasiperi-
odisch ist (bei einem Schlupf s = 0 w

are er periodisch), w

ahlen wir noch festzulegen-
de Komponenten des gefensterten Fourierspektrums der Zeitreihen als Eintr

age der
Merkmalsvektoren.
W

ahrend der Trainingsperiode wird ein Satz Merkmalsvektoren erzeugt, von de-
nen angenommen werden kann, da sie alle erlaubten Betriebszust

ande des intakten
Motors repr

asentieren. Insbesondere m

ussen Beispiele von allen Lastzust

anden da-
rin enthalten sein. Diese Trainingsvektoren werden in Cluster eingeteilt und f

ur jedes
Cluster wird eine lokale Metrik im Merkmalsraum V deniert, welche den Abstand ei-
nes Vektors zu dem spezischen Cluster angibt. Die lokalen Metriken ber

ucksichtigen
die stark unterschiedliche Gr

oe und Ausdehnung der Cluster in den verschiedenen
Raumrichtungen.
W

ahrend der

Uberwachungsphase werden die laufend berechneten Merkmalsvek-
toren mit den Clustern in V verglichen. Zun

achst wird der Abstand eines Testvektors
zum n

achstgelegenen Cluster im Merkmalsraum bestimmt und mit einem Schwel-
lenwert verglichen. Dieses

Uberwachungsverfahren reagiert sehr empndlich auf sich

andernde Betriebszust

ande des Motors bei einer gleichzeitigen statistischen Robust-
heit. In Abschnitt 3.3.2 werden wir in einem out-of-sample Test zeigen, da hiermit
alle Testdaten eines Motors korrekt klassiziert werden k

onnen.
F

ur die Praxis ist dieses Resultat jedoch unzureichend, da, wie im letzten Ab-
schnitt erl

autert, bisher unbeobachtete Betriebszust

ande sowohl durch Motorfehler
wie durch Umweltein

usse bedingt sein k

onnen. Da wir nicht annehmen k

onnen,
da alle w

ahrend des Betriebs eintretenden Umweltbedingungen in der Trainingsda-
tenbasis enthalten sind, mu der

Uberwachungsalgorithmus Defekte von sonstigen
Ein

ussen trennen k

onnen. Die geometrische Methode bietet hierf

ur eine L

osung:
Wir konstruieren zwei Typen von Merkmalsvektoren v
1
und v
2
in den R

aumen
V
1
und V
2
mit unterschiedlicher Dimension. W

ahrend die Komponenten von v
1
so
gew

ahlt werden, da sie Informationen

uber Motordefekte enthalten, gehen in v
2
fast
ausschlielich

auere Ein

usse ein. Da solche Merkmalsr

aume V
1
und V
2
existieren,
werden wir im Fall der Induktionsmotoren zeigen. In V
1
gehen nat

urlich Informationen

uber beides, Fehler und Umweltbedingungen (neben weiteren Ein

ussen) ein; dieser
Merkmalsraum stimmt mit dem oben eingef

uhrten Raum V

uberein.
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Beide Typen von Merkmalsvektoren werden jetzt aus den Trainingsdaten berech-
net und in Cluster eingeteilt, wobei nach Konstruktion je ein Cluster in V
1
und V
2
zu-
einander korrespondieren. Die in der

Uberwachungsphase erzeugten Testvektorpaare
(v
1
;v
2
) werden mit den Clustern in V
1
und V
2
unabh

angig voneinander verglichen.
Im allgemeinen gibt es kein Paar zueinander korrespondierender Cluster, welche die
Abst

ande zu v
1
und v
2
simultan minimieren. Um den Testvektoren eindeutig ein
Clusterpaar zuordnen zu k

onnen, mu deshalb die Summe ihrer geeignet gewichteten
Abst

ande in V
1
und V
2
minimiert werden.
Die in V
2
beobachteten Abst

ande geben fast ausschlielich Abweichungen der Um-
weltbedingungen von den Trainingsdaten wieder. Es existiert jedoch eine Korrelation
zwischen v
2
und den in v
1
enthaltenen Umweltein

ussen, welche es erlaubt diese
St

orungen n

aherungsweise herauszurechnen. Die so von Umweltein

ussen teilweise
bereinigten Abst

ande in V
1
werden wiederum mit einem Schwellenwert verglichen, der
jetzt als Klassikationskriterium zwischen guten und fehlerhaften Betriebszust

anden
des Motors dient. Weiterhin nutzen wir die Eigenschaft aus, da entstehende Defekte
zeitlich best

andige

Anderungen des Statorstromes hervorrufen; kurzzeitige Ereignis-
se, die den Schwellenwert

uberschreiten, wie z.B. Schwankungen der Netzspannung,
k

onnen daher ignoriert werden.
Geometrische Signaltrennung ist mehr als das Messen von Abst

anden in Merk-
malsr

aumen, was lediglich skalare Gr

oen sind. Als n

achsten Schritt wird man daher
versuchen eine Mannigfaltigkeit erlaubter Zust

ande im Merkmalsraum zu identi-
zieren, mit der die Testvektoren verglichen werden k

onnen. Diese Mannigfaltigkeit
k

onnte durch Cluster aus Trainingsvektoren, die ebenfalls zur Denition der loka-
len Metriken dienen, n

aherungsweise trianguliert werden. Damit w

are es m

oglich, die
in den Trainingsdaten enthaltenen Informationen im Merkmalsraum zu inter- und
extrapolieren. Nimmt man nun an, da die Anzahl der eektiven Freiheitsgrade der
Umweltbedingungen klein ist; vielleicht nur Temperatur und Luftfeuchtigkeit umfat,
so w

are die Mannigfaltigkeit der erlaubten Betriebszust

ande niedrigdimensional und
w

urde, falls sie nicht zu stark gefaltet ist, eine pr

azisere Trennung von Fehlern und
Umwelt erlauben als der skalare Ansatz.
Allerdings erfordert die numerische Approximation von (nichtparametrischen)
Mannigfaltigkeiten eine relativ groe Datenmenge. Aufgrund des begrenzten Daten-
umfangs, der uns von den Induktionsmotoren zur Verf

ugung steht, konnte dieser
Ansatz nicht weiter verfolgt werden.
3.2.1 Vorprozessierung der Zeitreihen
Die uns von SCR zur Verf

ugung gestellten Zeitreihen sind bereits vorgeltert und
verst

arkt, um die Amplitude der dominanten Netzfrequenz (um ca. 30dB) zu d

ampfen.
Die Abtastrate der Zeitreihen wurde nach dem Filterproze auf 32 pro Periode der
Netzfrequenz (60Hz) reduziert, siehe Abb. 3.1 und 3.2.
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Wir berechnen die Merkmalsvektoren aus Teilst

ucken der Zeitreihen der L

ange
5120 (b= 2.67s Laufzeit des Motors). Zun

achst werden gefensterte Fouriertransforma-
tionen

uber 512 St

utzstellen (16 Perioden der Netzfrequenz) mit zur H

alfte

uber-
lappenden Fenstern berechnet und die Betragsquadrate

uber das gesamte Teilst

uck
gemittelt, um statistische Fluktuationen zu d

ampfen. Wir verwenden das Hann- Fen-
ster (2.33), welches bei der Wahl L = 1 (siehe Kap. 2.2.2) eine Breite von 3 Kan

alen
im diskreten Frequenzraum hat, siehe Abb. 2.5. Da aufgrund der Quasiperiodizit

at
der Zeitreihen ihre gefensterten Fouriertransformationen nur isolierte Spitzen enthal-
ten, die genau in die beiden benachbarten Kan

ale hinein verbreitert werden, reicht es
aus, nur jede zweite Frequenzkomponente zu ber

ucksichtigen. Die hiermit verbundene
D

ampfung einiger Amplituden wird sp

ater keine Rolle spielen.
Wir erhalten somit Vektoren mit 128 Spektralkomponenten, die wir w

ahrend der
Trainingsperiode von allen Betriebszust

anden des fehlerfreien Motors sammeln.
3.2.2 Auswahl und Clusterung der Merkmalsvektoren
Nachdem diese Trainingsmenge von Frequenzvektoren erzeugt ist, kommen wir zur
Auswahl der Merkmalsvektoren, die f

ur jeden Motor individuell erfolgt. Wir verwen-
den folgende Auswahlkriterien:
1. Da alle betrachteten Fehler periodisch mit der Drehfrequenz des Motors sind,
enthalten die Komponenten der Netzfrequenz und ihre Harmonischen keine In-
formationen

uber den Zustand des Motors, jedoch gehen die Umweltbedingung-
en in sie ein; diese Eigenschaft werden wir sp

ater ausnutzen.
2. Wir betrachten alle Spektralkomponenten mit einem hinreichend hohen Signal-
Rausch Verh

altnis als potentiell interessant f

ur die Fehlererkennung und erwar-
ten, da diese Menge ausreichend viele Frequenzen enth

alt, die f

ur die Detektie-
rung von Defekten geeignet sind. Die nicht fehlersensitiven Komponenten dieser
Menge werden aufgrund ihres relativ kleinen Rauschanteils nur wenig st

oren-
den Einu haben. Hierzu mu ein Ma zur Quantizierung des Signal-Rausch
Verh

altnisses deniert werden. Die Amplituden der Spektralkomponenten allei-
ne erachten wir nicht als wichtig, da sie im wesentlichen durch den Lastzustand
des Motors bestimmt werden.
3. Zus

atzlich besteht die M

oglichkeit, einige der physikalisch motivierten Signa-
turen (3.1){(3.3) zu ber

ucksichtigen. Wir betrachten hier die Frequenzkompo-
nenten f
e
 f
rm
, die durch Unwuchten des Motors angeregt werden und f

ur
4-Pol Motoren bei der verwendeten Abtastrate unabh

angig vom Schlupf in die
Kan

ale 4 und 12 der Frequenzvektoren gefaltet werden. Auf diese Auswahlre-
gel kann verzichtet werden, falls der Motor oszillierende Lasten antreibt, da in
diesem Fall die betrachteten Frequenzen immer in der Menge der Spektralkom-
ponenten mit hinreichend hohem Signal-Rausch Verh

altnis enthalten sind.
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Zur Denition eines Maes f

ur das Signal-Rausch Verh

altnis der Spektralkomponen-
ten teilen wir zun

achst die 128-dimensionalen Frequenzvektoren in Cluster ein, die
wir sp

ater auch zur Denition der lokalen Metriken in den Merkmalsr

aumen V
1
und
V
2
ben

otigen werden. Die Clustereinteilung erfolgt durch einen selbstorganisierenden
Clusterungsalgorithmus, der f

ur diese Aufgabe entwickelt wurde und Standardverfah-
ren, wie z.B. [21]

uberlegen ist:
Im ersten Schritt wird die Trainingsvektormenge in kleine Cluster eingeteilt, wel-
che in einem zweiten Schritt geeignet zusammengefat werden. Der erste Vektor in
der Reihenfolge, in der sie erzeugt wurden, bildet den Startpunkt des ersten Clusters.
Falls sein Euklidischer Abstand zum zweiten Vektor in dieser Reihenfolge kleiner als
ein Trennschwellenwert d
sep
ist, geh

ort auch er in dieses Cluster und der gemeinsa-
me Schwerpunkt wird bestimmt. Der folgende Vektor kann entweder ebenfalls dazu-
geh

oren oder deniert, falls sein Abstand zum Schwerpunkt des Clusters gr

oer als
d
sep
ist, ein weiteres Cluster. Im zweiten Fall wird angenommen, da der Betriebszu-
stand des Motors sich ge

andert hat und alle kommenden Vektoren werden nur noch
mit dem zuletzt entstandenen Cluster verglichen bis wiederum ein neues gebildet
wird. W

ahrend dieses Prozesses entsteht eine relativ groe Anzahl kleiner Cluster,
deren Elemente einen kleinen Euklidischen Abstand zueinander haben.
Aus statistischen Gr

unden ist eine minimale Clustergr

oe erforderlich; wir w

ahlen
als kleinstm

ogliche Anzahl von Vektoren 25 oder 50 abh

angig von Gr

oe des Daten-
satzes. Zun

achst werden alle Cluster, deren Schwerpunktabstand kleiner als ein Ver-
einigungsschwellenwert d
uni
ist, zusammengelegt. Die M

oglichkeit von Clusterketten
wird hierbei beachtet, d.h. wenn Cluster A in der N

ahe von B und B nahe an C
liegt, C sich jedoch nicht in einer hinreichend kleinen Umgebung von A bendet, so
werden A, B und C vereinigt, um Eindeutigkeit zu erhalten. d
uni
wird nun schrittwei-
se erh

oht und das Verfahren wiederholt, wobei jetzt allerdings Cluster, welche beide
bereits die minimale Gr

oe erreicht haben, nicht vereinigt werden. Dies ist wichtig,
da f

ur eine geeigneten Clusterung der Trainingsvektoren sowohl kleine und relativ na-
he beieinander liegende wie auch sehr viel ausgedehntere Cluster entstehen m

ussen.
Nachdem ein maximaler Wert von d
uni
erreicht ist, werden alle Vektoren, die bis da-
hin noch zu keinem Cluster minimaler Gr

oe geh

oren, als Ausreier betrachtet und
aus der Trainingsmenge entfernt.
Es zeigt sich, da Vektoren, die den gleichen Lastzustand und

ahnliche Umwelt-
bedingungen repr

asentieren, in jeweils einem Cluster zusammengefat werden. Da
wir als Abstandsma die Euklidische Norm verwenden, dominieren allerdings wenige
groe Spektralkomponenten, unter ihnen die Netzfrequenz und ihre Harmonischen,
die Clustereinteilung. Die erzeugten Cluster sind nicht eindeutig, jedoch sollte die Feh-
lererkennung mit jeder vern

unftigen Einteilung der Trainingsvektoren funktionieren.
Die Schwellenparameter werden durch die Euklidische Norm der Frequenzvektoren,
d.h. den Verst

arkungsfaktor des Statorstromes bestimmt. Damit ihre Wahl universal
ist, werden die Vektoren der Trainingsmenge auf die mittlere Amplitude 1 normiert.
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F

ur jedes Cluster und jede Spektralkomponente denieren wir nun das Signal-
Rausch Verh

altnis
r
i;j
=
c
i;j

i;j
; i = 1;    ; 128 ; (3.4)
wobei c
i;j
die i-te Komponente des Schwerpunktvektors von Cluster j und 
i;j
ein Ma
f

ur die Ausdehnung dieses Clusters in der Raumrichtung i ist. Eine erste M

oglichkeit
f
i;j
g zu denieren, bieten die Standardabweichungen der Cluster, jedoch wird damit
die unterschiedliche Form der Cluster zu wenig ber

ucksichtigt. Daher stellt es sich
als vorteilhaft heraus, auch den vierten Kumulanten der Verteilung der Vektoren
einzubeziehen. Die Wahrscheinlichkeitsdichte 
X
(x) einer Zufallsvariablen X l

at sich
durch ihre Kumulanten f
m
; m = 1; 2;   g vollst

andig charakterisieren, falls diese
existieren [20, 31]. Es gilt

X
(x) =
1
2
Z
exp

1
X
m=1
( ik)
m
m!

m

e
ikx
dk ;
wobei die f

uhrenden Kumulanten gegeben sind durch

1
= <X> (Mittelwert)

2
= <X   <X>>
2
= var(X) (Varianz)

3
= <X   <X>>
3
(Schr

agheit)

4
= <X   <X>>
4
  3var
2
(X) (Kurtosis)
.
.
. =
.
.
. :
(3.5)
F

ur eine Gauverteilung verschwinden alle Kumulanten von h

oherer als zweiter Ord-
nung. Daraus folgt die Relation
var(X) =
p
<X   <X>>
4
  2var
2
(X) :
Deniert man nun f

ur eine beliebige (1-dim.) Wahrscheinlichkeitsdichte die Gr

oe
 =

max

<X   <X>>
4
  2var
2
(X) ;
1
16
var
2
(X)

1=4
; (3.6)
so erh

alt man ein Ma f

ur die r

aumliche Ausdehnung der Cluster, welches die Ab-
weichung der Verteilung der Vektoren von einer Gauverteilung in f

uhrender gerader
Ordnung ber

ucksichtigt. Das Maximum unter der Wurzel garantiert ein positiv de-
nites Argument. Das Ma  reagiert auf statistische Fluktuationen deutlich emp-
ndlicher als die Standardabweichung; dies erweist sich f

ur die Quantizierung von
Signal-Rausch Verh

altnissen als sinnvoll. Als Sch

atzer f

ur den vierten Kumulanten
einer Wahrscheinlichkeitsdichte verwenden wir den Ausdruck
^
4
=
1
K   1
K
X
i=1
(X
i
 
^
X
i
)
4
  3

1
K   1
K
X
i=1
(X
i
 
^
X
i
)
2

2
;
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wobei f
^
X
i
; i = 1;    ; Kg die Sch

atzer f

ur die Erwartungswerte von X
i
 X sind.
Mit der Denition (3.6) f

ur die Gr

oen f
i;j
g (3.4) l

at sich das Signal-Rausch
Verh

altnis der Spektralkomponenten quantizieren. Hierzu mitteln wir fr
i;j
g (3.4)

uber alle Cluster, wobei der Signal-Rausch Vektor r
j
jedes Clusters auf 1 normiert
wird, um alle Cluster gleich zu gewichten:
R
i
=
M
X
j=1
r
i;j
q
P
128
k=1
(r
k;j
)
2
; i = 1;    ; 128 ; (3.7)
wobei M die Anzahl der Cluster bezeichnet. Die Menge fR
i
; i = 1;    ; 128g ist von
der spezischen Clustereinteilung der Trainingsvektoren n

aherungsweise unabh

angig
und deniert eine Reihenfolge der Spektralkomponenten entsprechend ihres Signal-
Rausch Verh

altnisses.
Nun kann die Merkmalsauswahl vorgenommen werden. Als Eintr

age der Vektoren
v
2
betrachten wir die Spektralkomponenten der Netzfrequenz und zwei ihrer Har-
monischen, welche das gr

ote Signal-Rausch Verh

altnis haben. Diese Wahl ist vom
Motortyp, genauer der Windungsverteilung abh

angig. Als Eintr

age von v
1
w

ahlen
wir die 12 bis 14 Komponenten mit den h

ochsten Signal-Rausch Verh

altnissen, wobei
jetzt alle Harmonischen der Netzfrequenz ausgeschlossen sind. Zus

atzlich werden, wie
erw

ahnt, die Komponenten 4 und 12 des Frequenzvektors ber

ucksichtigt.
Die Auswahl der Merkmale h

angt nicht nur vom spezischen Motor, sondern auch
von den anliegenden Lasten ab. F

ur unsere Motordaten zeigt sich, da das Merk-
malssuchverfahren bei allen Lastzust

anden eine ausreichende Anzahl von Frequenzen
ndet, die sensitiv auf die untersuchten Fehler reagieren. Eine Ausnahme bilden die
charakteristischen Frequenzen f
e
 f
rm
zur Detektierung von Unwuchten, die nur
dann zuverl

assig ausgew

ahlt werden, wenn der Motor eine mit (mehrfacher) Dreh-
frequenz oszillierende Last treibt. Da hierdurch die gleichen Frequenzen wie im Fall
einer Unwucht angeregt werden, haben diese Spektralkomponenten immer ein hinrei-
chend hohes Signal-Rausch Verh

altnis. Nat

urlich kann, falls erforderlich, die Menge
der Merkmale um weitere physikalisch motivierte Signaturen erg

anzt werden.
Die ausgew

ahlten Spektralkomponenten sind im allgemeinen nicht diejenigen mit
der gr

oten Leistung; ihre Amplituden unterscheiden sich bis zu einem Faktor 10
4
voneinander, siehe Abb. 3.3 und 3.4. Umgekehrt enthalten manche Komponenten des
Frequenzvektors mit wesentlich gr

oerer spektraler Leistung fast nur Rauschen.
F

ur unsere Motordaten w

ahlen wir als Dimension der Merkmalsr

aume V
1
und V
2
N
1
= 14 { 16 sowie N
2
= 3.
3.2.3 Die Struktur der Merkmalsr

aume
Kommen wir nun zur Konstruktion der Merkmalsr

aume V
1
und V
2
. Die Abbildun-
gen 3.3 und 3.4 zeigen Projektionen auf zwei Komponenten von v
1
und v
2
. Die
zugeh

origen Daten wurden von Motor 4 bei konstanter (Abb. 3.3) sowie bei mit der
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Abbildung 3.3: Projektion auf
zwei Komponenten der 128-di-
mensionalen Frequenzvektoren,
welche in die Merkmalsvektoren
v
1
2 V
1
(a) sowie v
2
2 V
2
(b)
eingehen. Verschiedene Sym-
bole (Kreis, Quadrat, Dreieck)
kennzeichnen jeweils eine Me-
reihe, zwischen denen sich die
Betriebsbedingungen des Mo-
tors ge

andert haben. Schwarze
Symbole korrespondieren zum
intakten Motor w

ahrend graue
eine Unwucht anzeigen. Diese
Daten wurden bei konstanter
Last des Motors mit drei ver-
schiedenen Drehmomenten auf-
genommen.
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Drehfrequenz des Motors oszillierender Last (Abb. 3.4) erzeugt, wobei jeweils halbes,
drei-viertel und volles zul

assiges Drehmoment amMotor anlag (siehe Abschnitt 3.3 f

ur
Einzelheiten zu den Mereihen). Die Merkmalsvektoren, die aus Daten des intakten
Motors berechnet wurden, sind schwarz markiert w

ahrend graue Symbole eine (un-
terschiedlich starke) Unwucht anzeigen. Vektoren, die aus verschiedenen Datens

atzen
berechnet wurden sind mit unterschiedlichen Symbolen (Kreis, Quadrat sowie Drei-
eck) bezeichnet.
In den Abb. 3.3 (b) und 3.4 (b) ist deutlich zu erkennen, da in V
2
schwarze und
graue Wolken mit den jeweils gleichen Symbolen eng beieinander liegen oder sich so-
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Abbildung 3.4: Projektion auf
die gleichen Komponenten von
v
1
2 V
1
(a) bzw. v
2
2 V
2
(b)
wie in Abb. 3.3. Die Zeitrei-
hen wurden bei mit der Dreh-
frequenz des Motors oszillieren-
der Last mit drei verschiedenen
Drehmomenten aufgenommen.
Die Symbole haben die gleiche
Bedeutung wie in Abb. 3.3.
gar

uberdecken, was die Vermutung nahe legt, da sie unter

ahnlichen Bedingungen,
d.h. innerhalb einer Mereihe aufgenommen wurden, da in V
2
keine Informationen

uber Motorfehler eingehen, jedoch Umweltein

usse und Lastzust

ande detektiert wer-
den. Da Unwuchten durch das Aufstecken einer Exzenterscheibe auf die Motorachse
schnell erzeugt werden k

onnen, ist es plausibel, da diese Zeitreihen jeweils zu einer
Mereihe geh

oren. Die Situation ist nicht so eindeutig in den Abb. 3.3 (a) und 3.4 (a),
da in V
1
eine Mischung aus Informationen

uber Lastzust

ande, Umweltbedingungen
und Defekte eingeht. Insbesondere zeigt sich in V
1
, anders als in V
2
, deutlich der
Unterschied zwischen konstanten und oszillierenden Lasten.
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Die Frage der Fehler(fr

uh)erkennung bei Induktionsmotoren l

at sich nun wie folgt
formulieren: Angenommen die Trainingsmenge umfat jeweils die H

alfte der unter
zwei (von drei) unterschiedlichen Betriebsbedingungen erzeugten Merkmalsvektoren
(z.B. die schwarzen Kreise und schwarzen Quadrate), w

ahrend alle

ubrigen Vektoren
in der Testphase auftreten, in der keine zus

atzlichen Informationen

uber den Lastzu-
stand des Motors verf

ugbar sind. Kann der Algorithmus dann zwischen Motorfehlern,
welche durch graue Symbole gekennzeichnet sind, und den schwarz markierten erlaub-
ten Betriebszust

anden, die allerdings teilweise unter unbekannten Umweltein

ussen
aufgenommen wurden (die schwarzen Dreiecke), statistisch signikant unterscheiden?
Als n

achsten Schritt zu einer Antwort denieren wir eine Metrik in V
1
und V
2
,
indem wir Kondenzellipsoide an die im letzten Abschnitt erzeugten Cluster tten.
Hierzu betrachten wir eine Singul

arwertezerlegung der Cluster in V
1
und V
2
: Seien die
Spalten der Matrix A die Merkmalsvektoren eines Clusters in seinem Schwerpunkt-
system, d.h. A = ((v
k;j
  c
j
)
k
; k = 1;    ; K), wobei c
j
den Schwerpunktvektor von
Cluster j und K die Anzahl der darin enthaltenen Vektoren bezeichnet. Dann bil-
den die Eigenvektoren von AA
y
eine Orthonormalbasis des Clusters, bez

uglich der
alle Kovarianzen der Verteilung der Vektoren verschwinden. Deniert man nun die
Ausdehnung eines Clusters in diesen Koordinaten durch f
i;j
g (3.6), so l

at sich der
Abstand eines Vektors v zu dem Cluster im Merkmalsraum angeben:
d(v; j) =
v
u
u
t
N
X
i=1
~v
2
i

2
i;j
mit ~v = R
j
(v  c
j
) ; (3.8)
wobei R
j
die Drehmatrix in das lokale Koordinatensystem von Cluster j und N die
Dimension des Merkmalsraums bezeichnet.
Ca. 3% der Vektoren eines Clusters, welche die gr

oten Abst

ande zum Schwer-
punkt haben, werden nun entfernt; f

ur die

ubrigen werden R
j
und die Gr

oen f
i;j
g
neu berechnet. Die so in V
1
und V
2
denierten Kondenzellipsoide korrespondieren
nach Konstruktion paarweise zueinander.
Jetzt k

onnen die w

ahrend der

Uberwachungsphase erzeugten Merkmalsvektoren
mit allen Clustern in V
1
und V
2
verglichen und ihr minimaler Abstand bestimmt
werden. Damit kommen wir zur Berechnung der Umweltkorrekturen.
3.2.4 Berechnung von Umweltkorrekturen
Wir wollen nun die in den Merkmalsr

aumen V
1
und V
2
enthaltene Information kombi-
nieren, um eine Umweltkorrektur f

ur die in V
1
beobachteten Abst

ande zu berechnen.
Zun

achst m

ussen f

ur jedes Testvektorpaar (v
1
;v
2
) zwei zueinander korrespondieren-
de Kondenzellipsoide bestimmt werden, mit denen die Vektoren verglichen werden
sollen. Diese Ellipsoide sollen einen m

oglichst

ahnlichen Betriebszustand des Motors
repr

asentieren, wie er gegenw

artig vorliegt, jedoch ist dar

uber keine explizite Infor-
mation verf

ugbar. Aufgrund m

oglicher unbekannter Umweltein

usse ist das in V
1
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Abbildung 3.5: Die Abst

ande
d(v
1
) und d(v
2
) von Testvek-
torpaaren (v
1
;v
2
) gegeneinan-
der angetragen. Die Einheiten
sind dimensionslos. Schwarze
Symbole korrespondieren zum
intakten Motor, w

ahrend graue
eine Unwucht anzeigen. Die zu-
geh

origen Datens

atze wurden
bei konstanten und oszillieren-
den Lasten mit verschiedenen
Drehmomenten erzeugt.
oder V
2
am n

achsten gelegene Cluster nicht unbedingt die beste Wahl. Tats

achlich
gibt es im allgemeinen keine zwei zueinander korrespondierenden Ellipsoide, welche
die Abst

ande zu v
1
und v
2
simultan minimieren. Daher mu das Clusterpaar j, wel-
ches bez

uglich Lastzustand und Umweltbedingungen am besten mit dem gegebenen
Testvektorpaar (v
1
;v
2
)

ubereinstimmt, gesch

atzt werden. Die einfachste M

oglichkeit
hierzu ist die Minimierung der gewichteten Summe
F (v
1
;v
2
; j) = d(v
1
; j) + d(v
2
; j) (3.9)
bez

uglich j. Die Wichtungskonstante  h

angt von der Dimension von V
1
und V
2
ab
und ist von der Gr

oenordnung   1. Diese Wahl eines Clusterpaars ber

ucksich-
tigt unbekannte Umweltein

usse durch die Mittelung der in V
1
und V
2
beobachteten
Abst

ande und deniert den Abstand eines Testvektors d(v) in seinem Merkmalsraum
eindeutig.
In Abb. 3.5 sind die Abst

ande d(v
1
) und d(v
2
) einer groen Anzahl von Test-
vektorpaaren gegeneinander angetragen. Wie vorher umfat die Trainingsmenge Bei-
spiele aus zwei von drei Mereihen: Kreise stehen f

ur

ahnliche Umweltbedingungen
von Trainings- und Testmenge, w

ahrend Dreiecke voneinander abweichende Ein

usse
kennzeichnen; schwarzen Symbole korrespondieren zu Daten des intakten Motors, wo-
gegen graue eine Unwucht anzeigen. Nat

urlich sind d(v
1
) und d(v
2
) nicht korreliert
in einem strengen Sinn, jedoch existiert die untere Schranke einer Korrelation, welche
in Abb. 3.5 durch die ausgezogenen Linie verdeutlicht wird. Damit ist es m

oglich,
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die in d(v
1
) enthaltenen Umweltein

usse teilweise herauszurechnen. Der in f

uhrender
Ordnung korrigierte Abstand d(v
1
) wird gegeben durch
d
korr
(v
1
;v
2
) = jd(v
1
)  d(v
2
)  j ; (3.10)
wobei  und  von der Dimension der Merkmalsr

aume abh

angige Konstanten sind,
welche die gesch

atzte Koppelung von d(v
1
) und d(v
2
) festlegen. Das gesch

atzte Ver-
h

altnis von d(v
1
) und d(v
2
) f

ur N
1
= 14 und N
2
= 3 ist in Abb. 3.5 mit der gestri-
chelten Linie eingezeichnet.
Zur Berechnung von d
korr
m

ussen die Parameter ,  und  gesch

atzt werden.
Dies erfolgt durch die Minimierung des gesamten Klassikationsfehlers der Motorda-
ten in mehreren out-of-sample Tests mit unterschiedlich gew

ahlter Trainingsmenge.
Jedoch werden aus praktischen Gr

unden die Parameter f

ur jeden Motor nur ein-
mal auf dem gesamten Datensatz gesch

atzt; hierdurch ergibt sich eine Mischform
aus in-sample und out-of-sample Test (siehe Kap. 2.3.3). Da die Minimierung des
Klassikationsfehlers f

ur verschiedene Trainingsmengen eine unterschiedliche Para-
meterwahl erfordert, k

onnen ,  und  nur Mittelwerte hiervon annehmen. Unser
Kriterium zum Sch

atzen dieser Parameter ist, da sich f

ur alle Trainingsmengen die
Fehlklassikationsrate bei einer Variation der Parameter nur langsam

andert, so da
wir annehmen k

onnen, uns in der N

ahe des jeweiligen Minimums zu benden.
Aus Gl. (3.10) folgt, da die Empndlichkeit des Fehlererkennungsalgorithmus
kontinuierlich abnimmt, wenn die in V
2
beobachteten Umweltbedingungen von allen
aus der Trainingsperiode bekannten abweichen.

Uberschreitet d(v
2
) einen Grenzwert,
so mu die Fehler

uberwachung abgeschaltet werden; dies kann z.B. bei Spannungs-
schwankungen des Netzes passieren. Falls die Testvektoren in V
2
f

ur l

angere Zeit nicht
in der N

ahe der Cluster liegen, mu vermutlich der Trainingsdatensatz erneuert wer-
den; dies kann aufgrund von Alterungserscheinungen oder nach einer Reparatur des
Motors erforderlich sein.
Man k

onnte aus Abb. 3.5 folgern, da die m

oglichen Umweltkorrekturen relativ
klein sind. Aber Gl. (3.10) ist nur der zweite Schritt einer solchen Korrektur, der
erste (und gr

oere) besteht aus der richtigen Identikation der Cluster, mit denen die
Testvektoren verglichen werden. Da Defekte des Motors keine kurzzeitigen Ereignisse
sind, sondern zu best

andigen

Anderungen des Statorstromes f

uhren, k

onnen wir als
Entscheidungskriterium bei der Fehlererkennung eine Klassikationsstatistik verwen-
den. Hier jedoch k

onnen bereits kleine Verbesserungen wesentlichen Einu auf die
Signikanz haben, wie im n

achsten Abschnitt deutlich werden wird.
3.3 Anwendungen und Ergebnisse
In diesem Abschnitt wollen wir Anwendungen unseres Fehlererkennungsalgorithmus
auf Daten zeigen, die von vier 10PS 4-Pol Induktionsmotoren erzeugt wurden. Die
Datens

atze von Motor 1, 2 und 4 bestehen aus Zeitreihen der L

ange 530.000 bis
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Lastzustand Drehmoment
konstant halb und voll (max.)
sinusf

ormig mit der Drehfrequenz oszillierend halb und voll
sinusf

ormig mit doppelter Drehfrequenz oszillierend voll
periodisch mit der Drehfrequenz ein- und ausgeschaltet voll
sinusf

ormig mit 28Hz oszillierend halb und voll
sinusf

ormig mit 30Hz oszillierend voll
periodisch mit 30Hz ein- und ausgeschaltet voll
Tabelle 3.1: Lastzust

ande von Motor 1 und 2
Lastzustand Drehmoment
keine Last
konstant halb, drei-viertel und voll
sinusf

ormig mit der Drehfrequenz oszillierend halb, drei-viertel und voll
sinusf

ormig mit halber Drehfrequenz oszillierend halb, drei-viertel und voll
sinusf

ormig mit doppelter Drehfrequenz oszillierend halb, drei-viertel und voll
Tabelle 3.2: Lastzust

ande von Motor 4
Datensatz von Zust

ande des Motors
Motor 1 intakt (ausgewuchtet), Unwucht, Loch im

aueren Kugellager-
ring, gebrochener Stab im Rotor
Motor 2 intakt, Unwucht
Motor 3 intakt, Unwucht
Motor 4 3intakt, 4Unwucht (vom Grad 1 bis 4), gebrochener Stab
im Rotor, 2repariert (in Ordnung)
Tabelle 3.3: Datens

atze von Motor 1 bis 4.
1.050.000 (b= 4.6 { 9.1 min Laufzeit des Motors), die jeweils mit einer einzelnen Last
aufgenommen wurden. Alle untersuchten Lastzust

ande sind in Tabelle 3.1 und 3.2
aufgef

uhrt. Von Motor 3 liegen zwei Zeitreihen der L

ange 10.400.000 vor, wobei die
Last des Motors zwischen 13 Lastzust

anden zuf

allig wechselt. Die untersuchten De-
fekte der Motoren sind in Tabelle 3.3 aufgelistet.
Die Betriebsbedingungen w

ahrend der Aufnahme der verschiedenen Mereihen
eines Motors weichen im allgemeinen voneinander ab. Die hierdurch bedingten Ein-


usse auf den Statorstrom sind von der gleichen Gr

oenordnung (und sogar gr

oer)
wie die durch Defekte verursachten

Anderungen. Sichtbar wird dies besonders f

ur
die Daten von Motor 4: Die drei vom intakten Motor gemessenen Zeitreihens

atze
unterscheiden sich deutlich voneinander. Auch wenn wir keine genauen Informatio-
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Abbildung 3.6:Motor 4: Wahr-
scheinlichkeit von Fehlklassi-
kationen als die Funktion eines
Schwellenparameters . Durch-
gezogene Kurven: Falsche Zu-
r

uckweisungen des guten Mo-
tors. Gebrochene Kurven: Fal-
sche Akzeptanzen des Motors
mit einer Unwucht (gestrichelt:
Grad 1, gepunktet: Grad 2, lang
gestrichelt: Grad 3, punkt-ge-
strichelt: Grad 4). (a) Training
unter Umweltbedingung 1 und
2, (b) Training unter Umwelt-
bedingung 2 und 3 in jeweils al-
len Lastzust

anden.
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nen dar

uber haben, liegt die Vermutung nahe, da drei der vier Datens

atze, die von
diesem Motor mit einer Unwucht vorliegen, innerhalb der jeweils gleichen Mereihen
wie die des intakten Motors aufgenommen wurden. Dieser Schlu l

at sich aus den
Abb. 3.3 und 3.4 ziehen und erlaubt den Vergleich der Einwirkungen von Umwelt und
Fehlern auf den Statorstrom.
In den Abb. 3.6 bis 3.12, die im folgenden genauer diskutiert werden, ist auf der
y- Achse der Anteil der Merkmalsvektoren einer Testmenge angetragen, deren Ab-
stand d
korr
(3.10) gr

oer (bzw. kleiner) als der entlang der x- Achse aufgetragene
Schwellenwert  ist, falls die Testdaten von einem intaken (fehlerhaften) Motor stam-
men. D.h., f

ur Testdaten guter Motoren wird der Anteil der falschen Zur

uckweisungen,
f

ur die Signale defekter Motoren hingegen der Anteil falscher Akzeptanzen gegen 
angetragen.
3.3.1 Signalklassikation mit Umweltkorrekturen
Wir w

ahlen als Trainingsmenge f

ur Motor 4 jeweils eine H

alfte der unter zwei von drei
Umweltbedingungen gemessenen Datens

atze des guten Motors. Hierin sind Beispiele
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Abbildung 3.7: Signalklassi-
kation ohne Umweltkorrekturen
bei Motor 4: (a) Training un-
ter Umweltbedingung 1 und 2;
(b) Training unter Umweltbe-
dingung 2 und 3; vgl. Abb. 3.6.
Die Symbole entsprechen denen
in Abb. 3.6.
von allen Lastzust

anden enthalten. Die

ubrigen Zeitreihen bilden die Testmenge. Al-
le Ergebnisse sind damit out-of-sample Tests (mit der erw

ahnten Einschr

ankung des
Sch

atzens der Paramater ,  und ), wobei keine Informationen

uber die zu detek-
tierenden Fehler zum Trainieren verwendet werden. Da die einzelnen Zeitreihen nicht
exakt station

ar sind, sondern (unterschiedlich starke) Parameterdrifts aufweisen, kann
das Testergebnis davon abh

angen, ob der erste oder zweite Teil einer Zeitreihe zum
Trainieren verwendet wird. Da keine dieser M

oglichkeiten ausgezeichnet ist, mitteln
wir jeweils

uber beide. Die Zeitreihen der Trainingsmenge werden vor dem Start des
Algorithmus zu einer Datei verkettet.
Abb. 3.6 zeigt die Ergebnisse der Fehlererkennung bei Motor 4 f

ur Training und
Test in allen Lastzust

anden. Die unteren durchgezogenen Kurven bezeichnen die
falschen Zur

uckweisungen der Testdaten des guten Motors, die unter

ahnlichen Be-
triebsbedingungen wie die Trainingsmenge aufgenommen wurden, w

ahrend die oberen
zu den Testdaten korrespondieren, welche die unbekannten Umweltein

usse repr

asen-
tieren. Die Trainingsmenge ist in Abb. 3.6 (a) und (b) unterschiedlich gew

ahlt. Es zeigt
sich, da der Statorstrom des Motors mit einer Unwucht vom Grad 2 { 4 signikant
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Abbildung 3.8: Motor 4: (a)
Training und Test nur mit kon-
stanten Lasten unter Umwelt-
bedingung 2 und 3. (b) Trai-
ning und Test nur mit oszil-
lierenden Lasten (Drehfrequenz
des Motors) unter Umweltbe-
dingung 1 und 3. Die Symbole
sind in Abb. 3.6 erkl

art.
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vom dem des intakten Motors unterschieden werden kann, auch wenn die Umweltbe-
dingungen w

ahrend des Betriebs zum Teil unbekannt sind. Dies wird durch das Plus-
Symbol verdeutlicht, welches in allen Abbildungen die Stelle ( = 8:4; P = 0:325)
markiert. Eine Unwucht vom Grad 1 stellt sich als zu klein zur Trennung heraus,
doch wir kommen hierauf in Abb. 3.13 zur

uck.
Da die Merkmalsauswahl jeweils auf der Trainingsmenge erfolgt, enthalten die
Merkmalsvektoren v
1
bei verschiedener Wahl der Trainingsdaten im allgemeinen nicht
die gleichen Spektralkomponenten. Trotzdem zeigt sich f

ur unsere Motordaten, da
das Merkmalssuchverfahren immer eine ausreichende Anzahl von Frequenzen ndet,
die sensitiv auf die untersuchten Fehler reagieren. Abb. 3.8 zeigt weitere Ergebnisse
von Motor 4, wobei Training und Test (und damit die Merkmalsauswahl) getrennt
nur f

ur konstante und nur f

ur mit der Drehfrequenz des Motors oszillierende Last-
en erfolgt. Die statistische Signikanz der Signaltrennung ist vergleichbar zu der in
Abb. 3.6, wobei allerdings in Abb. 3.8 (b) der Schwellenwert  f

ur das

Ahnlichkeitsma
im Merkmalsraum gr

oer gew

ahlt werden mu. Der Grund hierf

ur sind Oszillationen
im Datensatz 2, die in Abb. 3.4 (a) deutlich sichtbar sind (die schwarzen Dreiecke).
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Abbildung 3.9: Motor 1: (a)
Training und Test in allen Last-
zust

anden. Ausgezogene Kurve:
intakter Motor; gestrichelt: Un-
wucht; gepunktet: Loch im

aus-
seren Kugellagerring; lang ge-
strichelt: Stabbruch im Rotor.
(b) Training und Test nur mit
konstanten Lasten (ausgezoge-
ne Kurven) sowie nur mit oszil-
lierenden Lasten (Drehfrequenz
des Motors; gepunktete Kur-
ven). Die Kurven korrespondie-
ren jeweils zum intakten Motor
sowie zum Motor mit einer Un-
wucht.
3.3.2 Signalklassikation ohne Umweltkorrekturen
Um die Bedeutung der Umweltkorrekturen f

ur die Leistungsf

ahigkeit des Fehlererken-
nungsalgorithmus abzusch

atzen, betrachten wir zum Vergleich die Klassikation der
Daten von Motor 4 ohne Ber

ucksichtigung der Umweltein

usse. D.h., wir beschr

anken
uns auf den Merkmalsraum V
1
und setzen  (3.9) und  (3.10) gleich Null. Die Er-
gebnisse in Abb. 3.7 k

onnen nun direkt mit denen in Abb. 3.6 verglichen werden. Es
f

allt auf, da beim Training unter Umweltbedingung 1 und 2 die Trennungsleistung
des Verfahrens nur wenig zur

uckgeht, w

ahrend f

ur den Fall, da der Algorithmus mit
den Datens

atzen 2 und 3 trainiert wird, die Klassikationsleistung merklich sinkt und
die Grenze zur statistischen Insignikanz (P (Fehler) = 0.5) erreicht. Daraus l

at sich
schlieen, da die Umweltkorrekturen den Einu der spezischen Auswahl der Trai-
ningsmenge auf die Empndlichkeit der Fehler

uberwachung teilweise nivellieren. Im
Hinblick auf eine Anwendung ist diese Eigenschaft interessant.
Von den Motoren 1, 2 und 3 ist nur jeweils ein Datensatz des fehlerfreien Mo-
tors vorhanden. Daher k

onnen wir nur die Situation ber

ucksichtigen, in der die Test-
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Abbildung 3.10:Motor 2: Aus-
gezogene Kurven: Training und
Test in allen Lastzust

anden; ge-
strichelt: nur konstante Lasten;
gepunktet: nur mit der Drehfre-
quenz des Motors oszillierende
Lasten. Die Kurven korrespon-
dieren jeweils zum intakten Mo-
tor sowie zum Motor mit einer
Unwucht.
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zeitreihen unter

ahnlichen Betriebsbedingungen wie die Trainingsdaten aufgenommen
wurden. In diesem Fall sind keine Umweltkorrekturen erforderlich und es gen

ugt den
Merkmalsraum V
1
zu betrachten. Wie zu erwarten, verbessert sich die Fehlererken-
nungsrate f

ur die Signale von Motor 1, 2 und 3 deutlich, obwohl diese Motoren nicht
alle vom gleichen Typ sind und die untersuchten Defekte sich teilweise unterscheiden.
In Abb. 3.9 sind die Ergebnisse der Fehlererkennung bei Motor 1 f

ur Training
und Test in allen Lastzust

anden sowie getrennt nur f

ur konstante und nur f

ur mit der
Drehfrequenz des Motors oszillierende Lasten gezeigt. In den beiden letzten F

allen

andern sich die Merkmalsvektoren aufgrund der Fehler
"
Loch im

aueren Kugellager-
ring\ sowie
"
Stabbruch im Rotor\ so stark, da die Kurven der falschen Akzeptanzen
in Abb. 3.9 (b) nicht mehr sichtbar sind. Abb. 3.10 und 3.11 schlielich zeigen die
Ergebnisse von Motor 2 und 3.
Diese Resultate zeigen, da die Methode der geometrischen Signaltrennung ver-
schiedene Betriebszust

ande eines Motors leicht trennen und gleiche Zust

ande mit-
Abbildung 3.11:Motor 3: Aus-
gezogene Kurve: intakter Mo-
tor; gestrichelt: Unwucht.
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Abbildung 3.12:Motor 4: Aus-
gezogene und gestrichelte Kur-
ve rechts: Falsche Zur

uckwei-
sungen des zerlegten und wie-
der montierten guten Motors.
Gepunktet: Stabbruch im Ro-
tor; vgl. Abb. 3.6 (a).
einander identizieren kann. Fehlklassikationen entstehen im wesentlichen aufgrund
unbekannter Umweltein

usse, die sich nur teilweise herausrechnen lassen.
3.3.3 Weitere Ergebnisse
Wir wollen uns weiter der Frage zuwenden, wie stark sich der Statorstrom

andert,
wenn der Motor gewartet oder repariert, also zerlegt und wieder zusammengebaut
wird. Abb. 3.12 stimmt mit Abb. 3.6 (a)

uberein, wobei die Skala von  gr

oer ist und
zus

atzlich die falschen Zur

uckweisungen der Testdaten des auseinander- und wieder
zusammenmontierten guten Motors 4 eingezeichnet sind. Weiterhin sind die falschen
Akzeptanzen des Motors mit einem Stabbruch im Rotor zu sehen. Aus Abb. 3.12
geht deutlich hervor, da das Zerlegen eines Motors die anschlieende Erneuerung der
Trainingsdaten erfordert. Aus im wesentlichen dem gleichen Grund, d.h. der

Anderung
von Toleranzen, kann eine Trainingsmenge zur Fehlererkennung nur f

ur den Motor
verwendet werden, von dem sie erzeugt wurde.
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Abbildung 3.13: Motor 4: Re-
lative Wahrscheinlichkeit eines
Fehlers (3.11); vgl. Abb. 3.6.
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Dieser Punkt beleuchtet eine weiteres Problem: Wenn f

ur den Zweck der Erzeu-
gung von Testdaten ein (k

unstlicher) Defekt in einen Motor eingebaut wird, wozu es
meist erforderlich ist, ihn zu zerlegen, so kann alleine dieser Vorgang den Statorstrom
so stark ver

andern, da die Fehlererkennung daraufhin immer anspricht. L

auft ein Mo-
tor andererseits, bis sich ein Fehler durch Verschlei von alleine einstellt, so werden
vermutlich Alterungseekte lange vor dem Versagen des Motors Einu auf den Sta-
torstrom nehmen und m

oglicherweise die Erneuerung der Trainingsdaten erfordern.
Das Erzeugen von Unwuchten ist hingegen, wie schon erw

ahnt, unproblematisch. Aus
dem Grund wird dieser Fehlertyp auch am h

augsten untersucht.
Wir wollen nun ein weiteres Mal die Eigenschaft ausnutzen, da sich entwickelnde
Fehler zeitlich best

andige

Anderungen des Statorstromes hervorrufen und kurzfristige
Fluktuationen daher ignoriert werden k

onnen. Dies leitet uns, in Abb. 3.6 die folgende
Gr

oe zu betrachten:
P
rel
(Fehler)() = 1 max[P (falsche Zur

uckweisungen)()]
 max[P (falsche Akzptanzen)()] ;
(3.11)
wobei die Maxima

uber alle korrespondierenden Kurven gebildet werden. P
rel
ist die
Wahrscheinlichkeit einen guten Motors als gut zu identizieren minus der Wahrschein-
lichkeit einen Defekt nicht zu erkennen. Abbildung 3.13 zeigt P
rel
() f

ur Motor 4: Die
ausgezogene Kurve wurde aus Abb. 3.6 (a) und die gepunktete aus Abb. 3.6 (b)
berechnet.
In Abb. 3.13 ist ersichtlich, da es viele M

oglichkeiten f

ur eine Wahl von  in-
nerhalb der Plateaus beider Kurven gibt. F

ur alle Werte von  in diesem Bereich ist
die Wahrscheinlichkeit gute Motoren als gut zu erkennen mindestens 20% h

oher als
die Wahrscheinlichkeit einen Fehler zu

ubersehen, wobei jetzt auch Unwuchten vom
Grad 1 eingeschlossen sind, die wir in Abb. 3.6 noch nicht trennen konnten!
Bisher haben wir nur skalare Zeitreihen von einer Phase des Statorstromes unter-
sucht. Jedoch w

are der technische Aufwand, vektorwertige Zeitreihen aller drei Phasen
zu messen und zu verarbeiten, nur unwesentlich h

oher. Solche vektorwertigen Zeitrei-
hen enthalten zus

atzlich die Information

uber Asymmetrien des Motors. St

orungen
der Symmetrie werden durch Produktionstoleranzen, oszillierende Drehmomente so-
wie typischerweise durch Motorfehler hervorgerufen, wobei die beiden ersten Eekte
w

ahrend der Trainingsphase erfat werden k

onnen. Da Umweltein

usse aber keine
Auswirkungen auf die Symmetrie des Motors erwarten lassen, entsteht hier eine wei-
tere M

oglichkeit, Motorfehler von unbeobachtbaren Umweltbedingungen zu trennen.
Dieser Ansatz bietet in Kombination mit dem vorgestellten Verfahren der geometri-
schen Signaltrennung im Merkmalsraum vermutlich weitere interssante M

oglichkeiten
der Fehler

uberwachung, jedoch liegen uns entsprechende Zeitreihen nicht vor.
Kapitel 4
Ein Merkmalsvektor zur
akustischen G

utepr

ufung
W

ahrend der Schwerpunkt des letzten Kapitels auf Methoden zur Auswahl und geo-
metrischen Interpretation von Spektralkomponenten quasiperiodischer Signale lag,
wollen wir uns in diesem Kapitel der Entwicklung eines Merkmalsvektors zuwenden
f

ur den geeignete Merkmale nicht bereits aus der Struktur der Zeitreihen prinzipiell
erkennbar sind. Dies wird man auch als den Normalfall ansehen k

onnen.
Sowohl bei der Qualit

atskontrolle einer Vielzahl von Produkten wie auch bei der

Uberwachung von Fertigungsvorg

angen werden h

aug die emmitierten Ger

ausche von
menschlichen Experten bewertet. Bei Maschinen (z.B. Motoren) oder Fertigungspro-
zessen (z.B. Abspanvorg

angen) sind dies meist deren Eigenger

ausche; im Fall von
Gegenst

anden, die keine Ger

ausche erzeugen, k

onnen Schwingungen k

unstlich an-
geregt werden, indem das zu pr

ufende Produkt (z.B. ein Keramikteil) mit einem
H

ammerchen angeschlagen wird. In allen F

allen enthalten die emmitierten Schallsi-
gnale Informationen, die zur Unterscheidung von guten und fehlerhaften Produkten
oder zur Erkennung unerlaubter Betriebszust

ande wesentlich beitragen k

onnen.
Da akustische G

utepr

ufverfahren relativ einfach durchf

uhrbar sind, besteht der
Wunsch nach einer Automatisierung nicht nur aus Kostengr

unden, sondern wesent-
lich auch, um Qualit

atspr

ufungen objektivieren zu k

onnen, da menschliche Einsch

at-
zungen h

aug nicht reproduzierbar sind und gr

oeren Schwankungen unterliegen
k

onnen. Die Schwierigkeit besteht darin, die Merkmale der Schallsignale, welche f

ur
die Beurteilung des Produktes oder Herstellungsvorgangs relevant sind, zu extrahieren
sowie automatisch zu klassizieren.
Wir untersuchen das spezielle Problem der automatischen Klassikation von elek-
trischen Schiebed

achern in der Qualit

atsendkontrolle. Hierzu wird das Schlieger

ausch,
welches gew

ohnlich von einem Experten bewertet wird, mit einem K

orperschallmikro-
phon aufgenommen. Zeitreihen von als
"
gut" sowie als
"
fehlerhaft\ vorklassizierten
Schiebed

achern wurden uns von Carl Schenck AG, Darmstadt, zur Verf

ugung gestellt.
63
64 KAPITEL 4. EIN MERKMALSVEKTOR ZUR AKUSTISCHEN G

UTEPR

UFUNG
4.1 Darstellung und Klassikation von Schallsignalen
Die Bedeutung der Qualit

atskontrolle in einer zunehmend automatisierten Fertigung
hat in den letzten Jahren stetig zugenommen. Die Forderung der Kunden nach g

unsti-
gen und zuverl

assigen Produkten erfordert einerseits die sichere Einhaltung von Qua-
lit

atsstandards wie auch aus Kostengr

unden einen m

oglichst kleinen Produktions-
ausschu. Damit entsteht das Anliegen, die Qualit

at eines Produktes oder bereits
des Herstellungsvorgangs mit m

oglichst einfachen (d.h. billigen) Mitteln zuverl

assig
beurteilen zu k

onnen.
Da der Klang eines angeschlagenen Keramikelements (z.B. einer Porzellantasse)
m

ogliche Risse verr

at, ist schon l

anger bekannt; diese Methode wird z.B. bis heute
zur Qualit

atskontrolle von Dachziegeln verwendet [14]. Seit Beginn der 50er Jahre
hat die Analyse von Schallsignalen f

ur die G

utepr

ufung von Produkten und Ferti-
gungssvorg

angen (z.B. Abspan- und Umformprozesse, Laserschweien) eine immen-
se Entwicklung erfahren und ihren Platz neben traditionellen Verfahren gefunden
[6]. Hierbei werden die von Maschinen, Herstellungsvorg

angen oder k

unstlich zum
Schwingen angeregten Gegenst

anden emmittierten Ger

ausche meist von menschli-
chen Experten bewertet. Obwohl neben Kostengr

unden insbesondere die Objekti-
vierung von Qualit

atskontrollen eine Automatisierung akustischer G

utepr

ufverfahren
w

unschenswert erscheinen l

at, hat es in diesem Bereich bisher nur langsame Fort-
schritte gegeben. Die Gr

unde sind zum einen die Schwierigkeit, geeignete Merkmale
aus den Schallsignalen zu extrahieren, wof

ur keine allgemeine L

osung bekannt ist,
und zum anderen die h

aug sehr groe Variabilit

at des Klangs von als
"
gut\ bewerte-
ten Pr

uingen, was eine automatische Klassikation schwierig macht. Ein verwandtes
Problem ist uns bereits im letzten Kapitel als der Einu unbekannter Umweltbedin-
gungen begegnet.
Trotzdem hat es f

ur eine Reihe speziell gestellter Probleme L

osungsvorschl

age im
Rahmen der Theorie der Zeit-Frequenz Darstellungen gegeben [7, 14, 15, 25]. In [7]
wird gezeigt, da aus den Luftschallsignalen, die w

ahrend des Laserschweiens von
Stahlplatten aufgenommen werden, die Qualit

at der Schweinaht beurteilt werden
kann. Hierbei k

onnen aus der Leistung des Spektrogramms SP
g
x
(t; f) = jFT
g
x
(t; f)j
2
(2.10) der Schallsignale in einem geeigneten Frequenzband R

uckschl

usse auf die Tiefe
der Schweinaht und m

ogliche Spalte zwischen den Platten gezogen werden.

Ahnliche
elementare Methoden wurden bereits in [6] zur

Uberwachung der Schneidwerkzeuge
bei Abspanprozessen, deren Zustand sich unmittelbar auf die Qualit

at des Werkst

ucks
auswirkt, vorgeschlagen.
In [25] werden Wignerspektren h

oherer Ordnung, die als eine (nicht eindeuti-
ge) Verallgemeinerung der Wigner-Ville Verteilung (2.7) deniert sind, zur Fehler-
detektion bei rotierenden Maschinen und Getrieben untersucht. Es wird erwartet,
da sich mittels geeignet gegl

atteter
1
Wignerspektren vierter Ordnung impulsartige
1
durch Faltung mit einem Choi-Williams Kern, siehe Kap. 2.1.1
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Signale besser detektieren lassen als mit Hilfe der quadratischen Wigner-Ville Ver-
teilung, da hierdurch die Kurtosis (3.5) der Signale ber

ucksichtigt wird. Weil die
Interpretation hochdimensionaler Zeit-Frequenz Darstellungen jedoch schwierig ist,
bleibt unklar, inwiefern auch einfachere Ans

atze zum gleichen Ziel f

uhren.
In [14, 15] wird eine Automatisierung der Qualit

atsendkontrolle bei kleinen Ge-
triebemotoren sowie bei Dachziegeln, die durch ein Holzh

ammerchen zum Schwingen
angeregt werden, untersucht. Die Schallsignale werden in Zeit-Frequenz Darstellungen
C
x
(t; f) (2.8) der Cohen Klasse transformiert, wobei eine gauf

ormige Kernfunktion
(t; f)  e
 (t=t
0
)
2
e
 (f=f
0
)
2
gew

ahlt wird. Die Parameter t
0
; f
0
werden hierbei auf ei-
ner Trainingsdatenmenge gesch

atzt. Dies geschieht durch die Denition eines Maes
m

(t
0
; f
0
) f

ur das Verh

altnis von Abstand zu Ausdehnung von zwei Signalklassen,
z.B. von als
"
gut\ und als
"
fehlerhaft\ vorklassizierten Schallsignalen, welches als
Funktion der Parameter t
0
; f
0
auf den Trainingsdaten maximiert werden kann.
Auch wenn der Versuch gemacht wird, Darstellungen von Schallsignalen zu nden,
die sich f

ur eine bestimmte Signalklasse automatisch optimieren lassen, ist klar, da
alle vorgeschlagenen Methoden f

ur spezielle Signaltypen und Fragestellungen kon-
zipiert sind und sich (mit gutem Ergebnis) nur auf

ahnliche Probleme

ubertragen
lassen. D.h., es kann automatisch nur ein lokales Optimum in der Menge aller m

ogli-
chen Signaldarstellungen gefunden werden, welches vom globalen noch weit entfernt
liegen kann. Jedoch ist die Honung nicht unberechtigt, da die wachsende Sammlung
von speziellen Methoden zur Darstellung und Klassikation von Schallsignalen auch
f

ur v

ollig neue Problemstellungen L

osungsans

atze bieten kann, zumindest als einen
ersten Versuch. Die Idee hierbei ist eine Art
"
Werkzeugkasten\ von Methoden zu-
sammenzutragen, die geeignet kombiniert vielleicht weiter anwendbar sind als nur f

ur
die spezielle Problemklasse, f

ur die sie entwickelt wurden. Einen Beitrag zu dieser
"
Werkzeugsammlung\ zu bringen erscheint dann auch als l

osbare Aufgabe.
Den Ausgangspunkt unserer Untersuchungen zur automatischen Klassikation
der K

orperschallsignale von elektrischen Schiebed

achern bilden die folgenden Eigen-
schaften der Zeitreihen, die mit einer Samplingrate von 10kH aufgenommen wurden:
1. Die Zeitreihen zeigen einen stochastischen Charakter, ein deterministischer An-
teil l

at sich nicht erkennen. Wir testen dies durch den Vergleich der Zeitreihen
mit Surrogatdaten. Die Surrogate werden mit der Methode der Phasenrando-
misierung und anschlieenden Anpassung von Verteilung und Spektrum der
Surrogate an die Zeitreihe durch iteratives, wechselweises Skalieren der Vertei-
lung und (Wiener-) Filtern des Spektrums erzeugt [22]. Als diskriminierende
Statistik verwenden wir den Mehrschritt- Vorhersagefehler durch Suche nach
n

achsten Nachbarn in einem rekonstruierten Phasenraum [22].
2. Die Information zur Klassikation der Schiebedachdaten ist in dem mittleren,
nahezu station

aren Teil der Zeitreihen enthalten, siehe Abb. 4.1. Diese Informa-
tion wurde uns von Carl Schenck AG mitgeteilt. Als (zumindest qualitatives)
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Abbildung 4.1: Zeitreihen der
K

orperschallsignale des Schlie-
ger

ausches von zwei elektrischen
Schiebed

achern. Die Sampling-
rate betr

agt 10kH. (a) In der
Qualit

atsendkontrolle von einem
Pr

ufer als
"
gut\ klassiziertes
Produkt, (b) als
"
fehlerhaft\ be-
wertetes Produkt.
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Ma f

ur die Stationarit

at der Zeitreihen verwenden wir die

Ubereinstimmung
der Koezienten eines AR(10)- Modells, welches an verschiedene Teilst

ucke der
Zeitreihen angettet wird. Als Fitmethode benutzen wir die Minimierung der
Quadrate der Einschritt- Vorhersagefehler [22]. Hierbei zeigt sich, da der mitt-
lere Teil der Zeitreihen ab einer Segmentl

ange von ca. 500, d.h. auf Zeitskalen
T & 1=20s in guter N

aherung als station

ar angesehen werden kann.
3. Die f

ur die Fehlererkennung relevanten Informationen der Schallsignale k

onnen
vom menschlichen Ohr, d.h. von Experten aufgel

ost werden. Da die tiefste wahr-
nehmbare Frequenz  20Hz betr

agt, ist die Zeitskala zur Au

osung der klang-
lichen Informationen T . 1=20s.

Anderungen auf gr

oeren Zeitskalen werden
als Signalsschwankungen wahrgenommen [16], die aber wegen der Stationarit

at
der Zeitreihen auf Zeitskalen T & 1=20s nicht auftreten.
Die Zeitreihen eines als
"
gut\ und eines als
"
fehlerhaft\ vorklassizierten Schiebe-
dachs sind in Abb. 4.1 gezeigt. Da die oben beschriebenen Eigenschaften vermutlich
typisch f

ur eine Reihe weiterer station

arer technischer Schallsignale sind, besteht die
Honung, da der in diesem Kapitel vorgestellte Merkmalsvektor auch

uber das spe-
zielle hier untersuchte Problem hinaus anwendbar ist.
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4.2 Merkmale aus Wavelet- Restklassen
Wir wollen zun

achst die Idee vorstellen, die der Entwicklung eines Merkmalsvek-
tors zugrunde liegt, der auf Schallsignale mit den oben beschriebenen Eigenschaften
angepat ist. Die Eigenschaft, da die Informationen zur Trennung von guten und feh-
lerhaften Schiebed

achern vom menschlichen Ohr aufgel

ost werden kann, leitet uns,
die Zeit-Frequenz Au

osungscharakteristik des Geh

ors nachzuahmen. Allgemein ist
die Analyse der psychoakustischen Eigenschaften von Ger

auschen ein m

oglicher An-
satzpunkt zur Merkmalsndung [16]. Wir betrachten hiervon nur einen Aspekt, die
frequenzabh

angige Au

osung von Schallsignalen durch das Geh

or. Wie in Kap. 2.1.3
erl

autert, kann die f

ur Frequenzen & 500Hz in guter N

aherung hyperbolische Au

o-
sungscharakteristik durch eine Wavelettransformation approximiert werden.
Es ist klar, da f

ur einen Pr

ufer nur wenige Merkmale der Schallsignale f

ur die
Beurteilung eines Produktes von Bedeutung sind und viele weitere unabh

angig da-
von variieren k

onnen. Wir wollen jedoch nicht nach diesen Unterschieden, d.h. den
Signaturen zwischen Wavelettransformationen von Schlieger

auschen guter und feh-
lerhafter Schiebed

acher suchen. Statt dessen nehmen wir an, da sich alle charakteris-
tischen Merkmale der Zeitreihen, ob sie f

ur den Qualit

atszustand zun

achst bedeut-
sam sind oder nicht, herausbilden werden, wenn

uber statistische Fluktuationen und
Rauschanteile geeignet gemittelt werden kann. Enth

alt ein Signal Informationen im
oberen Frequenzbereich, wie es bei den Schiebedachdaten der Fall ist, so kann der
Rauschanteil nicht durch Tiefpaltern abgetrennt werden.
Nat

urlich ist es nicht m

oglich

uber eine Zeit-Frequenz Darstellung zu mitteln, da
hierdurch die Informationen in dem Unterraum der Zeit-Frequenz Ebene,

uber den
gemittelt w

urde, zerst

ort werden. Wir denieren daher eine Restklasse aus Wave-
lettransformationen, aus denen wir Merkmalsvektoren konstruieren. Diese Gr

oen
erlauben einen Mittelungsproze im Zeitraum ohne die zeitaufgel

osten Informationen
zu verlieren. Wir zeigen zun

achst anhand k

unstlicher, verrauschter Signale, da auf
diese Weise Merkmalsvektoren mit einem relativ hohen Signal-Rausch Verh

altnis kon-
struiert werden k

onnen. Die Ergebnisse werden durch die anschlieende Anwendung
auf die Schiebedachdaten (qualitativ) best

atigt.
Im n

achsten Schritt m

ussen die f

ur die Fehlererkennung relevanten Merkmale aus
der Menge aller
"
typischen\ Eigenschaften der Signale isoliert werden. Hierzu trainie-
ren wir einen Klassikationsalgorithmus mit Merkmalsvektoren, die aus Trainingsda-
ten von guten und fehlerhaften Schiebed

achern berechnet wurden. In der Trainings-
menge sollten Beispiele aus allen Fehlerklassen enthalten sein. In der anschlieenden
Kontrollphase werden die aus den Testdaten erzeugten Merkmalsvektoren mit den
als
"
gut\ sowie als
"
fehlerhaft\ vorklassizierten Trainingsvektoren in jeweils einer
Umgebung der Testvektoren verglichen. Ist die Trainingsmenge hinreichend gro, so
erwarten wir, da die gemittelten Abst

ande eines Testvektors zu den am n

achsten
gelegenen
"
guten\ bzw.
"
fehlerhaften\ Trainingsvektoren im wesentlichen die Merk-
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Abbildung 4.2: Die Waveletlter (Bandpalter) f
b
h
k;2
;    ;
b
h
k;5
g (4.1) und (2.39) im
Frequenzraum (durchgezogene Linien), zus

atzlich sind der Hoch- und der Tiefpalter
f
c
hp
k;1
g bzw. f
b
tp
k;5
g gestrichelt eingezeichnet.
male der Zeitreihe repr

asentieren, die f

ur die Qualit

at des getesteten Schiebedachs
von Bedeutung sind. Die Klassikation kann dann durch den Vergleich der Dierenz
der gewichteten Abst

ande mit einem Schwellenwert erfolgen.
4.2.1 Wavelettransformation der Zeitreihen
Wie im letzten Abschnitt erl

autert, ist die relevante Zeitskala zur Au

osung der
klanglichen Informationen der Schallsignale von den Schiebed

achern T  1=20s. Wir
berechnen daher diskrete Wavelettransformationen (wie in Kap. 2.2.3 dargestellt)

uber alle Abschnitte der L

ange N = 512 des mittleren Teils der Zeitreihen. Die
verwendeten Waveletlter sollen die Eigenschaft haben, in der Zeit-Frequenz Ebene
gut lokalisiert zu sein, d.h. eine kleine Zeit-Frequenz Unsch

arfe zu haben, sowie die
Bedingungen (2.38) und (2.41) zu erf

ullen. Wir denieren damit die Hoch- und den
Tiefpalter f
c
hp
k;j
;
b
tp
k;j
; k =  N=2 + 1;    ; N=2; j = 1;    ; 5g durch
c
hp
k;j
=
8
>
<
>
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0 f

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(4.1)
wobei f
j
= 2
 j
f
c
= 2
 (j+1)
die Trennfrequenz der Filter f
c
hp
k;j
g und f
b
tp
k;j
g bezeich-
net. Die Waveletlter f
b
h
k;j
; k =  N=2 + 1;    ; N=2; j = 1;    ; 6g werden dann
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durch Gl. (2.39) deniert. Abb. 4.2 zeigt die Bandpalter f
b
h
k;2
;    ;
b
h
k;5
g sowie den
Hoch- und Tiefpalter f
c
hp
k;1

b
h
k;1
g bzw. f
b
tp
k;5

b
h
k;6
g.
Durch Wavelettransformation mit den in Abb. 4.2 gezeigten Filtern erhalten wir
aus jedem Zeitreihenabschnitt fx
n
; n = 1;    ; 512g eine Matrix WT
h
x
(n; j) vom For-
mat 512 6, deren Spalten die Hochpa-, Bandpa- und Tiefpa- gelterten Kompo-
nenten dieses Teilst

ucks der Zeitreihe enthalten. Von jeder Zeitreihe werden insgesamt
40 Matrizen dieses Typs berechnet,

uber die ein Mittel im Zeitraum gebildet werden
soll.
4.2.2 Denition der Wavelet- Restklassen
Wir wollen nun aus den Wavelettransformationen WT
h
x
(n; j) ein Gr

oe denieren,

uber die im Zeitraum gemittelt werden kann. Da die Zeitreihen eine n

aherungsweise
station

are Oszillation beschreiben, unterscheiden sich ihre Teilst

ucke im wesentlichen
durch die Anfangsbedingungen, welche durch die Realisierung einer Zufallsvariablen
beschrieben werden k

onnen. Dies leitet uns, eine Gr

oe zu denieren, die keine Funk-
tion der Anfangsbedingungen mehr ist: Die Menge (Restklasse) aller zyklischen Per-
mutationen von WT
h
x
(n; j) in der Variablen n:
R
h
x
(j) := fP
zyk
 
WT
h
x
(n; j)

j n = 1;    ; Ng ; j = 1;    ; log
2
(N) : (4.2)
F

ur die Denition der Gr

oe R
h
x
ist die Translationsinvarianz von WT
h
x
(n; j) im Zeit-
raum erforderlich. Es gilt:
P
zyk
 
WT
h
x
(m; j)

(n; j) = WT
h
(P
zyk
(x))
(n; j) : (4.3)
Aus diesem Grund wird, wie in Kap. 2.2.3 erl

autert, die Wavelettransformation eines
Vektors fx
n
; n = 1;    ; Ng durch eine (redundante) Matrix und nicht durch einen
Vektor gleicher Dimension dargestellt. Weiterhin ist klar, da die Denition (4.2) von
der Anzahl der Spalten von WT
h
x
(n; j) unabh

angig ist, die Zerlegung eines Signals in
seine Bandpa- gelterten Anteile also nicht vollst

andig zu sein braucht.
Auf der Menge fR
h
x
g l

at sich eine Metrik wie folgt denieren:
d(R
h
x
; R
h
y
) := min
n
kWT
h
x
  P
zyk
 
WT
h
y
(n; j)

k
2
: (4.4)
Hierbei wird das Minimum des Abstands
kWT
h
x
 WT
h
y
k
2
=
s
X
n
X
j
 
WT
h
x
(n; j) WT
h
y
(n; j)

2

uber alle zyklischen Permutationen von WT
h
y
(n; j) in der Variablen n gebildet. Es ist
zu zeigen, da d(R
h
x
; R
h
y
) die Eigenschaften einer Metrik hat. Zun

achst folgt aus der
Denition (4.4) sofort: d(R
h
x
; R
h
y
) = d(R
h
y
; R
h
x
)  0 und d(R
h
x
; R
h
y
) = 0 () R
h
x
= R
h
y
.
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Die Dreiecksungleichung folgt schlielich aus der Absch

atzung:
d(R
h
x
; R
h
y
)  kWT
h
x
 WT
h
y
k
2
= kWT
h
x
 WT
h
z
+WT
h
z
 WT
h
y
k
2
 kWT
h
x
 WT
h
z
k
2
+ kWT
h
z
 WT
h
y
k
2
:
(4.5)
Diese Ungleichung gilt f

ur jede Wahl von WT
h
y
und WT
h
z
unabh

angig voneinander.
Insbesondere k

onnen f

ur die gegebenen Signale fx
n
g, fy
n
g und fz
n
g die zyklischen
Permutationen vonWT
h
z
(n; j) undWT
h
y
(n; j) so gew

ahlt werden, da kWT
h
x
 WT
h
z
k
2
und kWT
h
z
  WT
h
y
k
2
minimal werden. Damit steht in der letzten Zeile von (4.5):
d(R
h
x
; R
h
y
)  d(R
h
x
; R
h
z
) + d(R
h
z
; R
h
y
).
Als n

achsten Schritt denieren wir auf der Menge fR
h
x
g eine Addition durch:
R
h
x
R
h
y
:= fP
zyk
 
WT
h
x
+ P
min
 
WT
h
y

(n; j)

j n = 1;    ; Ng ; (4.6)
j = 1; log
2
(N). Die zyklische Permutation P
min
 
WT
h
y
(m; j)

wird hierbei durch die
Bedingung kWT
h
x
 P
min
 
WT
h
y
(m; j)

k
2
= min!, also durch die Minimumsbedingung
in der Denition der Metrik (4.4) bestimmt. Die Addition (4.6) ist kommutativ aber
aufgrund der Permutation P
min
nicht assoziativ. Aus (4.3) folgt die Abgeschlossen-
heitsrelation
R
h
x
R
h
y
= R
h
(x+P
min
(y))
2 fR
h
x
g ;
somit bildet die Menge fR
h
x
j g einen Ring mit einer Metrik. Weiterhin gilt 8 a 2 R:
a
 
R
h
x
R
h
y

= aR
h
x
 aR
h
y
:
4.2.3 Konstruktion der Merkmalsvektoren
Wir wollen nun aus der Zeitreihe fx
n
; n = 1;    ; KNg einen Merkmalsvektor kon-
struieren, indem wir

uber die Elemente fR
h
x
i
; i = 1;    ; Kg mitteln, die aus den K
Segmenten fx
i
n
; n = 1;    ; Ng berechnet werden (N mu hierbei eine Potenz von 2
sein). Da die Addition (4.6) nicht assoziativ ist, mu die Summationsreihenfolge von
fR
h
x
i
g festgelegt werden. Dies erfolgt durch einen Clusterungsalgorithmus:
Zun

achst deniert jedes Element ein eigenes Cluster mit dem
"
Schwerpunktvek-
tor\ c
i;1
= R
h
x
i
. Der Index von c
i;k
gibt hierbei an, da das Cluster i aus k Elementen
besteht. Im ersten Schritt werden die beiden Cluster mit dem kleinsten
"
Schwer-
punktabstand\ d(c
i;1
; c
j;1
) zusammengelegt, indem ein gemeinsamer
"
Schwerpunkt\
durch c
i;2
= (c
i;1
 c
j;1
)=2 deniert wird. Auf diese Weise werden in der Reihenfolge
des jeweils kleinsten Abstands d(c
i;k
; c
j;l
) alle Cluster sukzessiv vereinigt, wobei der
gemeinsame
"
Schwerpunkt\ von zwei Clustern durch c
i;(k+l)
= (kc
i;k
 lc
j;l
)=(k + l)
deniert wird. Dieser Proze endet mit dem Element c
1;K
, welches nun einen
"
Schwer-
punkt\ oder Mittelwert f

ur die Menge fR
h
x
i
g angibt. Die Eigenschaften der auf diese
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Weise konstruierten Merkmalsvektoren werden wir im im n

achsten Abschnitt genauer
untersuchen.
Dieser Clusterungsalgorithmus ist nicht die einzige M

oglichkeit, einen Mittelwert
f

ur die Menge fR
h
x
i
g zu erhalten. DasWachstum der Cluster erfolgt bei dem Verfahren
von mehreren
"
Bildungskeimen\ aus, d.h. es entstehen im allgemeinen verschiedene
Cluster mit mehreren Elementen, die am Ende vereinigt werden. Alternativ hierzu
kann man nur einen
"
Bildungskeim\ zulassen, d.h. ausgehend vom ersten Cluster
mit zwei Elementen werden alle weiteren Ein-Elemente Cluster nur noch mit diesem
gr

oten Cluster in der Reihenfolge des jeweils kleinsten Abstands d(~c
1;k
; c
j;1
) zum
"
Schwerpunkt\ ~c
1;k
des Clusters vereinigt. Es stellt sich jedoch heraus, da die auf
diese Weise konstruierten Merkmalsvektoren ~c
1;K
f

ur alle von uns untersuchten Daten
(deutlich) schlechtere Eigenschaften als c
1;K
haben.
Wir erwarten, da sich durch diesen Mittelungsproze die relevanten Informa-
tionen im Zeitraum von WT
h
x
(n; j) herausbilden lassen, indem statistische Fluktua-
tionen und Rauschanteile ged

ampft werden. Es reicht hierbei aus, nur diejenigen
Signalkomponenten (d.h. Spalten) von WT
h
x
(n; j) zu ber

ucksichtigen, welche rele-
vante Zeitinformationen enthalten k

onnen. Dies sind der Hochpa und die folgenden
J   1 Bandp

asse, wobei die Filterzahl J durch die Frequenz der Grundschwingung
oder der langsamsten dominanten Modulation des Schallsignals bestimmt wird. Die
Frequenzb

ander unterhalb dieser Grundfrequenz enthalten fast keine Zeitinformation
mehr. F

ur die Schallsignale der Schiebed

acher ergibt sich J = 5 (Abb. 4.2).
Sei nun
g
WT
h
x
(n; j) die Matrix, welche aus den ersten J Spalten von WT
h
x
(n; j)
gebildet wird. Dann folgt aus (2.43):
k
g
WT
h
x
 
g
WT
h
y
k
2
2
=
X
k
(bx
k
  by
k
)(bx
k
  by
k
)
J
X
j=1
j
b
h
k;j
j
2
=
X
k
(bx
k
  by
k
)(bx
k
  by
k
)j
c
hp
k;J
j
2
= k
c
hp
J
bx 
c
hp
J
by k
2
2
:
(4.7)
Im Schritt von der ersten zur zweiten Zeile haben wir die Eigenschaft (2.42) der Filter,
d.h.
P
J
j=1
j
b
h
k;j
j
2
= 1  j
b
tp
k;J
j
2
= j
c
hp
k;J
j
2
ausgenutzt. Aus (4.7) folgt, da d(R
h
x
; R
h
y
)
(4.4) auch mit Hilfe der Hochpa- gelterten Signale f
c
hp
k;J
bx
k
;
c
hp
k;J
by
k
g berechnet
werden kann. Damit mu nur ein eindimensionaler Vektor statt einer Matrix zyklisch
durchpermutiert werden; f

ur die numerische Implementierung ist dieser Unterschied
bedeutsam.
4.2.4 Eigenschaften der Merkmalsvektoren
Wir wollen zun

achst die Eigenschaften von aus Wavelet- Restklassen konstruierten
Merkmalsvektoren anhand k

unstlicher, verrauschter Signale studieren. Hierzu be-
trachten wir acht S

agezahnsignale, die sich durch ihre Flankensteilheit unterschei-
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Abbildung 4.3: S

agezahnsigna-
le mit 15% weiem Rauschen.
Die (unverrauschten) Signale in
(a) und (b) sind paarweise sym-
metrisch zueinander.
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den, wobei je zwei der Signale symmetrisch zueinander sind, siehe Abb. 4.3. Die
S

agezahnsignale sind mit 15% weiem Rauschen

uberlagert. Diese Signale haben mit
den Schiebedachdaten die Eigenschaft gemeinsam, da sie oberhalb einer Zeitskala T
station

ar sind und sich alle Informationen, die f

ur die Klassikation der Zeitreihen
relevant sind, unterhalb dieser Zeitskala benden. Bei den einfachen Beispielsignalen
in Abb. 4.3 ist T nat

urlich die Periode.
Wir wollen nun die Merkmalsvektoren c
1;K
mit der Standardmethode der Wahl
von Merkmalen aus Spektralkomponenten vergleichen. Hierzu berechnen wir gefen-
sterte Fouriertransformationen der S

agezahnsignale

uber 512 St

utzstellen mit zur
H

alfte

uberlappenden Fenstern und mitteln die Betragsquadrate

uber eine Signall

ange
von 30 512 = 15360. In Abb. 4.4 sind die paarweisen Euklidischen Abst

ande dieser
Merkmalsvektoren mit gestrichelten Verbindungslinien angetragen.
Zum Vergleich berechnen wir die Merkmale fc
i
1;K
; i = 1;    ; 8g der Signale, wo-
bei K = 30 gew

ahlt wird. Die Wavelettransformationen fWT
h
x
l
(n; j); l = 1;    ; Kg

uberdecken jeweils 512 St

utzstellen, damit ist die L

ange der Zeitreihen ebenfalls
15360. Es ist wichtig zu bemerken, da die Periode von WT
h
x
l
(n; j) kein Vielfaches
(oder nahezu Vielfaches) der Periode der S

agezahnsignale T = 45 ist; dies k

onnte an-
dernfalls die Ursache von Artefakten sein. Nach Konstruktion liegt die Frequenz der
Grundschwingung der Signale f
1
= 1=45 im Bereich des vierten Bandpaes f
b
h
k;5
g;
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Abbildung 4.4: Vergleich der paarweisen Abst

ande fd(c
i
1;30
; c
j
1;30
); i; j = 1;    ; 8g (4.4)
der Merkmalsvektoren aus Wavelet- Restklassen (durchgezogene Linien) und der Eukli-
dischen Abst

ande der Merkmalsvektoren aus Spektralkomponenten (gestrichelte Linien),
die jeweils aus den Signalen in Abb. 4.3 berechnet wurden. Die Nummerierung der Signale
ist in Abb. 4.3 angegeben; der Blickwinkel betr

agt 15
0
im oberen und 0
0
im unteren Bild.
Die vordere H

alfte der Abbildung w

are symmetrisch zum dargestellten Teil und ist deshalb
Null gesetzt.
damit reicht es aus, die ersten f

unf Spalten der Matrizen WT
h
x
l
(n; j) zu ber

ucksich-
tigen. Es zeigt sich, da die Trennungsleistung der Merkmalsvektoren fc
i
1;K
g in den
vier Bandpaanteilen enthalten ist, der Hochpa hingegen kaum einen Beitrag liefert.
Dies ist nicht

uberraschend, da der Hochpa dieser Signale starkes Rauschen enth

alt.
Somit w

are es auch m

oglich, den Rauschanteil durch Tiefpaltern zu reduzieren; je-
doch ist dies bei realen Daten, wie z.B. den Schallsignalen der Schiebed

acher, h

aug
nicht ohne Informationsverlust machbar.
In Abb. 4.4 sind die paarweisen Abst

ande fd(c
i
1;30
; c
j
1;30
); i; j = 1;    ; 8g der
Merkmalsvektoren mit durchgezogenen Verbindungslinien eingezeichnet, wobei nur
die vier Bandpaanteile ber

ucksichtigt sind. Es ist deutlich zu erkennen, da mit Hilfe
von Spektralkomponenten nur der unterschiedliche Oberschwingungsanteil der S

age-
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Abbildung 4.5: Die Signal-Rausch Verh

altnisse fr
ij
(K); i; j = 1;    ; 8g (4.8) der Merk-
malsvektoren fc
i
1;K
; i = 1;    ; 8g f

ur K = 4, 10, 20 und 30 (gepunktete, kurz gestri-
chelte, l

anger gestrichelte, bzw. durchgezogene Verbindungslinien). Die Nummerierung
der Signale und die Blickwinkel entsprechen jenen in Abb. 4.4.
zahnsignale getrennt werden kann, die zueinander symmetrischen Signale jedoch nicht
unterschieden werden k

onnen. Die Merkmalsvektoren fc
i
1;30
g l

osen hingegen die Zeit-
information gut auf und k

onnen die symmetrischen Signale problemlos unterscheiden.
Es ist zu sehen, da der Abstand d(c
i
1;30
; c
j
1;30
) als Funktion von ji  jj, dem Betrag
der Dierenz der Nummern in Abb. 4.3, unabh

angig von der Frequenzinformation
der Merkmalsvektoren monoton zunimmt.
Die interessante Frage ist nun, wie stark statistische Fluktuationen und Rauschan-
teile durch den Mittelungsproze, der die Merkmalsvektoren c
1;K
deniert, reduziert
werden k

onnen. Bei der Mittelung

uber Spektralkomponenten, die aus K disjunkten
Zeitreihenabschnitten berechnet werden, konvergiert der Rauschanteil mit 1=
p
K, der
Standardabweichung des Sch

atzers f

ur den Erwartungswert, gegen Null. Im Fall von
K zur H

alfte

uberlappender Fenster erfolgt die Konvergenz mit
p
11=9K [31]. F

ur
die Gr

oen c
1;K
wird man hingegen eine langsamere Konvergenz erwarten. Wir un-
tersuchen dies, indem wir acht identische, (nahezu) gleichschenkelige S

agezahnsignale
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Abbildung 4.6: Die Signal-Rausch Verh

altnisse fr
ij
(50); i; j = 1;    ; 8g (gestrichelt)
im Vergleich zu fr
ij
(30)g (durchgezogen) aus Abb. 4.5. Der Blickwinkel betr

agt 25
0
.
mit 15% unterschiedlich realisiertem weien Rauschen

uberlagern und die Matrix
r
ij
(K) =
d(c
i
1;K
; c
j
1;K
)
d(~c
i
1;K
; ~c
j
1;K
)
; i; j = 1;    ; 8 (4.8)
als Funktion der Anzahl der Elemente fR
x
l
; l = 1;    ; Kg,

uber die gemittelt wird,
betrachten. Die Merkmalsvektoren f~c
i
1;K
g werden hierbei aus den (bis auf den Rausch-
anteil) identischen Signalen berechnet, w

ahrend die Vektoren fc
i
1;K
g wie oben deniert
sind. Die Gr

oen fr
ij
(K)g denieren ein Ma f

ur das Signal-Rausch Verh

altnis der
Merkmalsvektoren. In Abb. 4.5 ist fr
ij
(K)g f

ur K = 4, 10, 20 und 30 dargestellt.
Es ist zu erkennen, da f

ur K . 30 r
ij
(K) f

ur alle Paare i; j in ungef

ahr gleich
groen Schritten bei jeder Verdoppelung von K anw

achst. Wir vermuten daher in
diesem Bereich n

aherungsweise r
ij
(K)  log(K) 8 i; j. Ein wichtiges Kriterium f

ur
die G

ute der Rauschreduktion sind allerdings die Fluktuationen von fr
ij
(K)g bei
konstantem K, d.h. wie
"
glatt\ die Ober

achen in Abb. 4.5 sind.
Geht man zu h

oheren Werten von K, so zeigt sich, da der Mittelungsproze
nicht konvergiert. Im Bereich 30 . K . 40 stellt sich zun

achst eine S

attigung ein; die
Signal-Rausch Verh

altnisse (4.8)

andern sich fast nicht mehr. So unterscheidet sich
fr
ij
(40)g kaum sichtbar von fr
ij
(30)g, wir haben diese Werte daher nicht eingezeich-
net. F

ur K & 40 wird das Mittelungsverfahren instabil, fr
ij
(K)g beginnt stark zu
uktuieren und verschlechtert sich f

ur viele Paare i; j wieder deutlich. Zur Illustration
ist in Abb. 4.6 fr
ij
(50)g im Vergleich zu fr
ij
(30)g eingezeichnet.
Diese Eigenschaften erinnern an das Verhalten asymptotischer Reihen [27], die
sich f

ur kleine Werte des Ordnungsparameters n an die Funktion ann

ahern, deren
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Entwicklung sie darstellen, bei einem endlichen Wert n
max
die beste Approximation
erzielen und danach divergieren.
Ob

uberhaupt, und wenn ja wie gut diese Rauschreduktion funktioniert, h

angt
stark vom Rauschanteil der S

agezahnsignale ab. F

ur einen Rauschanteil < 15% erhal-
ten wir entsprechend h

ohere Signal-Rausch Verh

altnisse (4.8), w

ahrend das Verfahren
bei einem zu groen Rauschanteil (in unserem Fall & 20%) versagt. Auch wenn wir
die Merkmalsvektoren c
1;K
nur anhand der einfachen Beispielsignale in Abb. 4.3 un-
tersucht haben, werden wir einige der Eigenschaften bei den Merkmalsvektoren, die
wir im n

achsten Abschnitt aus den Schiebedachdaten berechnen, wiedernden.
4.3 Akustische Qualit

atskontrolle von Schiebed

achern
In diesem Abschnitt wollen wir die Merkmalsvektoren c
1;K
auf die Klassikation
der K

orperschallsignale von elektrischen Schiebed

achern anwenden. Uns liegen ins-
gesamt 108 Datens

atze von 13 als
"
gut\ und 14 als
"
fehlerhaft\ vorklassizierten
Schiebed

achern vor, wobei von jedem Schiebedach je zwei Messungen in zwei ver-
schiedenen Sensoranordnungen ausgef

uhrt wurden.
Hierbei treten zwei Probleme auf: Erstens ist die Datenbasis f

ur eine statistisch
signikante Bestimmung der Trennungsleistung der Merkmalsvektoren zu klein. Da-
r

uberhinaus ist die Vorklassikation der Datens

atze auch nicht zuverl

assig. Bei Nach-
tests anhand der aufgenommenen Schallsignale ergaben sich einige Abweichungen von
den urspr

unglichen Bewertungen der Pr

ufer. Da wir aufgrund der kleinen Datenmenge
nicht die M

oglichkeit haben, uns nur auf die Datens

atze zuverl

assig vorklassizierter
Schiebed

acher zu beschr

anken, betrachten wir die folgende Fragestellung:
Angenommen ein Klassikationalgorithmus wird mit Beispieldaten von als
"
gut\
und als
"
fehlerhaft\ vorklassizierten Schiebed

achern trainiert. Wie gut kann dann
in einem out-of-sample Test das Ergebnis der Vorklassikation reproduziert werden?
Wir nehmen hierbei an, da nur die Bewertungen von Schiebed

achern an der Grenze
des Toleranzbereichs unsicher sind und somit die Klassikation der Testdaten nicht
nach zuf

alligen antrainierten Kriterien erfolgt, sondern im wesentlichen aufgrund von
Merkmalen, die f

ur die Qualit

at der Produkte von Bedeutung sind. Die Interpretati-
on der Ergebnisse ist nat

urlich nur qualitativ m

oglich, indem die Trennungsleistung
verschiedener Merkmalsvektoren verglichen wird.
4.3.1 Klassikation der Merkmalsvektoren
Wir berechnen die Merkmale fc
i
1;K
; i = 1;    ; 108g der Schiebed

acher jeweils aus
dem mittleren Teil der Zeitreihen, wobei wir K = 20, 30 sowie 40 w

ahlen. Bei
dem Mittelungsproze werden, wie erw

ahnt, nur der Hochpa und die vier f

uhrenden
Bandp

ae der Wavelettransformationen fWT
h
x
l
(n; j); l = 1;    ; Kg ber

ucksichtigt,
da die

ubrigen Signalkomponenten keine relevante Zeitinformation enthalten.
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Die Klassiktion der Daten erfolgt in einer leave-one-out Statistik (Kap. 2.3.3)
auf dem gesamten Datensatz, der in einer Sensoranordnung aufgenommen wurde. Da
von jedem Schiebedach zwei Zeitreihen vorliegen, betrachten wir genauer eine leave-
two-out Statistik, wobei die abh

angigen Zeitreihen jeweils aus der Trainingsmenge
entfernt werden.
Die Klassikation eines Testvektors erfolgt durch den Vergleich mit den Trai-
ningsvektoren von als
"
gut\ sowie als
"
fehlerhaft\ vorklassizierten Schiebed

achern,
die sich jeweils in einer Umgebung (verschiedener Gr

oe) des Testvektors benden.
Zu den Vektoren in beiden Umgebungen wird ein gemittelter Abstand bestimmt und
die Dierenz der gewichteten Abst

ande mit einem Schwellenwert verglichen.
Zun

achst mu hierzu der Abstand eines Merkmalsvektors c
T
1;K
zu einer Menge
Vektoren fc
i
1;K
; i = 1;    ; Lg eindeutig deniert werden. Es ist naheliegend, den
Abstand von c
T
1;K
zu einem
"
Schwerpunktvektor\ dieser Menge zu betrachten, wo-
bei die erste M

oglichkeit zur Denition eines
"
Schwerpunkts\
~
C
L
der Clusterungsal-
gorithmus bietet, den wir auch zur Konstruktion der Merkmalsvektoren (Abschnitt
4.2.3) verwenden. Im Unterschied zu diesem Mittelungsverfahren existiert hier jedoch
eine nat

urliche Reihenfolge f

ur die Addition von fc
i
1;K
g: Ihre Abst

ande zum Testvek-
tor c
T
1;K
. Damit l

at sich ein weiterer
"
Schwerpunktvektor\ C
L
durch Summation von
fc
i
1;K
g in der Reihenfolge der Abst

ande d(c
T
1;K
; c
i
1;K
), denieren, wobei mit den beiden
am n

achsten zum Testvektor gelegenen Elementen begonnen wird. Die Konstrukti-
on von C
L
erfolgt damit - im Unterschied zu
~
C
L
- von einem
"
Bildungskeim\ aus;
diesen Unterschied haben wir bereits in Abschnitt 4.2.3 diskutiert. Damit ergibt sich
als dritte M

oglichkeit zur Denition eines
"
Schwerpunkts\

C
L
der dort beschriebene
"
Einkeim\- Clusterungsproze.
Der Vergleich dieser drei M

oglichkeiten f

uhrt im Fall der Schiebedachdaten zu
dem interessanten Resultat, da die Berechnung von
"
Umgebungsschwerpunkten\
nach den beiden
"
Einkeim\- Clusterungsverfahren, C
L
und

C
L
, zu ungef

ahr gleichen
Klassikationsergebnissen f

uhrt, w

ahrend die Verwendung von
~
C
L
(deutlich) schlech-
tere Resultate liefert. Damit zeigt sich, da zur Mittelung der Restklassen- Elemente
fR
x
l
; l = 1;    ; Kg der
"
Mehrkeim\- Clusterungsalgorithmus, f

ur die Denition von
"
Umgebungsschwerpunkten\ hingegen ein
"
Einkeim\- Verfahren oenbar besser ge-
eignet ist. Bei der Addition von Trainingsvektoren in der Reihenfolge ihrer Abst

ande
zum Testvektor entf

allt zudem die Berechnung der Abstandsmatrizen; aus numeri-
schen Gr

unden ist dieses Verfahren daher vorzuziehen.
Bei der Wahl der Trainingsmenge stellt es sich als sinnvoll heraus, Ausreier
aus der Stichprobe der als
"
fehlerhaft\ vorklassizierten Merkmalsvektoren nicht zu
ber

ucksichtigen um nur
"
typische\ Fehler zu trainieren. Die Detektierung von Feh-
lern, die zu starken Abweichungen der Schallsignale f

uhren, stellt ohnehin kein Pro-
blem dar. Hierzu berechnen wir die Abst

ande aller Trainingsvektoren von fehlerhaf-
ten Schiebed

achern zum jeweils korrespondierenden
"
Schwerpunkt\ C
L=26
derjenigen
Vektoren, welche die guten Produkte repr

asentieren, und entfernen die n
1
Elemente
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mit den gr

oten Abst

anden. Aus der verbleibenden Trainingsmenge werden nun f

ur
jeden Testvektor c
T
1;K
die n
2
am n

achsten gelegenen Elemente gesucht. Ebenso werden
die n
3
als
"
gut\ vorklassizierten Trainingsvektoren mit den kleinsten Abst

anden zu
c
T
1;K
ermittelt und hieraus die Abstandsvektoren d
g
und d
f
zu den Umgebungen der
"
guten\ bzw.
"
fehlerhaften\ Trainingsvektoren berechnet. Hierbei ist
d
g;f
= fd([c
T
1;K
]
1
; [C
g;f
L
]
1
);    ; d([c
T
1;K
]
J
; [C
g;f
L
]
J
)g : (4.9)
Die Metrik d([c
T
1;K
]
j
; [C
g;f
L
]
j
) (4.4) wird von jeweils einer Filterkomponente der Merk-
malsvektoren (d.h. einer Spalte von WT
h
x
(n; j)) berechnet. Bei insgesamt J Filtern
erh

alt man damit zwei J-dimensionale Vektoren. Hierdurch wird es m

oglich, die Fre-
quenzb

ander der Signale individuell zu gewichten. Dies ist erforderlich, da sich sowohl
die Defekte der Schiebed

acher wie auch sonstige Ein

usse in den verschiedenen Fre-
quenzb

andern der Schallsignale unterschiedlich stark bemerkbar machen und daher
die Abst

ande der Test- zu den Trainingsvektoren individuell f

ur die Komponenten der
Merkmalsvektoren c
1;K
gewichtet werden m

ussen. Dies erfolgt durch die Denition
eines relativen Abstands, wobei
d
rel
=


d
g
 d
f
;n

mit knk
2
= 1 (4.10)
ist.  bezeichnet hierbei eine vektorwertige Wichtungskonstante und n deniert den
Unterraum, auf den der Abstandsvektor projeziert wird. Die Abst

ande d
rel
der Test-
vektoren k

onnen jetzt mit einem Schwellenwert verglichen werden.
Zur Berechnung von d
rel
m

ussen die Konstanten  und n sowie die Umgebungs-
gr

oen n
1
, n
2
und n
3
gesch

atzt werden. Dies erfolgt durch die Minimierung des ge-
samten Klassikationsfehlers der leave-two-out Statistik. Da die Parameter aus prak-
tischen Gr

unden auf dem gesamten Datensatz und nicht auf jeder Trainingsmenge
getrennt gesch

atzt werden, ergibt sich allerdings eine Mischform aus L- und R- Sta-
tistik (siehe Kap. 2.3.3), die keine rigorose Schranke f

ur den Bayeschen Fehler bildet.
Jedoch f

uhrt in unserem Fall die relativ groe Zahl von Parametern vermutlich zu
einer

Uberanpassung des gesch

atzten Klassikators an die Stichproben. Wir untersu-
chen dies, indem wir die Merkmalsvektoren c
1;20
aus verschiedenen Teilst

ucken der
Zeitreihen berechnen und die Parameter vergleichen, die sich jeweils durch die Mini-
mierung des Klassikationsfehlers ergeben. Wir nehmen daher an, da die verwendete
Statistik den Bayeschen Fehler untersch

atzt, jedoch ist hier der qualitative Vergleich
verschiedener Merkmalsvektoren unser Ziel.
4.3.2 Ergebnisse
Wir wollen nun die Merkmalsvektoren c
1;40
wiederum mit Merkmalen aus Spektral-
komponenten vergleichen. Hierzu berechnen wir die gleichen Referenzvektoren wie in
Abschnitt 4.2.4

uber eine Signall

ange von 40  512 = 20480. Die Klassikation der
Merkmalsvektoren aus Spektralkomponenten erfolgt analog zu dem oben beschriebe-
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(b) Abbildung 4.7: Klassiktion
der Schiebedachsignale: Wahr-
scheinlichkeit von Fehlklassi-
kationen (falsche Akzeptanzen
bzw. falsche Zur

uckweisungen)
als die Funktion eines Schwel-
lenparameters . Durchgezoge-
ne Kurven: Sensoranordnung 1,
gestrichelte Kurven: Sensoran-
ordnung 2. (a) Merkmalsvektor
c
1;40
aus Wavelet- Restklassen;
(b) Merkmalsvektor aus Spek-
tralkomponenten.
nen Verfahren, wobei die Abst

ande d
1
und d
2
der Testvektoren zu den Umgebungs-
schwerpunkten der
"
guten\ bzw.
"
fehlerhaften\ Trainingsvektoren durch die Euklidi-
sche Metrik bestimmt werden und der relative Abstand durch d
rel
= d
1
  d
2
mit
einer skalaren Wichtungskonstante  deniert ist.
Zur Berechnung der Abst

ande d
rel
(4.10) untersuchen wir zun

achst, welche Filter-
komponenten der Merkmalsvektoren c
1;K
Informationen zur Trennung der Schallsi-
gnale von guten und fehlerhaften Schiebed

acher beitragen, d.h. genauer, mit welcher
Kombination der Frequenzb

ander der Signale sich der kleinste Klassikationsfehler
erzielen l

at. Hierbei zeigt sich, da der erste Bandpa keinen Beitrag liefert. Zur Be-
rechnung von d
rel
verwenden wir daher nur den Hochpa und die Bandp

ae 2 { 4 der
Wavelettransformationen. Die gleiche Untersuchung f

ur die Merkmalsvektoren aus
Spektralkomponenten zeigt hingegen, da sich durch eine Auswahl von Frequenzb

an-
dern keine Verbesserung der Klassikationsleistung erzielen l

at.
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Abbildung 4.8: Vergleich der
Trennungsleistung der Merk-
malsvektoren c
1;K
f

ur K = 20,
30 sowie 40 (kurz gestrichelte,
l

anger gestrichelte, bzw. durch-
gezogene Linien). (a) Sensor-
anordnung 1, (b) Sensoranord-
nung 2.
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In den Abb. 4.7 und 4.8 sind analog zu Kap. 3 f

ur die als
"
gut\ vorklassizierten
Testdaten der Anteil der falschen Zur

uckweisungen und f

ur als
"
fehlerhaft\ bewertete
Signale der Anteil der falschen Akzeptanzen angetragen.
Die Klassikation der Schiebedachdaten anhand der beiden Merkmalstypen ist in
Abb. 4.7 gezeigt. Es ist zu erkennen, da der Klassiktionsfehler bei Verwendung der
Merkmalsvektoren c
1;40
in beiden Sensoranordnungen deutlich geringer als im Fall
der Referenzvektoren aus Spektralkomponenten ist. Die optimale Wahl der Umge-
bungsgr

oen ist in allen F

allen gleich, es ergibt sich n
1
= 8, n
2
= 8 (von insgesamt
26 { 28
"
fehlerhaften\ Trainingsvektoren), sowie n
3
= 18 (von insgesamt 24 { 26
"
guten\ Trainingsvektoren). Da n
3
deutlich gr

oer als n
2
ist,

uberrascht nicht, da
die Merkmalsvektoren von fehlerhaften D

achern verschiedene (und verschieden stark
ausgepr

agte) Defekte repr

asentieren. Die Komponenten der Wichtungskonstanten 
liegen im Bereich zwischen 0 und 2.
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Zum Schlu wollen wir noch den Einu der Anzahl der Restklassen- Elemente
fR
x
l
; l = 1;    ; Kg,

uber die pro Zeitreihe gemittelt wird, auf die Klassikationslei-
stung der Merkmalsvektoren c
1;K
f

ur die Schiebedachdaten untersuchen. In Abb. 4.8
sind die Klassikationsergebnisse f

ur K = 20, 30 sowie 40 in beiden Sensoranordnun-
gen gezeigt. Damit best

atigen sich (zumindest qualitativ) die Resultate, die wir im
letzten Abschnitt f

ur die S

agezahnsignale gewonnen haben. W

ahrend in Sensoranord-
nung 1 die Trennungsleistung der Merkmalsvektoren c
1;30
und c
1;40
fast gleich ist, zeigt
sich f

ur c
1;20
eine sichtbare Verschlechterung. In Sensoranordung 2 wird hingegen nur
bei Verwendung von c
1;40
das beste Ergebnis erzielt, w

ahrend sich bei der Mittelung
von fR
x
l
g

uber k

urzere Zeitreihenabschnitte eine stetige Abnahme der Trennungslei-
stung zeigt. Der Vergleich mit einem Merkmalsvektor, der aus einer gr

oeren Anzahl
Restklassen- Elemente berechnet wird, ist aufgrund der Gesamtl

ange der Zeitreihen
nicht m

oglich.
Als n

achster Schritt w

are der Vergleich mit Merkmalsvektoren interessant, die aus
den Restklassen- Elementen anderer Zeit-Frequenz Darstellungen konstruiert sind.
Betrachtet man Filter mit konstanter Breite im Frequenzraum statt der skalierten
Filter in Abb. 4.2, so erh

alt man eine Zeit-Frequenz Darstellung mit konstanter statt,
wie in unserem Fall, hyperbolischer Zeit-Frequenz Au

osung (Kap. 2.1.3). Hieraus
lassen sich Merkmalsvektoren in einer analogen Vorgehensweise konstruieren. Dieser
Vergleich w

urde die

Uberpr

ufung der psychoakustischen

Uberlegungen erm

oglichen,
durch die unser Ansatz mit motiviert war, jedoch ist hierf

ur eine gr

oere Daten-
basis erforderlich, um statistisch signikante Aussagen zu erhalten. Die prinzipielle
Anwendbarkeit von Merkmalsvektoren aus Restklassen- Elementen zur Klassikation
station

arer Schallsignale konnte dennoch gezeigt werden.
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Zusammenfassung
Das Ziel dieser Arbeit war die Entwicklung und Anwendung von Konzepten der
Zeitreihenanalyse auf technische Problemstellungen, die sich aus einem praxisbezoge-
nen Umfeld heraus ergaben. Das Interesse an technischen Systemen entstand aus der
Idee, Anwendungsm

oglichkeiten der nichtlinearen Zeitreihenanalyse auf angewand-
te Fragestellungen bei Systemen mit
"
mittlerer Komplexit

at\ zu untersuchen, d.h.
bei Systemen, die nur eine begrenzte Anzahl (eektiver) Freiheitsgrade und eine be-
grenzte Nichtstationarit

at aufweisen. F

ur solche Systeme scheint es mit dem heutigen
Wissensstand eher m

oglich, einen L

osungsbeitrag im Sinn der praktischen Fragestel-
lung zu leisten, als f

ur Systeme mit sehr hoher Komplexit

at, wie z.B. physiologi-
sche Systeme oder Volkswirtschaften. Durch Industriekontakte ergaben sich f

ur uns
zwei konkrete Projekte, die Fehlerfr

uherkennung bei Induktionsmotoren durch Ana-
lyse des Statorstroms sowie die automatische Qualit

atsendkontrolle von elektrischen
Schiebed

achern durch Klassikation von K

orperschallsignalen.
Aufgrund der Quasiperiodizit

at des Statorstromes von Induktionsmotoren und
den Eigenschaften idealer Induktionsmaschinen stellte es sich als sinnvoll heraus, ge-
fensterte Fourierspektren des Statorstromes als Ausgangspunkt f

ur die Konstruk-
tion von Merkmalsvektoren zu verwenden. Die Schallsignale des Schlieger

ausches
von Schiebed

achern zeigen ein station

ar stochastisches Verhalten, wobei die f

ur die
Fehlererkennung relevanten Informationen vom menschlichen Geh

or, d.h. von Ex-
perten aufgel

ost werden k

onnen. Hierauf beruhte unser Ansatz, die Zeit-Frequenz
Au

osungscharakteristik des Ohrs nachzuahmen, was f

ur Frequenzen & 500Hz in
guter N

aherung durch eine Wavelettransformation m

oglich ist.
Damit zeigte sich, da f

ur beide Probleme Zeit-Frequenz Darstellungen einen
geeigneten Ausgangspunkt bilden. Der erste, theoretische Teil dieser Arbeit enth

alt
daher einen

Uberblick

uber die recht allgemeinen linearen und quadratischen Zeit-
Frequenz Darstellungen, wobei im Hinblick auf die Signalanalyse die Eigenschaften
gefensterter Fourier- und Wavelettransformationen, insbesondere die Zeit-Frequenz
Au

osungscharakteristik dieser Abbildungen, genauer diskutiert wurden. Da wir in
allen Anwendungen nur endliche, diskret abgetastete Zeitreihen zur Verf

ugung ha-
ben, wurde anschlieend der genaue Zusammenhang zwischen kontinuierlichen und
diskreten gefensterten Fourier- und Wavelettransformationen dargestellt. Den Ver-
kn

upfungspunkt hierf

ur bildet das Shannonsche Samplingtheorem. Unser Ziel war es,
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f

ur kontinuierliche Zeit-Frequenz Darstellungen dieses Typs mit einer hohen Informa-
tionsau

osung m

oglichst gute diskrete Approximationen zu nden. Da das zentrale
Konzept der Skalierung auf Zeitreihen nicht unmittelbar

ubertragbar ist, mute die
Denition einer diskreten Wavelettransformation vom kontinuierlichen Vorbild et-
was abweichen. F

ur die Klassikation der aus experimentellen Zeitreihen berechneten
Merkmalsvektoren wurden im letzten Abschnitt Sch

atzer f

ur den Bayeschen Fehler
einer Klassikationsstatistik, d.h. f

ur den minimalen Klassikationsfehler, der erzielt
werden kann, diskutiert.
In Kap. 3 stellten wir einen neuen L

osungsansatz f

ur das Problem vor, den
verschlei- oder fehlerbedingten Ausfall von Induktionsmotoren durch Analyse des
Statorstromes rechtzeitig vorherzusagen. Hierf

ur wurde das Konzept der geometri-
schen Signaltrennung im Merkmalsraum eingef

uhrt: W

ahrend einer Trainingsperiode
werden Abschnitte der Zeitreihen eines fehlerfreien Motors in Merkmalsvektoren v
transformiert, deren Eintr

age geeignete Spektralkomponenten des Statorstromes sind.
Die Trainingsmenge mu hierbei alle erlaubten Betriebszust

ande des Motors repr

asen-
tieren. Diese Trainingsvektoren werden in Cluster eingeteilt und f

ur jedes Cluster wird
eine lokale Metrik im Merkmalsraum V deniert, die den Abstand eines Vektors zu
dem spezischen Cluster angibt. Das

uber alle Cluster gemittelte Verh

altnis der Kom-
ponenten der Schwerpunktvektoren der Cluster zu ihren Ausdehnungen in den korres-
pondierenden Raumrichtungen deniert das Ma f

ur das Signal-Rausch Verh

altnis
der Spektralkomponenten, wobei die Ausdehnung der Cluster durch Kumulanten
2. und 4. Ordnung beschrieben wird. Es zeigte sich, da f

ur unsere Daten die Menge
der ca. 14 Spektralkomponenten mit den gr

oten Signal-Rausch Verh

altnissen im-
mer ausreichend viele Elemente enth

alt, die sensitiv auf die untersuchten Motorfehler
reagieren. Dieses Kriterium legt die Eintr

age der Merkmalsvektoren fest.
W

ahrend der

Uberwachungsphase kann nun der Abstand der laufend berechne-
ten Merkmalsvektoren zum n

achstgelegenen Cluster im Merkmalsraum bestimmt und
mit einem Schwellenwert verglichen werden. Als Hauptproblem stellte sich die Un-
terscheidung von Motorfehlern und unbekannten Umweltein

ussen heraus, da nicht
alle w

ahrend des Betriebs eintretenden Umweltbedingungen in der Trainingsdaten-
basis erfat werden k

onnen. Die geometrische Methode bietet hierf

ur eine L

osung:
Wir konstruierten zwei Typen von Merkmalsvektoren v
1
und v
2
in den R

aumen V
1
und V
2
mit unterschiedlicher Dimension. W

ahrend V
1
eine Mischung aus Informatio-
nen

uber Lastzust

ande, Motorfehler und Umweltein

usse enth

alt, gehen in V
2
nach
Konstruktion keine Informationen

uber Defekte ein. Da eine untere Schranke f

ur die
Korrelation zwischen den Vektoren v
2
und den in v
1
enthaltenen Umweltein

ussen
existiert, k

onnen diese St

orungen teilweise herausgerechnet werden. Auch wenn die-
se Korrektur relativ klein ist, erm

oglichte sie f

ur unsere Motordaten die statistisch
signikante Trennung von Fehlern und unbekannten Umweltein

ussen. Wir zeigten
dies durch die Klassikation von Zeitreihen in out-of-sample Tests, die von vier 10PS
4-Pol Induktionsmotoren erzeugt wurden.
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In Kap. 4 stellten wir einen neuen Merkmalsvektor f

ur akustische G

utepr

ufungen
vor. Hierzu wurden Merkmalsvektoren aus Wavelet- Restklassen konstruiert, welche
als die Menge der zyklischen Permutationen einer diskreten Wavelettransformati-
on in der Zeitvariablen deniert sind. Da die Schallsignale in guter N

aherung als
station

are Oszillationen betrachtet werden k

onnen, unterscheiden sich die aus ver-
schiedenen Teilst

ucken einer Zeitreihe berechneten Wavelettransformationen im we-
sentlichen durch ihre Anfangsbedingungen. Die Wavelet- Restklassen denieren eine
Gr

oe, welche von den Anfangsbedingungen unabh

angig ist und

uber die im Zeitraum
gemittelt werden kann, ohne die zeitaufgel

osten Informationen zu verlieren. Auf der
Menge der Restklassen wurde eine Metrik und eine Addition deniert, welche dieser
Menge die Struktur eines kommutativen aber nicht-assoziativen Rings mit einer Me-
trik gibt. Die Additionsreihenfolge mehrerer Restklasse- Elemente wird durch einen
Clusterungsalgorithmus festgelegt, wobei wir verschiedene Clusterungsm

oglichkeiten
diskutiert haben.
Es zeigte sich, da sich durch diesen Mittelungsproze die f

ur die Fehlererken-
nung relevanten Informationen der Wavelettransformationen herausbilden lassen, in-
dem statistische Fluktuationen und Rauschen ged

ampft werden. Die Eigenschaften
der Merkmalsvektoren aus Wavelet- Restklassen, insbesondere die Konvergenz des
Rauschreduktionverfahrens wurden zun

achst anhand verrauschter S

agezahnsignale
studiert. Die anschlieende Anwendung auf die K

orperschallsignale der Schiebed

acher
best

atigte (qualitativ) diese Ergebnisse. Die Klassikation eines Testvektors erfolgte
hierbei durch den Vergleich mit den Trainingsvektoren von als
"
gut\ sowie als
"
feh-
lerhaft\ vorklassizierten Schiebed

achern, die sich jeweils in einer Umgebung (ver-
schiedener Gr

oe) des Testvektors benden. Obwohl der Umfang der Datenbasis f

ur
die statistisch signikante Bestimmung der Trennungsleistung der Merkmalsvekto-
ren zu klein ist, konnte durch den Vergleich mit der Standardmethode der Wahl von
Merkmalen aus Spektralkomponenten dennoch die prinzipielle Anwendbarkeit von
Merkmalsvektoren aus Restklassen- Elementen zur Klassiktion station

arer Schallsi-
gnale gezeigt werden.
Zusammenfassend hat es sich gezeigt, da die beiden in dieser Arbeit untersuchten
Signaltypen zu
"
linear\ (quasiperiodisch bzw. station

ar stochastisch) sind, um intrin-
sisch nichtlineare Methoden erfolgreich anwenden zu k

onnen. Als optimal erwies sich
hingegen die Kombination aus linearen Methoden, d.h. aus der Wahl von Merkmalen
in der Zeit-Frequenz Ebene und darauf basierender M

oglichkeiten zur Konstruktion
von Merkmalsvektoren, und geometrischen Trennungsverfahren, die durch die nicht-
lineare Analyse motiviert sind. Auch wenn die nichtlineare Zeitreihenanalyse, d.h.
genauer Verfahren, welche die deterministische Struktur eines Signals explizit ver-
wenden, auf viele Probleme nicht direkt anwendbar ist, so liefert sie doch wichtige
Impulse f

ur die Weiterentwicklung von geometrisch motivierten Ideen zur Signaldar-
stellung und -klassikation. Eine weitere Anwendungsm

oglichkeit von Konzepten der
nichtlinearen Zeitreihenanalyse, auf die wir nicht eingegangen sind, ist die geometri-
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sche Trennung nichtstation

arer Zeitreihen in station

are Teilst

ucke durch Einbettung
in einen hochdimensionalen rekonstruierten Phasenraum. Hierf

ur wird keine determi-
nistische Struktur des Signals ben

otigt.
Auch wenn die hier untersuchten Probleme (wie so h

aug) spezieller Natur sind,
hoen wir doch, eine kleinen Beitrag zu der wachsenden Sammlung von Methoden
zur Darstellung und Klassikation (technischer) Signale gebracht zu haben. Die Kom-
bination von Methoden aus einem solchen
"
Werkzeugkasten\ kann vielleicht auch f

ur
weitere Problemstellungen L

osungsm

oglichkeiten bieten (zumindest als einen ersten
Ansatz), als nur f

ur diejenigen, f

ur welche sie entwickelt wurden.
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