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In recent years, a rapidly increasing amount of data is collected and stored for 
various applications. As modern storage systems provide increasing disk space 
at decreasing costs, databases storing huge amounts of information of diffe-
rent types are ubiquitous. The task of automatically extracting useful and pre-
viously unknown knowledge out of such data is called data mining. This thesis 
focuses on the data mining task of clustering, i.e. grouping objects into clusters 
such that objects assigned to the same cluster are similar to each other, while 
objects assigned to different clusters are dissimilar.
Two of the most common data types are vector data, where each object is re-
presented as a vector containing different attributes of the object, and graph 
data, which represents relationships between different objects as edges in a 
graph. In many applications, data of both types is available simultaneously: for 
the vertices or the edges of a graph, additional information is available which 
can be described as an attribute vector. The aim of this thesis is to develop com-
bined clustering approaches that use graph data and attribute data simultane-
ously in order to detect clusters that are densely connected in the graph and at 
the same time show similarity in the attribute space. As for high-dimensional 
vector data, clusters usually exist only in subspaces of the attribute space, we 
follow the principle of subspace clustering to enable the detection of clusters 
which show similarity only in a subset of the attributes.
In this thesis, we introduce combined clustering approaches for graphs with 
vertex attributes, graphs with edge attributes and heterogeneous networks 
with attributed vertices. For all of those data types, our approaches focus on 
realizing an unbiased combination of graph and attribute data and avoiding 
redundancy in the clustering result. 
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Abstract
In recent years, a rapidly increasing amount of data is collected and stored
for various applications. As modern storage systems provide increasing disk
space at decreasing costs, databases storing huge amounts of information of
different types are ubiquitous. The task of automatically extracting useful and
previously unknown knowledge out of such data is called data mining. This
thesis focuses on the data mining task of clustering, i.e. grouping objects into
clusters such that objects assigned to the same cluster are similar to each other,
while objects assigned to different clusters are dissimilar.
Two of the most common data types are vector data, where each object is
represented as a vector containing different attributes of the object, and graph
data, which represents relationships between different objects as edges in a
graph. In many applications, data of both types is available simultaneously:
for the vertices or the edges of a graph, additional information is available
which can be described as an attribute vector. The aim of this thesis is to
develop combined clustering approaches that use graph data and attribute data
simultaneously in order to detect clusters that are densely connected in the
graph and at the same time show similarity in the attribute space. As for high-
dimensional vector data, clusters usually exist only in subspaces of the attribute
space, we follow the principle of subspace clustering to enable the detection of
clusters which show similarity only in a subset of the attributes.
In this thesis, we introduce combined clustering approaches for graphs with
vertex attributes, graphs with edge attributes and heterogeneous networks
with attributed vertices. For all of those data types, our approaches focus on
realizing an unbiased combination of graph and attribute data and avoiding
redundancy in the clustering result.
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Zusammenfassung
In vielen modernen Anwendungen werden heutzutage immer gro¨ßere Daten-
mengen gesammelt und gespeichert. Da moderne Speichersysteme immer
ho¨here Speicherkapazita¨ten bei immer geringeren Kosten ermo¨glichen, sind
Datenbanken, die große Mengen von Daten verschiedener Typen enthalten,
heute allgegenwa¨rtig. Der Begriff Data Mining beschreibt die Aufgabe, aus
solchen Datenmengen nu¨tzliches und zuvor unbekanntes Wissen automatisiert
zu extrahieren. Diese Arbeit befasst sich mit einer speziellen Aufgabe des
Data Mining, dem Clustering. Dieses hat das Ziel, Objekte in Cluster zu grup-
pieren, so dass Objekte im selben Cluster einander a¨hnlich und Objekte in un-
terschiedlichen Clustern einander una¨hnlich sein sollen.
Zwei der ha¨ufigsten Datentypen sind Vektordaten, die jedes Objekt durch
einen Vektor von Attributen darstellen, und Graph-Daten, die Beziehungen
zwischen Objekten als Kanten in Graphen darstellen. In vielen Fa¨llen sind
Daten beider Typen vorhanden; so ko¨nnen zusa¨tzlich zu einem Graphen weit-
ere Informationen u¨ber die Knoten oder auch die Kanten existieren, die als At-
tributvektoren dargestellt werden ko¨nnen. Das Ziel dieser Arbeit ist es, Cluster-
ingverfahren zu entwickeln, die beide Datentypen simultan verwenden und so
Cluster von Objekten finden, die sowohl im Graphen dicht verbunden als auch
im Attributraum zueinander a¨hnlich sind. Da fu¨r hochdimensionale Vektor-
daten eine A¨hnlichkeit in allen Attributen unwahrscheinlich ist, sollen unsere
Verfahren gema¨ß dem Prinzip des Subspace Clustering auch Cluster finden, die
nur in einer Teilmenge der Attribute die A¨hnlichkeit erfu¨llen.
In dieser Arbeit werden Clusteringverfahren fu¨r Graphen mit Knotenat-
tributen, Graphen mit Kantenattributen und heterogene Netzwerke vorgestellt.
Alle diese Ansa¨tze haben das Ziel, eine mo¨glichst unverzerrte Kombination der
Datentypen und mo¨glichst redundanzfreie Clusteringergebnisse zu erreichen.
3

Chapter 1
Introduction
In recent years, a rapidly increasing amount of data is collected and stored for
various applications. As modern storage systems provide increasing disk space
at decreasing costs, databases storing huge amounts of information of differ-
ent types are ubiquitous. Two of the most common data types are vector data,
where each object is represented as a vector containing different attributes of
the object, and graph data, which represents relationships between different
objects as edges in a graph. However, the stored data alone is often not useful
for the applications, as a manual analysis of such huge data sets is not fea-
sible. Therefore, it is crucial to be able to extract hidden knowledge from the
data by automated analysis techniques. The general concept of automated data
analysis is described by the KDD (Knowledge Discovery in Databases) process
[HK06]. This process consists of several key steps (cf. Figure 1.1): The raw
data, which may have to be integrated from several sources, often contains in-
consistencies or missing values. Therefore, a data cleaning step is performed
to increase the quality of the data. As not all aspects of the data are neces-
sarily relevant for the application, in the next step the task-relevant data is
selected and pre-processed for the following analysis task. In the “Data Min-
ing” step, interesting patterns are extracted from the data. There exist several
data mining tasks leading to different kinds of result patterns, e.g. clustering,
classification or frequent pattern mining. In the last step, these patterns can
then be evaluated and visualized in order to be more easily interpretable.
5
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Figure 1.1: The KDD process
This thesis focuses on the data mining task of clustering, which is the task of
grouping objects into clusters such that objects located in the same group are
similar to each other, while objects located in different groups are dissimilar.
Most existing clustering methods were developed for vector data. In traditional
vector clustering methods, the similarity between two objects is defined based
on the similarity of the vertices in all the attributes/dimensions, which works
well for low-dimensional vector data. However, for high-dimensional vector
data it is unlikely to detect clusters of objects which are similar in all of the at-
tributes. Instead, for a cluster in high-dimensional data often only a subset of
the dimensions is relevant, i.e. the objects of the cluster show similarity only in
those dimensions. Thus, so-called fullspace clustering methods do in general
not perform well on high-dimensional data. While dimensionality reduction
techniques like PCA [Jol86] can help to remove globally irrelevant dimensions,
they can not solve this problem completely, as a dimension that is irrelevant for
one cluster can still be interesting for other clusters. Therefore, in recent years
subspace clustering [PHL04, KKZ09] approaches were proposed that aim at de-
tecting clusters of objects that show similarity in a subset (called subspace) of
the dimensions. In a subspace clustering result, each of the detected subspace
clusters has its own set of relevant dimensions.
Besides the algorithms for vector data, there also exist clustering algorithms
for other types of data, e.g. for graph data. The basic aim of these approaches
is to detect clusters of vertices in a single graph such that the vertices in a
cluster are densely connected in the graph. This task is often also denoted
as dense subgraph mining or community detection. Graph clustering algorithms
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can be divided into two categories: While partitioning clustering approaches
group each vertex into exactly one cluster, non-partitioning approaches allow
the clusters to overlap and allow the existence of outliers, i.e. vertices that do
not belong to any cluster.
While various clustering approaches exist that can handle either vector data
or graph data, in many applications data of both types is available simultane-
ously. For example, the vertices of a social network that represent users can
contain additional information about the users, like e.g. profession, age or
hobbies. Figure 1.2 shows a small example network. Similarly, in a sensor
network, connections between the sensors as well as individual measurements
can be given. Another example would be a gene interaction network, where in-
teracting genes and their specific expression levels are recorded. In this kind of
data, by using a clustering algorithm that takes either only vector data or only
graph data as input, we would neglect information that could help to detect a
better clustering. Thus, our aim is to develop combined clustering approaches
that use the data of both types simultaneously in order to detect clusters of
vertices that are densely connected in the graph and at the same time form a
subspace cluster in the attribute space. In other words, we aim at combining
the paradigms of subspace clustering and dense subgraph mining.
Besides graphs with vertex attributes, other combinations of graph and at-
tribute data are possible: in many cases, additional information about the
edges of a graph are available. For example, a graph can contain different
types of edges, which represent different types of relations between vertices.
Furthermore, the graphs also contain attributes of the edges. For graphs with
edge attributes, we can distinguish between two possible interpretations of the
attributes: First, the edge labels can represent characteristics of the relations.
For example, Figure 1.3 shows a co-author graph where the layers correspond
to conferences and the labels of the edges between authors represent the year
a co-authored paper was published. In other cases, labels can be regarded as
edge weights representing the strength of a relation between the incident ver-
tices. For example, in the simple co-author network depicted in Figure 1.4,
each dimension corresponds to one keyword and the edge weights represent
the number of co-authored papers of two authors containing this keyword.
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Figure 1.2: Example graph with vertex attributes
Furthermore, a graph can also contain different types of vertices. This type
of graph is often called a heterogeneous network. For example, a bibliography
database can be represented by a graph with the vertex types “author” and
“paper”, where each paper is connected by edges to all its authors. A small
example network is depicted in Figure 1.5. Also in this setting, the vertices
can contain additional information (e.g. keywords describing the contents of
a paper), which can be expressed as vectors and should also be used for the
clustering.
In this thesis, we introduce combined clustering approaches for graphs with
vertex attributes, graphs with edges attributes and heterogeneous networks
with attributed vertices. For all of those data types, we aim at combining the
paradigms of subspace clustering and subgraph mining. In the following, we
introduce the main challenges for combined clustering algorithms in Section
1.1 and give an overview over the contributions and structure of this thesis in
Section 1.2.
1.1 Challenges for Combined Graph Clustering
Combining the paradigms of subspace clustering and dense subgraph mining
for the clustering of attributed graphs poses several main challenges, which
will be discussed in this section. Tackling these challenges will be an important
aim for all the approaches proposed in this thesis.
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Unbiased Combination of Graph and Attribute Data
An important aspect for the combination of the paradigms subspace clustering
and dense subgraph mining is to find an unbiased combination of both in such
a way that none of the paradigms is preferred over the other. This challenge
arises because the objectives of both paradigms are sometimes contradictory:
While most dense subgraph mining approaches aim at finding dense subgraphs
that are maximal with respect to the number of vertices, subspace clustering
approaches often aim at detecting clusters with a maximal number of relevant
dimensions. Thus, in the case of combined clustering, we have two important
properties: “number of vertices” and “dimensionality”. Furthermore, depend-
ing on the used model for the density in the graph, it can also be interesting
to detect clusters with maximal density, leading to a third property “density”.
Obviously, optimizing all measures simultaneously is not possible, as clusters
with a higher number of vertices usually show fewer relevant dimensions and
smaller densities than smaller clusters and vice versa. Thus, combined cluster-
ing approaches should realize a trade-off between the different properties of a
cluster to obtain an unbiased combination of the paradigms.
Avoiding Redundancy in the Clustering Result
For many applications, it is reasonable to allow the detected clusters to over-
lap. For example, while the cluster {1, 2, 5, 6} in Figure 1.2 could be of interest
e.g. for video game producers, the cluster {2, 3, 5} (with relevant dimensions
‘age’ and ‘sports’) might be interesting for sports wear retailers. Here, vertex
2 belongs to both of the clusters. By enforcing a partitioning clustering, we
would loose one of these clusters. On the other hand, too highly overlapping
clusters often imply nearly the same interpretations and thus a strong overlap
usually indicates redundancy. In this case, outputting all valid clusters can lead
to huge result sets which contain many similar clusters and are hard to inter-
pret by users due to their size. Especially when considering subspace clusters,
it is crucial to avoid redundancy in the results [MS08]. Thus, combined clus-
tering approaches that allow clusters to overlap should use techniques to avoid
redundant information in the clustering result.
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Efficient Determination of Combined Clusterings
While the previous two challenges mainly address the problem of developing
sound clustering models, another important challenge is posed by the com-
plexity of detecting the clusterings defined by these models. For common def-
initions of dense subgraphs, the detection of these subgraphs often has a high
complexity. For example, the detection of maximal cliques or quasi-cliques is
already NP-hard. The same holds for partitioning graph clustering approaches:
For example, optimizing the commonly used modularity measure is also an
NP-hard problem. This challenge is even increased by the combination with
subspace clustering: when we consider the similarity of vertices in subsets of
their d attributes, there exist 2d − 1 possible subspaces in which clusters could
be found. Thus, for our combined clustering models the detection of all com-
bined clusters is also an NP-hard problem. Therefore, an important challenge
is the development of efficient algorithms for the detection of such clusterings.
Therefore, different approaches are used in this thesis: Some of the algorithms
detect the exact result defined by the corresponding clustering model, but can
in most cases avoid the exploration of large parts of the search space without
missing valid clusters by using effective pruning techniques. Other approaches
use heuristics to obtain a non-optimal, but high-quality clustering.
1.2 Contributions and Structure of this Thesis
This thesis introduces models and algorithms for the combined clustering of
graphs with additional attribute data, addressing all of the challenges intro-
duced in the previous section. This section provides a short overview of the
contributions and the structure of this thesis as well as information about pre-
liminary publications of parts of the thesis content.
Part I: Clustering Graphs with Vertex Attributes
In the first part of this thesis, we consider graphs with multi-dimensional vertex
attributes. Chapter 2 gives an introduction about our aims for clustering these
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graphs as well as an overview of related work.
In Chapter 3, we introduce the GAMER method, which was the starting
point for this thesis. This method finds homogeneous groups in graphs with
vertex attributes by joining the paradigms of subspace clustering and dense
subgraph mining, i.e. it determines sets of vertices that show high similarity
in subsets of their dimensions and that are as well densely connected within
the given graph. These twofold clusters should be maximized according to their
density, size, and number of relevant dimensions. As the optimization of these
three aspects usually is conflicting, we realize a trade-off between these char-
acteristics to obtain meaningful patterns. To avoid redundant clusters in the re-
sult, we develop a redundancy model to confine the clustering to a manageable
size of only the most interesting clusters. Based on various pruning strategies
we introduce the algorithm GAMER for the efficient calculation of our cluster-
ing. This method was previously published in [GFBS10] and [GFBS13].
While the GAMER method is already able to detect clusters in subspaces
of the attribute space, its cluster definition is restricted to clusters of certain
shapes. Therefore, in Chapter 4 we introduce a density-based combined cluster
definition, which takes into account the attribute similarity in subspaces as well
as a local graph density and enables us to detect clusters of arbitrary shapes
and sizes. Based on this model, we introduce the clustering algorithm DB-
CSC, which uses a fixed point iteration method to efficiently determine the
clustering solution. This method was previously published in [GBS11] and
[GBS12].
In Chapter 5, we show how the combined clustering model from DB-CSC
can be used to enable the analysis of evolving combined clusters in attributed
graphs that evolve over time. We introduce the TCC method which extends the
DB-CSC method to trace clusters over different time steps, which is an impor-
tant step for analyzing their evolution over time. This method was previously
published in [BGS12].
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Figure 1.3: Example multi-layer graph with edge attributes
Part II: Clustering Graphs with Edge Attributes
In the second part of the thesis, we consider the case that we have additional
information about the edges of a graph. In Chapter 6, we give an introduction
about the problem of clustering graphs with edge attributes. We summarize
related work and discuss the possibility of applying approaches for clustering
graphs with vertex attributes to this problem.
In Chapter 7, we introduce the MIMAG approach for multi-layer graphs
with edge labels. In this case, the considered labels do not represent weights,
but characteristics of the edges. We introduce the multi-layer coherent sub-
graph (MLCS) model, which defines clusters of vertices that are densely con-
nected by edges with similar labels in a subset of the graph layers. We avoid
redundancy in the result by selecting only the most interesting, non-redundant
clusters for the output. Based on this model, we introduce the best-first search
algorithm MIMAG. This method was previously published in [BGHS12].
While the MIMAG method can already detect clusters in edge-labeled multi-
layer graphs, it is still sensitive to noise: already a single edge with a deviating
label can hinder the detection of some interesting clusters. Therefore, in Chap-
ter 8 we introduce the RCS (Robust Coherent Subgraph) model which enables
us to detect clusters even in noisy data. This robustness greatly enhances the
1.2. Contributions and Structure of this Thesis 13
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Figure 1.4: Example multi-layer graph with edge weights
applicability on real-world data. In order to obtain interpretable results, RCS
avoids redundant clusters in the result set. We present the algorithm RMICS
for an efficient detection of RCS clusters. This method was previously pub-
lished in [BGHS13].
In Chapter 9, we introduce a clustering approach for graphs with multi-
dimensional edge weights. We extend the widely used modularity measure,
which is an optimization criterion for graph clustering, to such graphs by fol-
lowing the principles of subspace clustering. As modularity-based clustering
results are inherently partitioning (i.e. each vertex is assigned to exactly one
cluster), this approach does not produce redundancy in the clustering result.
Our modularity extension can already be adapted by some of the existing opti-
mization approaches for modularity. To deal more effectively with the extended
search space due to the variance of the dimensions’ relevance, we propose the
efficient clustering algorithm SUMO for clustering networks based on the sub-
space modularity.
Part III: Clustering Heterogeneous Networks
In Part III of the thesis, we consider heterogeneous networks (which in this the-
sis denote networks with several vertex types ), where the vertices of each type
can be further described by multi-dimensional vertex attributes. In Chapter 10,
we give an introduction to the problem of clustering heterogeneous networks
and discuss related work.
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Figure 1.5: Example author-paper network
In Chapter 11, we propose the density-based clustering model TCSC for the
detection of clusters in heterogeneous networks. This model describes clus-
ters that are densely connected in the network and show similarity in a subset
of their attributes. A special focus of the TCSC cluster model lies on the in-
teractions between the clusters of different types. Furthermore, we introduce
the algorithm HSC for computing the TCSC clustering, which is based on the
DB-CSC algorithm.
Part IV: Summary and Outlook
In the last part, we summarize the thesis and give an outlook for possible fu-
ture work. In Chapter 12, we review the different approaches for avoiding
redundancy in the clustering result that were used in the previous parts of
the thesis. Basically, the choice of a redundancy model is independent of the
choice of a cluster model, and each redundancy model could be used with each
cluster model. Therefore, we focus on the different possibilities for defining re-
dundancy and selecting a clustering result in this dedicated chapter instead of
discussing them for one specific cluster model. We review the models which
were used in the previous chapters and propose two novel models for selecting
the clustering result which might be used in future work.
Chapter 13 concludes the thesis by summarizing the contributions and giv-
ing an overview of possible directions for future work in the area of combined
graph clustering.
Part I
Clustering Graphs with Vertex
Attributes
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Chapter 2
Graphs with Vertex Attributes –
Introduction
2.1 Motivation
In many applications, attributes of objects as well as information about rela-
tionships between the objects are available. Examples include social networks,
where friendship relationships are available along with the users’ individual
interests; systems biology, where interacting genes and their specific expres-
sion levels are recorded; and sensor networks, where connections between the
sensors as well as individual measurements are given. Both information types
– attributes of objects and information about their connections – can be mod-
eled together as a vertex-labeled graph such that vertices represent objects,
edges represent relations between them, and feature vectors associated to the
vertices represent the attributes for each object (cf. Figure 2.1). Since the sep-
arate use of both data types can lead to highly differing clusterings and thus
contradictory results, the simultaneous use of both information types for the
process of clustering promises more meaningful and accurate results. There-
fore, combined clustering approaches have been recently introduced, which
try to determine groups that are densely connected within the graph as well as
similar according to their attribute values.
Former techniques considering both data types aim at a combination of
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Figure 2.1: Example graph with vertex attributes
dense subgraph mining (regarding relationships) and traditional clustering (re-
garding attributes). The detected clusters are groups of objects showing high
graph connectivity as well as similarity w.r.t. all of their attributes. However,
using traditional – i.e. fullspace – clustering approaches on these complex data
does mostly not lead to meaningful patterns. Usually, for each object a mul-
titude of different characteristics is recorded; though not all of these char-
acteristics are relevant for each cluster and thus clusters are located only in
subspaces of the attributes. For example, in social networks it is very unlikely
that people are similar within all of their characteristics. In Figure 2.1 the cus-
tomers {1, 2, 5, 6} show similarity in two of their three attributes (and also are
densely connected in the graph). In these scenarios, applying fullspace clus-
tering is futile or leads to very questionable clustering results since irrelevant
dimensions strongly obfuscate the clusters and distances are not distinguish-
able anymore [BGRS99]. Therefore, in our work we combine the paradigms
of dense subgraph mining and subspace clustering, i.e. clusters are identified in
locally relevant subspace projections of the attribute data.
Joining these two paradigms leads to clusters which are useful for many
applications: In social networks, detecting groups of closely related friends
with similar interests in some product relevant attributes can be useful for
target marketing. In systems biology, functional modules with partly similar
expression levels can be used for novel drug design. In sensor networks, long
distance reports of connected sensors sharing some similar measurements can
be accumulated and transferred by just one representative to reduce energy
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consumption. Overall, by using subspace clustering the problems of fullspace
similarity are, in principle, circumvented for these complex data.
A further important observation is that overlaps between clusters are quite
reasonable. While the cluster {1, 2, 5, 6} might be of interest for video game
producers, the cluster {2, 3, 5} might be of interest for sports wear retailers.
Persons thus can be assigned to more than one product target group. Also for
the mentioned application of gene interaction networks, it holds that genes can
belong to more than one functional module. In sensor networks, a sensor can
belong to more than one aggregation unit. Therefore, for each object multi-
ple groupings are valid, which should all be detected by a combined clustering
approach and hence lead to overlapping clusters. Highly overlapping clusters,
however, often imply nearly the same interpretations and thus a strong over-
lap usually indicates redundancy. Especially in the area of subspace clustering,
where for each cluster exponentially many projections in its subspaces exist,
the consideration of redundancy is indispensible [MS08]. Also in the field of
graph mining, avoiding redundant patterns is studied [AHCS+07]. The impor-
tance of a proper treatment of redundancy is hence increased for the combined
consideration of subspace clustering and subgraph mining. However, it is rarely
treated accurately in the past. In our work, we introduce redundancy models in
order to avoid redundancy in the result while allowing the clusters to overlap
to a certain extent.
In Chapter 3, we introduce the GAMER method, which provides a synthesis
of subspace clustering and dense subgraph mining. The DB-CSC method in-
troduced in Chapter 4 uses a density-based clustering model to detect clusters
of arbitrary shapes and sizes. In Chapter 5, we show how we can extend the
DB-CSC method to enable the tracing of clusters in time-evolving graphs.
2.2 Related Work
Subspace Clustering for Vector Data Various clustering methods for dif-
ferent data types were proposed in the literature: Clustering vector data is
traditionally done by using all attributes of the feature space. Density-based
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techniques [EKSX96, HK98] have shown their strength in contrast to other
fullspace clustering approaches like k-means [M+67]. They do not require the
number of clusters as an input parameter and are able to find arbitrarily shaped
clusters. However, fullspace clustering does not scale to high-dimensional data
since locally irrelevant dimensions obfuscate the clustering structure [BGRS99,
KKZ09]. As a solution, subspace clustering methods detect an individual set of
relevant dimensions for each cluster [PHL04, KKZ09, MGAS09, GKS10, AGGR98].
In the work of Mu¨ller et al. [MGAS09], recent subspace clustering approaches
are compared and evaluated. A distinction between cell-based [PJAM02, YM03],
density-based [KKK04], and clustering-oriented [AWY+99, MSE06] methods is
made. Cell-based approaches have shown to be very efficient and generate
high-quality clusterings. Also for subspace clustering, density-based clustering
approaches [KKK04, AKMS08] allow the detection of arbitrarily shaped clus-
ters. However, none of the introduced subspace clustering techniques considers
graph data.
Clustering Graph Data Clustering graph data has been done in different
ways: For our purpose of finding groups in networks (often called “graph clus-
tering” oder “dense subgraph mining”) we focus on methods mining densely
connected subgraphs in one large graph. E.g., the methods by Long et al.
[LWZY06, LZY07] and Ruan et al. [RZ07] partition the graph, assigning each
vertex to exactly one cluster, while others assume that the given graph naturally
divides into (possibly overlapping) subgraphs of certain patterns, e.g. cliques
[WZZ06], γ-quasi-cliques [LW08, PJZ05, ZWZK06], or k-cores [DGM06, JL07].
However, none of the introduced dense subgraph mining techniques considers
attribute data annotated to the vertices.
Combined Clustering Approaches Apart from the previously mentioned ap-
proaches, there exist methods considering graph data and attribute data. Some
of these combined techniques [DWP+07, KMS03] consider attribute data only
in a post-processing step after determining subgraphs. Thus, attributes do not
influence the resulting subgraph structures. In the approach by Hanisch et
al. [HZZL02] the network topology is transformed into a (shortest path) dis-
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tance and is combined with the feature distance such that any distance-based
clustering algorithm can be applied afterwards. Using combined distance func-
tions like this leads to results that are difficult to interpret as no conclusions
of cluster structures in the graph are possible. Contrarily, Ulitsky et al. [US07]
transform the feature information into an edge-weighted similarity graph and
determines dense subgraphs based on the original graph and the similarity
graph. Shiga et al. [STM07] propose a spectral clustering method combining
graph and attribute data. Ester et al. [EGG+06] extend the k-center problem by
requiring that each group has to be a connected subgraph. These approaches
[HZZL02, US07, STM07, EGG+06] cannot detect similarities between objects
based on subsets of their attributes because they perform fullspace clustering
on the attributes. Since such similarity values are often not distinguishable,
they unconsciously use only the graph information for clustering, making the
desired combination meaningless. Furthermore these approaches determine
disjoint, or almost disjoint, clusters. In the work of Zhou et al. [ZCY09, ZCY10]
attribute values are modeled as additional structural nodes into the original
graph. Due to these structural nodes new paths between nodes with similar
feature values arise. Although objects in one cluster do not necessarily corre-
spond in all attributes, they are only pairwise similar and no specific relevant
attribute subset can be defined for the clusters. Furthermore, those approaches,
as well as the model-based approach proposed by Xu et al. [XKW+12], only
work for categorical attributes. Akoglu et al. [ATMF12] propose the parameter-
free method PICS for detecting cohesive subgroups in graphs with vertex at-
tributes. However, this method only considers binary attributes.
COPAM [MCRE09] is the only approach so far that deals with subspace
clustering and dense subgraph mining. Though, it considers the density and
the subspace cardinality only as minimal threshold constraints. Since COPAM
solely optimizes the number of nodes, density and subspaces are just inciden-
tal. In the approach introduced in the following chapters, we balance these
measures yielding an unbiased combination of subspace clustering and dense
subgraph mining.
Besides the mentioned disadvantages of all combined clusterings methods,
one major drawback is their missing or limited redundancy handling. Espe-
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cially for approaches analyzing subsets of attributes, as COPAM for the com-
bined clustering paradigm, this redundancy removal is essential. COPAM, how-
ever, does not consider redundancy of the resulting maximal subgraphs, which
thus can potentially overlap to a high extent. In our approaches, redundant
clusters are removed from the output.
Chapter 3
A Synthesis of Subspace Clustering
and Dense Subgraph Mining
In this chapter, we propose a method for finding homogeneous groups by join-
ing the paradigms of subspace clustering and dense subgraph mining, i.e. we
determine sets of vertices that show high similarity in subsets of their dimen-
sions and that are as well densely connected within the given graph. These
twofold clusters should be maximized according to their density, size, and num-
ber of relevant dimensions. The optimization of the three objectives usually is
conflicting; thus, we realize a trade-off between these characteristics to obtain
meaningful patterns. To avoid redundant clusters in the result we develop a
redundancy model to confine the clustering to a manageable size of only the
most interesting clusters. Based on various pruning strategies we introduce the
algorithm GAMER for the efficient calculation of the clustering.
3.1 Motivation
As mentioned in chapter 2, we aim at combining graph data and attribute data
to identify groups according to their density of connections as well as their at-
tribute similarity. In this chapter, we introduce the twofold cluster model for the
detection of such groups. In contrast to other approaches, our method consid-
ers subsets of the dimensions to realize meaningful similarity determination.
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Figure 3.1: Combination of graph & attribute data and one potential twofold
cluster (highlighted in yellow) with two relevant dimensions
In Figure 3.1 for example we are able to identify the cluster {1, 2, 5, 6} because
the objects are similar in 2 attributes and the density of the subgraph is high. A
clustering procedure like this is advantageous for a variety of applications: Be-
sides the already mentioned example of gene analysis, highly connected groups
of people in social networks (graph density) can be used for target and viral
marketing based on their specific preferences (attribute subset). In sensor net-
works, an aggregated transmission of specific sensor measurements (attribute
subset) of communicating sensors (graph density) leads to improved energy
efficiency and thus longer lifetime of the network.
A sound combination of the paradigms subspace clustering and dense sub-
graph mining has to be unbiased in the sense that none of the paradigms is pre-
ferred over the other. Most combined clustering models focus on graph proper-
ties by determining maximal sets whose density exceeds a certain threshold. In
Figure 3.1, for example, the largest clique (a certain type of dense subgraphs)
is {2, 3, 5, 6}; however, the nodes of this clique show similar behavior only in
one of their three attributes. Even worse, preferring just high dimensional clus-
ters leads to {1, 4, 6}; this cluster cannot be reconciled with the graph structure.
Obviously the cluster properties ’density/connectedness’, ’dimensionality’, and
’size’ are usually contradictory and a clustering model has to realize a rea-
sonable trade-off. The challenge tackled by our approach is the optimization
of all three goals simultaneously to ensure their equality. This enables both
paradigms to act on an equal footing in order to obtain meaningful and consis-
tent clusters. Node group {1, 2, 5, 6} and node group {2, 3, 5} could be possible
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clusters for such an optimization. In both clusters all nodes have similar values
in two attributes and the density of the subgraphs is negligibly smaller than in
cliques.
As we motivated in Chapter 2, the avoidance of redundancy is an important
aspect for the development of combined clustering models. Our clustering
model successfully avoids redundancy in the clustering result, while generally
allowing the clusters to overlap.
The main contributions of this chapter are the following:
• We introduce the twofold cluster model, which joins the paradigms of
subspace clustering and dense subgraph mining.
• We define a clustering model which includes a redundancy model to
avoid unnecessary increase of the result set and at the same time per-
mits overlaps between clusters in general.
• We develop the algorithm GAMER, which exploits various pruning tech-
niques for the efficient calculation of the defined clustering.
3.2 The Twofold Cluster Model
In this section, we present our twofold cluster model for the detection of densely
connected subgraphs that exhibit feature similarity in subsets of the dimen-
sions. Our model combines subspace clustering with methods for dense sub-
graph mining. To this end, we model attribute data together with graph data.
Formally, the input is a vertex-labeled graph G = (V,E, l) with vertices V ,
edges E ⊆ V × V and a labeling function l : V → Rd where Dim = {1, . . . , d}
is the set of dimensions. We assume an undirected graph without self-loops,
i.e. (v, u) ∈ E ⇔ (u, v) ∈ E and (u, u) 6∈ E. As an abbreviation we use
l(O) = {l(o) | o ∈ O} to denote the set of vectors that is associated to the set
of vertices O ⊆ V . Furthermore, we use x[i] to refer to the i-th component of a
vector x ∈ Rd.
Based on this input graph, we introduce in Section 3.2.1 the cluster defini-
tion that defines the properties a single valid cluster has to fulfill. In Section
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3.2.2 our clustering criteria are defined, which favor the selection of the most
interesting clusters. Since many similar clusters can be valid, this definition is
crucial to prevent high redundancy in the output.
3.2.1 Cluster Definition
Our twofold clusters should represent meaningful subspace clusters and at the
same time meaningful dense subgraphs. Therefore we combine established
definitions of both paradigms. For subspace clustering, the cell-based methods
show high quality results and are efficiently computable [MGAS09]. Thus, we
choose this paradigm for our model. A subspace cluster is a set of objects along
with a set of relevant dimensions. Within the relevant dimensions the objects
are very similar, i.e. the variation of their attribute values is restricted to a
maximal width w. For the non-relevant attributes the values differ to a higher
extent.
Definition 3.1 (Subspace cluster property) Given a set of vectors X ⊆ Rd and
a set of dimensions S ⊆ Dim, the tuple (X,S) is a subspace cluster if
• ∀i ∈ S : ∀x1, x2 ∈ X : |x1[i]− x2[i]| ≤ w
• ∀i ∈ Dim\S : ∃x1, x2 ∈ X : |x1[i]− x2[i]| > w
In Figure 3.2 the vectors l(O1) and the dimensions S1 are a valid subspace
cluster for w = 0.5. Another subspace cluster is (l(O4), S4). By normalizing
attributes, different w values per dimension can be realized and by choosing
w = 0, categorical data can be analyzed if categories are represented by natural
numbers.
For defining dense subgraphs we use the notion of quasi-cliques [LW08].
Within a quasi-clique O each vertex v ∈ O has to be connected to a certain
minimal percentage of vertices of O. This minimal degree reflects the density
more accurately than the average degree of the vertices. Furthermore, the
strict complete pairwise connectivity as for usual cliques is relaxed with this
definition.
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Figure 3.2: Exemplary groups and their properties
Definition 3.2 (Quasi-clique property) A set of vertices O ⊆ V within a graph
G = (V,E, l) is a γ-quasi-clique if
min
v∈O
{degO(v)} ≥ dγ · (|O| − 1)e
where degO(v) is the degree of vertex v within vertex set O, i.e. degO(v) = |{o ∈
O | (v, o) ∈ E}|. The density of a quasi-clique is defined by
γ(O) =
minv∈O{degO(v)}
|O| − 1
In Figure 3.2 the set O2 is a 0.5-quasi-clique with a maximal number of
vertices. Each vertex is connected to at least 3 other vertices within the group.
Quasi-cliques describe object sets based on their connectivity; these groups
are dense but potentially have only few (or even no) relevant dimensions. Con-
trarily, subspace clusters describe object sets based on their similarity in sub-
spaces; these subspaces are large in general but the underlying subgraph is
potentially not dense (or even not connected). For this reason, our twofold
clusters have to fulfill both properties simultaneously. We formalize this by the
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following definition:
Definition 3.3 (Twofold cluster) A twofold cluster C = (O, S) is a set of ver-
tices O ⊆ V and a set of dimensions S ⊆ Dim with the following properties
• |O| ≥ nmin
• (l(O), S) fulfills the subspace cluster property with |S| ≥ smin
• O fulfills the quasi-clique property with γ(O) ≥ γmin
• the induced subgraph of O is connected
With the three minimum-thresholds we are able to parametrize the require-
ments for a twofold cluster; these are the properties that are important for
subspace clusters and dense subgraphs. Additionally, we have to ensure the
connectivity of our vertex sets, since a quasi-clique is not necessarily connected
if γmin < 0.5 [ZWZK06]. For a twofold cluster, however, the connectivity is rea-
sonable and enforced by our definition. For example, in Figure 3.2 we get the
twofold cluster (O3, S3) by choosing nmin = 3, smin = 2, γmin = 0.5. The pre-
vious examples for subspace clusters or quasi-cliques, however, are not valid
twofold clusters because at least one of the properties is violated by these sets.
With Definition 3.3 we get more meaningful clusters.
3.2.2 Clustering Definition
With the beforehand introduced definition we are able to determine the set
of all valid twofold clusters Clusters. Without any constraints this set can be
large because we permit overlapping clusters in general (cf. Figure 3.1). For
example, by choosing smin = 1 the cluster (O2, S2) in Figure 3.2 is also valid.
This cluster, however, intuitively provides only little novel information com-
pared to the cluster (O3, S3); the vertices differ only marginally and we have
less dimensions. By introducing a clustering definition, i.e. by determining a
meaningful subset Result ⊆ Clusters, we focus on the most interesting clus-
ters. Redundant clusters, which provide only little additional information, are
not included in our result. In the following, we introduce our interestingness
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function for clusters, our redundancy model and define the overall clustering
Result.
Quality Function
The problem of selecting the most interesting twofold clusters cannot be solved
trivially. Usually, subspace clustering models try to maximize the dimensional-
ity of clusters while dense subgraph methods maximize either the number of
vertices or the density of the subgraph. Optimizing all these properties, how-
ever, results in contrary objective functions. For example it is possible that a set
of vertices has a high density and by adding just one vertex to this set, e.g. to
achieve a maximal cluster size, the density dramatically drops to a low value. It
is thus mandatory to trade off these characteristics of clusters to realize a sound
and unbiased synthesis of subspace and subgraph mining. Our quality function
rates the interestingness of a twofold cluster based on these three aspects.
Definition 3.4 (Quality of a twofold cluster) Given a twofold cluster C = (O,
S), the quality of C is defined by
Q(C) = γ(O)a · |O|b · |S|c
By this quality function we get a flexible model: With a = b = c = 1 for
example we can realize a trade-off by rating all aspects equally. However, we
can also prefer e.g. clusters with a high number of vertices similar to other
models by setting a = 1, b = c = 0 . For the example in Figure 3.2 we thus
get for the cluster C2 = (O2, S2) and C3 = (O3, S3) the quality values Q(C2) =
0.5 · 7 · 1 = 3.5 and Q(C3) = 0.6 · 6 · 3 = 10.8.
Redundancy Model
With our redundancy model we identify clusters that provide no or only little
information. Previous approaches use the maximality of patterns (w.r.t. ob-
jects or dimensions) to exclude other patterns that correspond to subsets of the
objects/dimensions. In our model we have two reasons why this is not mean-
ingful. First, the maximal clusters can differ only in few objects/dimensions; in
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this case they provide no novel knowledge and the result size can still be large.
Second and even more problematic, the maximal clusters are not necessarily
the most interesting clusters in our model.
The quality function is important to identify the redundant clusters. A clus-
ter C can only be redundant compared to a cluster C ′ if the quality of C is
lower. If the cluster C had a higher quality, then it should not be reported as
redundant w.r.t. C ′; the user is more interested in C. Thus, Q(C) < Q(C ′) must
hold for the redundancy of C w.r.t. C ′.
Furthermore, the cluster C should not describe novel structural informa-
tion. In our context, the objects as well as the relevant dimensions of C =
(O, S) should already be covered to most parts by the cluster C ′ = (O′, S ′).
If the fraction |O∩O
′|
|O| is large, only a small percentage of C ’s objects are not
contained in C ′; we do not have a large information gain based on the object
grouping of C. The same holds for the set of relevant dimensions. If all three
indicators are valid, the cluster C is redundant w.r.t. C ′. We denote this by
C ≺red C ′ and we formally define:
Definition 3.5 (Binary redundancy relation) Given the redundancy parame-
ters robj, rdim ∈ [0, 1], the binary redundancy relation ≺red is defined by:
For all twofold clusters C = (O, S), C ′ = (O′, S ′):
C ≺red C ′ ⇔ Q(C) < Q(C ′) ∧ |O ∩O
′|
|O| ≥ robj ∧
|S ∩ S ′|
|S| ≥ rdim
Note that our redundancy relation is non-transitive, i.e. we can have clusters
{Ca, Cb, Cc} with Ca ≺red Cb, Cb ≺red Cc but ¬(Ca ≺red Cc). (E.g. in an extreme
case, Ca and Cc may not overlap at all, while both Ca and Cc overlap with Cb.)
Furthermore, ≺red is irreflexive, i.e. a cluster is never redundant to itself, and
≺red is asymmetric, i.e. we cannot get Cb ≺red Ca if Ca ≺red Cb holds.
The higher the redundancy parameter robj or rdim, the more objects or di-
mensions of C have to be covered by C ′. For the extremal case of robj =
rdim = 1, C ’s objects or dimensions have to be a subset of the ones of C ′.
In this case only few clusters are redundant. By choosing smaller values, the
redundancy occurs more often. Considering the clusters C2 = (O2, S2) and
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C3 = (O3, S3) in Figure 3.2 we get C2 ≺red C3 for robj = rdim = 0.5. By choosing
robj = 1, rdim = 0.5, however, none of the clusters is redundant compared to
the other.
To identify a cluster as redundant, all three indicators have to occur. It is
not enough that e.g. the set of objects is covered; if considerably many other
dimensions are comprised, the cluster will still not be redundant.
Determining Overall Clustering
Up to now we defined a binary relation for pairwise redundancy of clusters.
The final step is to define the overall clustering, i.e. given the set of all twofold
clusters Clusters we want to get a meaningful subset Result ⊆ Clusters.
Since redundant clusters provide only little novel information, they are not
beneficial for the user. Thus, the final clustering has to fulfill the redundancy-
freeness property: The result set must not contain clusters that are redundant
to each other. To achieve this property it would be sufficient to remove all
clusters from Clusters that are redundant to at least one other cluster. For-
mally we would get Result = {C ∈ Clusters | ¬∃C ′ ∈ Clusters : C ≺red C ′}.
This solution, however, is too naive for our model because our redundancy
relation is non-transitive. For the clustering {Ca, Cb, Cc}, introduced in the
non-transitivity discussion above, a removal of all possibly redundant clusters
would result in just {Cc}. However, the result {Ca, Cc} is more meaningful be-
cause these clusters are also pairwise non-redundant and we get the additional
cluster Ca.
Evidently, we need our result to fulfill a second property – the maximality
property: For all clusters C not selected for the result set, there is at least one
selected cluster to which C is redundant. Thus, if we select C the redundancy-
freeness property would be violated. Our overall clustering result is defined
as:
Definition 3.6 (Optimal twofold clustering) Given the set of all twofold clus-
ters Clusters, an optimal twofold clustering Result ⊆ Clusters fulfills
• ¬∃Ci, Cj ∈ Result : Ci ≺red Cj (redundancy-freeness property)
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• ∀Ci ∈ Clusters\Result : ∃Cj ∈ Result : Ci ≺red Cj (maximality property)
In our previous example with {Ca, Cb, Cc} we get the desired result of
Result = {Ca, Cc}. With our optimal twofold clustering the output is confined
to the most interesting clusters and redundant clusters are avoided. Due to
the meaningful result size and by incorporating attribute information in sub-
spaces with the paradigm of dense subgraphs, the user is able to extract novel
knowledge.
3.3 The GAMER Algorithm
In the following section we introduce our algorithm GAMER (Graph & Attribute
Miner) for determining the optimal twofold clustering. As the problem at hand
is #P-hard w.r.t. the number of vertices [GFBS13], we cannot expect to develop
a polynomial-time algorithm for this problem. However, by utilizing model-
specific properties based on the cluster and clustering definition we develop
different pruning techniques for the efficient execution.
3.3.1 Pruning Based on the Cluster Definition
In a naive approach, we would have to check 2|V | many subsets O ⊆ V whether
they fulfill our twofold cluster definition. Instead, we use Definition 3.3 sys-
tematically for early pruning of vertex sets that cannot lead to valid clusters.
The combination of our two properties – subspace cluster and quasi-clique – is
crucial.
Initial Pruning
Based on our subspace cluster property, two neighboring vertices can only be-
long to the same cluster if they are similar (variation smaller than w) in at
least smin dimensions. Thus, we remove all edges of our graph whose adja-
cent vertices do not fulfill this property. These edges cannot contribute to a
cluster. Furthermore, our twofold clusters have to reach a minimal density
and a minimal size. Thus, each vertex has to exceed the minimal degree of
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dγmin · (nmin − 1)e (after removing the edges in the previous step) to be a po-
tential cluster object. Vertices that do not fulfill this property are removed. By
removing vertices, the degrees of other vertices decrease accordingly. Thus, we
iteratively check the minimal degree of the vertices.
By this initial pruning our graph gets more sparse or is even decomposed
into several connected components. Treating all components separately is more
efficient than handling the original graph and does not influence the result, as
the twofold clusters are required to be connected.
Efficient Enumeration of Twofold Clusters
To enumerate the vertex sets in our graph we use the set enumeration tree
[Rym92]. A complete tree for a graph with four vertices is depicted in Figure
3.3. Each node of the tree represents a set of vertices O ⊆ V . All nodes of
the tree together represent the powerset of V , which is the set of all poten-
tial clusters. On level i of the tree the cardinality of the sets is i. To build
the tree, a total order ≺ of the vertices is needed. In Figure 3.3 we use the
order v1 ≺ v2 ≺ v3 ≺ v4. Each node O is associated with a candidate set
candO, which contains all vertices that are ordered behind the vertices in O
(candO = {vi ∈ V | ∀vj ∈ O : vj ≺ vi}). A child node O′ extends its parent node
O through one of the vertices in candO. Thus, the subtree of a node O repre-
sents all potential clusters X with O ⊂ X ⊆ O ∪ candO.
By pruning the tree we narrow down the search space, since otherwise we
would have to check all potential clusters against our cluster property. Note
that the quasi-clique property is not monotone and we cannot simply prune a
subtree if the parent node is not a valid cluster. Instead we prune a vertex v
from the candidate set of a node O, if {v} ∪ O could never result in a valid
cluster, not even by adding further vertices. If we were able to remove e.g.
the vertex v3 from the set cand{v1}, the highlighted subsets in Figure 3.3 would
disqualify themselves as clusters without further analysis. The vertices to be
pruned can be inferred from our cluster definition.
1. Based on the anti-monotonicity of the subspace clusters, we can infer:
If O ∪ {v} with v ∈ candO has less than smin many relevant dimensions,
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Figure 3.3: Exemplary set enumeration tree
than each superset has this property as well. We cannot get valid clusters;
thus, we remove v from the candidate set candO if |{d ∈ S(O) | ∀u ∈
O : |u[d] − v[d]| ≤ w}| < smin. Here S(O) indicates the set of relevant
dimensions for the vertices O; the relevant dimensions of O ∪ {v} are
always a subset of S(O).
2. In [PJZ05] the diameter of a quasi-clique is proven to be restricted by
a constant k(γmin) that depends only on the minimal required density.
Thus, we remove all vertices from our candidate set that are not in the
intersection of the k-neighborhoods of the vertices o ∈ O.
3. In a final step, we again use the degree of vertices for pruning. Because
the minimal size of a twofold cluster is now max{nmin, |O|} (only super-
sets of O are in its subtrees), the minimal degree of a vertex changes
accordingly. Furthermore, all possible clusters are subsets of O ∪ candO
and hence we have to consider degO∪candO(v); edges to vertices not in
O ∪ candO are irrelevant. Thus, we can remove all vertices from our can-
didate sets whose (restricted) degree is below the threshold
dγmin · (max{nmin, |O|} − 1)e.
The introduced pruning techniques enable a quick identification of vertex
sets that cannot lead to valid clusters. In our GAMER we (mostly) traverse the
set enumeration tree in a depth first manner, we check the cluster properties for
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the current vertex set, and we prune subtrees with our methods above. Thus,
we can efficiently generate all twofold clusters.
3.3.2 Pruning Based on the Clustering Definition
Since our clustering model does not allow any redundant clusters in the result
set, it is worthwhile to early prune whole sets of (potential) clusters – already
before checking their validity. Through the beforehand introduced pruning we
avoid analyzing invalid clusters; in the following we avoid generating valid ones
that are redundant and thus are not allowed for the result.
The following pruning method utilizes our clustering definition or redun-
dancy model respectively. Keep in mind that our redundancy relation is not
transitive; we cannot easily discard redundant clusters. We first introduce a
ranking of clusters that enables the efficient determination of our optimal clus-
tering. Derived from this ranking, we develop an effective pruning technique.
Ranking of Clusters
For ease of presentation, we assume that the set of all valid clusters Clusters is
given. If a cluster C is not selected for the result, there must exist another clus-
ter Cr in the result with C ≺red Cr (cf. maximality). Particularly, Cr must have
a higher quality than C. As a consequence our clustering result always contains
the most interesting cluster denoted by C+1 . Furthermore, all clusters that are
redundant to C+1 cannot be selected for the result and thus can be removed
from our set of clusters Clusters. Out of the remaining clusters again the clus-
ter C+2 with the highest quality has to be selected for our result. This cluster
is not redundant to C+1 (the redundancy-freeness property is still fulfilled) and
also not redundant to all remaining clusters (they have lower quality). To en-
sure the maximality, we select C+2 and we can remove all clusters redundant to
C+2 . These steps are repeated until no clusters remain.
Thus, our optimal twofold clustering can be calculated with the procedure
that is illustrated in Figure 3.4 (top). At the beginning, our result set is empty
(Result = ∅) and clusters are ranked descendingly based on their quality val-
ues. In each step we remove the first cluster C from the queue. If there exists
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Figure 3.4: Ranking of clusters and cluster collections
a cluster C ′ ∈ Result with C ≺red C ′, the cluster C is rejected. Otherwise we
add C to Result and select the next cluster. Based on this procedure we can
infer the following corollary.
Corollary 3.1 The clustering result based on Definition 3.6 contains the most
interesting (top-ranked), non-redundant clusters. This set of clusters is unique.
Pruning of Cluster Collections
We use this ranking idea for our algorithm. In the set enumeration tree, how-
ever, we do not want to check each node for its validity. Thus, we represent
whole sets of not yet analyzed nodes by so-called cluster collections that are
also included in our ranking. Each cluster collection represents a subtree in
our set enumeration tree, i.e. a set of potential clusters. The basic idea of
our method is to exclude initially those cluster collections Colli from validity
considerations, for which a cluster Cr exists such that all clusters represented
by one Colli are redundant to the corresponding Cr. Thus, if Cr is added to
Result, we can immediately remove the whole collection – and thus the whole
subtree – from our queue. We do not have to generate and verify any of the
represented clusters. This idea is illustrated in Figure 3.4 (bottom).
Definition 3.7 formalizes the stored information within a cluster collection.
The link to the set enumeration tree becomes apparent: Based on an already
analyzed node O ⊆ V in the set enumeration tree and its (pruned) candidate
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set candO, a cluster collection represents all nodes X with O ⊂ X ⊆ O∪candO.
Thus, a cluster collection represents all potential clusters within the subtree of
O.
Definition 3.7 (Cluster collection) A cluster collection contains the following
information:
• A set of vertices O ⊆ V and the (pruned) candidate set candO (cf. set
enumeration tree)
• The relevant dimensions S of the subspace cluster of O
• An upper bound Qmax for the quality of all represented clusters, i.e. ∀X :
O ⊂ X ⊆ O ∪ candO and X induces a valid cluster C ⇒ Qmax ≥ Q(C)
• A cluster Cr, to which all represented clusters are redundant, i.e. ∀X : O ⊂
X ⊆ O ∪ candO and X induces a valid cluster C ⇒ C ≺red Cr
The maximal quality Qmax is required for inserting the cluster collection
at the correct position within the ranking. Furthermore, we need this quality
as well as the subspace S and the vertex sets to calculate whether the cluster
collection is redundant w.r.t. other clusters. By estimating the possible overlap
between the objects/dimensions of the represented clusters and Cr, we ensure
the redundancy property. As a worst case scenario we have to assume each
vertex set X as a valid cluster for this estimation. Thus, we do not wrongly
discard some valid clusters. The proofs and properties for the required overlap
between the cluster Cr and the cluster collection as well as the estimation of
the quality bound Qmax are not listed here.
A cluster collection represents a whole set of potential clusters without ac-
tually generating them. If we discard such a collection, we get a high efficiency
gain. During the enumeration of our clusters, i.e. while traversing the set enu-
meration tree, we try to generate two different types of cluster collections and
their corresponding clusters Cr as illustrated in Figure 3.5.
First type: If O induces a valid cluster we try to use this cluster as Cr. Thus,
we check if our cluster collection (highlighted region on the left) fulfills the
redundancy property w.r.t. Cr. Theoretically we check the redundancy of all
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Figure 3.5: Two types of potential cluster collections
possible clusters in the highlighted region. If this holds, we stop the traversal
of this subtree; the cluster induced by O and the cluster collection are inserted
into the priority queue.
Second type: We use a lookahead technique to check if O∪ candO is a valid
cluster. If so, we use this cluster as Cr. If the new cluster collection fulfills the
redundancy property, we can stop the traversal of this subtree and we insert the
corresponding objects into the queue.
3.3.3 Overall Algorithm
In the GAMER algorithm the method of the set enumeration tree, for generat-
ing the clusters, and the priority queue, for ranking the clusters, are nested.
We start a depth-first traversal of the set enumeration tree at the root node and
we insert the generated clusters and cluster collections to the queue according
to the introduced methods including the potential stopping of the traversal. At
each time we select the top ranked object out of the queue and we check the
redundancy w.r.t. clusters in the actual result set Result. If it is redundant we
discard the object. Otherwise, if it is a cluster, we add it to Result. If it is a
collection, we further traverse the set enumeration tree at the corresponding
subtree (the previous stopping position; stored within the collection). We re-
fine this subtree, i.e. we generate further clusters and cluster collections that
are inserted into the queue.
Because the queue is ranked based on the (estimated) quality values, we
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aim for the most interesting parts of the set enumeration tree. This way, in
later steps we can discard many redundant cluster collections and thus mainly
generate clusters that are selected for the result later on. Overall, GAMER uses
the subspace property, the quasi-clique property and the redundancy model
simultaneously to achieve a speed-up of the algorithm. Based on the model-
specific characteristics, GAMER realizes an efficient execution.
3.4 Experiments
3.4.1 Experimental Setup
We compare the GAMER method to COPAM [MCRE09], the only method which
also considers subspaces and dense subgraphs. To include a further competi-
tor we extend COCAIN [ZWZK06] to handle our data. Originally, this method
considers a set of graphs to find nodes forming quasi-cliques in several of
these graphs. Since we use attribute data, we generate one graph per di-
mension and retain only those edges of the original graph connecting nodes
with similar attribute values in this dimension; thus, our COCAIN◦ method sim-
ulates subspace clustering. Furthermore, we implement two baseline algo-
rithms to analyze the efficiency of GAMER. These baseline algorithms generate
the same clustering result as GAMER but do not simultaneously use the sub-
space and subgraph properties for generation and pruning of clusters. The
first algorithm SEQSUBGRAPH starts by generating all quasi-cliques (based on
the QUICK algorithm [LW08]) and after this it checks the subspace property of
these sets. The approach SEQSUBSPACE starts by generating all subspace clus-
ters (based on the Apriori principle) and checks afterwards the quasi-clique
property. At the end both algorithms remove the redundant clusters. Overall,
these algorithms sequentially check the properties of twofold clusters. By de-
fault for our approaches, COPAM and COCAIN◦ we use the parameter setting
γmin = 0.5, smin = 1, nmin = 10. The redundancy parameters for GAMER are set
to robj = rdim = 0.5.
We use synthetic data and several public available real-world data sets. We
use gene data and their interactions (3548 nodes; 8334 edges; 115d), patent
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Figure 3.6: Scalability w.r.t. size and dimensionality of the database
information (492007; 528333; 5d), an extract of the Arxiv database (13003;
120213; 300d) and a co-author graph extracted out of the DBLP database
(2482; 7438; 11d). Furthermore, we generate synthetic data where the prop-
erties of the data can be specified. By default we generate 20 dimensional
data, with 80 clusters, each with 15 nodes, a density of 0.6 and 5-10 relevant
dimensions. 6% of the clusters’ nodes overlap.
The efficiency of the approaches is measured by their runtime. For compa-
rability all experiments were conducted on Opteron 2.3GHz CPUs and Java6
64 bit. For the clustering quality we calculate the F1 value, which is commonly
used in evaluation of subspace clustering [MGAS09]. It is the harmonic mean
of recall (’are all objects of the hidden cluster detected?’) and precision (’how
accurately is the cluster detected?’) values, respectively. The F1 value of the
entire clustering is the average of all clusters’ F1 values.
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3.4.2 Scalability on Synthetic Data
In the first experiment in Figure 3.6(a) we increase the database size by varying
the number of clusters and keeping the number of objects per cluster fixed. The
GAMER algorithm is several orders of magnitude faster than the competing
approaches (please note the logarithmic scale). Especially, the SEQSUBSPACE
baseline method increases heavily and is not applicable on data sets with more
than 1500 nodes. This approach generates a huge amount of subspace clusters,
that, however, are not connected and hence are not valid twofold clusters. The
pruning in this approach is very limited. By incorporating the graph structure
we can early reject node sets, which is exploited by GAMER.
In the next experiment in Figure 3.6(b) we increase the database size by
varying the number of objects per cluster and keeping the number of overall
clusters fixed. This is even more challenging because by hiding larger clus-
ters we consequently get larger candidate sets in the set enumeration tree and
thus more nodes have to be analyzed. While all runtimes increase, our GAMER
is still the most efficient approach. We see that our baseline algorithms, CO-
PAM and COCAIN◦ are already not applicable for small data sets. The various
pruning strategies of GAMER enable the efficient generation of the clustering
solution.
Figure 3.6(c) analyzes the effects of increasing the data dimensionality. The
slopes of all curves are nearly identical. The high runtime of SEQSUBSPACE
indicates that graph based pruning is more effective than subspace pruning.
However, a combination of both is even better because the absolute runtime of
GAMER is still the lowest, as also indicated by the previous experiments.
3.4.3 Quality on Synthetic Data
In the following experiments we exclude the baseline algorithms because the
clustering results are identical to GAMER. In Figure 3.7 we analyze the robust-
ness of the algorithms w.r.t. noise. Besides the clustered objects we add noise
objects that do not belong to any cluster (25% w.r.t. the former objects) and
noise edges that connect nodes from different clusters. GAMER is nearly not
influenced by noise and obtains high quality values. The qualities of COPAM
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and COCAIN◦ decrease. By adding noise, supersets of the hidden clusters can
become dense. Because both maximize the number of nodes, they misleadingly
detect these supersets and include noise. GAMER, however, identifies the cor-
rect clusters since they have higher density and more relevant dimensions. Our
trade-off between the three characteristics leads to better quality values. By
preferring maximal clusters w.r.t. their sizes, as the other models do, GAMER
can also obtain perfect qualities in settings with few noise; however, by trading
off the three characteristics we get high qualities for all settings.
In Figure 3.8 we increase the degree of overlap, i.e. the overlapping nodes
can belong to a maximal number of clusters that is depicted on the x-axis (for
the degree 1, the clusters do not overlap). Again, the high quality of GAMER
is confirmed. GAMER can handle high overlap, because we focus on the most
interesting and non-redundant clusters. COPAM and COCAIN◦ fail for these
settings; the quality drops or the algorithms are not applicable at all due to ex-
treme memory usage. This is due to the used density and redundancy models.
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By a high overlap, node sets combined of different clusters are wrongly iden-
tified as clusters; COPAM and COCAIN◦ maximize the number of nodes. Along
with the redundancy models that do not exclude these clusters, low qualities
are obtained. Our redundancy model, however, prevents to generate these
clusters.
Next, we analyze the effects of a varying minimal density γmin. In Figure 3.9
we generate clusters with densities between 0.5 and 0.8. For γmin = 1, none
of the algorithms gets perfect quality. Since the hidden clusters have lower
densities they cannot be detected with γmin = 1; only parts of the clusters are
identified. If the minimal density is decreased, the quality of GAMER increases,
as it detects more and more hidden clusters. For a sufficiently small γmin, the
quality remains constantly high. Although several further subsets fulfill these
minimal density, our redundancy model excludes most of them from the result.
COCAIN◦ shows a different behavior. Starting also with a slight increase in clus-
tering quality, it dramatically drops for low density values. For a low density
threshold many clusters are regarded as dense and these redundant clusters
are not excluded from the result set. Based on similar reasons, COPAM also
shows poor clustering quality. Due to our redundancy model, GAMER is more
robust w.r.t. the minimal density. Another drawback of COPAM and COCAIN◦ is,
that the minimal density has to be larger than 1/3 or 1/2 respectively. GAMER,
however, can operate with arbitrary densities. Overall, all experiments indi-
cate that GAMER obtains a high clustering quality by confining the result to the
most interesting and non-redundant clusters.
3.4.4 Quality on Real-World Data
For real-world data the ground truth is usually not given. Thus, determining
the clustering quality is often not possible. For the gene data, however, we can
use the Go-Miner tool [Z+03] that assigns genes to biological categories. These
classes can be used as hidden clusters as also done by Moser et al. [MCRE09].
For this experiment in Figure 3.10(a) our GAMER approach obtains the highest
quality results. The limited models of COPAM and COCAIN◦ are not able to
detect meaningful clusters. Furthermore, we calculate for this experiment the
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Figure 3.10: Clustering quality on real-world data (genes)
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results of approaches that consider only one paradigm, i.e. subgraph mining
(maximal quasi cliques [LW08]) or subspace clustering (Proclus [AWY+99]).
The quality of these two algorithms is low, indicating that a synthesis of both
paradigms – as our model does – can effectively increase the clustering quality.
Considering the runtime, we see that our approach is more than 100 times
faster than COPAM and even better compared to COCAIN◦.
Next, we analyze how the clustering quality is influenced by excluding re-
dundant clusters for the previous data set. In Figure 3.10(b) we vary the redun-
dancy parameter robj. A higher parameter assesses less clusters as redundant;
thus, increasing the number of clusters in the result. The quality decreases ac-
cordingly because we include also low-quality clusters in the result. However,
it is interesting that too small values also result in low qualities. In this case
we exclude too many and also important clusters. Overall, a modest removal
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of redundant clusters yields high quality results.
For our remaining real-world data sets we have no information about the
hidden clusters. Thus, we analyze in Figure 3.11 different properties of the
clustering results determined by GAMER, COPAM and COCAIN◦. The first ob-
servation is that the runtimes of COPAM and COCAIN◦ are orders of magnitude
higher than the runtime of GAMER. For the Patent data COPAM did not fin-
ish within 2 days; even worse COCAIN◦ only finished on the DBLP data. Our
approach is very efficient due to the developed pruning techniques.
Considering the number of generated clusters, the huge result size of CO-
PAM becomes apparent. COPAM excludes nearly no clusters; the redundancy
model is too simple and the clusters highly overlap. The user cannot analyze
such huge result sets. In our approach we permit an overlap of clusters in a
more meaningful manner by determining only the most interesting and non-
redundant clusters.
Furthermore, Figure 3.11 indicates that our approach generates clusters
with just slightly less objects than COPAM that concentrates on maximizing the
number of nodes per cluster. Although GAMER implements a trade-off between
different criteria it determines clusters of comparable size but considerably
higher density. Especially for the gene data, we see that the dimensionality is
higher too.
3.5 Summary
In this chapter, we introduced the method GAMER for finding homogeneous
groups of objects regarding combined graph and attribute data. Our twofold
clusters join the advantages of subspace clustering and dense subgraph min-
ing. We simultaneously account for the density, the size and the number of
relevant dimensions for each cluster to obtain the most interesting ones. Our
redundancy model confines the clustering by excluding redundant clusters that
provide no additional information. Overall, we include only the most interest-
ing and non-redundant clusters. GAMER exploits several pruning strategies
for efficiently determining this clustering result. The experiments demonstrate
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that GAMER constantly outperforms the competing approaches in terms of ef-
ficiency and clustering quality.
Chapter 4
Density-Based Subspace Clustering
in Graphs with Vertex Attributes
The method introduced in the previous chapter combines subspace clustering
with dense subgraph mining and is able to detect clusters in subspaces of the
attribute space. However, its cluster definition is restricted to clusters of certain
shapes. In this chapter, we introduce a density-based cluster definition, which
takes into account the attribute similarity in subspaces as well as a local graph
density and enables us to detect clusters of arbitrary shape and size. Based on
this model, we introduce the clustering algorithm DB-CSC, which uses a fixed
point iteration method to efficiently determine the clustering solution.
4.1 Motivation
The GAMER method introduced in the previous chapter provides a combina-
tion of the paradigms subspace clustering and dense subgraph mining. Also
the COPAM method [MCRE09] considers clusters in subspaces of the attribute
space. Though, the cluster models of these approaches are limited to clusters
of certain shapes. This holds for the properties a cluster has to fulfill w.r.t. the
network information as well as w.r.t. the attribute information: Similar to grid-
based subspace clustering [AGGR98], a cluster (w.r.t. the attributes) is simply
defined by taking all objects located within a given grid cell, i.e. whose attribute
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Figure 4.1: Clusters in a social network with attributes age, tv consume and
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values differ by at most a given threshold. Simply stated, the clustered objects
have to be located in a rectangular hypercube of given width. Thus, the meth-
ods are biased towards small clusters with little extent. This drawback is even
worsened by considering the used notions of dense subgraphs: e.g. by using
quasi-cliques as in the GAMER approach, the diameter is a priori constrained
to a fixed threshold [PJZ05]. Very similar objects just slightly located next to a
cluster are lost in such models.
For real-world data, such cluster definitions are often too restrictive since
clusters can exhibit more complex shapes. Considering for example the 2d
attribute subspace of the objects in Figure 4.1(a): The two clusters can not be
correctly detected by the rectangular hypercube model of COPAM [MCRE09]
and GAMER (Chapter 3). Either both clusters are merged or some objects are
lost. In Figure 4.1(b) an extract of the corresponding network structure is
shown. Since the quasi-clique property would only assign a low density to this
cluster, the cluster would probably be split by the model of GAMER.
In this work, we combine dense subgraph mining with subspace clustering
based on a more sophisticated cluster definition; thus solving the drawbacks
of previous approaches. Established for other data types, density-based no-
tions of clusters have shown their strength in many cases. Thus, we introduce
a density-based clustering principle for the considered combined data sources:
Our clusters correspond to dense regions in the attribute space as well as in
the graph. Based on local neighborhoods taking the attribute similarity in sub-
spaces as well as the graph information into account, we model the density of
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single objects. By merging all objects located in the same dense region, the
overall clusters are obtained. Thus, our model is able to detect the clusters in
Figure 4.1 correctly.
Overall, the contributions of this chapter are:
• We introduce a density-based cluster definition taking attributes in sub-
spaces and graph information into account.
• We ensure an unbiased cluster detection since our clusters can have arbi-
trary shape and size.
• We propose a fixed point iteration method to determine the clusters in a
single subspace and we prove the correctness, convergence and runtime
complexity of this method.
• We develop the algorithm DB-CSC to efficiently determine the overall
clustering solution.
The model introduced in this chapter is the first approach using a density-
based notion of clusters for the combination of subspace clustering and dense
subgraph mining. This allows arbitrary shaped and arbitrary sized clusters,
hence leading to an unbiased definition of clusters. We remove redundant
clusters induced by similar subspace projections resulting in meaningful result
sizes.
4.2 A Density-Based Clustering Model for
Combined Data
In this section we introduce our density-based clustering model for the com-
bined clustering of graph data and attribute data. The clusters in our model
correspond to dense regions in the graph as well as in the attribute space. For
simplicity, we first introduce in Section 4.2.1 the cluster model for the case
that only a single subspace, e.g. the fullspace, is considered. The extension to
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subspace clustering and the definition of a redundancy model to confine the fi-
nal clustering to the most interesting subspace clusters is introduced in Section
4.2.2.
Formally, the input for our model is a vertex-labeled graph G = (V,E, l)
with vertices V , edges E ⊆ V × V and a labeling function l : V → RD where
Dim = {1, . . . , D} is the set of dimensions. We assume an undirected graph
without self-loops, i.e. (v, u) ∈ E ⇔ (u, v) ∈ E and (u, u) 6∈ E. Furthermore,
we use x[i] to refer to the i-th component of a vector x ∈ RD.
4.2.1 Cluster Model for a Single Subspace
In this section, we introduce our density-based cluster model for the case of
a single subspace. The basic idea of density-based clustering is that clusters
correspond to connected dense regions in the dataspace that are separated
by sparse regions. Therefore, each clustered object x has to exceed a certain
minimal density, i.e. its local neighborhood has to contain a sufficiently high
number of objects that are also located in x’s cluster. Furthermore, in order
to form a cluster, a set of objects has to be connected w.r.t. their density, i.e.
objects located in the same cluster have to be connected via a chain of objects
from the cluster such that each object lies within the neighborhood of its prede-
cessor. Consequently, one important aspect of our cluster model is the proper
definition of a node’s local neighborhood.
If we would simply determine the neighborhood based on the attribute
data, as done by Ester et al. [EKSX96] and Hinneburg et al. [HK98], we could
define the attribute neighborhood of a vertex v by its -neighborhood, i.e. the
set of all objects which distances to o do not exceed a threshold . Formally,
NV (v) = {u ∈ V | dist(l(u), l(v)) ≤ }
with an appropriate distance function like the maximum norm dist(x, y) =
maxi∈{1,...,D} |x[i] − y[i]|. Just considering attribute data, however, leads to the
problem illustrated in Figure 4.2. Considering the attribute space, the red tri-
angles form a dense region. (The edges of the graph and the parameter  are
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depicted in the figure.) Though, this group is not a meaningful cluster since
in the graph this vertex set is not densely connected. Accordingly, we have
to consider the graph data and attribute data simultaneously to determine the
neighborhood.
Intuitively, taking the graph into account can be done by just using adjacent
vertices for density computation. The resulting simple combined neighborhood
of a vertex v would be the intersection
NV,adj(v) = N
V
 (v) ∩ {u ∈ V | (u, v) ∈ E}
In Figure 4.2 the red triangles would not be dense anymore because their sim-
ple combined neighborhoods are empty. However, using just the adjacent ver-
tices leads to a too restrictive cluster model, as the next example in Figure 4.4
shows.
Assuming that each vertex has to contain 3 objects in its neighborhood (in-
cluding the object itself) to be dense, we get two densely connected sets, i.e.
two clusters, in Figure 4.4(a). In Figure 4.4(b), we have the same vertex set,
the same set of attribute vectors and the same graph density. The example
only differs from the first one by the interchange of the attribute values of the
vertices v3 and v4, which both belong to the same cluster in the first example.
Intuitively, this set of vertices should also be a valid cluster in our definition.
However, it is not because the neighborhood of v2 contains just the vertices
{v1, v2}. The vertex v4 is not considered since it is just similar w.r.t. the at-
tributes but not adjacent.
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Figure 4.4: Robust cluster detection by using k-neighborhoods. Adjacent ver-
tices (k = 1) are not always sufficient for correct detection (left: successful;
right: fails)
The missing tolerance w.r.t. interchanges of the attribute values is one prob-
lem induced by using just adjacent vertices. Furthermore, this approach would
not be tolerant w.r.t. small errors in the edge set. For example in social net-
works, some friendship links are not present in the current snapshot although
the people are aware of each other. Such errors should not prevent a good clus-
ter detection. Thus, in our approach we consider all vertices that are reachable
over at most k edges to obtain a more error-tolerant model. Formally, the
neighborhood w.r.t. the graph data is given by:
Definition 4.1 (Graph k-neighborhood) As vertex u is k-reachable from a ver-
tex v (over a set of vertices V ) if
∃v1, . . . , vk ∈ V : v1 = v ∧ vk = u ∧ ∀i ∈ {1, . . . , k − 1} : (vi, vi+1) ∈ E
The graph k-neighborhood of a vertex v ∈ V is given by
NVk (v) = {u ∈ V | u is x-reachable from v (over V ) ∧ x ≤ k} ∪ {v}
Please note that the object v itself is contained in its neighborhood NVk (v) as
well. Overall, the combined neighborhood of a vertex v ∈ V considering graph
and attribute data can be formalized by intersecting v’s graph k-neighborhood
with its -neighborhood.
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Definition 4.2 (Combined local neighborhood) The combined neighborhood
of v ∈ V is:
NV (v) = NVk (v) ∩NV (v)
Using the combined neighborhood NV (v) and k ≥ 2, we get in Figure 4.4(a)
and Figure 4.4(b) the same two clusters. In both examples v2’s neighborhood
contains three vertices, for example, NV (v2) = {v1, v2, v4} in Figure 4.4(b). So
to speak, we “jump over” the vertex v3 to find further vertices that are similar
to v2 in the attribute space.
Local Density Calculation As mentioned, the “jumping” principle is neces-
sary to get meaningful clusters. However, it leads to a novel challenge not
given in previous density-based clustering approaches. Considering Figure 4.3,
the vertices on the right hand side form a combined cluster and are clearly
separated from the remaining vertices by their attribute values. However, on
the left hand side we have two separate clusters, one consisting of the vertices
depicted as dots and one consisting of the vertices depicted as triangles. If
we would only consider attribute data for clustering, these two clusters would
be merged into one big cluster as the vertices are very similar w.r.t. their at-
tribute values. If we would just use adjacent vertices, this big cluster would
not be valid as there are no edges between the dot vertices and the triangle
vertices. However, since we allow “jumps” over vertices, the two clusters could
be merged, e.g. for k = 2.
This problem arises because the dots and triangles are connected via the
vertices on the right hand side, i.e. we “jump” over vertices that actually do not
belong to the final cluster. Thus, a “jump” has to be restricted to the objects
of the same cluster. In Figure 4.4(b), e.g., the vertices {v2, v3, v4} belong to
the same cluster. Thus, reaching v4 over v3 to increase the density of v2 is
meaningful. Formally, we have to restrict the k-reachability used in Definition
4.1 to the vertices contained in the cluster O. In this case, the vertices on the
right hand side of Figure 4.3 cannot be used for “jumping” and thus the dots
are not in the triangles’ neighborhoods and vice versa. Thus, we are able to
separate the two clusters.
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Overall, for computing the neighborhoods and hence the densities, only
vertices v ∈ O of the same cluster O can be used. While previous clustering
approaches calculate the densities w.r.t. the whole database (all objects in V ),
our model calculates the densities within the clusters (objects in O). Instead of
calculating global densities, we determine local densities based on the cluster O.
While this sounds nice in theory, it is difficult to solve in practice, as obviously
the set of clustered objects O is not known a priori but has to be determined.
The cluster O depends on the density values of the objects, while the density
values depend on O. So we get a cyclic dependency of both properties.
In our theoretical clustering model, we can solve this cyclic dependency
by assuming a set of clustered objects O as given. The algorithmic solution is
presented in Section 4.3. Formally, given the set of clustered objects O, three
properties have to be fulfilled: First, each vertex v ∈ O has to be dense w.r.t.
its local neighborhood. Second, the spanned region of these objects has to be
(locally) connected since otherwise we would have more than two clusters (cf.
Figure 4.3). Last, the set O has to be maximal w.r.t. the previous properties
since otherwise some vertices of the cluster are lost. Overall, we define:
Definition 4.3 (Density-based combined cluster) A combined cluster in a
graph G = (V,E, l) w.r.t. the parameters k,  and minPts is a set of vertices
O ⊆ V that fulfills the following properties:
(1) high local density: ∀v ∈ O : |NO(v)| ≥ minPts
(2) locally connected: ∀u, v ∈ O : ∃w1, . . . , wl ∈ O : w1 = u ∧ wl = v ∧ ∀i ∈
{1, . . . , l − 1} : wi ∈ NO(wi+1)
(3) maximality: ¬∃O′ ⊃ O : O′ fulfills (1) and (2)
Please note that the neighborhood calculation NO(v) is always done w.r.t. to
the set O and not w.r.t. the whole graph V . Based on this definition and by
using minPts = 3, k ≥ 2, we can e.g. detect the three clusters from Figure
4.3. By using a too small value for k (as for example k = 1 in Figure 4.4(b)),
clusters are often split or even not detected at all. On the other hand, if we
choose k too high, we run the risk that the graph structure is not adequately
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considered any more. However, for the case depicted in Figure 4.3 our model
detects the correct clusters even for arbitrary large k values as the cluster on
the right hand side is clearly separated from the other clusters by its attribute
values. The two clusters on the left hand side are never merged by our model
as we do not allow jumps over vertices outside the cluster.
4.2.2 Overall Subspace Clustering Model
In the previous section, we introduced our combined cluster model for the
case of a single subspace. As shown in the examples, the model can detect
clusters that are dense in the graph as well as in the attribute space and that
can often not be detected by previous approaches. In this section, we extend
our cluster model to a subspace cluster model. Besides the adapted cluster
definition we have to take care of redundancy problems due to the exponential
many subspace projections. As mentioned in the previous section, we are using
the maximum norm in the attribute space. If we just want to analyze subspace
projections, we can simply define the maximum norm restricted to a subspace
S ⊆ Dim as
distS(x, y) = max
i∈S
|x[i]− y[i]|.
In principle, any Lp norm can be restricted in this way and can be used within
our model. Based on this distance function, we can define a subspace cluster
which fulfills the cluster properties just in a subset of the dimensions:
Definition 4.4 (Density-based combined subspace cluster) A combined
subspace cluster C = (O, S) in a graph G = (V,E, l) consists of a set of ver-
tices O ⊆ V and a set of relevant dimensions S ⊆ Dim such that O forms
a combined cluster (cf. Definition 4.3) w.r.t. the local subspace neighborhood
NOS (v) = N
O
k (v) ∩NO,S(v) with NO,S(v) = {u ∈ O | distS(l(u), l(v)) ≤ }.
As we can show, our subspace clusters have the anti-monotonicity property: For
a subspace cluster C = (O, S), for every S ′ ⊆ S there exists a vertex set O′ ⊇ O
such that (O′, S ′) is a valid cluster. This property is used in our algorithm to
find the valid clusters more efficiently.
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Proof 4.1 For every two subspaces S, S ′ with S ′ ⊆ S and every pair of vertices u, v
it holds that distS′(l(u), l(v)) ≤ distS(l(u), l(v)). Thus for every vertex v ∈ O we
get NOS′(v) ⊇ NOS (v). Accordingly, the properties (1) and (2) from Definition 4.3
are fulfilled by (O, S ′). If (O, S ′) is maximal w.r.t. these properties, then (O, S ′)
is a valid combined subspace cluster. Else, by definition there exists a vertex set
O′ ⊃ O such that (O′, S ′) is a valid subspace cluster. 
Redundancy Removal Because of the density-based subspace cluster model,
there can not be an overlap between clusters in the same subspace, in contrast
to the twofold clusters introduced in Chapter 3. However, a vertex can belong
to several subspace clusters in different subspaces, thus clusters from different
subspaces can overlap. Due to the exponential number of possible subspace
projections, an overwhelming number of (very similar) subspace clusters may
exist. Whereas allowing overlapping clusters in general makes sense in many
applications, allowing too much overlap can lead to highly redundant infor-
mation. Thus, for meaningful interpretation of the result, removing redundant
clusters is crucial. Similarly to the GAMER model (Chapter 3), we use an in-
terestingness function for clusters to confine the final clustering to the most
interesting clusters.
The interestingness of a combined subspace cluster depends on the two
properties “number of vertices” and “dimensionality”. Obviously, optimizing
both measures simultaneously is not possible as clusters with higher dimen-
sionality usually consist of fewer vertices than their low-dimensional counter-
parts (cf. anti-monotonicity). Thus we have to realize a trade-off between the
size and the dimensionality of a cluster. We define the interestingness of a
single cluster as follows:
Definition 4.5 (Interestingness of a cluster) The interestingness Q of a comb-
ined subspace cluster C = (O, S) is computed as
Q(C) = |O| · |S|
For the selection of the final clustering based on this interestingness definition
we use the redundancy model introduced in Chapter 3. This model defines a
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binary redundancy relation between two clusters as follows:
Definition 4.6 (Redundancy between clusters) Given the redundancy param-
eters robj, rdim ∈ [0, 1], the binary redundancy relation ≺red is defined by:
For all combined clusters C = (O, S), C ′ = (O′, S ′):
C ≺red C ′ ⇔ Q(C) < Q(C ′) ∧ |O ∩O
′|
|O| ≥ robj ∧
|S ∩ S ′|
|S| ≥ rdim
Using this relation, we consider a cluster C as redundant w.r.t. another cluster
C ′ if the quality of C quality is lower and the overlap of the clusters’ vertices and
dimensions exceeds a certain threshold. It is crucial to require both overlaps
for the redundancy. E.g. two clusters that contain similar vertices, but lie in
totally different dimensions represent different information and thus should
both be considered in the output.
Please note that the redundancy relation ≺red is non-transitive (cf. Chapter
3), i.e. we cannot just discard every cluster that is redundant w.r.t. any other
cluster. Therefore we have to select the final clustering such that it does not
contain two clusters that are redundant w.r.t. each other. At the same time, the
result set has to be maximal with this property, i.e. we can not just leave out a
cluster that is non-redundant. Also for the final clustering, we use the definition
from the twofold cluster model (Chapter 3). Overall, the final clustering has to
fulfill the following properties:
Definition 4.7 (Optimal density-based combined subspace clustering)
Given the set of all combined clusters Clusters, an optimal combined clustering
Result ⊆ Clusters fulfills
• redundancy-freeness property: ¬∃Ci, Cj ∈ Result : Ci ≺red Cj
• maximality property: ∀Ci ∈ Clusters\Result : ∃Cj ∈ Result : Ci ≺red Cj
This clustering model enables us to detect arbitrarily shaped subspace clusters
based on attribute and graph densities without generating redundant results.
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4.2.3 Discussion of the Cluster Model
Our cluster model can be adapted based on the three parameters ε, k, and
minPts, whose effects we discuss in the following. We use the gained insights
to develop an algorithm that resolves the cyclic dependency of our cluster def-
inition in the next section.
Let us first consider the parameter ε: By increasing ε the neighborhood sizes
regarding the attribute domain increase. For the extremal value of ε → ∞, all
objects are considered similar to each other, i.e. NV (v) = V . Or even more pre-
cise, we get NO (v) = O for all O ⊆ V . In this case, the combined neighborhood
NO(v) (cf. Definition 4.2) can be simplified to the graph k-neighborhoodNOk (v)
and, thus, in our overall cluster definition we just consider the graph data. Ac-
cordingly, the results for each subspace S are identical and our method just has
to analyze the full-dimensional space.
Fixing this scenario and choosing k = 1, we can show that the clusters
determined by our method correspond to the well-known notion of x-cores
[DGM06, JL07].
Definition 4.8 (x-core) An x-core O in a graph G = (V,E, l) is a maximal
connected subgraph O ⊆ V in which all vertices connect to at least x other vertices
in O, i.e. ∀v ∈ O : degG(v,O) ≥ x where degG(v,O) = |{u ∈ O | (v, u) ∈ E}|.
Using this definition, we show the following theorem:
Theorem 4.1 (Relation between clusters and cores) If ε → ∞ and k = 1,
each combined subspace cluster C = (O, S) in the graph G = (V,E, l) (cf. Defini-
tion 4.3 and 4.4) corresponds to a (minPts−1)-core in G.
Proof 4.2 Due to property (1) of Definition 4.3 we get: high local density ⇔
∀v ∈ O : |NO(v)| ≥ minPts k=1⇔ ∀v ∈ O : |NOk (v)| ≥ minPts ε→∞⇔ ∀v ∈ O : |{u ∈
O | (v, u) ∈ E} ∪ {v}| ≥ minPts⇔ ∀v ∈ O : degG(v,O) ≥ minPts− 1
Due to property (2) of Definition 4.3 we get: locally connected ε→∞,k=1⇔ ∀u, v ∈
O : ∃w1, . . . , wl ∈ O : w1 = u ∧ wl = v ∧ ∀i ∈ {1, . . . , l − 1} : (wi, wi+1) ∈ E ⇔
O is connected in G
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Due to property (3) of Definition 4.3, C = (O, S) is a maximal subgraph
fulfilling the above properties. Thus, C = (O, S) is a (minPts−1)-core in G. 
This observation just holds for the simple case k = 1, but we will show in
the next section how to extend this idea to solve the general setting with k > 1.
Before this, however, we analyze the parameter k: Similar to ε, increasing k
leads to larger neighborhood sizes; in this case w.r.t. the graph information.
Assuming a connected graph and the extremal value of k →∞, all vertices are
located in the graph neighborhood, i.e. NVk (v) = V . However, we cannot infer
that NOk (v) = O for all O ⊆ V . Due to the local density principle, we are only
allowed to consider the vertices of O and we (implicitly) remove the vertices
V \O, resulting in a potentially disconnected graph where we cannot reach all
vertices, i.e. NOk (v) 6= O might hold. As a consequence, for the scenario k →∞
it is not possible to simplify the combined neighborhood. Thus, even for k →∞
we exploit both sources: the graph data and the attribute data (in contrast to
ε→∞, where we only consider the graph data).
A special case in which we can simplify the combined neighborhood is as-
suming a complete input graph. Obviously, in this case, the graph structure is
not (and need not to be) considered by our model. Thus, any choice of k leads
to the same result and we only detect clusters based on the attribute values.
For this setting, our model is related to traditional density-based clustering
methods such as DBSCAN [EKSX96] or its extension to subspace clustering
SUBCLU [KKK04]. However, our model differs in two aspects: First, our model
removes redundant clusters to prevent an overwhelming result size. Second,
the methods of Ester et al. [EKSX96] and Kailing et al. [KKK04] include so-
called border objects. These objects correspond to objects that do not exceed
the minimal density minPts but are located in the neighborhood of a dense
object. To include border objects in our model, we can use a tuple (O,Ob) to
distinguish between the different types of objects in a cluster and we have to
slightly modify Definition 4.3 to
(1) high local density or border object: ∀v ∈ O : |NO∪Ob(v)| ≥ minPts and
∀v ∈ Ob : ∃u ∈ O : v ∈ NO∪Ob(u)
(2) locally connected: as before
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(3) maximality: ¬∃(O′, O′b) with (O′ ∪O′b) ⊃ (O ∪Ob) and
(O′, O′b) fulfills (1) & (2)
Please note that Property (2) remains unaffected: one has to ensure the
local connectivity of O, i.e. one cannot use border objects to connect the ver-
tices from O. Otherwise, an object with low density could potentially merge
two different dense regions into a single clusters (similar to Figure 4.3). As a
side effect of this modification, the resulting clusters in a single subspace are
not necessarily disjoint any more. Instead, a border object can belong to more
than one cluster as it does not merge the two clusters.
The border objects contribute to the size of a cluster, thus the quality of a
cluster C = ((O,Ob), S) with border objects is computed as
Q(C) = |O ∪Ob| · |S|.
However, for the redundancy between clusters we only consider the overlap of
the clusters’ core objects. That is, the border objects of a cluster are allowed
to overlap with another cluster without leading to redundancy as long as the
cluster contains a sufficient fraction of non-overlapping core nodes. Thus, the
redundancy definitions for this variant remain as in Definition 4.6 and 4.7. We
implemented a variant of DB-CSC that detects clusters with border objects and
analyze its results in Section 4.4.
At last, we discuss the parameter minPts. While increasing the values of k
or ε leads to larger clusters due to larger neighborhood sizes, the parameter
minPts causes the inverse effect: the larger minPts, the smaller the clus-
ters. The minimal density threshold is harder to reach and fulfilled by less
objects. Consequently, the choice minPts → ∞ is not meaningful. For the
case minPts ≤ 2 (and again k = 1) our model returns for each subspace S the
connected components of the graph G′S that results by removing every edge (of
the original graph) connecting dissimilar nodes. Formally,
Theorem 4.2 (Relation between clusters and connected components)
If minPts ≤ 2 and k = 1, any combined subspace cluster C = (O, S) in the graph
G = (V,E, l) (cf. Definition 4.3 and 4.4) corresponds to a connected component
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of the graph G′S=(V,E
′
S, l) with E
′
S = {(v, u) ∈ E | distS(l(v), l(u) ≤ ε)}.
Proof 4.3 Due to property (2) of Definition 4.3 we get: locally connected k=1⇔
∀u, v ∈ O : ∃w1, . . . , wl ∈ O : w1 = u∧wl = v ∧∀i ∈ {1, . . . , l− 1} : (wi, wi+1) ∈
E ′S ⇔ O is connected in G′S.
Since O is connected, each v ∈ O fulfills |NO(v)| ≥ 2 ≥ minPts. Thus, property
(1) of Definition 4.3 is directly fulfilled.
Due to property (3) of Definition 4.3, C = (O, S) is a maximal connected sub-
graph of G′S. That is, one of its connected components. 
Note that Theorem 4.2 holds for arbitrary ε values, while Theorem 4.1 re-
quires ε → ∞ but allows arbitrary minPts values. Combining both theorems,
i.e. ε → ∞ and minPts ≤ 2, we have shown as a nice byproduct the well-
known observation that any 1-core in graph G corresponds to one of its con-
nected components. In the following section, we utilize the notion of cores to
solve our general clustering model for arbitrary parameter settings and espe-
cially for the complex case of k ≥ 2.
4.3 The DB-CSC Algorithm
In this section, we describe the DB-CSC (Density-Based Combined Subspace
Clustering) algorithm for detecting the optimal clustering result. In Section
4.3.1, we present the detection of our density-based clusters in a single sub-
space S and in Section 4.3.2, we introduce the overall processing scheme using
different pruning techniques to enhance the efficiency.
4.3.1 Finding Clusters in a Single Subspace
Before we present our method to detect the combined clusters in subspace S,
we first introduce some basic definitions. Theoretically, each subset of objects
O ⊆ V could be evaluated whether it forms a valid cluster in the subspace S,
and selecting some of these sets results in a potential clustering C. We denote
with A the set of all possible groups in subspace S, i.e. A = {(O, S) | O ⊆ V },
and with A the set of all possible groupings in subspace S, i.e. A = P(A).
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Obviously, one of these groupings R ∈ A has to correspond to the (so far
unkown) clustering solution in the subspace S. Given the set A, we first define
the following binary relation to compare different groupings:
Definition 4.9 (Strict partial order of groupings) Let A = {(O, S) | O ⊆ V }
be the set of all possible groups in subspace S and A = P(A) be the set of all
possible groupings in subspace S. The strict partial order <AS over the set of all
possible groupings A in subspace S is defined as
∀C1, C2 ∈ A :
C1 <AS C2 ⇔ (Cov(C1) ⊂ Cov(C2)) ∨ (Cov(C1) = Cov(C2) ∧ |C1| > |C2|)
with Cov(C) = ⋃(Oi,S)=Ci∈C Oi
Intuitively, the grouping C2 is ”better” than the grouping C1 (C1 <AS C2), if the
object groups contained in C2 cover a larger amount of objects or if the coverage
is identical but C2 needs less sets to obtain such a coverage. In the following,
we use this partial order to prove our main theorem for detecting the clustering
solution.
Clustering by Fixed Point Iteration
Given the set of all possible groupings A, we are interested in finding the cor-
rect element R ∈ A that corresponds to the clustering solution in subspace S,
i.e. we want to detect all but only the object sets O ⊆ V fulfilling Definition
4.3/4.4. To achieve this aim, we transfer the observations of Theorem 4.1 to
the general case of arbitrary ε values and k > 1.
To make Theorem 4.1 applicable, we first introduce a graph transformation
that represents attribute and graph information simultaneously.
Definition 4.10 (Enriched subgraph) Given a set of verticesO ⊆ V , a subspace
S, and the original graph G = (V,E, l), the enriched subgraph GOS = (V
′, E ′) is
defined by V ′ = O and E ′ = {(u, v) | v ∈ NOS (u) ∧ v 6= u} using the distance
function distS.
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Figure 4.5: Finding clusters by (minPts−1)-cores in the enriched graphs (k=2,
minPts=3)
Please note that the enriched subgraph is calculated based on a given vertex
setO, which is not necessarily the whole vertex set V . Two vertices are adjacent
in the enriched subgraph iff their attribute values are similar in S and the
vertices are connected by at most k edges in the original graph (using just
vertices from O). In Figure 4.5(b) the enriched subgraph for the whole set of
vertices V is computed, while Figure 4.5(c) just considers the subset O1 and O2
respectively.
Since in the enriched subgraph the neighborhood information based on the
attribute domain is directly encoded in the graph structure (using the origi-
nal value of ε), we can select in the transformed graph ε → ∞. Similarly,
the (original) graph k-neighborhood is encoded by adjacent vertices in the en-
riched subgraph; we can select k = 1. Thus, Theorem 4.1 is applicable on the
enriched subgraph, i.e. in this graph we can concentrate on the detection of
(minPts−1)-cores for our cluster detection. However, the detected cores do
not exactly represent our clusters:
While constructing the enriched subgraph GOS , we consider the neighbor-
hoods based on all vertices of O. However, due to our local density calculation,
we are only allowed to use the clustered objects O′ for the neighborhood cal-
culation, which are potentially a subset of the objects O. Thus, as illustrated in
Figure 4.5(b), the detected cores can still merge several clusters. Though, what
is true is the following: Each cluster O′ is a subset of some (minPts−1)-core
in GVS . Or even more precise, we can prove this property for each enriched
subgraph GOS with O ⊇ O′.
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Theorem 4.3 (Subset property w.r.t. cores) Let C = (O′, S) be a combined
subspace cluster, O ⊇ O′, and GOS the enriched subgraph w.r.t. O. There exists
a (minPts−1)-core X ⊆ O in GOS with O′ ⊆ X.
Proof 4.4 a) Since O ⊇ O′, we get NOS (u) ⊇ NO′S (u) for all u ∈ V and thus GOS
contains all edges of GO′S .
b) Due to property (1) of Definition 4.3 for the cluster C it holds: high local
density⇔ ∀v ∈ O′ : |NO′(v)| ≥ minPts ⇔ ∀v ∈ O′ : |NO′(v)\{v}| ≥ minPts−
1⇔ ∀v ∈ O′ : degGO′S (v,O
′) ≥ minPts−1 a)⇒∀v ∈ O′ : degGOS (v,O′) ≥ minPts−
1⇒ exists maximal set X ⊇ O′ with ∀v ∈ X : degGOS (v,X) ≥ minPts− 1
c) Due to property (2) of Definition 4.3 for the cluster C it holds: locally connected
⇔ ∀u, v ∈ O′ : ∃w1, . . . , wl ∈ O′ : w1 = u ∧ wl = v ∧ ∀i ∈ {1, . . . , l − 1} :
wi ∈ NO′S (wi+1) ⇔ ∀u, v ∈ O′ : ∃w1, . . . , wl ∈ O′ : w1 = u ∧ wl = v ∧ ∀i ∈
{1, . . . , l− 1} : (wi, wi+1) are adjacent in GO′S ⇔ GO′S is connected
a)⇒ O belongs to
a single connected component of GOS
d) Based on b+c: there exists a connected maximal set X ⊇ O′ with ∀v ∈ X :
degGOS (v,X) ≥ minPts− 1⇒ X is a (minPts−1)-core in GOS with O′ ⊆ X 
Theorem 4.3 implies that our algorithm only has to analyze vertex sets that
potentially lead to (minPts−1)-cores. If we were able to guess the cluster O′,
then the detected core in GO′S would exactly correspond to our cluster since in
this case O=O′ and thus O′ ⊆ X ⊆ O′. Based on these observations, we show:
Theorem 4.4 (Fixed Point Solution) Let <AS be the strict partial order over the
set of all possible groupings A in subspace S.
1) The set of all combined clusters in subspace S corresponds to the largest fixed
point of the function fS : A → A with
fS(C) = {(O, S) | O is a (minPts−1)-core in GOiS with Ci = (Oi, S) ∈ C}
2) The sequence f∞S ({(V, S)}) converges to this fixed point
Proof 4.5 Let R ∈ A be the set of all combined clusters in subspace S.
a)R is a fixed point of fS. Due to Theorem 4.3 there exists for each cluster Ci ∈ R
a (minPts−1)-core X ⊆ Oi in GOiS with Oi ⊆ X. Thus, X = Oi has to hold.
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Since all vertices of GOiS are covered by X there cannot exist further cores in G
Oi
S .
Thus, fS({Ci}) = {Ci} and overall fS(R) = R.
b) R is the largest fixed point. Assume R is not the largest fixed point, i.e. there
exists C ∈ A with fS(C) = C and R <AS C. Thus, due to Definition 4.9 either
Cov(C) ⊃ Cov(R) or Cov(C) = Cov(R) with |C| < |R| has to hold. The first case
cannot hold since R contains all maximal clusters (Prop. (3), Definition 4.3), i.e.
the coverage of R is maximal, and thus Cov(C) ⊆ Cov(R). Thus, the second case
with |C| < |R| has to hold. To realize this, at least two clusters Ci, Cj ∈ R have to
be (partially) merged into a single group D ∈ C. In this case, however, D contains
at least two (minPts−1)-cores, i.e. |fS({D})| ≥ 2 and especially fS({D}) 6= {D}.
Thus, {D} and therefore C are not fixed points of fS. This is a contradiction to
the assumption. Hence, R is the largest fixed point.
c) It holds f∞S ({(V, S)}) = R. First, we do not miss (or split up) any cluster
C ∈ R by applying the sequence f∞S . Due to Theorem 4.3 each cluster (O′, S) ∈ R
is contained in a (minPts−1)-core of the graph GOS with O ⊇ O′. Especially
it has to be contained within a core of the graph GVS . Since in each iteration
fS(Ci) = Ci+1 the whole set of cores is returned, there exists due to Theorem 4.3
one core (O, S) ∈ Ci+1 with O ⊇ O′. Furthermore, since cores are disjoint due
to their maximality, the result of f∞S ({(V, S)}) cannot contain subsets of clusters.
Second, the result of f∞S ({(V, S)}) only contains the clusters ofR. Assume a group
D ∈ f∞S ({(V, S)}) which is not a valid cluster (and not one of its subsets). Based
on Statement 1 of Theorem 4.4 we know that {D} cannot be a fixed point. Thus,
there exists a k such that D 6∈ fmS ({(V, S)}) for all m > k. This is a contradiction
to the assumption. Overall, f∞S ({(V, S)}) = R. 
Overall, Statement 2 of Theorem 4.4 provides us with a solution to our clus-
tering problem. The clusters in a single subspace S can be detected by a fixed
point iteration. Thus, we are able to resolve the cyclic dependency. Algorith-
mically, we start by extracting from GVS all (minPts−1)-cores, since only these
sets could lead to valid clusters. In Figure 4.5(b) these sets are highlighted.
However, keep in mind that these (minPts−1)-cores do not necessarily corre-
spond to valid clusters: Theorem 4.4 requires a fixed point. In Figure 4.5(b),
for example, we will detect two cores but, as already discussed, the left set O1
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is not a valid cluster but has to be split up. Thus, we recursively have to apply
the function until the fixed point is reached. Intuitively, in each iteration the
clusters are refined until the final clusters are obtained.
In Figure 4.6 we depict a schematic representation of the vertex sets to be
analyzed in our method. Similar to a dendrogram, we start in the root with the
whole set of vertices V . By applying the function fS, smaller cores are detected.
These cores are depicted as child nodes with solid lines in the dendrogramm.
Vertices that do not belong to any core are depicted with dashed lines. By
recursively applying fS the cores are refined until the final clusters are obtained
(leaf nodes with solid lines in the tree). Thus, in the example, four different
clusters Ci with their corresponding object sets Oi are detected.
In summary, detecting density-based clusters in combined data sources is
far more complex than in traditional vector data. While existing clustering
approaches can simply determine the density values for each object indepen-
dently [EKSX96, KKK04], in our method such an independent computation is
not possible due to the local density calculation. Please note that the toy ex-
ample in Figure 4.5(a) might lead to the idea that we can simply remove all
edges connecting dissimilar nodes and then perform a simple clustering on the
residual graph. This a-priori rejection of edges, however, is not possible. As
discussed, the Figure 4.4(b) contains two clusters, which, however, will not be
detected if we would remove the edge between v2 and v3. Indeed, this edge
belongs to the cluster even if the two vertices are not directly similar. Over-
all, our fixed point iteration provides us with a solution to detect all combined
clusters in the subspace S.
Convergence and Complexity
In this section, we analyze the convergence and complexity of the fixed point
iteration method. Important for practical applications is the convergence of the
sequence f∞S ({(V, S)}) after a finite number of iterations. It holds:
Theorem 4.5 (Convergence) Let R be the set of all combined clusters in sub-
space S. The fixed point iteration started with {(V, S)} converges after at most
|R|+ |V \Cov(R)| iterations.
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Figure 4.7: Worst case scenario
Proof 4.6 Using the representation of our method as illustrated in Figure 4.6
or 4.7, this upper bound is easy to show. Obviously, the height of such a tree
corresponds to the number of required iterations. For the worst case, we have
to determine the maximal height among all possible trees (valid for the given
clustering scenario): First, the number of leaf nodes in the tree is given by |R| +
|V \Cov(R)|. Since each valid cluster corresponds to a solid leaf node in the tree
representation, each inner node of the tree is the union of the object sets of its
child nodes, and the root has to represent all objects V , we must have |V \Cov(R)|
dashed leaf nodes. Second, the maximal height of a tree with |R| + |V \Cov(R)|
leaf nodes is achieved by a binary tree as illustrated in Figure 4.7. This corresponds
to the bound as given in Theorem 4.5. 
To determine the overall complexity of the fixed point iteration, we further-
more need to bound the size of the cores to be analyzed. Since an inner node
O in the tree represents the union of all its child nodes, we can distinguish
two cases: First, O contains objects that do not belong to any valid cluster,
i.e. O is an inner node whose subtree contains leafs with dashed lines. In
this case, fS({(O, S)}) must lead to cores that are subsets of O and for each
(O′, S) ∈ fS({C}) we have |O′| < |O|. Accordingly, the size of the largest child
node of O in the tree is bounded by |O| − 1. Second, O contains only objects
that belong to valid clusters. That is, the inner node O is exactly the union of
several valid clusters {C1, . . . , Cn} = R′ ⊆ R. In this case the largest core of
fS({(O, S)}) can be bounded by |O|−min(Oi,S)∈R′ |Oi| since fS({(O, S)}) cannot
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be a fixed point, the resulting cores must be supersets of the true clusters, and
the cores need to be disjoint. Intuitively, this happens if the smallest cluster is
split from O, while the remaining clusters are still merged into a single core.
Based on these upper bounds for the largest core we can show the following
theorem:
Theorem 4.6 (Complexity) Given the graph G = (V,E, l), the set R of all com-
bined clusters in subspace S can be computed in time
O(|V \Cov(R)| · |V |3 + |R|4 · |Omax|3)
with (Omax, S) = argmax(O,S)∈R{|O|}
Proof 4.7 We first show that given a set of vertices O ⊆ V , the cores of the
enriched subgraph GOS can be computed in cubic time: The graph G
O
S can be
constructed by a restricted breadth-first search in the original graph, started at
each node v ∈ O. Thus, in the worst case it requires time O(|O|3). Detect-
ing cores can be simply done by first recursively removing nodes with a node de-
gree less than minPts−1 from GOS and then returning the connected components
[DGM06, JL07]. The first step requires time O(|O|2), since the removal of one
node leads to an update of the degrees of the adjacent nodes. Determining the
connected components also requires time O(|O|2). Overall, the worst case runtime
is dominated by constructing the enriched subgraph, i.e. time O(|O|3).
Now, we prove the overall complexity. First, as in the proof of Theorem 4.5,
the worst case complexity occurs for a binary tree because each non-binary tree
can be transformed to a binary one with larger runtime: W.l.o.g. we assume an
inner node O with three child nodes O1, O2, O3 is given. By replacing O’s child
nodes with O1 and X = O2 ∪ O3 as well as appending O2, O3 as child nodes
to X, we get a binary tree representing the same clustering structure as before.
Obviously, determining the clustering in this way leads to a higher runtime since
the additional inner node X has to be analyzed. Second, the worst case occurs
if the cardinality of the object sets represented by inner nodes of the tree is as
large as possible. Obviously, this happens if in the first |V \Cov(R)| iterations,
only the non-clustered vertices are removed. That is, the first case of the above
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discussion applies and in iteration i = 0, . . . , |V \Cov(R)| − 1 we are just able to
bound the size of the core to be analyzed by |V |− i. After these iterations, all non-
clustered vertices are removed and the second case can be used: In the remaining
|R| iterations, we split up in the worst case only the smallest of the clusters from
the core. Let x1, . . . , x|R| be the cluster sizes in increasing order, then we have to
analyze in iteration j a core of at most size
∑|R|
n=j xn. Since each analysis step
requires at most cubic time, we get∑|V \Cov(R)|−1
i=0 (|V | − i)3 +
∑|R|
j=1
(∑|R|
n=j xn
)3
≤∑|V \Cov(R)|−1i=0 |V |3 +∑|R|j=1 ((|R| − j + 1) · x|R|)3
≤ |V \Cov(R)| · |V |3 +∑|R|j=1 (|R|3 · |Omax|3)
≤ |V \Cov(R)| · |V |3 + |R|4 · |Omax|3 
Please note that our worst case analysis assumes that in each iteration the
enriched subgraph is computed from scratch, which results in the cubic com-
plexity. In practice, however, we can extremely speed up the computation by
exploiting the property that for each O′ ⊆ O the edges of GO′S need to be a
subset of the edges of GOS . Furthermore, we assume that for each subspace S
we start with the whole vertex set V . In the following section, we show that
the fixed point iteration can be initialized with far smaller object sets if we an-
alyze multiple subspaces. In any case, however, the clustering result in a single
subspace can be computed in polynomial time w.r.t. the input graph.
4.3.2 Finding Clusters in Different Subspaces
This section describes how DB-CSC efficiently determines the clusters located
in different subspaces. In principle, the algorithm has to analyze each sub-
space. We enumerate these subspaces by a depth first traversal through the
subspace lattice. To avoid enumerating the same subspace several times we
assume an order d1, d2, . . . , dD on the dimensions. We denote the dimension
with the highest index in subspace S by max{S} and extend the subspace only
by dimensions that are ordered behind max{S}. This principle has several
advantages:
By using a depth first search, the subspace S is analyzed before the subspace
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S ′ = S ∪ {d} for d > max{S}. Based on the anti-monotonicity we know that
each cluster in S ′ has to be a subset of a cluster in S. Thus, in subspace S ′ we do
not have to start with the enriched subgraph GVS but it is sufficient to start with
the vertex sets of the known clusters, i.e. if the clusters of subspace S are given
by Clus = {C1, . . . , Cm}, we will determine the fixed point f∞S′ ({(Oi, S ′)}))) for
each cluster Ci = (Oi, S) ∈ Clus. This is far more efficient since the vertex sets
are smaller, i.e. Theorem 4.5 and 4.6 are now based on the set Oi instead of
V . In Figure 4.1 the depth first traversal based on the clusters of the previous
subspace is shown in line 21, 23 and 29.
The actual detection of clusters based on the vertices O is realized in line
13-19, which corresponds to the fixed point iteration described in the previous
section. The DB-CSC algorithm uses the following observation to calculate the
fixed point: If C is the largest fixed point of the function fS, then obviously any
individual cluster Ci ∈ C is also a fixed point, i.e. fS({Ci}) = {Ci}. Thus, if a
graph GOS contains a single (minPts−1)-core O1 with O1 = O, we have reached
a fixed point for this individual cluster. In this case, we can add the cluster
to the set of detected clusters (line 18). In the other cases, we recursively
have to repeat the procedure for each (minPts−1)-core {O1, . . . , Om} detected
in GOS (line 19). Though, instead of applying fS to the whole set of cores
simultaneously, we just have to apply it for each core individually (line 15),
until all clusters are detected.
Using a depth first search enables us to store a set of parent clusters (be-
forehand detected in lower dimensional subspaces) that a new cluster is based
on (cf. line 22). Furthermore, given a set of vertices O in the subspace S we
know that by traversing the current subtree only clusters of the kind Creach =
(Oreach, Sreach) with Oreach ⊆ O and S ⊆ Sreach ⊆ S ∪ {max{S}+ 1, . . . , D} can
be detected. This information together with the redundancy model allows a
further speed-up of the algorithm. The overall aim is to stop the traversal of a
subtree if each of the reachable (potential) clusters is redundant to one parent
cluster, i.e. if there exists C ∈ Parents such that Creach ≺red C for each Creach.
Traversing such a subtree is not worthwhile since the contained clusters are
probably excluded from the result later on due to their redundancy.
Redundancy of a subtree occurs if the three properties introduced in Defi-
4.3. The DB-CSC Algorithm 71
Algorithm 4.1: DB-CSC algorithm
method: main()
1 Result = ∅ // current result set
2 queue = ∅ // priority queue with clusters and subtrees, descendingly sorted by quality
3 for d ∈ Dim do DFS traversal({d}, V, ∅)
4 while queue 6= ∅ do
5 remove first (highest-quality) object Obj from queue
6 if Obj is cluster then // check redundancy
7 for C ∈ Result do if( Obj ≺red C) goto line 4 // discard redundant cluster
8 Result = Result ∪ {Obj} // cluster is non-redundant
9 else // Obj is subtree ST = (S,O,Qmax, Parents, Parentsred)
10 if Parentsred ∩Result 6= ∅ then goto line 4 // discard whole subtree
11 else DFS traversal(S,O, Parents) // subtree is non-redundant, restart
traversal
12 return Result
method: DFS traversal(subspace S, candidate vertices O, parent clusters Parents)
13 foundClusters = ∅, prelimClusters = {O}
14 while prelimClusters 6= ∅ do
15 remove first candidate Ox from prelimClusters
16 generate enriched subgraph GOxS
17 determine (minPts− 1)-cores→ Cores = {O′1, . . . , O′m}
18 if |Cores| = 1 ∧O′1 = Ox then foundClusters = foundClusters ∪ {(O′1, S)}
19 else prelimClusters = prelimClusters ∪ Cores
20 add foundClusters to queue
21 for Ci = (Oi, S) ∈ foundClusters do
22 Parentsi = Parents ∪ {Ci}
23 for d ∈ {max{S}+ 1, . . . , D} do
24 determine Parentsred ⊆ Parentsi to which whole subtree is redundant
25 if Parentsred 6= ∅ then
26 calc. subtree information ST = (S ∪ {d}, Oi, Qmax, Parentsi, Parentsred)
27 add ST to queue // (currently) do not traverse subtree!
28 else
29 DFS traversal(S ∪ {d}, Oi, Parentsi) // check only subsets of Oi
nition 4.6 hold. The second property (object overlap) is always fulfilled since
each Oreach is a subset of any cluster from Parents (cf. anti-monotonicity). The
maximal possible quality of the clusters Creach can be estimated by Qmax = |O| ·
|S∪{max{S}+1, . . . , D}|. By focusing on the clusters Cp = (Op, Sp) ∈ Parents
with Qmax < Q(Cp) we ensure the first redundancy property. The third prop-
erty (dimension overlap) is ensured if |Sp| ≥ |S ∪ {max{S} + 1, . . . , D}| · rdim
holds. In this case we get for each Creach: |Sp| ≥ |Sreach| · rdim ⇔ |Sp ∩ Sreach| ≥
|Sreach| · rdim ⇔ |Sp∩Sreach||Sreach| ≥ rdim. Those parent clusters fulfilling all three prop-
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erties are stored within Parentsred (line 24).
If Parentsred is empty, we have to traverse the subtree (else case, line 28).
If it is not empty (line 25), the current subtree is redundant to at least one
parent cluster. We currently stop traversing this subtree. However, we must not
directly prune the subtree ST : if the clusters from Parentsred themselves are
not included in the result, clusters from the subtree would become interesting
again. Thus, we do not finally reject the subtree ST but we store the required
information and add the subtree to a priority queue.
Processing this queue is the core of the DB-CSC algorithm. The priority
queue contains clusters (line 6, 20) and non-traversed subtrees (line 9, 27).
DB-CSC successively takes the object with the highest (estimated) quality from
the queue. If it is a cluster that is non-redundant to the current result, it is
added to the result (line 7-8). If it is a subtree, it is checked if some cluster from
Parentsred is already included in the result: if so, this subtree is finally rejected
(line 10); otherwise, the algorihms has to restart traversing this subtree (line
11).
Overall, DB-CSC efficiently determines the optimal clustering solution be-
cause only small vertex sets are analyzed for clusters and whole subtrees (i.e.
sets of clusters) are pruned using the redundancy model.
4.4 Experiments
4.4.1 Experimental Setup
We compare DB-CSC to GAMER (Chapter 3) and COPAM [MCRE09], two ap-
proaches that combine subspace clustering and dense subgraph mining. Fur-
thermore, as straightforward solutions to our clustering problem, we imple-
mented three versions of (traditional) density-based clustering [EKSX96] using
different distance functions. In our experiments, we use real-world data sets
as well as synthetic data. By default, the synthetic data sets have 20 attribute
dimensions and contain 80 combined clusters, each with 15 vertices and 5
relevant dimensions. Additionally we add random vertices and edges to repre-
sent noise in the data. The clustering quality is measured by the F1 measure
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Figure 4.8: DB-CSC and DBSCAN variants
(cf. [GFM+11]), which compares the detected clusters to the “hidden” clusters.
The efficiency is measured by the algorithms’ runtime.
4.4.2 Comparison with Traditional Density-Based Clustering
One possible straightforward solution to our clustering problem could be to use
a traditional density-based clustering approach like DBSCAN [EKSX96] in com-
bination with an appropriate similarity/distance measure. Figure 4.8 illustrates
that DB-CSC clearly outperforms such simple solutions. In this experiment we
use DBSCAN with three different distance functions:
a) We combine the shortest path distance with the Euclidean distance on the
attribute vectors; thus, exploiting the graph and the vector data simulta-
neously. The normalization and combination of the two distance values
to a single measure is done as proposed by Hanisch et al. [HZZL02].
b) We use the Euclidean distance only.
c) We use the shortest path distance only.
The latter two distance functions are also normalized as it was proposed
by Hanisch et al. [HZZL02] to realize comparable absolute distance values. In
Figure 4.8 we vary the ε parameter while using the same minPts value for all
approaches. As shown, DB-CSC achieves high clustering quality for a broad
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Figure 4.9: Quality (left) and Runtime (right) w.r.t. varying database size
range of parameter values. The competing methods, however, obtain only very
low quality and are sensitive w.r.t. the selected parameter value. Using tradi-
tional density-based clustering fails for the considered data due to two reasons:
First, by modeling the network information in a distance function one cannot
ensure the connectivity of the resulting clusters. Second, this issue also tends
to detect merged clusters as illustrated in Figure 4.3. In contrast, DB-CSC
avoids these problems by explicitly operating on the graph and by using a lo-
cal density computation. Since none of these simple solutions is able to detect
the clustering structure in the data, in the following experiments we compare
DB-CSC to GAMER and COPAM only.
4.4.3 Varying Characteristics of the Data
In the next experiment (Figure 4.9), we vary the database size of our synthetic
data sets by varying the number of generated combined clusters. The runtime
of all algorithms increases with increasing database size (please note the log-
arithmic scale on both axes). For the data sets with more than 7000 vertices,
COPAM is not applicable any more due to heap overflows (the heap size was
set to 4GB). While the runtimes of the different algorithms are very similar, in
terms of clustering quality DB-CSC obtains significantly better results than the
other approaches. The competing approaches tend to output only subsets of
the hidden clusters due to their restrictive cluster models.
In the next experiment (Figure 4.10), we vary the dimensionality of the
hidden clusters. The runtime of all algorithms increases for higher dimensional
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Figure 4.10: Quality (left) and Runtime (right) w.r.t. varying dimensionality
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Figure 4.11: Quality (left) and Runtime (right) w.r.t. varying cluster size
clusters. The clustering qualities of DB-CSC and COPAM slightly decrease.
This can be explained by the fact that for high dimensional clusters it is likely
that additional clusters occur in subsets of the dimensions. However, DB-CSC
still has the best clustering quality and runtime in this experiment.
In Figure 4.11, the cluster size (i.e. the number of vertices per cluster) is
varied. The runtimes of DB-CSC and GAMER are very similar to each other,
whereas the runtime of COPAM increases dramatically until it is not applicable
any more. The clustering quality of DB-CSC remains relatively stable while
the qualites of the other approaches decrease constantly. For increasing cluster
sizes, the expansion of the clusters in the graph as well as in the attribute space
increases, thus GAMER and COPAM can only detect subsets of them.
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Figure 4.12: Robustness of the methods w.r.t. noise and parameter values
4.4.4 Robustness of the Approaches and Influence of Border
Objects
In this section, we analyze the robustness of DB-CSC against noise vertices and
against parameters. We also analyze the influence of allowing border objects
in the clusters. Therefore, we compare DB-CSC with the DB-CSC variant
detecting clusters with border objects that was described in Section 4.2.3.
In Figure 4.12(a) we analyze the robustness of the methods w.r.t. the num-
ber of “noise” vertices in the data sets. The clustering quality of all approaches
decreases for noisy data, however the quality of DB-CSC is still reasonably
high even for 1000 noise vertices (which is nearly 50% of the overall data set).
We observe that the quality of the variant considering border objects decreases
faster than that of DB-CSC for large amounts of noise. This is due to the fact
that even noise objects with very few connections can be added to clusters as
4.4. Experiments 77
border objects by this variant.
In the next experiment (Figure 4.12(b)) we vary the clustering parameter ,
for a fixed value of k = 2. For GAMER and COPAM we vary the allowed width of
a cluster in the attribute space instead of . As shown in the figure, by choosing
 too small we cannot find all clusters and thus get smaller clustering qualities.
However, for  > 0.05 the clustering quality of DB-CSC remains stable. The
quality values of the variant considering border objects are similar to those of
DB-CSC. The competing methods obtain lower quality values.
To further evaluate the detected clusterings, we depict in Figure 4.12(c)
the number of found clusters for varying -values and different values for the
parameter k. The synthetic data set consists of 80 hidden clusters. For k = 1,
DB-CSC does not detect any clusters, so only the results for k = 2, 3, 4 are
included. For k = 3, DB-CSC finds slightly more clusters than for k = 2.
However, by increasing the parameter further to k = 4 the number of clusters
remains nearly stable. As seen before, if  is chosen too small DB-CSC cannot
find all the clusters and so outputs only small numbers of clusters. For  =
0.05, more than the hidden 80 clusters are found, which can be explained
by the fact that subsets of the hidden clusters can form additional clusters
in higher dimensionalities. However, for even larger -values the number of
found clusters remains stable and all but only the hidden clusters are found.
In Figure 4.12(d) we evaluate the robustness of DB-CSC w.r.t. the param-
eter minPts. For too small values for minPts, many vertex sets are falsely
detected as clusters, thus we obtain small clustering qualities. However, for
sufficiently high minPts values the quality remains relatively stable, similar to
the previous experiment. Again, the influence of allowing border objects in the
clusters on the obtained quality values is small in this experiment.
In Figures 4.13(a) and 4.13(b), we analyze the influence of allowing border
objects on the size of the detected clusters for varying minPts and  values,
respectively. In both cases, we observe that as expected, the average size of
clusters with border objects is larger, however the effect is limited.
Overall, the experiments show that DB-CSC obtains significantly higher
clustering qualities than the competing approaches. Even though it uses a more
sophisticated cluster model than GAMER and COPAM, the runtimes of DB-CSC
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Figure 4.13: Comparison with DB-CSC variant considering border objects
are comparable to (and in some cases even better than) those of the other
approaches. The variant considering border objects achieves quality values
similar to DB-CSC in most experiments, however the original DB-CSC method
(without border objects) is more robust to noisy data. Therefore, we use the
method without border objects in the following.
4.4.5 Real-World Data
As real-world data sets we use gene data∗, patent data† and a co-author net-
work extracted from the DBLP database‡ as also used in the evaluation of
GAMER. Since for real-world data there are no “hidden” clusters given that
we could compare our clustering results with, we compare the properties of
the clusters found by the different methods. For the gene data DB-CSC detects
9 clusters with an average size of 6.3 and an average dimensionality of 13.2.
In contrast, GAMER detects 30 clusters (average size: 8.8 vertices, average
dim.: 15.5) and COPAM 115581 clusters (average size: 9.7 vertices, average
dim.: 12.2), which are far too many to be interpretable. In the patent data,
DB-CSC detects 17 clusters with an average size of 19.2 vertices and an av-
erage dimensionality of 3. In contrast, GAMER detects 574 clusters with an
average size of 11.7 vertices and an average dimensionality of 3. COPAM did
∗http://thebiogrid.org/ and http://genomebiology.com/2005/6/3/R22
†http://www.nber.org/patents/
‡http://dblp.uni-trier.de
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not finish on this data set within two days. The clusters detected by DB-CSC
are more expanded than the clusters of GAMER, which often simply are subsets
of the clusters detected by DB-CSC. In the DBLP data, we observe the largest
difference between the algorithms in terms of cluster sizes: DB-CSC detects 3
clusters with an average size of 670.3 vertices and an average dimensionality
of 11. In contrast, GAMER detects 83 clusters with an average size of 10.1 and
an average dimensionality of 3.0. COPAM detects 341333 clusters with in av-
erage 10.8 vertices and an average dimensionality of 3. Again, the clustering
result of COPAM is far too large to allow an easy interpretation. In contrast,
our DB-CSC method avoids redundant clusters and, thus, ensures meaningful
result sizes.
4.5 Summary
In this chapter, we introduced a combined clustering model that simultane-
ously considers graph data and attribute data in subspaces. Our model is the
first approach that exploits the advantages of density-based clustering in both
domains. Based on the novel notion of local densities, our clusters correspond
to dense regions in the graph as well as in the attribute space. To avoid redun-
dancy in the result, our model selects only the most interesting clusters for the
final clustering. We developed the algorithm DB-CSC which uses a fixed point
iteration method to efficiently determine the combined clustering solution. The
correctness, convergence, and complexity of this iteration method are proven
analytically. The experimental analysis demonstrates the high clustering qual-
ity and the efficiency of DB-CSC.

Chapter 5
Tracing Density-Based Clusters in
Evolving Graphs
In the previous chapters, we introduced combined clustering methods that
consider graph information and attribute information simultaneously to de-
tect meaningful clusters in graphs with vertex attributes. In many cases, such
attributed graphs also evolve over time. Therefore, there is a need for cluster-
ing methods that are able to trace clusters over different time steps and analyze
their evolution over time. In this chapter, we show how our combined cluster-
ing model from DB-CSC can be extended to enable the analysis of evolving
combined clusters.
5.1 Motivation
In the previous chapters, we proposed two approaches for detecting clusters
in graphs with additional vertex attributes. However, these approaches assume
that the clustered network is static. Many real-world networks, including social
networks, usually evolve over time, such that at each time step we observe a
different network. To analyze such networks, we need methods that are able
not only to find clusters in attributed graphs, but also to analyze their evolution
over time. In this chapter, we present an extension of the DB-CSC approach
(Chapter 4), which originally detects clusters in a static attributed graph, to
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the analysis of evolving attributed graphs.
For the analysis of cluster evolution, an important step is to trace clusters
through different time steps, i.e. to decide which cluster(s) in time step i cor-
respond to a certain cluster in the next time step i + 1. For example, assume
that we have detected communities of authors in two states (at different time
steps) of a co-author network. In this case, for each community of authors in
step i + 1 we would like to determine from which communities in step i this
community has possibly emerged. This specific task provides the basis for any
further analysis of the cluster evolution; therefore our work concentrates on
this problem.
For the tracing of clusters, we assume that each vertex is identified by an
unique ID and the ID for a single entity (e.g. a single author) does not change
during the time steps, i.e. we can trace the single vertices through the time
steps by their IDs. However, not all IDs have to occur in every time step, i.e.
new vertices can occur and old ones can disappear. We expect that between two
time steps, new clusters can occur, old ones can disappear, clusters can gain or
loose members, clusters can split into several smaller clusters or several clusters
can be merged into one new cluster. Thus, a cluster can be ‘matched’ to one,
several or none of the clusters in the next time step. In the context of our work,
matching a cluster C1 from step i to a cluster C2 from step i+1 means that C2 is
assumed to have emerged from C1 by one of the above-mentioned operations.
Please note that we compare the clusters from step i+1 only to those of step i,
former steps are not considered. Therefore our method can also be applied to
streams of graphs, as for each new graph we just need to store the information
about the last graph.
Tracing clusters through different time steps poses an important require-
ment for the clustering results in the single time steps: The results have to
be relatively robust w.r.t. noisy data. Otherwise, already small changes in the
graph could lead to highly differing clustering results in successive time steps.
In our work, we tackle this problem by using the density-based DB-CSC ap-
proach for the underlying clustering. Density-based clustering models have
been established for vector data as well as graph data and are able to detect
clusters of arbitrary shapes and sizes and at the same time exclude noise from
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the clustering.
Given the DB-CSC clusters from two time steps, we have to decide for each
pair of clusters whether they should be matched. Just relying on the vertex
overlap between two clusters for this decision is problematic, as this requires
to specify a minimal overlap for which clusters will be matched, which can
be a hard task. Furthermore, especially for attributed vertices, some common
vertices do not necessarily mean that the two clusters C1 and C2 should be
matched if their graph structure differs too much. In this case, it would be
more probable that the two clusters are not the same, but rather just some
vertices from C1 have “wandered” from C1 to C2. For the vertex attributes,
it is reasonable that the attributes of clustered vertices change “in the same
direction” over time. In this case, the clusters should be matched. However, if
the clustered vertices evolve in different directions, C2 did probably not emerge
from C1.
For vector data, statistical two-sample hypothesis tests have been estab-
lished to decide whether two given samples are likely to have been generated
by the same distribution. We want to transfer the idea of such statistical tests
to perform the matching of clusters. However, these tests are not directly appli-
cable for attributed graphs. As a solution, we first project the vertices of each
cluster into a vector space and are thus able to use a two-sample test for the
matching.
Overall, the main contributions of this chapter are the following:
• We present our method TCC for tracing clusters in evolving graphs with
vertex attributes, which provides the basis for a further analysis of the
cluster evolution.
• We perform a case study of our method using data from the European
Patent Office.
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5.2 Related Work
Analysis of evolving networks
For the analysis of evolution in social networks, several methods have been
developed in recent years. However, almost all of these methods consider pure
graph data without additional attributes. A survey of the various methods is
presented by Spyropoulou et al. [Spi11]. Some of these methods analyze the
evolution of an overall network. For example, Sarkar et al. [SM05] propose
a method to analyze the evolution of a network over different time steps by a
latent space model. Therefore, they generalize the static latent space model by
Hoff et al. [HRH02] (which is also used in our approach for the embedding of
the vertices in a cluster) to fit the assumption of smooth evolution. The result-
ing model associates each vertex of the graph with a point in a p-dimensional
latent space such that the probability for the observed graph in each timestep
as well as the probability of each timestep given the previous timestep are max-
imized. However, this approach does not consider attributes or the analysis of
evolving clusters.
There also exist approaches that concentrate on the evolution of the clusters
in the network. These approaches can be roughly divided into two categories:
Methods of the first category first detect clusters in the graph for the different
time steps and then analyze their changes over time (e.g. [SFPY07, PBV07]).
Methods of the second category [LCZ+08, SM05] assume a priori that the clus-
ters show a smooth evolution, i.e. the change between time steps will be rather
small, and then detect clusters that preserve this assumption. Thus, the evolu-
tion of clusters in not an objective of study, but an assumption in this category
[Spi11]. A special problem setting is considered by Aggarwal et al. [AY05],
where a clustering algorithm is presented that detects clusters having the most
significant change over time. The approach presented in this paper belongs to
the first category. It is sometimes criticized that methods of the first category
are problematic for noisy data, as the separate clustering for each time step
can then lead to a high variation of the clustering results between different
time steps which is caused by noise [LCZ+08]. This makes it hard to explain
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the evolution. In our work, this problem is tackled by using a robust density-
based clustering approach.
Methods of the first category often decide whether two clusters are matched
based on the vertex overlap between the two clusters [PBV07]. However, this
requires to define a threshold specifying the minimal overlap for which two
clusters will be matched. Such a treshold can be hard to find, as a too low
threshold may lead to the matching of clusters that are just incidentally simi-
lar, while a too high threshold will hinder the matching of clusters that really
correspond to each other.
None of the previously mentioned approaches considers additional vertex
attributes, thus they are not applicable for the problem at hand. In the work
of Wu et al. [WPTW07], vertex attributes are considered in a post-processing
step for the description of the detected communities. However, for detecting
the communities only the graph information is used. In our work, we con-
sider graph information and attribute information simultaneously by using the
density-based cluster model from the DB-CSC approach for the detection of
clusters.
Change detection for vector data
For vector data, various methods for analyzing evolving data have been pro-
posed. Chi et al. [CSZ+07] propose two evolutionary spectral clustering frame-
works, where a temporal smoothness assumption is integrated into the well-
known spectral clustering approach. In an approach by Aggarwal [Agg05], the
overall evolution of a data stream is analyzed using kernel density estimation.
Furthermore, statistical two-sample hypothesis tests can be used to compare
the data from different time steps. The aim of such tests is to decide whether
two data sets have been generated by the same underlying distribution. E.g.,
Song et al. [SWJR07] propose the density test for change detection in multi-
dimensional data. An overview of various two-sample tests is given by Siluyele
[Sil07]. In our approach, we use the Baringhaus-Franz test [BF04] to compare
clusters from different time steps.
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5.3 Tracing Evolving Clusters
In this section, we introduce our method TCC (Tracing Combined Clusters) for
tracing evolving clusters over different time steps in attributed graphs. For-
mally, the input is a set G = {G1, G2, . . .} of vertex-labeleded graphs G =
(V,E, l) (undirected, without self-loops) with vertices V , edges E ⊆ V × V
and a labeling function l : V → Rd with a set Dim = {1, . . . , d} of dimensions.
Each Gi represents the considered graph in the i’th time step.
Based on the graph set G, we first detect clusters in the single time steps
that are robust w.r.t. noise and we then match the clusters from successive time
steps.
5.3.1 Step 1: Cluster Identification
As in DB-CSC (Chapter 4), a TCC cluster consists of a maximal set of vertices
that all show a high local density w.r.t. O and that are connected via their
neighborhoods. While in the original DB-CSC approach, clusters are defined
in subspaces of the attribute space (i.e. similarity only has to hold in a subset
of the dimensions), for the tracing of clusters we confine to clusters in the
fullspace. Based on the combined neighborhood given by Definition 4.2, a TCC
cluster is defined in Definition 5.1:
Definition 5.1 (TCC Cluster) A TCC cluster in a graph G = (V,E, l) w.r.t. the
parameters k,  and minPts consists a set of vertices O ⊆ V such that O fulfills
the following properties:
(1) high local density: ∀v ∈ O : |NO(v)| ≥ minPts
(2) locally connected: ∀u, v ∈ O : ∃w1, . . . , wl ∈ O : w1 = u ∧ wl = v ∧ ∀i ∈
{1, . . . , l − 1} : wi ∈ NO(wi+1)
(3) maximality: ¬∃O′ ⊃ O : O′ fulfills (1) and (2)
In this first step, we detect the TCC clusters for each time step using the
DB-CSC approach. We denote the set of found clusters for a time step i by Ci.
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5.3.2 Cluster Matching
As described in Chapter 4, the detection of the clusters in DB-CSC is based on
a transformation to the enriched subgraph (cf. Definition 4.10), a new graph
structure (without additional vertex attributes) that represents attribute and
graph information of a vertex set O simultaneously. Basically, the enriched
subgraph represents the “similarity structure” of a certain subgraph w.r.t. graph
and attribute information. The DB-CSC algorithm performs a fixed point it-
eration starting with the enriched subgraph for V , which results in a set of
enriched subgraphs whose vertex sets correspond to the DB-CSC clusters in
the graph. Because of these properties, the enriched subgraph of a cluster is
a good representation of the structure of the cluster and robust w.r.t. noise.
Furthermore, if a consistent attribute change of the clustered vertices occurs
(i.e. the attributes evolve “in the same direction”), the enriched subgraph re-
mains stable, while if the attributes of different vertices are “drifting apart”,
this change will be represented by the enriched subgraph. As this complies to
our intuition of when two clusters should be matched, we use the concept of
the enriched subgraph for the comparison of two clusters from different time
steps.
For the decision if two clusters should be matched, we apply a statistical
two-sample hypothesis tests. Those tests have been established for vector data
and decide for two given samples whether they are likely generated by the
same distribution. An important requirement for our problem setting is that
such a test has to be distribution-free, i.e. it should not depend on any assump-
tions about the underlying distributions of the clusters. Here, we consider the
set of vertices of a cluster as a sample drawn from a hidden distribution. There-
fore, we have to project the vertices of the enriched subgraph for a cluster into
a vector space.
We exploit the method by Hoff et al. [HRH02] for projecting the vertices:
This method projects the vertices of a graph into a d-dimensional vector space
(called latent space) for a given d such that the probability for the observed
edges of the graph given the positions of the projected vertices in the vector
space is maximized. In this model, the probability of an edge between two ver-
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tices depends on the distance between the vertices in the latent space. We de-
note the projection of the enriched subgraph of a cluster O into a d-dimensional
space by
projGO,d : O → Rd
Based on the resulting projection for the enriched subgraph of each cluster,
we can now decide if two clusters C1 ∈ Ci and C2 ∈ Ci+1 from time steps i
and i + 1 should be matched (We denote this by C1 → C2, meaning C2 is a
successor of C1). As we have represented each cluster as a sample of vectors,
we can now perform a multivariate two-sample hypothesis test. In such a test,
the null hypothesis is given as “The two given samples were generated from
the same underlying distribution”. If the null hypothesis is accepted by the
test, the two clusters will be matched. If the null hypothesis is rejected for a
significance level of 0.05 (i.e. the probability for the null hypothesis is less than
5%), we assume that C2 has not emerged from C1 and do not match the two
clusters. In our approach, we use the hypothesis test of Baringhaus and Franz
[BF04], which is distribution-free under the null hypothesis.
However, as there could exist clusters that show a very similar structure, but
have no vertices in common, we further require that two clusters have to have
at least one common vertex to be matched. For completely disjoint clusters, we
do not perform the hypothesis test, which also contributes to the efficiency of
the approach. Formally, we define:
Definition 5.2 (Matching of two clusters)
For two clusters C1 ∈ Ci and C2 ∈ Ci+1, we define C1 → C2 (i.e. C2 is a successor
of C1) if the following conditions hold:
• The Baringhaus-Franz test accepts the null hypothesis that the two samples
{projGC1 ,d(v) | v ∈ C1} and
{projGC2 ,d(v) | v ∈ C2} are generated from the same distribution (for a
significance level of 0.05).
• C1 ∩ C2 6= ∅
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Figure 5.1: Resulting clusters (with their sizes) and matchings for a period of
twelve months
Figure 5.2: Cluster in step 8 (August
2000)
Figure 5.3: Cluster in step 9 (Sept.
2000)
5.4 Case Study: Patent Network
We test TCC on a data set that was created from an extract of the APE-INV
inventors’ database, which is based on the Patstat database of the European
Patent Office. As time steps, we create a snapshot of a sample set of authors
(this sample was extracted from the June data set) for each month from Jan-
uary to December 2000. For the creation of each snapshot, we used the in-
formation from the past six months, older database entries are not considered.
The considered graphs represent co-author networks, where two authors are
connected if they published a patent publication together in the corresponding
time range. The attributes of a vertex denote the number of separate publi-
cations and the number of separate patent applications that the author was
involved in in this time range. The size of the created networks ranges from
336 (January) to 601 (June).
On these data sets, we test our method using a projection of the enriched
subgraphs of the clusters to d = 2 dimensions. In Figure 5.1 we depict the
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resulting clusterings for each timestep and the matchings between the clusters.
Each circle represents a cluster in the corresponding time step, a number next
to a circle denotes the number of vertices contained in this cluster. An arrow
between two clusters means that the clusters were matched by TCC. We ob-
serve that each of the operations we assumed in the introduction also occurs
in the patent data set: New clusters evolve, clusters disappear, gain or loose
members, clusters split up or several clusters are merged into one new cluster.
We show an example cluster in the time steps 8 and 9 in the Figures 5.2
and 5.3. The 3 labels for each vertex correspond to the ID of the correspond-
ing person in the APEINV database and the attribute values for the dimensions
‘publications’ and ‘applications’. The depicted edges are the edges between the
clustered vertices in the original graphs G8 and G9, respectively. These two
clusters were matched by TCC. Based on this matching, we can now further
analyze the evolution of the cluster. E.g. between these two months the cluster
lost 4 members and gained 7 more members. Furthermore, for some vertices
the attribute values decreased in this month, e.g. for the vertices with the IDs
‘562872’ and ‘355908’. For other vertices, the values remained stable. How-
ever, the structure of the cluster was not affected too much by these changes,
such that the clusters are still matched by TCC.
5.5 Summary
We proposed a method for tracing clusters in evolving graphs with vertex at-
tributes, based on the DB-CSC clustering approach (cf. Chapter 4). By using
a projection of the cluster vertices into a vector space, we are able to match
clusters from different time steps by a two-sample hypothesis test.
Part II
Clustering Graphs with Edge
Attributes
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Chapter 6
Graphs with Edge Attributes –
Introduction
6.1 Motivation
Besides the mere graph data, real-world data often contains additional infor-
mation, which can be exploited by clustering approaches. In Part I of this thesis,
we discussed several approaches considering additional information about the
vertices of a graph. However, in many cases we have additional information
about the edges of a graph, which are considered in the following chapters.
For example, a graph can contain different types of edges, which represent
different types of relations between vertices. Such different types can occur, for
example, when we combine information from several information networks:
e.g., combining a co-author network with a citation network. In the first graph,
authors are connected if they have papers in common. In the second graph,
they are connected if a paper of one author cited a paper of the other author.
Thus, we will get two edge types: “co-authorship” and “citation”. Furthermore,
each edge might also be associated with a label, e.g. the number of co-authored
(or cited) papers or the year the collaboration between the authors started. We
denote such a graph with multiple edge types as a “multi-layer graph”. It is
defined as a set of graphs (called “layers”) where each graph is based on the
same set of vertices and represents the edges of one certain type. Accordingly,
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Figure 6.1: Example multi-layer graph with edge attributes
in each layer a different edge set is given. These layers can also be viewed as
“dimensions” of the graph. (In the following, we use the terms “layers” and
“dimensions” interchangeably.)
For graphs with edge labels, we can distinguish between two possible in-
terpretations of the labels: First, the edge labels can represent characteristics
of the relations. For example, a co-author network might contain informa-
tion about the collaboration between two authors, as the begin or end time of
the collaboration, research topics, conferences/journals where the joint papers
were published etc. For example, Figure 6.1 shows a co-author graph where
the layers correspond to conferences and the labels of the edges between au-
thors represent the year a co-authored paper was published. In such a graph,
we aim at finding clusters of vertices that are densely connected by edges with
similar labels in a subset of the graph layers.
In other cases, labels can be regarded as edge weights that denote the
strength of the relation between the incident vertices. For example, in a social
network the ties between two individuals can be of different strength, similarly,
the collaboration between two scientists in a co-authorship network might be
weighted by the number of co-authored papers. In the simple co-author net-
work depicted in Figure 6.2, each dimension corresponds to one keyword and
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Figure 6.2: Example multi-layer graph with edge weights
weights represent the number of co-authored papers of two authors contain-
ing this keyword. In this case, a cluster would be a set of vertices which are
connected by edges with high weights.
We want to highlight that in both cases, the clusters do not need to appear
across all layers, but we detect them in subsets of the layers. This is impor-
tant as some of the edge types might not be relevant for finding interesting
coherent subgraphs at all; other types might be relevant only for certain sub-
graphs. Thus, for each cluster we find an individual set of relevant layers. Since
some of the edge types might be irrelevant for finding interesting coherent sub-
graphs, we automatically exclude such types. Additionally, for each coherent
subgraph we find an individual set of relevant layers. This principle is moti-
vated by the field of subspace clustering [KKZ09] that aims at analyzing subsets
of the dimensions in a vector space and that stems from the fact that in higher-
dimensional vector data it is unlikely to find objects that are similar w.r.t. all
of their characteristics; each cluster is associated with an individual subspace
projection.
In Chapter 7, we introduce the MLCS cluster model and the algorithm
MIMAG for detecting clusters in multi-layer graphs with edge labels. In Chap-
ter 8 we present the RMICS approach which extends the MLCS model to be
more robust against noisy data. In Chapter 9, we introduce our subpace mod-
ularity model for the clustering of multi-layer graphs with edge weights.
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6.2 Related Work
Clustering simple graphs Many graph clustering techniques were developed
for simple graph data (without multiple dimensions). Established approaches
include algorithms minimizing cuts (e.g. the Kernighan-Lin algorithm [KL70]),
spectral clustering algorithms (e.g. [ST96]), and modularity-based approaches.
Many of those approaches already consider weighted graphs. While all of the
aforementioned approaches partition the graph, there also exist approaches
detecting overlapping dense subgraphs (e.g. cliques or quasi-cliques [LW08]).
The modularity measure, which is an approach for assessing the quality of a
graph partitioning, was first introduced for unweighted graphs by Newman and
Girvan [NG04]. They also proposed a first top-down algorithm based on edge-
centrality. Newman [New04a] generalized the modularity measure to consider
also weighted networks. A multitude of algorithms for modularity optimiza-
tion were proposed since. E.g., a faster agglomerative approach was proposed
[New04b]. Clauset et al. [CNM04] provide a faster implementation which ex-
ploits the graph sparsity. Newman [New06] introduced a spectral optimization
method based on the eigenvectors of the so-called modularity matrix. Even bet-
ter modularity maxima are found by a two-step algorithm proposed by Blondel
et al. [BGLL08]. Based on a first clustering determined by the first step, the
next step creates a new graph by replacing the clusters with vertices. Then,
the first step is repeated on this graph and the two steps are iterated as long as
the clustering changes. This results in a clustering hierarchy where each level
represents a certain resolution level.
Mining graphs with vertex labels Some existing clustering approaches com-
bine graph clustering with the clustering of vector data which represents at-
tribute information about the vertices [STM07, HZZL02, ZCY09, NAJ04]. Most
of them use fullspace-clustering on the vertex attributes, e.g. the approaches by
Shiga et al. [STM07] and Hanisch et al. [HZZL02], which consider the combi-
nation of biological networks and gene expression data. The recent approaches
COPAM [MCRE09], GAMER (Chapter 3) and DB-CSC (Chapter 4) combine
graph clustering with subspace clustering, detecting clusters that are densely
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connected in the graph and whose vertices form a subspace cluster in the at-
tribute space.
At first appearance, the problem of clustering graphs with vertex labels
seems quite similar to the problem at hand. However, graphs with vertex labels
and graphs with edge labels represent fundamentally different information. If
information about the relation between two entities is given, we can not just
represent this information as labels of the vertices while preserving the same
information. Therefore, we can not just apply methods for clustering vertex-
labeled graphs to our problem, which is further discussed in Section 6.3. In
chapter 7, we will discuss two different adaptations of the GAMER method
(Chapter 3) to handle graphs with edge labels.
Mining graphs with edge labels In many cases, edge labels are interpreted
as edge weights. Such weights can be considered by some graph clustering ap-
proaches like minimum cut [AW10] and spectral clustering [ST96]. In contrast,
in the method by Qi et al. [QAH12] labels represent “edge content” (feature
vectors extracted from text). In this approach, the edges of the graph are clus-
tered by a partitioning approach based on connectedness and similarity of the
edge content. From these edge clusters, overlapping communities of nodes are
obtained. In contrast to our methods, this approach works on a single graph
layer and does not consider subspaces of the edge vectors for the similarity of
edges. Zhou et al. [ZJL12] propose a method for finding communities of users
based on the topics they communicate about. In contrast to our work, multiple
edge types are not considered by this method.
Mining multi-relational graphs In recent years, several clustering approa-
ches were proposed which take a set of networks as input, where each network
represents a particular kind of relationship. This type of data if often called
multi-relational network [CSH+05a]. Multi-relational data has often been ad-
dressed in the area of pattern mining (e.g. by Spyropoulou et al. [SDB11]
and Cerf et al. [CBRB09]). E.g., an algorithm to extract closed patterns sat-
isfying given (anti-) monotonic constraints has been proposed by Cerf et al.
[CBRB09, CBRB08]. Another approach [CNB09] detects cliques that occur
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in subsequent time steps in a dynamic graph represented as a 3-dimensional
boolean cube (i.e. a ternary relation). This approach is based on the algorithm
by Cerf et al. [CBRB09]. Therefore, the desired cliques are specified by (anti-)
monotonic constraints. However, an extension of this method to quasi-cliques
is not possible as the quasi-clique model does not fulfill a monotonicity prop-
erty.
A concept which is related to these approaches is the detection of cross-
graph quasi-cliques [PJZ05]. Given a database of graphs each having the same
vertices, a cross-graph quasi-clique is defined as a set of vertices that forms a
quasi-clique in all of the graphs. Only maximal sets having this property are
output. The approaches by Wang et al. [WZZ06] and Zeng et al. [ZWZK06]
also work on a graph database and mine sets of vertices that form a clique
[WZZ06] or quasi-clique [ZWZK06] in at least a certain percentage of the
graphs in the database (which is called the “support” of the (quasi-)clique).
Both approaches aim at mining closed (quasi-)cliques, i.e. a (quasi-)clique O is
not contained in the output if one of O’s supersets also forms a (quasi-)clique
having the same support. To adapt these approaches to our problem setting,
the graphs in the graph database could be seen as the different layers of our
input graph. However, edge labels are not considered by these approaches.
Furthermore, the existing methods do not avoid redundancy in the result set
apart from simply excluding subsets of (quasi-)cliques. Thus their output can
often contain a large set of highly overlapping vertex sets. In our experiments
in Section 7.4, we compare the MIMAG approach to an adaption of the closed
quasi-clique mining algorithm COCAIN [ZWZK06].
Furthermore, several partitioning clustering approaches for graphs with dif-
ferent layers/dimensions were proposed. In some cases, such networks are
addressed as multi-dimensional [TWL12] or multislice [MRM+10] networks.
The graphs considered by these approaches are annotated with edge weights.
The approach by Dong et al. [DFVN12] combines the spectrum of the different
layers and then performs spectral clustering on the joint spectrum. Berlingerio
et al. [BCG11] propose a method which first combines the different graphs to a
single graph, on which then a clustering is performed. In contrast, the approach
by Cheng et al. [CZ09] clusters each graph separately and combines the cluster-
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ings in a post-processing step using an ensemble approach. Tang et al. [TWL09]
extend the modularity measure to networks with different types of edges. In a
later work [TWL12], they extend this to other partitioning community detec-
tion approaches. Mucha et al. [MRM+10] propose another modularity-based
approach for “multislice” networks. Zhou et al. [ZB07] extend the notion of the
normalized cut to combine several graphs, however they apply their method
only to classification problems. Tang et al. [TLD09] propose a Linked Matrix
Factorization to combine information from different graphs and use traditional
clustering methods on the results. Kumar et al. [KRDI10] combine the differ-
ent similarity matrices using co-regularization and perform clustering on the
resulting matrix. However, while some approaches enable a global weighting
of each dimension, none of these approaches considers clusters in subsets of
the layers. As most of those approaches combine the information of the dif-
ferent graphs before the actual clustering, it is not straight-forward to extend
them to detect subspace clusters.
6.3 Transferability of Approaches for Vertex-
Labeled Graphs
Basically, the problem of subspace clustering in graphs with vertex attributes,
as discussed in Part I, seems quite similar to the problem at hand. Thus, a
likely idea would be to try transforming an edge-labeled graph into a vertex-
labeled graph and then use an already existing approach for vertex-labeled
graphs on the resulting graph. In the following, we discuss two ideas for such
a transformation and explain why we cannot solve the problem at hand with
these approaches.
The first idea is to keep the graph structure and to “move” the edge labels to
the vertices in some way. However, the labels of an edge represent information
about the relationship between two vertices, which can not adequately be rep-
resented as labels of vertices. In the experiments in Chapter 7, we nevertheless
implement such an approach and discuss its results compared with the results
of the MIMAG approach.
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Figure 6.3: Line graph and hypergraph for an example graph
The second idea is to transform the graph structure such that the vertices
of the transformed graph represent the edges of the original graph and vice
versa. This corresponds to the idea of the line graph [HN60]. Two vertices of
the line graph are connected if the corresponding edges in the original graph
have a common incident vertex. Figure 6.3(b) shows the line graph for the
example graph in Figure 6.3(a). Another possibility would be to transform the
graph to a hypergraph and to represent each vertex from the original graph as a
hyperedge in the transformed graph. The resulting hypergraph for the example
from Figure 6.3(a) is shown in Figure 6.3(c). This transformation would have
the advantage that we could easier transform the detected clusters back to the
original graph, as each vertex of the original graph corresponds to maximally
one hyperedge, instead of a set of edges like in the line graph.
However, detecting clusters in the transformed graphs suffers from an in-
herent problem: Due to the construction of the line graph, each vertex v of
the original graph induces a fully connected clique of the size deg(v) in the
line graph. The same holds for the hypergraph, where a clique is defined
as a “hypergraph such that every pair of edges has nonempty intersection”
[Ros10], which is especially true for a single hyperedge. Therefore, the trans-
formed graphs contain very dense regions which are not necessarily dense in
the original graph at all. Applying a clustering approach for graphs with vertex
attributes to the transformed graph could thus lead to the detection of many
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Figure 6.4: Cliques detected in the line graph/hypergraph, transformed to the
original graph
clusters that do not exist in the original graph. For example, if we just de-
tect maximally connected cliques in the transformed example graph, we detect
the subgraphs depicted in Figure 6.4 (transformed back to the original graph),
which, besides the subgraph on the left, are not cliques or even similar to
cliques in the original graph. We test this idea (using the transformation to the
line graph) and discuss its results in the experiments in Chapter 7.

Chapter 7
Mining Coherent Subgraphs in
Edge-Labeled Multi-Layer Graphs
In this chapter, we introduce a clustering approach for multi-layer graphs with
edge labels. In this case, the considered labels do not represent weights, but
characteristics of the edges. We introduce the multi-layer coherent subgraph
(MLCS) model, which defines clusters of vertices that are densely connected by
edges with similar labels in a subset of the graph layers. We avoid redundancy
in the result by selecting only the most interesting, non-redundant clusters for
the output. Based on this model, we introduce the best-first search algorithm
MIMAG .
7.1 Motivation
In this chapter, we concentrate on clustering in multi-layer graphs with edges
labels, which do not represent edge weights, but characteristics of the relations.
As motivated in Chapter 6, in such graphs we aim at finding clusters of vertices
that are densely connected by edges with similar labels in a subset of the graph
layers. These clusters are denoted as (multi-layer) coherent subgraphs. The
detected coherent subgraphs are useful in several scenarios: In a graph with
“co-authorship” and “citation” edges, we might find a dense cluster of authors
who started their collaboration at a similar time and co-authored papers at the
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same conferences. The authors in another dense cluster might have cited each
others’ papers on similar research topics, but not have published joint papers.
Similar, in a co-actor graph representing the joint work of actors (cf. Section
7.4), a cluster might be a group of actors who worked together on movies with
similar success.
Additionally, we consider the fact that a vertex can naturally belong to more
than one cluster, e.g. an author might of course participate in several working
groups. Thus, we allow our clusters to overlap. However, similar to subspace
clustering, allowing overlapping clusters can lead to a huge number of valid
clusters that mostly represent redundant information. Thus, we propose a clus-
tering model that allows clusters to overlap to a certain extent, but avoids re-
dundancy in the resulting set of clusters. This final set of clusters (“clustering”)
should contain the most interesting clusters w.r.t. a quality function which can
be specified by the user.
Finally, since determining the overall clustering according to our model is
NP-hard (as also with most dense subgraph mining models on a single graph),
we introduce the algorithm MIMAG using a best-first search [Pea84] to find
an approximate solution. Best-first search is an established search principle to
explore a graph, which in our case is a search tree for enumerating subgraphs,
in an informed fashion. Starting in an initial node (in our case: the root node
of the search tree), best-first search algorithms iteratively expand the “most
promising” node based on a given heuristic. In MIMAG , the most promising
subgraphs are expanded to detect the most interesting clusters first. This con-
cept is related to the well-known A* algorithm for finding minimum-cost paths
in a graph [HNR68].
The main contributions of this chapter are the following:
• We propose the new paradigm of clustering multi-layer graphs with edge
labels.
• We introduce the clustering model MLCS, which avoids redundancy in
the result set.
• We propose the best-first search algorithm MIMAG to approximate the
MLCS clustering.
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7.2 The MLCS Model
In this section, we introduce the MLCS (Multi-Layer Coherent Subgraph) model
for the clustering of graphs with different types of edges. We start by providing
a formal definition of the input graph. For ease of presentation, we represent
the input graph as a set of graphs (called “multi-layer graph”) each having
the same vertex set V ; each graph contains the edges of one type with their
corresponding labels. Formally, the multi-layer graph is defined as follows:
Definition 7.1 (Multi-Layer Graph) A multi-layer graph G for a set of dimen-
sions Dim = {1, . . . , d} is a set G = {Gi | i ∈ Dim} of graphs
Gi = (V,Ei, li), Ei ⊆ V × V, li : Ei → R
where each graph layer Gi, i ∈ Dim is an undirected graph without self-loops and
with an edge labeling function li.
We can easily handle graphs with different vertex sets Vi by simply con-
sidering the union V =
⋃
Vi. The remainder of this section is structured as
follows: In Section 7.2.1, we introduce our definition for a single cluster. We
define our redundancy model and selection criteria for the final clustering in
Section 7.2.2. In Section 7.2.3 we introduce the cluster quality function that is
used in our experiments.
7.2.1 Cluster Model
As discussed in Section 7.1, an MLCS cluster is a set of vertices which are
connected with a high density by edges with similar labels in a subspace of the
multi-layer graph (i.e. in a subset of the graph layers).
Cluster Property for a Single Graph Layer
First, we consider a single graph layer Gi. For the density of a subgraph, we
use the established quasi-clique model [PJZ05, ZWZK06, LW08]. The quasi-
clique model defines dense subgraphs based on their intra-cluster connectivity.
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Formally,
Definition 7.2 (γ-quasi-clique) A vertex set O ⊆ V in a graph G = (V,E) is a
γ-quasi-clique for γ ∈ [0, 1] if
∀v ∈ O : degOG(v) ≥ dγ · (|O| − 1)e
where degOG(v) = |{u ∈ O | (u, v) ∈ E}|. The density of a quasi-clique O in graph
layer Gi is defined by
γGi(O) =
minv∈O{degOGi(v)}
|O| − 1
For our cluster model, we consider a vertex set as dense if it is a 0.5-quasi-
clique, i.e. its quasi-clique density is at least 0.5. As shown by Zeng et al.
[ZWZK06], for γ ≥ 0.5 the vertices in a γ-quasi-clique are connected “tightly
and relatively evenly”. This also ensures that the subgraph is connected in the
graph [ZWZK06]. For the similarity of the edge labels, we use a cell-based
cluster model [MGAS09]. To be considered similar, the labels of the edges in
a cluster may vary at most by a threshold w. Formally, we define a cluster in a
graph layer Gi as follows:
Definition 7.3 (One-dimensional MLCS cluster) A vertex set O ⊆ V is a one-
dimensional MLCS cluster in a graph layer Gi = (V,Ei, li) (w.r.t. threshold w and
distance function dist) if it forms a 0.5-quasi-clique in the graph Gi and
∀x, y ∈ Ei(O) : dist(li(x), li(y)) ≤ w
where the edge set Ei(O) is defined as Ei(O) = {(u, v) ∈ Ei | u, v ∈ O}.
The edge set Ei(O) contains exactly the edges of the induced subgraph of O.
Please note that the threshold w is only needed if the edge labels are continuous
valued. If we have categorical labels or the layer graphs are unlabeled, we can
simply set w = 0. Additionally, since two nodes connected by a single edge
trivially fulfill the definition, we only consider subgraphs with at least 3 vertices
as clusters.
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Cluster Property in Subspaces of the Multi-Layer Graph
Next, we consider clusters in subspaces of the multi-layer graph. Naturally,
the vertex set of a multi-dimensional cluster should fulfill the one-dimensional
cluster property for all of the dimensions in the subspace. This idea leads to
some important observations: If an edge (u, v) exists in one graph layer, it does
not automatically exist in another layer. Thus, when we consider the same
vertex set in different graph layers, the corresponding edge sets can differ from
each other. If a vertex set is dense in two layers, we might observe vertices that
are adjacent in the first layer but not adjacent in the second one; the whole
subgraph, however, is guaranteed to be dense. This is a useful definition since
it is unlikely to find an edge set of high cardinality occurring in multiple layers
(basically, in this case, the edge sets Ei(O) have to be intersected, lowering
the density dramatically). Thus, in our model, we ensure the density of the
subgraph for each layer individually. Formally,
Definition 7.4 (MLCS cluster) An MLCS cluster C = (O, S) in a multi-layer
graph G = {Gi | i ∈ Dim} consists of a vertex set O ⊆ V and a non-empty set of
relevant layers S ⊆ Dim such that ∀i ∈ Dim : i ∈ S ⇔ O is an MLCS cluster in
the graph layer Gi.
The density of the cluster C = (O, S) is defined as
γS(O) =
1
|S|
∑
i∈S
γGi(O)
Since the edge sets per layer may differ, also the cluster’s density in each
layer may vary. Thus, we define the density of the cluster as the average density
over all layers in the subspace. Note that in the case of unlabeled multi-layer
graphs, our cluster model resembles the definition of cross-graph quasi-cliques
[PJZ05] or closed quasi-cliques [ZWZK06].
For example, in Figure 7.1 the vertex set O = {b, c, d, e, f} forms an MLCS
cluster for w = 1 in the layers 1 and 4. In layer 2, O is not a quasi-clique and in
layer 3, the edge labels of E3(O) are not similar, thus O does not form a cluster
in these layers.
108 Mining Coherent Subgraphs in Edge-Labeled Multi-Layer Graphs
Layer 1 Layer 2
Layer 4Layer 3 6
f
a
d
e
b c
g
9
1
5
86
5
7
f
a
d
e
b c
g8
9
7
88
7
2
2
f
a
d
e
b c
g
2
1
3
23
2
1 2
f
a
d
e
b c
g
23
2
1
1
(edge-
similarity 
not 
fulfilled)
(density 
not 
fulfilled)
Figure 7.1: Exemplary MLCS cluster in layer 1 & 4
f
a
d
e
b
c g
Layer 1 (L1)
Layer 2 (L2)
Layer 3 (L3)
h
i
C1 = ({a,b,c,d,e},{L1}) 
C2 = ({d,e,f,g,h},{L1,L2}) 
C3 = ({f,g,h,i},{L1,L3}) 
Figure 7.2: Overlapping clusters with given qualities Q(C1) = 2.5, Q(C2) =
5 and Q(C3) = 5.3
7.2.2 Clustering Model
In the previous section, we introduced the properties that a vertex set has to
fulfill to form an MLCS cluster. As motivated in the introduction, the clusters
are allowed to overlap. However, just outputting all valid clusters can lead to a
large amount of valid clusters that are possibly very similar to each other and
thus contain redundant information. An example (for simplicity without edge
labels) is shown in Figure 7.2, where the clusters C2 and C3 highly overlap in
layer 1. Thus, the final clustering result should be a non-redundant set of the
“most interesting” clusters. This result set is called the MLCS clustering.
As the “interestingness” of a cluster can be highly application dependent,
it is defined by a quality function Q(C), which can be specified by the user.
The default quality function that was used in our experiments is introduced in
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Section 7.2.3.
For the avoidance of redundancy, we first introduce a redundancy relation.
We define a cluster C to be redundant w.r.t. a cluster C ′ if a significant fraction
of C ’s edges is also covered by C ′ (thus, they represent similar information)
and the quality of C ′ is not smaller than that of C. Formally:
Definition 7.5 (Redundancy relation) A cluster C = (O, S) is redundant w.r.t.
a cluster C ′ = (O′, S ′) (short: C ≺red C ′) if
C 6= C ′ ∧Q(C) ≤ Q(C ′) ∧ 1|S|
∑
i∈S∩S′
|Ei(O) ∩ Ei(O′)|
|Ei(O)| ≥ r
for the redundancy parameter r ∈ (0, 1].
In our experiments, r = 0.25 proved to be a good choice, thus this is used as
the default redundancy parameter. In Figure 7.2, the cluster C2 is redundant
w.r.t. the cluster C3. In contrast, C1 is not redundant w.r.t. C2. Although it’s
quality is lower, the edge overlap between the clusters is below the threshold.
Please note that two clusters with equal quality might be pairwise redundant
w.r.t. each other.
Based on this redundancy relation we now select a maximum-quality clus-
tering Result from the set A of all valid clusters. This clustering should not
contain clusters that are redundant w.r.t. each other and at the same time it
should maximize the sum of the qualities of the selected clusters:
Definition 7.6 (MLCS clustering) Given a multi-layer graph G and the set A of
all valid MLCS clusters, a maximum-quality clustering Result ⊆ A fulfills:
• Redundancy-freeness: ¬∃C,C ′ ∈ Result : C ≺red C ′
• Maximum quality sum: ¬∃Result′ ⊆ A: Result’ is redundancy-free and∑
C∈Result′
Q(C) >
∑
C∈Result
Q(C)
In Figure 7.2, the clustering solution would be {C1, C3}.
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Complexity Results
We briefly describe the main result of our complexity analysis:
Theorem 7.1 Given a multi-layer graph G over the vertices V , deciding if there
exists a non-empty MLCS clustering is NP-hard w.r.t. |V |.
Proof 7.1 We prove this theorem by a polynomial reduction of the NP-hard clique
problem (“Given a graph G = (V,E) and an integer k, does G contain a clique
with at least k vertices”?) to the problem described in Theorem 7.1.
Given a graph G = (V,E) and an integer k, we can solve the clique problem
as follows: Take G = {G1 = (V,E, l1)} with l1(e) = 0 ∀e ∈ E as the input for
the MLCS clustering. As quality function for a cluster C = (O, S) we choose
Q(C) =
|O| |O| ≥ k ∧ γG1(O) = 1−1 else . Since an MLCS clustering has maximum
quality sum, it contains only the cliques (γG1(O) = 1) of the graph G with at
least k vertices. Thus, the answer to the clique problem is ’yes’, if there exists a
non-empty MLCS clustering, and ’no’, else.
7.2.3 Instantiation of the Model
In this section, we introduce a default cluster quality function for MLCS clus-
ters. In most settings, clusters containing many vertices are considered more
interesting than smaller ones. Therefore, approaches for mining quasi-cliques
mostly aim at finding maximal quasi-cliques w.r.t. the number of vertices. How-
ever, just maximizing the number of vertices in a cluster can lead to the detec-
tion of low-dimensional clusters with low density. Thus, our quality function
realizes a trade-off between the contradicting objective functions size, dimen-
sionality and density. Furthermore, we are not interested in clusters that are
too small (here: less than 8 vertices) or that are only one-dimensional. Thus,
the quality of a cluster C = (O, S) in our instantiation is defined as
Q(C) =
|O| · |S| · γS(O) |O| ≥ 8 ∧ |S| ≥ 2−1 else
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Clusters that are not considered interesting are assigned a quality of -1 and
will thus never be included in an MLCS clustering, as they would lower the
overall quality sum of the clustering. As distance function for the edge labels
we use the Manhattan distance. In all experiments in Section 7.4, these in-
stantiations are used. Though, our model and the algorithm can easily be used
with other instantiations, which might be more applicable for some applica-
tions. It is possible to use our approach with each quality function for which
an appropriate estimation for the quality in a subtree can be provided.
7.3 The MIMAG Algorithm
In this section, we introduce the MIMAG (Mining Multi-layered, Attributed
Graphs) algorithm. Due to Theorem 7.1, we cannot expect to find an efficient
algorithm computing an exact MLCS clustering. Thus, MIMAG computes
an approximate solution: Instead of determining a redundancy-free cluster-
ing with maximum quality, we compute a maximal, redundancy-free clustering
with high quality. That is, we determine a clustering to which no further clus-
ter C with Q(C) > 0 can be added without violating the redundancy-freeness
property.
As a first reduction of the search space, we can decompose the input graph
into its connected components (therefore, consider two vertices as connected if
there exists a path between them using edges from any layer) and perform the
algorithm on each of the components separately. As the MLCS clusters have to
be connected, we do not miss any clusters by doing so.
MIMAG is partly based on the QUICK algorithm [LW08] for finding quasi-
cliques. In this algorithm, vertex sets O ⊆ V are enumerated by a depth-first
traversal in the set enumeration tree [Rym92].∗ Each set visited by the depth-
first traversal is tested for the quasi-clique property. An exemplary tree for
a graph with three vertices is shown in Figure 7.3 (top left). Each node O
is associated with a candidate set candO, which contains all vertices that are
ordered behind the vertices in O (candO = {vi ∈ V | ∀vj ∈ O : vj ≺ vi}) in a
∗To avoid confusion, we use the term “vertex” for a vertex in the original graph and the
term “node” for the nodes of the set enumeration tree, which represent sets of vertices.
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Figure 7.3: Synchronizing set enumeration trees
given order ≺. A child node O′′ extends its parent node O by adding one of the
vertices from candO. Basically, the set enumeration tree contains all possible
vertex sets O ⊆ V . However, the search space can be reduced: If O’s candidate
set contains a vertex v that can never be part of a quasi-clique O′ ⊃ O, we
can delete v from the candidate set. For example, in Figure 7.3 (top left) if the
vertex v2 is deleted from the candidate set of O, the subtree rooted at {v1, v2} is
pruned from the tree. Techniques how to detect such vertices were introduced
by Liu et al. [LW08].
7.3.1 Synchronized Tree Traversal
A naive approach to determine the MLCS clustering would be: (1) use the
QUICK algorithm on each of the graph layers individually to find all one-dimen-
sional MLCS clusters†, (2) compose the resulting patterns to multi-dimensional
†Please note that for each layer we get a different set enumeration tree (cf. Figure 7.3, top)
as different subtrees might be pruned in each layer.
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clusters, and (3) remove redundant clusters. Even though the MLCS cluster
definition is stricter than the quasi-clique definition, i.e. we can extend the
QUICK algorithm by further pruning techniques based on the similarity of the
edges attributes, this naive, sequential approach is not suitable for the detection
of the MLCS clustering: too many (intermediate) patterns are generated which
anyway would not be included in the final result due to their redundancy. Thus,
we interweave all steps.
We first combine the steps (1)+(2) by proposing a “synchronized traversal”
of all set enumeration trees simultaneously, i.e. all instances of the tree perform
the same order of traversal. Trees in which a node O was pruned temporarily
pause their traversal. Another view on this synchronized traversal is that we
use an extended set enumeration tree (cf. Figure 7.3, bottom). In this tree,
each node O has a set of active dimensions SO (which represent the set of
dimensions in which the node O has not been pruned from the set enum. tree)
and candidate sets candO,i for each dimension i ∈ SO. For each set O we visit
during the traversal, we check if O forms an MLCS cluster in a subset of its
active dimensions. Please do not confuse the active dimensions SO of a node O
and the subspace S of the potential cluster C = (O, S); it holds S ⊆ SO but the
sets are not necessarily equal. We show in Section 7.3.4/7.3.5 how the set of
active dimensions can be used to prune the tree and use the information about
the current vertices to further prune the candidate sets candO,i.
7.3.2 Informed Best-First Traversal
We now combine the steps (1)-(3): Instead of first generating all clusters, we
let the final (redundancy-free) clustering grow incrementally. Since we want to
maximize the quality of the overall clustering, we aim at generating the clusters
in decreasing order of their quality and adding the non-redundant clusters with
highest quality to the result first. In this case, it is crucial to use a good traversal
strategy for the extended set enum. tree.‡ Therefore, we propose an informed
best-first traversal: For each node O, we compute a quality estimation that
‡If one is interested in generating all patterns, an arbitrary traversal strategy can be used.
We, however, want to determine only a subset of the patterns (the non-redundant, high-quality
ones).
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provides an upper bound for the maximal quality of any cluster that can be
found in the subtree rooted at O. We start the traversal at the root node and in
each search step we expand the node O having the highest estimated quality
(i.e. MIMAG descends one step into the subtree rooted at O).
One important aspect has to be considered: Even if a cluster C is found at
the currently expanded node, it can not be added to the result directly. Since
the quality estimation upper bounds the quality of the subtree, C itself might
have a lower quality. Thus, there might exist other subtrees (and potential
clusters) with higher (estimated) qualities. Therefore, MIMAG maintains a
priority queue which contains the set of subtrees that are still to process (simi-
lar to the list OPEN in best-first search) as well as the set of already detected
clusters that could not be added to the result so far. This queue is sorted by
the (estimated) quality values of the subtrees and clusters. If the first element
of the queue is a cluster, no better clusters exist; in this case (and if the cluster
is non-redundant to previously selected clusters), we can finally add it to the
result set.
In the queue, a subtree (short: ST ) is represented by a 3-tuple ST =
(O, SO, {candO,i | i ∈ SO}) where O is the vertex set in the root node of ST ,
SO is the set of active dimensions for O and candO,i are the candidate sets.
Qest(ST ) denotes the upper bound for the quality of clusters of this subtree.
We discuss these upper bounds in Section 7.3.4.
7.3.3 Overall Processing Scheme
The processing of MIMAG is shown in Algorithm 7.1. Given the input multi-
layer graph G, MIMAG computes a redundancy-free, maximal clusteringResult.
Initially, the set Result is empty (line 1); it will be iteratively filled during the
processing. At the beginning, the queue contains one element which repre-
sents the root node of the extended set enumeration tree (line 2). Here, we
have Qmax = ∞ because a quality estimation has not been performed yet. As
long as the queue contains elements, the object with the highest (estimated)
quality is taken from the queue. If the object is a cluster, no cluster with higher
quality can be found anymore, thus we add it to the result set if it is not re-
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Algorithm 7.1: MIMAG : Best-first search for MLCS clusters
Input : ML-Graph G = {Gi | i ∈ Dim} with Gi = (V,Ei, li))
Output: Redundancy-free, maximal clustering Result
method: main(G = {Gi | i ∈ Dim}
1 Result := ∅
2 queue := {(∅, Dim, {cand∅,i = V | i ∈ Dim}) }
3 while queue 6= ∅ do
4 Obj := queue.pop()
5 if Obj is cluster C = (O, S) then
6 if ¬∃C ′ ∈ Result : C ≺red C ′ then Result.add(C)
7 else
8 //Obj is ST = (O, SO, {candO,i | i ∈ SO})
9 neighbors :=
⋃
i∈SO(candO,i ∩N1,i(O))
10 u := argmaxv∈neighbors{
∑
i∈SO deg
O
Gi
(v)}
11 expand(O, u, SO, {candO,i | i ∈ SO})
12 return Result
method: expand(O, u, SO, {candO,i | i ∈ SO})
13 Onext := O ∪ {u}, SOnext := {i ∈ SO | u ∈ candO,i}
14 forall the i ∈ SOnext do candOnext,i := candO,i \ {u}
15
16 Prune SOnext and candOnext,i (∀i ∈ SOnext)
17 STnext = (Onext, SOnext , {candOnext,i | i ∈ SOnext})
18 if Qest(STnext) ≥ 0 then queue.insert(STnext)
19
20 forall the i ∈ SO do candO,i := candO,i \ {u}
21
22 Prune SO and candO,i (∀i ∈ SO)
23 STremain = (O, SO, {candO,i | i ∈ SO})
24 if Qest(STremain) ≥ 0 then queue.insert(STremain)
25
26 if ∃ cluster C = (Onext, S), S ⊆ SOnext then
27 if ¬∃C ′ ∈ Result : C ≺red C ′ then queue.insert(C)
28
dundant w.r.t. an already selected cluster (line 6). If the object is a subtree, we
expand the represented set O by one neighboring vertex u that is contained in
the candidate sets; we use the vertex having the highest degree w.r.t. O since
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ST 
... ... ...
neighbors = 
{v3, v5, v6}O
O   {v3} O   {v5} O   {v6}
u = v5
Onext
... ...
O
O   {v3} O   {v6}
...
O   {v5}
STnext
STremainEXPAND
Figure 7.4: Expansion of a node O
it most probably leads to dense subgraphs.
The node expansion is illustrated in Figure 7.4, where u = v5. MIMAG calls
the EXPAND procedure for the subtree rooted at O. In this procedure, at first
the sets Onext, SOnext and the candidate sets candOnext,i are determined. SOnext
can only contain dimensions i for which vertex u was contained in the candi-
date set candO,i (line 13). The candidate sets are reduced using pruning tech-
niques (cf. Section 7.3.5). These sets represent the new subtree STnext rooted
at Onext, and it is added to the queue if the estimated quality is non-negative
(lines 17,18). Similar steps are done for the remaining subtree STremain rooted
at O (lines 23,24), which contains the sets O′ ⊃ O with u /∈ O′ (cf. Figure 7.4).
Note that we get a new quality estimate, since u is removed from the candidate
sets candO,i. Finally, if Onext is a valid (non-redundant) cluster it is also added
to the queue.
7.3.4 Quality Bounds for Subtrees
In the following, we present upper bounds for the quality of subtrees. Even by
allowing arbitrary quality functions, we can derive some generally applicable
bounds. First, we exploit the fact that in some cases the subtree does not
contain any interesting cluster at all; the quality can be upper bounded by −1
and we actually do not need to add the subtree to the queue.
The first case uses the active dimensions: If no active dimensions are left in
the node O, we know that there cannot exist any valid cluster in the subtree
rooted at O. This result holds since a cluster’s subspace is a subset of the active
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dimensions and the active dimensions fulfill the anti-monotonicity property§:
If a dimension i is not active for the set O, then there cannot exist a superset
O′ ⊃ O such that i is active for O′.
In the second case, we exploit our redundancy model to determine the
bound: If all clusters C contained in subtree ST (i.e. clusters C = (X,SX)
with SX ⊆ SO and O ⊂ X ⊆ O ∪
⋃
i∈SO candO,i) would be redundant w.r.t. a
cluster C ′ ∈ Result we cannot add them to the final clustering. Thus, even
if their quality is larger than 0, we can safely estimate the subtree’s quality
with -1. To check the redundancy w.r.t. a cluster C ′ = (O′, S ′) ∈ Result, we
have to check the properties from Definition 7.5. The properties C 6= C ′ and
Q(C) ≤ Q(C ′) are trivially fulfilled for every possible C due to the ordering
of the queue; just the edge overlap property ( 1|SX |
∑
i∈SX∩S′
|Ei(X)∩Ei(O′)|
|Ei(X)| ≥ r)
has to be checked. Therefore, in the following we determine a lower bound
ovlmin for the edge overlap such that ovlmin ≤ 1|SX |
∑
i∈SX∩S′
|Ei(X)∩Ei(O′)|
|Ei(X)| for all
possible clusters C from the subtree .
Theorem 7.2 For every subtree ST = (O, SO, {candO,i | i ∈ SO}), every cluster
C = (X,SX) with SX ⊆ SO and O ⊂ X ⊆ O ∪
⋃
i∈SO candO,i and every cluster
C ′ = (O′, S ′) ∈ Result with S ′ ⊇ SO the following holds:
ovlmin ≤ 1|SX |
∑
i∈SX∩S′
|Ei(X) ∩ Ei(O′)|
|Ei(X)| (7.1)
for
ovlmin = min
i∈SO
|Ei(O ∩O′)|+max{14 · (|O|2 + |O|)− |Ei(O ∩O′)| − k, 0}
|Ei(O ∩O′)|+ k +max{14 · (|O|2 + |O|)− |Ei(O ∩O′)| − k, 0}
with k = |Ei(O ∪ candO,i)\Ei((O ∪ candO,i) ∩O′)|
Note: Please note that in our cluster model, an edge set Ei(X) corresponds to
the edges of the induced subgraph of a vertex set X. Thus, for two vertex sets X
§Note: This property does not hold for the cluster model itself (neither for the set of vertices
nor for the relevant dimensions). It is possible thatO does not form a quasi-clique in dimension
i, but O′ ⊃ O does.
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and Y it always holds that Ei(X) ∩ Ei(Y ) = Ei(X ∩ Y ) and Ei(X) ∪ Ei(Y ) ⊆
Ei(X ∪ Y ).
Proof 7.2 We first show a lower bound for the number of edges |Ei(X)| in layer
i of the cluster C. As X ⊃ O, we know |X| ≥ |O|+1. As |X| is a 0.5-quasi-clique,
we have
|Ei(X)| = 1
2
·
∑
v∈X
degXGi(v) ≥
1
2
·
∑
v∈X
0.5 · (|X| − 1)
≥ 1
2
· (|O|+ 1) · 0.5 · (|O|) ≥ 1
4
· (|O|2 + |O|) =: mmini
(7.2)
For this proof we assume SX 6= ∅ (else, C = (X,SX) would not be a valid
cluster). As S ′ ⊇ SO ⊇ SX , we get SX ∩ S ′ = SX 6= ∅. Now we can derive for the
right hand side of Equation 7.1:
1
|SX |
∑
i∈SX∩S′
|Ei(X) ∩ Ei(O′)|
|Ei(X)| =
1
|SX |
∑
i∈SX
|Ei(X) ∩ Ei(O′)|
|Ei(X)|
≥ min
i∈SX
{ |Ei(X) ∩ Ei(O′)|
|Ei(X)|
}
≥ min
i∈SO
{ |Ei(X) ∩ Ei(O′)|
|Ei(X)|
} (7.3)
Next, we show a lower bound for the edge overlap
ovli(X) =
|Ei(X)∩Ei(O′)|
|Ei(X)| in a layer i ∈ SO. Therefore, we construct the edge set
Ei(X) having the lowest possible ovli(X). As X ⊃ O, we know that
Ei(X) ∩ Ei(O′) ⊇ Ei(O ∩O′) (7.4)
To maximize the denominator of ovli(X) without increasing the numerator, we
now add to Ei(X) all edges from Ei(O∪ candO,i) that do not increase the overlap
|Ei(X) ∩ Ei(O′)|, i.e. all edges that do not belong to Ei((O ∪ candO,i) ∩ O′). The
number of these edges is
k = |Ei(O ∪ candO,i)\Ei((O ∪ candO,i) ∩O′)| (7.5)
Now, if Ei(O ∩ O′) + k ≥ mmini , we do not have to add more edges to Ei(X).
In this case, we can obtain the bound ovli(X) ≥ |Ei(O∩O′)||Ei(O∩O′)|+k .
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However, if Ei(O ∩ O′) + k < mmini , we have to add edges from Ei((O ∪
candO,i) ∩O′) to Ei(X), which increase the overlap |Ei(X) ∩ Ei(O′)|. In order to
reach the minimum number of edges for a cluster, we have to add at least
mmini − |Ei(O ∩O′)| − k (7.6)
such edges.
From (7.2), (7.4), (7.5) and (7.6), we obtain the bound
ovli(X) ≥
|Ei(O ∩O′)|+max{14 · (|O|2 + |O|)− |Ei(O ∩O′)| − k, 0}
|Ei(O ∩O′)|+ k +max{14 · (|O|2 + |O|)− |Ei(O ∩O′)| − k, 0}
Combining this with Equation 7.3, we obtain the overall bound
ovlmin = min
i∈SO
|Ei(O ∩O′)|+max{14 · (|O|2 + |O|)− |Ei(O ∩O′)| − k, 0}
|Ei(O ∩O′)|+ k +max{14 · (|O|2 + |O|)− |Ei(O ∩O′)| − k, 0}

For example, in the case O′ ⊇ O ∪⋃i∈SO candO,i we get ovlmin = 1 and thus
Qest(ST ) = −1. However, the overlap estimation is also successful in other
cases.
Upper bounding cluster properties
Useful properties to incorporate in quality functions are the density and cardi-
nality of clusters. Thus, we develop upper bounds for these cluster properties
that can be used for specific instantiations of the quality function (including
our default quality function).
Theorem 7.3 Given a subtree ST = (O, SO, {candO,i | i ∈ SO}), for each one-
dimensional MLCS cluster X in dimension i ∈ SO with O ⊂ X ⊆ O ∪ candO,i the
following bounds apply:
1. γ(X) ≤ min{min degi|O| , 1} =: γmaxi with min degi = minv∈O{degO∪candO,i(v)}
120 Mining Coherent Subgraphs in Edge-Labeled Multi-Layer Graphs
2. |X| ≤ min{⌊min degi
0.5
⌋
+ 1, |O ∪ candO,i|} =: nmaxi
3. |Ei(X)| ≤ |Ei(O)|+ (nmaxi − |O|) ·maxv∈candO{degO∪candO,iGi (v)}
Proof 7.3
1. The maximal quasi-clique density of X is determined by the minimal vertex
degree of the vertices of X:
γ(X) =
minv∈X{degXGi(v)}
|X| − 1
It holds:
min
v∈X
{degXGi(v)} ≤ minv∈O{deg
X
Gi
(v)} ≤ min
v∈O
{degO∪candO,iGi (v)} = mindegi
Furthermore, we have X ⊃ O ⇒ |X| ≥ |O| + 1. Thus, for the density of X
we get:
γ(X) =
minv∈X{degXGi(v)}
|X| − 1 ≤
mindegi
|X| − 1 ≤
mindegi
|O|
For every quasi-clique it holds γ(X) ≤ 1, thus:
γ(X) ≤ min(mindegi|O| , 1) =: γ
max
i
2. As X is a 0.5-Quasi-Clique, we have:
mindegi ≥ min
v∈X
{degXGi(v)} ≥ d0.5 · (|X| − 1)e ⇔ b
mindegi
0.5
c ≥ |X| − 1
Furthermore, it holds
X ⊆ O ∪ candO,i ⇒ |X| ≤ |O ∪ candO,i|
and thus
|X| ≤ min(bmindegi
0.5
c+ 1, |O ∪ candO,i|) =: nmaxi
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3. As X ⊃ O, it holds Ei(X) ⊇ Ei(O). We already showed |X| ≤ nmaxi , thus
at most nmaxi − |O| vertices can be added to O to form |X|.
For each vertex v ∈ candO,i it holds
|Ei(O ∪ {v})| ≤ |Ei(O)|+ degO∪candO,iGi (v),
i.e. at most degO∪candO,iGi (v) edges can be added to Ei(O) by adding v to O.
Thus we get
|Ei(X)| ≤ |Ei(O)|+
∑
v∈X\O
deg
O∪candO,i
Gi
(v)
≤ |Ei(O)|+ (nmaxi − |O|) · max
v∈candO
{degO∪candO,iGi (v)}
Furthermore, we have for each multi-dimensional MLCS cluster (X,SX):
|SX | ≤ |SO| due to the anti-monotonicity of the active dimensions.
Specific instantiation
We can use the above bounds for our default instantiation of the quality func-
tion: the quality of the subtree ST is upper bounded by
Qest(ST ) = max
k∈{1,...,|SO|}
{
maxk(n
max
i ) ·
k∑
m=1
maxm(γ
max
i )
}
where maxx(yi) denotes the x-th highest value of all {yi | i ∈ SO}. Further-
more, if we have maxi∈SO(n
max
i ) < 8 or |SO| < 2, the subtree can not contain
any cluster with positive quality; in this case, the estimation is Qest(ST ) = −1.
7.3.5 Pruning Techniques
MIMAG uses the introduced quality bounds twofold: firstly, to realize the best-
first traversal using a priority queue; and secondly, to prune the search space
if the estimate is negative (lines 18, 24). To further enhance the efficiency,
MIMAG exploits pruning techniques for the set of active dimensions and the
candidate sets (lines 16, 22).
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In Section 7.3.5, we introduce pruning techniques that aim at removing
vertices from the candidate sets that can not be contained in any valid cluster
(following Definition 7.4). Furthermore, e.g. for our default quality function,
some valid clusters may be considered as not interesting (Q(C) = −1) and do
thus not have to be detected. Therefore, for certain quality functions we can
prune even more vertices which do only lead to non-interesting clusters, which
is discussed in Section 7.3.5.
Generally Applicable Pruning Techniques
One of the generally applicable pruning techniques is the pruning by edge simi-
larity: Due to Definition 7.3, a one-dimensional MLCS cluster (O, S) must only
contain edges with similar labels. Thus, if the set Ei(O) contains any two edges
with label distance greater than w, O (and also all supersets O′ ⊃ O) cannot be
a valid cluster. We use this property to prune the candidate sets candO,i as fol-
lows: If for a vertex v ∈ candO,i it holds that E ′ = Ei(O) ∪ {(v, o) ∈ Ei | o ∈ O}
does not fulfill the similarity property, we can remove v from candO,i as no set
O′ ⊇ O ∪ {v} could form a valid MLCS cluster in dimension i.
Furthermore, MIMAG also uses some pruning techniques from the QUICK
algorithm [LW08], which are applicable here because each MLCS cluster also
forms a quasi-clique in its relevant layers. First, we use the technique for
pruning based on the degree of the vertices which has already been used by
QUICK [LW08] and COCAIN [ZWZK06]. In the same algorithms, also a tech-
nique for pruning based on graph diameters is used. This technique exploits the
fact that the graph diameter of a γmin-quasi-clique is upper bounded by a con-
stant k which depends only on γmin [PJZ05]. Thus, we can delete all vertices
v ∈ candO,i with v /∈
⋂
o∈ON
G
k,i(o) (where Nk,i(v) denotes the k-neighborhood
of a vertex v in layer i) from the candidate set candO,i. As for MLCS clusters, we
have γmin = 0.5, the graph diameter of an MLCS cluster is upper bounded by
2. Thus, we could just apply this pruning technique in MIMAG , setting k = 2.
However, we can adapt the pruning technique to the MLCS model in order to
prune even more vertices from the candidate sets: As a one-dimensional MLCS
cluster may only contain edges with similar labels (deviating at most by w), we
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know that each possible cluster O′ ⊇ O in layer i can only contain edges with
labels within the range [upperi(O) − w, loweri(O) + w], where upperi(O) and
loweri(O) denote the highest and the lowest label value for the labels of edges
in Ei(O), respectively. Furthermore, as we know we can only add vertices from
candO,i to O in the currently considered subtree, we only need to take the edges
from the induced subgraph Ei(O ∪ candO,i) into account for the computation
of the diameter. Other edges, which could lead to shorter paths and thus to
a smaller diameter, do not have to be considered here. Thus, formally, we
construct a reduced graph
G′ = (O∪candO,i, {e ∈ Ei(O∪candO,i) | li(e) ∈ [upperi(O)−w, loweri(O)+w]})
and perform the computation of the neighborhoods based only on the edges of
this graph. Therefore, we can exclude all vertices v with v /∈ ⋂o∈ONG′k,i(o) from
candO,i. Using this technique, we can exclude more vertices from the candidate
sets and thus prune more subtrees of the set enumeration tree.
Deleting a vertex from a candidate set can change properties (e.g. the de-
gree) of other vertices from the set. Thus, we apply the pruning techniques
iteratively until no more vertices can be deleted. If after the pruning we have
candO,i = ∅ for a dimension i, i becomes inactive and can thus be removed
from SO.
Pruning Techniques for Specific Quality Functions
For certain quality functions, some clusters may not be considered as interest-
ing (Q(C) = −1). A typical example could be clusters that do not reach a cer-
tain mimimum size, dimensionality or density. For example, our default quality
function only considers a cluster C = (O, S) as interesting if |O| ≥ 8 ∧ |S| ≥ 2.
To enhance the efficiency of the algorithm, it is useful to avoid detecting these
non-interesting clusters, as they will not be added to the final result set in any
case. Thus, in the following, we discuss how we can prune the search space
further based on such properties of the quality function.
Assume the selected quality function only considers a cluster C = (O, S)
as interesting if |S| ≥ smin for some threshold smin. Then we can simply stop
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traversing a subtree if for its set of active dimensions SO it holds |SO| < smin.
Similarly, if the quality function uses a threshold nmin such that a cluster is
considered interesting only if |O| ≥ nmin, we can remove a dimension i from
the set SO if it holds |O ∪ candO,i| < nmin, as the subtree can not contain any
clusters exceeding the threshold nmin.
Furthermore, we can use nmin to prune the candidate set candO,i in a single
dimension i. As the vertices of an MLCS cluster O must form a quasi-clique
with a minimal density of γmin = 0.5 in each relevant layer i, we can infer that
each vertex in O has to reach a certain minimal degree:
∀v ∈ O : degOi (v) ≥ dγmin · (nmin − 1)e =: min deg
In the case that the quality function requires a higher density threshold to
consider a cluster as interesting, we can replace γmin by this threshold to obtain
an even higher min deg value.
Firstly, we can use the min deg value in a pre-processing step and simply
delete all vertices v with degV (v) < min deg. Secondly, we can use it to identify
edges which can never be contained in an MLCS cluster: If an edge e = (u, v)
is contained in an MLCS cluster O in layer i, it has to hold degVi (u) ≥ min deg
and degVi (v) ≥ min deg. Furthermore, the labels of all edges contained in the
cluster have to lie in a range [x1, x2] with |x2 − x1| ≤ w. Therefore, the vertices
also have to reach the minimal degree counting only edges within such a range.
Formally, an edge e = (u, v) can only be part of any one-dimensional MLCS
cluster in layer i if
∃x1, x2 ∈ R : |x2 − x1| ≤ w ∧ li(e) ∈ [x1, x2]
∧deg[x1,x2]i (u) ≥ min deg ∧ deg[x1,x2]i (v) ≥ min deg
with deg[x1,x2]i (v) = |{(u, v) ∈ Ei | li((u, v)) ∈ [x1, x2]}|. Edges which do not
meet this criterion are called forbidden edges.
In a pre-processing step we obtain the set Fi of forbidden edges for each
dimension i. However, simply deleting those edges from the graph could lead
to the detection of invalid clusters, as a subgraph not fulfilling Definition 7.3
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could fulfill it after the deletion of dissimilar edges. Furthermore, it is desirable
to keep the forbidden edges Fi as they can be used for pruning subtrees later
on: As a forbidden edge can never be part of an MLCS cluster, we can remove
all vertices v ∈ candO,i from the candidate set that are connected to a o ∈ O
by a forbidden edge. Formally, remove all vertices v ∈ candO,i : ∃e = (v, o) ∈
Fi ∧ v ∈ V .
7.4 Experiments
7.4.1 Experimental Setup and Baseline Approaches
We evaluate the clustering quality and runtime of MIMAG experimentally
on synthetic and real-world data sets. All experiments were conducted on
Opteron 2.3 GHz CPU’s using Java6 64bit. For the synthetic data, the clustering
quality is determined by comparing the clustering results to the ground truth
using the E4SC measure, which was developed for the evaluation of subspace
clustering results [GFM+11]. For the real-world data sets, there is no ground
truth available, which hinders an evaluation of the clustering quality. Thus, for
those data sets we provide some key characteristics of the clustering results as
well as exemplary clusters to illustrate the results of MIMAG . If not specified
otherwise, the redundancy parameter r is set to r = 0.25 for all experiments.
We compare MIMAG with 3 baseline approaches: The closed quasi-clique
mining algorithm COCAIN [ZWZK06] (cf. Section 6.2) is used on our input
graph by considering each of the graph layers as a graph in a graph database.
To best match our cluster model, the minimum support parameter of COCAIN
is set to min sup = 1|Dim| and the minimum quasi-clique density to γmin = 0.5.
However, as COCAIN does not consider vertex attributes, we cannot expect to
detect the same clusters as with MIMAG .
Furthermore, we test two different ideas to adapt the GAMER algorithm
(Chapter 3), developed for clustering graphs with vertex labels, to our problem.
Both ideas transform the multi-layer graph coveringDim layers to a graph with
Dim-dimensional attribute vectors at the vertices. The resulting graph can
then be clustered by GAMER. In the first idea (GAMER-avg), the transformed
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Figure 7.5: #Detected clusters vs. parameter r
graph is obtained as follows: the vertices of the original graph are kept; the
edges are determined by the union of the edge sets from all graph layers (i.e.
E =
⋃
Ei; the edge labels are deleted). The i-th entry of a vertex v’s attribute
vector is the average label value of v’s incident edges from layer i, i.e. v[i] =
1
|{w|(v,w)∈Ei}|
∑
(v,w)∈Ei li(v, w).
In the second idea (GAMER-lg) we use the well-known concept of the line
graph [HN60]. Each vertex of a line graph represents an edge of the original
graph and vice versa. In our case, a line graph vertex vlg = (v1, v2) represents all
the edges (v1, v2) from the different layers. The i-th entry of vlg ’s attribute vec-
tor corresponds to the label value li(v1, v2), if (v1, v2) ∈ Ei and ⊥, else (where
⊥ is considered not similar to any value). In the following experiments, we
will show how the results obtained by these two approaches differ from those
of MIMAG .
7.4.2 Experiments on Synthetic Graphs
For the evaluation of MIMAG , we generated synthetic multi-layer graphs with
edge labels containing overlapping MLCS clusters as well as “noise” vertices
and “noise” edges that do not belong to any cluster. The generated edge labels
lie in the range [0, 1]. In our experiments, the parameter w for MIMAG (and
also the corresponding parameter for GAMER) is set to w = 0.1.
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Results for Varying Redundancy Parameter
In Figure 7.5, we analyze how the redundancy parameter r of our clustering
model affects the results of MIMAG , using a graph with 10 layers and 100
hidden clusters; the cluster size varies between 10 and 15. We observe that
for r < 0.5, the correct number of clusters is found with a high clustering
quality. For r ≥ 0.5, the number of found clusters increases dramatically and
the clustering quality drops. For high values for r, less clusters are considered
redundant w.r.t. other clusters, which leads to a clustering that contains many
low-quality clusters that would be considered redundant for lower r values.
Thus, we propose using r = 0.25 as a reasonable default setting for r and use
this setting in all the following experiments.
Results for Varying Graph Sizes
First, we analyze the behavior of the approaches for varying graph sizes. The
generated graphs consist of 10 layers, the number of generated (“hidden”)
clusters varies between 10 and 300. Each cluster contains 10 vertices and 3
relevant layers, with quasi-clique densities of 0.6. 10% of the vertices in the
graph are noise vertices and in each layer we have 60 noise edges.
The results are shown in Figure 7.6. Although the runtimes of all ap-
proaches (cf. Figure 7.6(a)) increase with increasing graph sizes, MIMAG
constantly shows the lowest runtimes. Considering the clustering quality (cf.
Figure 7.6(b)), MIMAG reaches perfect or nearly perfect E4SC values on all
data sets. The number of detected clusters (Figure 7.6(c))) increases linearly
and matches the number of hidden clusters. COCAIN also achieves quite good
quality values (ca. 0.8 to 0.9), as the closed quasi-clique model is closely re-
lated to our MLCS model. However, COCAIN outputs a huge amount of quasi-
cliques (e.g. nearly 2000 instead of the hidden 300 clusters) because it does
not avoid redundancy in the result. This also explains the high runtimes of CO-
CAIN. For GAMER-avg, the number of detected clusters approximately matches
the number of hidden clusters. However, the clustering quality is significantly
lower as MIMAG ’s as the averaged label values distort the cluster structure.
For GAMER-lg the number of found clusters varies very much and the cluster-
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Figure 7.6: Experimental evaluation on synthetic data sets with varying graph
size
ing quality is low. This is caused by an important problem with the line graph
approach: from the density of a subgraph in the line graph, it is not possible
to draw conclusions about the density of the corresponding original subgraph,
which hinders the detection of dense subgraphs in the original graph.
Results for Varying Dimensionality
Next, we analyze the behavior of the different approaches for varying dimen-
sionalities (i.e. varying numbers of graph layers) of the input graph. The
number of graph layers varies between 5 and 50. The generated multi-layer
graphs each contain 30 clusters, each having 10 vertices and 3 relevant layers,
with quasi-clique densities of 0.6. Again, we have 10% noise vertices and 60
noise edges per layer.
The results of our experiments are shown in Figure 7.7. We observe that
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Figure 7.7: Experimental evaluation on synthetic data sets with varying dimen-
sionality
MIMAG again achieves the lowest runtime (Figure 7.7(a)) and highest quality
(Figure 7.7(b)). For most approaches, the runtime and the clustering quality
remain relatively stable for increasing dimensionality. Just for GAMER-avg the
runtime significantly increases, while the E4SC values dramatically drop. This
is caused by the graph transformation: As the edges of the transformed graph
are the union of the edge sets from all graph layers, by combining an increasing
number of graph layers the transformed graph gets very dense, such that for
high dimensionalities GAMER-avg detects many clusters that do not exist in the
original graph, which also leads to a very high number of detected clusters for
GAMER-avg (Figure 7.7(c)). Also the COCAIN approach detects a large number
of clusters due to its missing redundancy handling, while MIMAG detects the
correct number of clusters.
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Figure 7.8: Experimental evaluation on synthetic data sets with varying degree
of overlap
Results for Varying Degree of Cluster Overlap
Furthermore, we analyze the influence of the overlap between clusters on the
clustering results of the different approaches. The generated multi-layer graphs
each have 10 layers and consist of 30 clusters with 10 vertices each. Each clus-
ter has 3 relevant layers and a quasi-clique density of 0.6. Furthermore, each
multi-layer graph contains 10% noise vertices and 60 noise edges per layer. We
vary the amount of overlap between the clusters in the different graphs. In the
results we indicate the degree of overlap for the graphs, which represents the
maximum number of different clusters in which a vertex is contained (i.e. for
an overlap degree of 1, there is no overlap between the clusters).
The results of this experiment are depicted in Figure 7.8. While the runtime
of MIMAG remains stable for different amounts of overlap, the runtime of the
other approaches increases for increasing overlap. For an overlap degree of 5,
the GAMER-lg approach did not finish due to heap overflows. The clustering
quality for MiMAG remains relatively stable, however for a high overlap it de-
creases slightly. This is due to the fact that for a high amount of overlap, some
of the clusters are considered redundant by our redundancy model. While the
GAMER-avg and the COCAIN approach show good quality values if the clusters
do not overlap, already for small degrees of overlap their quality decreases
quickly. As in the previous experiments, the GAMER-lg approach obtains very
low quality values.
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7.4.3 Evaluation on Real-World Data
Besides synthetic graphs, we also evaluate our approach on three real-world
data sets: The first one is a multi-layer graph with edge labels extracted from
the IMDB movie Database¶. In this graph, the vertices represent actors; the
labeled edges represent information about movies in which the actors worked
together. The four layers of the graph are:
1. “First year of collaboration”
2. “Last year of collaboration”
3. “Rental fees” (the average earnings of all joint movies between two ac-
tors)
4. “Sold tickets” (the average number of sold tickets of all joint movies be-
tween two actors).
All label values were normalized to the range [0, 1], and we used w = 0.03
for this experiment. In this special case, the same edge sets exist in all layers,
but with different labeling functions. Overall, the IMDB graph contains 300
vertices (the most prolific actors) and 18368 edges. An exemplary cluster from
MIMAG ’s clustering result is shown in Figure 7.9. The relevant layers of this
cluster are “First year of collaboration”, “Rental fees” and “Sold tickets”. Please
note that the cluster does not form a clique (its quasi-clique density is 0.625),
thus not all authors worked together in the same movie. Actually, all authors
connected by an edge worked together (among other movies) in the movie
“Con Air” or “The Rock” (or both).
In our next experiment, we evaluate the potential of our approach to han-
dle also multi-layer graphs without edge labels. The second data set was con-
structed from an extract of the Arxiv publication database‖. Here, each vertex
represents a publication. From the abstracts of the publications, we extracted
the 300 most common keywords. Each layer of the graph represents a certain
keyword, and an edge of layer i represents a citation between two publications
¶http://imdb.com
‖http://www.cs.cornell.edu/projects/kddcup/datasets.html
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with the common topic i. Overall, the Arxiv graph contains 13396 vertices and
673800 edges. For example, the largest cluster found by MIMAG consists of
19 papers from the field of string theory. The 7 relevant layers of this cluster
correspond to the keywords given in Fig 7.10:
symmetry model supersymmetric intersect
brane super metric
Figure 7.10: Keywords for a cluster from Arxiv
Our third real-world data set is a co-author graph extracted from the DBLP
database∗∗. In this graph, the vertices represent authors and the layers rep-
resent the 50 conferences in computer science having the most publications.
Two authors are connected by an edge in layer i if they co-authored at least
two papers that were published at the corresponding conference. Overall, the
DBLP graph contains 17291 vertices and 22896 edges. As we expect co-author
groups to be rather small, for this experiment we adapted our quality function
to consider clusters with at least 4 vertices as interesting. Figure 7.9 shows
three exemplary clusters detected by MIMAG and their corresponding confer-
ences. Please note that each of the clusters has different relevant layers. While
two of the clusters form cliques in both of their layers, in the top right cluster
the edge sets of the layers differ.
∗∗http://dblp.uni-trier.de
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Figure 7.11: Exemplary clusters from DBLP
Clustering Results on Real-World Data Sets
In Table 7.1, we summarize some key characteristics of the clustering results of
the different approaches on the real-world data sets. Experiments that did not
finish within 2 days were aborted. For each approach and data set we provide
the runtime as well as the average number of vertices, density and number of
layers of the found clusters. Please note that for the adaptions of GAMER, the
density and subspace are determined on the corresponding transformed graphs
to get a fair comparison; the clusters do not correspond to MLCS clusters in the
original multi-layer graphs.
COCAIN did not finish on any of the data sets within 2 days; GAMER-lg
finished only on the DBLP graph, however with a much higher runtime than
the other approaches due to the size of the constructed line graph. MIMAG
and GAMER-avg have similar runtimes for all data sets. On the IMDB graph,
MIMAG detects clusters with a significantly higher average density and di-
mensionality than GAMER-avg. On Arxiv, the density of GAMER-avg’s clusters
is slightly higher, which is caused by the fact that GAMER-avg unions the edge
sets from all 300 layers and thus obtains a very dense graph. On DBLP, the
clusters detected by MIMAG again show the highest average density, while
having similar average size and dimensionality to the other approaches.
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IMDB Arxiv DBLP
MIMAG G.-avg MIMAG G.-avg MIMAG G.-avg G.-lg
runtime [sec] 22 26 623 661 6 9 2390
avg(|O|) 9,42 9,17 13,6 15,0 4,28 4,48 6,29
avg(γS) 0,94 (0,64) 0,62 (0,65) 0,87 (0,40) (0,81)
avg(|S|) 2,58 2,00 9,00 9,00 2,05 2,17 2,01
Table 7.1: Key characteristics of the clustering results
7.5 Summary
In this chapter, we proposed the new paradigm of clustering multi-layer graphs
with edge labels. Besides the mere graph data, additional information about
the edges is considered for finding coherent subgraphs. We introduced the clus-
tering model MLCS, which defines clusters of vertices that are densely connected
by edges with similar edge labels in a subset of the graph layers. Redundancy in
the result set is avoided by selecting only the most interesting clusters. Based
on this model, we introduced the efficient best-first search algorithm MIMAG .
The performance and clustering quality of MIMAG were demonstrated in our
experimental analysis.
Chapter 8
A Robust Clustering Approach for
Edge-Labeled Multi-Layer Graphs
In the previous chapter, we introduced a method for detecting clusters in edge-
labeled multi-layer graphs. This method, however, is sensitive to noise: already
a single edge with a deviating label can hinder the detection of some interesting
clusters. Therefore, in this chapter we introduce the RCS (Robust Coherent
Subgraph) model which enables us to detect clusters even in noisy data. This
robustness greatly enhances the applicability on real-world data. In order to
obtain interpretable results, RCS avoids redundant clusters in the result set.
Furthermore, we present the algorithm RMICS for an efficient detection of
RCS clusters.
8.1 Motivation
In the previous chapter, we introduced the MLCS cluster model for multi-layer
graphs with edge labels. The MLCS model, however, is too restrictive in the
case of noisy data which can occur in many real-world applications: a single
edge with a deviating value (which can be caused by imperfect/noisy data) can
destroy the cluster property of an otherwise very coherent subgraph. Thus, in
this chapter, we present the RCS (Robust Coherent Subgraph) cluster model
that circumvents this problem and is therefore applicable also to noisy data.
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Figure 8.1: Coherent subgraph {b, d, e, f, g} with relevant layers {1,2} and one
deviating edge in the first layer. Each layer represents a specific conference,
each node an author. Two authors are connected in layer i if they co-authored
a paper at the specific conference. Labels correspond to the first year of collab-
oration.
Figure 8.1 shows an exemplary subgraph in a co-author graph with four
layers (each layer represents a specific conference) where the edge labels cor-
respond to the year of the collaboration. Using this figure, we illustrate the
limitations of the MLCS cluster definition. The vertices (authors) {b, d, e, f, g}
are densely connected in the graph in the layers 1 and 2, and nearly all of
their edges show similar labels. The label of the edge (d, g) in layer 1, how-
ever, highly deviates from the other values, which can either mean that the
connection between d and g differs from the other connections (e.g. two of the
authors in a group started their collaboration later than the rest of the group)
or the deviating value is simply caused by noise. In both cases, we argue that
just one (or a few) dissimilar edge labels should not hinder the detection of an
otherwise very coherent subgraph such as {b, d, e, f, g}. In the MLCS model,
however, all edges of the induced dense subgraph need to be similar. This
definition is problematic since, on the one hand, the used quasi-clique model
allows some missing edges, though, on the other hand, dissimilar edges hinder
the detection of a cluster. In the example, we would not be able to detect the
cluster {b, d, e, f, g}, but just the subsets {b, e, f, g} or {b, d, e, f}. In contrast,
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by removing the edge (d, g), the cluster would be detected. Thus, in the MLCS
model, dissimilar edges are punished disproportionately high. In this chapter,
we introduce the RCS model that allows to ignore dissimilar edges as long as
the remaining subgraph is still coherent and that leads to a more robust detec-
tion of clusters.
As in the MLCS model, we do not require our clusters to form coherent
subgraphs in all of the graph layers: each cluster forms a coherent subgraph in
an individual subset of the graph layers. Furthermore, we allow the detection
of overlapping clusters in our model. A person in a co-author network, for
example, can be a part of several co-author groups due to different research
topics. To avoid redundancy in the clustering result, we use a clustering model
that confines the result to only non-redundant clusters. Since determining a
clustering according to this model is NP-hard (like with most models for dense
subgraph mining), we introduce the algorithm RMICS, which is based on the
MIMAG algorithm and approximates the solution using a best-first search.
The main contributions of this chapter are the following:
• We propose the clustering model RCS, which is able to handle noisy data
in multi-layer graphs with edge labels.
• We introduce the algorithm RMICS (Robust Mining of Coherent Sub-
graphs) for the detection of RCS clusters in noisy data.
8.2 The RCS Model
In this section, we propose the RCS model for a robust detection of coherent
subgraphs in multi-layer graphs. First, we provide the formal definition of a
multi-layer graph, following the notion of MIMAG:
Definition 8.1 (Multi-Layer Graph) A multi-layer
graph G for a set of dimensions Dim = {1, . . . , d} is a set G = {Gi | i ∈ Dim} of
graphs
Gi = (V,Ei, li), Ei ⊆ V × V, li : Ei → R
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where each graph layer Gi, i ∈ Dim is an undirected graph without self-loops and
with an edge labeling function li.
Intuitively, each layer, i.e. each graph Gi, contains the edges of one specific
type with their corresponding labels.
The remainder of this section is structured in two parts: First, in Section
8.2.1, we define the subgraphs we want to detect in multi-layer graphs. Sec-
ond, in Section 8.2.2, we present our redundancy model to avoid redundant
information in the output.
8.2.1 Cluster Model
As discussed in chapter 6, our aim is to detect coherent subgraphs in individual
subsets of the graph layers. We start by considering a single layer, and then
extend our model to multiple layers.
Cluster Property for a Single Graph Layer
Our overall aim is to detect dense subgraphs whose edges show similar values.
Since real-world data is rarely perfect but usually represents imperfect infor-
mation, we aim at a robust definition of dense subgraphs. In general, we can
distinguish between two types of errors:
1. Missing edges: not all pairs of vertices in a cluster need to be connected.
2. Imperfect labels: some of the edge labels might deviate from the remain-
ing labels.
The first type of error is often considered in dense subgraph mining tech-
niques and a robust detection of patterns ensured by, e.g., using the quasi-clique
model [PJZ05, ZWZK06, LW08] which was also used in the GAMER approach
(cf. Chapter 3). Instead of enforcing complete cliques, quasi-cliques allow some
missing edges:
Definition 8.2 (γ-quasi-clique) A graph G = (O,E) is a γ-quasi-clique for γ ∈
[0, 1] if
∀v ∈ O : deg(v) ≥ dγ · (|O| − 1)e
8.2. The RCS Model 139
where deg(v) = |{u ∈ O | (u, v) ∈ E}|.
The second type of error, however, is considered rarely. In MLCS, a few
imperfect labels may distort the whole clustering structure. This imbalance in
error treatment is avoided in the RCS model; this model handles both types
of errors comparably. Formally, we achieve this aim by excluding edges with
imperfect labels from the density computation. That is, instead of considering
the induced set of all edges, we determine an appropriate subset of the edges.
In a coherent subgraph, this subset of edges needs to be similar as well as
sufficiently densely connected. Formally, a coherent subgraph in a single graph
layer is defined by:
Definition 8.3 (One-dimensional RCS cluster) A vertex set O ⊆ V is a one-
dimensional RCS cluster in a graph layer Gi = (V,Ei, li) (w.r.t. threshold w and
distance function dist) if there exists an edge set E ⊆ Ei(O) with
• ∀x, y ∈ E : dist(li(x), li(y)) ≤ w and
• the subgraph (O,E) forms a 0.5-quasi-clique
where Ei(O) is the set of all induced edges, i.e.
Ei(O) = {(u, v) ∈ Ei | u, v ∈ O}.
We denote E as a cluster inducing edge set.
The first property ensures that the similarity of edge labels is required only
for the subset of edges E ⊆ Ei(O), i.e. for these edges the labels vary at most
by a threshold w. At the same time, however, this subset still has to be dense.
Thus, we cannot simply select an arbitrarily small set E. We consider (O,E) as
dense if it is a 0.5-quasi-clique. As shown by Zeng et al. [ZWZK06], for γ ≥ 0.5
the vertices in a γ-quasi-clique are connected “tightly and relatively evenly” and
it ensures that the subgraph (O,E) is connected (even if the dissimilar edges
are excluded). Thus, it is not necessary to additionally impose the connectivity
of the detected subgraphs.
Please note that the threshold w is only needed if the edge labels are con-
tinuous valued. If we have categorical labels or the layer graphs are unlabeled,
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we can simply set w = 0. For continuous valued data, w controls the maximal
extent of a cluster in the attribute space. Procopiuc et al. [PJAM02] and Yiu
et al. [YM05] discuss heuristics to select the parameter w based on the given
data. Additionally, since two nodes connected by a single edge trivially fulfill
the definition, we only consider subgraphs with at least 3 vertices as clusters.
While for the traditional definition of quasi-cliques the density of a sub-
graph O ⊆ V is uniquely specified, we have to take special care in our model.
Definition 8.3 only requests the existence of a cluster inducing edge set E with-
out actually fixing this set. Thus, multiple sets∗ and multiple density values are
possible. To obtain a unique density value for each cluster, we therefore maxi-
mize among all possible cluster inducing sets:
Definition 8.4 (Density) The density of a one-dimensional RCS cluster O ⊆ V
in a graph layer Gi is given by
γGi(O) = max
E⊆Ei(O)
E is cluster inducing
{
min
v∈O
|{u ∈ O | (u, v) ∈ E}|
|O| − 1
}
The value of γGi(O) corresponds to the largest possible γ such that at least
one cluster inducing set E ⊆ Ei(O) forms a γ-quasi-clique. Thus, when consid-
ering two sets O1 and O2 with γGi(O1) > γGi(O2) and |O1| = |O2|, it does not
necessarily mean that the density of the induced set of edges Ei(O1) is larger
than Ei(O2); though, the density of the edges having a similar label is larger.
Cluster Property in Subspaces of the Multi-Layer Graph
Next, we consider clusters located in subspaces of the multi-layer graph. Please
note that each layer might represent a different set of edges. Thus, when
considering the same vertex set in different layers, the induced edge sets and,
therefore, also the cluster inducing edge sets can differ in each layer.
∗Please note that each cluster inducing set Ex fulfills |Ex| ≥ 0.5 · |Ei(O)|. Thus, a large
fraction of all possible edges must be included and different sets Ex most likely do overlap to
a high extent.
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Definition 8.5 (RCS cluster) An RCS cluster C = (O, S) in a multi-layer graph
G = {Gi | i ∈ Dim} consists of a vertex set O ⊆ V and a non-empty set of
relevant layers S ⊆ Dim such that ∀i ∈ Dim :
i ∈ S ⇔ O is an RCS cluster in the graph layer Gi
The density of the cluster C = (O, S) is defined as
γS(O) =
1
|S|
∑
i∈S
γGi(O)
Since the cluster inducing edge sets per layer may differ, also the density
values may vary. Thus, to define the overall density of the cluster, we compute
the average density over all layers in the subspace. Figure 8.1 illustrates our
cluster definition with a toy example. For the choice w = 1, the vertex set
O = {b, d, e, f, g} corresponds to an RCS cluster with relevant layers {1, 2}.
In layer 1, the edge (d, g) is ignored since its label differs from the remaining
ones. Consequently, the density of O in this layer is only 0.5 since the degree
of g is reduced to 2. For layer 2 it holds γG2(O) = 0.75. The layers 3 and 4
are not relevant for the set O. Even though in layer 3 the number of edges
E3(O) is high, we observe a too large amount of dissimilar edges; the density
considering only similar edges is 0. In layer 4, the edges of the subgraph O
show similar labels; though, the subgraph is sparse.
Overall, our model ensures a robust detection of coherent subgraphs since
missing edges as well as imperfect label information are successfully handled.
8.2.2 Clustering Model
Based on Definition 8.5, we are able to determine all coherent subgraphs.
Though, many of these subgraphs do overlap. In Figure 8.1, for example, we
can find besides the highlighted subgraph {b, d, e, f, g} with the relevant lay-
ers {1, 2}, a second coherent subgraph {e, f, g} with relevant layers {1, 2, 4}.
While allowing overlapping clusters is beneficial in general, redundant infor-
mation hinders the interpretation of the clustering result. To confine the result
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to only the most-interesting, non-redundant clusters, we adapt the MLCS re-
dundancy model from chapter 7 to our cluster model. Please note that we use
the induced edge sets Ei(O) to measure the redundancy. We do not refer to
the cluster inducing edge sets since these sets might differ even for very similar
vertex sets, leading to a too weak evaluation of redundancy.
Definition 8.6 (Redundancy relation) A cluster C = (O, S) is redundant w.r.t.
a cluster C ′ = (O′, S ′) (short: C ≺red C ′) if the following properties hold:
• C 6= C ′
• Q(C) ≤ Q(C ′)
• 1|S|
∑
i∈S∩S′
|Ei(O) ∩ Ei(O′)|
|Ei(O)| ≥ r
for the redundancy parameter r ∈ (0, 1].
Following the guideline from Chapter 7, we used the parameter value r =
0.25 in all of our experiments. Thus, effectively, the user does not have to set
this parameter.
Exploiting the redundancy relation from Definition 8.6, the overall cluster-
ing solution corresponds to a subset of all clusters Result ⊆ A that ensures
non-redundant information and maximizes the sum of qualities values:
Definition 8.7 (RCS clustering) Given a multi-layer graph G and the set A of
all valid RCS clusters, a maximum-quality clustering Result ⊆ A fulfills:
• Redundancy-freeness: ¬∃C,C ′ ∈ Result : C ≺red C ′
• Maximum quality sum: ¬∃Result′ ⊆ A: Result′ is redundancy-free and∑
C∈Result′
Q(C) >
∑
C∈Result
Q(C)
Complexity Results In the following, we describe the complexity of the RCS
model. It holds:
Theorem 8.1 Given a multi-layer graph G over the vertices V , determining the
RCS clustering is NP-hard w.r.t. |V |.
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Proof 8.1 In Chapter 7, the NP-hardness of MLCS was proven even if the input
is an unlabeled multi-layer graph. For RCS, an unlabeled graph is equivalent to
a labeled graph where all edge labels are identical. Thus, in this case, RCS does
not need to ignore any dissimilar edge and the result of RCS matches the result of
MLCS. Therefore, solving the RCS clustering is NP-hard, too.
Instantiation of our Model As default quality function for the RCS model,
we use the same function as in the MLCS model, trading off the size, subspace
dimensionality and density of a cluster. Thus, the quality of a cluster C = (O, S)
in our instantiation is defined as
Q(C) =
|O| · |S| · γS(O) |O| ≥ 8 ∧ |S| ≥ 2−1 else
The value of −1 ensures that clusters rated as not interesting will never be
included in the final result since those would lower the overall quality sum.
As distance function for the edge labels we use the Manhattan distance. This
instantiation is used in all experiments in Section 8.4. Though, if desired for
other applications, it can be easily exchanged.
8.3 The RMICS Algorithm
In this section, we introduce our algorithm RMICS (Robust Mining of Coherent
Subgraphs). Since the problem of determining the optimal RCS clustering is
NP-hard, RMICS approximates the optimal result using a best-first search.
RMICS is based on the MIMAG algorithm and also performs a best-first
search in the extended set enumeration tree described in Section 7.3. The prob-
lem of detecting RCS clusters, however, is more complex than the detection of
MLCS clusters, as for a single vertex set there can be multiple possible cluster
inducing edge sets that have to be checked by the algorithm. To tackle this
issue, we first introduce in Section 8.3.1 the concept of maximal similar edge
sets, before presenting the overall algorithm exploiting this concept in Section
8.3.2.
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8.3.1 Maximal Similar Edge Sets
As described in Section 7.3, MIMAG checks for each visited vertex set O and
each active dimension i if O forms an MLCS cluster in dimension i. If only
one edge in the induced subgraph deviates too much from the other edges, the
cluster property is not fulfilled. However, for the RCS cluster model it is more
complex to verify if O forms a cluster in a dimension. Following Definition 8.3,
we have to check if there exists a cluster inducing edge set E ⊆ Ei(O). A naive
approach would be to simply check all possible edge sets E ⊆ Ei(O), which is
not practical as there exist 2|Ei(O)| such edge sets.
However, it is possible to constrain the search to relatively few edge sets.
Therefore, we briefly discuss some properties of our RCS model with respect to
edge sets E ⊆ Ei(O) for a fixed vertex set O:
1. Monotonicity of the quasi-clique property: If the subgraph (O,E) forms a
0.5-quasi-clique, for each set E ′ with E ⊂ E ′ ⊆ Ei(O) it holds that (O,E ′)
also is a 0.5-quasi-clique, because by just adding edges the minimum de-
gree in the subgraph can not decrease.
2. Anti-monotonicity of the similarity property: If for an edge set E ⊆ Ei(O)
it holds that ∀x, y ∈ E : dist(li(x), li(y)) ≤ w, then also for each subset
E ′ ⊂ E it holds
∀x, y ∈ E ′ : dist(li(x), li(y)) ≤ w.
According to Definition 8.4, the density of a cluster is determined by the
cluster inducing edge set that provides the highest density. Considering the
two properties shown above, we are thus only interested in edge sets that fulfill
the similarity property and are maximal w.r.t. this property, i.e. no further edge
can be added without destroying the similarity property. Only those edge sets
have to be checked for the RCS property. We denote such edge sets as maximal
similar edge sets:
Definition 8.8 (Maximal similar edge (MSE) set)) Given a vertex set O ⊆ V
and a layer i ∈ Dim, an edge set E ⊆ Ei(O) is called an MSE set if
1. ∀x, y ∈ E : dist(li(x), li(y)) ≤ w
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Figure 8.2: Example graph with MSE sets for w = 2
2. ¬∃E ′ ⊆ Ei(O) : E ′ ⊃ E and E ′ fulfills 1)
From this definition it follows that each MSE set consists of all the edges
from Ei(O) whose labels fall into a certain interval [lower, lower + w] (we can
not leave out any edge from this range, as that would destroy the maximality
property). Thus, each MSE set can be uniquely identified by the lower bound
lower of its corresponding interval. Figure 8.2 shows a small example graph
(left) and the corresponding MSE sets (right) for O = {v1, v2, v3, v4}. Using this
fact, we can easily determine and order the set of all possible MSE sets for O
in layer i (denoted as MSEi(O)), and we just have to check if one of these sets
induces a one-dimensional RCS cluster.
8.3.2 Algorithmic Solution
The pseudo-code of RMICS is shown in Algorithm 8.1. The general processing
scheme is similar to MIMAG (line 1 - 14): RMICS maintains a priority queue
containing detected clusters as well as subtrees that are still to traverse. In
each step we descend into the subtree having the highest estimated quality by
adding a vertex u from candO,i to the vertex set O (line 12). The remaining
subtree (representing supersets of O that do not contain u) is inserted into the
queue again (line 13). The quality of a subtree is estimated by the techniques
that are presented in Chapter 7. This estimation is used to sort the queue and
to prune subtrees for which the estimated quality is negative (i.e. the subtree
can not contain any clusters that are considered interesting by the given quality
function).
The crucial aspect for an efficient detection of the RCS clustering result is
to prune the set enumeration tree. Though, we cannot simply take over the
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Algorithm 8.1: RMICS: Best-first search for RCS clusters
Input : ML-Graph G={Gi | i ∈ Dim} with Gi=(V,Ei, li)
Output: Redundancy-free, maximal clustering Result
1 Result := ∅
2 queue := {(∅, Dim, {cand∅,i = V | i ∈ Dim}) }
3 while queue 6= ∅ do
4 Obj := queue.pop()
5 if Obj is cluster C = (O, S) then
6 if ¬∃C ′ ∈ Result : C ≺red C ′ then
7 Result.add(C)
8 else
9 //Obj is subtree (O, SO, {candO,i | i ∈ SO})
10 neighbors :=
⋃
i∈SO(candO,i ∩N1,i(O))
11 u := argmaxv∈neighbors{
∑
i∈SO deg
O
Gi
(v)}
12 descent(O ∪ {u}, SO, {candO,i \ {u} | i ∈ SO})
13 Estimate quality of remaining subtree
(O, SO, {candO,i \ {u} | i ∈ SO}) and insert it into queue
14 return Result
method: descend(O, SO, {candO,i | i ∈ SO})
15 forall the i ∈ SO do
16 candnew = ∅
17 forall the M ∈MSEi(O ∪ candO,i) do
18 GM := (O ∪ candO,i,M)
19 candM := candO,i
20 Prune candM based on graph GM
21 candnew := candnew ∪ candM
22 candO,i = candnew
23 Estimate quality of pruned subtree and insert it into queue
24 if ∃M ∈MSEi(O) :M induces a cluster C then
25 if ¬∃C ′ ∈ Result : C ≺red C ′ then
26 queue.insert(C)
pruning techniques from MIMAG. In MIMAG, a subtree rooted at the vertex
set O can be pruned if Ei(O) contains only a single deviating edge. For the
detection of RCS clusters, this is clearly not possible as we allow deviating
edges as long as the density of the cluster inducing edge set is still sufficient.
Thus, by using the above pruning technique we could loose valid RCS clusters.
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In contrast, it is possible to use the pruning techniques for quasi-cliques
from the QUICK algorithm [LW08]. These techniques consider the graph data
only; edge labels are ignored and, thus, implicitly assumed to be identical.
These pruning techniques remove a vertex v from candO,i if there can not exist
any 0.5-quasi-clique X with O ∪ {v} ⊆ X ⊆ O ∪ candO,i. Therefore, we will
not loose any valid RCS cluster by using these techniques. They prune subtrees
that can not contain any γ-quasi-clique, which are identified by considering
the degrees of the vertices in the subgraph induced by O ∪ candO,i. However,
just relying on these graph-based techniques and not exploiting the edge labels
may lead to unnecessary traversals of subtrees, impairing the overall efficiency.
In the following, we will show how to use the similarity property of the RCS
model for pruning the set enumeration tree without loosing any valid clusters.
Our idea is to increase the sparsity of the subgraph induced by O∪ candO,i. If a
graph is more sparse, the graph-based pruning techniques are more effective.
Obviously, we cannot simply remove arbitrary edges to increase the sparsity,
since this would lead to loosing valid clusters. Though, we can exploit the MSE
sets of the subgraph O ∪ candO,i as shown by the following lemma:
Lemma 8.1 For each one-dimensional RCS cluster X in graph layer i with X ⊆
O ∪ candO,i there exists a set M ∈ MSEi(O ∪ candO,i) such that X forms a
0.5-quasi-clique in the graph (O ∪ candO,i,M).
Proof 8.2
As X is an RCS cluster, there exists a cluster inducing edge set EX ∈MSEi(X). As
X ⊆ O ∪ candO,i, it holds that Ei(O) ⊆ Ei(O ∪ candO,i). Thus we can extend EX
to a set M ∈MSEi(O ∪ candO,i) by adding edges from Ei(O ∪ candO,i) \ Ei(X).
Since X forms a 0.5-quasi-clique in the graph (X,EX) and (X,EX) is a subgraph
of (O ∪ candO,i,M), X forms a 0.5-quasi-clique in the graph (O ∪ candO,i,M).
Using this lemma, we might sparsify the induced graph of O ∪ candO,i by
removing all edges except the ones included in the MSE set M that ensures
the 0.5-quasi-clique property of X. However, since we do not know this MSE
set a priori and different MSE sets might be responsible for different sets X,
we propose the following pruning technique (line 16 - 22): For each MSE set
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Figure 8.3: Example for UMSE sets
M ∈MSEi(O ∪ candO,i) we apply the graph-based pruning techniques consid-
ering only the edges from M . Thus, we obtain multiple candidate sets from
which different vertices might be pruned. To ensure the completeness of our
method, we finally have to take the union of these candidate sets over all M .
Consequently, if a node v is not included in this union, it can not belong to
a quasi-clique in any of the graphs given by the MSE sets. So, following the
lemma, it can not belong to any quasi-clique (and thus to no RCS cluster) X
with O ∪ {v} ⊆ X ⊆ O ∪ candO,i. We will not loose any valid cluster by us-
ing this pruning technique. Overall, this principle allows us to prune the set
enumeration tree based on the graph structure and the edge labels.
After pruning the candidate set, we estimate the quality of the resulting
subtree and we insert it into the queue for further processing (line 23). Finally,
if the current vertex set O itself corresponds to a valid RCS cluster (line 24),
we also have to add it to the queue.
Acceleration by using United Maximal Edge Sets
Using the technique introduced above, we obtain a more effective pruning by
incorporating the label information into the pruning process. However, in the
case that there exists a large set of different (but highly overlapping) MSE sets
for a vertex set O, performing the pruning techniques for each of these sets
would in itself pose an efficiency problem. An example for such a case is shown
in Figure 8.3. For highly overlapping MSE sets, the subgraphs used for pruning
and thus also the pruning results would be very similar. Thus, we propose
not to perform the pruning for each of the sets individually, but to summarize
several overlapping sets. The pruning is then performed on the union of these
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Figure 8.4: Experimental evaluation on synthetic data sets with varying graph
size
sets. We denote the union of several MSE sets as a united maximal similar edge
set (UMSE set). In Figure 8.3, for example, the five MSE sets are summarized
into three UMSE sets. As the edges given by a UMSE set are a superset of the
edges of all contained MSE sets (i.e., an UMSE subgraph is more dense), we do
not loose valid clusters by performing the pruning on UMSE sets. Thus, using
UMSE sets does not lead to approximate solutions.
An important aspect is the decision which and how many MSE sets should
be summarized in one UMSE set. While combining the MSE sets into only few
UMSE sets has the advantage of performing the pruning less often, it might also
lead to a loss of pruning effectiveness; the resulting subgraphs are very dense
and only few vertices can be pruned from the candidate set. In the extreme case
of combining all MSE sets, the whole subgraph induced by O∪candO,i would be
considered, which corresponds to the original pruning method from the QUICK
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Figure 8.5: Experimental evaluation on synthetic data sets with varying dimen-
sionality
algorithm. Thus, we only summarize MSE sets that are sufficiently similar w.r.t.
their edge sets. Given that the MSE sets Mi can be ordered according to their
lower bound interval value, an UMSE is specified by UM =
⋃y
j=xMj such that
holds
∀i, j ∈ {x, . . . , y} : |Mi ∩Mj| ≥ 0.5 · |Mi|.
This definition ensures that the density of the UMSE graph is similar to the
density of the individual MSE graphs, leading to a similar pruning effectiveness
but overall higher efficiency since less sets have to be analyzed.
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Figure 8.6: Experimental evaluation on synthetic data sets with varying per-
centage of deviating edges
8.4 Experiments
8.4.1 Experimental Setup
In this section, we evaluate the efficiency and effectiveness of RMICS experi-
mentally on several synthetic and real-world data sets. To ensure a fair com-
parison, all experiments were conducted on Opteron 2.3 GHz CPUs with Java6
64bit.
For the synthetic data, we evaluate the clustering quality by comparing the
clustering results to the ground truth using the E4SC measure, which was de-
veloped for the evaluation of subspace clustering results [GFM+11]. This mea-
sure evaluates a subspace clustering result in terms of “How well were all of the
hidden clusters found” and “How well does each of the found clusters repre-
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sent one of the hidden clusters”, taking into account the objects in the clusters
as well as the clusters’ dimensions.
In contrast, for the real-world data sets there is no available ground truth.
Therefore, we can not determine the clustering quality directly. Instead, for
those data sets we provide key characteristics of the clustering results as well
as exemplary clusters to illustrate the results of RMICS. As in Chapter 7, the
redundancy parameter r is set to r = 0.25 for all experiments. We compare
the results of RMICS to those of MIMAG and of the COCAIN algorithm, which
detects subgraphs that form a quasi-clique in a subset of the graph layers. As we
consider clusters with at least two relevant layers as interesting, the min sup
parameter of COCAIN is set to 2.
8.4.2 Experiments on Synthetic Data
For the evaluation of RMICS, we generated various synthetic multi-layer graphs
with edge labels. Each generated graph contains overlapping RCS clusters as
well as “noise” vertices and “noise” edges, which do not belong to any cluster.
The generated edge labels lie in the interval [0, 1]. The parameter w for RMICS
(and MIMAG) is set to w = 0.1. 10% of the vertices are noise vertices and in
each layer 60 noise edges exist. In each cluster, 5% of the edges have deviating
labels.
Results for Varying Graph Sizes
In the first experiment, we analyze the results of the approaches for varying
graph sizes. The generated graphs consist of 10 layers, where the number of
generated (“hidden”) clusters varies between 10 and 300. Each cluster con-
tains 10 vertices and 3 relevant layers, with quasi-clique densities of 0.6. The
runtimes of all approaches (cf. Figure 8.4(a)) increase with increasing graph
sizes. The runtimes of MIMAG are slightly better than those of RMICS, as
MIMAG’s more limited cluster model is able to prune more subtrees from the
set enumeration tree. In contrast, the runtimes of COCAIN are significantly
higher than those of RMICS, as it can not use the label information for pruning
and it does not remove redundant clusters. Considering the clustering quality
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(cf. Figure 8.4(b)), RMICS reaches perfect or nearly perfect E4SC values on all
data sets. The number of detected clusters (Figure 8.4(c)) matches the number
of hidden clusters. MIMAG is also able to detect the correct number of clus-
ters, but it shows significantly lower quality values since its cluster model is
not robust with respect to the noise edges and thus only subsets of the clusters
are detected. COCAIN does not consider the edge labels at all; it is not aware
of deviating edge labels. Therefore, its E4SC values also are significantly lower
than those of RMICS. Furthermore, COCAIN outputs a huge amount of quasi-
cliques because it does not avoid redundancy in the result. In contrast, RMICS
considers the edge labels, but is also robust with respect to noise.
Results for Varying Dimensionality
In the next experiment, we compare the different approaches when varying
the number of graph layers of the input graph. Each of the synthetic graphs
consists of 300 vertices. The number of graph layers varies between 5 and 50
in this experiment. Each of the multi-layer graphs contains 30 clusters with 10
vertices, 3 relevant layers, and a quasi-clique density of 0.6. Again, we have
10% noise vertices and 60 noise edges per layer. Considering the runtimes of
the approaches in Figure 8.5(a), we observe that RMICS again achieves only
a slightly higher runtime than MIMAG, while COCAIN’s runtime is significantly
higher. As illustrated in Figure 8.5(b), RMICS again obtains the highest quality
values. The number of detected clusters (Figure 8.5(c)) for RMICS (and in
mostly for MIMAG, too) matches the number of generated clusters.COCAIN,
in contrast, detects a huge number of clusters due to the missing redundancy
handling. For all approaches, the runtime, clustering quality and number of
detected clusters are relatively stable when increasing the dimensionality of
the multi-layer graph.
Results for Varying Fractions of Noise Edges
In Figure 8.6, we analyze the behavior of the different approaches for a varying
fraction of deviating edges in the clusters, up to value of 30%. All of the gener-
ated multi-layer graphs have 10 layers and contain 30 clusters with 10 vertices
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and 3 relevant layers each. The influence of the fraction of deviating edges on
the runtimes of all the approaches (cf. Figure 8.6(a)) is small. The quality val-
ues (Figure 8.6(b)) for COCAIN do not change, as it does not consider the edge
labels at all. MIMAG reaches perfect quality for clusters without noise. For an
increasing fraction of noise edges, however, MIMAG’s quality decreases, as its
cluster model is not robust with respect to noise edges. RMICS, in contrast,
is robust with respect to noise and thus obtains nearly perfect quality even for
30% noise edges. Considering the number of detects clusters in Figure 8.6(c),
COCAIN again detects a huge number of redundant clusters. The number of
clusters found by MIMAG first increases until up to 10% deviating edges, as
for each noisy cluster several smaller subsets (that contain no deviating edge)
are detected. For larger values, the number of found clusters decreases again,
which is due to the fact that less subsets without deviating edges exist. The
number of clusters detected by RMICS remains stable with increasing noise
and matches the number of generated clusters.
8.4.3 Experiments on Real-World Data
In this section, we evaluate RMICS on two real-world data sets: The first data
set is a multi-layer graph with edge labels extracted from the IMDB movie data-
base†, In this multi-layer graph, the vertices represent actors and the labeled
edges represent information about movies in which the actors worked together.
The four layers of the graph represent the following information about the col-
laboration between the actors:
1. “First year of collaboration”
2. “Last year of collaboration”
3. “Rental fees” (the average earnings of all joint movies between two ac-
tors)
4. “Sold tickets” (the average number of sold tickets of all joint movies be-
tween two actors)
†http://imdb.com
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Figure 8.7: Examplary cluster from the IMDB database located in two layers
In this data set, the same edge sets exist in all layers. However, the meaning of
the corresponding labeling functions is different for each layer, thus we can de-
tect different clustering structures considering different layers. All label values
were normalized to the range [0, 1], and w = 0.03 was used for this experiment.
Overall, this graph contains 300 vertices (which correspond to the most prolific
actors) and 18368 edges.
To illustrate the result of RMICS, we show an exemplary cluster with its rel-
evant layers from RMICS’s clustering result in Figure 8.7. This cluster consists
of actors who worked on different movies from the “James Bond” series, which
were very successful in terms of rental fees and sold tickets. The edges with
deviating edge labels for the relevant layers are shown as dashed lines. For the
deviating edge in the “Rental Fees” layer, we also provide the label value as
an example. Please note that while in this graph we have the same edge set in
each layer, the cluster inducing edge sets of the two layers differ from each other,
as different edges are deviating in the corresponding layers. In any case, how-
ever, the density of the cluster inducing edge set is sufficient to form a cluster
in each layer. Using the MLCS model, this cluster could not have been found.
Instead, only a subset of the cluster – which does not contain any deviating
edge – would be found.
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Our second real-world data set is a co-author graph extracted from the
DBLP database‡. In this multi-layer graph, the vertices represent authors and
the layers represent the 50 conferences in computer science having the most
publications. Two authors are connected by an edge in layer i if they co-
authored at least two papers that were published at the corresponding con-
ference. The year of the first joint paper of these two authors at the conference
is given as the label of the edge. The resulting graph consists of 17291 vertices
and 22896 edges. For this experiment, the quality function was adapted to
consider clusters with at least 4 vertices as interesting, as we expect co-author
groups to be rather small. The parameter w was set to w = 4. An exemplary
cluster with two relevant layers is shown in Figure 8.8. In the figure, we plot
the edges of the first layer (ICIP conference) and we highlight a deviating edge
with a dashed line. In the second layer (MICCAI conference), no deviating
edges occurred. Obviously, this is an interesting cluster since even after remov-
ing the deviating edge the subgraph is extremely dense. Again, MIMAG is not
able to detect this cluster: it either detects only a subset of the authors or the
whole ICIP layer needs to be excluded. In both cases, meaningful information
would be lost.
In Table 8.1, we summarize the key characteristics of the clustering results
of RMICS and MIMAG for the two real-world data sets. COCAIN did not finish
on either of these data sets within 2 days and is thus not included in the table.
For each approach we provide the runtime as well as the number of detected
clusters, the average cluster size (number of vertices), average density and
average dimensionality. For the runtimes, we observe that for the IMDB graph,
the runtime of RMICS is higher than that of MIMAG, which can be explained
by the fact that the detection of RCS clusters is more complex than for MLCS
clusters. For both data sets, RMICS detects more and slightly bigger clusters
than MIMAG, as by the MLCS model some of the clusters can not be detected
at all, while for other clusters, only clusters induced by subsets of the vertices
are detected. For the IMDB data set, the clusters detected by RMICS also have
more relevant layers than those detected by MIMAG. In contrast, the average
density of the MLCS clusters is slightly higher, as for the RCS clusters only the
‡http://dblp.uni-trier.de
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Figure 8.8: Examplary cluster from the DBLP database located in two layers
IMDB DBLP
RMICS MIMAG RMICS MIMAG
runtime [sec] 108 22 2 3
#Cluster 35 26 33 28
avg(|O|) 10.4 9.42 4.27 4.25
avg(γS) 0.82 0.94 0.90 0.94
avg(|S|) 3.6 2.58 2.03 2.04
Table 8.1: Key characteristics of the clustering results
density of the cluster inducing edge sets is considered.
Overall, as shown in the experiments, clusters with some deviating edges
frequently occur in real-world data. Thus, tackling this challenge is crucial
to detect meaningful clustering results in multi-layer graphs. The competing
approach MIMAG is sensitive to these errors: Many clusters are not detected at
all or only partially detected since vertices and/or layers need to be excluded
form the clusters due to the dissimilarity of only a few deviating edges. In
contrast, RMICS is robust with respect to deviating edge labels, leading to the
detection of more informative clusters.
8.5 Summary
In this chapter, we introduced the RCS clustering model to detect coherent
subgraphs in multi-layer graphs. The detected clusters correspond to densely
connected subgraphs showing similar edge labels in subsets of the graph lay-
ers. Our method is robust to noise since it excludes deviating edges from its
consideration. Thus, we can successfully handle errors which frequently occur
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in real-world data. To ensure manageable result sizes, we confine the output
to only non-redundant, high-quality clusters. For an efficient processing, we
introduced novel pruning techniques that exploit graph and label information
simultaneously. The strengths of RMICS were demonstrated in the experimen-
tal analysis on synthetic and real-world data sets.
Chapter 9
Modularity for Subspace Clustering
in Multi-Dimensional Graphs
In this chapter, we introduce a clustering approach for graphs with multi-
dimensional edge weights. In contrast to the approaches in the previous chap-
ters, the approach presented here results in a partitioning clustering of the
graph, i.e. each vertex is grouped into exactly one cluster. For one-dimensional
weighted graphs, the modularity measure is one of the most sensitive and best
known quality functions to express the strength of a partitioning clustering.
We extend this widely used optimization criterion for multi-dimensional edge
weights by following the principles of subspace clustering. Our modularity
extension can already be adapted by some of the existing optimization ap-
proaches for modularity. To deal more effectively with the extended search
space due to the variance of the dimensions’ relevance, we propose the effi-
cient clustering algorithm SUMO for clustering networks based on the subspace
modularity.
9.1 Motivation
For many application scenarios, the edges of a graph appear to be intrinsically
weighted. E.g., in a social network the ties between two individuals can be of
different strength; similarly, the collaboration between two scientists in a co-
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Figure 9.1: Example co-authorship network
authorship network might be weighted by the number of co-authored papers.
Acknowledging that the ignorance of these edge weights abandons a lot of po-
tentially useful information, various graph clustering approaches have already
been adjusted to handle edge weights [New04a]. In complex systems, the en-
tities’ relations are usually multifaceted, where different aspects might lead to
different weightings. In a social network, for example, relations between the
individuals can be weighted according to their proximity, the number of mutual
interests, the intensity of communication, or the number of shared friends. In
a co-author network, the co-authorship can be differentiated for different re-
search areas, the relation can also be weighted based on mutual citations, or
whether the two individuals have been co-workers. In the simple co-author
network depicted in Figure 9.1, each dimension corresponds to a certain key-
word and weights represent the number of co-authored papers of two authors
containing this keyword.
Often the number of potential edge weight dimensions is large and while
using multiple information sources is meaningful in general, it also entails the
risk that some of the weight dimensions might not support or even disagree
with the underlying clustering structure. For example, for a co-author network
such as in Figure 9.1, we do not expect to find clusters of authors that have
common papers containing all the keywords, especially if we have a large set
of keywords. Instead, each author cluster will only have a certain set of rele-
vant keywords, characterizing the group’s main research field. Therefore, also
in this scenario we incorporate the subspace clustering principle. In our sce-
9.2. Subspace Modularity 161
nario with multi-dimensional edge weights, the goal is to group vertices such
that for each group a subset of relevant dimensions exists for which the sum of
internal edge weights is high and edges between clusters are sparse and only
lowly weighted. In this chapter, we extend one of the most widely used quality
measures for partitioning graph clustering – the modularity measure – to han-
dle multi-dimensional edge weights with locally irrelevant dimensions. A huge
advantage of modularity-based clustering methods against other partitioning
methods is that they do not require parameters such as the number of clusters,
as by the modularity measure we can compare clusterings with different num-
bers of clusters. The resulting approach will detect a partitioning clustering of
a graph, where each cluster has its own set of relevant dimensions, similar to
projected clustering approaches. As the approach does not detect overlapping
clusters, it naturally does not produce redundancy in the clustering result.
The main contributions of this chapter are the following:
• We present an adaptation of the modularity optimization criterion to han-
dle locally irrelevant dimensions.
• We show how certain existing algorithms can already be used to approx-
imate the optimal clustering w.r.t. our adapted modularity.
• In addition, we present our algorithm SUMO which exploits a more in-
formed search strategy based on the eigendecomposition of the modular-
ity gain matrix.
9.2 Subspace Modularity
Modularity is the most popular quality function for evaluating the strength of
communities and partitions in graphs. In this section, we introduce a straight-
forward extension of the modularity measure to include the evaluation of sub-
space projections. For the following discussions, we consider undirected graphs
without multi-edges, whose edges are associated with multi-dimensional weight
vectors.
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Definition 9.1 (Graph) A graph G is defined as a triple G = (V,E, fE) with a
set of n vertices V = {v1, . . . , vn}, a set of edges E ⊆ M := V × V , a set of
dimensions D and a function fE :M → R|D|≥0 , |D| ∈ N>0 such that:
fE (E) ⊆ R|D|≥0 ∧ ∀e ∈M \ E : fE (e) = 0|D|
The function fE assigns a |D|-dimensional vector wi,j := fE(vi, vj) with non-
negative components to each adjacent vertex pair vi, vj and the zero-vector to
each non-adjacent vertex pair. For this edge-weight vector the d-th component
is the edge-weight in the d-th dimension (d ∈ D) and denoted by wdi,j. A simple
weighted graph is a special case of this definition with |D| = 1. For an un-
weighted graph, the following additional constraint applies: ∀e ∈ E : fE (e) =
1 and ∀e ∈ M \ E : fE (e) = 0. W.l.o.g., we assume there is at least one
non-zero edge-weight in each dimension and therefore at least one edge in the
graph. (Dimensions without edges have no clustering structure and can simply
be excluded from further consideration.)
A clustering for a graph G is commonly defined as a partitioning of the
graphs’ vertices. Since we consider clusters in subspace projections, we addi-
tionally assign an individual set of dimensions to each cluster:
Definition 9.2 (Clustering) For a graph G = (V,E, fE), ∀K ∈ N, 1 ≤ K ≤
|V | : (C,S) with C :=
{
C1, . . . , CK | C1, . . . , CK ⊆ V,
⋃˙K
k=1Ck = V
}
,
S := (S1, . . . , SK | S1, . . . , SK ⊆ D ∧ S1, . . . , SK 6= ∅) is a clustering of G and
each Ck ∈ C is called a cluster.
Since obviously not every partitioning is a good clustering, we need an ob-
jective function to assess a clustering’s quality. The best-known objective func-
tion for partitioning graph clustering is the modularity, which we will briefly
discuss before extending it for the consideration of subspaces.
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9.2.1 The Existing Modularity Measure
The basic idea of the modularity measure is that a good clustering should have
a relatively high density of edges inside each cluster and a low edge-density
between different clusters. The modularity helps to quantify low and high den-
sity by measuring the degree to which the arrangement of edges identified by
the clustering is statistically surprising compared to an equivalent graph where
the edges are placed at random (called the “null model”). For unweighted
graphs the modularity corresponds, up to a normalization factor, to the num-
ber of intra-cluster edges minus the expected number of intra-cluster edges in
the according null model. The weighted version of the modularity measure for
a clustering C is defined as
Q (C) := 1
w
∑
Ck∈C
∑
vi,vj∈Ck
[
wi,j − wi · wj
w
]
where wi :=
n∑
j=1
wi,j and w :=
n∑
i=1
wi. This generalization of the modularity for
weighted edges favors clusterings with a high density of high-weighted edges
inside each cluster and a low density of such edges between clusters. It can be
shown that all modularity values lie in (−1, 1), where positive values indicate a
possible presence of a clustering structure and the larger the values, the more
significant the clustering.
9.2.2 The Subspace Modularity Measure
We extend the modularity to multi-dimensional edge weights and, more im-
portantly, to enable the evaluation of clusters in the context of only the rel-
evant edge weight dimensions. Especially when the weight-vectors are high-
dimensional, the probability of all weight-dimensions being relevant for each
cluster decreases. A high proportion of irrelevant or noisy dimensions can ob-
fuscate the clustering structure and an otherwise meaningful clustering result
will achieve misleadingly low quality values when evaluating the modularity
with respect to all dimensions. To avoid this misinterpretation of clusterings
due to dominating irrelevant dimensions, it is crucial to restrict the evaluation
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only to relevant dimensions.
A further important aspect is that for each cluster a different set of dimen-
sions can be relevant. E.g., in our example in Figure 9.1, each group of authors
works on a different topic and thus different keywords are relevant for each
cluster. Intuitively, a dimension should be relevant for a cluster if and only if
its edge-weights in this dimension are larger than expected. In Figure 9.1, we
intuitively have three different clusters: cluster C1 = {a, b, c, d} with the rele-
vant dimensions 1 and 2, C2 = {e, f, g} in dimension 3 and C3 = {h, i, j, k} in
dimension 1. However, if we simply summed up the weights of each edge to a
single edge weight in order to use the existing modularity measure, the clus-
ters C2 and C3 would be merged into a single cluster, even though this cluster
would not be well connected in any of the single dimensions. In contrast, with
our subspace modularity measure, we are able to detect all three clusters and
their corresponding subspaces.
To incorporate multi-dimensional edge weights into the modularity mea-
sure, we intuitively simply sum up the modularity contributions of every edge-
dimension in the subspace of the corresponding cluster. To ensure compara-
bility of the weights in different dimensions, we assume the weights in each
dimension to be normalized to [0, 1].
Definition 9.3 (Subspace Modularity) Let G be a graph and C a clustering of
G. The subspace modularity QD is defined as follows:
QD (C,S, G) = 1
w
∑
Ck∈C
∑
d∈Sk
∑
vi,vj∈Ck
[
wdi,j −
wi · wj
|D|w︸ ︷︷ ︸
=:µdi,j
]
where wi :=
|D|∑
d=1
n∑
j=1
wdi,j and w :=
n∑
i=1
wi.
For each cluster Ck, we compare all edge weights wdi,j in each relevant di-
mension d∈Sk against their expected weight µdi,j. At this point one could argue
that the expected weight should be determined based on each dimension in-
dividually, i.e., µdi,j = w
d
i · wdj/
n∑
i=1
wdi . The problem here is that each cluster
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Figure 9.2: Example graph with two clusters
can have its individual set of relevant dimensions and, thus, some dimensions
might be important for more clusters than others. This results in different
weight distributions for each dimension and prevents a comparability of the
modularity contributions in different dimensions. If for one edge we have
wd1i,j = w
d2
i,j, w
d1
i = w
d2
i , and w
d1
j = w
d2
j , we expect that each dimension d1 and d2
influences the modularity equally, independent of the weight distributions in
other clusters. For example, the graph in Figure 9.2 consists of the two clusters
C1 = {a, b, c} and C2 = {d, e, f}, both having the relevant dimensions {1, 2}.
As the edges in C1 have equal values in both dimensions, we argue that they
also should have the same influence in both dimensions. However, if we de-
termined µdi,j based on each dimension individually, the influence in d1 would
be lower than in d2, as the sum of all edge weights in d1 is higher. Therefore,
in our definition the expected edge weight is the same for every dimension,
and depends on the sum of the edge weights for all dimensions. The expected
edge weight is normalized by the number of dimensions and the overall weight
w. Through the overall normalization factor 1
w
we guarantee that the subspace
modularity only reaches values in (−1, 1). This allows a comparison among
clustering results for different graphs or with different numbers of clusters.
9.2.3 Subspace Modularity Complexity Analysis
With this adaption of the modularity measure it is possible to evaluate a set of
partitions and their associated subspaces for a graph with multi-dimensional
edge weights. The question at hand is how to determine the optimal clustering
(C∗,S∗), i.e. the clustering for which the subspace modularity QD (C∗,S∗, G)
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is maximal. We call this problem the Maximum Subspace Modularity (MSM)
problem.
Definition 9.4 (Maximum Subspace Modularity) Given the graphG = (V,E,
fE), the maximum subspace modularity (MSM) problem is the problem of finding
a clustering (C∗,S∗) such that (C∗,S∗) = argmax(C,S) {QD (C,S, G)}.
Since already the decision problem version of the traditional unweighted
modularity is known to be NP-complete [BDG+06], we cannot expect a gener-
alization of this problem to be optimized efficiently. For analyzing the complex-
ity of optimizing the subspace modularity measure of Definition 9.3, we first
formulate the according decision problem version of our optimization problem
MSM. By showing that the decision problem version of the classical modular-
ity for weighted graphs can be reduced to our decision problem in polynomial
time, we can show that our problem is NP-hard. The decision problem version
to the MSM optimization problem is formalized by:
Definition 9.5 (Decision problem for MSM) Given a graph G = (V,E, fE)
and a constant C, is there a clustering (C,S) with QD (C,S, G) ≥ C?
Theorem 9.1 The decision problem version of MSM is NP-complete.
Proof 9.1 a) The input for the maximal modularity problem for weighted graphs
(MWM) is a graph G = (V,E, fE) with one-dimensional edge weights fE(E) ∈
R. Since we only have 1-dimensional weights and each subspace must have a
cardinality of ≥ 1, the subspace modularity of Definition 9.3 corresponds to the
traditional weighted modularity. Thus, since MWM is NP-complete [BDG+06],
MSM is NP-hard.
b) MSM is in NP: For a given clustering (C,S), we can check in polynomial
time O (|V |3 · |D|) whether QD (C,S, G) ≥ C. Since the verification is in P, MSM
is in NP.
c) combining a) and b)⇒ MSM is NP-complete.
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9.3 The SUMO Algorithm
Although our MSM problem has the same complexity class as the original
weighted modularity problem, it seems to be more complex since the search
space is enlarged exponentially by considering possible subspaces. A closer
look, however, reveals that in order to maximize the subspace modularity, a
subspace Sk for a cluster Ck should contain all and only those dimensions
whose modularity contribution is positive. For a given clustering C the opti-
mal subspaces can directly be derived for each cluster Ck ∈ C by:
S(Ck) = {d ∈ D |
∑
vi,vj∈Ck
(wdi,j −
wi · wj
|D|w ) > 0} (9.1)
Accordingly, we will denote by S(C) the tuple of subspaces containing for
each cluster Ci ∈ C a subspace Si := S(Ci) ∈ S(C). Since the subspaces can
now directly be inferred from a given partitioning of the vertices, the search
space reduces to that of the original modularity problem, namely finding the
optimal partitioning.
Numerous optimization approaches for the modularity have been proposed
over the years. Spectral methods (e.g. the approach by Newman [New06])
work on a “modularity” matrix based on the adjacency matrix of the graph.
These approaches can not easily be adapted for our problem as a single adja-
cency matrix does not well represent a multi-dimensional graph. An aggrega-
tion of all matrices into a single one would hinder the detection of clusters in
subspaces. However, several greedy approaches for modularity can be adapted
to our problem. Often the idea is to generate a hierarchical sequence of cluster-
ings, either agglomerative or divisive, and to stop if there is no further modu-
larity gain or to choose the clustering with maximal modularity score out of the
complete sequence in the end. In each iteration, the decision for merging or
splitting clusters is based on the modularity gain of the different alternatives.
Other approaches (e.g. the algorithm by Blondel et al. [BGLL08]) iteratively
move single vertices to other clusters such that the modularity is increased.
Such local reassignments are also part of approaches based on simulated an-
nealing or extremal optimization.
168 Modularity for Subspace Clustering in Multi-Dimensional Graphs
While these approaches prove to be very effective in the case of just a sin-
gle weight per edge, the subspace determination for multi-dimensional edge
weights complicates their direct adaption for our problem. The difficulty here is
that for the initially very small clusters (in case of an agglomerative approach),
or the initially very large clusters (in case of an divisive approach), or simply
just the bad clustering of an initial random partitioning, the modularity contri-
bution of all dimensions is usually negative. According to our straight-forward
subspace determination in Equation 9.1, all subspaces would be empty, result-
ing in a subspace modularity score of zero. As a consequence, there is no basis
for decision-making to merge or split clusters in the first iterations, which are
then performed completely at random. Since in this preliminary state of the
hierarchical clustering there is no meaningful basis for choosing a set of rele-
vant dimensions, the decision for the hierarchical sequence initially has to be
guided by all dimensions. With continuing iterations, the relevant dimensions
become more apparent, and should have a stronger influence on the cluster-
ing sequence. For utilizing hierarchical clustering approaches to optimize the
subspace modularity, we need an objective function initially incorporating all
dimensions, increasing the influence of the relevant dimensions with progress-
ing iterations, and thus converging to the actual subspace modularity function:
Definition 9.6 (α-modularity) Let G be a graph, C be a clustering of G, t ∈ N≥0
the number of iterations, and α : N≥0 → [0, 1]. The α-modularity QαD is defined
as the following clustering objective function:
QαD (C, G, t) =
1
w
∑
C∈C
∑
vi,vj∈C
∑
d∈S(C)
α(t) ·
(
wdi,j −
wi · wj
|D|w
)
+
1
w
∑
C∈C
∑
vi,vj∈C
∑
d/∈S(C)
(1− α(t)) ·
(
wdi,j −
wi · wj
|D|w
)
Basically, this α-modularity introduces a weighting of relevant and irrele-
vant dimensions. Since the initial influence of the irrelevant dimensions should
fastly be diminished such that the objective function fastly converges to the
original subspace modularity, we use an exponential weighting function:
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Algorithm 9.1: Framework for hierarchical clustering
input : A graph G
output: A partitioning C of the graph G
1 t = 0
2 Gt = G
3 Ct = singleton clusters of V
4 while true do
5 Ct+1 = clustering-update(Ct, Gt, QαD, t)
6 if QD(Ct+1,S(Ct+1), G) ≥ QD(Ct,S(Ct), G) ∧ Ct+1 6= Ct then
7 Gt+1 = Gt
8 else
9 Ct+1 = Ct
10 Gt+1 = collapse(Gt, Ct) /* cf. [BGLL08] */
11 if Gt == Gt+1 then break
12 t = t+ 1
α (t) := 1− 0.5 · e−p·t· 1|V | , p ∈ R≥0
This α-function ensures that we start with α(t=0)=0.5 in the first iteration
and then converge relatively fast to 1 (α(t → ∞) = 1). Since the length of
the hierarchical clustering sequence and, thus, the number of iterations after
which we yield meaningful subspaces strongly depends on the size of the un-
derlying graph, α(t) also depends on the number of vertices |V |. The constant p
influences how fast α(t) converges against 1 and is called the convergence speed
factor of α.
With the help of the α-modularity of Definition 9.6, we can simply apply
the greedy clustering procedures based on iterative reassignments of vertices
that are already available in the literature. In the following, we exemplarily
describe how we can adapt the approach of Blondel et al. [BGLL08] and a
simple hierarchical bottom-up approach to use the α-modularity. Algorithm
9.1 describes the general greedy workflow adapted from the first appproach
[BGLL08]. We iteratively perform a hierarchical clustering step based on the
α-modularity (line 5), until the clustering quality measured as subspace mod-
ularity does not improve any more. In this case we collapse the graph (line
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Algorithm 9.2: clustering-update(Ct, Gt, QαD, t) as local reassignment of
vertices according to [BGLL08]
input : A clustering C, a graph G, an objective function Q, an iteration
counter t
output: An updated partitioning C∗ of G
1 C∗ = C
2 forall the v ∈ V do
3 Find cluster C incident to v with highest quality gain if v is moved to
C
4 if Q(C∗Ck←vi , G, t) ≥ Q(C∗, G, t) then C∗ = C∗Ck←vi
Algorithm 9.3: clustering-update(Ct, Gt, QαD, t) as pairwise merge of clus-
ters
input : A clustering C, a graph G, an objective function Q, an iteration
counter t
output: An updated partitioning C∗ of G
1 C∗ = C
2 while true do
3 choose argmax(Ci,Cj)∈C∗×C∗ Q(C∗Ci←Cj , G, t)
4 if Q(C∗Ci←Cj , G, t) ≥ Q(C∗, G, t) then C∗ = C∗Ci←Cj
5 else break
10), according to the second phase described in [BGLL08], which constructs a
new graph, where nodes represent the clusters of Ct and edges and weights are
adapted from Gt. Based on this new graph, we continue the iterative clustering
update until neither the clustering nor the graph changes any more. The func-
tion for the clustering-update(Ct, Gt, QαD, t) can be any greedy iterative cluster-
ing method guided by the α-modularity objective function. In [BGLL08] this
step is designed as a greedy local approach (Algorithm 9.2) where one vertex v
is reassigned to a neighboring cluster C if this leads to a positive α-modularity
gain out of all choices for C.
A corresponding adaption of a traditional hierarchical bottom-up approach
is depicted in Algorithm 9.3. Here we iteratively combine the cluster pair
(Ci, Cj) ∈ C × C whose union yields the highest positive α-modularity gain.
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9.3.1 The SUMO Algorithm
Although the presented simple greedy heuristics are already able to find a good
clustering solution with respect to the subspace modularity, we want to intro-
duce a new clustering − update function SUMO, incorporating in each step
all of the available information. We will see in the experimental section that
SUMO is more robust against noise dimensions than Algorithms 9.2 and 9.3,
which is a necessary property for the task of subspace clustering. While Al-
gorithm 9.2 just tries to move any vertex v to an incident cluster, SUMO tries
to find the “most promising” vertex-cluster pair in each step. Instead of just
deciding based on the quality gain of moving one vertex v into a cluster C,
the key idea for SUMO is to additionally consider the tendency of neighboring
vertices to follow into cluster C in later iterations. Based on the definition of
the modularity, the contribution of a vertex to the modularity of a clustering
strongly depends on the cluster membership of its incident vertices. Thus, a
vertex vi whose majority of neighbors will later join its cluster choice might be
preferable compared to a node vj whose neighbors will keep their current clus-
ter assignments, even if the actual quality gain by just moving vj is larger than
that of moving vi. Of course, this preference is also influenced by the quality
gain expected from the neighbors of vi.
First, we consider for each cluster Ck and each vertex vi the quality gain
of moving vi into Ck and for each neighbor vj of vi the additional quality of
moving vj as well. We represent this as a quality gain matrix:
Definition 9.7 (Quality Gain Matrix of a Cluster) Given a graph G, a cluster-
ing C of G, a cluster Ck ∈ C, and a quality function Q. The quality gain matrix
Gk is then defined as:
Gk,i,j =

Q(CCk←{vi})−Q(C) if i = j
1
md
· [Q(CCk←{vi,vj})−Q(CCk←{vi})] if vj ∈ N(vi)
0 else
where N(vi) = {vj ∈ V | ∃ {vi, vj} ∈ E} is the neighborhood of vi, CCk←M rep-
resents the clustering C where all vertices M ⊆ V are moved to cluster Ck , and
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md = max
u∈∪vi∈CkN(vi)\Ck
deg(u) is the maximal degree of all neighboring vertices of
Ck.
A row Gk,i of the quality gain matrix represents the quality gains of moving
vi in combination with its neighbors N(vi). Since we are actually moving just
the vertex vi, the quality gains of its neighbors are only of secondary impor-
tance, which requires the weighting by 1
md
. Otherwise, the beneficial impres-
sion of a vertex could mainly originate from its neighbors.
At this point one could simply choose the vertex vi and the cluster Ck for
which Ck, vi = argmaxCk∈C,vi∈V
(∑
vj∈V Gk,i,j
)
. This would be a valid choice
given two conditions: a) all of vi’s neighbors actually follow into cluster Ck and
b) it is beneficial for cluster Ck to absorb all of vi’s neighbors. Since, intuitively,
these two conditions do not necessarily hold, our objective function needs to
incorporate two different perspectives: the preferences of each vertex to join
the different clusters and the preferences of each cluster to absorb the different
vertices.
For the perspective of the vertices, the preference of a vertex vi for a cluster
Ck ∈ C can simply be represented by the relative quality gain
Gk,i,i∑
Cl∈C Gl,i,i
.
To capture the desirability for cluster Ck to include a vertex vi, we define a
preference vector tk. Intuitively the preference for a vertex vi depends on the
quality improvement gained by including vi (Gk,i,i), on potential further im-
provements achieved by including its neighbors vj (Gk,i,j), and on the cluster’s
preference for including these neighbors (tk,j). Expressed formally, we have
the following eigenvector problem:
λ · tk = Gk · tk
For a better comparability of the preference values for different vertices, we
want to ensure that each entry of tk has the same sign. By slightly adapt-
ing the quality gain matrix Gk to a positive matrix, we can ensure that there
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exists a positive eigenvector corresponding the the largest eigenvalue (Perron-
Frobenius theorem [Mey00]). Therefore, we adapt Gk as follows:
G∗k,i,j :=
Gk,i,j + |m| if vj ∈ N(vi) ∪ {vi} else
where m = mink,i,j {Gk,i,j, 0} is the smallest negative entry among all gain ma-
trices or zero if all entries are non-negative, and  ∈ R+,  1 is an arbitrarily
small positive number. The eigenvector t∗k corresponding to the largest eigen-
value of G∗k,i,j represents the vertices’ desirability for one cluster Ck. To enable
a comparability between the preference vectors of different clusters, we nor-
malize each vector t∗k such that its largest entry is 1. We combine the clusters’
and the objects’ preferences into one “probability” vector pk ∈ [0, 1]|V | for each
cluster, defined as:
pk =
(
G∗k,i,i · t∗k,i∑
Cl∈C G
∗
l,i,i · t∗l,i
)
i=1...|V |
In pk we have an entry for each vertex vi representing the tendency that vi
actually will move to cluster Ck. This tendency is determined as the preference
of cluster Ck for this object, weighted by the actual quality gained by vi, and
normalized by the overall tendency of vi for all clusters. While a decision for the
best cluster-vertex pair solely based on the gain matrix Gk was a too optimistic
simplification of the problem at hand, a weighting with the tendency vector
pk allows a more realistic assessment. An entry jk,i of our indicator vector jk
for cluster Ck describes the expected quality gain if the vertex vi is moved to
cluster Ck:
jk = Gk · pk
Since the vertex-cluster pair with the highest entry jk,i is expected to be most
beneficial with respect to later reassignments, we choose to reassign vi to clus-
ter Ck (Algorithm 9.4, line 4). If the quality of the clustering has not improved,
we stop our clustering-update (line 8), else we search for the next promising,
so far unconsidered vertex to be reassigned (line 3).
Since the eigendecomposition for determining the clusters’ preference vec-
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Algorithm 9.4: clustering-update(Ct, Gt, QαD, t) as local reassignment of
vertices according to SUMO
input : A clustering C, a graph G, an objective function Q, an iteration
counter t
output: An updated partitioning C∗ of G
1 C∗ = C
2 forall the Ck ∈ C do Compute tk, pk, jk
3 while P = {(vi, Ck) | vi not moved yet, vi /∈ Ck} 6= ∅ do
4 Choose pair (vi, Ck) ∈ P for which jk,i is maximal
5 if Q(C∗Ck←vi , G, t) ≥ Q(C∗, G, t) then
6 C∗ = C∗Ck←vi
7 pk,i = 1 and pl,i = 0∀l 6= k, recompute jk’s
8 else break
tors tk is the computational bottleneck of this update function, we try to de-
crease effort and frequency of recomputing tk. Instead of recalculating all vec-
tors tk after assigning vertex vi to cluster Cl, we directly update the overall
preferences pk, such that pl = 1 and all other probabilities pk = 0 for k 6= l
and recompute all jk vectors before continuing the update step (line 7). A fur-
ther enhancement concerns the size of the gain matrices Gk for each cluster.
Since the reassignment of a vertex to a non-adjacent cluster can only decrease
the cluster’s modularity, we can restrict our computations to pairs (vi, Ck) such
that vi ∈ ∪vj∈CkN(vj), i.e. vi is connected to at least one vertex from Ck.
9.4 Experiments
In this section, we evaluate the effectiveness of our subspace modularity model
and the performance of the different algorithms for its optimization described
in Section 9.3 using synthetic and real-world data.
9.4.1 Experimental Setup
We compare our subspace modularity measure QD to a ‘fullspace modularity’
variant (QF ) which simply sums up the edge weights of all dimensions and
9.4. Experiments 175
1E‐01
1E+00
1E+01
1E+02
1E+03
100 400 1600
r u
n t
i m
e  
[ s
e c
]
number of edges
SuMo LR‐QD H‐QD
LR‐QF H‐QF Newman
(a) Varying number of edges
1E+01
1E+02
1E+03
1E+04
1E+05
1E+06
1E+07
1E+08
80 160 320
r u
n t
i m
e  
[ s
e c
]
graph size (vertices & edges)
SuMo LR‐QD H‐QD
LR‐QF H‐QF Newman
(b) Varying graph size (vertices & edges)
Figure 9.3: Runtime scalability
computes the modularity on the resulting graph. Our SUMO algorithm is com-
pared to the adapted algorithms described in Section 9.3: the local reassign-
ment function according to [BGLL08] (denoted by LR, cf. Algorithm 9.2) and
the hierarchical clustering (denoted by H, cf. Algorithm 9.3). These approaches
are run using the fullspace objective function QF as well as the subspace mod-
ularity QD. As a further competitor we chose the popular approach of Newman
[New06], which works on just a single weight and is not easily transferable to
multidimensional weights. We therefore apply it as fullspace variant with just
a single weight as sum of the weights of all dimensions. All experiments were
conducted on 2.33 GHz Intel Xeon CPUs with Java6 64bit. For the experiments
on synthetic data, we compare the detected results to the ground truth using
the NMI (Normalized Mutual Information) measure. As for the real-world data
sets no ground truth is available, we can only compare some key characteristics
of the clustering results. For each result, we provide the obtained values for
the different modularity measures as well as the number K of detected clus-
ters and the runtime. Furthermore, we compute the NMI value of the results of
SUMO to those of all other approaches, thereby evaluating the similarity of the
results. Please note that the NMI does not correspond to a clustering quality
here, as we have no ground truth to compare with. However, low NMI values
indicate that SUMO produces novel clustering results that can not already be
detected using the other objective functions or algorithms.
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9.4.2 Experiments on Synthetic Data
We start by analyzing the different algorithms in combination with each objec-
tive function for varying characteristics of the input data sets. Therefore, we
generated a series of synthetic data sets. Each generated graph has 10 dimen-
sions and consists of 4 clusters, each containing 30 to 50 vertices and having
2 to 3 relevant dimensions. As due to the heuristic nature of the algorithms,
different runs of an algorithm on the same data set can produce different re-
sults, each result shown here is the average value over five different runs of the
algorithm on the same data set.
Even though our focus is on evaluating the cluster quality, we briefly discuss
the methods’ efficiency. In Figure 9.3 (left) we increase the number of edges
in the graph. All algorithms scale linearly (note the logarithmic scaling of both
axes) and we see that the application of QD only marginally affects the run-
time. While SUMO and the hierarchical algorithm show a similar runtime, the
algorithm of [BGLL08] and Newman clearly outperform them both. In Figure
9.3 (right) we increase the number of vertices in the graphs, which is accom-
panied by a quadratic increase of the number of edges (logarithmic scaling
of both axes). Accordingly all algorithms show super-linearly increasing run-
times. The approach by Newman again shows the lowest runtimes, however
only solving the fullspace clustering problem.
In Figure 9.4 we increase the number of irrelevant dimensions in the graphs.
Newman’s approach behaves as expected for the fullspace scenario and shows
decreasing quality scores. The LR-QF shows better results and its robustness
against irrelevant dimensions can be improved by the subspace modularity
QD. For the H-algorithm, using QD has no noteworthy positive effect, also
confirmed by the other experiments. Since hierarchical algorithms explicitly
relinquish any backtracking, mistakes in the first iterations have a massive im-
pact on the later clustering decisions. This counteracts with the Qα idea of
iteratively converging to the QD modularity. SUMO clearly proves to be more
robust against irrelevant dimensions and can exploit the QD modularity more
effectively than the other algorithms. If optimized successfully, the subspace
modularity massively diminishes the negative effect of irrelevant dimensions.
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Figure 9.4: Quality vs. irrelevant dims.
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Figure 9.6: Quality vs. intra-weights
For the experiment shown in Figure 9.5, we increase the amount of noisy
edges, which affects the graph structure and the weights as well. Again, we ob-
serve that LR performs better by using QD than with its fullspace counterpart.
With SUMO we can observe that the concentration on important information
though subspace clustering helps balancing off the negative effects of noise.
In Figure 9.6 we examine the impact of the actual weights on the clustering
results. While for intra-cluster edges irrelevant dimensions have an average
weight of 1, we vary the average weight of relevant dimensions from 1.0 to 6.0.
Inter-cluster edges have an average weight of 1 for all dimensions. This exper-
iment shows that SUMO is better capable of capturing the clustering structure
if it is only weakly indicated by the weight-distribution. Also the LR-approach
benefits from the subspace modularity QD. Fullspace approaches only detect
meaningful clusters if the intra-cluster weights are very high.
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NMI QD QF K runtime
SUMO (QD) 1 0.69 0.22 22 54,594 s
LR (QD) 0.49 0.69 0.2 4 1,057 s
LR (QF ) 0.42 0.59 0.52 31 235 s
H (QD) 0.45 0.67 0.5 88 20,039 s
H (QF ) 0.41 0.64 0.53 84 15,564 s
Newman 0.33 0.58 0.46 39 25 s
Figure 9.7: Results on IMDB
NMI QD QF K runtime
1 0.76 0.7 25 7,449 s
0.77 0.77 0.73 18 115 s
0.79 0.77 0.75 40 67 s
0.8 0.78 0.74 50 8,467 s
0.79 0.78 0.74 48 7,518 s
0.72 0.73 0.70 54 34 s
Figure 9.8: Results on arXiv
9.4.3 Experiments on Real-World Data
Our first real-world data set is an extract of the IMDb movie database∗. The
vertices represent movies produced in the USA, Canada, UK, or Germany, which
are connected to each other if they share actors or if there exists a reference
(e.g. spoof or follow up) between them. The edge weight dimensions represent
21 movie genres. Overall, the network contains 862 nodes and 4388 edges.
The results for this data set are shown in Figure 9.7. We observe that al-
though all approaches using QD as their objective function obtain similarly
good QD values, their clustering results highly disagree, indicated by the low
NMI-values of maximal 0.49. While the results of the QD-optimizing algorithms
achieve the highest QD scores, the equivalent scores for the modularity in the
fullspace are rather low. This disagreement of the measures indicates a no-
table fraction of irrelevant dimensions, correctly treated by the algorithms.
Approaches operating in the fullspace contrarily show similar values for QD
and QF . A further advantage of our subspace modularity measure is its ability
to reveal additional information about the relevant dimensions which allows
a semantic interpretation of the clusters. For example, SUMO detects a clus-
ter with the relevant dimensions “Thriller”, “Mystery” and “Horror” containing
movies like “The Ninth Gate” or “Lady in White”. Another cluster has the rele-
vant dimensions “Biography”, “History” and “War” and contains 18 movies like
“The Times of Harvey Milk” or “Winter Soldier”.
Our second real-world data set is extracted from the arXiv online archive†.
In this network, each vertex represents a paper and each edge represents a ci-
tation between two papers. The edges are further described by 30-dimensional
∗www.imdb.com
†www.arxiv.org
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Figure 9.9: Clusters in IMDB
Figure 9.10: Clusters in arXiv
weights, where each dimension represents one of the top 30 keywords. The
weight in each dimension denotes the minimum number of occurences of the
keyword in the abstracts of the papers. Overall, the data set contains 856 ver-
tices and 2660 edges.
For this data set, all approaches reach quite similar values for all the modu-
larity measures (cf. Figure 9.8). To understand this different behaviour to the
IMDB data set, we have to take a look at the structure of the graphs. In Figure
9.9 and 9.10 we visualized both graphs using the ForceAtlas2 algorithm in the
Gephi platform‡ (which arranges the vertices based just on the graph struc-
ture). Vertices having the same color share a cluster in the result of SUMO.
We observe that the arXiv graph is quite sparse and the clusters fit the graph
structure well. As clusters can already be detected looking solely at the graph
structure, the additional consideration of edge weight subspaces is not advan-
tageous for this data set. In contrast, the IMDB graph is very dense and it
is hardly possible to detect clusters by looking just at the graph structure. In
this case, detecting clusters considering just the relevant dimensions using the
subspace modularity leads to a clearer clustering structure than using the tra-
ditional modularity measure. For both graphs fullspace clustering leads to a
higher number of clusters than subspace clustering, confirming the theory that
vertices rarely show strong connections for all dimensions.
‡www.gephi.org
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9.5 Summary
In this chapter, we extended the modularity measure to handle graphs with
multi-dimensional edge weights. We showed how our modularity extension
can be adapted by some existing modularity optimization approaches. Fur-
thermore, we proposed the clustering algorithm SUMO for more effectively
clustering networks based on the subspace modularity.
Part III
Clustering Heterogeneous
Networks
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Chapter 10
Heterogeneous Networks –
Introduction
10.1 Motivation
In Part I, we introduced methods for clustering graphs with vertex attributes,
combining the paradigms of dense subgraph mining and subspace cluster-
ing. However, those methods – like most graph clustering methods – are
constrained to homogeneous networks (networks with a single vertex type).
In many cases, real-world data can better be represented by heterogeneous
networks with several vertex types. For example, bibliographic data can be
represented as a network with the vertex types “paper” and “author” (cf. Fig-
ure 10.1). Recently, several methods (e.g. [TLZ12, SAH12]) for clustering
such networks were developed. When we consider heterogeneous networks,
a novel challenge for clustering arises: Besides detecting clusters, clustering
approaches should also analyze the interactions between clusters of different
types, e.g. “which groups of authors are interested in which groups of papers?”
Furthermore, like for homogeneous networks, real-world data often contains
additional information (“attributes”) about the vertices of a graph, which can
be described as vector data. E.g., a “paper” vertex can be further described
by a vector of keywords. To exploit the full information content of the data,
the similarity of vertices in the attribute space should be considered for the
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Figure 10.1: Example author-paper network
clustering, as well as the connections in the network.
In principle, it would be possible to project the network to a homogeneous
network just containing vertices of one of the types (e.g. build a co-author
network by connecting authors with common papers) and then apply one of
the existing clustering approaches for homogeneous networks. However, by
doing so, information about the other types (e.g. the topics of the papers) is
lost. Furthermore, an important aspect in our work is analyzing the connec-
tions between clusters of different types, which would not be possible at all in
such a setting. Thus, there is a need for specialized clustering approaches for
heterogeneous networks.
An important aspect is that especially for high-dimensional attribute data,
not all of the attributes may be relevant for a cluster. E.g., for a cluster of
papers on similar topics, we would expect the papers to have some, but not
all keywords in common. In such a case, requiring similarity of all attributes
in a cluster can hinder the detection of interesting clusters. Thus, we aim
at detecting clusters of vertices in heterogeneous networks that are densely
connected and also show similarity in a subset of the attributes (subspace),
following the principle of subspace clustering.
To the best of our knowledge, there exists no previous approach for sub-
space clustering in heterogeneous networks. In [SAH12], it is mentioned that
only a subset of the attributes may be relevant for the clustering. However, in
this approach the user has to specify the relevant set of attributes.
In Chapter 11, we introduce the TCSC cluster model for subspace clusters
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in heterogeneous networks with vertex attributes and the algorithm HSC for
detecting such clusters.
10.2 Related Work
Combined Clustering of Graph and Attribute Data In the previous chap-
ters, we introduced approaches combining subspace clustering and graph clus-
tering. These approaches aim at finding clusters of vertices that are densely
connected and as well show similar attribute values in a subset of their at-
tributes. However, none of them considers heterogeneous networks.
Clustering in Heterogeneous Networks The existing approaches for clus-
tering in heterogeneous networks vary greatly in the types of networks that
they consider, as well as in their clustering objectives. Singh [Sin07] proposes
new research directions considering multi-mode (multiple node types), multi-
relation (multiple edge types) and multi-feature networks. Several approaches,
e.g. MIMAG (Chapter 7) or the approach by Tang et al. [TWL12], consider
graphs with a single vertex type and multiple edge types. In some cases, such
networks are called multi-dimensional [TWL12] or multislice [MRM+10] net-
works. An approach by Cai et al. [CSH+05b] finds a linear combination of
weights from different relations, based on example communities given by the
user and so converts the network into a single weighted network. Tang et al.
[TWL12] extend the modularity measure to networks with different edge types.
The method is also generalized to other community detection approaches.
MIMAG and RMICS (Chapter 8) consider graphs with multiple edge types
and edge attributes. In such graphs, densely connected clusters are detected
that also have similar attribute values in a subset of the edge types.
Other approaches [Bar07, SW09] consider bipartite graphs (e.g. graphs
where edges only exist between vertices of different types): Barber [Bar07]
defines a null model for modularity which considers bipartite networks and
detects communities based on this measure. Suzuki et al. [SW09] propose a
new modularity measure for bipartite graphs, resulting in one partitioning of
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the vertices for each vertex type.
Some approaches [JHE11, ZFW+12] are specially developed for prediction
in (not necessarily bipartite) user-itemset networks and are based on Mixed
Membership Stochastic Blockmodels. The approach by Jamali et al. [JHE11]
learns the mixed group membership assignments for users and items in order
to predict which user will rate which item in the future as well as future links
between users. Zhong et al. [ZFW+12] propose an approach to combine the
information from different networks into a composite user-item network and
predict future interactions of users and items.
There also exist approaches that can handle graphs with arbitrarily many
vertex types: Some approaches [GLZ+05, SYH09] cluster star-structured het-
erogeneous networks with one central type, where only the clustering of the
vertices of the central type is optimized. Gao et al. [GLZ+05] proposes spec-
tral co-clustering on such networks. The problem is divided into several co-
clustering problems (each problem is the co-clustering of the central node type
and one other type). This approach finds a globally optimal solution for these
problems such that the clustering result on the central result are the same. An
approach by Sun et al. [SYH09] also works on star-structured heterogeneous
networks with one central type. The other vertex types are called “attribute
types”. The resulting clustering partitions the whole graph into k clusters.
While a cluster contains different types of vertices, only the clustering of the
vertices of the central type is optimized. Thus, the clustering follows a similar
concept as clustering vertices based on graph data and attributes.
Sun et al. [SNH+12] consider networks with several vertex types, which
are not restricted to star-structured networks. The user has to specify a target
type, i.e. a vertex type that should be clustered. The other types are called
“feature types” and are used like attributes of the target type vertices. The
paper proposes that different paths between node types can be used to define
the similarity of nodes, e.g. ’author - venue - author’, and each of these paths
is of different importance. The paths that are used for the clustering are given
by the user or determined by traversing the network schema with a length
constraint. The weights for the different paths are learned automatically during
the clustering process.
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Sun et al. [SAH12] consider a heterogeneous network with incomplete ver-
tex attributes. The authors mention that only a subset of the attributes may be
relevant for the clustering (similar to the idea of subspace clustering). How-
ever, in this approach the user has to specify the relevant set of attributes. In
the resulting clustering, each cluster can contain vertices of every type. The
clustering is mostly based on the attributes, while the links are only used to
ensure a “structural consistency” (i.e. connected vertices should be clustered
together with higher probability). However, the resulting clusters do not have
to be dense or even connected in the network.
Li et al. [LNY13] propose a random-walk-based approach for community
detection in heterogeneous networks (called “multi-dimensional” networks),
which aims at finding a single community based on a set of seed items.
The most similar approach to our work is the work of Tang et al. [TLZ12,
TLZN08]. This approach considers evolving multi-mode networks, i.e. net-
works with different types of vertices that evolve over time. The clustering is
partitioning and the number of clusters for each mode has to be given by the
user. The vertices of each type are clustered simultaneously, with the aim that
the group membership of two vertices determines their interaction. However,
the approach does not provide information about connections between groups.
Furthermore, clusters should evolve smoothly over the time steps. To solve
this clustering problem, the concept of block model approximation is used.
The proposed method only considers multi-partite networks, but extensions
for considering edges between vertices of the same type and vertex attributes
are mentioned. In the experimental section in Chapter 11, we compare this
approach (with the extension for using attributes) to our approach.
While attributes are used for the clustering by the two previously mentioned
approaches, our approach is the first one that considers clustering in subspaces
of the attributes for heterogeneous networks. Furthermore, all previous ap-
proaches for (fullspace) clustering in heterogeneous networks partition all the
nodes into clusters, while our density-based approach is able to detect overlap-
ping clusters and exclude outliers from the clusters.

Chapter 11
Combined Subspace Clustering in
Heterogeneous Networks
In this chapter, we propose the density-based clustering model TCSC for the
detection of clusters in heterogeneous networks. This model describes clusters
that are densely connected in the network and show similarity in a subset of
their attributes. Also the complex interactions between the clusters of differ-
ent types are considered by the TCSC model. Furthermore, we introduce the
algorithm HSC for computing the TCSC clustering.
11.1 Motivation
In this chapter, we consider heterogeneous networks that contain edges be-
tween vertices of different types (e.g. a paper is connected to its authors),
but can also contain edges between vertices of the same type (e.g. citations
between papers). Furthermore, for each of the vertex types there can be addi-
tional attributes. As motivated in Chapter 10, we want to cluster the vertices
of each type such that the clusters of different types interact with each other.
An important challenge is how to model the interactions between the clus-
ters. Intuitively, two clusters (of different types) are connected if the vertices
of each cluster are densely connected via the vertices of the other cluster. E.g.
the authors of one cluster can be densely connected via the papers in one or
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Figure 11.1: Example author-paper clustering
several paper clusters. Consider the example in Figure 11.1. Here we observe
two author clusters and three paper clusters (two of which are overlapping).
The connections between the clusters indicate that the vertices of those clusters
are connected by many edges. Naturally, a group of authors can publish papers
about different topics, and also different groups of authors publish papers on
the same topic. Thus it makes sense that an author cluster can be connected to
several paper clusters and vice versa. Each cluster can interact with a different
number of clusters. Therefore, just connecting each cluster to a specified num-
ber of other clusters would be problematic. Thus, in our approach the number
of connections of a cluster is not restricted.
We want to highlight that there is no unique definition of the clustering
problem in heterogeneous networks, and the existing approaches vary greatly
in their clustering objectives. Some approaches (e.g. the approach by Sun et al.
[SYH09]) cluster only the vertices of one type, while the vertices of other types
are considered as “attribute types” of the clustered type. E.g. these approaches
would cluster the authors based on the papers they have written. Other ap-
proaches [SAH12] aim at clustering the vertices of all types such that each
cluster contains vertices of different types. This can be viewed as a one-to-
one relationship between clusters of different types. In Figure 11.1, those ap-
proaches would either partition the authors into three clusters or merge two of
the paper clusters in order to find a clustering of both types. Other approaches
[SW09, TLZ12] partition the vertices of each type separately, with the aim that
the group membership of two vertices determines the probability of an edge
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between them. E.g. authors from the same cluster can be connected in papers
from one or several of the paper clusters. In Figure 11.1, these approaches
could nearly detect the indicated clusters. However, all those approaches par-
tition the nodes and thus would not be able to detect the overlap between the
two clusters. Our approach belongs to the last, most general, category, and is
able to detect overlapping clusters.
Furthermore, we observe that there are different ways to represent a data
set as a heterogeneous network. Information about entities (e.g. words con-
tained in papers) can be modeled in different ways: Either as an additional
vertex type or as an attribute of another vertex type. For algorithms that clus-
ter one type and treat the others as attributes, we could as well model the data
as a homogeneous network with node attributes. In the other case, where all
node types are clustered, the modeling of the data has a large influence on
the clustering result. For example, by modeling keywords as attributes of the
papers, we can detect clusters of papers that contain similar keywords. If we
model the words as nodes, we also cluster the words based on the papers that
contain them, which can lead to problems especially if some words are con-
tained in a large amount of papers. Also, we are not necessarily interested in
a clustering of words. In our work, we model only those information types as
vertex types that we want to cluster. Other types of information are modeled
as attributes. Please note that even if the words themselves are not clustered,
the clustering result still contains the relevant words for each paper cluster.
The main contributions of this chapter are the following:
• We present the cluster model TCSC (Typed Combined Subspace Cluster).
In contrast to previous approaches for heterogeneous networks, TCSC
additionally considers the similarity of vertices in subspaces of their at-
tributes and allows the clusters to overlap, which makes sense in many
applications.
• As allowing too much overlap between clusters can lead to the detection
of redundant clusters, TCSC avoids redundancy in the clustering result
by using a redundancy model.
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• We introduce the algorithm HSC (Heterogeneous Subspace Clustering)
for detecting TCSC clusters.
11.2 The TCSC Clustering Model
In this section, we introduce our TCSC model for clustering in heterogeneous
networks. Basically, a cluster consists of a set of vertices of the same type that
are densely connected via the vertices of the other types and show similar at-
tribute values in a subset of their dimensions (this subset is called the subspace
of the cluster). The model is partly based on the DB-CSC model, which was
introduced in Chapter 4 for homogeneous networks with vertex attributes. A
new important challenge for heterogeneous networks is the detection of inter-
actions between the clusters of different types.
For defining the clusters, we adopt the principle of density-based cluster-
ing, which allows the detection of dense clusters without restricting them to
certain shapes or sizes. Basically, in density-based clustering clusters are de-
fined as dense regions in the data space that are separated by sparse regions.
An object is considered as “dense” if its local neighborhood contains a suffi-
cient number of objects. A cluster is then defined as a set of dense objects that
are “density-connected” via their neighborhoods, i.e. all objects in the cluster
have to be connected by a chain of objects such that each object is contained in
the neighborhood of its predecessor. In our work, we aim at detecting clusters
that are not only dense considering their attribute values, but also are densely
connected in the network via the vertices of their interacting clusters of other
types. Thus, the clusters in our model correspond to dense regions in the graph
as well as in a subspace of the attribute space. Therefore, we define the local
neighborhood of a vertex in such a way that it represents the graph neighbor-
hood as well as the neighborhood in the attribute space.
Formally, the input for our model is a vertex-labeled graph with T different
vertex types. Formally, G = (V,E, t, l) with vertices V , edges E, a type indicator
function t : V → {1, . . . , T} and a vertex labeling function l. Let Vi denote the
set of vertices of type i: Vi = {v ∈ V : t(v) = i} and Dimi the set of dimensions
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for type i, then l : Vi → R|Dimi|.
In Section 11.2.1 we introduce our notion of the local neighborhood of a
vertex. In Section 11.2.2 we define our model for a typed cluster in a hetero-
geneous network, and in Section 11.2.3 we introduce our clustering model for
the selection of the final clustering result. We explain our definitions using the
example network in Figure 11.2.
11.2.1 Neighborhood Definitions
First, we introduce some basic definitions for the local neighborhood of a ver-
tex. For the clustering, we do not only consider vertices as neighbors that
are directly connected by an edge, but also vertices that are connected via
other vertices. For example, in a paper-author network we would consider two
authors as neighbors if they are co-authors of a common paper, i.e. they are
connected via two hops in the network. Therefore, we use the k-neighborhood
of a vertex to define its local neighborhood in the graph. Formally, the graph
k-neighborhood is defined as follows:
Definition 11.1 (Graph k-neighborhood) A vertex u is k-reachable from a ver-
tex v (over a set of vertices V ) if ∃v1, . . . , vk ∈ V : v1 = v ∧ vk = u ∧ ∀j ∈
{1, . . . , k − 1} : (vj, vj+1) ∈ E.
The graph k-neighborhood of vertex v ∈ V is given by: NVk (v) = {u ∈ V |
u is j-reachable from v (over V ) ∧ j ≤ k} ∪ {v}.
Furthermore, we define the attribute distance between two vertices x and y of
the same type w.r.t. a subspace S according to the maximum norm:
Definition 11.2 (subspace distance) The distance between two vertices x and y
of type i w.r.t. a subspace S ⊆ Dimi is defined as distS(x, y) = maxd∈S |x[d]−y[d]|
with the special case dist∅(x, y) = 0.
Based on this definition, we can now define the -neighborhood of a vertex.
This neighborhood is restricted to vertices of the same type:
Definition 11.3 (-neighborhood) The -neighborhood of v ∈ V for a subspace
S ⊆ Dimt(v) is defined as: NV,S(v) = {u ∈ Vt(v) | distS(l(u), l(v)) ≤ }
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Figure 11.2: Example network with two vertex types
As we want to consider the connections in the graph and the similarity in the
attribute space simultaneously, we define a combined local neighborhood:
Definition 11.4 (Combined local neighborhood) The combined local neigh-
borhood of v ∈ V w.r.t. a subspace S ⊆ Dimt(v) is defined as:
NVS (v) = N
V
k (v) ∩NV,S(v)
The combined neighborhood contains only vertices of the same type be-
cause it is a subset of the -neighborhood. In Figure 11.2, the combined neigh-
borhood for k = 2,  = 1 of vertex A considering only the first dimension
would be NV{1}(A) = {A,B,C,D,E}. For the second dimension it would be
NV{2}(A) = {A,C,D,E, F}.
11.2.2 Modeling Clusters and Their Interactions
In the previous section, we defined the combined neighborhood for a vertex. In
our cluster definition, we have to ensure that all objects in a cluster are dense
w.r.t. the combined neighborhood (ensured by property (1) in Definition11.5)
and the cluster is density-connected via the neighborhoods (property (2)). Fur-
thermore, we define a cluster C of vertices of type i w.r.t. a set of clusters of the
other types. We call this set of clusters the adjacent clusters of C, denoted by
A(C). The cluster C has to be dense w.r.t. the union of the adjacent clusters.
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Therefore, the combined neighborhood is computed using only the vertices of
the cluster itself and the union of the adjacent clusters:
Definition 11.5 (Typed Combined Subspace Cluster) A typed combined sub-
space cluster C = (O, S) of type i in a graph G = (V,E, t, l) w.r.t. the param-
eters ki, i and minPtsi and a set of adjacent clusters A(C) = {(Oj, Sj) | Oj ⊆
(V \Vi), j = 1, . . . , |A(C)|} consists of a set of vertices O ⊆ Vi and a set of relevant
dimensions S ⊆ Dimi that fulfill the following properties:
(1) density: ∀v ∈ O : |NO∪(∪1≤j≤aCOj)S (v)| ≥ minPtsi
(2) connectivity: ∀u, v ∈ O : ∃w1, . . . , wl ∈ O : w1 = u ∧ wl = v ∧ ∀i ∈
{1, . . . , l − 1} : wi ∈ NO∪(∪1≤j≤aCOj)S (wi+1)
(3) density w.r.t. all adjacent clusters: ∀(Oj, Sj) ∈ A : ∃W ⊆ O : (W,S) forms a
cluster w.r.t. the set A(W ) = {(Oj, Sj)} (for non-bipartite graphs: ignoring
the edges (u, v) ∈ E : u, v ∈ O)
(4) reciprocity: ∀Cj ∈ A(C) : C ∈ A(Cj)
(5) maximality: ¬∃O′ ⊃ O : O′ fulfills (1) and (2)
Generally, we require the subspace S to be non-empty, such that the vertices of
the cluster show similarity in at least one dimension. However, in a heteroge-
neous network it is possible that not all of the vertex types have attributes. In
this case, it makes sense to allow the detection of clusters with empty subspace.
Thus, the user can choose if clusters with empty subspace should be included
in the result.
To avoid adding unrelated clusters, we require that each adjacent cluster
has to induce density in at least a subset of C (property (3)). If there exist edges
between vertices of the same type, we ignore them for testing this density (else,
the cluster could be dense considering those edges alone, and thus the cluster
definition would be fulfilled w.r.t. arbitrary other clusters). To avoid adding
clusters that just incidentally induce density in a small subset of C, we require
a reciprocity of the adjacency between clusters (property (4)). Please note that
we do not require a maximality property on A(C) and redundant clusters can
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Figure 11.3: Clustering for the example network
be removed from A(C) later. Thus, a cluster C can fulfill the cluster definition
for different sets A(C). How to finally select A(C) for the clustering result is
discussed below.
The example network in Figure 11.2 contains the following clusters (shown
in Figure 11.3) for the parameters k1 = k2 = 2, 1 = 2 = 1,minPts1 =
minPts2 = 3:
• C1 = ({A,B,C,D,E}, {1, 2}), connected to C3
• C2 = ({A,B,C,D,E, F}, {2}), connected to C3
• C3 = ({1, 2, 3}, {1}), connected to C1, C2
• C4 = ({H, J,K}, {1, 2}), connected to C5
• C5 = ({5, 6, 7}, {1, 2}), connected to C4
Interestingness of a TCSC Cluster
As we detect clusters in different subspaces, we can possibly find quite similar
clusters in similar subspaces, like C1 and C2. To avoid redundancy in the result,
we have to be able to decide which of the clusters is more interesting for our
clustering result. Intuitively, we consider clusters with many vertices as inter-
esting. However, a higher dimensionality also makes a cluster more interesting.
Therefore, we introduce an interestingness function for clusters that considers
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both criteria. The interestingness function for a typed cluster is normalized
by the overall number of vertices and the dimensionality of the corresponding
type:
Definition 11.6 (Interestingness Measure) The interestingness of a TCSC
cluster C = (O, S) of type i is computed as Q(C) = |O|·|S||Vi|·|Dimi| if |Dimi| > 0, and
Q(C) = |O||Vi| else.
In our example, we get Q(C1) = 0.35 and Q(C2) = 0.3. Thus, the two-
dimensional cluster C1 is preferred as it is only slightly smaller than the similar
one-dimensional cluster C2.
Parameters
Our model requires several parameters: , minPts and k have to be set for
each type. Setting these parameters for each type separately leads to a greater
flexibility of the model: Especially if the number of vertices for the different
types strongly differs, we should not expect the clusters of each type to fulfill
e.g. the same minPts value. In the experimental section, we present a method
for finding good parameter settings for  and minPts. For k, a suitable setting
can be directly obtained from the structure of the graph. E.g. for a bipartite
paper-author network, kauthor = 2 is a good choice as we need two hops to
reach one author from another author. If there exist intra-type edges, we can
consider them additionally by setting kauthor = 3. For networks with more
types, the distances between vertices of the same type can be larger, if vertices
of different types have to be traversed. In this case, higher values for k are
required. Unlike other approaches, our model does not require the number of
clusters as a parameter.
11.2.3 Selecting the Final Clustering Result
In order to avoid redundant clusters in the result, we first define a binary re-
dundancy relation between two clusters of the same type. Therefore, we adopt
the definition that was used in the DB-CSC model. A cluster is considered re-
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dundant w.r.t. another cluster if its quality is lower and the two clusters show
a high overlap in their vertex sets as well as their relevant subspaces:
Definition 11.7 (Redundancy between clusters)
Given the redundancy parameters robj, rdim ∈ [0, 1], the binary redundancy rela-
tion ≺red is defined by:
For all clusters C = (O, S), C ′ = (O′, S ′): C ≺red C ′ ⇔ Q(C) < Q(C ′) ∧
|O∩O′|
|O| ≥ robj ∧ |S∩S
′|
|S| ≥ rdim
Clearly, a cluster can only be redundant w.r.t. a cluster of the same type. In our
example, it holds that C2 ≺red C1 (e.g. for robj = rdim = 0.5).
Based on this relation, we can now define the final result set, which should
not contain clusters that are redundant w.r.t. each other and has to be maximal
w.r.t. this property. Furthermore, we ensure a maximality property for the set
of adjacent clusters for a cluster C: If C,A(C) together form a cluster according
to Definition 11.5, then in the TCSC clustering the set of adjacent clusters of
C must contain all the clusters in A(C) except those that are redundant w.r.t.
another cluster in A(C).
Definition 11.8 (TCSC clustering) Given the set of all TCSC clusters Clusters,
the resulting TCSC clustering Result ⊆ Clusters fulfills
• redundancy-freeness: ¬∃Ci, Cj ∈ Result : Ci ≺red Cj
• maximality: ∀Ci ∈ Clusters \Result : ∃Cj ∈ Result : Ci ≺red Cj
• maximality for adjacent clusters:
∀C : ∀Ci ∈ {Cx | C fulfills Definition 11.5 w.r.t. A(C) ∪ {Cx}} \ A(C) :
∃Cj ∈ A(C) : Ci ≺red Cj
Furthermore, we have to consider the connections between clusters of different
types. A cluster C ∈ Result may be adjacent to a cluster of another type that is
excluded from the result due to redundancy. In this case, by just deleting this
cluster we would lose the information about this connection. For solving this
problem, we use the following theorem:
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Theorem 11.1 For the clustering defined in Definition 11.8 it holds:
∀C ∈ Result : ∀CA ∈ A(C) : (CA ∈ Result ∨ ∃CA′ ∈ Result : CA ≺red CA′).
Proof 11.1 Assume there exists C ∈ Result, CA ∈ A(C), CA ∈ Clusters\Result.
Following the maximality property in Definition 11.8 it holds:
∃CA′ ∈ Result : CA ≺red CA′
I.e., if an adjacent cluster CA is excluded from the result, there exists a similar
cluster CA′ that is contained in the result. In our implementation, we “recon-
nect” the cluster C to CA′, if this connection does not yet exist. In the example
in Figures 11.2 and 11.3, the result is {C1, C3, C4, C5}.
Overall, our clustering model enables us to detect typed clusters of vertices
in heterogeneous networks that are densely connected via clusters of the other
types and at the same time show similar attribute values. In the following
section, we present the algorithm HSC for the detection of clusters according
to the TCSC model.
11.3 The HSC Algorithm
In this section, we introduce the HSC algorithm. While HSC is partly based on
DB-CSC, for heterogeneous networks novel challenges arise, which we discuss
in this section. First, we explain the overall processing of the algorithm. A
detailed description of the refinement of a cluster is given in Section 11.3.1.
The pseudo-code for the HSC algorithm is given in Algorithm 11.1. The
final result set Result is initialized as an empty set (line 1), which is then filled
iteratively by the algorithm until it contains the final, non-redundant clustering
result defined in Definition 11.8. However, when a TCSC cluster C is detected
during the processing, it can not directly be decided if C should be added to
the clustering result, as a higher-quality cluster C ′ could be detected later such
that C ≺red C ′ holds. Therefore, all detected clusters are temporarily stored
in a priority queue queue (initialized in line 2) that is sorted according to the
interestingness of the clusters.
From the definition of the combined neighborhood and the subspace dis-
tance, it follows that our TCSC clusters fulfill an anti-monotonicity property
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Algorithm 11.1: Main method of the HSC algorithm
method: main()
1 Result = ∅ // current result set
2 queue = ∅ // priority queue, descendingly sorted by quality
3 netclus = {(V1, ∅), · · · , (VT , ∅)}
4 for i = 1, · · · , T do A(Vi) = {Vj | 1 ≤ j ≤ T, j 6= i}
5 repeat
6 switch current type //alternate between types
7 for C ∈ netclus : t(C) = current type do
8 netclus = (netclus \ {C}) ∪ refine cluster(C)
9 until adjacency between clusters converges
10 if network-only clusters are allowed then
11 add all network clusters to queue
12 for C ∈ netclus do
13 for d ∈ Dimt(O) do
14 DFS trav(O, {d})
15 repeat
16 Sort queue ascendingly by dimensionality
17 for C = (O, S) ∈ queue do
18 if A(C) has changed since C ’s detection then
19 refine cluster(C)
20 until adjacency between clusters converges
21 while queue 6= ∅ do
22 remove first (highest-quality) cluster Clus from queue
23 for C = (O, S) ∈ Result do
24 if Clus ≺red C then
25 “reconnect” Clus’s connections to C
26 goto line 21 // discard redundant cluster
27 Result = Result ∪ {Clus}
28 return Result
w.r.t. the subspaces, i.e. if there exists a cluster C = (O, S) in subspace S, then
for each subspace S ′ ⊂ S there exists a vertex set O′ ⊃ O such that (O′, S ′) also
forms a TCSC cluster. This property can be exploited algorithmically: In order
to detect clusters in higher-dimensional subspaces, the algorithm only has to
check subsets of the vertex sets of the detected lower-dimensional clusters.
Therefore, HSC starts by detecting clusters based only on the network in-
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formation (i.e. clusters with the empty subspace), such that later on only sub-
sets of those clusters have to be considered for detecting clusters in higher-
dimensional subspaces. However, for heterogeneous networks, already the de-
tection of these “network-only” clusters is a challenging problem. Because a
cluster is defined based on its adjacent clusters of the other types, we can not
simply determine the clusters for each type separately. For example, in order to
directly detect the clusters of a type A, we would need the adjacent clusters of
type B. However, the clusters of type B can themselves not be detected without
the information about the type A clusters. Thus, the algorithm has to itera-
tively update the clusters and connections. Initially, HSC adds the vertex sets
for all types to the set of network clusters, all having the empty subspace (line
3) and connects each of the vertex sets to each other one (line 4). Then, HSC
iterates through the vertex types and refines the clusters of each type. If the
vertex set of a cluster is changed by the refinement, this change also effects its
adjacent clusters. Thus, the refinement is done iteratively until the adjacencies
between the clusters do not change anymore (line 5-9). Then, netclus contains
all clusters with empty subspace. A small example for the iterative processing
on a paper-author network is illustrated in Figure 11.4. The refining method is
discussed in Section 11.3.1.
If the user allows clusters with empty subspace in the result, the network
clusters are added to the queue (line 11). While HSC is developed for the
clustering of networks with vertex attributes, it is possible that not all of the
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Algorithm 11.2: Method for traversing subspaces
method: DFS trav(vertex set O of type t, subspace S)
1 foundClusters = refine cluster(C = (O, S))
2 add foundClusters to queue
3 for Ci = (Oi, S) ∈ foundClusters do
4 for d ∈ {max{S}+ 1, . . . , Dimt} do
5 DFS trav(Oi, S ∪ {d}) // check subsets of Oi
vertex types in a network have attributes (i.e. in a paper-author network, we
may have keywords about the papers, but no attributes about the authors).
Furthermore, depending on the application, also for attributed vertex types it
may be interesting also to allow clusters with an “empty” subspace that are
dense only in the network perspective. However, in most applications we are
only interested in clusters with non-empty subspaces. In this case, the network
clusters are not added to the queue, but only used as a preliminary step to
detect the higher-dimensional TCSC clusters.
Based on the detected “network-only” clusters, the algorithm can now de-
tect clusters in higher-dimensional subspaces. Due to the anti-monotonicity
property, it only has to check subsets of the vertices for each network cluster
(line 12 - 14). Based on these clusters, a depth-first search is performed in
the subspaces, according to the procedure given in Algorithm 11.2. In this
method, first the cluster is refined based on the combined neighborhood in the
current subspace, using the refining function described in Section 11.3.1. Next,
the detected clusters (if any) are analyzed in higher-dimensional subspaces by
adding additional dimensions to the current subspace (line 4, 5 in Algorithm
11.2). Here, max{S} denotes the dimension with maximal ID in the subspace
S.
In practice, we can save computations and avoid the detection of some
redundant clusters by using a technique from DB-CSC that avoids the traversal
of subspaces where only redundant clusters will be detected. Its details can be
found in Chapter 4.
As with the detection of network clusters, also for the higher-dimensional
clusters we encounter the challenge that the clusters of the different types de-
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pend on each other. During the DFS traversal, each cluster was refined based
on the adjacent clusters that were currently known at the time of refinement.
For many clusters in the queue, the set of adjacent clusters may have changed
because the adjacent clusters have been refined since the detection of the clus-
ter. Therefore, these clusters are refined based on the updated set of adjacent
clusters (line 17 - 19). This process is repeated until the sets of adjacent clus-
ters do not change anymore (line 20). For this step, the clusters are sorted
ascendingly by dimensionality, as clusters of lower dimensionality tend to be
connected to more clusters of the other type.
After the set of clusters and adjacencies has converged, HSC detects the fi-
nal, non-redundant clustering by processing the priority queue (sorted by clus-
ter quality). For each cluster, HSC checks if it is redundant w.r.t. a cluster in the
result set (line 24). If this is the case, the cluster is discarded, and its adjacent
clusters are “reconnected” to the other cluster (line 25) such that they do not
loose the information about this adjacency. If the cluster is non-redundant, it
is added to the result (line 27).
11.3.1 Refining a Cluster Based on Adjacent Clusters
Given a cluster candidate (i.e. a set of vertices O, a set of adjacent clusters and
a subspace), the refinement method for the detection of TCSC clusters returns
the set of all valid TCSC clusters with vertex sets O′ ⊆ O based on this subspace
and adjacent clusters. The refinement method is based on a structure named
typed enriched subgraph, which represents the similarity of the attributes in
the considered subspace as well as the connectedness of the vertices via the
adjacent clusters. For this structure, we adapt the definition of the enriched
subgraph from Chapter 4 to heterogeneous networks. In the typed enriched
subgraph for a vertex set O, each vertex is connected to all vertices from its
combined neighborhood (Definition 11.4), which is determined based on a
given subspace S and using the connections via the vertices of O itself and of a
vertex set OA, which represents the vertices of all adjacent clusters:
Definition 11.9 (Typed Enriched Subgraph) Given a set of vertices O ⊆ Vi,
a subspace S, the original graph G = (V,E, l) and a vertex set OA ⊆ V \ Vi,
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Figure 11.5: Example for typed enriched subgraph
the enriched subgraph GOS,OA = (V
′, E ′) w.r.t. OA is defined by V ′ = O and
E ′ = {(u, v) | v ∈ NO∪OAS (u) ∧ v 6= u} using the distance function distS.
Please note that the typed enriched subgraph of a vertex set contains only
vertices of the same type. However, it is determined using the combined neigh-
borhood, which takes the connections to the adjacent clusters into account.
To fulfill the density property, each vertex in a TCSC cluster of type t has
to have at least minPtst vertices in its combined neighborhood (which also
contains the vertex itself). In the enriched subgraph, a TCSC cluster thus cor-
responds to a (minPtst − 1)-core. In Chapter 4, it has been shown that the
combined clusters can be detected by iteratively detecting (minPts− 1)-cores.
Our method for finding TCSC clusters works in a similar fashion. The pseudo-
code for the refinement method is given in Algorithm 11.3. If a candidate
C = (O, S) is refined, first the connection to C is removed from its adjacent
clusters, which will later be connected to the new clusters detected in subsets
of O (line 2). Then, HSC iteratively detects clusters in subsets of O (line 5 - 7).
Based on the adjacent clusters of C, the enriched subgraph is constructed (line
5, 6) and the (minPts − 1)-cores are determined (line 7). For each core, the
algorithm now has to check which of the adjacent clusters of C are still adja-
cent to the detected cores (line 8). If O was not changed by the core-detection
(line 9), the refinement has converged and the found vertex set is a cluster.
However, if one or several smaller cores were detected, they cannot directly be
output as clusters, because their adjacent clusters may have changed. Thus,
the procedure is repeated (line 11) until convergence occurs.
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Algorithm 11.3: Method for refining a single cluster
method: refine cluster(cand. C = (O, S) of type t)
1 foundClusters = ∅, prelimClusters = {C}
2 for CA ∈ A(C) do remove C from A(CA)
3 while prelimClusters 6= ∅ do
4 remove first Cx = (Ox, S) from prelimClusters
5 compute adj. vertex set OA = ∪(Oi,Si)∈A(Cx)Oi
6 generate typed enriched subgraph GOxS,OA
7 find (minPtst − 1)-cores Cores = {O′1, . . . , O′m}
8 for each core O′i determine adjacent clusters A(O
′
i)
9 if |Cores| = 1 ∧O′1 = Ox then
10 foundClusters = foundClusters ∪ {(O′1, S)}
11 else prelimClusters = prelimClusters ∪ Cores
12 return foundClusters
Figure 11.5 shows an example for the graph from Figure 11.2. Assume the
clusters C2 (in subspace {2}) and C3 (on the left hand side) and their connec-
tion have already been detected. Now, we want to refine C2 for the subspace
{1, 2}. Thus, we construct the typed enriched subgraph (on the right hand
side) for the vertices of C2 based on this subspace and based on the vertices
of C3. From this enriched subgraph, we obtain the new cluster {A,B,C,D,E}
for the subspace {1, 2}.
11.4 Experiments
In this section, we evaluate the performance of HSC. The algorithm has been
implemented in Java. The redundancy parameters are set to robj = rdim = 0.2
in all experiments. We compare HSC to the algorithm of Tang et al. [TLZ12],
the only existing algorithm for clustering heterogeneous networks that also
separates vertices of different types into different clusters and (in its extension)
considers vertex attributes.∗ We downloaded the implementation (in Matlab)
from the authors homepage, and extended it to consider attribute values as
∗As this approach is developed for evolving clusters, our networks are treated as networks
with a single time stamp.
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described in their paper [TLZ12].
11.4.1 Data Sets
In this subsection, we briefly describe the data sets that were used in our ex-
periments. For our experiments, we use two heterogeneous real-world data
sets that contain several vertex attributes. Yelp is a website where users can
rate and review businesses. Our yelp network was extracted from the yelp aca-
demic data set† and has the vertex types “User” and “Business”. The network
contains all businesses from the academic data set that belong to the categories
“Restaurant” and “Pizza” and all users who rated at least one of these busi-
nesses. Overall, there are 6931 user vertices and 283 business vertices. A user
and a business are connected by an edge if the user rated the business. Fur-
thermore, the network also contains intra-type edges and thus is not bipartite:
Two businesses are connected by an edge if they are located close to each other
(up to 300m apart). For both vertex types, the data set provides additional at-
tribute information: For the businesses, we have the attributes “review count”
(number of ratings received) and “average rating” (from 1 to 5 stars). For the
users, we also have “review count” (number of ratings submitted) and “aver-
age rating” (of the ratings by this user). Furthermore, user vertices have the
attributes “funny”, “useful” and “cool”, which correspond to attributes given to
the reviews of a user by other users. All attribute values were normalized to
[0, 1].
To evaluate our approach on a network with more than two vertex types, we
also construct a second Yelp data set with three vertex types. In addition to the
two vertex types described above, this network has the vertex type “Review”
having the attribute “stars”, which is also normalized to [0, 1]. A review vertex
is connected to the user who submitted this review as well as to the business
it rates. Overall, there are 6931 user vertices, 283 business vertices and 8584
review vertices.
Our third data set was extracted from the DBLP‡ database. This network
†http://www.yelp.com/academic dataset
‡http://dblp.uni-trier.de/
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has the vertex types “Author” and “Paper”. The data set contains all papers of
selected conferences from the database and data mining area from the years
2000 to 2004. This network is a bipartite graph: each paper is connected to the
vertices representing its authors. For the authors, the network does not contain
attributes. For the papers, there are binary attributes that indicate the occur-
rence of certain keywords in the paper title. To avoid irrelevant keywords, only
keywords that occurred in at least 100 papers were added as attributes. Over-
all, we have 5497 author vertices and 3354 paper vertices with 208 attributes.
11.4.2 Experiments on the Yelp Data Set with 2 Vertex Types
In this subsection, we present our experimental evaluation on the Yelp data
set with two vertex types. As no ground truth for the clustering is available,
we can not evaluate the clustering quality directly. Therefore, we divide the
edges of the Yelp data set into a training set (95% of the edges) and a test set
(5% of the edges). Using these data sets, we obtain an accuracy measure that
measures how well the test edges are predicted by the result of HSC, i.e. which
percentage of the test edges connect vertices from adjacent clusters in our re-
sult. We also create a test set of edges between vertices that are not connected
in the network and use this set to obtain a “false positive” rate. Please note
that we can not expect to reach perfect or nearly perfect accuracy values using
this measure, as this would only be possible for graphs where the clusters cor-
respond to fully connected cliques and no edges between clusters exist, which
does not hold for real graphs. However, we can use this measure to compare
how well different clustering results capture the structure of the graph. Us-
ing this evaluation method, we analyze the influence of the parameters on the
clustering result. In each experiment, we measure the percentage of correctly
predicted edges and the percentage of correctly predicted non-existing edges.
This method can be used for finding a good setting for the parameters. For each
parameter, we choose the value that maximizes the minimum of both accuracy
values.
For HSC, we vary the values for  and minPts for each type. The param-
eter k is discrete and is set as discussed in Section 11.2. For the method from
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Figure 11.6: Experimental results on the Yelp data set with 2 vertex types
[TLZ12], the number of clusters for each type has to be given as a parameter,
thus we vary these values. However, for this method computing the accuracy
is problematic, as it does not produce binary connections between clusters.
Instead, we consider the group interaction matrix A used by [TLZ12] and in-
terpret positive entries as “connection” and negative entries as “no connection”.
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To analyze the influence of subspace clustering on our results, we also test a
fullspace version of HSC that detects only clusters that show similarity in all di-
mensions. Furthermore, we compare HSC with another baseline that projects
the heterogeneous network to one homogeneous network for each vertex type
(e.g. connecting two users if they are connected to the same business in the
heterogeneous network) and then uses the DB-CSC method on each network
separately. To enable a comparison with the results of HSC, this baseline de-
tects connections between the detected clusters from the different networks in
a post-processing step.
The results for the “user” vertex type are shown in Figure 11.6. The exper-
iments for the “business” type show similar results and are not printed here.
For the parameter minPtsuser, increasing values lead to a lower accuracy for
the test edges and a higher accuracy for the non-existing test edges. This is due
to the fact that for higher minPts values, less and smaller TCSC clusters are
detected due to the stricter density criterion. Therefore, less correct edges, but
also less non-existing edges are predicted by the clustering result. According
to this results, we set minPtsuser = 50. The baseline clustering the homoge-
neous projections of the network separately reaches very similar values in the
accuracy for test edges. However, the accuracy for non-existing test edges is
considerably worse than for HSC. This is due to the fact that this method can-
not use the information about the clustering structure of the other vertex type,
and thus also clusters vertices together that are connected via noise vertices of
the other type. Therefore, the resulting clusters are supersets of the TCSC clus-
ters and the predicted connections show worse accuracy for non-existing test
edges. We also evaluate the fullspace version of HSC in this experiment (Fig-
ure 11.6(a)). We observe that only few clusters can be found in the fullspace
and thus the accuracy value for existing edges is very low. For values greater
than 25, the fullspace version detects no clusters at all. Therefore, the fullspace
version is not used in the following experiments. The runtimes for all versions
(Figure 11.6(b)) decrease for increasing minPts values, as less clusters are de-
tected. Note that the runtimes of HSC are consistently less than two times the
runtimes of the fullspace version of HSC, demonstrating that the extra effort
for subspace clustering is affordable. The method clustering homogeneous net-
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works shows far higher runtimes than the other approaches as it has to cluster
two networks separately and cannot use the information about the clustering
structure of the respective other vertex type for pruning.
For an increasing user, both accuracy values for HSC remain relatively sta-
ble (Figure 11.6(c)). The value user = 0.05 realizes a good trade-off between
both accuracy values. Like in the previous experiment, the homogeneous clus-
tering variant shows similar behavior in the accuracy for test edges and con-
siderably worse values for the accuracy for non-existing test edges. The run-
time (Figure 11.6(d)) increases quickly for increasing -values until it reaches
a plateau, as for higher -values larger vertex neighborhoods have to be con-
sidered. Again, the runtime of the homogeneous variant is far higher than that
of HSC.
For the method from [TLZ12], we do not observe a trend in the accuracy for
an increasing number of user clusters (Figure 11.6(e)). In contrast to HSC, in
this partitioning method each vertex is grouped in exactly one cluster, thus the
trend described above does not occur here. Overall, the method shows lower
accuracy values than HSC, as it does not consider subspaces of the attribute
space and does not exclude outliers. Therefore, it also shows lower runtimes
(Figure 11.6(f)) than HSC, which however increase rapidly for increasing clus-
ter numbers.
11.4.3 Experiments on the Yelp Data Set with 3 Vertex Types
In this subsection, we present our experimental evaluation on the Yelp data set
with three vertex types. Again, we test the approaches for varying parameters
and we evaluate the clustering results using the accuracy measures described in
the previous subsection. In Figure 11.7 we show the results for the parameters
for the “user” vertex type.
Not surprisingly, the behavior of the accuracy values for increasingminPtsuser
and for increasing user are similar to the previous experiment. The base-
line clustering the homogeneous projections of the network separately again
reaches very similar values to those of HSC in the accuracy for test edges.
However, the accuracy for non-existing test edges is considerably worse than
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Figure 11.7: Experimental results on the Yelp data set with 3 vertex types
for HSC. The method clustering homogeneous networks again shows consid-
erably higher runtimes than HSC, as it has to cluster each network separately.
For the method from [TLZ12], we do not observe a trend in the accuracy
for an increasing number of user clusters (Figure 11.7(e)). In contrast to the
experiment with the 2-type network, in this case the accuracy for test edges is
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Figure 11.8: Distribution of paper clusters over conferences for the DBLP data
set (heat map color gradient from Green=“0%” to Red=“100% of the papers
in the cluster belong to this conference”)
considerably lower, while a high accuracy for non-existing edges is obtained.
This shows that this approach predicts less connections between clusters for the
3-type network. Although the method from [TLZ12] shows far lower runtimes
(Figure 11.7(f)) than HSC, HSC reaches better accuracy values: We can find
parameter settings such that both accuracy values for HSC are about 60%.
11.4.4 Experiments on the DBLP Data Set
On DBLP, HSC detects 14 author clusters with an average size of 59 and 98
paper clusters with an average size of 10 and an average dimensionality of
1.05, i.e. most of the paper clusters have one or two keywords in common.
The method from [TLZ12] detects 20 paper clusters with an average size of
168 and 20 author clusters with an average size of 275. As this method does
not consider subspace clusters, there is no information about the relevant key-
words for the clusters; the papers in a cluster do not necessarily have common
keywords at all. However, considering subspaces and connections between
clusters also causes higher runtimes: The runtime was 5s for the method from
[TLZ12] and 278s for HSC. To provide an impression of the detected clusters,
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we depict the distribution of the detected paper clusters over the conferences in
Figure 11.8. Each row in the diagrams corresponds to a paper cluster. For most
of the clusters detected by HSC, the papers in the cluster belong to a small
set of conferences. Particularly, most clusters show a clear tendency either to
the database area or the data mining area. For the method from [TLZ12], the
tendency is less clear.
11.5 Summary
In this chapter, we proposed the clustering model TCSC for the clustering of
vertices in heterogeneous networks, which takes into account the connections
in the network as well as the vertex attributes. Furthermore, TCSC detects
interactions between clusters of different types. TCSC is the first clustering
model which considers subspace clustering in heterogeneous networks. We
introduced the algorithm HSC for computing the TCSC clustering and demon-
strated its effectiveness in experiments on real-world data sets.

Part IV
Conclusion and Outlook
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Chapter 12
Avoiding Redundancy – Review and
Outlook
12.1 Motivation
In the previous parts of this thesis, we introduced different approaches for
detecting clusters in attributed graphs. Most of these approaches allow the de-
tected clusters to overlap, which makes sense in many applications. However, it
is not desirable to detect a large set of highly overlapping clusters, which would
represent redundant information. Therefore, it is crucial to avoid redundancy
in the clustering result. In the approaches in this thesis, this aim is achieved
by defining a binary redundancy relation between clusters based on their over-
lap and by defining a clustering model which selects the final, redundancy-free
result set based on this redundancy relation.
Whereas the input data and the cluster definitions differ for the different
approaches proposed in this thesis, the used clustering models are quite sim-
ilar. Basically, the choice of a clustering model is independent of the choice
of a cluster model, and each clustering model could be used with each clus-
ter model. Furthermore, the clustering models are not even specific for the
clustering of attributed graphs and could also be used for avoiding redundancy
of clusters in pure graph data, e.g. cliques or quasi-cliques. Therefore, in this
chapter we discuss different possibilities for selecting the clustering result sepa-
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Figure 12.1: Example graph with six clusters
rately, instead of discussing them for one specific cluster model. We review the
already used models and propose two novel models for selecting the clustering
result that might be used in future work.
Here, we want to analyze how different redundancy and clustering models
influence the clustering result. Thus, the used cluster model is not important
here; we simply assume that we have a set of (possibly redundant) clusters
detected by some clustering algorithm as well as a quality function Q(C) :
2V × 2Dim → R>0 (where V is the set of vertices in the graph and Dim is
the set of dimensions) to assess the interestingness of a single cluster. For
some of the clustering models, we also assume a binary redundancy relation
between the clusters, which will typically be defined based on the overlap of
the clusters with respect to the used cluster model: for example, for cliques or
quasi-cliques only the overlap of the vertex sets will be used, while e.g. for the
cluster models from Part I we evaluate the overlap of vertices as well as the
overlap of the relevant dimensions.
We show the results of the different models using the example in Figure
12.1, which contains six overlapping clusters. For this example, we use the
twofold cluster model introduced in Chapter 3, the quality function Q(C) =
γ(O) · |O| · |S| and the redundancy relation given in Definition 3.5 (Chapter 3).
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12.2 Clustering Models
Clustering Models from Previous Approaches
While the problem of redundancy is mainly addressed in the areas of subspace
clustering and pattern mining, also most approaches for detecting overlapping
dense subgraphs, like e.g. cliques or quasi-cliques, avoid the detection of all
possible dense subgraphs. Instead, most approaches restrict their output either
to maximal or to closed patterns, which can already be seen as early forms
of redundancy models. The notion of maximal patterns means that a pattern
is excluded from the result if it is a subset of another pattern. The notion of
closed patterns requires the definition of the ’support’ of a pattern. E.g., if we
detect quasi-cliques in a set of graphs like in the COCAIN approach [ZWZK06],
the support of a quasi-clique is the number of graphs in which this quasi-clique
is contained. In a single graph setting, we can adapt this notion by defining
the support to be the density of a quasi-clique. A pattern is called closed if it is
not a subset of any other pattern with equal or higher support. E.g., if a quasi-
clique O is a subset of another quasi-clique O′, but the density of O is higher
than that of O′, O would be a closed quasi-clique, but not a maximal one.
Formally, given the set of all valid clusters All, the clustering results Res of
these approaches can be defined as follows:
Definition 12.1 (Maximal clusters) The set Res ⊆ All of all maximal clusters
fulfills the following constraints:
• ¬∃Ci ∈ Res : (∃Cj ∈ All : Cj ⊃ Ci)
• ∀Ci ∈ All \Res : (∃Cj ∈ Res : Ci ⊂ Cj)
Definition 12.2 (Closed clusters) The setRes ⊆ All of all closed clusters fulfills
the following constraints:
• ¬∃Ci ∈ Res : (∃Cj ∈ All : Cj ⊃ Ci ∧ dens(Cj) ≥ dens(Ci))
• ∀Ci ∈ All \Res : (∃Cj ∈ Res : Ci ⊂ Cj ∧ dens(Cj) ≥ dens(Ci))
where dens(C) denotes the density of a cluster C.
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These two definitions already provide a lower redundancy in the clustering
result. However, these models only exclude clusters from the result that are
strict subsets of other clusters. Therefore, the resulting clustering can still con-
tain clusters that are very similar to each other, but not strictly subsets of each
other. E.g., in the example in Figure 12.1 all the clusters would be added to
the result set. Therefore, more recent clustering models aim at reducing the
redundancy further. Furthermore, those clustering models allow to define a
quality function for clusters in order to influence which clusters are selected
for the clustering result.
Clustering Models used in this Thesis
In the approaches proposed in this thesis, we always introduced an overlap-
based binary redundancy relation between two clusters and defined the final
clustering result such that it does not contain clusters that are redundant w.r.t.
each other. In the GAMER and the DB-CSC approach (Chapters 3 and 4), we
defined the clustering result as in Definition 12.3. To distinguish between the
different clustering models, we call this clustering model the “greedy cluster-
ing” here, as this clustering can be easily detected by using a greedy approach
as shown in Chapters 3 and 4.
Definition 12.3 (Greedy clustering) The set Res ⊆ All of clusters given by the
greedy clustering model fulfills the following constraints:
• ¬∃Ci, Cj ∈ Res : Ci ≺red Cj
• ∀Ci ∈ All \Res : (∃Cj ∈ Res : Ci ≺red Cj)
for a given redundancy relation ≺red.
For the example in Figure 12.1, this model would select the result set
{C1, C3, C5, C6}.
Please note the apparent similarity between the definition of the greedy
clustering model and those of the maximal and closed clusters. In fact, we can
express the definitions for the latter two models as the greedy clustering using
the respective redundancy relations
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Ci ≺red,max Cj ⇔ Ci ⊂ Cj
for the set of maximal clusters and
Ci ≺red,closed Cj ⇔ Ci ⊂ Cj ∧ dens(Cj) ≥ dens(Ci)
for the set of closed clusters. Thus, our greedy clustering model could be seen
as a generalization of the two previously used models.
In the MIMAG and the RMICS approach, we used a slightly different clus-
tering model, which is also based on a binary redundancy relation. In contrast
to the greedy model, this model selects the result set such that the contained
clusters are non-redundant and the overall quality sum of the clusters is maxi-
mized. This is motivated by the fact that the greedy model automatically adds a
cluster C to the result set if C is not redundant to any other cluster. All clusters
C1, . . . , Ck that are redundant w.r.t. C are then excluded from the result set,
as the quality of C is higher than that of any of the clusters C1, . . . , Ck. Thus,
it is possible that adding the cluster C to the result excludes several clusters
with only slightly lower quality from the result. In the example in Figure 12.2,
the clusters C2, C3, C4, C5, which are redundant w.r.t. cluster C1, but not w.r.t.
each other, would be excluded in favor of C1. In this case, adding the clusters
C2, . . . , C5 to the result set and excluding the cluster C1 instead would result
in a result set that is also redundancy-free, but has a higher overall quality
than the result set given by the greedy clustering model. This is realized by the
clustering model used by MIMAG and RMICS, which is called the quality sum
clustering here.
Definition 12.4 (Quality sum clustering) The set Res ⊆ All of clusters given
by the quality sum clustering model fulfills the following constraints:
• ¬∃Ci, Cj ∈ Res : Ci ≺red Cj
• ∀Ci ∈ All \Res : (∃Cj ∈ Res : Ci ≺red Cj ∨ Cj ≺red Ci)
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Figure 12.2: Motivating example for the quality sum clustering model
for a given redundancy relation ≺red and maximizes the objective function
Q(Res) =
∑
C∈Res
Q(C),
i.e. it fulfills
¬∃Res′ ⊆ All: Res’ fulfills the above constraints and Q(Res′) > Q(Res).
For the example in Figure 12.1, this model would select the result set
{C1, C3, C5, C6}.
We observe that while the clustering result in the previous models was ex-
pressed only by constraints, in this model we have constraints as well as an ob-
jective function that should be optimized by the result. Unfortunately, this also
makes the problem of detecting the final clustering result harder: While the
optimal clustering according to the greedy model can be detected by a greedy
approach in O(|All|2) if the set All of clusters is given [GFBS13], detecting the
optimal clustering according to the sum model is NP-hard [GBFS13]. Thus, the
approaches in Chapters 7 and 8 only approximate the optimal result using a
best-first search.
Further Possibilities for Clustering Models
In this section, we discuss two further possibilities for selecting the final clus-
tering which could possibly be used in future work.
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Figure 12.3: Motivating example for the average quality clustering model
Optimizing the Average Quality While the quality sum clustering is advan-
tageous in the example above, it shows a drawback in another situation: if
a large number of clusters of very small quality are redundant w.r.t. a single
high-quality cluster, it will exclude the high-quality cluster from the result and
select the clusters with small quality instead. In the example in Figure 12.3,
this model will choose the clusters C6, . . . , C12 over the higher-quality cluster
C5. The greedy clustering model would encounter the same problem here (cf.
Figure 12.3, center).
A possibility to circumvent this problem is using a clustering model which
optimizes not the sum, but the average quality of the clusters in the clustering
result. Thus, the example in Figure 12.3, we would select the clusters C2, . . . C5
for the clustering result. The resulting clustering is called the average quality
clustering and is defined as follows:
Definition 12.5 (Average quality clustering) The set Res ⊆ All of clusters
given by the average quality clustering model fulfills the following constraints:
• ¬∃Ci, Cj ∈ Res : Ci ≺red Cj
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• ∀Ci ∈ All \Res : (∃Cj ∈ Res : Ci ≺red Cj ∨ Cj ≺red Ci)
for a given redundancy relation ≺red and maximizes the objective function
Q(Res) =
∑
C∈ResQ(C)
|Res| ,
i.e. it fulfills
¬∃Res′ ⊆ All: Res’ fulfills the above constraints and Q(Res′) > Q(Res).
For the example in Figure 12.1, this model would select the result set
{C1, C3, C5, C6}.
Optimizing Quality Sum and Coverage In all the previous models, it is still
possible that a single vertex belongs to a large number of clusters that are
non-redundant to each other. While the models reduce the number of output
clusters, this can still lead to large result sets. However, as motivated before,
allowing the clusters to overlap is a reasonable choice in many applications.
Thus, enforcing a partitioning clustering where each vertex belongs to exactly
one cluster would be a too strict model. Therefore, another possibility for
selecting the final clustering is based on the idea that each vertex should belong
to a small number of clusters, while maintaining a high overall quality sum of
the result set. The desired clustering is defined as follows:
Definition 12.6 (Coverage clustering) The set Res ⊆ All of clusters given by
the coverage clustering model maximizes the objective function
Q(Res) =
∑
C∈Res
Q(C) · |V
+
Res|
(
∑
C∈Res |C|) + (|V | − |V +Res|)
with V +Res = ∪C∈ResC,
i.e. it fulfills
¬∃Res′ ⊆ All: Res’ fulfills the above constraints and Q(Res′) > Q(Res).
For the example from Figure 12.1, this model selects the smallest result
set of all the clustering models, i.e. {C1, C3, C6}. In contrast to the previous
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models, the coverage clustering model does not rely on any constraints or on a
special redundancy relation. Instead, it optimizes an objective function which
assesses the coverage of the vertex set by the clusters as well as the overlap
and the overall quality of the clusters in the result. While this model provides a
more accurate description of the desired clustering, the absence of constraints
also also makes it computationally very challenging. Whereas in the previous
models, only redundancy-free sets of clusters where possible result sets, every
subset of the set All is a possible result set in the coverage clustering model.
12.2.1 Experimental Comparison of the Clustering Models
In this section, we compare the properties of the different clustering models
experimentally. For this evaluation, we exemplarily use the GAMER cluster
model. As quality function, we choose the quality function introduced in Chap-
ter 3 with the parameters a = b = c = 1, leading to an equal weighting of the
properties size, dimensionality and density of the clusters. Thus, the quality
of a cluster C = (O, S) is computed as Q(C) = γ(O) · |O| · |S| (where γ(O) is
the quasi-clique density of O). The binary redundancy relation between two
clusters is defined as in Definition 3.5 (Chapter 3).
Please note that in this case we want to compare the exact clusterings opti-
mizing the respective models, so we do not use any heuristics here to approxi-
mate the clustering results. Furthermore, whereas in our clustering algorithms
we usually use pruning techniques to avoid the generation of many redundant
clusters by integrating the redundancy model into the clustering process, here
we have to generate the complete set of valid clusters. As this is not efficiently
possible, we use a very small synthetic graph with 56 vertices, 147 edges and
10-dimensional vertex attributes for this comparison. Overall, the graph con-
tains 19 valid twofold clusters. In Table 12.1 we compare the following prop-
erties of the clustering results for the different models:
• The number of clusters |Res| in the result
• The average size avg(|O|) of the clusters in the result
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• The coverage of vertices cov = |∪C∈ResC||V | (i.e. which fraction of the vertices
is contained in at least one cluster)
• The degree of overlap between the clusters, measured as the average
number of clusters in which a clustered vertex in contained: ovl =
∑
C∈Res |C|
|∪C∈ResC|
• The quality sum ∑Q =∑C∈ResQ(C)
• The average quality of the clusters avg(Q) =
∑
C∈ResQ(C)
|Res|
• The average dimensionality avg(|S|) of the clusters
• The average density avg(γ) of the clusters
The first row of the table contains the values for the set of all valid clusters.
Overall, the graph contains 19 twofold clusters with an overlap degree of 3.79.
Comparing these with the values for the clustering models, we observe that all
the models reduce the number of clusters and the degree of overlap while re-
taining an equal or similar coverage of the vertices in the graph. Thus, all of the
models reduce the redundancy in the clustering result. Here, the maximal clus-
ters model already reduces the output set to 5 clusters. This shows that in our
data set, many of the clusters are strict subsets of other clusters. As expected,
the closed clusters model retains a larger set of clusters, which also show a
higher redundancy with an degree of overlap of 2.29. The greedy clustering
model and the average quality clustering model lead to the same clustering
here. While the overlap in this result is slightly higher than for the maximal
clusters, the quality sum, average quality and the density of the clusters are
significantly higher. Further considering that the greedy clustering can be com-
puted in quadratic time w.r.t. the number of clusters (i.e. it does not increase
the complexity compared to the maximal or closed clusters), using this model
is a reasonable choice. While the quality sum clustering leads to the highest
quality sum (please note that the higher sum for the set of closed clusters is
due to the fact that this set can still contain clusters that are redundant w.r.t.
our redundancy relation), the resulting clustering still shows much overlap be-
tween the clusters. The lowest degree of overlap is achieved by the coverage
clustering model, which here even achieves a disjoint clustering without low-
ering the coverage of vertices. However, the average quality of the clusters is
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model |Res| avg(|O|) cov ovl ∑Q avg(Q) avg(|S|) avg(γ)
all clusters 19 5.58 0.62 3.79 278.57 14.66 3.79 0.7
maximal 5 5.8 0.62 1.04 66.52 13.3 3.4 0.67
closed 12 5.33 0.62 2.29 177.77 14.81 3.67 0.76
greedy 6 5.17 0.6 1.15 88.3 14.72 3.5 0.81
quality sum 11 5.73 0.6 2.33 149.1 13.55 3.73 0.64
avg. quality 6 5.17 0.6 1.15 88.3 14.72 3.5 0.81
coverage 5 5.6 0.62 1.0 62.25 12.45 3.4 0.66
Table 12.1: Results for different clustering models
lowest for this model. Still, this model can be a good choice if the user wants
to obtain a clustering with very low redundancy.
12.3 Summary
In this chapter, we reviewed several clustering models that were used in pre-
vious approaches and in the approaches in this thesis. Furthermore, we intro-
duced two new clustering models. We compared the properties of clusterings
obtained by the different clustering models experimentally. Overall, the greedy
clustering model provides a high-quality clustering with low redundancy, while
at the same time being efficiently computable. If certain properties of the re-
sult set should be optimized, specialized models like the quality sum clustering
model or the average quality clustering model can be used. To obtain a clus-
tering with even lower redundancy, the coverage clustering model is a good
choice. However, to use the average quality clustering model or the coverage
clustering model in future work, efficient heuristics for determining the respec-
tive clusterings have to be developed.

Chapter 13
Summary and Future Work
In this thesis, models and algorithms for combined clustering of graph and
attribute data were proposed. In this chapter, we summarize the results of the
thesis and provide an outlook on possible directions for future work.
13.1 Summary
In this thesis, we introduced combined clustering approaches for graphs with
vertex attributes, graphs with edges attributes and heterogeneous networks
with attributed vertices. For all of those data types, our approaches combine
the paradigms of subspace clustering and subgraph mining and detect clusters
that are densely connected in the graph and at the same time show similarity in
subsets of the attributes. Furthermore, all of the approaches avoid redundancy
in the clustering result.
In the first part of the thesis, we considered graphs with multi-dimensional
vertex attributes. In Chapter 3, we introduced the twofold clusters model as
well as the GAMER method, which finds homogeneous groups in graphs with
vertex attributes while realizing a trade-off between the density, size, and num-
ber of relevant dimensions of the detected clusters. As the twofold cluster defi-
nition is still restricted to clusters of certain shapes, in Chapter 4 we introduced
a density-based combined cluster definition, which takes into account the at-
tribute similarity in subspaces as well as a local graph density and enables us
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to detect clusters of arbitrary shapes and sizes. To detect the clustering defined
by this model, we introduced the clustering algorithm DB-CSC. In Chapter 5,
we briefly showed how the combined clustering model of DB-CSC can be used
to analyze evolving combined clusters in attributed graphs that evolve over
time. The introduced TCC method extends the DB-CSC method to trace clus-
ters over different time steps, which is an important step for analyzing their
evolution over time.
In the second part of the thesis, we considered graphs with additional in-
formation related to the edges. In Chapter 7, we introduced the MIMAG ap-
proach for multi-layer graphs with edge labels which do not represent weights,
but characteristics of the edges. We introduced the multi-layer coherent sub-
graph (MLCS) model defining clusters of vertices that are densely connected by
edges with similar labels in a subset of the graph layers. Based on this model,
we introduced the algorithm MIMAG using a best-first search to detect a high-
quality clustering. As the MIMAG method is still sensitive to noise, in Chapter
8 we introduced the RCS (Robust Coherent Subgraph) model for detecting
clusters in noisy data, which enhances the applicability on real-world data.
Furthermore, we presented the algorithm RMICS for an efficient detection of
RCS clusters. In Chapter 9, we introduced a clustering approach for graphs
with multidimensional edge weights. Therefore, we extended the widely used
modularity measure, which is an optimization criterion for graph clustering, to
such graphs by following the principles of subspace clustering. While our mod-
ularity extension can already be adapted by some of the existing optimization
approaches for modularity, we also proposed the efficient clustering algorithm
SUMO for clustering networks based on the subspace modularity, which is able
to deal more effectively with the extended search space.
In the third part of the thesis, we considered heterogeneous networks with
several vertex types, where the vertices of each type can be further described
by multi-dimensional vertex attributes. For the detection of clusters in such
networks, we proposed the density-based clustering model TCSC in Chapter
11. A special focus of the TCSC cluster model lies on the interactions between
the clusters of different types. Furthermore, we introduced the algorithm HSC
for computing the TCSC clustering.
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Finally, in Chapter 12 we reviewed different models for reducing redun-
dancy in the clustering result used in this thesis and in previous work and gave
an outlook of possible other models for future work.
13.2 Future Work
Based on the results presented in this thesis, further interesting and challeng-
ing research questions arise. While in this work several different combina-
tions of graph and attribute data were considered, other combinations of these
data types are possible. For example, we could consider graphs were multi-
dimensional vertex attributes and multi-dimensional edge attributes are given
at the same time. Also for heterogeneous networks, further information about
the edges (or about vertices and edges at the same time) could be available. For
such data, developing approaches considering all of these information types si-
multaneously and realizing an unbiased combination between them poses an
interesting challenge for future work.
Another challenging research direction is the analysis of attributed graphs
that evolve over time. While in this thesis, we only briefly showed how the
combined clustering model can be used for tracing clusters over different time
steps, this only provides the first step for a more detailed analysis of the nature
of the changes between the clusters of different time steps and thereby of the
evolution of the graph. This analysis, as well as extending the cluster tracing to
handle clusters in subspaces of the attribute space, will be an interesting chal-
lenge for future work. Furthermore, also the analysis of evolving networks with
edge attributes or evolving heterogeneous networks is a challenging research
direction worth investigating.
A further interesting aspect will be the development of efficient algorithms
for combined clustering in very large databases. While the algorithms pre-
sented in this thesis are able to compute combined clusterings in acceptable
runtimes for input graphs with several hundreds or thousands of vertices, in
real-world applications there often exist graphs with tens or hundreds of mil-
lions of vertices. For such amounts of data, the processing of combined clus-
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tering approaches on a single computer can be inefficient or even impossible.
Therefore, an interesting future research challenge will be the development
of parallel combined clustering algorithms which are able to detect combined
clusterings in such huge graphs.
Part V
Appendices
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