Numerous studies have documented a strong correlation between substance use and teen sexual behavior, and this empirical relationship has given rise to a widespread belief that substance use causes teens to engage in risky sex. This causal link is often used by advocates to justify policies targeted at reducing substance use. Here, we argue that previous research has not produced sufficient evidence to substantiate a causal relationship between substance use and teen sexual behavior. Accordingly, we attempt to estimate causal effects using two complementary research approaches. Our findings suggest that substance use is not causally related to teen sexual behavior, although we cannot definitively rule out that possibility.
Introduction
Recent years have witnessed a widespread public policy concern with the sexual behavior of teenagers. Interest in this issue has been brought on mainly by the problems of teen pregnancy and outof-wedlock birth. Teen rates of pregnancy and out-of-wedlock birth in the United States are high by historical standards and high relative to other developed countries. Between 1940 and , the rate of out-of-wedlock birth among teenagers aged 15 to 19 increased from 7 per 1000 to 46 per 1000, and even the much heralded decline since 1994 leaves the rate of out-of-wedlock birth at about where it was in 1990 (Ventura and Bachrach 2000) . Internationally, rates of teen pregnancy and out-of-wedlock birth in the United States are nearly twice that of Britain and Canada (Darroch et al. 2001 ).
While some may argue about the moral aspects, most of the policy concern is over the consequences of teen pregnancy and out-of-wedlock birth. It is a widely held belief that an out-ofwedlock birth curtails educational opportunities and reduces socioeconomic attainment in adulthood, although the evidence on this point is not uniform. 1 In addition, the sexual activity that is an antecedent to pregnancy is by definition risky since it increases the chances of contracting sexually transmitted diseases (STDs) including HIV/AIDS. In the United States, rates of STDs among adolescents are high relative to adults: among women, those aged 15 to 19 had the highest rates of gonorrhea, chlamydia and human papillomavirus (HPV); similarly high (relative to adults) rates of STDs are found among young men (CDC 2002) . In addition, STD rates of teenagers in the United States are an order of magnitude higher than STD rates of teens in other developed countries; for example, the gonorrhea rate among teens in the United States is 10 times higher than it is in Canada and England (Darroch et al. 2001) .
What factors account for the high rates of pregnancy, out-of-wedlock birth and STDs among teenagers in the United States? One of the most important factors is their sexual behavior. Teenagers are sexually active: approximately half of all high school students have had sexual intercourse at some time in their life; 36% of them have had sexual intercourse in the last three months; and among those sexually active, approximately half have had two or more sexual partners in the last year (MMWR 2000 , Darroch et al. 2001 . Teenagers also have relatively low rates of contraceptive use: among sexually active students only 58% report the use of a condom during last sexual intercourse (MMWR 2000) . In addition, Darroch et al. (2001) report that 20% of sexually active teenage girls report using no contraceptive method during last intercourse. These and other statistics have led the Department of Health and Human Services (2000) to emphasize reductions in risky sexual behavior by teenagers as an important mechanism to achieve the year 2010 goals for unintended pregnancy (out-of-wedlock birth) and STDs.
To summarize, statistics on pregnancy, out-of-wedlock birth, and STDs illustrates the magnitude of the public health problem associated with the sexual behavior of teenagers. The health and development of teenagers are being adversely affected by their sexual behavior. One factor that may be contributing to this problem is substance use, which is strongly correlated with sexual activity and contraceptive use. For example, in 1999, 25% of sexually active students had used alcohol or drugs at last sexual intercourse (MMWR 2000) . Importantly, however, previous research has not established whether or not the association between substance use and sexual behavior is causal and the absence of such information undermines the formulation of effective public policies. In this paper, we investigate whether or not alcohol and marijuana are causal factors affecting sexual activity and risky sexual behavior.
To accomplish this goal we rely on two different statistical methodologies. The first is a regression model based on maximum likelihood estimation and the assumption that conditional on other measured factors, substance use and sexual activity are random variables with a bivariate normal joint probability distribution. This procedure, commonly referred to as a bivariate probit model, provides a way to control for the effect of unmeasured characteristics that may confound the causal relationship between substance use and sexual activity. The second statistical approach is an individual fixed-effects regression model estimated by ordinary least squares. This approach uses a pre-and post-test research design. The key aspect of this procedure is the use of longitudinal data that allows us to control for hard to measure time-invariant, personal characteristics that may confound estimates of the relationship between substance use and sexual behavior of teenagers.
Substance Use and Risky Sexual Behavior
A variety of analytical frameworks designed to explain risky and deviant behavior by adolescents has been developed by psychologists and sociologists. 2 Within the broad perspectives of the above theories, there are compelling a priori reasons to expect effects of illegal drugs and alcohol on risky sexual behavior (for example, Leigh and Stall 1993; Laumann et al. 1994; Eng and Butler 1997) . These substances may be employed as a way to "break the ice" with a new partner or to heighten the degree of sexual pleasure. At the same time, their use may interfere with judgment and decision making, leading to more unplanned sexual activity with a larger number of partners, improper application of a given method of birth control, or failure to use any type of contraceptive device. Substance abuse may also affect sexual behavior through its impact on partner selection and the level of communication within the relationship. Zabin and Hayward (1994) report that contraceptive use among teens and young adults is greatest when sexual activity is planned and when partners have developed a close relationship. Substance use may affect these important determinants of birth control. Interestingly, this possibility suggests that substance use may affect contraception and sexual behavior even if it does not immediately precede sexual intercourse because of its earlier effects on partner selection and partner communication. Finally, risky sexual behavior may be an unintended consequence of experimentation with drugs and alcohol, which typically occurs when individuals are teenagers. At this stage of the life cycle, they may lack 2 These include problem-behavior theory (Jessor and Jessor 1977) , developmental-stage theory (Kandel 1989) , social learning theory (Akers 1977) , self-derogation theory (Kaplan 1975) , life-course theory (Ensminger, Brown, and Kellman 1982) , and social control theory (Hirschi 1969) . Most of these theories define certain types of deviant behavior with respect to age and examine progressions from one type to another over the early life cycle. All of them consider determinants specific to the individual and his or her home, school, and community environment, but they place different emphasis on the importance of these broad classes of factors and variables within each class.
information about the potential harmful consequences of their actions and/or may discount these consequences very heavily.
Research on the relationship between substance use and risky sex among teenagers is especially compelling because the use of these substances rises from age 12 to approximately age 29, peaks among older teenagers and young adults, and has been increasing during most of the 1990s (Gant et al. 1991; National Institute on Drug Abuse 1991; Johnston, O'Malley, and Bachman 1999) . Given this and the plausible mechanisms specified above linking substance use to sexual behavior, it is surprising that the Healthy People 2010 report (DHHS 2000) fails to mention risk reduction objectives for substance use in conjunction with its year 2010 health status objectives for sexually transmitted diseases. Risk reduction goals for drugs and alcohol are specified to achieve other health objectives associated with motor vehicle accident mortality, cirrhosis mortality, drugrelated deaths, and drug-related hospital emergency department visits.
Numerous social scientists have studied the relationship between risky sexual behavior or premarital pregnancy and the use of marijuana, cocaine, and alcohol. 3 Although Crowe and George (1989) point out that alcohol and drugs may suppress sexual response in some subjects, the overwhelming majority of these researchers have documented a positive relationship between risky sex or premarital pregnancy and substance use. 4 They have not, however, demonstrated that the association between the two outcomes implies causality from substance use to risky sexual behavior. There are several competing explanations of the association.
3 See Harvey and Beckman (1986) ; Yamaguchi and Kandel (1987) ; Mott and Haurin (1988) ; Elliot and Morse (1989) ; Kandel (1989) ; Biglan et al. (1990) ; Ensminger (1990) ; Hingson et al. (1990) ; Leigh (1990) ; Rosenbaum and Kandel (1990) ; Gold et al. (1991) ; ; ; Orr, Beiter, and Ingersoll (1991) ; Shafer and Boyer (1991) ; Mensch and Kandel (1992) ; Strunin and Hingson (1992) ; Leigh (1993) ; Leigh and Stall (1993); Shafer et al. (1993); Cooper, Peirce, and Huselid (1994); Laumann et al. (1994); Lowrey et al. (1994) ; Senf and Price (1994) ; Donovan and McEwan (1995); de Gaston, Jensen, and Weed (1995) ; Graves and Leigh (1995) ; Harvey and Spigner (1995) ; Fergusson and Lynskey (1996); Fortenberry et al. (1997); Jakobsten et al. (1997) ; Kaestner (1997 Kaestner ( , 1998 and Kowaleski-Jones and Mott (1998) . This list excludes studies that describe sexual behavior among specific groups of substance abusers such as alcoholics and intravenous drug users. 4 See Harvey and Beckman (1986) ; Leigh (1990) ; Gold et al. (1991) ; ; Leigh (1993) ; Senf and Price (1994) ; Donovan and McEwan (1995); and Fortenberry et al. (1997) for exceptions.
According to Jessor and Jessor's (1977) problem behavior theory, the two outcomes are manifestations of a common personality trait. This suggests that risky sex and substance use are associated because both are related to an unmeasured third variable such as a thrill-seeking personality. Leigh and Stall (1993) indicate that this interpretation is supported by the finding in many studies that cigarette smoking is highly correlated with risky sex. It is hard to argue that smoking is an indicator of temporary lapses in judgment or decision making. Alternatively, a teenager who chooses to have many sexual partners may use drugs and alcohol to cope with society's negative view of such behavior (Cooper, Skinner, and George 1990) . In effect, the teenager consumes these substances to lower the psychic costs of risky sex. In this scenario, risky sex causes, but is not caused by, substance use.
The differences among the alternative explanations of the substance use-risky sex relationship are crucial for the design of public policy. If substance use causes risky sex, then one appropriate policy would be to find ways to reduce substance use among teenagers and young adults. These policies, however, will not be successful in discouraging risky sex if both variables are caused by a common personality trait or if risky sex causes substance use. In the former case, public policies addressing either substance abuse or risky sex should focus on factors that affect the common personality trait. If risky sex causes substance use, the focus should be on unique determinants of risky sex such as sex education classes and free condom availability in schools.
The large numbers of social science studies cited above have not established that substance use causes risky sex for a number of reasons. First, many of these studies use non-representative samples such as students at one or two high schools, or students in one metropolitan area. 5 Thus, the results of these studies may not be applicable to other localities as the relationship between substance use and sexual practices may differ across cities or regions. Moreover, most of these studies fail to control for a variety of family background and personal factors that may confound 5 See Ensminger (1990) ; Hingson et al. (1990); Orr, Beiter, and Ingersol (1991) ; Shafer and Boyer (1991) ; Strunin and Hingson (1992) ; Harvey and Spigner (1995) ; Fergusson and Lynskey (1996); and Jakobsten et al. (1997) .
estimates of the relationship between substance use and sexual practices. Finally, no prior study has recognized the possibility that that sexual activity may cause substance use (i.e., reverse causality).
In summary, many previous studies have demonstrated that substance use and sexual activity are positively related among teenagers and young adults, but only one study, by Rees et al. (2001) , has attempted to estimate a causal effect. In this study, the authors report only weak evidence that substance use is associated with teen sexual behavior, which suggests that substance use is not causally related to teen sexual behavior. However, as we describe below, this study has a major weakness that raises questions as to the correctness of its conclusions. Thus, the previous literature leaves unanswered the critical policy question of whether substance use causes risky sexual behavior and its consequences.
Research Design and Statistical Methods
Our objective is to obtain estimates of the causal effects of substance use on sexual activity and risky sex. This task is complicated by two factors. First, an individual's sexual behavior and substance use may depend on a common set of personal and social factors, some of which are unmeasured. Second, the two behaviors may influence each other directly. We refer to these factors as statistical endogeneity and structural endogeneity, respectively. The research design and statistical methods we use are intended to address these problems.
The empirical models we use are based on linear specifications of the structural demand function for sexual activity (S t ), and the reduced form demand function for substance use (D t ). These demand functions can be derived from a simple utility maximizing model of behavior in which both sexual activity and substance use are valued by the teen and substance use is an input into the production of sexual activity. Specifically, we use the following expressions:
(1) S t = α 1 D t + α 2 q t + α 3 w t + α 4 v t + α 5 u + ε t (2) D t = γ 1 q t + γ 2 w t + γ 3 v t + γ 4 p t +γ 5 u + γ 6 ε t + γ 7 η t .
In equations (1) The determinants summarized by u are assumed to be time-invariant and uncorrelated with q t , w t , and v t.
The parameter of interest is α 1 , but simple ordinary least squares (OLS) estimates of equation (1) may be biased for two reasons: first, because unmeasured components of u are likely to be correlated with substance use (statistical endogeneity); and second because substance use may be correlated with ε t due to its causal dependence on sexual activity (structural endogeneity). Both of these possible correlations are reflected in equation (2) Equations (1) and (2) can be jointly estimated, but in this case, identification comes from functional form restrictions. In practice, however, the bivariate probit regression model performs relatively poorly (imprecise estimates) in these circumstances. To be effective, the bivariate probit model requires valid exclusion restrictions-variables that determine substance use, but do not affect sexual behavior. Substance use prices and control policies are often used for such purposes (e.g., Rees et al. 2001 ). However, for this identification strategy to be effective, it is necessary to have data that span several years, so that there is sufficient within-state variation in these policies, and relatively large samples to insure precise estimates. Most data sets, including the National Longitudinal Survey of Youth (NLSY97), do not have sufficient sample sizes, nor do they cover sufficiently long periods to be useful in this regard. This point is ignored by Rees et al. (2001) and the poor performance of the bivariate probit model in their case is revealed by the fact that the standard errors of the estimates of the effect of substance use from the bivariate probit model are 8 to 12 times as large as the corresponding standard errors from the univariate probit model. 6 Thus, the analysis of Rees et al. (2001) has little power to detect reliably true effects, and consequently, few definitive conclusions can be drawn from their analysis. An alternative identification strategy that does not rely on exclusion restrictions has been suggested by Altonji, Elder and Taber (2001) . In this case, identification is achieved under the assumption of "equal selection between observed and unobserved variables."
The intuition behind the Altonji, Elder and Taber (2001) strategy can be illustrated as follows.
Re-write equations (1) and (2) in matrix form:
Note that equation (3) represents the fully specified model and as such, includes no error term. The nonsubstance use determinants of sexual activity ( W Γ ′ ) can be divided into two parts: the observed and unobserved determinants, or:
where γ X′ is the observed component of sexual activity and ε is the unobserved component. The identification problem is that substance use is likely correlated with the unmeasured component, but substance use is also likely correlated with the measured component. These correlations can be expressed as follows:
Equation (6) assumes that the correlation between substance use and the measured component of sexual activity is equal to the correlation between substance use and the unmeasured component of sexual activity. This is the equal selection rule, and it is justified for example, if the measured variables were chosen randomly from a large set of possible determinants, which is a reasonable assumption given that most secondary data sets used for economic analyses were not devised for the specific research question under investigation (Altonji, Elder and Taber 2001) . Altonji, Elder and Taber (2001) show that under certain conditions, the correlations in equation (6) are equal to the following:
The important point here is that left hand side of the last equality in equation (7) can be estimated using observed data, and it is equal to the correlation coefficient in the bivariate (standard) normal distribution.
This equality can be used to identify the model, since it provides an estimate of ρ-the correlation between the errors in the bivariate probit model. Estimation proceeds in steps. Initially, we assume that ρ-the correlation between the errors in the bivariate probit model-is zero and obtain estimates of The second identification strategy we employ is an individual, fixed-effects (FE) regression model. The identifying assumption of the FE procedure is that the correlation between substance use and the unmeasured determinants of sexual activity in equation (1) is due to an unmeasured, time-invariant, person-specific effect (u). Longitudinal data can be used to eliminate the effect of this variable, for example, by taking first differences of the data.
The important aspect of equation (10) is that the influence of (u) on sexual behavior has been eliminated.
This solves the statistical endogeneity problem, and if this was the only impediment to obtaining causal estimates, fixed-effects estimation (FE) will produce unbiased estimates of the structural parameter of the effect of substance use on sexual activity.
Data
The data for the analysis comes from the 1997 cohort of the National Longitudinal Survey of Youth (NLSY97). These data represent a panel data collection of approximately 8,500 youths who were between the ages of 12 and 16 as of December 31, 1996. 8 These youths were interviewed in 1997 for the first time and were re-interviewed in 1998 and 1999. Information about sexual activity was obtained for all youths age 15 and over, so by 1999, information about sexual activity of almost all the respondents in the NLSY97 has been obtained. 9 As noted we use two estimation strategies. The sample used to estimate the bivariate probit model consists of all respondents with valid information on sexual activity, substance use and other variables used in the regression model. For this analysis, a teen is included in the sample only one time-the first time such information is available for that teen. A similar sample is used to estimate the FE model, but in this case, only those respondents with two years of information are included in the sample. We take the first two observations for each individual if there are more than two.
The following dependent variables are used: (1) the number of occasions of sexual intercourse in the past year; and (2) the number of times birth control was used in the past year.
Using the first two variables, we define a measure of risky sex, which is equal to one if the person was sexually active in the last year and used birth control less than 90% of the time, as measured by the ratio of the number of times used birth control to the number of occasions of sexual intercourse. For those respondents who were not sexually active, risky sex is set to zero.
Approximately 40% of the sexually active respondents are defined to have engaged in risky sex by our definition, and this is in line with estimates of contraceptive use from other surveys (e.g., Darroch et al. 2001 ).
Our explanatory variables of interest are alcohol and marijuana use. We measure alcohol use in two ways: whether or not a respondent has drank alcohol in the last 30 days, and whether or not a respondent has had an episode of binge drinking in the past 30 days. Binge drinking is defined as having five or more drinks at one time. Marijuana use is measured as a dummy variable equal to one if a respondent used marijuana in the past 30 days. We recognize that the alcohol and marijuana use information is based on the past 30 days whereas the information on sexual behavior refers to the past year. This undoubtedly creates some measurement error, but we view the measures of alcohol and marijuana use as markers for the use of such substances and indicative of a youth's overall involvement in 9 Note that respondents who turn 15 in 1999 will not have the two years of information necessary to carry out the FE estimation. A variety of other personal and family characteristics were included in the regression models.
Two model specifications were used. The first includes only a limited set of covariates: race/ethnicity dummy variables, age dummy variables, highest grade completed dummy variables, weight, height, weight*height, health (poor) status, and year dummy variables. The second specification adds the following covariates: percent of families in poverty in county of residence, mother's education, dummy variable for missing mother's education, mother's age at first birth, dummy variable for missing mother's age at first birth, indicator of two-parent family at age 12, dummy variables for current family structure, indicator of whether or not respondent destroyed property, indicator of whether or not respondent stole goods, indicator of whether or not respondent smoked, number of cigarettes smoked in last 30 days, several dummy variables indicating peer behaviors (church attendance, college plans, cut school, and sports participation), and dummy variables for school environment (cheating and perceptions of discipline). We use two specifications to assess the sensitivity of estimates of the effect of alcohol and marijuana use on sexual behavior to the inclusion of measured characteristics. For example, if estimates are relatively unaffected by the addition of several variables that are strongly correlated with sexual behavior, it is reasonable to conclude that there is relatively little selection on either observed or unobserved variables. On the other hand, if the addition of a few variables results in relatively large changes in estimated effects, it is reasonable to conclude that selection is a significant problem, and then it is necessary to decide whether or not there is more or less selection on observed characteristics than unobserved characteristics. We discuss these issues in more detail below. peer groups that are less likely to attend religious services, more likely to cut school, and less likely to play a sport than teens who are not binge drinkers. It is clear from the data that there is "positive selection" on observed characteristics-teens who drink are more likely to be sexually active, and more likely to engage in other risky (e.g., smoke cigarettes) behaviors than teens who do not drink. This selection on observed characteristics strongly suggests that there will be selection on unobserved characteristics, and provides evidence to question whether or not the often found association between substance use and sexual activity is causal. It may be the case that a common set of underlying determinants cause both outcomes. For example, teens with a thrill-seeking personality are expected to be more likely to drink and use marijuana and more likely to engage in sexual activity. It is precisely this possibility that this analysis is intended to address. We now turn to the multivariate results.
Results

Descriptive Analysis
Bivariate Probit Analysis
Estimates of the effect of alcohol and marijuana use on sexual activity are presented in Table 2 .
Estimates were obtained from maximum likelihood univariate and bivariate probit regression models using respondents from the NLSY97 who are between the ages of 15 and 17. All models were estimated separately by gender. estimates from a bivariate probit regression that includes the larger set of independent variables.
Estimates in column one indicate that alcohol and marijuana use are positively associated with sexual activity and risky sex for both males and females. The magnitudes of the estimates are very large.
For example, males who are binge drinkers have a probability of having sex in the past year that is 38
percentage points greater than males who are not binge drinkers. The similar figure for females is 32 percentage points. These two estimates are close to the unadjusted differences evident in Table 1 . There is also a dose-response effect for alcohol use: binge drinking has a larger effect than an indicator of any drinking in the past 30 days. Among males, effects of marijuana use on sexual activity and risky sex are similar in magnitude to the effects of binge drinking, but among females, marijuana use has even a larger effect on sexual activity and risky sex than does binge drinking. Overall, the estimates in column one are consistent with the numerous studies that show a strong, positive association between substance use and sexual behavior.
Column two presents estimates from an expanded regression model that includes several additional explanatory variables. Estimates in this column are approximately half the size of those in column one. The diminished magnitudes of the estimates indicate that there is considerable selection on observable characteristics, a finding consistent with the simple descriptive statistics in Table 1 . The significant selection on observable characteristics raises the likelihood that there is also selection on unobserved characteristics. In fact, the pseudo R-square of these regression is approximately 0.25, so a significant amount of unexplained variation in sexual behavior remains. Thus, it is likely that the estimates in column two represent upper bound estimates of the effects of substance use on sexual behavior.
The third column presents estimates from a bivariate probit regression. Theoretically, this estimation procedure accounts for any selection on unobserved variables, but as noted earlier, this procedure is most efficacious when there are valid exclusion restrictions. In the current case, there are no exclusion restrictions and the model is identified by functional form restrictions. Consequently, we place little credence in these estimates and show them primarily to illustrate their poor performance. In general,
estimates of the effects of substance use in column three are negative and not statistically significant. The sign reversal is due to the strong positive selection on unobserved variables indicated by estimates of the correlation coefficient (ρ), which are large and positive, but usually not statistically significant. The imprecision of the estimates of the effects of substance use and the correlation coefficients illustrate the weakness of this estimation strategy. These estimates are very large, but not statistically significant, suggesting that this estimation strategy has little power to detect true effects.
We next turn to the estimates obtained using the identification strategy suggested by Altonji, Elder and Taber (2001) . In this model, identification is achieved by assuming that the amount of selection on unobserved variables is equal to the amount of selection on observed variables, or the equal selection rule. In Table 3 , we present these estimates along with several estimates from constrained bivariate probit regressions for which values of the correlation coefficient (ρ) are fixed. We assume that there is positive selection on unobserved characteristics, which is consistent with evidence in Table 1 and estimates of such selection in Table 2 , and set ρ equal to 0.1, 0.2, 0.3, 0.4, and 0.5. Estimates from these models reveal how much selection on unobserved characteristics is necessary to eliminate the positive association between substance use and sexual behavior. We assume that lower bound estimates of the effects of substance use on sexual behavior are zero since there is little theoretical reason to expect that substance use reduces sexual activity and risky sexual behavior. Table 3, which are One method for assessing how much selection there is on unobservable variables is to assume that it is equal to the selection on observed variables. This is the suggestion of Altonji, Elder and Taber (2001) . In the last column of Table 3 , we present estimates from a bivariate probit model for which the equal selection rule is used to identify the model. As can be seen, there is a significant amount of selection on observed characteristics, and if this amount of selection also characterizes unobserved variables, the positive associations between substance use and sexual behavior are eliminated. 10 In fact, estimates indicate that selection on unobservable variables would have to be less than half the amount of selection on observed variables for the positive associations between substance use and sexual behavior to remain. 11 While we have included some very powerful correlates of sexual behavior and substance use in the model, for example cigarette consumption, it is unlikely, given the relatively large amount of unexplained variation that remains, that there is not additional selection on unobservable factors. We cannot definitively say how much selection remains, but it would have to be significantly less than the amount of selection on observables for there to be a positive association between substance use and sexual activity and substance use and risky sex.
Estimates in
10 In addition to the results shown, we calculated the correlation coefficient (ρ) excluding age and race, which are strictly exogenous characteristics and not variables that can be "selected". The results were similar to those reported. 11 We also estimated similar models for a sample limited to those who have consumed alcohol sometime in their life. The results from these analyses are similar to those reported ands are in the appendix. Table 4 presents estimates similar to those in Table 3 , but in this case for the female sample.
Here again, we see that a relatively small amount of selection on unobserved variables will eliminate the positive associations between substance use and sexual behavior. In this case, a correlation coefficient 
Fixed-Effects Estimates
The second approach we use to obtain causal estimates is an individual, fixed effects regression model. This method yields unbiased estimates of the causal effect of substance use on sexual behavior if the only unobserved variable is a time-invariant, person-specific effect, for example, a thrill seeking motivation. We estimate the model by ordinary least squares (OLS) using a sample of respondents who have been interviewed twice and who were age 15 to 17 at the time of their first interview.
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Cross-sectional and fixed-effect estimates are presented in Table 5 . The left panel shows estimates for males, and the right panel shows estimates for females. We present both univariate probit and OLS cross-sectional estimates to show that the method of estimation makes little difference. Column three in each panel lists the fixed-effects estimates. Cross-sectional estimates in Table 5 confirm earlier findings and indicate that there is a strong positive association between substance use and sexual activity, and substance use and risky sex for both males and females. Again, the magnitudes of the cross-sectional estimates are very large: binge drinking is associated with a 21 percentage point increase in the probability that a teenage male had sexual intercourse in the last year, and a 15 percentage point increase in the probability that a teenage female had sexual intercourse in the last year. These estimates are quite similar to those in Table 2 , which is important since it establishes that any observed differences between fixed effects and OLS estimates are not due to sample composition.
Fixed-effects estimates are presented in column three. These estimates are dramatically smaller than the cross-sectional estimates; often only one-third to one-quarter the size of the cross-sectional estimates. For example, binge drinking is now associated with a 7 percentage point increase in the probability that a male will have had sexual intercourse; in Table 2 accounts for all unmeasured factors, but that analysis was hampered by its inability to definitively assess the amount of selection on unobserved variables.
Results Using National Longitudinal Survey of Adolescent Health (Ad-Health)
To investigate the robustness of our estimates, we obtained estimates of the effect of substance use on sexual behavior using a sample of young adults drawn from the National Longitudinal Survey of Adolescent Health (Ad-Health). Ad-Health, described in detail by Bearman, Jones, and Udry (1997) and conducted by the University of North Carolina Population Center, is made up of approximately 12,000 youth in the seventh through twelfth grades from 80 schools who were interviewed in 1995 and 1996. 14 We use the public use sample, which is a 50% random sample. Importantly, Ad-Health contains similar data about sexual behavior, substance use, and other personal and family information as that contained in the NLSY97. Therefore, we are able to estimate models that are nearly equivalent to those used in the analysis of the NLSY97. We limit the Ad-Health sample to youths aged 15 to 17 since this was the age range for the NLSY97 sample. Table 6 presents estimates of the effect of substance use on the probability of having sexual intercourse in the last year. Estimates in the top panel refer to the male sample, and those in the bottom panel refer to the female sample. Estimates in the first column confirm the well established fact that sexual activity and substance use are positively correlated. For both males and females, alcohol and marijuana use are positively associated with sexual intercourse in the last year. The estimates in column one of Table 6 have magnitudes of comparable size to those in Tables 3 and 4, although there is less evidence of a dose-response effect for alcohol use in Table 6 Fixed-effects estimates for the Ad-Health sample are presented in Table 7 . In general, the fixedeffects estimates are positive and small in magnitude, and only one of six are statistically significant.
Controlling for time-invariant person characteristics greatly reduces the effect of substance use on sexual activity. For example, the estimate of the effect of binge drinking on sexual intercourse for males is 0.041; binge drinkers probability of sexual intercourse in the last year is 4 percentage points higher than non-binge drinkers. This represents a 12% increase relative to the unadjusted mean of non-binge drinkers. In sum, estimates in Table 7 confirm our earlier findings from the NLSY97 analysis, and establish that time-invariant person effects account for a large portion of the covariance between substance use and sexual behavior. Indeed, in Ad-Health, the fixed effects estimates are not statistically significant, although they are positive. The lack of statistical significance may reflect the smaller sample sizes associated with Ad-Health, but the estimates in Table 7 are smaller in magnitude than those in Table   5 .
Conclusions
In this study, we have examined the effect of alcohol and marijuana use on sexual behavior of teens. We were particularly interested in investigating whether the widely documented positive association between substance use and risky sexual behavior would remain in analyses that controlled for both measured and unmeasured heterogeneity. Toward this end we used two statistical approachesbivariate probit and individual fixed effects-to assess the strength of the association between substance use and sexual behavior. Under certain conditions, these approaches will yield unbiased estimates of causal effects of substance use on sexual behavior.
Overall, estimates in Tables 2 though 4 , and Table 6 suggest that it is unlikely that the often found positive associations between substance use and sexual activity and risky sexual behavior reflect true causal relationships. It appears more likely that these positive associations reflect the influence of omitted variables. This conclusion is based on the following evidence. First, there was a significant amount of selection on observable variables that suggests that selection on unobserved variables is likely important.
Second, a significant amount of unexplained variation in sexual behavior remained even after the addition of several powerful predictors of such behavior; the pseudo R-square statistic for most of the regressions was approximately 0.25. The relatively large amount of unexplained variation and the substantial amount of selection on observable variables suggests that there is at least some selection on unobservable characteristics. Third, using the equal selection rule of Altonji, Elder and Taber (2001) Fixed-effect estimates also show that there is significant selection on unobservable factors that confound estimates of the relationship between substance use and sexual behavior. In this case, accounting for a person-specific effect dramatically reduced estimates of the association between substance use and sexual behavior. Nevertheless, a significant positive association sometimes remained. Thus, it is not possible to rule out that this represents a true causal effect. However, the fixed-effects estimation strategy does not control for time-varying factors that are unmeasured. For young people, it is likely that there are many personality and behavioral factors that are still developing and influencing decisions related to sexual behavior and substance use. Thus, the fixed-effects methodology may not be adequate.
In sum, we believe it is reasonable to view the fixed-effects estimates as upper bound estimates and zero as lower bound estimates. We set the lower bound at zero because there is little theoretical support to justify a negative effect of substance use on sexual activity and risky sex. Evidence derived from the bivariate probit analysis strongly suggests that the truth lies closer to the lower bound than the upper bound, particularly for females, but as noted, this is not a definitive approach. Therefore, we conclude as follows:
• Alcohol or marijuana use in the past 30 days is associated with between a 0 and 5 percentage point (25% of non-drinker mean) increase in the probability that a teenage male has had sexual intercourse in the last year
• Binge drinking in the past 30 days is associated with between a 0 and 8 percentage point (36% of non-drinker mean) increase in the probability that a teenager (male or female) has had sexual intercourse in the last year
• Alcohol use in the past 30 days is associated with between a 0 and 2 percentage point (12% of nondrinker mean) increase in the probability that a teenage female has had sexual intercourse in the last year
• Marijuana use in the past 30 days is associated with between a 0 and 5 percentage point (25% of nondrinker mean) increase in the probability that a teenage female has had sexual intercourse in the last year
We have clearly shown that there is a significant amount of "selection" that confounds estimates of the association between substance use and sexual behavior. This should give pause to researchers and policymakers who suggest that a reduction in substance use will significantly reduce risky sexual behavior and reduce teen pregnancy, out-of-wedlock birth and STDs. Indeed, our best guess is that substance use has no causal effect on sexual activity and risky sex.
Zabin, LS and C Hayward. Adolescent Sexual Behavior and Childbearing. New York: Sage Publications, 1994. Notes: 1. Number of observations listed represents the maximum number. For several variables the actual sample size is slightly less because of missing information. 2. For variables with significant amount (e.g., 10% of sample) of missing information, we assigned the sample mean and created a variable indicating that for this observation the information was missing. Variables falling into this category are: mother's education, mother's age at first birth, weight, and proportion of peers that attend church regularly. 3. Asterisks (**) next to a number indicates that the difference between drinkers and non-drinkers is statistically significant (p<0.05). 1. Standard errors in parentheses. 2. Marginal effects in brackets. Marginal effects were approximated using the discrete change from zero to one. 3. Risky sex is equal to zero if a respondent did not have sex in past 12 months, or if they did have sex, they used birth control (unspecified type) more than 90 percent of the time. 4. Basic set of covariates are: race/ethnicity dummy variables, age dummy variables, highest grade completed dummy variables, weight, height, weight*height, health (poor) status, and year dummy variables. 5. Additional covariates are: percent of families in poverty in county of residence, mother's education, dummy variable for missing mother's education, mother's age at first birth, dummy variable for missing mother's age at first birth, indicator of two-parent family at age 12, dummy variables for current family structure, indicator of whether or not respondent destroyed property, indicator of whether or not respondent stole goods, indicator of whether or not respondent smoked, number of cigarettes smoked in last 30 days, several dummy variables is calculated by a two-step procedure. An initial value for rho was chosen and then the bivariate probit model was estimated. Rho was then re-calculated using estimates of γ β X and X ′ ′ from the bivariate probit. This procedure was repeated until estimates of rho converged. 2. See notes to Table 2 . is calculated by a two-step procedure. An initial value for rho was chosen and then the bivariate probit model was estimated.
Rho was then re-calculated using estimates of γ β X and X ′ ′ from the bivariate probit. This procedure was repeated until estimates of rho converged. 2. See notes to Table 2 . is calculated by a two-step procedure. An initial value for rho was chosen and then the bivariate probit model was estimated.
Rho was then re-calculated using estimates of γ β X and X ′ ′ 1. Number of observations listed represents the maximum number available. For several variables the actual sample size is slightly less because of missing information. 2. For variables with significant amount (e.g., 10% of sample) of missing information, we assigned the sample mean and created a variable indicating that for this observation the information was missing. Variables falling into this category are: mother's education, mother's age at first birth, weight, and proportion of peers that attend church regularly. 3. Asterisks (**) next to a number indicates that the difference between drinkers and non-drinkers is statistically significant (p<0.05).
Appendix 1. Number of observations listed represents the maximum number. For several variables the actual sample size is slightly less because of missing information. 2. For variables with significant amount (e.g., 10% of sample) of missing information, we assigned the sample mean and created a variable indicating that for this observation the information was missing. Variables falling into this category are: mother's education, mother's age at first birth, weight, and proportion of peers that attend church regularly. 3. Asterisks (**) next to a number indicates that the difference between drinkers and non-drinkers is statistically significant (p<0.05)
Appendix is calculated by a two-step procedure. An initial value for rho was chosen and then the bivariate probit model was estimated. Rho was then recalculated using estimates of γ β X and X ′ ′
