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CARLESON MEASURE ESTIMATES AND ε-APPROXIMATION FOR
BOUNDED HARMONIC FUNCTIONS, WITHOUT AHLFORS REGULARITY
ASSUMPTIONS
JOHN GARNETT
ABSTRACT. LetΩ be a domain inRd+1, d ≥ 1. In [HMM2] and [GMT] it was proved that
if Ω satisfies a corkscrew condition and if ∂Ω is d-Ahlfors regular, i.e. Hausdorff measure
Hd(B(x, r) ∩ ∂Ω) ∼ rd for all x ∈ ∂Ω and 0 < r < diam(∂Ω), then ∂Ω is uniformly
rectifiable if and only if every bounded harmonic function on Ω satisfies either
(a) a square function Carleson measure estimate,
or
(b) an ε-approximation property for all ε > 0.
Here we explore (a) and (b) when ∂Ω is not required to be Ahlfors regular. We first prove
that (a) and (b) hold for any domain Ω for which there exists a domain Ω˜ ⊂ Ω such
that ∂Ω ⊂ ∂Ω˜ and ∂Ω˜ is uniformly rectifiable. We next assume Ω satisfies a corkscrew
condition and ∂Ω satisfies a capacity density condition. Under these assumptions we prove
conversely that the existence of such Ω˜ implies (a) and (b) hold on Ω and further that
either (a) or (b) holds on a domain if and only if its harmonic measure satisfies a Carleson
packing condition for diameters reminiscent of the corona decompositions for measures
that characterize uniform rectifiability in the papers [GMT] and [HMM2].
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2 GARNETT
1. INTRODUCTION
Let Ω ⊂ Rd+1 be open. We say bounded harmonic functions on Ω satisfy a Carleson
measure estimate if there is a constant C > 0 such that
(1.1)
1
rd
∫
B(x,r)∩Ω
|∇u(x)|2 dist(x, ∂Ω) dx ≤ C‖u‖2L∞(Ω).
whenever x ∈ ∂Ω, 0 < r < diam(Ω), and u is a bounded harmonic function on Ω. It is a
famous theorem of C. Fefferman [FS] that (1.1) holds for the half spaces Rd+1+ .
If u is a bounded harmonic function on Ω and if ε > 0, we say that u is ε-approximable
if there exists g ∈W 1,1loc (Ω) and C > 0 such that
(1.2) ‖u− g‖L∞(Ω) < ε
and for all x ∈ ∂Ω and all r > 0
(1.3)
1
rd
∫
B(x,r)∩Ω
|∇g(y)| dy ≤ C.
It is then clear by normal families that (1.2) and (1.3) hold for every bounded harmonic
function on Ω with constant C = Cε depending only on ε and Ω. It is also clear that by
local mollifications (1.2) and (1.3) will hold with g ∈ C∞(Ω); see [Ga] page 347.
The notion of ε-approximation was introduced by Varopoulos in [Va1] and [Va2] in con-
nection with corona theorems and H1 − BMO duality. Chapter VIII of [Ga] gave a proof
for all ε > 0 on the upper half plane and Dahlberg [Dal] extended the proof to Lipschitz
domains using his work relating square functions to maximal functions. Later Kenig, Koch,
Pipher and Toro [KKoPT] applied ε-approximation to more general elliptic boundary value
problems to prove that on any Lipschitz domain elliptic harmonic measure isA∞ equivalent
to boundary surface measure. Further connections between ε-approximation, Carleson mea-
sure estimates, square functions, maximal functions, and A∞ conditions for elliptic mea-
sures have been obtained on Lipschitz domains by several authors, including [DKP], [JK],
[HKMP], [KKiPT] and [Pi], and on domains with Ahlfors regular boundaries by [AGMT],
[HLMN], [HM1], [HM2] and [HMM2], and more recently by [Az], [AHMMT], [BH], [H],
[HMM3], [HMMTZ1] and [HMMTZ2].
The papers [HMM2] and [GMT] have connected ε-approximation and Carleson mea-
sures to rectifiability in domains with Ahlfors regular boundaries. To explain their work we
give three definitions:
The open set Ω ⊂ Rn satisfies a corkscrew condition if there exists a constant α such that
if x ∈ ∂Ω and 0 < r < diam(Ω) there exists ball B(p, αr) so that
(1.4) B(p, αr) ⊂ Ω ∩B(x, r).
If Ω is a connected open set with the corkscrew condition we say Ω is a corkscrew domain.
For integers n > d ≥ 1, a set E ⊂ Rn is called d-Ahlfors regular (or simply Ahlfors regular
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if d is clear from the context) if there exists a constant c > 0 such that for all x ∈ E and
0 < r < diam(E),
(1.5) c−1rd ≤ Hd(B(x, r) ∩E) ≤ c rd
where Hd denotes d-dimensional Hausdorff measure. The set E ⊂ Rn is uniformly d-
rectifiable if it is d-Ahlfors regular and there exist constants c and M > 0 such that for all
x ∈ E and all 0 < r ≤ diam(E) there is a Lipschitz mapping g from the ball B(0, r) ⊂ Rd
to Rn such that Lip(g) ≤M and
(1.6) Hd(E ∩B(x, r) ∩ g(Bd(0, r))) ≥ cr
d.
Uniform rectifiability is a quantitative version of rectifiability. It was introduced in the
pioneering works [DS1] and [DS2] and David and Semmes who proved it was a geomet-
ric condition under which all singular integrals with sufficiently smooth odd kernels are
bounded in L2(∂Ω). Later [MMV] and [NToV] proved conversely that the L2 boundedness
of the Cauchy integral or the Riesz transforms on an Ahlfors regular boundary ∂Ω implies
∂Ω is uniformly rectifiable.
The papers [HMM2] and [GMT] prove that if Ω ⊂ Rd+1, d ≥ 1, is a corkscrew domain
and ∂Ω is d-Ahlfors regular, then the following are equivalent:
(a) All bounded harmonic functions on Ω satisfy the Carleson measure estimate (1.1).
(b) Every bounded harmonic function on Ω is ε-approximable for all ε > 0.
(c) ∂Ω is uniformly d-rectifiable.
In fact, [HMM2] proved (c) implies (a) and (b) and [GMT] proved the converse statements.
Here our goal is to understand the conditions (a) and (b) when ∂Ω is not necessarily Ahlfors
regular. To state our results we need two more definitions. We will usually assume Ω
satisfies a capacity density condition: there is β > 0 such that for all x ∈ ∂Ω and r ≤
diam(Ω),
(1.7) Cap(B(x, r) \ Ω) ≥

βr if d+ 1 = 2,
βrd−1 if d+ 1 ≥ 3.
where Cap is Newtonian capacity when d+1 ≥ 3 and logarithmic capacity when d+1 = 2.
If Ω satisfies (1.7) every point of ∂Ω is regular for the Dirichlet problem, so that for each
p ∈ Ω there exists an unique Borel probability ωp = ω(p, .,Ω) on ∂Ω such that
(1.8) u(p) =
∫
∂Ω
u(x)dω(p, x,Ω)
if u is continuous Ω and harmonic on Ω. Moreover, if u(x) is continuous on ∂Ω, (1.8)
defines a function harmonic on Ω which continuously extends u from ∂Ω to Ω. Since Ω is
connected it then follows from Harnack’s inequality that for all p, q ∈ Ω there is a constant
Cp,q = Cp,q(Ω) such that ωp ≤ Cp,qωq. The measure ωp is called the harmonic measure for
p.
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We state four theorems. Theorem 1.1 gives a sufficient condition for (a) and (b) to hold
for any domain, without assuming (1.4) or (1.7). It has a simple proof using [HMM2] and
Whitney cubes.
Theorem 1.1. Let Ω ⊂ Rd+1, d ≥ 1, be a domain. If there exists a domain Ω˜ such that
(1.9) Ω˜ ⊂ Ω and ∂Ω ⊂ ∂Ω˜
and ∂Ω˜ is uniformly rectifiable, then (a) and (b) holds for Ω.
The converse of Theorem 1.1 holds if Ω satisfies (1.4) and (1.7).
Theorem 1.2. Conversely, if Ω is a corkscrew domain with (1.7) and if (a) or (b) holds for
Ω then there exists a domain Ω˜ such that ∂Ω˜ uniformly rectifiable and (1.9) holds.
The proof of Theorem 1.2 will use Theorem 1.4 below and Proposition 5.1 from [GMT].
To illustrate Theorem 1.1 and Theorem 1.2 we look at some Cantor sets. Let 0 < λ <
1/2 and in R2 consider the Cantor set Kλ =
⋂
n≥0Kλ,n where Kλ,0 = [0, 1]×]0, 1],
Kλ,n+1 ⊂ Kλ,n, and Kλ,n+1 is the union of 4
n+1 pairwise disjoint closed squares of side
λn+1, each containing one corner of a component square ofKλ,n. Then (1.4) and (1.7) hold
for Ωλ = R
2 \Kλ. Theorem 1.1 and Theorem 1.2 imply that (a) or (b) holds for Ωλ if and
only if λ < 1/4, but these facts have much easier proofs. If λ ≥ 1/4, H1 and harmonic
measure for C \Kλ are mutually singular ([Ca2], [GM]) and then Lemma 3.3 and the proof
of Proposition 4.2 below show (a) and (b) fail. The case λ < 1/4 is even easier because if
u is harmonic on Ωλ∫
B(x,R)\Kλ
|∇u|dy ≤ ||u||L∞
∫
B(x,R)\Kλ
dy
dist(y,Kλ)
≤ CR||u||L∞ .
When λ < 1/4 the domain Ω˜ can be obtained by removing from Ωλ a closed disc of radius
cλn at the center of eachKλ,n, and the proof of Theorem 1.2 amounts to constructing similar
discs in the general case. There, it is helpful to note that for Kλ, λ < 1/4, the harmonic
measures for Ω and Ω˜ are mutually singular.
The third theorem, Theorem 1.4, gives a condition necessary for Ω to have (a) or (b),
assuming Ω satisfies (1.4) and (1.7). Its proof applies a construction from [GMT] to a
modified version of Christ-David cubes described in Theorem 1.3 below. Theorem 1.5 is a
converse to Theorem 1.4. It is also proved using the modified cubes and ideas from [GMT].
To state Theorem 1.4 and Theorem 1.5 we first explain their setting, which will be dis-
cussed more fully in Section 5. Assuming Ω satisfies (1.4), (1.7) and either (a) or (b), we
will introduce a family of subsets of ∂Ω which we call “cubes” by adapting an important
construction of David [Da] and Christ [Ch] to situations where ∂Ω may not be Ahlfors
regular.
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Proposition 1.3. Assume Ω is a bounded corkscrew domain with (1.7) and assume (a) or
(b) holds for Ω. Then there exists a positive integer N and a family
S =
⋃
j≥0
Sj
of Borel subsets of ∂Ω which has properties (1.10), (1.11), (1.12), (1.13) and (1.14) listed
below, and which also satisfies the “small boundary property” (1.15):
(1.10) diamS ∼ 2−Nj if S ∈ Sj;
(1.11) ∂Ω =
⋃
Sj
S, for all j;
(1.12) S ∩ S′ = ∅ if S, S′ ∈ Sj and S
′ 6= S;
(1.13) if j < k, Sj ∈ Sj and Sk ∈ Sk, then Sk ⊂ Sj or Sk ∩ Sj = ∅.
There exists constant c0 such that for all S ∈ S there exists xS ∈ S with
(1.14) B(xS , c0ℓ(S)) ∩ ∂Ω ⊂ S.
For 0 < τ < 1 and Sj ∈ Sj define
∆τ (Sj) =
{
y ∈ Sj : dist(y, ∂Ω\Sj) < τ2
−Nj
}
∪
{
y ∈ ∂Ω\Sj : dist(y, Sj) < τ2
−Nj
}
,
let
G(τ2−Nj) =
{
K =
⋂
1≤i≤d+1
{kiτ2
−Nj ≤ xi ≤ (ki + 1)τ2
−Nj}, ki ∈ Z
}
denote the set of closed dyadic cubes in Rd+1 of side 2−Nj , scaled down by τ, and define
Nτ (Sj) = #
{
K ∈ G(τ2−Nj) : K ∩∆τ (Q) 6= ∅
}
.
Then there exists a constant C = Csb so that
(1.15) Nτ (Sj) ≤ Cτ
(1/C)−d
for all τ and all S ∈ S.
When S ∈ Sj we write ℓ(S) = 2
−Nj . By (1.14), (1.10), and (1.4), to each S ∈ S there
corresponds a “corkscrew ball” B(p, αc0ℓ(S)) ⊂ Ω with dist(p, S) ≤ c0ℓ(S). Moreover,
by (1.7) and Lemma 3.1 and Lemma 3.2 from Section 3, for any ε > 0 there exist constants
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(1.16) 2−N−1c0 < c3 < 4c3 < c0
depending on ε and the constants in (1.4) and (1.7) but not on N, such that for every S ∈ S
there exists a ball BS = B(pS, c3ℓ(S)) with the properties:
(1.17) BS = B(pS , c3ℓ(S)) ⊂ 4BS = B(pS , 4c3ℓ(S)) ⊂ Ω ∩B(xS ,
c0
2
ℓ(S)),
and
(1.18) inf
p∈2BS
{
ω
(
p, S ∩B(xS, c0ℓ(S)),Ω ∩B(xS, c0ℓ(S))
)}
≥ 1− ε.
We can also take N so large that if S ∩ S′ = ∅
(1.19) BS ∩BS′ = ∅,
and if ℓ(S′) > ℓ(S)
(1.20) 2BS′ ∩B(xS, c0ℓ(S)) = ∅.
Indeed, when ℓ(S) 6= ℓ(S′) and N is large, (1.19) follows from (1.10) and (1.13), and if
S 6= S′, ℓ(S) = ℓ(S′) and ε < 12 , then (1.12) and (3.4) imply (1.19). If ℓ(S
′) > ℓ(S) then
(1.20) holds by (1.16).
For S ∈ S and λ > 1 define
λS = {x : dist(x, S) ≤ (λ− 1)ℓ(S)}.
Let 0 < δ . 1 and A & 1 be fixed constants. For S0 ∈ S and S ∈ S with S ⊂ S0, we say
S ∈ HD(S0) (for “high density”) if S is a maximal cube for which
(1.21) inf
p∈BS0
ω(p, 2S) ≥ A
( ℓ(S)
ℓ(S0)
)d
,
and we say S ∈ LD(S0) (for “low density) if S is maximal for
(1.22) sup
p∈BS0
ω(p, S) ≤ δ
( ℓ(S)
ℓ(S0)
)d
.
By (3.2) and Harnack’s inequality
(1.23) sup
p∈BS0
ω(p, S) ≤ c5 inf
q∈BS0
ω(q, 2S)
for some constant c5 and we can assume A > c5δ so that HD(S0) ∩ LD(S0) = ∅.
For each S0 ∈ S let
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(1.24) G1(S0) = {S ∈ LD(S0) ∪ HD(S0) : S is maximal}.
We call G1(S0) the first generation of descendants of S0, and we define later generations
inductively:
(1.25) Gk(S0) =
⋃
S∈Gk−1(S0)
G1(S).
Theorem 1.4. Let Ω ⊂ Rd+1, d ≥ 1, be a domain satisfying (1.4) and (1.7). Assume (a)
or (b) holds for Ω, and let S be a family of subsets of ∂Ω satisfying Proposition 1.3. Then
there exists ε0 and A0 such that if 0 < ε < ε0, 0 < δ <
ε
3 , and A > Max(A0, c5δ), there
exists a constant C = C(ε, δ, d,A) such that for any S0 ∈ S
(1.26)
∞∑
k=1
∑
Gk(S0)
ℓ(S)d ≤ Cℓ(S0)
d.
Theorem 1.5. Conversely, assume Ω is a corkscrew domain with (1.7), assume there exists
a family S of subsets of ∂Ω satisfying Proposition 1.3 and (1.17), (1.18) and (1.19), and
assume (1.21), (1.22), (1.24) and (1.25) hold for some ε, δ and A with 0 < ε < ε0, 0 < δ <
ε
3 , and A > c5δ. Further assume
(i) S satisfies (1.26)
and
(ii) there exists C > 0 such that for any ball B, if {Sj} ⊂ S,
⋃
Sj ⊂ B and for j 6= k
Sj ∩ Sk = ∅, then
(1.27)
∑
ℓ(Sj)
d ≤ C diam(B)d.
Then (a) and (b) hold for Ω.
There are many results like Theorem 1.4, called “corona decompositions” in reference to
Carleson’s proof of the H∞ corona theorem [Ca1]. Among them we only mention Propo-
sition 3.1 and Proposition 5.1 from [GMT], which together give a corona decomposition
equivalent to (a) and (b) in the case that ∂Ω is d-Ahlfors regular. We use these two proposi-
tions and ideas from their proofs to establish the converse results Theorem 1.2 and Theorem
1.5. The main difference between Theorem 1.4 and Theorem 1.5 and the propositions from
[GMT] is that here “cubes” are defined by capacities while in [GMT] cubes are defined by
Hausdorff measures. The “small boundary condition” (1.15) must be included in Proposi-
tion 1.3 because it is needed for Propositions 3.1 and 5.1 from [GMT].
Theorem 1.1 is proved in Section 2. using [HMM2] and Harnack’s inequality onWhitney
cubes for Ω. Section 3 recalls three lemmas from [An] and [GMT], and in Section 4 these
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lemmas and ideas from [GMT] are used to show that (a) or (b) implies the packing condi-
tion (1.27) and consequently that ∂Ω is upper Ahlfors regular, Hd(B(x, r) ∩ ∂Ω) ≤ Crd.
The proofs of Theorem 1.2, Theorem 1.4 and Theorem 1.5 are convoluted: In Section 5 we
construct the cube family S and prove Proposition 1.3. In Section 6, S and the construction
from [GMT] are used to prove Theorem 1.4 and to extend Proposition 3.1 of [GMT] to
domains with (1.4) and (1.7). Then in Section 7 we use the already proved Theorem 1.4
to construct a subdomain Ω˜ ⊂ Ω such that ∂Ω ⊂ ∂Ω˜ and ∂Ω˜ is Ahlfors regular. In Sec-
tion 8 the generation sums for Ω˜ are controlled by the generation sums for Ω, which with
Lemma 7.2 and Proposition 5.1 of [GMT], implies that ∂Ω˜ is uniformly rectifiable, thus
proving Theorem 1.2. Finally, Theorem 1.5 then follows from Theorem 1.1 and the proof
of Theorem 1.2.
The proofs in this paper entail many constants. Constants C or Cj are large and may
vary from use to use, but the constants c0, c1, ...... are small and sometimes interdependent.
They have been written so that cj can depend on ck only if k < j.
2. PROOF OF THEOREM 1.1
We recall the Whitney decomposition of Ω into cubes Ω =
⋃
W
Q. Each Q ∈ W =
W (Ω) is a closed dyadic cube,
(2.1) Q =
⋂
1≤j≤d+1
{
kj2
−n ≤ xj ≤ (kj + 1)2
−n
}
with n and kj integers. If Q1, Q2 ∈ W then
(2.2) Q1 ⊂ Q2, Q2 ⊂ Q1, or Q
o
1 ∩Q
o
2 = ∅,
where Qo denotes the interior of Q. There are constants 1 < c6 < c7 < 3 such that for all
Q ∈ W
(2.3) c6Q ∩ ∂Ω = ∅ but c7Q ∩ ∂Ω 6= ∅,
where ℓ(Q) is the sidelength of Q and cQ is the concentric closed cube having sidelength
cℓ(Q).
Assume Ω and Ω˜ satisfy condition (1.9) from Theorem 1.1, let u be an harmonic function
on Ω with supΩ |u(y)| ≤ 1, and letQ ∈ W (Ω).We fix a constant 1 < c8 < c6 and consider
two cases.
Case I: c8Q ∩ ∂Ω˜ = ∅.
In this case there is C1 = C1(d, c7, c8) such that dist(y, ∂Ω) ≤ C1dist(y, ∂Ω˜) for all
y ∈ Q, so that
(2.4)
∫
Q
|∇u(y)|2dist(y, ∂Ω)dy ≤ C1
∫
Q
|∇u(y)|2dist(y, ∂Ω˜)dy.
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Case II: c8Q ∩ ∂Ω˜ 6= ∅.
In this case Harnack’s inequality gives supQ |∇u(y)| ≤
C2
ℓ(Q) , for C2 = C2(d, c7), so that
(2.5)
∫
Q
|∇u(y)|2dist(y, ∂Ω)dy ≤ C22 (1 + c8)
d+1
2 ℓ(Q)d = C3ℓ(Q)
d.
Now consider a ball B = B(x, r), with x ∈ ∂Ω, r < diamΩ, and let
WB = {Q ∈ W (Ω) : Q ∩B 6= ∅},
and for J = I or II let WB,J be the set of Case J cubes in WB . Also note that by (2.3)
(2.6)
⋃
WB
c6Q ⊂ B(x,C4r)
for a constant C4 depending only c6 and c7. Since H
d+1(∂Ω˜ \ ∂Ω) = 0 (because ∂Ω˜ is
Ahlfors regular) we have
∫
B
|∇u(y)|2dist(y, ∂Ω)dy ≤
∑
WB
∫
Q
|∇u(y)|2dist(y, ∂Ω)dy =
∑
WB,I
+
∑
WB,II
.
To estimate
∑
WB,I
we use (2.4), (2.6), the uniform rectifiability of ∂Ω˜, and the theorem of
[HMM2] to get
(2.7)
∑
WB,I
≤ C1
∫
B(x,C4r)
|∇u(y)|2dist(y, ∂Ω˜)dy ≤ C(C4r)
d.
For estimating
∑
WB,II
the only available inequality is∑
WB,II
≤ C3
∑
WB,II
ℓ(Q)d
from (2.5). But in Case II
ℓ(Q)d ≤ C5H
d(c6Q ∩ ∂Ω˜)
because ∂Ω˜ is Ahlfors regular and by (2.2) and (2.3) no point lies in more than N =
N(c6, c7, d) cubes c6Q, Q ∈ W . Therefore (2.5), (2.6), and the Ahlfors regularity of ∂Ω˜
imply
(2.8)
∑
WB,II
≤ C5
∑
WB,II
ℓ(Q)d ≤ C5NH
d(B(x,C4r)) ≤ C5N(C4r)
d.
Thus by (2.7), (2.5) and (2.8), (a) holds for all bounded harmonic u. The proof for (b) is
similar.
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3. THREE LEMMAS
Recall we assume (1.7) so that the harmonic measure ω(p,E) = ω(p,E,Ω) exists for
p ∈ Ω and Borel E ⊂ ∂Ω. The first lemma is Lemma 3 from [An].
Lemma 3.1. Ω satisfies (1.7) with constant β if and only if there exists η = η(β) < 1 such
that for all x ∈ ∂Ω and all r > 0
(3.1) sup
B(x,r)∩Ω
ω(p, ∂B(x, 2r) \ Ω,Ω ∩B(x, 2r)) ≤ η.
The second lemma is a well-known consequence of Lemma 3.1 and induction.
Lemma 3.2. Assume Ω satisfies (1.4) and (1.7) and let 0 < ε < 12 . There are constants c1
and c2 depending only on ε and the constants α and β in (1.4) and (1.7), such that whenever
x ∈ ∂Ω and r < diamΩ, there exists a ball B = B(p, c1r) such that
(3.2) 4B = B(p, 4c1r) ⊂ Ω ∩B(x, r),
(3.3) dist(p, ∂Ω) < c2r,
and
(3.4) inf
q∈2B
ω(q, ∂Ω ∩B(x, r),Ω ∩B(x, r)) > 1− ε.
Proof. By the maximum principle and induction (3.1) implies
(3.5) sup
B(x,r)∩Ω
ω(p, ∂B(x, 2Nr) \ Ω,Ω ∩B(x, 2Nr)) < ηN .
For ε > 0 take N with ηN < ε and set C1 = 1 + 2
N . For any p ∈ Ω take x ∈ ∂Ω such that
|x− p| = dist(p, ∂Ω). Applying (3.5) with r = |x− p| yields
(3.6) ω(p, ∂Ω \B(p,C1dist(p, ∂Ω)),Ω) < ε.
By (1.4), Ω ∩B(x, r1+C1 ) contains a ball B = B(p,
αr
1+C1
). Therefore (3.2) holds with
c1 =
α
4(1 + C1)
and (3.3) holds with
c2 =
1
1 + C1
.
If q ∈ 2B = B(p, αr2(1+C1)) then by (3.2) dist(q, ∂Ω) ≤ |q − x| ≤
r
1+C1
. Therefore
B(q, C1dist(q, ∂Ω)) ⊂ B(x, r), so that (3.6) implies (3.4).
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
The next lemma is similar to Lemma 3.3 of [GMT].
Lemma 3.3. Assume Ω satisfies (1.4) and (1.7). Then there exists ε0 > 0 and constants
c9 and c10 depending only on d and the constants α and β of (1.4) and (1.7) such that if
0 < ε < ε0 and
(i) S ⊂ ∂Ω is a Borel set, x ∈ S, 0 < r < diam(Ω), and B(x, r) ∩ ∂Ω ⊂ S,
(ii) the ball BS = B(pS , c1r) satisfies (3.2), (3.3) and (3.4) from Lemma 3.2,
(iii) ES ⊂ S ∩B(x, r) is a compact set such that
(3.7) inf
2BS
ω(q,ES ,Ω) ≥ 1− ε,
then there exists a non-negative harmonic function uS on Ω and a Borel function fS such
that
0 ≤ fS ≤ χES
and for all p ∈ Ω,
(3.8) uS(p) =
∫
ES
fS(y)dω(p, y,Ω),
(3.9) inf
BS
uS(p) ≥ c9,
and there exists a unit vector ~eQ ∈ R
d+1 such that
(3.10) inf
BS
|∇uQ(p) · ~eS | ≥
c10
c1r
.
.
The right side of (3.10) is so written to display the radius c1r of BS.
Proof. Take qS ∈ S ∩ ∂Ω with |qS − pS | < 2dist(pS , ∂Ω). By (3.2) and (3.3) we have
(3.11) 4c1r < |pS − qS | < 2c2r.
Case I. d ≥ 2. By (1.7) and the definition of capacity there exists a positive measure µS
supported on B(qS , c1r) ∩ ∂Ω with
∫
dµS > β(c1r)
d−1 such that the potential
US(p) =
∫
|p− y|1−ddµS(y)
is harmonic on Rd+1 \ suppµS ⊃ Ω, and satisfies
(3.12) 0 < US(p) ≤ 1
12 GARNETT
for all p ∈ Rd+1. By Egoroff’s theorem there is a compact set FS ⊂ B(q0, c1r) ∩ ∂Ω such
that µS(FS) ≥ β(c1r)
d−1 and∫
B(p,η)
|p− y|1−ddµS(y)→ 0 (η → 0)
uniformly on FS . Redefine US to be
(3.13) US(p) =
∫
FS
|p− y|1−ddµS(y).
Then US is continuous on R
d+1, harmonic on Rd+1 \ FS ⊃ Ω, and satisfies (3.12).
By (3.11) and (3.13),
(3.14) inf
2BS
US(p) ≥ β
(
c1r
|pS − qS|+ 3c1r
)d−1
= β71−d = c′9
Let ~eS =
−−−−−→
(qS−pS)
|qS−pS |
. Then by (3.11) we have
(3.15) inf
{
~eS ·
−−−−→
(q − p)
|q − p|
q ∈ FS , p ∈ BS
}
=
c2
c1
=
4
α
.
Hence by (3.11), (3.13), (3.15), and the formula
(3.16) ∇US(p) = (1− d)
∫
FS
−−−−→
(p− y)
|p− y|d+1
dµS(y),
we have on BS
(3.17) |∇US(p) · ~eS | ≥
4
α
(d− 1)βc1r
d−1
(2c1r + 2c2r)d
=
c′10
c1r
,
in which
c′10 =
d− 1
2c1
d−2
β
α
( α
4 + α
)d
depends only on d, α and β. Since US is continuous on Ω,
US(p) =
∫
∂Ω
gS(y)dω(p, y,Ω)
with continuous gS = US |∂Ω. Set fS = χESgS and define uS by (3.8). Finally take
ε0 < Min
(c′9
2
,
c′10
3
)
,
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assume 0 < ε < ε0, and assume Lemma 3.2 holds for c1, c2, α and ε. Then since |fQ| ≤ 1,
(3.7) yields sup2BS |US−uS| ≤ ε. Hence (3,14) implies (4.4) for c9 =
c′9
2 , and by (3.7) and
Harnack’s inequality supBS |∇(US − uS)| ≤
2ε
c1r
. so that (3.7) implies (4.5) for c10 =
c′10
3 .
Case II: d = 1. Decreasing c1 and c2 if necessary, we have, again by Egoroff’s theo-
rem, compact sets F±S ⊂ B(x, r) ∩ S such that Cap(F
±
S ) ≥
βc1r
2 ≡ e
−γ and probability
measures µ± supported on F
±
S so that the logarithmic potentials
U±(p) =
∫
F±
S
log
1
|p− y|
dµ±(y)
are continuous on R2 and harmonic on R2 \ F±S and satisfy U± < γ on R
2 \ F±S and for
small η, γ − η ≤ U± ≤ γ on F
±
S . Because capacity is bounded by diameter, we can, by
choices of c1 and c2, position F
±
S so that
F+S ⊂ B(pS, 2c2r)
but
F−S ⊂ R
2 \B(pS , 4c2r).
Then on R2 \ (F+Q ∪ F
−
S ) the function U
+ − U− is harmonic and bounded, because the
logarithmic singularities at∞ cancel, and by the choices of F±S ,
sup
F+∪F−
|U+ − U−| ≤ γ − log
( 1
2cr2
)
= log
( 4c2
βc1
)
,
inf
2BS
(U+ − U−) ≥ log
( 1
2c2r − 2c1r
)
− log
( 1
4c2r + 2c1r
)
= log
(2c2 + c1
c2 − c1
)
,
and for some unit vector ~eS ,
inf
BS
|
∣∣∣∇(U+ − U−) · ~eS∣∣∣ ≥ c′′10
r
.
Then (3.8), (3.9) and (3.10) hold for
fS =
(
2 log
(4c2
c1
))−1(
log
(4c2
c1
)
+ U+ − U−
)
χES .

4. AN UPPER BOUND FOR SUMS
Assume Ω ⊂ Rd+1, d ≥ 1, is a domain satisfying (1.4), (1.7), and (a) or (b) and let S
be a family of subsets of ∂Ω satisfying the conclusions of Theorem 1.3 and hence also their
consequences (1.17), (1.18), and (1.19).
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Lemma 4.1. There is C > 0 such that if B be any ball and if {Sj} ⊂ S,
⋃
Sj ⊂ B, and
(4.1) Sj ∩ Sk = ∅ if j 6= k,
then
(4.2)
∑
ℓ(Sj)
d ≤ C diam(B)d.
Proof. By (1.16), (1.17), (1.18) and Lemma 3.3, for each Sj ⊂ B there exists Ej ⊂ Sj and
Borel function fj , 0 ≤ fj ≤ χEj , such that the harmonic function
(4.3) uj(p) =
∫
Ej
fj(y)dω(p, y,Ω),
satisfies
(4.4) inf
BSj
uj(p) ≥ c11,
and there exists a unit vector ~ej ∈ R
d+1 such that
(4.5) inf
BSj
∣∣∇uj(p) · ~ej∣∣ ≥ c12
ℓ(Sj)
.
Set u =
∑
uj . Then by (1.17), (1.18) and (3.2), (3.4) and (3.8) we have sup2BSj
|u−uj | ≤
ε, so that by Harnack’s inequality supBSj
|∇(u− uj)| ≤
2ε
ℓ(Sj)
. Therefore
|∇u| >
c11 − 3ε
ℓ(Sj)
on BSj and
(4.6)
∫
BSj∩Ω
|∇u(x)|2dist(x, ∂Ω)dx ≥ c12ℓ(Sj)
d.
Assuming (a) holds on Ω with constant C and summing, we obtain∑
j
ℓ(Sj)
d ≤
1
c12
∫
B∩∂Ω
|∇u(x)|2dist(x, ∂Ω) ≤ C(diamB)d,
which yields (4.8) when (a) holds.
Now assume (b) holds for Ω and ε < c113 . If g ∈ W
1,1
loc (Ω) satisfies (1.2) for u and
ε < c113 then, using (4.4) and (4.5) for uSj , we obtain∫
BSj
|∇g(x)|dx ≥ c′13ℓ(Sj)
d.
Thus from (a) or (b) we conclude that (4.2) holds. 
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As an aside we note that the proof of Lemma 4.1 yields two necessary conditions for (a)
or (b).
Proposition 4.2. Let Ω ⊂ Rd+1 be a domain for which (1.4), (1.7), and (a) or (b) holds.
For 0 < ε < 1/2 there is C > 0, depending only on ε and the constants in (a) or (b)
such that if x ∈ ∂Ω, R > 0, and {Qj} is a family of Whitney cubes for Ω such that
Qj ⊂ B(x,R)∩Ω and there exists qj ∈ Qj and Borel Ej ⊂ ∂Ω with ω(qj , Ej ,Ω) > 1− ε
and Ej ∩ Ek = ∅, j 6= k, then ∑
j
ℓ(Qj)
d ≤ CRd.
The proof is the same as the proof of Lemma 4.1.
Proposition 4.3. Let Ω ⊂ Rd+1 be a corkscrew domain for which (1.7) holds. If (a) or (b)
holds for Ω then there a constant C > 0 such that for all x ∈ ∂Ω and all r > 0,
(4.7) Hd(B(x, r) ∩ ∂Ω) ≤ Crd.
Proof. Fix q ∈ ∂Ω and R > 0. For large n let En be the set of dyadic cubes Q of side
2−n < 2 such that Q ∩ ∂Ω ∩B(q,R) 6= ∅. It is enough to prove
(4.8) sup
n
2−nd#En ≤ C2
d
for some constant C . Let Fn be a maximal subset of En such that
5
4Q∩
5
4Q
′ = ∅ whenever
Q,Q′ ∈ Fn. Then #En ≤ 3
d+1#Fn. Let ε be small, say ε <
c4
3 . For each Q ∈ Fn
there exists by (1.7) and (1.4) a function uQ, a ball BQ, and a set EQ ⊂
5
4Q satisfying the
conclusions of Lemma 3.2 and Lemma 3.3.
Now set
u =
∑
Q∈Fn
uQ.
Then u is harmonic on Ω and 0 < u < 1 by (3.7) and the maximum principle since
EQ ∩ EQ′ = ∅ for Q 6= Q
′ ∈ Fn. For any Q ∈ Fn, |∇uQ| ≥
c14
ℓ(Q) by (4.5).
On the other hand, by (3.4), (3.8), and (3.2), sup2BQ |u− uQ| ≤ ε, so that by Harnack’s
inequality supBQ |∇(u− uQ)| ≤
2ε
ℓ(Q) . Therefore
|∇u| >
c14 − 3ε
ℓ(Q)
on BQ and
(4.9)
∫
BQ∩Ω
|∇u(x)|2dist(x, ∂Ω)dx ≥ c152
−nd.
Assuming (a) holds on Ω with constant C and summing over Q ∈ Fn
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#En ≤ 3
d+1#Fn ≤
1
c′15
2nd
∫
B(q,2r)∩Ω
|∇u(x)|2dist(x, ∂Ω)dx ≤ 2ndC2drd.
which yields (4.8) when (a) holds.
Now assume (b) holds for Ω and ε < c143 . If g ∈ W
1,1
loc (Ω) satisfies (1.2) for u and
ε < c143 then, using (4.4) and (4.5) for uSj , we obtain∫
BSj
|∇g(x)|dx ≥ c′16(ℓ(Sj)
d.
Thus from (a) or (b)
2−nd#En ≤ Max
( 1
c′15
,
1
c′16
)
Rd.

Merged with the results of [HMM2] and [GMT] Proposition 4.3 yields:
Corollary 4.4. If Ω ⊂ Rd+1 is a corkscrew domain for which there exists constant c > 0
such that for all x ∈ ∂Ω and all 0 < R < diam(∂Ω),
(4.10) Hd(B(x, r) ∩ ∂Ω) ≥ crd,
then (a) or (b) holds for Ω if and only if ∂Ω is uniformly rectifiable.
5. MODIFIED CHRIST-DAVID CUBES
To prove Theorem 1.3. we follow the construction in [Da] very closely, although the
arguments from [Ch] and [DM] would also work. To start we use (a) or (b) to get a grip on
the small boundary condition (1.15).
Lemma 5.1. Let 0 < η < 1 and let N be a positive integer. Assume Ω is a bounded
corkscrew domain with (1.7) and assume (a) or (b) holds for Ω. Then for any x ∈ ∂Ω and
any j ∈ N there exists an open ball Bj(x) = Bj(x, r) having center x and radius
r ∈ (2−Nj , (1 + η)2−Nj)
such that if
∆j(x) = Bj(x) ∩ ∂Ω,
Ej(x) =
{
y ∈ ∆j(x) : dist(y, ∂Ω \∆j(x)) < η
22−Nj
}
,⋃
{y ∈ ∂Ω \∆j(x) : dist(y,∆j(x)) < η
22−Nj)}
and mj(x) is the minimum number of closed balls B(p, η22−Nj) needed to cover Ej(x),
then
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(5.1) mj(x) ≤ Cdη
1−2d,
in which the constant Cd depends only on d and the constants in (a) and (b).
Proof. Partition the closed shell
B(x, (1 + η)2−Nj) \B(x, 2−Nj)
into a family R of at most 1 + [ 1η ] closed shells of width η
22−Nj . Fix 2−n ∼ η22−Nj ,
let E be the set of closed dyadic cubes Q of side 2−n such that Q ∩ ∂Ω 6= ∅ and let
M = #E . Choose a maximal subset E0 ⊂ E of pairwise disjoint closed cubes. Then
E0 has cardinality #E0 ≥ c163
−d−1M and the enlarged cubes 54Q,Q ∈ E0 are pairwise
disjoint. For each Q ∈ E0 there exists by (1.7) a compact set EQ ⊂
5
4Q ∩ ∂Ω and a ball
B(pQ, αη
22−j) ⊂ 54Q ∩ Ω satisfying the conclusions of Lemma 3.2 and Lemma 3.3. Now
we can follow the proof of Lemma 4.1 or Proposition 4.3 to build functions uQ, Q ∈ E0 and
use assumption (a) or (b) with u =
∑
E0
uQ to conclude that #E0(η
22−Nj)d ≤ C2−Njd.
Hence M ≤ Cη−2d and there exists a pair of adjacent closed subrings in R whose union
meets at most c17Cη
1−2d dyadic cubes from E . That implies (5.1).

Proof of Theorem 1.3. For j ≥ 0 let Vj be a maximal subset of ∂Ω such that when
x, x′ ∈ Vj |x − x
′| ≥ 2−jN and for x ∈ Vj let Bj(x) be the ball given by Lemma 5.1 and
set ∆j(x) = ∂Ω ∩Bj(x). Put a total order, written x < y, on the finite set Vj and define
∆∗j(x) = ∆j(x) \
⋃
y<x
∆j(y).
Then for each j, (1.10), (1.11), and (1.12) hold for the family {∆∗j (x)} and because the
balls B(x, (1 − η)2−Nj), x ∈ Vj are disjoint we have
(5.2) B(x, (1− η)2−Nj) ⊂ ∆∗j(x)
for every x ∈ Vj. Because ∂Ω ⊂ R
d+1 there is constant Md independent of j such that
(5.3) #{y ∈ Vj : y < x and Bj(y) ∩Bj(x) 6= ∅} ≤Md.
Therefore by (5.1) the minimum numberm∗j of closed balls B(p, η
22−Nj) needed to cover
E∗j (x) = {u ∈ ∆
∗
j(x) : dist(u, ∂Ω) < η
22−Nj}⋃
{u ∈ ∂Ω \∆∗j(x) : dist(u,∆
∗
j (x)) < η
22−Nj}
has the upper bound
(5.4) m∗j(x) ≤ CdMdη
1−2d.
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However the families {∆∗j}j≥0 may not satisfy the nesting condition (1.13) or the small
boundary condition (1.15). For those reasons we further refine each set ∆∗j , still following
[Da]. If x ∈ Vj , j ≥ 1, there exists by (1.11) and (1.12) a unique ϕ(x) ∈ Vj−1 such that
x ∈ ∆∗j−1(ϕ(x)). For any j and x ∈ Vj define Dj,0(x) = ∆
∗
j(x) and for n ∈ N,
Dj,n(x) =
⋃
{∆∗j+n(y) : ϕ
n(y) = x}
Then for any j, n
(5.5)
⋃
{Dj,n(x) : x ∈ Vj} = ∂Ω
and by induction
(5.6) Dj,n(x) =
⋃
{Dj,n−k(y) : ϕ
k(y) = x}.
for 0 ≤ k ≤ n.
Write distH(A,B) for the Hausdorff distance between subsets A,B of R
d+1. Since
diam(∆∗j) ≤ (1 + η)2
−Nj we have
distH(Dj,1(x),∆
∗
j (x)) ≤ (1 + η)2
−N(j+1),
,
so that by (5.6) and induction
(5.7) distH(Dj,n(x),Dj,n+1(x)) ≤ (1 + η)2
−N(j+n).
Hence for each j and x ∈ Vj the sequence of {Dj,n(x)} of compact sets converges in
Hausdorff metric to a compact set Rj(x). It is clear from (5.5) that for any fixed j
(5.8)
⋃
{Rj(x) : x ∈ Vj} = ∂Ω
because if y ∈ ∂Ω then y ∈ Dj,n(x
(n)) for some x(n) ∈ V (j) and because V (j) is finite
there is x ∈ V (j) with y ∈ Dj,n(x) for infinitely many n.
Since we took closures (1.12) may not hold for the sets {Rj(x)}, and like [Da] we must
alter them one final time. By induction we can choose the ordering on the finite set Vj, j ≥ 1
so that x < y if ϕ(x) < ϕ(y). Then define, for all j and x ∈ V (j)
(5.9) Sj(x) = Rj(x) \
⋃
V (j)∋y<x
Rj(y).
Then it is clear from (5.8) that (1.12) and (1.13) hold for the family S =
⋃
j{Sj}, and since
by (5.7)
(5.10) diam(Sj(x)) ≤ diam(Rj(x)) ≤
∞∑
k=j
2(1 + η)2−Nk ≤ 4(1 + η)2−Nj .
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To obtain the lower bound in (1.10) and also (1.13), (1.14) and (1.15) we need 2−N to be
small compared to η. Assume
(5.11) 2−N ∼ η2 <
1
9
.
Then by (5.2) and (5.7) we have for x ∈ Vj,
dist(x, ∂Ω \Dj,n) ≥ (1− η)2
−Nj −
∑
k>j
2(1 + η)2−Nk
≥ 2−Nj
(
1− η − 2(1 + η)
2−N
1− 2−N
)
≥
2−Nj
3
.
This implies (1.14) and with (5.10) it also implies (1.10).
To show (1.13) suppose u ∈ ∆j(x) ∩∆j+1(y). Then by (5.7) u = limxn where xn ∈
Vn, xn+1 ∈ ∆
∗
n(xn) and xj = x, and u = lim yn where yn ∈ Vn, yn+1 ∈ ∆
∗
n(yn) and
yj+1 = y. Hence u ∈
⋂
n≥j Rn(xn) ∩
⋂
n≥j+1Rn(yn) so that by the definition (5.9)
yn = xn for all n ≥ j + 1 and Sj+1(y) ⊂ Sj(x).
To verify the small boundary condition (1.15) we can by (5.2) assume τ = 2−Nk, k ≥ 1.
Let x ∈ Vj and write S = Sj(x). Then by (5.7) and (5.10) Nτ (S) is comparable to
#{y ∈ Vj+k : S
∗
j+k(y) ∩∆τ (S) 6= ∅},
and by (5.4) and (5.11) this number is bounded by (CdMdη
1−2d)k ∼ (CdMd)
kτ
1
2 , which,
for C > 2 and τ small, is bounded by Cτ1/C−d.
6. A CORONA DECOMPOSITION AND THE PROOF OF THEOREM 1.4
We prove Theorem 1.4. Assume Ω ⊂ Rd+1, d ≥ 1, is a domain satisfying (1.4), (1.7),
and either (a) or (b) and let S be a family of subsets of ∂Ω satisfying the conclusions of
Proposition 1.3. We shall prove there exist constants ε0, A0 and C such that (1.24) holds
with constant C whenever 0 < δ < ε3 <
ε0
3 and A > A0, S0 ∈ S , and Gk(S0) are
its generations defined for δ and A. Recall that by Proposition 1.3 the family S has the
properties (1.17), (1.18), and (1.19).
Lemma 6.1. Let S ∈ S and let {Sj} ⊂ S be a family of cubes Sj ⊂ S satisfying (4.1). If
Sj ∈ HD(S) for all j, then
(6.1)
∑
ℓ(Sj)
d ≤
C1
A
ℓ(S)d,
while if Sj ∈ LD(S) for all j, then
(6.2) sup
BS
∑
Sj
ω(p, Sj) ≤ C2δ,
where C1 and C2 depend only on d, δ and the constants α and β in (a) and (b).
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Proof. Assertion (6.2) follows from (1.22) and Lemma 4.1, with constant C2 depending
only on δ and α or β from (a) or (b).
Since the definition of HD entails ω(pS, 2Sj ,Ω) and not ω(pS , Sj,Ω), the proof of (6.1)
requires more work. Note that if 2Sk ∩ 2Sj 6= ∅ and ℓ(Sk) ≤ ℓ(Sj) then by (1.10)
Sk ⊂ B(xSj , Cℓ(Sj)),
in which the constant C depends only on the upper bound in (1.10) and thus only on α, β
and d. Hence by Lemma 4.1∑{
ℓ(Sk)
d : 2Sk ∩ 2Sj 6= ∅, ℓ(Sk) ≤ ℓ(Sj)
}
≤ C1ℓ(Sk)
d,
and by a Vitali argument there exists {S′j} ⊂ {Sj} with 2S
′
j ∩ 2S
′
k = ∅ and∑
ℓ(Sj)
d ≤ C1
∑
ℓ(S′j)
d ≤
C1
A
∑
ω(pS , 2S
′
j ,Ω)ℓ(S)
d ≤
C1
A
ℓ(S)d.

Now assume A > 2C1. To prove (1.28) we separate high and low density cubes. For
S ∈ S let GH1(S) be a family of high density cubes S
′ ∈ G1(S) and by induction
(6.3) GHk(S) =
⋃
S′∈GHk−1(S)
GH1(S
′).
Thus if Sk ∈ GHk(S), then
(6.4) Sk ⊂ Sk−1 ⊂ ....S1 ⊂ S0 = S
in which for j > 0
Sj+1 ∈ HD(Sj),
so that all ancestors of Sk except possibly the first are HD cubes. Write
GH(S) =
⋃
k≥1
GHk(S).
Then by (6.1)
(6.5)
∑
GH(S)
ℓ(S′)d =
∞∑
k=1
∑
GHk(S)
ℓ(S′)d ≤
C1
A− C1
ℓ(S)d.
Similarly, let GL1(S) be a family of low density cubes Sj ∈ G1(S) and by induction
(6.6) GLk(S) =
⋃
S′∈GLk−1(S)
GL1(S
′).
Thus if Sk ∈ GLk(S), then
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(6.7) Sk ⊂ Sk−1 ⊂ ....S1 ⊂ S0 = S
and Sj+1 ∈ LD(Sj) for j > 0.Write
GL(S) =
⋃
k≥1
GLk(S).
Lemma 6.2. Assume ε in (1.2) is small and δ ≤ ε. Then there exists constant C2 such that
for any S0 ∈ S
(6.8)
∑
GL(S0)
ℓ(S)d =
∞∑
k=1
∑
GLk(S0)
ℓ(S)d ≤ C2ℓ(S0)
d.
Proof. The proof is like the proof of Lemma 4.1 or Lemma 3.7 of [GMT]. For any S ∈
GL(S) define
ES = S \
⋃
S′∈GL1(S)
S′.
Then by (6.2) and (1.22) there exists an harmonic function uS on Ω such that
0 ≤ uS ≤ 1
uS(x) =
∫
ES
fS(y)dω(x, dy), 0 ≤ fS ≤ χES ,
and
inf
BS
|∇uS | ≥
c(ǫ)
ℓ(S)
.
Consequently
u =
∑
GL(S0)
uS
is harmonic on Ω, satisfies 0 ≤ u ≤ 1, and has large oscillation on BS for all S ∈ GL(S0)
so that by the proof of Lemma 4.1 inequality (6,5) holds with C2 depending only on the
constants in (1.1) and (1.3). 
Now the proof of (1.24) follows by interlacing (6.5) and (6.8). Write
L1(S) =
∑
GL(S)
ℓ(S′)d, H1(S) =
∑
GH(S)
ℓ(S′)d,
and by induction
Lk+1(S) =
∑
GH(S)
Lk(S
′), Hk+1(S) =
∑
GL(S)
Hk(S
′).
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Then
∞∑
k=1
∑
Gk(S0)
ℓ(S)d =
∞∑
k=1
(Lk(S0) +Hk(S0))
and by (6.5) and (6.8)
Lk+1(S) ≤ C2Hk(S)
Hk+1(S) ≤
Lk(S)
A
C1
− 1
,
so that writing L0(S) = H0(S) = 1 and taking A− 1 > C1 + C1C2 we obtain
∞∑
k=1
∑
Gk(S0)
ℓ(S)d ≤
AC2 + C1 + C1C2
A−C1 − C1C2
.
That proves (1.24) and Theorem 1.4.
7. A DOMAIN Ω˜
Assume Ω is a corkscrew domain satisfying (1.7) and S is a family of subsets of ∂Ω
having properties (1.10) - (1.15) of Theorem 1.3, and their consequences (1.17), (1.18) and
(1.19). Fix constants ε, δ, N , A and C with 0 < δ < ε3 and A so large that (1.24) holds
for any S0 ∈ S when the generations Gk(S0) are define by (1.21) and (1.22). Also assume
S satisfies the conclusion of Lemma 4.1 or, equivalently, hypothesis (ii) of Theorem 1.5.
Under those assumptions we construct a domain Ω˜ ⊂ Ω with ∂Ω ⊂ ∂Ω˜ and a d-Ahlfors
regular measure σ supported on ∂Ω˜ and boundedly mutually absolutely continuous with
χ∂Ω˜H
d.
For any S ∈ S let
FS ⊂ 2BS \BS
be a finite union of separated closed spherical caps such that
(7.1) Hd(FS) = c18ℓ(S)
d.
Since BS has diameter 2c1ℓ(S) we can (and do) require FS to be uniformly rectifiable with
constants depending only on c0, ..., c18 but not on S. Note that (taking c18 carefully) we
have
(7.2) ω(pS , FS ,Ω
∗) ∼ 1/2,
for any domain Ω∗ such that
(Ω \ FS) ∩B(xS, c0ℓ(S)) ⊂ Ω
∗ ⊂ Ω.
and by (3.4)
CARLESON MEASURE ESTIMATES FOR BOUNDED HARMONIC FUNCTIONS 23
(7.3) ω(pS , S ∪ FS ,Ω
∗) > 1− ε
for all such Ω∗. Define Ω0 = Ω and assume diam(∂Ω) ∼ 1 so that ∂Ω = S0 ∈ S. Fix
λ > 1 so that
(7.4) λ− 1 < dist(S, 4BS)
and define
H˜D(S0) =
{
S1 ∈ S, S1 ⊂ S0 : ω(pS0 , λ(S),Ω0) ≥ A
(ℓ(S1)
ℓ(S))
)d
, S1maximal
}
,
L˜D(S0) =
{
S1 ∈ S, S1 ⊂ S0 : ω(pS0 , S1,Ωn) ≤ δ
(ℓ(S1)
ℓ(S)
)d
, S1 maximal
}
,
G˜1 = G˜1(S) =
{
S′ ∈ H˜D(S) ∪ L˜D(S), S′ maximal
}
,
K1 = S0 \
⋃
G˜1(S0)
S,
Tree(S0) =
{
S ∈ S : S 6⊂ S′ for all S′ ∈ G˜1(S0)
}
,
Ω1 = Ω \
⋃
G˜1(S0)
FS ,
µ1(.) = ℓ(S0)
dχK1ω(pS0 , .,Ω0),
ν1 =
∑
G˜1(S0)
χFSH
d,
and
σ1 = µ1 + ν1.
Then σ1 is a finite measure on ∂Ω1.
For S ∈ S define
S1 = S ∪
⋃
{FS′ : S
′ ∈ G˜1, S
′ ⊂ S}
and declare ℓ(S1) = ℓ(S).
Lemma 7.1. There are constants c20 and c21 such that if S ∈ Tree(S0),
(7.5) c20ℓ(S) ≤ σ1(S
1) ≤ c21ℓ(S).
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Proof. For the upper bound we have
µ1(S
1) ≤ A
ℓ(S)d
ℓ(S0)d
,
since S ∈ Tree(S0), and
ν1(S
1) ≤ C1ℓ(S)
d
by Lemma 4.1.
For the lower bound note that
σ1(S
1) = ℓ(S0)
dω(pS0 , S,Ω0)− ℓ(S0)
d
∑
G˜1(S0)∋S′⊂S
ω(pS0 , S
′,Ω0)+
+
∑
G˜1(S0)∋S′⊂S
Hd(FS′),
in which
ℓ(S0)
dω(pS0 , S,Ω0) ≥ δℓ(S)
d
while by the definition of G1(S0)
ℓ(S0)
d
∑
G˜1(S0)∋S′⊂S
ω(pS0 , S
′,Ω) ≤ C12
2NdA
∑
G˜1(S0)∋S′⊂S
ℓ(S′)d.
Thus if
(7.6)
∑
G˜1(S0)∋S′⊂S
ℓ(S)d ≤
δ
C122Nd+1A
ℓ(S)d
the lower bound holds with c20 =
δ
2 . On the other hand, if (7.6) fails, then µ1(S
1) ≥ 0 and
ν1(S
1) ≥
c18
C122Nd+1A
δ.

Now continue by induction. For n ≥ 1 assume we have defined G˜n = G˜n(S0), Ωn, and
Sn for all S ∈ S . Then for each S ∈ G˜n(S0) define
H˜D(S) =
{
S1 ∈ S, S1 ⊂ S : ω(pS , λ(S1)
n,Ωn) ≥ A
(ℓ(S1)
ℓ(S)
)d
, S1maximal
}
,
L˜D(S) =
{
S1 ∈ S, S1 ⊂ S : ω(pS , (S1)
n,Ωn) ≤ δ
(ℓ(S1)
ℓ(S)
)d
, S1maximal
}
,
G˜1(S) =
{
S′ ∈ H˜D(S) ∪ L˜D(S), S′ maximal
}
CARLESON MEASURE ESTIMATES FOR BOUNDED HARMONIC FUNCTIONS 25
Tree(S) =
{
S′ ∈ S : S′ ⊂ S, S′ 6⊂ S1 for all S1 ∈ G˜1(S)
}
,
G˜n+1(S0) =
⋃
Gn(S0)
G˜1(S),
Kn+1 =
⋃
G˜n(S0)
(
S \
⋃
G˜1(S)
S1
)
,
Ωn+1 = Ωn \
⋃
G˜n+1(S0)
FS ,
µn+1(.) =
∑
S∈G˜n
ℓ(S)dχ
S∩Kn+1
ω(pS , .,Ωn),
νn+1 =
∑
G˜n+1(S0)
χFSH
d,
and define
σn+1 = µn+1 + νn+1.
Then σn+1 is a finite measure on ∂Ωn+1.
For S ∈ S define
Sn+1 = Sn ∪
⋃{
FS′ : S
′ ∈ G˜n+1, S
′ ⊂ S
}
and define
ℓ(Sn+1) = ℓ(S).
Note that by the proof of Lemma 7.1,
(7.7) c17ℓ(S)
d ≤ σn+1(S
n+1) ≤ (c18 + 1)ℓ(S)
d
for all S ∈ Tree(S′), S′ ∈ G˜n(S0).
Define
Ω˜ =
⋂
Ωn,
which, as we will see, is a connected open set, and
µ =
∑
n≥1
µn,
ν =
∑
n≥1
νn,
σ = µ+ ν,
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and, for S ∈ S.
S∞ =
⋃
Sn.
Lemma 7.2. Let S ∈ G˜n. Then
(7.8)
∑
H˜D(S)
(ℓ(S1)
ℓ(S)
)d
≤
C1
A
,
and
(7.9)
∑
L˜D(S)
ω(pS , S1,Ω) ≤ Cδ + ε,
where
inf
T∈S
inf
p∈FT
ω(p, T,Ω) ≥ 1− ε.
Proof. The proof of (7.8) is the same as the proof of (6.6) because by Lemma 4.1 (or hy-
pothesis (ii) of Theorem 1.5) the Vitali argument used there will still apply. To prove (7.9)
let S ∈ G˜n and for 1 ≤ k ≤ (n − 1), let Tk(S) be that unique T ∈ G˜k such that S ⊂ Tk.
Let S1 ∈ L˜D(S). Then S1 ⊂ ∂Ω ⊂ ∂Ωn and
ω(pS , S1,Ω) = ω(pS , S1,Ωn) +
n∑
k=1
∑
T∈G˜k\{S1}
∫
FT
ω(p, S1,Ω)dω(pS , p,Ωn).
By definition and Lemma 4.1∑
S1∈L˜D(S)
ω(pS, S1,Ωn) ≤ δ
∑
LD(S)
(ℓ(S1)
ℓ(S)
)d
≤ Cδ,
while
∑
S1∈L˜D(S)
n∑
k=1
∑
T∈G˜k\{S1}
∫
FT
ω(p, S′ 1,Ω)dω(pS , p,Ωn) =
=
∫
FS
∑
S1∈L˜D(S)
ω(p, S1,Ω)dω(pS , p,Ωn)+
+
n∑
k=1
∑
T∈G˜k,T∩S=∅
∫
FT
∑
S1∈L˜D(S)
ω(p, S1,Ω)dω(pS , p,Ωn)+
+
n−1∑
k=1
∫
FTk
∑
L˜D(S)
ω(p, S1,Ω)dω(pS , p,Ωn)
= I + II + III.
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By (7.2) and Harnack’s inequality we have
I ≤ 2/3
∑
LD(S)
ω(pS, S1,Ω),
and we can move term I to the left side of (7.9).
For II , note that
(S ∪ FS) ∩
⋃
1≤k≤n
⋃
{T∈G˜k,T∩S=∅}
FT = ∅
so that by (7.3) we have II ≤ ε.
For III recall that dist(pTk , S) ≥ c22
N(n−k)ℓ(S). Therefore
B(xS , c0ℓ(S)) ∩
⋃
1≤k≤n−1
FTk = ∅,
so that by (1.20) III < Cε.
That established (7.9) and Lemma 7.2. 
If Cδ + ε is small, Lemma 7.2 and the proof of Lemma 6.2 yield
(7.10)
∞∑
k=1
∑
G˜k
(ℓ(S1)
ℓ(S)
)d
≤ C3
for any S ∈ S .
By (7.1) and (7.10) Ω˜ =
⋃
Ω˜n is a connected open set and
∂Ω˜ = ∂Ω ∪
∞⋃
n=1
⋃
S∈G˜n
FS .
By (7.7) σ is a finite measure on ∂Ω˜ such that for all S ∈ S
c′18ℓ(S)
d ≤ σ(S∞) ≤ c′19ℓ(S)
d
and by Lemma 7.1 and the definition of νn+1
σ(E) = Hd(E)
for all Borel E ⊂
⋃
FS . In view of properties (1.10) and (1.14) of S , these imply that σ is a
d−Ahlfors regular measure with closed support ∂Ω˜ and hence that ∂Ω˜ is d-Ahlfors regular.
Moreover, the family
S∞ =
⋃
S∈S
S∞ ∪
⋃
S∈∪nG˜n
FS ,
where FS is the dyadic decomposition of FS in spherical coordinates, is a family of Christ-
David cubes for ∂Ω˜.
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8. PROOFS OF THEOREM 1.2 AND THEOREM 1.5
To prove Theorem 1.2 we assume Ω is a corkscrew domain satisfying (1.4) and either (a)
or (b) and we let Ω˜ be the domain constructed from Ω in Section 7. Recall that ∂Ω˜ is d-
Ahlfors regular. We will prove ∂Ω˜ is uniformly rectifiable by repeating the proof of Lemma
6.2 and applying Proposition 5.1 of [GMT]. DefineG∗0(S
∞
0 ) = {S
∞
0 } and by induction, for
S∞ ∈ G∗n define
HD(S∞) =
{
S∞1 ∈ S
∞ : S∞1 ⊂ S
∞, ω(pS , λS
∞
1 , Ω˜) ≥ A
(ℓ(S1)
ℓ(S)
)d
, S∞1 maximal
}
,
LD(S∞) =
{
S∞1 ∈ S
∞ : S∞1 ⊂ S
∞, ω(pS , S
∞
1 , Ω˜) ≤ δ
(ℓ(S1)
ℓ(S)
)d
, S∞1 maximal
}
,
G∗1(S
∞) =
{
S∞1 ∈ HD(S
∞) ∪ LD(S∞), S∞1 maximal
}
,
Tree(S∞) =
{
S∞1 ∈ S : S
∞
1 ⊂ S
∞, S∞1 6⊂ S
∞
2 for all S
∞
2 ∈ G
∗
1(S
∞)
}
,
and
G∗n+1 =
⋃
S∞∈G∗n
G∗1(S
∞).
Lemma 8.1. Let S∞ ∈ G∗n. Then
(8.1)
∑
S∞
1
∈HD(S∞)
(ℓ(S1)
ℓ(S)
)d
≤
C1
A
,
and
(8.2)
∑
S∞
1
∈LD(S∞)
ω(pS , S1,Ω) ≤ Cδ + ε,
where
inf
T∈S
inf
p∈FT
ω(p, T,Ω) ≥ 1− ε.
Proof. The proof of (8.1) is the same as the proof of (6.8). To prove (8.2) we follow the
proof of (6.9) and (7.9). Let S∞1 ∈ LD(S
∞). Then
ω(pS, S1,Ω) ≤ ω(pS, S
∞
1 , Ω˜) +
∑
k≥1
∑
G∗
k
\{S1}
∫
FT
ω(p, S1,Ω)dω(pS , p, Ω˜).
By definition and Lemma 4.1,
(8.3)
∑
S∞
1
∈LD(S∞)
ω(pS , S
∞
1 , Ω˜) ≤ δ
∑
LD(S∞)
(ℓ(S∞1 )
ℓ(S∞)
)d
≤ Cδ,
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and
∑
S∞
1
∈LD(S∞)
∞∑
k=1
∑
T∈G∗
k
\{S1}
∫
FT
ω(p, S1,Ω)dω(pS , dp, Ω˜) =
=
∫
FS
∑
S∞
1
∈LD(S∞)
ω(p, S1,Ω)dω(pS , dp, Ω˜) +
+
∞∑
k=1
∑
T∈G∗
k
,T∩S=∅
∫
FT
∑
S∞
1
∈LD(S∞)
ω(p, S1,Ω)dω(pS , p, Ω˜) +
+
n−1∑
k=1
∫
FTk
∑
S∞
1
∈LD(S∞)
ω(p, S1,Ω)dω(pS , p, Ω˜) +
+
∑
S1∈G∗1(S)
∑
T∈
⋃
k G
∗
k
(S1)
∫
FT
ω(p, S1,Ω)dω(pS , p, Ω˜)
= I ′ + II ′ + III ′ + IV ′.
Here I ′, II ′ and III ′ can be handled the same way as I , II , and III were, while IV ′ ≤ Cε
by (8.3). 
Thus if Cδ + ε is small, Lemma 7.2 and Lemma 6.3 yield
(8.4)
∞∑
k=1
∑
G∗
k
(ℓ(S1)
ℓ(S)
)d
≤ C3
for any S∞ ∈ S∞ and any S∞1 ∈ Tree(S
∞),
(8.5) δ
(ℓ(S1)
ℓ(S)
)d
≤ ω(pS, λS
∞
1 , Ω˜) ≤ A
(ℓ(S1
ℓ(S)
)d
.
By (8.5) and Proposition 5.1 of [GMT] this proves ∂Ω˜ is uniformly rectifiable, and that
established Theorem 1.2.
To prove Theorem 1.5 note that the arguments in Section 7 and Section 8 show that
when Ω satisfies the hypotheses of Theorem 1.5, the constructed domain Ω˜ has uniformly
rectifiable boundary. Therefore by Theorem 1.1, (a) and (b) hold for Ω.
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