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Abstract
In finite Chevalley groups of type E, we shall find a ‘Rouquier’ like block algebra in non-defining char-
acteristic. We construct a Morita equivalence between this block and a principal block of a local subgroup.
As an application of the equivalence, we shall determine some decomposition numbers in type E.
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1. Preliminary
1.1. Introduction
In this paper, we shall deal with the modular representation theory of finite groups. One of the
most important problems in this area is Broué’s abelian defect conjecture [5–7] which predicts
triangulated category equivalences between derived categories of modules categories over certain
p-blocks of finite groups. In the 1990’s, R. Rouquier [50] singled out a certain infinite series of
p-blocks Rw , w ∈ N, of symmetric groups Sn’s which should have very distinguished properties
and should play a crucial role to settle Broué’s abelian defect conjecture for Sn. Around 2001,
Chuang and Kessar proved that Rouquier’s prediction is right, namely, for these distinguished
blocks Rw’s Broué’s conjecture is true and Rw has very favorable properties [11]. It is known
by [23] that the parameterization of unipotent -blocks of finite general linear groups is again
given by “Nakayama conjecture” by replacing the role of p for symmetric groups by the role of
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century, people got used to believe philosophically that if one theorem on p exists for symmetric
groups then there exists a corresponding theorem on e for finite general linear groups. As a
typical example of this, by taking a totally analogous method of Chuang and Kessar, W. Turner
[53] and the author [43] independently proved that there is an infinite series of -blocks Rw ,
w ∈ N, of finite general linear groups over Fq in non-defining characteristic  > 0,   q such that
the module category of Rw is equivalent to the module category of the principal -block of the
wreath product GLe(Fq)  Sw where 1 = e is the order of q · 1F and  > w.1 In this context,
including the case e = 1, namely, GL1(Fq) Sw , is very natural. GL1(Fq) Sw is the normalizer
of a maximal split torus contained in a Borel subgroup. These cases are already considered by
Puig [48]. This Puig’s theorem is also valid for any finite Chevalley groups.
So, in this context it is natural to ask whether there are a pair (G,H) of groups and a pair
of (unipotent) blocks (A,B) of (G,H) such that G is a finite group of Lie type, H is a proper
subgroup of G containing a normalizer of a defect group of A and A is Morita equivalent to B
in the cases where Puig’s theorem is not applicable for G and  and G is not of type A.
One aim of this paper is to report that there are such good blocks, what we call Rouquier
blocks (see Definition 1 for the detail), in types E6 and E8 (see Theorem 31 and Remark 34
below) which are not included in [48].
Now, we recall a part of our current knowledge for Broué’s abelian defect conjecture. For
type A, Chuang and Rouquier proved that Broué’s conjecture is true by a very beautiful strategy,
so-called sl2-categorification [15], and the fact that Broué’s conjecture is true for the Rouquier
blocks of symmetric groups and finite general linear groups. Although ours, type E, is not an
infinite series, similarly to the case of type A, we have an application for Broué’s abelian defect
conjecture (Corollary 33).
The main strategy in this paper (which the author learned from T. Okuyama) is analogous
to that in [37]. Namely, we construct a stable equivalence between two blocks by Broué’s the-
orem [6, 6.3. Theorem] and checking the assumption, and then we chase the images of simple
modules via the stable equivalence. The most powerful tool in this approach is Linckelmann’s
theorem [40].
As a bonus, we shall be able to determine some decomposition numbers of those blocks
using the resulting equivalence. To determine decomposition numbers is also a central problem
in representation theory.
So, we may summarize that the major parts of our results in this paper are to construct the
equivalence in type E, to determine the images of simple modules via the equivalence, and to
determine some unknown parameters for decomposition numbers for Chevalley groups of type E
using the equivalence.
This paper is structured as follows. In the next subsection, we shall give a definition of
Rouquier blocks of finite groups of Lie type and make some technical assumptions. We shall
also introduce some general notation at the end of the next subsection. In Section 2 in order
to check the Morita equivalences in local blocks appearing in some centralizers of semisimple
-elements which we need to glue for the global stable equivalence, we recall the structures of
principal block ideals in some small unitary groups. In Section 3 we recall some known results on
1 If we denote by e˜ the quantum characteristic, namely the minimal nonnegative integer i such that 1 + q + · · · +
qi−1 ≡ 0 mod , then e = 1 means that e˜ =  and Chuang–Kessar [11] is regarded philosophically as the statement
that a Rouquier block Rw of a symmetric group is Morita equivalent to the principal block of “GL(F1)  Sw” where
p =  = e˜.
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Pfeiffer [30]. In Section 4 using the facts in Section 3 we look at representation of D4(q).S3. In
Section 5 we recall some numerical information on -modular representations of E6(q), and then
we shall use the main strategy. We shall show that the Green correspondence gives us a stable
equivalence between the principal blocks of D4(q).S3 and E6(q). After establishing the stable
equivalence, we shall chase the images of simple modules by using frequently Linckelmann’s
theorem [40]. Then, we shall get the main results in this paper (Theorem 31). Using Theorem 31,
the precise correspondence by the equivalence in this theorem (which will be given in Theo-
rem 35) and a non-trivial self Morita equivalence, we will remove some unknown parameters in
-modular decomposition matrices of D4(q) and E6(q) (Theorem 37) which are clearly one of
the most important invariants in representation theory. In Section 6 we look at the situation on
Iwahori–Hecke algebras. In Section 7 we look at the extension groups between two simple mod-
ules of D4(q) and the Loewy layers of some projective indecomposable D4(q)-modules since
the information about D4 is useful for E6 if we assume Theorem 31.
1.2. In this subsection, we shall give a precise definition of Rouquier blocks, and we shall
put some technical assumptions and detailed set up and notation.
We denote by Φk the kth cyclotomic polynomial.
Definition 1. Let G be a finite group of Lie type. Let A be a unipotent block ideal of G with
Φe-defect torus T and canonical character λ in M =ZG(T ). Let W(M,λ) be the inertial group
of A. We say that A is a Rouquier block if there exists a Levi subgroup L of G such that
(i) there exists a parabolic subgroup P of G with Levi decomposition P = LUP ,
(ii) L contains M ,
(iii) H = L ·W(M,λ) is a proper subgroup of G,
(iv) there exists a block B of H with canonical character λ such that A is Morita equivalent
to B .
Remark 2. By L. Puig [48], if  dose not divide the order of Weyl group W of G and dose q − 1,
then the principal block of G is Morita (Puig) equivalent to the principal block of T .W . So, those
blocks of G are Rouquier. As in Introduction in the case of type A, there is a generalization of this
theorem.This generalization is intensively studied by J. Chuang, R. Kessar, K. Tan, W. Turner,
A. Hida, James, Lyle, Mathas and the author [11,13,14,31,33,43,53–55]. In this case there is also
an interesting interpretation on these Rouquier blocks in terms of Fock space over a quantum
algebra of affine type A [12,39].
In through this paper, we assume that a prime number  and a power of prime q satisfy the
following conditions:
(i)  = 2,3, (ii)  divides q2 + 1, and (iii) q is odd. (1)
Remark 3. (i) and (ii) are essential in this paper. (iii) is needed to use Kawanaka’s generalized
Gelfand–Graev character [30]. So, this might be removed once one gets the lower unitriangularity
of decomposition matrix in Lemma 9 below.
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ψ of a finite group, we denote by 〈χ,ψ〉 the Hermitian inner product. The notation χ? and
φ? will be used for irreducible ordinary characters. The notation ϕ? will be used for irreducible
Brauer characters. The unipotent characters of a finite Chevalley group G(Fq) lying the principal
series are labeled by the irreducible characters of the Weyl of G(Fq). By this reason, for the
unipotent principal series characters we use the same notation with the irreducible characters of
the corresponding Weyl group. Namely, if φb,d is a irreducible character of a Weyl group, we
write φb,d for the corresponding unipotent principal series character. For a group algebra or a
Hecke algebra H, we denote by B0(H) the principal block ideal of H.2
2. Type A1 and 2A3
Keep the assumption (1). Let 2An(q2) be a unitary group of rank n + 1 (n  3). Namely,
one of Un+1(q2), SUn+1(q2), PSUn+1(q2) or PUn+1(q2). Note that by the condition (1) any
two principal blocks of these groups are isomorphic to each other for a fixed n [1,16]. Since our
concern is the structure of unipotent block ideals, we use this ambiguous notation. By Fong and
Srinivasan [24], we know the following
Lemma 4. Let D′ be a Sylow -subgroup of A1(q2).
(i) The principal block of A1(q2) is the Brauer tree algebra given by
χ(2) −−−−χ(12) −−−−χx′ .
(ii) The principal block of 2A3(q2) is the Brauer tree algebra given by
χ(4) −−−−χ(2,12) −−−−χx′ −−−−χ(14) −−−−χ(3,1).
Here, the exceptional vertex is in the center and x′ runs through a set of representatives of
2A3(q2)-conjugacy classes of D′. The corresponding labeling in the Weyl group of type B2
is as follows:
φ(2.) −−−−φ(11.) −−−−φx′ −−−−φ(.11) −−−−φ(.2).
(iii) Let σ be the field automorphism of Fq2 such that σ 2 induces the Frobenius map of A1(q2).
The principal block of A1(q2).〈σ 〉 is the Brauer tree algebra given by
χ+(2) −−−−χ+(12) −−−−χx′ −−−−χ−(12) −−−−χ−(2).
3. Type D4
In this section we will deal with -modular representations of CSpin8(Fq) in non-defining
characteristic. Let q be a power of prime pf coprime to 2 such that  divides q2 + 1 exactly r
times for some positive integer r . Let L be a reductive group of type D4 with connected centre.
2 The main body of this paper is already written in 2005. The major difference is that [14, Proposition 22] and citations
for [5,6,33,54,55] and [15] were missing in the older version.
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like to consider -modular representations of the Chevalley groups LF = D4(q). Let the triplet
(K,O,k) be a splitting -modular system for LF where K and k are fields such that char(K) = 0
and char(k) =  > 0, and O is a complete discrete valuation ring. Let eL be the principal block
idempotent of k[LF ]. We choose the simple roots {r1, r2, r3, r4} of type D4 as follows:
r1 r2
r3
r4
3.1. The Φ4-decomposition matrix for H(D4)
By [27] the decomposition matrix of the principal block of the Iwahori–Hecke algebra at a
primitive 4th root of unity is given as follows:
a Name
0 .4 1 . . . .
2 .31 1 1 . . .
2 2.+ 1 . 1 . .
2 2.− 1 . . 1 .
3 1.21 1 1 1 1 1
6 .211 . 1 . . 1
6 11.+ . . 1 . 1
6 11.− . . . 1 1
12 .1111 . . . . 1
By Dipper’s theorem [19], the matrix above is canonically embedded into the decomposition
matrix of B0(kLF ).
3.2. Conjugacy classes of -elements
The -elements of LF are semisimple and of type s51 = 1, s37, s32, s27, s12 in the Geck–
Pfeiffer notation [30]. So, our concern in this article is the principal block which has some
characters lying in
E
(
LF ,1
) := E(LF ,1)∪⋃
s37
E(LF , s37)∪⋃
s32
E(LF , s32)∪⋃
s27
E(LF , s27)∪⋃
s12
E(LF , s12).
Here, si runs through a complete set of representatives of semisimple -classes of LF and we
write E(LF , s) for the Lusztig series in [8].
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Let Tw be an F -stable maximal torus of L obtained from the maximally split torus T by
twisting T with w. Let W be the Weyl group for T. Let w12 be α1α2α1α3α2α4. Here, αi is
the simple reflection corresponding to the root ri . The torus TFw12 is a Sylow Φ4-torus of L
F
(see [30, p. 287]). Moreover, it is well known that NL(Tw)F /TFw is isomorphic to ZW,F (w)
[10, p. 87, Proposition 3.3.6] and NLF (TFw) is equal to NL(Tw)F . So, we get the following
lemma.
Lemma 5.
W12 :=
(NL(Tw12)/Tw12)F ∼= G(4,2,2) G(4,1,2),
N FL
(
TFw12
)= TFw12 .W12.
Here, G(i, j, k) is a complex reflection group in the same notation in [7].
3.4. Parabolic subgroups, Scott modules and regular characters
Let W be the Weyl group of type D4 with simple roots I = {r1, r2, r3, r4}. Let PJ (respec-
tively WJ ) be the standard parabolic subgroup of LF (respectively W ) corresponding to a subset
J of I .
3.4.1. Scott modules
Lemma 6. Let B be the set of irreducible characters φ of W such that φ lies in the principal
block of HQ(√−1),√−1 (W). Let e be the central idempotent of QW corresponding to B,
1W{1,2,3}↑Q[W ]e = φ(.4) + φ(.31),
1W{2,3,4}↑Q[W ]e = φ(.4) + φ(2.+),
1W{1,2,4}↑Q[W ]e = φ(.4) + φ(2.−).
Then, P2,3,4, P1,2,3 and P1,2,4 have the Levi decomposition Ui,j,kLi,j,k such that Ui,j,k is a
p-group of order q6 and Li,j,k is isomorphic to GL4(q). Suppose that {i, j, k} is one of {2,3,4},
{1,2,3} and {1,2,4}.
Let T i,j,k be a Coxeter torus of Li,j,k with generator ti,j,k . Then, T i,j,k is cyclic and has order
(q + 1)(q2 + 1). Put xi,j,k := t (q+1)(q
2+1)/r
i,j,k and Di,j,k := 〈xi,j,k〉. Then, Di,j,k is the Sylow
-subgroup of T i,j,k . Let
ϕ(.4), ϕ(.31), ϕ(2.+), ϕ(2.−)ϕ(1.21)
be the irreducible Brauer characters of LF corresponding to the simple H(D4)-modules. For
a group M and an -subgroup Q of M , we denote the Scott k[M]-module with vertex Q by
SM(Q). (See [46] for the definition of Scott modules.) Then, by Lemma 6, we know the following
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SLF (D1,2,3) =
(
ϕ(.4)
ϕ(.31)
ϕ(.4)
)
, SLF (D2,3,4) =
(
ϕ(.4)
ϕ(2.+)
ϕ(.4)
)
, SLF (D1,2,4) =
(
ϕ(.4)
ϕ(2.−)
ϕ(.4)
)
.
(Note that any two of D1,2,3, D2,3,4 and D1,2,4 are not LF -conjugate.)
3.4.2. Some regular characters
Let Pi,j,k be the standard parabolic subgroup of LF corresponding to a subset {ri , rj , rk} of
the simple roots {r1, r2, r3, r4} of G.
Let us recall some known facts on -local subgroups and -modular representations of A3(q)
([22] and [23]). Note that the principal block of A3(q) has a cyclic defect group by the assumption
(1) in this paper, hence is a Brauer tree algebra. We would like to look at the multiplicity at the
exceptional vertex in the Brauer (line) tree [22].
Note that
NLi,j,k (Ti,j,k) =NLi,j,k (Di,j,k) ∼= Z
(
LF
)
.(Z(q+1)(q2+1)  Z4).
In particular, the number of conjugacy classes of -elements in Li,j,k is (r−1)4 . So, the Brauer
tree of Li,j,k is
χ(4) −−χ(3,1) −−χ(2,12) −−χ(14) −−χxi,j,k (2)
with multiplicity (
r−1)
4 at the vertex χxi,j,k . Here, χλ is the unipotent character of Li,j,k corre-
sponding to λ  4 and χxi,j,k is a character with semisimple part xi,j,k and unipotent part 1. Let
SS i,j,k be a complete set of representatives of Li,j,k-conjugacy classes of semisimple -elements
of Li,j,k . Let Zi,j,kk (s) be the cuspidal -modular Li,j,k-module labeled by a semisimple element
s. Let P(Zi,j,k
k
(s)) be the projective cover of Zi,j,k
k
(s). Note that the character of P(Zi,j,k
k
(xmi,j,k))
for any m ≡ 0 mod r is equal to
χ(14) +
∑
x∈SS i,j,k
χx.
Let ΓL be the Gelfand–Graev character of L. Then,
〈
RL
F
Li,j,k
(ΓLi,j,k ),ΓLF e
〉
< 〈ΓLF ,ΓLF e〉.
Indeed, there is a regular character χ such that
〈χ,ΓLF e〉 > 0 and
〈
χ,RL
F
Li,j,k
(ΓLi,j,k )e
〉= 0
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RL
F
Li,j,k
(P (Z
i,j,k
k
(xi,j,k)))e is indecomposable and projective.
3.5. Some irreducible mixed characters
Let s ∈ {s37, s32, s27}.
3.5.1. Relative ranks and signs
We look at the sign of ZLF (s) determined by its relative rank for s ∈ {s51, s37, s32, s27, s12} as
follows (see [10, p. 199] for the definition of relative ranks and signs):
s s51 s37 s32 s27 s12
Z(s) 1 −1 −1 −1 1
3.5.2. Let M be a connected reductive algebraic group over Fq with Frobenius map F . Take
a maximal torus T of M. For a semisimple element s of M, we denote the linear character sˆ of s
regarded as an element of the dual group of M. Suppose s ∈ T. In this setting we denote by RMT,sˆ
the Deligne–Lusztig generalized character of M corresponding to T and s [10,17,41]. Then,
R
ZL(s)
T,sˆ = 1 + St,
R
ZL(s)
Tw12 ,sˆ
= 1 − St.
So, by 3.5.1, we know that
χs,1 = −12
(
RLT,sˆ +RLTw12 ,sˆ
)
,
χs,St = −12
(
RLT,sˆ −RLTw12 ,sˆ
)
.
3.6. Cuspidals
Now, we can find all the cuspidal unipotent modular simple modules as follows:
Lemma 8.
(i) The modular Steinberg irreducible Brauer character ϕ.1111 is cuspidal.
(ii) The -modular reduction of unipotent cuspidal ordinary character φ is cuspidal.
(iii) The other unipotent simple modules lying in B0(kLF ) are not cuspidal.
Proof. (ii) is obvious by definition. (i) follows from [29, Theorem 4.2]. Clearly, the Hecke al-
gebra part of decomposition matrix corresponds to principal series. The other parts also easily
follow from [32] and the observation in Section 3.4.2. 
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By combining observations in Sections 3.1 and 3.4, we know the following
Lemma 9. The decomposition matrix of B0(k[LF ]) must have the following shape:
a Name ps ps ps ps ps c A3 A′3 A′′3 c
0 .4 1 . . . . . . . . .
2 .31 1 1 . . . . . . . .
2 2.+ 1 . 1 . . . . . . .
2 2.− 1 . . 1 . . . . . .
3 1.21 1 1 1 1 1 . . . . .
3 cusp.φ . . . . . 1 . . . .
6 .211 . 1 . . 1 c1 1 . . .
6 11.+ . . 1 . 1 c2 . 1 . .
6 11.− . . . 1 1 c3 . . 1 .
12 .1111 . . . . 1 c4 1 1 1 1
χs37,1 . . . . . a 1 . . .
χs37,St . . . . . a + b 1 . . 1
χs32,1 . . . . . a . 1 . .
χs32,St . . . . . a + b . 1 . 1
χs27,1 . . . . . a . . 1 .
χs27,St . . . . . a + b . . 1 1
χs12 . . . . . b . . . 1
Here, 0 ci  q for i = 1,2,3 and 0 c4  q3. Moreover, “ps” means that the corresponding
simple module lies in the principal series, “c” means that the corresponding simple module is
cuspidal, and “A?3” means that the corresponding simple module lies in Harish-Chandra series
(A?3, ϕ
A?3
St ) for ? = ∅, ′, ′′. Moreover, we find the following character degrees:
χt,1(1) =
(
q2 − 1)3(q4 + q2 + 1),
χt,St(1) = q2
(
q2 − 1)3(q4 + q2 + 1),
χs12(1) =
(
q2 − 1)4(q4 + q2 + 1).
Here, t ∈ {s37, s32, s27}.
4. Clifford theory: LF .S3
On the triality automorphism and its effects on fusions, we can find some literatures [9,35,36].
Geck and Pfeiffer determined the character values of unipotent characters explicitly in [30]. So,
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the decomposition matrix in Lemma 9, we know the following
Lemma 10.
(i) S3 fixes χ(.4), χ(1.21), φ,χ(.1111).
(ii) 〈(1,2,3)〉 permutes χ(.31), χ(2.+), χ(2.−) (respectively χ(.211), χ(11.+), χ(11.−)).
(iii) S3 fixes ϕ(.4), ϕ(1.21), φ,ϕ(.1111).
(iv) 〈(1,2,3)〉 permutes ϕ(.31), ϕ(2.+), ϕ(2.−) (respectively ϕ(.211), ϕ(11.+), ϕ(11.−)).
By Clifford theory, we have
Lemma-Definition 11.
(i) For λ ∈ {(.4), (1.21),φ, (.1111)} and μ  3, we denote by χλ,μ the irreducible character
appearing in IndL
F .S3
LF (φλ) corresponding to an irreducible S3-character χμ.
(ii) For λ,μ ∈ {(.31), (2.+), (2.−)} (respectively ∈ {(.211), (11.+), (11.−)})
IndL
F .〈(1,2,3)〉
LF (φλ) = Ind
LF .〈(1,2,3)〉
LF (φμ)
and this is irreducible. We denote this character by α(λ) for λ ∈ {(.31), (.211)}.
(iii) For λ ∈ {(.31), (.211)} and μ  2, we denote by χλ,μ the irreducible character appearing
in IndL
F .S3
LF .〈(1,2,3)〉(α(λ)) corresponding to an irreducible S3-character χμ.
(iv) For λ ∈ {(.4), (1.21),φ, (.1111)} and μ  3, we denote by ϕλ,μ the irreducible Brauer
character appearing in IndL
F .S3
LF (ϕλ) corresponding to an irreducible S3-character χμ.
(v) For λ,μ ∈ {(.31), (2.+), (2.−)} (respectively ∈ {(.211), (11.+), (11.−)})
IndL
F .〈(1,2,3)〉
LF (ϕλ)
∼= IndLF .〈(1,2,3)〉LF (ϕμ)
and this is irreducible. We denote this Brauer character by α(ϕλ) for λ ∈ {(.31), (.211)}.
(vi) For λ ∈ {(.31), (.211)} and μ  2, we denote by ϕλ,μ the irreducible Brauer character
appearing in IndL
F .S3
LF .〈(1,2,3)〉(α(ϕλ)) labeled by μ (according to the eigen space of μ).
(vii) We denote by d(λ,μ)(ν,σ ) the decomposition number [χλ,μ : ϕν,σ ].
By using the decomposition matrix in Lemma 9 and the construction in Lemma-Definition 11,
immediately we get the following
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lows:
χλ,μ
Q0 ((.4), (3)) 1 . . . . . . . . . . . . . . .
((.4), (21)) . 1 . . . . . . . . . . . . . .
((.4), (13)) . . 1 . . . . . . . . . . . . .
Q1 ((.31), (2)) 1 1 . 1 . . . . . . . . . . . .
((.31), (12)) . 1 1 . 1 . . . . . . . . . . .
Q2 ((1.21), (3)) 1 . . 1 . 1 . . . . . . . . . .
((1.21), (21)) . 1 . 1 1 . 1 . . . . . . . . .
((1.21), (13)) . . 1 . 1 . . 1 . . . . . . . .
Q3 (φ, (3)) . . . . . . . . 1 . . . . . . .
(φ, (21)) . . . . . . . . . 1 . . . . . .
(φ, (13)) . . . . . . . . . . 1 . . . . .
Q4 ((.211), (2)) . . . 1 . 1 1 . ∗ ∗ ∗ 1 . . . .
((.211), (12)) . . . . 1 . 1 1 ∗ ∗ ∗ . 1 . . .
Q5 ((.1111), (3)) . . . . . 1 . . ∗ . . 1 . 1 . .
((.1111), (21)) . . . . . . 1 . . ∗ . 1 1 . 1 .
((.1111), (13)) . . . . . . . 1 . . ∗ . 1 . . 1
∗ means an unknown parameter, but there is a relation
d(λ,μ),(σ,ν) = d(λ,sgn⊗μ),(σ,sgn⊗ν).
5. Type E6
We keep the assumption (1). Let G be the Chevalley group of type E6 over Fq with standard
Frobenius map F . We will deal with -modular representations of GF . Note that G contains
canonically L in Section 3 as the Levi subgroup corresponding to the roots {r2, r3, r4, r5} in
Table E6.
r1 r3 r4 r5 r6
r2
Table E6
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principal block is known by [25] (see also [7]). By [26], we can know the decomposition matrix
of Hecke algebra of type E6. By [28] we know that the decomposition matrix of B0(kGF ) has
a lower unitriangular shape and -reductions of unipotent characters of GF lying in B0(kGF )
form a basic set. So, we can know the following
Lemma 13. The decomposition matrix of B0(kGF ) is estimated as follows:
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
a Name ps ps ps ps D4 ps ps ps D4 ps A3 D4 D4 D4
E6 0 φ1,0 1 . . . . . . . . . . . . . . .
E6(a1) 1 φ6,1 . 1 . . . . . . . . . . . . . .
E6(a3) 3 φ15,5 . . 1 . . . . . . . . . . . . .
A5 3 φ15,4 1 1 . 1 . . . . . . . . . . . .
A5 3 D4,1 . . . . 1 . . . . . . . . . . .
A4 6 φ81,6 . 1 1 . ∗ 1 . . . . . . . . . .
D4(a1) 7 φ80,7 . 1 . 1 ∗ 1 1 . . . . . . . . .
D4(a1) 7 φ90,8 . . 1 . ∗ 1 . 1 . . . . . . . .
D4(a1) 7 D4, r . . . . ∗ . . . 1 . . . . . . .
2A2 +A1 7 φ10,9 1 . . 1 ∗ . . . ∗ 1 . . . . . .
A3 10 φ81,10 . . . . ∗ 1 1 1 ∗ . 1 . . . . .
A2 15 φ15,17 . . . . ∗ . . 1 ∗ . ∗ 1 . . . .
3A1 15 φ15,16 . . . 1 ∗ . 1 . ∗ 1 ∗ ∗ 1 . . .
3A1 15 D4,  . . . . ∗ . . . ∗ . ∗ ∗ ∗ 1 . .
A1 25 φ6,25 . . . . ∗ . 1 . ∗ . ∗ ∗ ∗ ∗ 1 .
1 36 φ1,36 . . . . ∗ . . . ∗ 1 ∗ ∗ ∗ ∗ ∗ 1
Here, ∗ means a non-negative integer and dot · stands for zero.
Let TF be a Sylow Φ4-torus of GF . Let D be the Sylow -subgroup of TF . Then,
TF .W12 =N FL
(
TF
)⊂N FG (TF )= TF .G8.
Here, G8 is a complex reflection group in the same notation in [7]. Note that W12 is a normal sub-
group of G8 and its quotient is isomorphic to S3, which causes triality automorphisms of D4. In
particular, S3 permutes semisimple elements {s27, s32, s37}. So, LF .S3 is a subgroup of GF . Let
A (respectively B) be the principal block ideal of kGF (respectively kLF .S3). Moreover, LF .S3
contains N FG (D). Hence,
there is a Green correspondence
f
GF  LF .S3g (3)
(see [2]). Let Δ(D) be {(x, x) | x ∈ D}. Let X be the Green correspondent of an indecomposable
(A,A)-bimodule A in G×H with vertex Δ(D). (In other words, X is the Scott (A,B)-bimodule
SGF×(LF .S )(Δ(D)) with vertex Δ(D).)3
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On semisimple classes of L we refer [30]. On semisimple classes of G we refer [18,21,45].
The fusion of semisimple Φ4-elements of LF into GF is easily deduced by these literatures. We
would like to look at structures of centralizers of elements in D up to LF .S3-conjugacy. If x in
D is regular semisimple, then ZFG (x) = TF . On the other hand, the other non-trivial semisimple
elements in D belong to the semisimple conjugacy class of GF in which a semisimple element
of type s27 lies. Since S3 permutes {s27, s32, s37}, even in LF .S3, these conjugacy classes are of
type s27.
Being aware of the above remarks and using some methods in [52], we have the following
Lemma 14. The table on the structure of ZLF .S3(E) and ZFG (E) for 1 = E < D is given asfollows:
E = 〈x〉 ZFG (E) ZLF .S3(E)
x: non-regular Z(q−1)(q2+1).2A3(q2) Z(q−1)(q2+1).(Z(q−1).A1(q2)).S2
x: regular Z(q−1)(q2+1) × Z(q−1)(q2+1) Z(q−1)(q2+1) × Z(q−1)(q2+1)
5.2. A stable equivalence
Lemma 15. X induces a stable equivalence of Morita type between A and B .
Proof. For a subgroup E of D let X(E) be the Green correspondent of the principal block
ideal of ZFG (E) regarded as a bimodule in ZFG (E) × ZLF .S3(E) with respect to (ZFG (E) ×
ZGF (E),Δ(D),ZFG (E)×ZLF .S3(E)). By Lemmas 4 and 14 we know that for any proper non-
trivial subgroup E of D the principal blocks of ZFG (E) and ZLF .S3(E) are Morita equivalent by
X(E) ⊗ −. Then, by Broué’s theorem [6, 6.3. Theorem] (see also [49, Theorem 4.1]) we know
that X induces a stable equivalence of Morita type between A and B . 
Remark 16. In our situation, for any indecomposable B-module V with vertex D, X ⊗B V ∼=
g(V ) up to projective modules.
5.3. Trivial source simple modules
Let M be a trivial source module. Then, M is uniquely lifted to a module over O [51]. We
write this unique lift by MO . In this situation, we also write MK for MO ⊗O K . Moreover,
XK enjoys the following properties (on these properties we refer [4]): For any χ and φ ∈ Irr(B),
XK ⊗BK (χ + φ) = XK ⊗BK χ + XK ⊗BK φ, (4)
XK ⊗BK χ is an N0-linear combination of irreducible characters lying in A, (5)
XK ⊗BK χ is non-zero, (6)
X∨ enjoys the same properties as above. (7)
We know that following
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(i) RGL (ϕ(.4)) is semisimple.
(ii) eARGL (ϕ(.4)) ∼= ϕ1,0 ⊕ 2 · ϕ6,1 ⊕ ϕ15,5 as A-modules.
(iii) g(ϕ(.4),(3)) ∼= ϕ1,0, g(ϕ(.4),(21)) ∼= ϕ6,1, g(ϕ(.4),(13)) ∼= ϕ15,5.
(iv) X ⊗B ϕ(.4),(3) ∼= ϕ1,0, X ⊗B ϕ(.4),(21) ∼= ϕ6,1, X ⊗B ϕ(.4),(13) ∼= ϕ15,5.
(v) XK ⊗BK φ(.4),(3) = φ1,0, XK ⊗BK φ(.4),(21) = φ6,1, XK ⊗BK φ(.4),(13) = φ15,5.
(vi) The duals of (iv) and (v) are true for X∨.
Proof. (i), (ii) Let b be the principal block idempotent of a Levi subgroup M of G corresponding
to the roots {r1, r2, . . . , r5}. By the branching rules in A.1.1, A.1.2 and A.1.3 in Appendix A and
the transitivity of Harish-Chandra induction, we know that
eAR
G
L (φ(.4))
∼= eARGMbRML (φ(.4))
and
eAR
G
L (ϕ.4)
∼= eARGMbRML (ϕ.4).
More precisely by the decomposition matrix of Hecke algebra of type D5 in A.2 and the selfdu-
ality of bRML (ϕ(.4)), we know that
bRML (ϕ(.4)) ∼= ϕ(.5) ⊕ ϕ(1.4).
Again by the same reason as above and the decomposition matrix in Lemma 13, we have
eAR
G
M(ϕ(.5))
∼= ϕ1,0 ⊕ ϕ6,1
and
eAR
G
M(ϕ(1.4))
∼= ϕ6,1 ⊕ ϕ15,5.
(iii) (A usual technique.) g(ϕ(.4),(3)) ∼= ϕ1,0 is clear. eARGL (ϕ(.4)) is a direct summand of
eAIndGL (ϕ(.4)) since we can define a Green correspondence with respect to (L
F ,D,PF ) where
PF is a parabolic subgroup of GF with Levi decomposition LUL = P. On the other hand,
IndGL (ϕ(.4)) ∼= IndGL.S3 Ind
L.S3
L (ϕ(.4))
∼= IndGL.S3
(⊕
λ3
dim(λ)ϕ(.4),λ
)
∼=
⊕
λ3
dim(λ)IndGL.S3(ϕ(.4),λ)
and
IndG (ϕ(.4),λ) ∼= g(ϕ(.4),λ)⊕ PλL.S3
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D (or possibly Pλ is zero). By (i), (ii) and counting the multiplicity we conclude (iii).
(iv) By Linckelmann’s theorem [40] and (iii), the result follows. 
5.4. Harish-Chandra induced cuspidals from D4
Lemma 18.
(i) For X ∈ {ϕ(0123|), ϕ.1111} RGL (X) is semisimple.
(ii) X⊗B ϕφ,(21) ∼= ϕ(D4,r), (X⊗B ϕφ,(3),X⊗B ϕφ,(13)) = (ϕ(D4,1), ϕ(D4,)) or (ϕ(D4,), ϕ(D4,1)).
(iii) X ⊗B ϕ(.1111),(21) ∼= ϕ6,25, (X ⊗B ϕ(.1111),(3),X ⊗B ϕ(.1111),(13)) = (ϕ15,17, ϕ1,36) or
(ϕ1,36, ϕ15,17).
(iv) XK ⊗BK φ(.1111),(21) = φ6,25, (XK ⊗BK φ(.1111),(3),XK ⊗BK φ(.1111),(13)) = (φ15,17, φ1,36)
or (φ1,36, φ15,17).
(v) The duals of (ii), (iii) and (iv) are true for X∨.
(vi) [X ⊗B ϕ(1.21),λ : ϕ81,6] = 0 for λ  3.
Proof. By [29, Proposition 2.9], its proof and Lemma 8, we have (i) and (ii). By arguments
similar to the proof of Lemma 17 we can prove (iii) and (iv).
(v) Note that
(I) eARGL (φ(.1111)) = φ15,17 + 2 · φ6,25 + φ1,36
by the branching rule A.1.1 in Appendix A.
(II) (XK ⊗BK −) ◦ IndL
F .S3
LF is a direct summand of eAR
G
L .
Noticing (I) and (II), and using the properties (4) and (5), we know that∑
λ3
dim(λ)〈XK ⊗BK φ(.1111),λ, χ〉 1 for χ ∈ {φ15,17, φ1,36}, (8)∑
λ3
dim(λ)〈XK ⊗BK φ(.1111),λ, φ6,25〉 2 (9)
and ∑
λ3
dim(λ)〈XK ⊗BK φ(.1111),λ, χ〉 = 0 for χ = φ15,17, φ6,25, φ1,36.
However, we have equalities in (8) and (9) because we can replace “at least” by “precisely”
by (6). Hence,
XK ⊗BK φ(.1111),λ ∈ {φ15,17, φ6,25, φ1,36} for any λ  3.
More precisely, by counting the multiplicities we know that XK ⊗BK φ(.1111),(21) = φ6,25. So, we
are done.
(vi) By taking the modular reduction of equations in (iv), and by the known parts of decom-
position matrices in Lemmas 12 and 13, we get the desired result. 
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In this subsection we consider a Scott module SLF .S3(E) for a Sylow -subgroup E of L
F
1,2,3.
In Proposition 7, we have discussed some Scott modules over LF .
Proposition 19.
(i) [SLF .S3(E)K ] = χ(.4),(3) + χ(.4),(21) + χ(.31),(2),
(ii) SLF .S3(E) =
(
ϕ(.4),(3))ϕ(.4),(21)
ϕ(.31),(2)
ϕ(.4),(3)ϕ(.4),(21)
)
.
Proof. By recalling the construction of some simple modules over K[LF .S3] and k[LF .S3] in
Lemma-Definition 11 and the definition of Scott modules we obtain this result. 
Definition 20. We denote SLF .S3(E) ⊗ sgnLF .S3 by SsgnLF .S3(E). Here, sgnLF .S3 is the 1-
dimensional representation of LF .S3 afforded by the sgn representation of S3. Namely,
IndL
F .S3
LF
(
SLF (E)
)∼= SLF .S3(E)⊕ SsgnLF .S3(E).
Proposition 21. Let M be a Levi subgroup of G corresponding to roots {r1, r3, r4, r5, r6}, which
is of type A5. Then,
(i) eARGM(χ(.6)) = φ1,0 + φ6,1 + φ15,4,
(ii) SGF (E) =
(
ϕ(1,0)ϕ(6,1)
ϕ(15,4)
ϕ(1,0)ϕ(6,1)
)
.
For a subgroup Q of D and a module M we denote the Q-projective cover of M by
0 → ΩQ(M) → PQ(M) → M → 0
(see [38, Definition 2.1] for the definition and her references). By Propositions 19, 21 and [38,
Proposition 2.2], we have
Lemma 22.
(i) PE(ϕ1,0) ∼= SGF (E),PE(ϕ(.4),(3)) ∼= SLF .S3(E),(ii) ΩE(ϕ1,0)/ϕ1,0 ∼= g(ΩE(ϕ(.4),(3))/ϕ(.4),(3)).
Lemma 23. X ⊗B ϕ(.31),(2) ∼= ϕ15,4, XK ⊗B φ(.31),(2) = φ15,4.K
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ΩE(ϕ1,0)/ϕ1,0 have the following Loewy layers respectively:
ΩE(ϕ(.4),(3))/ϕ(.4),(3) =
(
ϕ(.4),(21)
ϕ(.31),(2)
ϕ(.4),(21)
)
, ΩE(ϕ1,0)/ϕ1,0 =
(
ϕ(6,1)
ϕ(15,4)
ϕ(6,1)
)
.
Note that the canonical map of ΩE(ϕ(.4),(3))/ϕ(.4),(3) onto ϕ((.4),(21)) is not a projective ho-
momorphism. By the exactness of X, the stable equivalence between A and B by X and
Lemma 17(iv), we can remove the tops from both indecomposable modules above. Then, we
know that
X ⊗B
(
ϕ(.31),(2)
ϕ(.4),(21)
)
=
(
ϕ(15,4)
ϕ(6,1)
)
⊕Q.
Here, Q is a projective (possibly zero) A-module. By the same argument, we remove the socle
in the both sides. Then, we have
X ⊗B ϕ(.31),(2) ∼= ϕ15,4 ⊕Q.
Finally by Linckelmann’s theorem [40] we deduce that Q = 0. 
As in the proof of Lemma 23 we frequently use the key, due to M. Linckelmann [40], that
X ⊗B S ∼= T ⊕ Q where S,T are simple means that Q = 0. So, it is useful to introduce the
following notation.
Definition 24. For modules M and N , we write M ∼ N if there exists a projective module
(possibly zero) Q such that
M ∼= N ⊕Q or N ∼= M ⊕Q.
Lemma 25. Let M1 be the Levi subgroup corresponding to roots {r3, r4, r5}, which is a Levi
subgroup of L. Let M be the Levi subgroup corresponding to roots {r1, r3, r4, r5, r6}, which is of
type A5:
(i) RMM1(φ(4)) = φ(6) + (2φ(5,1) + φ(4,2))+ φ(4,12).
(ii) RMM1(ϕ(4)) = ϕ(6) ⊕ (ϕ(5,1) ⊕ P(ϕ(5,1)))⊕ P(ϕ(4,12)).
(iii) eARGM(φ(5,1)) = φ6,1 + φ15,5 + φ81,6.
(iv) ϕ(5,1) is a trivial source module,
(v) eARGM(ϕ(5,1)) =
(
ϕ(6,1)ϕ(15,5)
ϕ(81,6)
ϕ(6,1)ϕ(15,5)
)
.
(vi) RLM1(φ(4)) = (φ(.4) + φ(2.−))+ φ(1.3). Here, φ(1.3) is a Φ4-defect zero unipotent character.
(vii) Let E be a Sylow -subgroup of M1,
eAR
G
L
(
SLF (E)
)∼ SGF (E)⊕ eARGM(ϕ(5,1)).
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sgn
G (E).
Lemma 26.
(i) (X ⊗B −) ◦ IndL
F .S3
LF
(
SLF (E)
)∼ SGF (E)⊕ SsgnGF (E),
(ii) X ⊗B ϕ(.31),(12) ∼= ϕ81,6,
(iii) XK ⊗BK φ(.31),(12) = φ81,6.
Proof. (i) Note that (X ⊗B −) ◦ IndL
F .S3
LF eB0(kLF ) is a direct summand of eAR
G
L eB0(kLF ) as a
bimodule. So, by Lemma 25 we have
(X ⊗B −) ◦ IndL
F .S3
LF
(
SLF (E)
)∼ SGF (E)⊕ eARGM(ϕ5.1).
(ii) By the construction of some simple LF .S3-modules in Lemma-Definition 11,
IndL
F .S3
LF
(
SLF (E)
)∼= SLF .S3(E)⊕ SsgnLF .S3(E).
Since X⊗B − is exact and we have already observed that X⊗B SLF .S3(E) ∼= SGF (E), we deduce
that
X ⊗A SsgnLF .S3(E) ∼ S
sgn
GF (E). (10)
On the other hand, we have a canonical exact sequence
0 → ker(π) → SsgnLF .S3(E)
π−→ ϕ(.4),(21) ⊕ ϕ(.4),(13) → 0.
Here, the epimorphism π is defined by the canonical quotient
SsgnLF .S3(E)/Rad
(
SsgnLF .S3(E)
)∼= ϕ(.4),(21) ⊕ ϕ(.4),(13).
Moreover, π is not projective by definition. Since X ⊗B − is exact and induces a stable equiva-
lence, we know that
ker
(
(X ⊗B −)(π)
)∼ X ⊗B (ker(π)).
Moreover, by Schur’s lemma, (X ⊗B −)(π) and the canonical map
ξ : SsgnGF (E) → S
sgn
GF (E)/Rad
(
SsgnGF (E)
)
are identified since X ⊗B ϕ(.4),λ is known by Lemma 17(iv) for λ  3. So,
ker(ξ) ∼ X ⊗B ker(π).
By the argument similar to this and the fact that both ker(π) and ker(ξ) have the same Loewy
structure in the desired correspondence, we also know that
ker(ξ)/Soc
(
ker(ξ)
)∼ X ⊗B (ker(π)/Soc(ker(π))). (11)
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X ⊗B ϕ(.31),(12) ∼ ϕ81,6.
So, by Linckelmann’s theorem [40], we are done.
(iii) By the proof of (ii), we have
X ⊗B SsgnLF .S3(E) ∼= S
sgn
GF (E).
By this equation, properties (4), (5) and (6), and Lemma 17(v) the result follows. 
Lemma 27.
X ⊗B IndL
F .S3
LF
(
P(.4)
)∼= P(ϕ1,0)⊕ 2 · P(ϕ6,1)⊕ P(ϕ15,5). (12)
Proof. Let P be the RHS in (12). Recall that IndLF .S3LF (P (.4)) ∼=
⊕
λ3 P((.4), λ). Since
X ◦ IndLF .S3LF is a direct summand of eARGL , by Lemma 17 P is certainly a direct summand
of the LHS in (12). Moreover, X is exact. So, the LHS in (12) is projective.
On the other hand, the branching rule A.1.1 and the decomposition matrix in Lemma 13 tell
us that
eAR
G
L
(
P(.4)
)∼= P ⊕ 6 · P(ϕ81,6). (13)
By the decomposition matrix in Lemmas 12, 17(iv), 18(vi), 23 and 26(ii), and by comparing the
multiplicity of ϕ81,6 in P with that in[
X ⊗B IndL
F .S3
LF
(
P(.4)
)]=∑
λ3
∑
μ
c((.4),λ),μ[X ⊗B ϕμ]
where in the second sum μ runs through the indices of simple B-modules, we deduce the claimed
equation by (13). 
Corollary 28. XK ⊗BK φ(1.21),(3) = φ10,9, XK ⊗BK φ(1.21),(21) = φ80,7 and XK ⊗BK φ(1.21),(13) =
φ90,8.
Proof. Clear by the decomposition matrix in Lemmas 12, 17(iv)(v), 23, 26(iii), 27. 
Lemma 29.
X ⊗B IndL
F .S3
LF
(
P(.31)
)∼= P(ϕ15,4)⊕ P(ϕ81,6). (14)
Proof. Let P be the RHS in (14). Recall that IndLF .S3LF (P (.31)) ∼=
⊕
λ2 P((.31), λ). Since
(X ⊗B −) ◦ IndL
F .S3
LF is a direct summand of eAR
G
L , by Lemma 17 P is certainly a direct sum-
mand of the LHS in (14). Moreover, X is exact. So, the LHS in (14) is projective.
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us that
eAR
G
L
(
P(.31)
)∼= P ⊕ 5 · P(ϕ81,6). (15)
By the decomposition matrix in Lemma 13, the multiplicity of φ81,6 in P is 1. On the other
hand, by the decomposition matrix in Lemmas 12, 18, 23(iii), Corollary 28, and the branching
rule A.1.1, the multiplicity of φ81,6 in[
XK ⊗BK IndL
F .S3
LF
(
P(.31)
)]=∑
λ2
∑
μ
dμ,((.31),λ)XK ⊗BK φμ
is at most 1. Here, in the second sum μ runs through the indices of simple BK -modules. So, we
are done. 
Corollary 30.
XK ⊗BK φ(.211),(2) = φ15,16, XK ⊗BK φ(.211),(12) = φ81,10.
Theorem 31. The functor X ⊗B − induces a Morita equivalence between A and B .
Proof. By Lemmas 17, 18, 23, 26–28 we know that for any unipotent character χ lying in B
XK ⊗BK χ is a unipotent character lying in A. These unipotent characters induce their basic sets
for A and B . The decomposition matrices for A and B are lower unitriangular as in Lemmas 12
and 13. It means that by the exactness of X ⊗B −, the decomposition matrices for A and B are
coincident with each other via the correspondence induced by X⊗B −, and X⊗B S is simple for
any simple B-module S. Hence by Linckelmann’s theorem [40] we are done. 
Remark 32. As in the proof of Theorem 31 (in particular, Lemma 14) one cannot deduce Theo-
rem 31 by the method developed in [48] and [11] since the projective module P(ϕ81,6) appears
if one uses their methods. But the module X completely looks like the one in [48] and [11]. In
our proof, the key from Linckelmann’s theorem [40] is particularly important not only to deduce
the final proof but also to remove the projective summand P(ϕ81,6) in the previous steps.
By [42], we have
Corollary 33. If Broué’s abelian defect conjecture is true for the principal Φ4-block of LF , then
so is true for the principal Φ4-block of GF .
Remark 34. By [44] we know that the principal block B0(kGF ) is Morita equivalent to the
unipotent block ideal of E8(q) with canonical character φ23,01 in the notation [7]. Moreover,
thanks to Broué’s abelian defect conjecture and our main chart [7], our main result is expected
to be useful to settle Broué’s abelian defect conjecture for the following unipotent Φ4-blocks:
(i) Group E7(q): canonical characters φ32 , φ311.
(ii) Group E8(q): canonical characters φ3.1, φ123,013, φ12,03.
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We summarize the correspondences induced by X.
Theorem 35.
(i) The character correspondence via XK ⊗BK − is given as follows:
φ((.4),(3)) → φ1,0, φ((.4),(21)) → φ6,1, φ((.4),(13)) → φ15,5,
φ(.31),(2) → φ15,4, φ(.31),(12) → φ81,6,
φ(1.21),(3) → φ10,9, φ(1.21),(21) → φ80,7, φ(1.21),(13) → φ90,8,
φφ,(3) → φD4,(13), φφ,(21) → φD4,(21), φφ,(13) → φD4,(3),
φ(.211),(2) → φ15,16, φ(.211),(12) → φ81,10,
φ(.1111),(3) → φ1,36, φ(.1111),(21) → φ16,25, φ(.1111),(13) → φ15,17.
(ii) The module correspondence via X ⊗B − is given as follows:
ϕ((.4),(3)) → ϕ1,0, ϕ((.4),(21)) → ϕ6,1, ϕ((.4),(13)) → ϕ15,5,
ϕ(.31),(2) → ϕ15,4, ϕ(.31),(12) → ϕ81,6,
ϕ(1.21),(3) → ϕ10,9, ϕ(1.21),(21) → ϕ80,7, ϕ(1.21),(13) → ϕ90,8,
ϕϕ,(3) → ϕD4,(13), ϕϕ,(21) → ϕD4,(21), ϕϕ,(13) → ϕD4,(3),
ϕ(.211),(2) → ϕ15,16, ϕ(.211),(12) → ϕ81,10,
ϕ(.1111),(3) → ϕ1,36, ϕ(.1111),(21) → ϕ16,25, ϕ(.1111),(13) → ϕ15,17.
(iii) We denote by x(χ) for the image of χ in simple modules over BK or B . We have
dλ,μ = dx(λ),x(μ).
Proof. The proof has not been done for XK ⊗BK φφ,λ = φD4,λ, λ ∈ {(3), (13)}. By Lemma 13,
we deduce that the unipotent character part of [P(D4, )] must be φD4, +xφ6,25 +yφ1,36 where
at least one of x and y is non-zero. Indeed, if (x, y) = (0,0), then ResLF .S3LF (X∨ ⊗A P (ϕD4,))
has no unipotent character except the unipotent cuspidal character. However, by Lemma 12 and
Theorem 31, we know that x = 0 and y > 0. Since XK ⊗BK (P (ϕϕ,λ)) is P(ϕD4,λ) or P(ϕD4,λ′)
by Lemma 18, we deduce the desired result by Lemma 12 and Theorem 31. 
Remark 36. The branching rule by (XK ⊗BK −) ◦ IndL
F .S3
LF is identical with the branching rule
between G(4,2,2) and G8.
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In this subsection, we shall determine the decomposition matrices of principal blocks of LF ,
LF .S3 and GF as possible. By Theorem 35(iii) and Remark 35 we have
d((.211),λ),(φ,(3)) = 0 for λ  2. (16)
By Clifford theory, we have
c1 = c2 = c3 = 0 and c4 = d(1,36),(D4,) (17)
in the decomposition matrix in Lemma 9. This means that
d((.211),λ),(φ,μ) = 0 for any λ  2,μ  3. (18)
Moreover, by (17) we have
a = 1, c4 = 2 + b (19)
since for s ∈ {s37, s32, s27}
χs,1(1)− dimk ϕ(.211) = χs,1(1)−
(
φ.211(1)− φ1.21(1)+ φ2.+(1)+ φ2.−(1)− φ.4(1)
)= φ∅(1)
and
φ.1111(1)− dimk(ϕ.211 + ϕ11.+ + ϕ11.− + ϕ1.21 + 2ϕ∅) = φs12(1).
So, by Theorem 35, we have
d(15,6),(D4,λ) = 0, d(81,10),(D4,λ) = 0 for any λ  3. (20)
So, more precisely, by Theorem 35,
dμ,(D4,λ) = 0 for any λ  3, μ /∈
{
(15,17), (16,25), (1,36)
}
. (21)
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No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
a Name ps ps ps ps D4 ps ps ps D4 ps A3 D4 A3 D4 D4 D4
E6 0 φ1,0 1 . . . . . . . . . . . . . . .
E6(a1) 1 φ6,1 . 1 . . . . . . . . . . . . . .
E6(a3) 3 φ15,5 . . 1 . . . . . . . . . . . . .
A5 3 φ15,4 1 1 . 1 . . . . . . . . . . . .
A5 3 D4,1 . . . . 1 . . . . . . . . . . .
A4 6 φ81,6 . 1 1 . . 1 . . . . . . . . . .
D4(a1) 7 φ80,7 . 1 . 1 . 1 1 . . . . . . . . .
D4(a1) 7 φ90,8 . . 1 . . 1 . 1 . . . . . . . .
D4(a1) 7 D4, r . . . . . . . . 1 . . . . . . .
2A2 +A1 7 φ10,9 1 . . 1 . . . . . 1 . . . . . .
A3 10 φ81,10 . . . . . 1 1 1 . . 1 . . . . .
A2 15 φ15,17 . . . . ∗ . . 1 . . 1 1 . . . .
3A1 15 φ15,16 . . . 1 . . 1 . . 1 . . 1 . . .
3A1 15 D4,  . . . . . . . . . . . . . 1 . .
A1 25 φ6,25 . . . . . . 1 . ∗ . 1 . 1 . 1 .
1 36 φ1,36 . . . . . . . . . 1 . . 1 ∗ . 1
Here, ∗ is equal to the decomposition number d(.1111),ϕ in type D4.
6. Remarks on Hecke algebras
By Theorem 35 and [14, Proposition 22], we can know that
Theorem 38. Let F be a field with an invertible element q . We assume that:
(i) The characteristic of F is not 2, 3.
(ii) q4 = 1, q2 = 1.
(iii) F contains q1/2.
(iv) If the characteristic of F is positive, then, q lies in the prime field of F .
Then, B0(HF,q(E6)) and B0(HF,q(D4)).S3 are Morita equivalent.
We can construct B0(HF,q(D4)).S3 as a block ideal of a well-known Iwahori–Hecke algebra
in the following way. HF,q(D4) is a q-deformation of the group algebra of Weyl group W(D4)
of type D4. And, in our situation, W(D4).S3 is nothing but the Weyl group W(F4) of type F4.
Moreover, W(D4) is realized as a reflection subgroup of W(F4) generated by all the reflections
of W(F4) whose roots are long. So, let us recall the definition of Iwahori–Hecke algebra of
type F4.
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Hecke algebra HR,u,v(F4) over R with parameter u,v is an associative algebra with generators
T1, T2, T3, T4 and relations
(Ti − u)(Ti + 1) = 0 for i = 1,2, (Tj − v)(Tj + 1) = 0 for j = 3,4,
TiTiTi = Ti+1TiTi+1 for i = 1,3,
T2T3T2T3 = T3T2T3T2,
TiTj = TjTi for 1 i < j − 1 3.
From now on, we consider the Iwahori–Hecke algebra Hk,q,1(F4) of type F4 with parameter
q and 1. Put a1, a2, a3, a4 respectively to be
a1 = T2, a2 = T1, a3 = T3T2T3, a4 = T4T3T2T3T4.
Hk,q (D4) is isomorphic to the subalgebra H′ of Hk,q,1(F4) generated by a1, a2, a3, a4. One
can easily check that ai ’s satisfy the quadratic relations and braid relations. Moreover, clearly,
k〈T3, T4〉 is isomorphic to the group algebra kS3 since T 23 = 1 = T 24 . By definition, the ac-
tion of T3 and T4 on H′ is also clear. Since the principal block idempotent of Hk,q(D4) is
normalized by k〈T3, T4〉, it is lifted to the idempotent of the whole algebra Hk,q,1(F4). The
decomposition matrix of Hk,q,1(F4) is first calculated by Bremke [3, p. 342]. So, it is worth
saying the correspondences among characters, simple modules, PIM’s, etc. over B0(Hk,q (E6))
and B0(Hk,q,1(F4)). The correspondence is given as follows:
E6
φ1,0 1 . . . . . . .
φ6,1 . 1 . . . . . .
φ15,5 . . 1 . . . . .
φ15,4 1 1 . 1 . . . .
φ81,6 . 1 1 . 1 . . .
φ90,8 . . 1 . 1 1 . .
φ80,7 . 1 . 1 1 . 1 .
φ10,9 1 . . 1 . . . 1
φ81,10 . . . . 1 1 1 .
φ15,16 . . . 1 . . 1 1
φ15,17 . . . . . 1 . .
φ6,25 . . . . . . 1 .
φ1,36 . . . . . . . 1
↔
F4
φ1,0 1 . . . . . . .
φ′′2,4 . 1 . . . . . .
φ′′1,12 . . 1 . . . . .
φ9,2 1 1 . 1 . . . .
φ′′9,6 . 1 1 . 1 . . .
φ′′8,9 . . 1 . 1 1 . .
φ16,5 . 1 . 1 1 . 1 .
φ′8,3 1 . . 1 . . . 1
φ9,10 . . . . 1 1 1 .
φ′9,6 . . . 1 . . 1 1
φ1,24 . . . . . 1 . .
φ′2,16 . . . . . . 1 .
φ′1,12 . . . . . . . 1
Here, dot · stands for zero.
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In this section we try to calculate the dimension of extension groups Ext1
kLF (ϕλ,ϕμ) for two
simple kLF -modules ϕλ and ϕμ. By using Clifford theory, Theorems 31 and 35, we can construct
all the homological information on B0(kGF ) from that on B0(kLF ). So, we omit the details for
type E6.
7.1. Geck and Pfeiffer
By [30], we can know the values of unipotent characters of LF . Let B0 be the subset of
unipotent characters of LF lying in the principal Φ4-block. Then, by the direct computation, we
can prove the following
Lemma 40. Let φ be the unipotent cuspidal character of LF . For any unipotent character χ
of LF
〈φ ⊗ φ,χ〉 = 0
except the symbol of χ is one of(
4
0
)
,
(
2,3
0,1
)
,
(
0,1,2,3
−
)
,
(
1,2,3,4
0,1,2,3
)
.
More precisely,
〈φ ⊗ φ,φ〉 = q − 1
2
, 〈φ ⊗ φ,φ(23|01)〉 = q + 12 , 〈φ ⊗ φ,St〉 =
(q − 1)2
4
.
Lemma 41. For any unipotent character χ of LF ,
〈φ∅ ⊗ φ(1.21), χ〉 = 0
except χ is the Steinberg character of LF .
Lemma 42. The diagonal Cartan entries are strictly greater than 2.
By combining [20,47,57] and [34] we have
Corollary 43. All the simple modules of B0(kLF ) lie in the end of the Auslander–Reiten quivers.
In particular, the hearts of any projective indecomposable modules over B0(kLF ) are indecom-
posable.
Corollary 44. Let S and T be simple modules over B0(kLF ). If the Cartan entry cS,T  1, then
dimk Ext1kLF (S,T ) = 0.
Let Q(.4)→ be a subset{
S
∣∣ S: a simple kLF -module, Ext1 F (ϕ(.4), S) = {0}}kL
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Lemma 45.
(i) Ext1
kLF
(
ϕ(.4), ϕ(1.21)
)= 0,
(ii) Ext1
kLF (S,T ) = 0 for S,T ∈ {ϕ(.31), ϕ(2.+), ϕ(2.−)}.
Proposition 46. The Loewy layer of P(.4) is
P(.4) =
⎛⎜⎜⎜⎝
ϕ(.4)
ϕ(.31)ϕ(2.+)ϕ(2.−)
ϕ(.4)ϕ(.4)ϕ(.4)ϕ(1.21)
ϕ(.31)ϕ(2.+)ϕ(2.−)
ϕ(.4)
⎞⎟⎟⎟⎠ .
In particular, Q(.4)→ = {ϕ(.31), ϕ2.+, ϕ2.−}.
Proof. By Lemma 7, we can find some partial information of the Loewy layer of P(.4) as fol-
lows:
P(.4) =
⎡⎢⎢⎢⎢⎢⎢⎢
ϕ(.4)
ϕ(.31)ϕ(2.+)ϕ(2.−)
ϕ(.4)ϕ(.4)ϕ(.4)
...
ϕ(.4)
⎤⎥⎥⎥⎥⎥⎥⎥
.
By Lemma 45, we have completed the second Loewy layer of P(.4). By Waki’s lemma [56,
Lemma 3.5] we complete the proof. 
Proposition 47. For ϕλ ∈Q(.4)→ the Loewy layer of P(ϕλ) is given as follows:⎛⎜⎜⎜⎝
ϕλ
ϕ(.4)ϕ(1.21)
ϕ(.31)ϕ(2.+)ϕ(2.−)
ϕ(.4)ϕ(1.21)
ϕλ
⎞⎟⎟⎟⎠ .
Lemma 48.
dimk Ext1kLF (ϕ,ϕ) = 0.
Proof.
Ext1
kLF (ϕ,ϕ)
∼= Ext1
kLF (ϕ(.4), ϕ ⊗ ϕ). (22)
By the decomposition matrix in Lemmas 9, 40 and 46 we know that there is no composition factor
in ϕ ⊗ ϕ lying in Q(.4)→. So, the LHS of (22) is zero. Therefore, we complete the proof. 
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Proof. 〈χ,φ(1.21) ⊗ φ〉 = 0 for any unipotent character χ of LF except the Steinberg character.
More precisely, 〈St, φ(1.21) ⊗ φ〉 = q2−14 . It means that Ext1kLF (ϕ(.4), φ(1.21) ⊗ φ) = 0. 
Lemma 50. Let Li(1),i(2),i(3) be the Levi subgroup of LF corresponding to {ri(1), ri(2), ri(3)} for
i(k) ∈ {1,2,3,4}. Let e0 be the principal block idempotent of kLF .
(i) e0RLFL1,2,3
(
D
(
2,12
))= ( ϕ(1.21)ϕ(.31)ϕ(11.+)ϕ(11.−)
ϕ(1.21)
)
,
(ii) e0RLFL2,3,4
(
D
(
2,12
))= ( ϕ(1.21)ϕ(2.−)ϕ(.211)ϕ(11.+)
ϕ(1.21)
)
,
(iii) e0RLFL1,3,4
(
D
(
2,12
))= ( ϕ(1.21)ϕ(2.+)ϕ(.211)ϕ(11.−)
ϕ(1.21)
)
,
(iv) dimk Ext1kLF (ϕ(1.21), ϕ(1.21)) = 0.
Theorem 51. The matrix (dimk Ext1kLF (ϕλ,ϕμ))λ,μ has the following shape:
(.4) (.31) (2.+) (2.−) (1.21) ∅ (.211) (11.+) (11.−) (.1111)
(.4) . 1 1 1 . . . . . .
(.31) 1 . . . 1 . . . . .
(2.+) 1 . . . 1 . . . . .
(2.−) 1 . . . 1 . . . . .
(1.21) . 1 1 1 . . 1 1 1 .
∅ . . . . . . ∗ ∗ ∗ ?
(.211) . . . . 1 ∗ ? . . ?
(11.+) . . . . 1 ∗ . ? . ?
(11.−) . . . . 1 ∗ . . ? ?
(.1111) . . . . . ? ? ? ? ?
Here, ∗ stands for an unknown integer greater than 0 and ? means an unknown non-negative
integer.
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A.1. Branching rules
A.1.1. Branching rule of some unipotent characters lying in B0(kD4(q)) and B0(kE6(q))
.4 .31 2.+ 2.− 1.21 .211 11.+ 11.− .1111
φ1,0 1 . . . . . . . .
φ6,1 2 . . . . . . . .
φ15,5 1 . . . . . . . .
φ15,4 . 1 1 1 . . . . .
φ81,6 . 2 2 2 3 1 1 1 .
φ80,7 . 1 1 1 5 1 1 1 .
φ90,8 . 1 1 1 4 1 1 1 .
φ10,9 . . . . 1 . . . .
φ81,10 . 1 1 1 3 2 2 2 .
φ15,16 . . . . . 1 1 1 .
φ15,17 . . . . . . . . 1
φ6,25 . . . . . . . . 2
φ1,36 . . . . . . . . 1
A.1.2. Branching rule of unipotent characters lying in B0(kD4(q)) and B0(kD5(q))
.4 .31 2.+ 2.− 1.21 .211 11.+ 11.− .1111
.5 1 . . . . . . . .
1.4 1 . . . . . . . .
2.3 . 1 . 1 . . . . .
1.31 . . 1 . 1 . . . .
.32 . . 1 . . . . . .
1.22 . . . . 1 . . . .
.311 . . 1 . . . 1 . .
1.211 . . . . 1 . 1 . .
.221 . . . . . . 1 . .
11.111 . . . . . 1 . 1 .
1.1111 . . . . . . . . 1
.11111 . . . . . . . . 1
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.5 1.4 2.3 1.31 .32 1.22 .311 1.211 .221 11.111 1.1111 .11111
φ1,0 1 . . . . . . . . . . .
φ6,1 1 1 . . . . . . . . . .
φ15,5 . 1 . . . . . . . . . .
φ15,4 . . 1 . 1 . . . . . . .
φ81,6 . . 1 1 . . 1 . . . . .
φ80,7 . . . 1 . 1 . 1 . . . .
φ90,8 . . . 1 . . . 1 . . . .
φ10,9 . . . . . 1 . . . . . .
φ81,10 . . . . . . 1 1 . 1 . .
φ15,17 . . . . . . . . . . 1 .
φ15,16 . . . . . . . . 1 1 . .
φ6,25 . . . . . . . . . . 1 1
φ1,36 . . . . . . . . . . . 1
A.2. Φ4-decomposition matrix for H(D5)
a Name
0 .5 1 . . . . . .
1 1.4 . 1 . . . . .
2 2.3 1 1 1 . . . .
3 .32 1 . . 1 . . .
3 1.31 . 1 1 . 1 . .
5 1.22 1 . 1 1 . 1 .
6 .311 . . . . 1 . .
7 .221 . . . 1 . 1 .
7 1.211 . . 1 . 1 . 1
10 11.111 . . 1 . . 1 1
13 1.1111 . . . . . . 1
20 .11111 . . . . . 1 .
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