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Memory and sleep: brain networks, cell dynamics and
global states
Lisa Genzel
Memories are encoded in whole-brain networks, and demands
of the adequate behavioral response as well as factors such as
sleep, stress, novelty, and fear will influence which hub in the
brain is crucial for memory retrieval later on. The hippocampal
sharp-wave-ripple during sleep seems to play a special role
effecting cellular-level changes across the whole system. Thus,
only by combining cellular and systems level approaches with a
good understanding of behavior, can we shed light into the
complex process of memory encoding, consolidation, and
retrieval.
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Introduction
When we are trying to understand how memories are
encoded, consolidated, and retrieved, it is crucial to
consider which scale to focus on. And there are multiple
scales to be considered, for example, anatomical scale
from cells to networks and temporal scales from minutes
to years after the memory event. All memory researchers
tend to prefer to focus on one side of the scale as well as
just targeting one type of memory or memory process and
neglect that all levels, processes, and mechanisms will
interact and represent a fluid state-space instead of dis-
creet entities that one can isolate to study.
Instead of thinking of, for example, short-term hippocam-
pal memory, we should see memories as statistical acti-
vation of a whole brain network, with local connection
dynamics (i.e. cellular consolidation) interacting seam-
lessly with global network shifts (e.g. from a hippocampal
dominant network to cortical one). Within this network
computations will happen on the systems as well as cell
level, and to increase complexity: on the micro-scale
dendritic computation can be independent of the cell
body [1,2]. Where in the system the current, local hot-
spot of activity is occurring and cell-level changes are
happening, will be affected by the type of behavior and
time elapsed since first experience. For example, within
the same task (learning a reward location in a Plusmaze)
response-strategies will lead to stronger cellular changes
in the striatum, and place-strategies will lead to stronger
changes in a different part of the system — in the
hippocampus — emphasizing that you cannot separate
cell and systems level processing.
We know that sleep is important for memory consolida-
tion, but how exactly it happens still remains a mystery.
Only by investigating cell, circuit, and systems level
changes across sleep and understanding the subject’s
adaptive behavioral responses will we find answers.
Newer techniques such as engram tagging and brain
clearance methods will finally allow us to investigate
whole brain networks and how they interact with cellular
level mechanisms [3]. These techniques not only show
great promise for neuroscience research but also highlight
that we need to take the time now to think about what we
actually want to investigate [4].
Memories as whole-brain networks
Early ideas on memory were focused on multiple special-
ized areas being responsible for memory. Skills would ‘sit’
in the striatum, declarative memories in the hippocam-
pus, facts in the cortex, and fear in the amygdala. These
ideas stemmed from classic lesion experiments in rodents
and blobology analysis in fMRI in humans [5]. More
recently, we have moved on from thinking of one type
of memory ‘residing’ in a brain area, to considering whole
brain networks with dominant hubs in the retrieval net-
work determining the type or quality of a memory or
behavior. In this context the dominant hub would be the
local portion of the network in each brain area (e.g.
striatum, hippocampus), which activation can be suffi-
cient to create an avalanche and activate the global
network once it itself is activated and which activity will
influence how much of the global network will be acti-
vated (and thus affects the quality of the retrieved mem-
ory). Which hub becomes dominant would be determined
during consolidation depending on what seems most
adaptive to the learned behavior (e.g. behavioral strategy
and neuromodulators) as well as the mechanisms avail-
able during consolidation (e.g. freedom to sleep). And
which hub is dominant in the memory network can also
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change over time, depending on new information or new
memories that fit to the previous one [6]. Figure 1 illus-
trates such shifts from, for example, hippocampal domi-
nant (episodic) to cortical dominant memories (semantic)
during sleep and that for fear memories the amygdala
would stay active in the network.
Best examples for these network properties and shifts are
experiences that have multiple adequate response
behaviors. One example is goal location learning in a
Plusmaze (Figure 2). This type of task can be solved in
two ways: (1) with an egocentric, response strategy that
depends on an intact striatum or (2) with an allocentric,
place strategy that depends initially on an intact hippo-
campus. If animals during training are always started from
the same location and have to go to the same location,
both strategies will be equally efficient in creating the
correct response resulting in reward. Which strategy was
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Global memory networks: When we encode something new, initially a whole brain network will be active and consolidation will lead to a shift in
the network and its dominant hubs. For example, memories that are tagged to remain in their vivid, episodic form will retain an active
hippocampal hub in the network, while memories that are reinforced over longer time periods (i.e. days) will show a consolidation to a
downsampled, gist-like semantic memory with the major hubs in the cortex (in humans default-mode-network areas, in rodents medial prefrontal
cortex, anterior cingulate cortex, retrosplenial cortex, posterior parietal cortex). Network hub and size will be influenced by neuromodulators such
as locus coeruleus, ventral tegmental area, amygdala activity or stress. If, for example, fear is determined to be a crucial aspect of the memory,
the amygdala would be retained as a strong hub in the network. And with simple, repetitive behavior, which can be consolidated to a skill or habit,
other areas in the network decrease their activity while the striatum retains the main hub function. At recall, the dominant hub will affect the size of
the reactivated and thus recalled memory network [3]. Here the hippocampus plays a special role as superhub: due to anatomical connectivity,
activity in the hippocampus can trigger the reactivation of a larger, more extensive retrieval network, enabling a more vivid and detailed recall that
can be experienced as episodic memory [13]. When a memory is recalled and new information is added, reconsolidation of the network can
occur. Crucially, independent of which strategy and thus dominant network hub was active before reconsolidation, during this process the whole
network is active again and can be modulated [6,20,21]. During consolidation and reconsolidation, non-dominant hubs will be down regulated to
‘dormant’ engrams but their traces will never fully disappear [50]. The key difference is that the dominant hub in the network has enough inherent,
local network strength for incoming retrieval cues — cognitive or sensory — to result in enough of a reactivation of the local hub that according to
its respective properties within the global-network will result in a partial or complete reactivation of the whole-brain network [3].
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Plusmaze Task: (a) The simple Plusmaze task allows the differentiation of behavioral strategy due to multiple solutions. If trained with always the
same starting location, the memory strategy can be tested in a probe that starts from the opposite arm. If the animal used an egocentric,
response-strategy (depends on the striatum) the animal will perform the body turn (here turning left). In contrast, an allocentric, place-strategy that
depends on the hippocampus would lead to the animal turning to the right. Outside factors will influence which strategy is selected. (b) But one
can also bias towards a type of strategy by adapting the training. For a response strategy, the animal is placed in a different arm each trial, with
the reward always placed in the arm left of the start. For a place strategy, the animal starts in a different arm each trial, but the reward is always
placed in the same location. (c) If novelty precedes or follows the learning experience, the network will be tagged to retain a strong hippocampal
hub and lead to vivid, episodic recall [27,30]. (d) If the animal can sleep after learning, a place strategy will be selected that will consolidate over
time from a hippocampal dominated network to a cortical one [23,27]. (e) If stress, sleep deprivation, fear or other arousing events occur after
training, a response-strategy will be selected [31,32]. (f) If fear, for example, foot shock would occur during training, strong amygdala activity
would be maintained in the network and a contextual fear memory would be created, which over time could be consolidated to the cortex [51].
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used by the animal can be tested in a probe trial starting
from a different arm (Figure 2). Of course, one can also
bias consolidation to an allocentric strategy by always
starting at different locations with the same reward site;
or respectively bias to egocentric strategy by always
starting at different locations and placing the reward at
a different place each time, for example, always a left-turn
relative to the starting location (Figure 2b). And one
would expect that allocentric training over longer time
would lead to systems consolidation from the hippocam-
pus to cortex. Thus, this task is the ideal example for a
globally shifting memory network.
Brain areas specialize on type of statistics
Which hub within the network becomes the crucial one
for long-term storage and retrieval depends on multiple
factors. One of these factors is the time scale of the salient
statistics within an experience. Different hubs in the
network seem to be specialized on different statistics.
Simple responses, with no delays and many repetitions
depend on the striatum [7]. In contrast, the hippocampus
together with the prefrontal cortex usually becomes nec-
essary when associative pairings are separated by minutes
to hours and responses need more behavioral flexibility
[7,8]. Extracting statistics across days or even longer time
periods is where the cortex, especially default-mode-
network structures, seems to play a role [9].
Most likely differences in both molecular properties (e.g.
degree of plasticity) as well as local circuit structure are
the reason for the different computational properties
when it comes to temporal statistics. One possible mech-
anism of these differences in computation is how cell
excitability and thus engram cell-selection is regulated. In
the hippocampus memories close in time are linked via
CREB-induced increased excitability [10,11]. In contrast
in the cortex, overlapping information across memories or
items should lead to the reactivation and thus increased
excitability of neurons encoding for the same content;
hence, memory allocation and linkage in the cortex would
be achieved via reactivation and result in storage by
content [12].
In addition, the hippocampus seems to have a special
role within our brain networks as a superhub. The
anatomical position of hippocampus allows it to orches-
trate a wide range of cortical and subcortical networks
and thus link various aspects of a given experience that
are represented in distributed neocortical modules. In
this way, activity in the hippocampus can trigger the
reactivation of a larger, more extensive retrieval network,
enabling a more vivid, detailed, and thus episodic recall
[13]. And the superhub property would also play a role
during consolidation and reconsolidation of the global
memory network: hippocampal sharp-wave-ripples are
associated with memory reactivation across the whole
brain and are the potential mechanism for adapting
whole-brain memory networks [14,16–21]. And it has
been shown that memories that have become hippocam-
pus independent can regain this hub-dependence if a
change is introduced [6]. Activity of the hippocampal
sharp-wave-ripple travels down the default-mode-net-
work, which comprised the most crucial memory hubs.
Especially semantic-like memories are thought to be
consolidated from the hippocampus to cortical hubs
within the default-mode-network (medial prefrontal cor-
tex, precuneus) and then on to cortical areas downstream
such as the parietal cortex.
Such hub-properties and network shifts can be
observed in the Plusmaze paradigm. If no outside
factors influence consolidation, initially a place-strategy
(hippocampal dominant) is chosen; however, if the
same training is continued for longer time period (more
than a week), animals will shift to a response-strategy
(striatal dominant) [7], most likely because it is the
most cost-efficient solution. However, the initial pref-
erence for a place-strategy is dependent on the avail-
ability of a safe place and a possibility to sleep. If
animals are sleep deprived after training, they are more
likely to use a response-strategy [22]. And if forced into
an allocentric strategy (different starting points at train-
ing) both sleep deprivation and sharp-wave-ripple
activity are necessary for memory performance the next
day [23].
Interestingly, even if all animals receive the same con-
ditions, there will still be variability across individuals as
which strategy could be chosen [22]. Thus in addition to
the variables above, other seemingly random factors such
as perhaps general intelligence and vulnerability to stress-
ors will influence strategy selection [24]. While we tend to
neglect such a variability, it seems a reasonable strategy in
evolution to create variability across the species: if a
response turns out to be maladaptive, not all individuals
will be affected.
Attached neuromodulators influence memory
hub selection
Another factors determining the fate of the memory
network are how strongly certain neuromodulators were
active during the experience and how strongly neuromo-
dulatory areas are connected to the memory network. The
amygdala has long known to contain information about
valence of a memory both positive and negative [25] and
thus in humans is associated to the emotionality of a
memory. Involvement of the amygdala would lead to a
shift from consolidation mechanisms occurring mainly in
NonREM sleep to including both NonREM and REM
sleep in order to evaluate the strength of connection
between the amygdala and the rest of the network [14,26].
The degree of novelty is signaled by both the ventral
tegmental area (VTA) and locus coeruleus (LC), which
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will also influence what happens to the memory after
learning [27]. ‘Common novelty’ (new events that fit into
our previous knowledge) would be signaled by increased
activity in the VTA and lead to increased memory reac-
tivations and thus systems consolidation from a hippo-
campal to cortical hub during NonREM sleep [28]. In
contrast, ‘distinct novelty’ (e.g. flashbulb memories)
would lead to increased LC firing and cellular hippocam-
pal consolidation via novelty [29]. This novelty-related,
post-learning consolidation process is sleep independent
[30].
Stress would also influence memory consolidation and
thus the corresponding memory network via cortisol. The
hippocampus seems especially sensitive to cortisol and
stress biases consolidation away from hippocampal-based
networks. This effect can be observed in our Plusmaze
example: stress, fear, and other strong arousals will bias
from a place to a response strategy and thus from a
stronger hippocampal to stronger striatal consolidation
[31,32].
Global brain states to synchronize whole-
brain networks
Different global-states of network-synchronization are
needed to enable encoding, consolidation, and retrieval
of such whole-brain networks (Figure 3). And such a
network synchronization will happen both on short and
long time scales. Longer changes of network synchroni-
zation are, for example, (1) the transition from wake to
sleep, (2) within sleep the transition from NonREM to
REM and finally (3) within NonREM transitioning from
light to deep NonREM sleep stages. When we fall asleep,
global network connections first increase during light
sleep in comparison to wake, before breaking down to
a very local network structure in deep NonREM sleep
[33]. This change in network patterns is especially pro-
nounced in the memory hubs of the default-mode-net-
work [34].
On an even faster and shorter scale both within wake and
sleep, the occurrence of certain oscillations can induce
increased synchronization in selective networks. The
hippocampal sharp-wave-ripple can induce tight net-
work synchronization for 50–100 ms spanning much
of the brain: activity will spread along the default-mode-
network and only subcortical areas are not active
[15,35,36]. This global network synchronization would
be the ideal state for global network adaptions with both
increases and decreases of individual hub activity.
Accordingly, sharp-wave-ripple related activity has been
shown to be able to both upregulate [37] and down-
regulate synaptic strength [38] on the cellular level.
Thus, the sharp-wave-ripple may be the functional cog-
wheel that enables the shift in the memory network and,
for example, allows upregulation of cortical hubs and
downregulation of the hippocampal hub during systems
consolidation.
Sleep spindles are another oscillation that creates coher-
ence across local and global networks to enable processing
within the network. And experience and thus network
maturity can also modulate where such a network syn-
chrony takes place: slow, frontal spindles are associated
with less mature networks in contrast to faster, parietal
spindles [39]. Most spindles act very locally [40] and will
occur after a sharp-wave-ripple [17] or have one ripple
occur during the event itself [41], thus perhaps enabling
more local processing within the network after the global
sharp-wave-ripple event [42,43].
The default-mode-network
The default-mode-network seems to have a special role
within the global memory network, especially when
considering semantic and autobiographic memories asso-
ciated with the classic view of systems consolidation.
These types of memories are thought over time to be
consolidated from the initial episodic form (dominant hub
hippocampus) to an abstracted, gist-like memory with
dominant cortical hubs. The cortical areas within the
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Macro and micro state events: For encoding, consolidation and
retrieval of global memory networks the adequate connectivity-state
has to be present. There are both macro and micro network
synchronization events within a day; when we are awake, most brain
areas are active with rapid switches in the system to deal with
constant incoming sensory inputs as well as action processing. This is
in contrast to sleep: during NonREM sleep the brain with the
exception of the hippocampus is thought to be inactive and with
alternating up and down states as default activity of networks
[33,34,43,52,53]. REM sleep is known for overall subcortical activation
and cortical deactivation [54,55]. But micro-events can perturb these
states. For example, sharp-wave-ripples during NonREM and wake
lead to increased activation of the hippocampus, amygdala, and
cortex but subcortical downregulation [36]. The activity seems to
spread along the default-mode-network [35], which is also known for
its function in memory. Thus, sleep sharp-wave-ripples seem to be a
special micro-event to increase connectivity in our global memory
networks and thus enable systems network changes.
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default-mode-network connect the hippocampus to cor-
tical areas downstream [44,45] and are crucial targets for
consolidation during sharp-wave-ripples [15,35]. Thus
consolidation would lead the dominant hub to shift along
the default-mode-network hubs: hippocampus to medial
prefrontal cortex/precuneus to downstream cortex, for
example, parietal. In rodents these default-mode-net-
work structures would correspond to the mid-line cortical
structures (infra/pre-limbic, anterior cingulate cortex, ret-
rosplenial cortex) (see Figure 1). And how fast this shift
can occur would depend on the extent of the existing
cortical network, established by previous experiences
[9,44].
The anatomical scale: from cell to system
When investigating sleep and memory mechanisms it is
crucial to evaluate effects on every scale. Global network
synchronization events such as the sharp-wave-ripple set
the stage for information exchange across brain areas, but
the information itself is encoded in the activity of indi-
vidual neurons and computation will occur on the den-
drite level. Just recently, Rossato et al. showed the phe-
nomena of silent learning, during which even in absence
of activity in the cell body memories can be encoded with
dendrite activity [2]. This silent learning may be occur-
ring during sleep: during sleep spindles as well as REM
sleep dendritic activity can become dissociated from the
cell body [1,46,47].
Such dissociations highlight how crucial it is to under-
stand what the applied techniques are actually measuring.
For example, memory reactivations in REM sleep have
only once been successfully shown in rodent single-unit
data [48], which measure cell body activity. In contrast, in
humans using EEG-based decoding techniques reactiva-
tions can be found as easily in REM as in Non-REM sleep
[49]. EEG, in contrast to intracranial unit-recordings, is
most likely capturing dendritic activity. If in REM sleep
dendritic activity is dissociated from the cell-body and
reactivations are occurring on the dendritic level, it would
explain why reactivations are more easily found in human
data using EEG in contrast to unit data in rats.
Experiments with the Plusmaze task highlight the impor-
tance of considering all levels of analysis, especially when
trying to understand how sleep contributes to consolida-
tion. On the cellular level, Hagewoud et al. could show
that sleep enacted consolidation by increasing CREB
phosphorylation in the hippocampus [22]. On the systems
level, we could show that consolidation during sleep
depends on cross-brain (hippocampus, prefrontal and
parietal cortex) synchrony during sharp-wave-ripples
[23]. Further, only by combining the system and cellular
approach, could it be shown that sleep leads to increased
cortical consolidation in contrast to novelty events with
more hippocampal consolidation [30].
Conclusions
In sum, future memory research is promising with new
techniques allowing us to visualize the whole-brain mem-
ory network down to the cellular level [3]. By applying
these techniques to meaningful, behavioral paradigms
considering what the individual animal’s correct response
to the task is (which in e.g. fear condition is not always
freezing), we will gain valuable insights. We should
always keep the whole-brain network and its adaptability
to changes in mind instead of seeing memory as a static
entity. Finally, only by combing tracking of cell-level
activity with a systems level approach will we unravel how
sleep and other factors contribute to shaping the global
memory network.
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