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Abstract —This paper describes the application of comparison 
training (CT) for automatic feature weight tuning, with the final 
objective of improving the evaluation functions used in Chinese 
chess programs. First, we propose an n-tuple network to extract 
features, since n-tuple networks require very little expert 
knowledge through its large numbers of features, while simulta-
neously allowing easy access. Second, we propose a novel evalua-
tion method that incorporates tapered eval into CT. Experiments 
show that with the same features and the same Chinese chess 
program, the automatically tuned comparison training feature 
weights achieved a win rate of 86.58% against the weights that 
were hand-tuned. The above trained version was then improved 
by adding additional features, most importantly n-tuple features. 
This improved version achieved a win rate of 81.65% against the 
trained version without additional features. 
 
Index Terms—comparison training, n-tuple networks, machine 
learning, Chinese chess  
I. INTRODUCTION 
HINESE chess is one of the most popular board games 
worldwide, with an estimated player base of hundreds of 
millions of people [28]. It is a two-player zero-sum game. 
The state-space complexity and game-tree complexity of Chi-
nese chess are 1048 and 10150 respectively, which are between 
those of shogi and chess [1][11][12].  
Most strong Chinese chess programs, such as SHIGA and 
CHIMO [6][23], commonly use alpha-beta search 
[3][11][14][25][26], similar to computer chess. When per-
forming alpha-beta search, it is critical [5] to measure the 
strength of positions accurately based on the features of pieces, 
locations, mobility, threat and protection, king safety, etc. Po-
sition strength is usually evaluated from the weights of desig-
nated features. In the past, these features were carefully chosen 
and their weights were manually tuned together with experts in 
most programs. However, this work becomes difficult and 
time-consuming when the number of features grows.  
To avoid manually tuning the evaluation functions, two is-
sues need to be taken into consideration during the design of 
evaluation functions: define features and automatically tune 
these feature weights. For the former, many proposed n-tuple 
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networks, which require very little expert knowledge through 
its use of large numbers of features while allowing easy access. 
It was successfully applied to Othello [15], Connect4 [22] and 
2048 [18][27]. For the latter, machine learning methods were 
used to tune feature weights to improve the strength of pro-
grams [2][19][20][21][24]. One of the successful methods, 
called comparison training, was employed in backgammon 
[19][20], shogi and chess programs [21][24]. Since Chinese 
chess is similar to shogi and chess, it is worth investigating 
whether the same technique can be applied to training for 
Chinese chess. In contrast, although deep reinforcement 
learning [16][17] recently made significant success on Go, 
chess and shogi, the required computing power (5000 TPUs as 
mentioned in [17]) is too costly for many developers. 
This paper includes an n-tuple network with features that 
take into consideration the relationship of material combina-
tions and positional information from individual features in 
Chinese chess. We then propose a novel evaluation method that 
incorporates the so-called tapered eval [8] into comparison 
training. Finally, we investigate batch training, which helps 
parallelize the process of comparison training.  
Our experiments show significant improvements through the 
use of comparison training. With the same features, the auto-
matically tuned comparison training feature weights achieved a 
win rate of 86.58% against the weights that were hand-tuned. 
We then improved by adding more features, most importantly 
n-tuple features, into the above trained version. This improved 
version achieved a win rate of 81.65% against the trained ver-
sion without additional features. 
The rest of this paper is organized as follows. Section II re-
views related work on n-tuple networks and comparison train-
ing. Section III describes features used in Chinese chess pro-
grams and Section IV proposes a comparison training method. 
Section V presents the experimental results. Section VI makes 
concluding remarks.  
II. BACKGROUND 
In this section, we review Chinese chess in Subsection II.A, 
the evaluation function using n-tuple networks in Subsection 
II.B, the comparison training algorithm in Subsection II.C and 
stage-dependent features in Subsection II.D. 
A. Chinese Chess 
Chinese chess is a two-player zero-sum game played on a 
9 × 10 board. Each of two players, called red and black, has 
seven types of pieces: one king (K/k), two guards (G/g), two 
ministers (M/m), two rooks (R/r), two knights (N/n), two can-
nons (C/c) and five pawns (P/p). The abbreviations are up-
percase for the red pieces and lowercase for the black pieces. 
Red plays first, then the two players take turns making one 
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move at a time. The goal is to win by capturing the opponent’s 
king. Rules are described in more detail in [28].  
B. N-tuple Network  
As mentioned in Section I, many researchers chose to use 
n-tuple networks since they require very little expert 
knowledge while allowing easy access. Evaluation functions 
based on n-tuple networks are linear, and can be formulated as 
follows.  
 
 eval(𝑤, 𝑠) = 𝑤T𝜑(𝑠), (1) 
 
where 𝜑(𝑠) is a feature vector that indicates features in a posi-
tion 𝑠, and 𝑤 is a weight vector corresponding to these features.  
In [18], an n-tuple network was defined to be composed of 𝑚 
𝑛𝑖-tuples, where 𝑛𝑖 is the size of the 𝑖-th tuple. The 𝑛𝑖-tuple is a 
set of 𝑐𝑖1 × 𝑐𝑖2 × … × 𝑐𝑖𝑛𝑖  features, each of which is indexed by 
𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑖𝑛𝑖, where 0 ≤ 𝑣𝑖𝑗 < 𝑐𝑖𝑗  for all 𝑗. For example, one 
6-tuple covers six designated squares on the Othello board [15] 
and includes 36 features, where each square is empty or occu-
pied by a black or white piece. Another example is that one 
4-tuple covers four designated squares on the 2048 board [27] 
and includes 164 features, since each square has 16 different 
kinds of tiles.  
For linear evaluation, the output is a linear summation of 
feature weights for all occurring features. Thus, for each tuple, 
since one and only one feature occurs at a time, the feature 
weight can be easily accessed by table lookup. If an n-tuple 
network includes 𝑚 different tuples, we need 𝑚 lookups.  
C. Comparison Training  
Tesauro introduced a learning paradigm called comparison 
training for training evaluation functions [19]. He implemented 
a neural-net-based backgammon program NEUROGAMMON 
[20], which won the gold medal in the first Computer Olympiad 
in 1989. He also applied comparison training to tuning a subset 
of the weights in Deep Blue's evaluation function [21]. For the 
game of shogi, Hoki [13] used comparison training to tune the 
evaluation function of his program BONANZA, which won the 
2006 World Computer Shogi Championship. Thereafter, this 
algorithm was widely applied to most top shogi programs.  
Comparison training is a supervised learning method. Given 
a training position 𝑠 and its best child position 𝑠1, all the other 
child positions are compared with 𝑠1. The best child 𝑠1 is as-
sumed to be the position reached by an expert’s move. The goal 
of the learning method is to adjust the evaluation function so 
that it tends to choose the move to 𝑠1. The features involved in 
the evaluation function for comparison are extracted for tuning. 
Let 𝑤(𝑡)  be the weight vector in the 𝑡-th update. An online 
training method is called averaged perceptron [9], described as 
follows.  
 
 
𝑤(𝑡) = 𝑤(𝑡−1) + 𝑑(𝑡), 
𝑑(𝑡) =
1
|𝑆(𝑡)|
∑ (𝜑(𝑠1) − 𝜑(𝑠𝑖))
𝑠𝑖∈𝑆
(𝑡)
, (2) 
 
where 𝑆(𝑡) is the set of child positions of 𝑠 whose evaluation 
values are higher than that of 𝑠1 when 𝑤
(𝑡−1) is applied to the 
evaluation function, |𝑆(𝑡)| is the set’s cardinality, and 𝜑(𝑠𝑖) is 
the feature vector of 𝑠𝑖. In this paper, 𝑑
(𝑡) is called the update 
quantity for the 𝑡-th update. For each iteration, all training 
positions are trained once, and at the end of the iteration, the 
weight vector 𝑤∗ is updated to the average of all weight vectors, 
𝑤(0) to 𝑤(𝑇), where 𝑇 is the total number of training positions. 
Then, 𝑤(0) is set to 𝑤∗ at the beginning of the next iteration. 
Incidentally, 𝑤∗ can be thought of as a measure of the training 
quality of one iteration by counting the number of correct 
moves of test positions. The whole training process stops when 
this number decreases.  
The research in [21] observed that the feature weights can be 
tuned more accurately if the above evaluation values for all 𝑠𝑖 
are more accurate, e.g., when the value of 𝑠𝑖  is obtained 
through a deeper search. Thus, 𝑑-ply (comparison) training 
was proposed by replacing 𝑠𝑖 in Formula (2) by the leaf 𝑙𝑖 on 
𝑠𝑖 's principle variation (PV) in the minimax search with depth 
𝑑, as shown in Fig. 1.  
  
 
Fig. 1. An extension of comparison training (𝑑 = 3).  
D. Stage-dependent Features  
In many game-playing programs, the choice of features and 
the feature weights depended on the game stages. This is be-
cause the importance of features varies as games progress. In 
Othello, thirteen stages were designated according to the 
number of pieces on the board [4]. In 2048, three or more stages 
were designated according to certain tiles that occur [27]. In 
chess evaluation functions, tapered eval was used to calculate 
the stages based on the remaining pieces on the board, and 
implemented by most chess programs, such as FRUIT, CRAFTY 
and STOCKFISH.  
In tapered eval, each feature has two weights representing its 
weights at the opening and at the endgame. A game is divided 
into many stages, and the weight of a feature is calculated by a 
linear interpolation of the two weights for each stage. More 
specifically, the weight vector 𝑤 in Formula (1) is replaced by 
the following.  
 
 𝑤 = 𝛼(𝑠)𝑤𝑜 + (1 − 𝛼(𝑠))𝑤𝑒 , (3) 
 
where 𝑤𝑜 is the weight vector at the opening, 𝑤𝑒 is that at the 
endgame, and the game stage index 𝛼(𝑠), 0 ≤ 𝛼(𝑠) ≤ 1, in-
dicates how close it is to the opening for position 𝑠.  
Tapered eval is also well suited for Chinese chess programs. 
For example, experts commonly evaluate cannons higher than 
knights in the opening, but less in the endgame. Hence, it is 
necessary to use different weights for the same feature in each 
stage.  
III. DEFINING FEATURES FOR CHINESE CHESS 
This section describes three types of features in our evalua-
tion function for Chinese chess in Subsections III.A, III.B and 
III.C. Subsection III.D summarizes those features.  
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A. Features for Individual Pieces 
This type of features consists of the following three feature 
sets. The material (abbr. MATL) indicates piece types. The 
location (abbr. LOC) indicates the occupancies of pieces on the 
board. Symmetric piece locations share the same feature since 
the importance of symmetric locations should be the same. E.g., 
with symmetry, there are only 50 LOC features for knights. The 
mobility (abbr. MOB) indicates the number of places that pieces 
can be moved to without being captured. E.g., in Fig. 2, the 
mobility of piece R at location f4 is counted as seven since R 
can only move to d4, e4, f2, f3, f6, f8 and h4 safely.  
 
 
Fig. 2. A position for feature explanation.  
B. Features for King Safety 
This type of features indicates the threats to the king. Two 
effective threats are attacking the king’s adjacency (abbr. AKA) 
and safe potential check (abbr. SPC). When the king’s adjacent 
locations are under attack, the mobility of the king is reduced so 
that it increases the chance for the opponent to checkmate. The 
AKA value is the summation of the number of such attacks. For 
example, in Fig. 2, the AKA value to k is four, with contribu-
tions from one R, two from N, and one from C.  
The SPC value is the summation of the number of moves, 
made by opponent pieces 𝑝, which can check the king in the 
next ply while 𝑝 will not be captured immediately after the 
move. For example, in Fig. 2, the SPC value to K is three, where 
one is from r, one from n, and one from c. Each AKA or SPC 
value is given a weight individually and is seen as a feature. 
C. Features for Piece Relation  
This type of features consists of three feature sets. The first 
feature set is chasing the opponent’s pieces (abbr. COP), in-
dicating that piece 𝑝 chases opponent's piece 𝑞 if 𝑞 is immedi-
ately under 𝑝’s attack.  
The second feature set, MATL2, identifies the material rela-
tions between the numbers of pieces of two piece types. For 
example, it is well known in the Chinese chess community that 
it is favorable towards the opponent if a player does not have 
both guards and the opponent has at least one knight. Since 
there are at most two guards and two knights, we can use one 
2-tuple of (2 + 1) × (2 + 1) features to represent the material 
relation of MATL2 for guards and knights. Each combination 
of two piece types composes a 2-tuple of MATL2.  
The third feature set, LOC2, extracts the locational relation 
of two pieces, which may include attack or defense strategies. 
For example, in Fig. 2, both pieces n at c7 and p at c6 are not in 
a good shape since p blocks the move of n. Another example is 
that two Ns protect each other, preventing from opponent’s 
attack (e.g., by r). One 2-tuple of 50 × 90 can be used to rep-
resent the location relation of LOC2 for two knights when the 
left-right symmetry of piece locations is considered. Thus, one 
2-tuple of LOC2 is used for each combination of two pieces.  
D. Summary of Features  
Table I lists the numbers of features for each feature set 1.  
 
Table I. Feature sets for Chinese chess.  
Feature set MATL LOC MOB AKA SPC COP MATL2 LOC2 
# of features 6 194 26 5 5 32 462 119,960 
IV. COMPARISON TRAINING 
In Subsection IV.A, we investigate comparison training for 
feature weights based on tapered eval. In Subsection IV.B, we 
present a batch training for comparison training. In Subsection 
IV.C, we discuss the issue for initialization.  
A. Comparison Training for Tapered Eval  
For tapered eval, 𝑤 does not physically exist and is calcu-
lated from 𝑤𝑜 and 𝑤𝑒 for a position 𝑠 based on the proportion, 
𝛼(𝑠) and 1 − 𝛼(𝑠), as in Formula (3). Thus, intuitively, the 
update quantity for updating 𝑤𝑜 and 𝑤𝑒 should be also propor-
tional to 𝛼(𝑠) and 1 − 𝛼(𝑠) respectively, as follows.  
 
 𝑤𝑜
(𝑡) = 𝑤𝑜
(𝑡−1) + 𝛼(𝑠)𝑑(𝑡) (4) 
 𝑤𝑒
(𝑡) = 𝑤𝑒
(𝑡−1) + (1 − 𝛼(𝑠))𝑑(𝑡) (5) 
 
Unfortunately, when 0 < 𝛼(𝑠) < 1, the update quantity ac-
tually updated is less than what it should be, making the train-
ing imbalanced. For example, if 𝛼(𝑠) = 0.5, then 
 
 
𝑤(𝑡) = 0.5𝑤𝑜
(𝑡) + 0.5𝑤𝑒
(𝑡)
= 0.5𝑤𝑜
(𝑡−1) + 0.5𝑤𝑒
(𝑡−1) + 0.5𝑑(𝑡)
= 𝑤(𝑡−1) + 0.5𝑑(𝑡), 
(6) 
 
where only 0.5𝑑(𝑡)  is updated. Therefore, we propose new 
formulas to make the training balanced as follows.  
 
 𝑤𝑜
(𝑡) = 𝑤𝑜
(𝑡−1) +
𝛼(𝑠)
𝛼(𝑠)2 + (1 − 𝛼(𝑠))
2 𝑑
(𝑡) (7) 
 𝑤𝑒
(𝑡) = 𝑤𝑒
(𝑡−1) +
1 − 𝛼(𝑠)
𝛼(𝑠)2 + (1 − 𝛼(𝑠))
2 𝑑
(𝑡) (8) 
 
The update quantity is proved to be equivalent to that in For-
mula (2) as follows.  
 
 
𝑤(𝑡) = 𝛼(𝑠)𝑤𝑜
(𝑡)
+ (1 − 𝛼(𝑠))𝑤𝑒
(𝑡)
= (𝛼(𝑠)𝑤𝑜
(𝑡−1)
+ (1 − 𝛼(𝑠))𝑤𝑒
(𝑡−1))
+
𝛼(𝑠)2 + (1 − 𝛼(𝑠))
2
𝛼(𝑠)2 + (1 − 𝛼(𝑠))
2 𝑑
(𝑡)
= 𝑤(𝑡−1) + 𝑑(𝑡) 
(9) 
B. Batch Training and Parallelization  
In this subsection, we investigate batch training for com-
parison training. Batch training was commonly used to help 
improve the training quality of machine learning. Since batch 
 
1 For MOB, we only consider the two strong piece types, R and N. For AKA 
and SPC, their possible values are 1 to 4 and ≥ 5. For LOC2, the number is 
calculated by removing symmetry and illegal locations.  
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training also supports multiple threads, it helps speed up the 
training process.  
The most time-consuming part during training is searching 
the training positions for the leaf nodes on PVs, such as 𝑙1 and 
𝑙2 in Fig. 1. Once search is complete, some leaf positions are 
selected into 𝑆(𝑡)  of Formula (2) as described in Subsection 
II.C, and the new 𝑤(𝑡) is updated based on the values of 𝑤(𝑡−1). 
For batch training, we update the weight vector once after 
searching a batch of 𝑁 training positions. Namely, Formula (2) 
is changed to the following.  
 
 𝑤(𝑡) = 𝑤(𝑡−𝑁) + ∑ 𝑑(𝑖)
𝑡
𝑖=𝑡−𝑁+1
, (10) 
 
where 𝑑
(𝑖)
 is calculated based on the weight 𝑤(𝑡−𝑁). Let 𝑇 be 
the total number of training positions. Then, only ⌈𝑇/𝑁⌉ up-
dates are needed in one iteration.  
The above batch training provides a way for parallelism, 
using multiple threads to search 𝑁  positions in one batch. 
Namely, each thread grabs one position to search whenever 
idling. The computation of averaged weight vector 𝑤∗ remains 
unchanged.  
C. Weight Initialization  
Before training, the weights of MATL are initialized as in 
Table II. Other feature weights are initialized to zero.  
 
Table II.  Initial weights of training for MATL. 
Guard  Minister Rook Knight Cannon Pawn 
350 350 2000 950 950 300 
V. EXPERIMENTS 
In our experiments, the training data collected from [10] in-
clude 63,340 game records of expert players whose Elo ratings 
exceed 2000. From these game records, 1.4 million positions 
were randomly selected, one million for training and the rest for 
testing.  
For benchmarking, 1071 opening positions were selected 
based on the frequencies played by experts, similar to [7]. 
Considering from the perspective of both players, a total of 
2142 games were played in each experiment. Game results 
were judged according to the Asian rules [28], and a game with 
more than 400 plies was judged as a draw.  
We list all the versions done in our experiments in Subsec-
tion V.A, and describe the effect of our training methods in-
cluding tapered eval in Subsection V.B. The experiment and 
comparison of all versions are described in Subsection V.C. 
Subsection V.D shows experiments for batch training, and 
Subsection V.E for 1-, 2-, 3- and 4-ply training.  
A. List of Versions for Evaluation Functions 
We used fourteen evaluation versions in experiments, based 
on the feature sets in Table I. These versions are listed in Table 
III. The version EVAL0 consists of features in the three feature 
sets, MATL, LOC and MOB. EVAL1 includes the feature sets 
used by EVAL0 plus the feature set AKA, and similarly, 
EVAL2 to EVAL7 include extra feature sets as shown in Table 
III. EVAL7 includes all the three feature sets, AKA, SPC and 
COP. 
EVAL8 to EVAL13 contain 2-tuple feature sets, MATL2 
and/or LOC2, in addition to EVAL0 and EVAL7. The number 
of features used in each version is also listed in the third column 
of the table.  
 
Table III. Features of evaluation functions.  
Evaluation versions Features sets # of features 
EVAL0 MATL+LOC+MOB 226 
EVAL1 EVAL0+AKA 231 
EVAL2 EVAL0+SPC 231 
EVAL3 EVAL0+COP 258 
EVAL4 EVAL0+AKA+SPC 236 
EVAL5 EVAL0+AKA+COP 263 
EVAL6 EVAL0+SPC+COP 263 
EVAL7 EVAL0+AKA+SPC+COP 268 
EVAL8 EVAL0+MATL2 688 
EVAL9 EVAL7+MATL2 730 
EVAL10 EVAL0+LOC2 120,186 
EVAL11 EVAL7+LOC2 120,228 
EVAL12 EVAL0+MATL2+LOC2 120,648 
EVAL13 EVAL7+MATL2+LOC2 120,690 
B. Training and Tapered Eval  
This subsection describes the effect of our training methods 
including tapered eval. The comparison training method de-
scribed in Section IV.A is incorporated into the Chinese chess 
program, CHIMO, which won the second place in Computer 
Olympiad 2015. In the rest of this subsection, the original ver-
sion (without training) is called the hand-tuned version (since 
all the feature weights are tuned manually), while the incor-
porated version is called the trained version. For simplicity of 
analysis, we only consider the features in EVAL0. Each move 
takes 0.4 seconds on an Intel®  Core™ i5-4690 processor, 
which is about four hundred thousand nodes per move. In the 
rest of this section, the time setting for each move is the same.  
Table IV presents the performance comparisons of the 
hand-turned and trained versions, with and without tapered eval 
(marked with stars in the table when tapered eval is used). Note 
that the trained version is based on 3-ply training. From the 
table, the trained version clearly outperforms the hand-tuned 
with and without tapered eval by win rates of 86.58% and 
82.94% respectively. This shows that comparison training does 
help improve strength significantly. Moreover, both trained and 
hand-tuned versions using tapered eval also outperform those 
without it by win rates of 62.75% and 53.76% respectively.  
 
Table IV. Experiment results for comparison training and tapered eval. The 
version marked with a star uses tapered eval.  
Players Win rate 
trained vs. hand-tuned 82.94% 
trained* vs. hand-tuned* 86.58% 
hand-tuned* vs. hand-tuned 53.76% 
trained* vs. trained 62.75% 
 
In the rest of the experiments, all versions in Table III use 
tapered eval and 3-ply training, unless specified explicitly. 
C. Comparison for Using Different Feature Sets  
This subsection compares all the versions listed in Table III 
against EVAL0. Fig. 3 shows the win rates of 
EVAL1-EVAL13 versions playing against EVAL0.  
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Fig. 3. Win rates of all versions against EVAL0.  
 
In general, as in Fig. 3, the more feature sets are added, the 
higher the win rates are. The only exception is the case that 
adds AKA from EVAL3 to EVAL5. Consider the three 
non-tuple feature sets AKA, SPC and COP. From 
EVAL1-EVAL3, SPC improves more than AKA and COP. 
EVAL7 performs better than EVAL1-EVAL6.  
Consider the two 2-tuple feature sets, MATL2 and LOC2. 
Clearly, all versions including LOC2, EVAL10-EVAL13, 
significantly outperform others. In contrast, the versions in-
cluding MATL2 do not. EVAL13 that includes all feature sets 
reaches a win rate of 81.65%, the best among all the versions.  
D. Batch Training and Parallelization 
First, we analyze the quality of batch training with three 
batch sizes of 50, 100 and 200 for comparison training. Fig. 4 
shows the win rates of the versions trained with three batch 
sizes against those without batch training. The results show that 
the versions with batch training perform slightly better for 
EVAL0-EVAL9 and roughly equally for EVAL10-EVAL13. 
For EVAL13, the win rates are 50.56%, 50.21% and 49.53% 
with batch sizes 50, 100 and 200 respectively. Hence, in general, 
batch training does not improve playing strength significantly 
in this paper. 
 
  
Fig. 4. Win rates of all versions with batch training against those without batch 
training. 
 
 
Fig. 5. Speedups. 
 
Batch training also helps significantly on training speedup. 
Fig. 5 shows that for all versions EVAL0-EVAL13 the training 
speedups on 4-core CPUs are 2.87-3.59 times as fast as those on 
single-core CPUs for batch size 50, 3.37-3.68 times for 100, 
and 3.57-3.7 times for 200.  
E. Comparison from 1-ply to 4-ply Training 
This subsection analyzes the strength of 1-, 2-, 3- and 4-ply 
training. From Fig. 6, all versions trained with 2-, 3- and 4-ply 
generally outperform those with 1-, 2- and 3-ply training re-
spectively, except for EVAL10. Namely, for 4-ply vs. 3-ply, 
EVAL5 improves most by a win rate of 55.56%, while 
EVAL10 shows no improvement, with a win rate of 49.37%. 
For 𝑑-ply training where 𝑑 ≥ 5, we tried one case for EVAL13 
(performing best among the above versions) with 5-ply training. 
5-ply training in this case shows no improvement over 4-ply 
training, with a win rate of only 49.42%. Other experiments for 
𝑑 ≥ 5 were omitted due to time constraints.  
In our experiments, 3-ply training is sufficient since for 
EVAL10-EVAL13, 4-ply and 3-ply training performed about 
the same. Although for EVAL0-EVAL9, 4-ply training out-
performs 3-ply training, EVAL10-EVAL13 are the stronger 
versions that are used when competing. 
 
 
Fig. 6. Win rates of 𝑑-ply training, 1 ≤ 𝑑 ≤ 4.  
VI. CONCLUSIONS  
This paper designs comparison training for computer Chi-
nese chess. First, we propose to extract large numbers of fea-
tures by leveraging n-tuple networks that require very little 
expert knowledge while allowing easy access. Second, we also 
propose a novel method to incorporate tapered eval into com-
parison training,  
In our experiments, EVAL0 with 3-ply training outperforms 
our original hand-tuned version by a win rate of 86.58%. With 
3-ply training, the version EVAL13, including a 2-tuple net-
work (consisting of LOC2 and MATL2), outperforms EVAL0 
by a win rate of 81.65%. Moreover, EVAL13 with 4-ply 
training performs better than 3-ply training by a win rate of 
51.49%. The above shows efficiency and effectiveness to use 
comparison training to tune feature weights. In our experiments, 
batch training does not improve playing strength significantly. 
However, it speeds up the training process by a factor of 
2.87-3.7 with four threads. We incorporated the above into the 
Chinese chess program CHIMO and won gold in Computer 
Olympiad 2017 [23]. 
Our results also show that all versions including LOC2 per-
form much better. This justifies that, with the help of a 2-tuple 
network, LOC2 is able to extract useful features with very little 
expert knowledge. This result also shows the potential for lo-
cational relations among three or more pieces. However, add-
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ing just one more piece increases the number of features dra-
matically. Note that the number of features for LOC2 is 
119,960. This makes it difficult to complete training in a rea-
sonable amount of time. We leave it as an open problem for 
further investigation.  
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