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SPLITTING METAPLECTIC COVER GROUPS
CHUN-HUI WANG
ABSTRACT. If (G1,G2) is a dual reductive pair of type I in Sp(W ), it is known that the degree 8 metaplectic cover of Sp(W ) splits over
G1G2, with one obvious exception. In this paper we replaceG1G2 by a larger subgroup obtained via similitude groups, and show that
the degree 8 metaplectic cover splits, with the same obvious exception.
1. STATEMENT OF THE RESULTS
Let F be a non-archimedean local field of residue characteristic different from2, and letD be a division algebra over F with
an involution τ such that F consists of all τ-fixed points of D. We define (W,〈,〉) as a symplectic space over F of dimension
2n with a tensor product decomposition
W =W1⊗DW2, 〈,〉 =TrdD/F
(
〈,〉1⊗τ(〈,〉2)
)
where (W1,〈,〉1) is a right ǫ1-hermitian space over D and (W2,〈,〉2) is a left ǫ2-hermitian space over D with ǫ1ǫ2 =−1. We let
U(Wi ) be the group of isometries of (Wi ,〈,〉i ), andGU(Wi ) the group of similitudes of (Wi ,〈,〉i ). In [10, p.15], it was shown that
except the case ǫ1 = 1,ǫ2 =−1, andW2 = the quaternion algebra over F , the pair
(
U(W1),U(W2)
)
is the so-called irreducible
dual reductive pair of type I in the sense of Howe.
Denote by µ8 the cyclic group of the roots of unity in C of order 8. To a non-trivial element [cRao ] of order 2 in the measur-
able cohomology group H2(Sp(W ),µ8) is associated a central extension
0−→µ8 −→ Sp(W )−→ Sp(W )−→ 1
of Sp(W ) by µ8. Let U(Wi ) be the degree 8 metaplectic cover of U(Wi ) induced by Sp(W ). Then the following result about the
above irreducible dual reductive pair was drawn from [10, Chapitre 3, p. 51 ](written by Vignéras).
Theorem 1.1. The exact sequence 0 −→ µ8 −→ U(W1) −→ U(W1) −→ 1 splits, except for W1 being symplectic and W2 being
orthogonal of odd dimension.
We remark that Kudla discussed the explicit splitting group extensions of dual reductive pairs in [7]. His results play a
significant role in the study of the classical theta correspondences. In this paper we shall generalize the above result to a
larger subgroup of Sp(W ). We define
Γ := {(g1,g2) | g1 ∈GU(W1),g2 ∈GU(W2) such that λ1(g1)λ2(g2)= 1} ,
where λ1, λ2 are the similitude characters from GU(W1) , GU(W2) to F× respectively. Accordingly there exists a canonical
map ι : Γ−→ Sp(W ). Now let Γ be the degree 8 metaplectic cover of Γ induced by Sp(W ). By using [10]’s approach we derive
the following coherent result analogy of Theorem 1.1.
Theorem A. The exact sequence 1 −→ µ8 −→ Γ −→ ι(Γ) −→ 0 splits, except when the irreducible dual reductive pair is a
symplectic-orthogonal type and the orthogonal vector space over F is of odd dimension.
Remark . The major regular part of this result is known to the specialist. However here we deal it more systematically and use
much cohomology theory.
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(1) When D = F , W1 is a symplectic vector space over F , and W2 is an orthogonal vector space over F of even dimension,
the result is compared with Robert’s result [17, Proposition 3.3.].
(2) When D = the quaternion algebra over F , and W1 is a Hermitian vector space over D of even dimension, and W2 is a
skew-Hermitian vector space over D, the result is due to Gan, see [3, Sections 2- 3].
The explicit behavior of the cohomology class [cRao ] in H2(Sp(W ),µ8) has been investigated by Rao [16], and by Perrin [14]
(see also the comprehensive note [8] written by Kudla). To control the restriction of [cRao ] to Γ, we use a long exact sequence
of cohomology groups obtained by inflation-restriction from the exact sequence of groups 1 −→ U(W1)×U(W2) −→ Γ −→
Γ/(U(W1)×U(W2))−→ 1. That exact sequence of cohomology is stated in section 2.4, and section 3 deduces a criterion for the
splitting of Γ. The criterion involves several conditions, which are verified in the next sections 4 to 9. The verification requires
us to use results about the commutator subgroups of unitary groups overD. So in section 2 we recall the classification of the
skew hermitian spaces over a p-adic division algebraH (cf. [19], [21]) and the fine structure of the norm one subgroup of H×
(cf. [18]).
2. NOTATION AND PRELIMINARIES
2.1. Notation and conventions. We fix the following notations and assumptions for the whole paper:
• F : a non-archimedean local field of residue characteristic different from 2;
• E : a quadratic field extension of F ;
• H: the unique quaternion algebra over F , up to isometry;
• Nrd,Trd: the reduced norm, resp. trace of H;
• H0: the subspace of elements of pure quaternion ofH;
• D: the ring of integers ofH consisting of the elements d ∈H such that |Nrd(d)|F ≤ 1;
• P: the maximal ideal ofD;
• UH = {d ∈H | |Nrd(d)|F = 1};
• SL1(H)=
{
d ∈H× |Nrd(d)= 1};
• kH: the residue field ofH;
• e−1: an element ofH× with reduced norm −1;
• {1,ξ,ω,ξω} is a fixed standard basis of H such that ξω=−ωξ, and F (ξ)/F is an unramified extension of degree 2;
• The ring of integers of a local field K will be denoted by OK , its unique maximal ideal by pK , its residue field by kK ,
its group of units by UK ;
• SL1(K )=
{
d ∈K× |NK /F (d)= 1
}
, for a finite field extension K /F ;
• (D,τ): a division algebra over F with an involution τ such that F consists of all τ-fixed points of D; it has one of the
following forms: (1) D = F,τ= Id; (2) D = E , τ=the canonical conjugation; (3)D =H, τ= the canonical involution;
• (H ,〈,〉): a right (resp. left) ǫ-hermitian hyperbolic plane over D, defined as 〈(d1,d ′1), (d2,d ′2)〉 = τ(d1)d ′2 + ετ(d ′1)d2,(
resp. 〈(d1,d ′1), (d2,d ′2)〉 = d1τ(d ′2)+εd ′1τ(d2)
)
, for d1,d2,d ′1,d
′
2 ∈D;
• (H[i],〈,〉): a right (resp. left) skew hermitian vector space over H of dimension 1, defined as 〈d1,d ′1〉 = τ(d1)id ′1 (resp.
〈d1,d ′1〉 = d1iτ(d ′1)), for d1,d ′1 ∈H, where 0, i ∈H0;
• (W,〈,〉), (Wi ,〈,〉i ), ǫi , U(Wi ), Γ, and U(Wi ), Γ, µ8, etc.: introduced above;
• Without confusion, sometimes we write a matrix in its block form, and write for instance GL3(M2(F )) for GL6(F ).
2.2. Preliminaries on unitary groups. In this subsection, we reviewed some results of unitary groups and their commutator
subgroups which are indispensable. Our main references are the books written by Scharlau [20] and Hahn-O’Meara [4]. We
also do benefit from the articles [18], [21]. Let us first rephrase one result from [10, p.7] concerning about the classification of
anisotropic ǫ-hermitian spaces overD.
Theorem 2.1. Up to isometry,
- an anisotropic quadratic vector space over F has one of the following forms:
(i) F [a], for a ∈ F× modulo (F×)2, with the canonical form x 7−→ ax2, x ∈ F ;
(ii) F1[a], for any quadratic field extension F1 of F , a ∈ F× modulo NF1/F (F×1 )with the form x 7−→ aNF1/F (x), x ∈ F1;
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(iii) H0[a], for a ∈ F× modulo (F×)2, with the form x 7−→ τ(x)ax, x ∈H0;
(iv) H, with the form x 7−→Nrd(x), x ∈H.
- an anisotropic hermitian vector space over E has one of the following forms:
(i) E [a], for a ∈ F× modulo NE/F (E×), with the form (x, y) 7−→ aτ(x)y, x, y ∈E;
(ii) H, with the form (x,y) 7−→TrH/E
(
τ(x)y
)
, x,y ∈H.*
- an anisotropic right hermitian vector space overH has the following form: H, with the form (x,y) 7−→ τ(x)y, x,y ∈H.
Suppose (V ,〈,〉) is an anisotropic hermitian space over E . By Hilbert’s Theorem 90, we can take an element µ of E× such
that µ/µ=−1. Multiplication of 〈,〉 by µwill give a skew hermitian form µ〈,〉 on V , so in analogy with Theorem 2.1, we have
Proposition 2.2. Up to isometry,
- an anisotropic skew hermitian space over E has one of the following forms:
(i) E [a], for a ∈ F× modulo NE/F (E×), with the form (x, y) 7−→ aµτ(x)y, x, y ∈E,
(ii) H, with the form being given as (x,y) 7−→µTrH/E
(
τ(x)y
)
, x,y ∈H;
- an anisotropic right skew hermitian space overH has one of the following forms:
(i) H[i], for i= ξ,̟,ξ̟,
(ii) H[i]⊕H[j], for (i,j)= (ξ,e−1̟), (ξ,e−1ξ̟) or (̟,e−1ξ̟),
(iii) H[ξ]⊕H[̟]⊕H[e−1ξ̟],
where e−1 is an element of F (ξ)with norm−1.
Proof. The second assertion is due essentially to Tsukamoto (see [21, Theorem 3]). 
2.2.1. The hyperbolic unitary groups. Suppose that (V =H ⊕V1,〈,〉) is a right ǫ-hermitian space overD of dimension n com-
posed by a hyperbolic plane H and a subspace V1. For two vectors u,v in V with 〈u,u〉 = 0 = 〈u,v〉, and any d in the coset
1
2 〈v,v〉+SD of D/SD , where SD = {s−ǫτ(s) | s ∈D}, we define the so-called Eichler transformation related to u,v,d as fol-
lows(cf. [4, p. 214]): eu,v,d (x)= x+ ǫu〈v,x〉− (v + ǫud)〈u,x〉. Let EUV (D)⊆U(V ) be the group generated by all above Eichler
transformations of V .
Theorem 2.3 ([4, pp.333-335]). [EUV (D),EUV (D)]= EUV (D), andU(V )=U(H) ·EUV (D).
As a consequence we obtain:
Lemma 2.4. There is a surjectivemapU(H)/[U(H),U(H)]−→U(V )/[U(V ),U(V )].
Lemma 2.5. Let A=
{(
a 0
0 a−1
)
|a ∈D×,a = τ(a)
}
≃D×. Despite of the case D = F , ǫ= 1, we have:
(1) U(H)=A ·EUH (D),
(2) The image of A[A,A] or
D×
[D×,D×] in
U(H)
[U(H),U(H)] is full.
Proof. The first statement follows from [20, p. 263], and the second one is a consequence of Lemma 2.4. 
The main purpose of this section is to achieve the similar results as Lemma 2.4 for each ǫ-hermitian space V over D.
Before attempting to investigate the problem, let us cite the following results from Carl Riehm’s paper [18] involving some
subgroups of H×.
Lemma 2.6. (1) [H×,H×]=SL1(H).
(2) [SL1(H),SL1(H)]=SL1(H)∩ (1+P).
(3) SL1(H)/[SL1(H),SL1(H)] is isomorphic with the subgroupSL1(kH) consisting of elements of kH with norm 1 in kF .
Proof. See also [15, p.648]. 
Remark 2.7. Suppose now that H is merely a division algebra over its centre F of dimension d2. Then the above results also
hold.
*Actually, we use the fact that a (separable) quadratic field extension E of F can be embedded inH (cf. [1, p. 326, Proposition] ). The precise trace map is
described in Section 2.2.2.
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Proof. See [18, Section 5 and Theorem 7(iii)(2)] for the details. 
Now let
{
1,i,j,k
}
be a standard base ofH such that i ·j=−j · i=k, and i2 =−α,j2 =−β. Set F1 = F (i), and F2 = F (j).
Lemma 2.8. Let (V = H[i],〈,〉) be a right skew hermitian space over H of dimension 1. Then U(V ) = SL1(F1) and GU(V ) =
〈F×1 ,j〉 = F×1 ∪F×1 j.
Proof. An element α0 +α1j with α0,α1 ∈ F1 lies in U(V ) if and only if (α0 −α1j)i(α0 +α1j) = i; this means α1 = 0 and
NF1/F (α0) = 1, or α0 = 0 and NF1/F (α1)j2 = 1. But the second case contradicts to j2 ∉ NF1/F (F×1 ), so U(V ) = SL1(F1). Sim-
ilarly, if g = α0 +α1j ∈ GU(V ), then (α0−α1j)i(α0+α1j) = λ(g )i for some suitable λ(g ) ∈ F×. By calculation, we see that
α0 = 0 or α1 = 0, so the last result follows. 
The following result is immediate:
Lemma 2.9. Let (V =H, 〈,〉 = Trd) be a right hermitian space overH of dimension 1. ThenU(V )=SL1(H) and GU(V )=H×.
2.2.2. The anisotropic unitary group I. Let (V ,〈,〉) be an anisotropic hermitian space over E .
Lemma 2.10. If dimE (V )= 1, thenU(V ,〈,〉)=SL1(E ), and GU(V ,〈,〉)= E×.
Proof. Obviously. 
Now let us begin to discuss the case when dimE (V ) = 2. By Theorem 2.1, we assume E = F (i), with i2 =−α ∈ F×. By [20,
p.358], we can choose an element j in H, such that ij = −ji = k, j2 = −β ∈ F×, and {1,i,j,k} forms a standard basis of H.
Then there is a decomposition of E-vector space: H= E ⊕ jE . Let TrH/E denote the canonical projection from H to E defined
by TrH/E (e1+je2)= e1, for e1,e2 ∈E . Now, we can define an E-hermitian form 〈,〉 on H as follows:
〈e1+je2,e ′1+je ′2〉 = TrH/E
(
(e1+je2)(e ′1+je ′2)
)
= e1e ′1+e2jje ′2 = e1e ′1+βe2e ′2.
If given a,a′ ∈ E , we then have 〈(e1 + je2)a,(e ′1 + je ′2)a′〉 = a e1e ′1a′ +βa e2e ′2a′ = a〈e1 + je2,e ′1 + je ′2〉a′. Moreover, if 〈e1 +
je2,e1+ je2〉 = Nrd(e1)+βNrd(e2) = 0, then Nrd(e1) = Nrd(e2) = 0, namely e1 = e2 = 0. So (H,〈,〉) is the unique anisotropic
space over E of dimension 2, up to isometry. Under the basis
{
1,j
}
of H, we identify U(V ,〈,〉) with the unitary matrix group
UV (D) consisting of elements G =
(
α11 α12
α21 α22
)
∈GL2(E ) such that
G∗
(
1 0
0 β
)
G =
(
1 0
0 β
)
, (2.1)
where ∗ : GL2(E )−→GL2(E ) is the conjugate transpose operator. By calculation, (2.1) is equivalent to,
NE/F (α11)+βNE/F (α21)= 1,
NE/F (α12)+βNE/F (α22)=β,
α11α12+βα21α22 = 0.
(2.2)
Lemma 2.11. (1) There is a canonical embeddingSL1(H)−→U(V ,〈,〉); α1+jα2 7−→
(
α1 −βα2
α2 α1
)
.
(2) U(V ,〈,〉) contains a subgroup U=
{(
1 0
0 u
)
| u ∈SL1(E )
}
. Moreover,U(V ,〈,〉)= {H · A |H ∈SL1(H),A ∈U}.
Proof. The first part of (2) follows from the above equations (2.2). By definition, an element α1+ jα2 ∈ SL1(H) belongs to
U(V ,〈,〉), and sends 1 to α1+jα2, and j to −βα2+jα1, which gives the result (1). Moreover,G =
(
α11 α12
α21 α22
)
∈U(V ,〈,〉) can be
written in the following forms:
(1) G =
(
α11 α12α11α
−1
22
α21 α11
)
·
(
1 0
0 α11
−1α22
)
with α12α11α−122 =−βα21 by equations (2.2), if α11 , 0, and α22 , 0;
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(2) G =
(
0 −βα21
α21 0
)
·
(
1 0
0 α12
(
−βα21
)−1) with NE/F (α12(−βα21)−1)= 1 by equations (2.2), if α11 =α22 = 0 is possible.
So the other part of (2) follows. 
Lemma 2.12. [U(V ,〈,〉),U(V ,〈,〉)]= [SL1(H),SL1(H)]≃SL1(H)∩ (1+P).
Proof. We prove the result along with the cases given in Proposition 2.2. First of all,
[U(V ,〈,〉),U(V ,〈,〉)]= [SL1(H),SL1(H)][SL1(H),U]⊆SL1(H).
In case i= ξ, j=̟ or ξ̟, the commutator of two elements G1 =
(
α1 −βα2
u1α2 u1α1
)
,G2 =
(
α′1 −βα′2
u′1α
′
2 u
′
1α
′
1
)
∈U(V ,〈,〉), moduloP,
is presented by
[G1,G2]≡
[(
α1 0
u1α2 u1α1
)
,
(
α′1 0
u′1α
′
2 u
′
1α
′
1
)]
≡
(
1 0
∗ 1
)
modP,
which means [G1,G2] ≡ 1 modP in SL1(H). In case i = ̟ or ξ̟, j = ξ, an element G =
(
1 0
0 u1
)
∈ U has the form
(
1 0
0 ±1
)
modP; hence the derived subgroup of U(V ,〈,〉) degenerates to that of SL1(H). 
Remark 2.13. ByProposition 2.2, arguing for the unitary groups of anisotropic skewhermitian spaces over E eventually reduces
to the above cases.
2.2.3. The anisotropic unitary groups II. Let
(
V =H[i]⊕H[j]⊕H[l],〈,〉
)
be a right anisotropic skew hermitian space overH of
dimension 3 subject to the conditions that (1) {1,i,j,k= ij=−ji} is a standard basis ofH; (2) i2 =−α, j2 =−β, l2 =−k2 =αβ;†
(3) l= ib0+jc0+kd0 for b0,c0,d0 ∈ F , so b20α+c20β+d20αβ=−αβ. The purpose of this sub-section is to review the concrete
description of the group U(V ,〈,〉) by Satake[19], and derive some consequences.
Let us begin with recalling two results in classical groups. Let M be a vector space over F of dimension 4 with basis
{x1, · · · ,x4}.
Theorem 2.14 ([2, Chapitre IV, §8]). There is an exact sequence
1 −→ F× −→ (F××GL(M)) κ−→ GO+(∧2M ,Q) −→ 1
t 7−→ (t2, t−1)
whereGO+(
∧2M ,Q)= {g ∈GO(∧2M ,Q) | det(g )=λ(g )3}, and λ : GO(∧2M ,Q)−→ F× is the similitude character.
Remark 2.15. If we choose xi j = xi ∧ x j for 1 ≤ i < j ≤ 4, to be the basis of
∧2M, then (Q(xi j ,xkl )) =
diag
((0 1
1 0
)
,
(
0 −1
−1 0
)
,
(
0 1
1 0
))
. Through the mapping κ, the action of g = (ai j ) ∈ GL4(F ) ≃ GL(M) on xk ∧ xl is
given by g · (xk ∧ xl ) =
∑
1≤i , j≤4 aika j l xi ∧ x j . Following [19], we denote g (2) to be the matrix in GL6(F ) such that g ·
(x12,x34;x13,x24;x14,x23)= (x12,x34;x13,x24;x14,x23)g (2).
Set F1 = F (i), K = F1
(√−β), and Gal(F1/F )= 〈σ〉, Gal(K /F )= 〈σ,τ〉. For the above right skew hermitian space V over H,
we let UV (resp. SUV ) be the associated unitary (resp. the special unitary) group scheme.
Lemma 2.16. U(V ,〈,〉) is isomorphic to SUV (F ).
Proof. See [10, p. 21] or [3, Section 2.2]. 
By turning to VF1 = V ⊗F F1, indeed we obtain a right skew hermitian space over the splitting algebra M2(F1) with
the skew hermitian form 〈,〉VF1 induced by the scalar extension. Moreover according to [19, Section 1], the unitary
group U(VF1 ,〈,〉VF1 ) is isomorphic to an orthogonal group O(W, (, )W ), where W = F
2 × F 2 × F 2, and the form is given
†We use the different notion from Satake’s[19]: i2 =−α, j2 =−β instead of i2 =α, i2 =β.
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by ((w1,w2,w3), (w ′1,w
′
2,w
′
3))W = w t1Q1w ′1 + w t2Q2w ′2 + w t3Q3w ′3, for wi ,w ′i ∈ F 2, Q1 =
(
0 −i
−i 0
)
, Q2 =
(
1 0
0 β
)
, Q3 =(
c0−d0i −b0i
−b0i β(c0+d0i)
)
. By [19, p. 405], we let P1 =
(
1 0
0 2i
)
, P2 =
(
1
√
−β
1 −
√
−β
)
, P3 =
(−c0+d0i (b0+√−β)i
1
(−b0+
p
−β)i
c0−d0i
)
, and P =
diag(P1,P2,P3). Let I =

− b0+p−β2 0
0
p
−β
2i
1 0
0
i(b0+
p
−β)p
−β

 ∈GL4(K ), J =

(
0 −c0+d0i
1 0
)
(
0 −1
c0−d0i 0
)
 ∈GL4(K ).
Lemma 2.17 ([19, Section 3]). There is an exact sequence 1−→ F×1 −→C+(W, (, )W )
κ−→ SO(W, (, )W )−→ 1,whereC+(W, (, )W )={
(t ,g ) | g ∈GL4(K ), t ∈ F×1 such that t2det(g )= 1 and J−1g J = g τ
}
. Themapping κ is defined by (t ,g ) 7−→ tP−1g (2)P, where g (2)
is given in Remark 2.15.
Accord to [19, p.404], U(V ,〈,〉) is isomorphic to the Gal(F1/F )-invariant part of SO(W, (, )W ).
Proposition 2.18 ([19, p. 407]). There exists an exact sequence 1 −→ F× −→ C+(V ,〈,〉) κ−→ SUV (F ) −→ 1, where C+(V ,〈,〉) =
{(t ,g ) | g ∈GL4(K ), t ∈ F× such that t2det(g )= 1, J−1g J = g τ, I−1g I = gσ}.
Let D4 = {0}∪
{
g ∈GL4(K ) | J−1g J = g τ, I−1g I = gσ
}
. Then it was shown by Satake in [19, p.407] thatD4 is a division algebra
over F of degree 4, and D4 = K˜ +a1K˜ +a2K˜ +a3K˜ for K˜ =
{
α˜= diag(α,ατ,ασ,αστ) |α∈K
}
and a1 =
(
X11 0
0 X22
)
∈ GL4(K ),
a2 =
(
0 Y12
Y21 0
)
∈GL4(K ), a3 =
(
0 Z12
Z21 0
)
∈GL4(K ) with X11 =
(
0 −(c0+d0i)
1 0
)
, X22 =
 0 −
p
−β(c0+d0i)
i(b0+
p
−β)
ip
−β (b0+
√
−β) 0
,
Y21 =
(
1 0
0 c0−d0i
)
, Y12 =
− b0+p−β2 0
0 − b0−
p
−β
2(c0−d0i)
, Z12 =
 0 p−β2ip
−β
2i 0
, Z21 = (0 −11 0
)
in GL2(K ). For simplicity, we will
identity K˜ with K henceforth.
Now let
(
V1 =H[j]⊕H[l],〈,〉V1
)
be a subspace of (V ,〈,〉). We denote DF (i) =K +a1K to be the quaternion algebra over F (i)
endowed with the reduced normNrd(k1+a1k2)= k1+τ1 + (c0−d0i)k1+τ2 for k1,k2 ∈K .
Proposition 2.19 ([19, p. 409]). There exists an exact sequence 1 −→ F× −→ C+(V1,〈,〉V1)
κ1−→ U(V1,〈,〉V1) −→ 1, where
C+(V1,〈,〉V1)=
{
(t ,g )∈C+(V ,〈,〉) | t ∈ F×,g ∈DF (i) and Nrd(g )t = 1
}
.
2.3. In the rest of this subsection, we assume that j2 is a uniformizer of F .
Lemma 2.20. Under the conditions at the beginning of Section 2.2.3, the quotient group F×/(F×)2 is represented by the set{
1,−α,β,−αβ}. ‡
Proof. By the second part of Proposition 2.2, and [9, p. 155, Proposition 2.9], −1 ∈ NF (i)/F (F (i)×), or −1 ∈ NF (k)/F (F (k)×).
In the first case, −α = −1 ·α ∈NF1/F (F×1 ). So F× = 〈NF1/F (F×1 ),−αβ〉, and F× = NF1/F (F1)×⊔
(−αβNF1/F (F1)×) = (F×)2⊔ (−
α(F×)2
)
⊔
(
−αβ(F×)2
)
⊔
(
β(F×)2
)
. The proof of the second case is similar. 
Lemma 2.21. Let Υ = {(1,1),(−α,i−1), (β,√−β−1), (−αβ,i−1√−β−1)}, and let Ξ be a coset representatives of
SL1(D4)/[SL1(D4),SL1(D4)]. Then the canonical mapping induced by the exact sequence in Proposition 2.18 from T = {ως |
ω ∈Ξ,ς ∈Υ} toU(V ,〈,〉)/[U(V ,〈,〉),U(V ,〈,〉)] is surjective.
‡Notice that if F is a non-archimedean local field of residue characteristic 2, then the cardinality of the quotient group F×/(F×)2 is much larger than 4
(cf. [9, p.162, Corollary 2.23]).
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Proof. Results of Proposition 2.18 show that
U(V ,〈,〉)/[U(V ,〈,〉),U(V ,〈,〉)]≃C+(V ,〈,〉)/([C+(V ,〈,〉),C+(V ,〈,〉)]F×)
by identifying F× with a subgroup of C+(V ,〈,〉) via the exact sequence there. Now let N = {(t ,k) ∈ C+(V ,〈,〉) | k ∈ K×, t ∈
F× such that NK /F (k)t2 = 1} be a subgroup of C+(V ,〈,〉). The field extension K of F contains F (i) and F (
√
−β), so that
NK /F (K×) ⊇
(
NF (i)/F (F (i)
×)
)2 ∪ (N
F (
p
−β)/F (F (
√
−β)×)
)2 ⊇ (F×)2; thus every element g ∈ C+(V ,〈,〉) can be written in the
form g = (t1,k1g1) for k1 ∈ K×, t ∈ F× with NK /F (k1)t21 = 1, and g1 ∈ SL1(D4). This in turn shows that SL1(D4) is a normal
subgroup of C+(V ,〈,〉), and C+(V ,〈,〉)=SL1(D4)N . As a consequence, one obtains
[C+(V ,〈,〉),C+(V ,〈,〉)]≃ [SL1(D4)N ,SL1(D4)]= [SL1(D4),SL1(D4)] · [N ,SL1(D4)]
and
C+(V ,〈,〉)/([C+(V ,〈,〉),C+(V ,〈,〉)]F×)≃SL1(D4)N/([SL1(D4),SL1(D4)]F×[N ,SL1(D4)]).
By observation, the group N/(SL1(K )F×) is represented by the set Υ; this ensures the result. 
Lemma 2.22. Let Ξ1 be a coset representatives of SL1(DF (i))/[SL1(DF (i)),SL1(DF (i))]. Then the canonical mapping from T1 =
{ως |ω ∈Ξ1,ς= (1,1),(−α,i−1), (β,
√
−β−1), (−αβ,i−1
√
−β−1)} toU(V1,〈,〉1)/[U(V1,〈,〉1),U(V1,〈,〉1)] is surjective.
Proof. The proof is similar to that of Lemma 2.21. 
2.4. Moore cohomology. For the sake of completeness we recall some aspects of spectral sequence of topological group ex-
tensions developed by Moore in [11] and [12]. Our purpose is to extend the classical five inflation-restriction exact sequence
to six terms in such case, so that one can use it freely in next sections.
2.4.1. Moore cohomology. Let G be a locally profinite group, and let A be a finite abelian group on which G acts trivially.
Let H∗(G,A) be the cohomology groups as defined in [11] by Moore. Now let K be a normal closed subgroup of G. To filter
H∗(G,A) withG ⊇K ⊇ 0, Moore introduced the following standard filtering {L j } on the complex C∗(G,A):
(1) L j =
∑∞
n=0L j ∩Cn(G,A).
(2) L j ∩Cn(G,A)= 0, if j >n, and L j ∩Cn(G,A)= 0, if j < 0.
(3) For 0 ≤ j ≤ n, L j ∩Cn(G,A) is the group of all elements f ∈ Cn(G,A) such that f (s1, · · · , sn ) depends on s1, · · · , sn− j ,
and the cosets sn− j+1K , · · · , snK .
It is clear that δ(L j ) ⊆ L j . Let Z jr denote the preimage of L j+r in L j and E jr = Z jr /
(
Z
j+1
r−1 +δ(Z
j+1−r
r−1 )
)
. The group E
j ,i
r is
just the image of Z jr ∩C i+ j (G,A) in E jr . By definition, one has E j ,i1 ≃Hi+ j (L j /L j+1). To use the spectral sequence like [6], let
C j
(
G/K ,C i (K ,A)
)
be the group of “ normalized ” j -cochains f ’s onG/K with values inC i (K ,A) subject to the condition that
f (s1, · · · , s j )[t1, · · · , ti ] defines a Borel function from (G/K ) j × (K )i to A. On C j
(
G/K ,C∗(K ,A)
)
, one introduces the natural
coboundary operators δ∗K , and obtains the i -th cohomology group H
i
(
C j (G/K ,C∗(K ,A)
)
. In [11, p.48, Lemma 1.1], it is
shown that E j ,i1 is isomorphic to H
i
(
C j (G/K ,C∗(K ,A))
)
. Notice that a Borel homomorphism of local compact groups is also
continuous, so we have H1(K ,A)≃Hom(K ,A), and H1(K ,A) becomes a topological group when equipped with a canonical
Borel structure. Along with [6] but taking the Borel structure into account, Moore proved the following results:
Theorem 2.23 ([11, p.49 and p.52, Theorem 1.1]). (1) E
j ,0
1 ≃C j (G/K ,A), E
0,i
1 ≃Hi (K ,A).
(2) E
j ,1
1 ≃C j
(
G/K ,H1(K ,A)
)
, and E
j ,1
2 ≃H j
(
G/K ,H1(K ,A)
)
.
According to [11, pp. 52-53], the composed map H j (G/K ,A) ≃ E j ,02 −→ E
j ,0
∞ ,→ H j (G,A) is the inflation from G/K to G,
j = 1,2 and the composed map Hi (G,A)։ E0,i∞ ,→ E0,i2 ≃ H i (K ,A) is the restriction from G to H . By [6, p.130, Remark] we
have the following inflation-restriction sequence
0−→H1(G/K ,A) in f1−→H1(G,A) res1−→H1(K ,A)G d2−→H2(G/K ,A) in f2−→H2(G,A). (2.3)
For later use, let us extend the above long exact sequence to six terms. Now let H2(G,A)1 denote the kernel of the restriction
from H2(G,A) to H2(K ,A), which is isomorphic to H2(L1). Recall that the coimage of d2 is E
2,0
∞ , which is isomorphic with
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H2(L2). Note that H2(L1)/H2(L2) is isomorphic with E
1,1
∞ . Now δ : E
1,1
2 −→ E3,−12 is null, so there is an embedding E1,1∞ ,→
E1,12 ≃H1
(
G/K ,H1(K ,A)
)
. Hence we conclude that the following exact sequence of six terms holds:
0−→H1(G/K ,A) in f1−→H1(G,A) res1−→H1(K ,A)G d2−→H2(G/K ,A) in f2−→H2(G,A)1
p−→H1 (G/K ,H1(K ,A)). (2.4)
Remark that the above sequence coming from spectral sequence is functorial over the pair (G,K ).
2.4.2. Explicit expression. For convenience, let us describe explicitly the map p in terms of cocycles by following [6]. Let
[c] ∈H2(G,A)1 such that the restriction of the cocycle c to K ×K is trivial. By definition, we have
c(s2, s3)−c(s1s2, s3)+c(s1, s2s3)−c(s1, s2)= 0, s1, s2, s3 ∈G (2.5)
We choose a set of representatives Ω = {s∗ ∈G} for G/K such that the restriction of the morphism G −→G/K to Ω is a Borel
isomorphism, and 1G ∈Ω. For s = s∗t , t ∈K , define h(s)= c(s∗, t). Note that
δ1h(s, t
′)= h(t ′)−h(st ′)+h(s)=−c(s∗, t t ′)+c(s∗, t), t ′ ∈K (2.6)
Consider c∗(s, s1) = c(s, s1)+δ1h(s, s1), for s = s∗t , s1 ∈G. Then c∗(s, t ′) = (c +δ1h)(s, t ′) is zero by (2.5) and (2.6). As δ2c∗ =
δ2(c+δ1h)= 0, we obtain c∗(s∗, t)− c∗(s1s∗, t)+ c∗(s1, s∗t)− c∗(s1, s∗)= 0. Hence c∗(s1, s)= c∗(s1, s∗t)= c∗(s1, s∗), meaning
that c∗(s1, s) depends only on s1 and the coset sK . By replacing c with c∗, the map p is just given by p([c∗]) : sK 7−→
(
t −→
c∗(t , s)
)
, for t ∈K , s ∈G.
3. THE CRITERION
We keep the notations of Section 2. Throughout this section, we will let ΛΓ =
{
λ1(g1)=λ2(g2)−1 | (g1,g2)∈ Γ
}
. Then there
exists a short exact sequence 0 −→ U(W1)×U(W2) −→ Γ λ−→ ΛΓ −→ 1, where λ sends (g1,g2) to λ1(g1). Applying the given
map ι in Section 1, we obtain 0 −→ ι(U(W1)×U(W2)) −→ ι(Γ)−→ ι(Γ)/ι(U(W1)×U(W2)) −→ 1. By an abuse of notation, we
write ι(ΛΓ) for ι(Γ)/ι
(
U(W1)×U(W2)
)
in the following. ByHochschild-Serre spectral sequence(cf. Section 2.4), there exists the
following long exact sequence:
0−→Hom(ι(ΛΓ), µ8)−→Hom(ι(Γ), µ8)−→Hom(ι(U(W1)×U(W2)), µ8)i(Γ) −→H2 (ι(ΛΓ), µ8)
−→H2 (ι(Γ), µ8)1 −→H1 (ι(ΛΓ), H1(ι(U(W1)×U(W2)), µ8))
Now let [cRao ] ∈ H2
(
Sp(W ),µ8
)
be the unique nontrivial class of order 2 and [c] its restriction to ι(Γ). By Theorem 1.1, the
restriction of [c] to ι
(
U(W1)×U(W2)
)
is trivial apart from the exceptional case mentioned there.
Lemma 3.1. Assume that Γ1 is a closed subgroup of Γ satisfying the following four conditions:
(C1) λ :Γ1 −→ΛΓ is surjective;
(C2) Hom(ι(Γ1),µ8)−→Hom
(
ι
(
U(W1)×U(W2)
)
0,µ8
)ι(Γ1)
is surjective, where ι
(
U(W1)×U(W2)
)
0 = ι(Γ1)∩ ι(U(W1)×U(W2));
§
(C3) Under the restriction map Res : H2
(
ι(Γ),µ8
)−→H2 (ι(Γ1),µ8) the image of [c] is trivial;
(C4) For each ν = 1,2, there exists a set Ων of representatives for ι(U(Wν))/[ι(U(Wν)), ι(U(Wν))] such that the set [Ων]ι(Γ1)
belongs to the parabolic subgroup P (Yν) for some Lagrangian vector space Yν of W .
Then the exact sequence 1−→µ8 −→Γ−→ ι(Γ)−→ 1 splits over ι(Γ).
Proof. ι(Γ) is identifiedwith ι(Γ1)·ι
(
U(W1)×U(W2)
)
, so ι(Γ1)/ι
(
U(W1)×U(W2)
)
0 ≃ ι(ΛΓ). Applying the six-termexact sequence
(2.4) to the following commutative diagram
1 −→ ι(U(W1)×U(W2))0 −→ ι(Γ1) −→ ι(ΛΓ) −→ 1
↓ ↓ ↓
1 −→ ι
(
U(W1)×U(W2)
)
−→ ι(Γ) −→ ι(ΛΓ) −→ 1
§When D = F orD =H, the kernel of ι is just {(1,1),(−1,−1)}; when D = E , the kernel-ker ι- belongs to the center of U(W1)×U(W2). If ker ι belongs to Γ1,
ι(Γ1)∩ ι
(
U(W1)×U(W2)
)
= ι
(
Γ1∩ (U(W1)×U(W2))
)
. In the general case, one can add ker ι to Γ1 to avoid the problem.
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yields a diagram of long exact sequences:
0 −→ H2 (ι(ΛΓ),µ8) α1−→ H2 (ι(Γ1),µ8)1 −→ H1 (ι(ΛΓ),H1 (ι(U(W1)×U(W2))0,µ8)) −→ ···
↑ ↑ l ↑
· · · −→ H2 (ι(ΛΓ),µ8) α−→ H2 (ι(Γ),µ8)1 p−→ H1 (ι(ΛΓ),H1 (ι(U(W1)×U(W2)),µ8)) −→ ···
It is possible to divide the horizontal arrow p into p1, p2, where pν : H2(ι(Γ), µ8)1 −→ H1
(
ι(ΛΓ),H1(ι(U(Wν)),µ8)
)
. For each
ν = 1,2, we let cν be a 2-cocycle constructed in [10, p. 55, Théorème], associated to Yν and ψ, which is a Borel func-
tion from Sp(W )× Sp(W ) to µ8. Under the restriction from H2
(
ι(Γ), µ8
)
to H2
(
ι(U(W1)×U(W2)), µ8
)
, the image of [cν]
is trivial, meaning that [cν] lies in H2
(
ι(Γ), µ8
)
1. So there is a Borel function f from ι
(
U(W1)×U(W2)
)
to µ8 such that
cν(t1, t2) = fν(t1t2) fν(t1)−1 fν(t2)−1, for t1, t2 ∈ ι
(
U(W1)×U(W2)
)
. Note that when t0 ∈ Ων ⊆ P (Yν), t ∈ ι
(
U(W1)×U(W2)
)
,
we even have fν(t0t) = fν(t0) fν(t) = fν(t t0). According to [11, p.42, Definition 1.2], we can choose a set of representatives
∆= {s∗ ∈ ι(Γ1)} for ι(Γ)/ι(U(W1)×U(W2)) subject to the conditions that the restriction of ι(Γ)−→ ι(Γ)/ι(U(W1)×U(W2)) to ∆
is a Borel isomorphism, and∆ contains the identity element of ι(Γ) or ι(Γ1). Now let fν extend to a Borel function of ι(Γ) by tak-
ing the trivial value outside ι
(
U(W1)×U(W2)
)
. We replace cν with c ′ν = cν ·δ1 fν, i.e. c ′ν(s1, s2)= cν(s1, s2) fν(s1) fν(s2) fν(s1s2)−1
for s1, s2 ∈ ι(Γ). It is immediate that c ′ν(t , t ′) = 1 for t , t ′ ∈ ι
(
U(W1)×U(W2)
)
. Following Section 2.4.2, we define a Borel func-
tion h of ι(Γ) as h(s) = c ′ν(s∗, t), for s = s∗t ∈ ι(Γ) with s∗ ∈ ∆, t ∈ ι
(
U(W1)×U(W2)
)
, and consider the cocycle c∗ν = c ′ν ·δ1h;
then the map pν is just given by pν([cν]) : s∗ 7−→ (t −→ c∗ν (t , s∗)), for t ∈ ι(U(Wν)), s∗ ∈ ∆. Notice that pν
(
[cν]
)
(s∗) be-
longs to Hom
(
ι(U(Wν)),µ8
)
, so it depends only on the values at those t0 ∈ Ων. Now c∗ν (t0, s∗) = c ′ν(t0, s∗)[δ1h(t0, s∗)] =
c ′ν(t0, s
∗)c ′ν(s
∗, (s∗)−1t0s∗)−1 = fν(t0) f s
∗
ν (t0)
−1, a coboundary with respect to H1
(
ι(Γ),Hom(ι(U(Wν)),µ8)
)
. Hence under the
map pν, the image of [cν] is trivial, and [c1]= [c2] =α([d]) for some [d] ∈H2(ι(ΛΓ),µ8). By assumption, l
(
[cν]
)= 0 =α1([d]);
as α1 is injective, we get [d]= 0, and then [cν]= 0, so the result follows. 
Remark 3.2. Keep the above notations. The result also holds if we replace the above (C3) and (C4) by the following condition:
(C3 12 ) For each ν = 1,2, there exists a set Ων of representatives for ι(U(Wν))/[ι(U(Wν)), ι(U(Wν))] such that the set [Ω1]ι(Γ1)
belongs to P (Y1) for some Lagrangian vector space Y1 of W , and the restriction of [c] to the new group generated by
ι(Γ1) and ι(Ω2) is trivial.
Proof. Under the above condition, it can also be shown that p([c]) is trivial in H1
(
ι(ΛΓ),H1
(
ι(U(W1)×U(W2)),µ8
))
, and the
remaining proof is the same as above. 
In the following Sections 4—9, we shall prove Theorem A. Our main tool is the above lemma 3.1, and it reduces to find
certain suitable subgroup Γ1 of Γ satisfying the desired conditions (C1)—(C4), or the variant ones. In the rest of this paper,
we shall frequently come back to these conditions without further illustration.
4. THE PROOF OF THE MAIN THEOREM-PART I.
In this section, we follow the notations of Section 3 and prove Theorem A (cf. Section 1) in one major type of cases, where
eitherW1 orW2 is a hyperbolic space overD.
Proposition 4.1. WhenW1 orW2 is a hyperbolic space over D, Theorem A holds.
Proof. Without loss of generality, we assume that W2 ≃ n2H for a hyperbolic plane H over D. Let H = X ⊕ X ∗ be a
complete polarisation, so that we can define two sections s± : F× −→ GU(W2);a 7−→ t±a ×·· ·× t±a︸          ︷︷          ︸
n2
for t±a =
( ±1 0
0 ±a
)
∈
GU(H). Consider the subgroup Γ1 =
{
(g1,g2) ∈GU(W1)× s±(F×) |λ1(g1)=λ2(g2)−1
}
of Γ. We identify ΛΓ = ΛΓ1 , and fairly
have Γ1 ∩
(
U(W1,〈,〉1)×U(W2,〈,〉2)
) = {(1,1),(−1,−1)} . It is known that Γ1 belongs to a parabolic subgroup P (W1 ⊗ X ∗) of
Sp(W,〈,〉), provided the condition (C3). By Lemmas 2.4, 2.5,¶ P (W1 ⊗ X ∗) contains a complete set of representatives for
U(W2,〈,〉2)/[U(W2,〈,〉2),U(W2,〈,〉2)], and also U(W1,〈,〉1), Γ1, so the condition (C4) holds. By Lemma 3.1, the result fol-
lows. 
¶Here, we assume thatW2 is not an orthogonal space over F .
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Corollary 4.2. If W1 is a symplectic vector space over F and W2 is an orthogonal vector space over F of even dimension, then
the central extension Γ splits over Γ.
5. THE PROOF OF THE MAIN THEOREM-PART II.
In this section we shall prove Theorem A in another type of cases.
Proposition 5.1. Let D = E be a quadratic field extension of F . If both W1, W2 are anisotropic vector spaces over E, then
Theorem A holds.
Proof. Cases I & I I : dimE (W1)= 1 or dimE (W2)= 1. By almost symmetry, we only deal with the first case. AssumeW1 = E ( f ),
for f = 1 or f ∈ F×àNE/F (E×). We now define an F -bilinear mapping θ fromW ≃ E ( f )⊗EW2 toW2 as θ :W = E ( f )⊗EW2 −→
W2; e ⊗w2 7−→ ew2, which further induces an isometry of symplectic spaces over F , when W2 on the right-hand side is
endowed with the symplectic form 〈,〉2,F = TrE/F ( f 〈,〉2). Then the composite map ι : Γ ,→ Sp(W,〈,〉)≃ Sp(W2,〈,〉2,F ), induced
by the above θ, implies that ι(Γ)= ι
(
U(W1,〈,〉1)×U(W2,〈,〉2)
)
. By Theorem 1.1, Γ splits over Γ.
Case III: dimE (W1) = dimE (W2) = 2. By Theorem 2.1, we assume thatW1 ≃ H andW2 ≃ H. Suppose now E = F (i) for some
i ∈H0, with i2 =−α ∈ F×. By [20, p. 358], we choose an element j ∈H, such that {1,i,j,k= ij} forms a standard basis ofH, with
i
2 =−α and j2 =−β. Let TrH/E denote the canonical projection fromH to E defined byTrH/E (e1+je2)= e1, for ei ∈ E . Then the
E-vector spaceH= E⊕jE , equipped with the formdefined as 〈e1+je2,e ′1+je ′2〉1 =TrH/E
(
(e1+je2)(e ′1+je ′2)
)= e1e ′1+βe2e ′2, for
ei ,e ′i ∈H, will turn into a hermitian space over E . On the other hand we assume that the form 〈,〉2 on H= E ⊕Ej is just given
by −i〈,〉1, i.e., if e1+ e2j,e ′1+ e ′2j ∈H, we then have 〈e1+ e2j,e ′1+ e ′2j〉2 =−i(e1e ′1+βe2e ′2)= TrH/E
(− i(e1+ e2j)(e ′1+ e ′2j)), for
e1,e ′1,e2,e
′
2 ∈E . The skewhermitian form 〈,〉W ,E onW =H⊗EH is nowdefined as 〈w1⊗w2,w ′1⊗w ′2〉W ,E = 〈w1,w ′1〉1〈w2,w ′2〉2 =
i
(
a1b1a
′
1b
′
1+βa1b2a′1b′2
)+ iβ(a2b1a′2b′1+βa2b2a′2b′2), for w1 = a1+ ja2,w ′1 = a′1+ ja′2 ∈H;w2 = b1+b2j,w ′2 = b′1+b′2j ∈H.
As is easy to verify that if H⊕H is endowed with the skew hermitian form 〈,〉H⊕H,E = 〈,〉2 +β〈,〉2, then the E-linear map
θ = θ1⊕θ2 :W =H⊗EH≃
(
E⊕jE)⊗EH−→H⊕H; [(a1+ja2)⊗(b1+b2j)] 7−→ (a1b1+a1b2j,a2b1+a2b2j), defines an isometry
from (H⊗EH,〈,〉W ,E ) to (H⊕H,〈,〉H⊕H,E ). By definition, we can embed E× into GU(W1) resp. GU(W2) defined as e ·(e1+je2) :=
e1e+je2e resp. e ·(e1+e2j) := ee1+ee2j, for e ∈E×; bothmultipliers of e are the sameNE/F (e). We choose an element e−1 ∈H×,
with reducednorm−1. Now lete−1j act onW1 as [e−1j,e1+je2] := e−1j·(e1+je2), and onW2 as [e−1j,e1+e2j] := (e1+e2j)·e−1j
with multipliers both being Nrd(e−1j)=−β.
(A) If i = ξ, e−1 ∈ E×, we define a subgroup Γ1 of Γ as generated by (j,j−1), (e,e−1), for all e ∈ E×. Then λ(Γ1) =
〈NE/F (E×),β〉 = F×, and ι(Γ1)∩ ι
(
U(W1,〈,〉1)×U(W2,〈,〉2)
)
= 1. Indeed by definition, we have j · (a + jb) = −βb + ja and
(a+bj)·j−1 = b− aβj, so through the above θ the element (j,j−1) acts onH⊕H as (j,j−1)•
(
a1+b1j,a2+b2j
)
= (−βb2+a2j,b1−
a1
β j). Hence the image of Γ1 or Γ in Sp(W,〈,〉) sits in U(W,〈,〉W ,E ). By Theorem 1.1, the result holds in this case.
(B) If i = ̟ or ξ̟, and j = ξ, we set F2 = F (ξ). In this case, e−1 = a−1+ jb−1 ∈ F (j)×, for some a−1,b−1 ∈ F×. We define
a subgroup Γ1 of Γ as generated by (e−1j, (e−1j)−1), (e,e−1), for all e ∈ E×. Then λ(Γ1) = 〈NE/F (E×),−β〉 = F×, and ι(Γ1)∩
ι
(
U(W1,〈,〉1)×U(W2,〈,〉2)
) = 1. By definition, e−1j · (a + jb) = −βe−1b + e−1ja, and (a + bj) · (e−1j)−1 = (a + bj) · jβe−1 =
−be−1+ ae−1β j, so through the above θ, the element
(
e−1j, (e−1j)−1
)
acts onH⊕H as(
e−1j, (e−1j)−1
)• [a1+b1j,a2+b2j]= [(b1b−1+b2a−1)β− (a1b−1+a2a−1)j, (−b1a−1+βb2b−1)+ (a1a−1
β
−a2b−1)j]•e−1.
By observation, the image of Γ1 in Sp(W,〈,〉) belongs to U(W,〈,〉W ,E ). By Theorem 1.1, the result holds in this case. This
completes the proof. 
In Sections 6—8, in view of the results of Satake( Section 2.2.3) we shall prove Theorem A in some quaternionic cases.
6. THE PROOF OF THE MAIN THEOREM-PART III.
In this section we shall follow the notations introduced at beginning of Section 3. Let (W1 = H[j]⊕H[l],〈,〉1) be a right
anisotropic shew hermitian space overH of dimension 2 such that (1)
{
1,i,j,k = ij=−ji} is a standard basis ofH; (2) i2 =−α,
j
2 =−β, l2 =−k2 =αβ; (3) l= b0i+ c0j+d0k for some b0,c0,d0 ∈ F satisfying b20α+ c20β+d20αβ=−αβ. Let (W2 =H,〈,〉2) be
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a left hermitian space over H of one dimension with the hermitian form defined by 〈d,d′〉2 = dd′, for vectors d,d′ ∈ H. Let
(W,〈,〉)= (W1⊗HW2,Trd(〈,〉1⊗〈,〉2)) be as in Section 3.
Let {1,ξ,̟,ξ̟} be the fixed standard basis of H given in Section 2.1. IfW1 is endowed with the F -symplectic form 〈,〉1,F =
Trd(〈,〉1), thenone can check that the canonicalmapping θ :W =W1⊗HW2 ≃
(
H[j]⊕H[l])−→W1 =H[j]⊕H[l];w1⊗d 7−→w1d,
defines an F -isometry from (W,〈,〉) to (W1,〈,〉1,F ). An element g ∈ U(W2,〈,〉2) now acts on W1 on the right-hand side by
multiplication. In the following, we shall prove the result closely along the different cases described in Proposition 2.2.
6.1. Cases I & I I . We assume (i,j,l) = (̟,ξ,e−1ξ̟) or (ξ̟,ξ,e−1̟), in which cases we may and do assume c0 = 0. As-
sume that e−1 is the Teichmüller representative of an element of kF (j) in OF (j) with order 2(q + 1). It then follows that
Nrd(e−1) = −1. For simplicity, we choose certain b0, d0 at the beginning such that (e−1)−1 = d0 + b0β j, and l = (e−1)−1k.
Let us fix a symplectic basis A2 =
{
e1 =− 12β ,e2 = i2αβ ;e∗1 = j,e∗2 =k
}
of the subspace (H[j],〈,〉1,F ) and a symplectic basis
A3 =
{
f1 = 12 , f2 =−
j
2β ; f
∗
1 = lαβ , f ∗2 =
jl
αβ
}
of the subspace (H[l],〈,〉1,F ). LetU1 = Span{e1,e∗1 }, U2 = Span{e2,e∗2 } be the sym-
plectic vector subspaces of (H[j],〈,〉1,F ) with the symplectic basis A (1)2 = {e1,e∗1 }, A (2)2 = {e2,e∗2 } respectively.
In those cases, U(W2,〈,〉2) ≃ SL1(H). By Lemma 2.6, U(W2,〈,〉2)/[U(W2,〈,〉2),U(W2,〈,〉2)] is a cyclic group of or-
der (q + 1) generated by e2−1 = (d20 −
b20
β ) −
2b0d0
β j in SL1(F (j)). Under the above basis A
(1)
2 , A
(2)
2 , and A3, e
2
−1 acts
on U1, U2 and H[l] by means of the matrices G
(1)
1 =
d20 − b20β −4βb0d0
b0d0
β2
d20 −
b20
β
, G(2)1 =
d20 − b20β 4αβb0d0
− b0d0
αβ2
d20 −
b20
β
, and G2 =

d20 − b20β − 2b0d0β
2b0d0 d20 −
b20
β
 0
0
d20 − b20β −2b0d0
2b0d0
β d
2
0 −
b20
β

 respectively.
On the other hand, according to Lemma 2.22, SL1(DF (i))/[SL1(DF (i)),SL1(DF (i))] together with T1 =
{(1,1),(−α,i−1), (β,
√
−β−1), (−αβ,i−1
√
−β−1)} have full image in U(W1,〈,〉1)/[U(W1,〈,〉1),U(W1,〈,〉1)]. Now let
us first describe the action of
{
(1,1),(−α,i−1), (β,
√
−β−1), (−αβ,i−1
√
−β−1)
}
on W1 by following the proce-
dure of Section 2.2.3. The element i−1 (resp.
√
−β−1) corresponds to h1 = diag(i−1,i−1,−i−1,−i−1) (resp.
h2 = diag(
√
−β−1,−
√
−β−1,
√
−β−1,−
√
−β−1)) in the algebra D4 defined in Section 2.2.3.(Here, h1, h2 ∈ K˜ .) By Re-
mark 2.15
h(2)1 = diag(
(−α−1
−α−1
)
,
(
α−1
α−1
)
,
(
α−1
α−1
)
)
and
h(2)2 = diag(
(
β−1
β−1
)
,
(−β−1
−β−1
)
,
(
β−1
β−1
)
).
Therefore the elements (−α,i−1) and (β,
√
−β−1) act on W1 ⊗F F1 as well as W1 ⊗F K via the matrices −αP−1h(2)1 P =
diag(I ,−I ,−I ) and βP−1h(2)2 P = diag(I ,−I , I ) of GL3(M2(F )) respectively. Observe that the images of (−α,i−1)
and (β,
√
−β−1) in Sp(W1,〈,〉1,F ) belong to the center of Sp(H[j],〈,〉1,F ) × Sp
(
H[l],〈,〉1,F
)
. Next, by Lemma 2.6,
SL1(DF (i))/[SL1(DF (i)),SL1(DF (i))] is a cyclic group of order (q+1) generated by g0 = (d20−
b20
β )−
2b0d0
β
√
−β inSL1(F (
√
−β)).
Let s0 = (d20 −
b20
β ), and t0 =−
2b0d0
β . Then g0 = s0+ t0
√
−β corresponds to h = diag(s0+ t0
√
−β, s0− t0
√
−β, s0+ t0
√
−β, s0−
t0
√
−β) in D4. By Remark 2.15, h(2) = diag(1,A,1) ∈GL3(M2(K )) for A =
(
(s0+ t0
√
−β)2 0
0 (s0− t0
√
−β)2
)
∈GL2(K ); it acts on
W1⊗F F1 as well asW1⊗F K via the matrix P−1h(2)P = diag(1,B,1)(lemma 2.17), for
B =
(
1
√
−β
1 −
√
−β
)−1 (
(s0+ t0
√
−β)2 0
0 (s0− t0
√
−β)2
)(
1
√
−β
1 −
√
−β
)
=
(
s20− t20β −2s0t0β
2s0t0 s20 − t20β
)
.
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In this way we understand g0 well as an element of SUV (F ), where V =H[i]⊕W1 is given at the beginning of Section 2.2.3.
As shown in Section 2.2.3, there is a canonical one-to-one mapping from U(W1,〈,〉1) to SUV (F ). By following the procedure
described by Satake in [19], g0 acts on W1 = H[j]⊕H[l] as an element (s20 − t20β+2s0t0j,1) in U(H[j])×U(H[l]). Under the
above bases A (1)2 , A
(2)
2 , and A3, such element acts onU1,U2, and H[l] via the matrices H
(1)
1 =
[
s20 − t20β 4β2s0t0
− s0t0β s20− t20β
]
, H (2)1 =
[
s20 − t20β 4αβ2s0t0
− s0t0αβ s20 − t20β
]
, and H2 =

[
1 0
0 1
]
0
0
[
1 0
0 1
]
 respectively.
Notations being as above, we can let Ω1 = 〈g0〉×T1, and Ω2 = 〈e2−1〉. Note that for any two elements g1 ∈GU
(
H[j],〈,〉1,F
)
,
g2 ∈ GU
(
H[l],〈,〉1,F
)
with the same similitude factor, the ordered pair (g1,g2) can be viewed as an element in GU(W1,〈,〉1).
Now let us define a subgroup Γ1 of Γ as generated by
(
e−1j,j; (e−1j)−1
)
, (e−1l,l;l−1), and (a,a;a−1) for all a ∈ F×.
Lemma 6.1. (i) ΛΓ1 = F× =ΛΓ;
(ii) Γ1∩
(
U(W1,〈,〉1)×U(W2,〈,〉2)
)= {(1,1),(−1,−1)};
(iii) ι(Ωi )ι(Γ1) = ι(Ωi ), for i = 1,2.
Proof. Parts (i)(ii) are straightforward. For (iii), when i = 1, [e−1j,j](s20 − t20β+2s0t0j)[e−1−1j−1,j−1] = s20 − t20β+2s0t0j. Note
that e−1l=k, so [k,l](s20 − t20β+2s0t0j)[k−1,l−1]= s20− t20β−2s0t0j= e−4−1 ∈Ω1. The result for i = 1 is similar. 
Under the bases A (1)2 , A
(2)
2 , A3,
(
e−1j,j; (e−1j)−1
)
acts on U1, U2, H[l] via the matrices A
(1)
1 =
[
1 0
0 1
]
, A(2)1 =
d20 − b20β −4αβb0d0
b0d0
αβ2
d20 −
b20
β
, A2 =

[
d0
b0
β
−b0 d0
]
[
−d0 −b0
b0
β −d0
]
 respectively.
Under the bases A (1)2 , A
(2)
2 , A3, (e−1l,l;l
−1) acts on U1, U2, H[l] via the matrices B
(1)
1 =
[
−d0 −2βb0
− b0
2β2
d0
]
, B (2)1 =
[
d0 −2αβb0
− b0
2αβ2
−d0
]
, B2 =

[
1 0
0 −1
]
[
1 0
0 −1
]
 respectively.
Remark 6.2. (1) H (1)1 = {G(1)1 }2, and H (2)1 = {G(2)1 }−2;
(2) B (1)1 G
(1)
1 = {G(1)1 }−1B (1)1 ;
(3) G(2)1 A
(2)
1 = I and B (2)1 A(2)1 = {A(2)1 }−1B (2)1 , where I is the identity matrix;
(4) {B (i)1 }
2 =−I , for i = 1,2.
Proof. (1) Notice that s20 − t20β+2s0t0j = e4−1. The matrices G(1), G(2) correspond to the element e4−1 acting on H[j] on the
right-hand side, and H (1)1 H
(2)
1 correspond to the element e
2
−1 acting on H[j] on the left-hand side, so the result follows from
e−14 = (e−1)−4. Other parts (2)—(4) are straightforward. 
Let Si be the subgroup of SL(Ui ,〈,〉1,F ) generated byG(i)1 ,H (i)1 ,A(i)1 , and Ti =Si · 〈B (i)1 〉, for i = 1,2 respectively. By Remark
6.2, Si = 〈G(i)1 〉 ≃Zq+1, and 〈B (i)1 〉 ≃Z4. Let us fix a non-trivial characterψ of F .
Remark 6.3. Let C (1)1 =
[
−d0 2βb0
b0
2β2
d0
]
, and C (2)1 =
[
d0 2αβb0
b0
2αβ2
−d0
]
. Then
(1) G(i)1 =B (i)1 C (i)1 , {G(i)1 }−1 =C (i)1 B (i)1 , for i = 1,2;
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(2) B (i)1 ∉Si , C (i)1 ∉Si ;
(3) {C (i)1 }
2 =−I , for i = 1,2.
Proof. Parts (1) and (3) are straightforward. For (2), by observation, every element g ∈ Si has the form
[
t ∗
∗ t
]
, for some
t ∈ F . However the diagonal parts of B (i)1 , C (i)1 are diag(d0,−d0) or diag(−d0,d0) with d0 , 0. 
Lemma 6.4. The inverse image of Ti in SL(Ui ,〈,〉1,F ) splits.
Proof. In case i = 1, we assume B (1)1 = u(x)h(t)u(−x), for certain u(x) =
[
1 x
0 1
]
, h(t) =
[
0 t
−t−1 0
]
. Then C (1)1 =
u(−x)h(−t)u(x). Set Y ∗1 = Span{e∗1 }. Let cY ∗1 ,ψ the Leray cocycle(cf. [8, p.13]) associated to the Lagrangian subspace Y
∗
1
andψ. Then using the formulas in [8, pp.18-21], we can calculate the Leray cocycle
cY ∗,ψ(B
(1)
1 ,B
(1)
1 )= cY ∗,ψ
(
u(x)h(t)u(−x),u(x)h(t)u(−x))= cY ∗,ψ(h(t),h(t))= γ(ψ◦L(Y ∗ ·h(t),Y ∗,Y ∗ ·h(t)2))= 1.
According to Theorem 1.1, the restriction of [cY ∗1 ,ψ] toS1 is trivial, so there exists a Borel function f (t) fromS1 to µ8 such that
cY ∗1 ,ψ(t1, t2) = f (t1t2) f (t1)
−1 f (t2)−1, for t1, t2 ∈ S1.|| Now view f (t) as a function from T1 to µ8, and define a new 2-cocycle
cY ∗,ψ = cY ∗,ψ ·δ1( f ). Then cY ∗,ψ
(
[G(1)1 ]
k , [G(1)1 ]
l
)= cY ∗,ψ(±B (1)1 ,±B (1)1 )= 1, for any integers k, l . Moreover,
cY ∗,ψ(B
(1)
1 ,C
(1)
1 )= cY ∗,ψ(B (1)1 ,C (1)1 )= cY ∗,ψ
(
u(x)h(t)u(−x),u(−x)h(−t)u(x)
)
= cY ∗,ψ
(
h(t)u(x2),h(−t)
)
= cY ∗,ψ
(
h(−t)u(x2),h(t))= cY ∗,ψ(u(−x)h(−t)u(x),u(x)h(t)u(−x))= cY ∗,ψ(C (1)1 ,B (1)1 )= cY ∗ ,ψ(C (1)1 ,B (1)1 ) (6.1)
Let us define a new function h from T1 to µ8 as h(a) = cY ∗ ,ψ
(
(B (1)1 )
k , (G(1)1 )
l
)
, for a = (B (1)1 )k (G(1)1 )l ∈ T1. Then replace
the 2-cocycle cY ∗,ψ by c∗Y ∗,ψ = cY ∗,ψ · δ1(h). Next let us apply the criterion(Lemma 3.1) to the triple (S1,〈B
(1)
1 〉,T1) in-
stead of (U(W1)×U(W2),Γ1,Γ). Go back to the proof of Lemma 3.1, and it suffices to show that the image p
(
[c∗
Y ∗ ,ψ]
)
is
trivial, where p : H2(T1,µ8)1 −→ H1
(〈B (1)1 〉,H1(S1,µ8)). Since {B (1)1 }2 = −I , and S1 is a finite cyclic group, it suffices to
verify that p
(
[c∗Y ∗ ,ψ]
)
(G(1)1 ,±B (1)1 ) = 1. Note that p
(
[c∗Y ∗,ψ]
)(
G(1)1 ,±B (1)1
) = cY ∗ ,ψ(G(1)1 ,±B (1)1 )h(G(1)1 )h(±B (1)1 )[h(±G(1)1 B (1)1 )]−1 =
cY ∗,ψ
(
G(1)1 ,±B (1)1
)
cY ∗,ψ
(±B (1)1 , [G(1)1 ]−1)−1 = 1 by (6.1), (2.5) and Remark 6.3. The case i = 2 is similar. 
According to [5, pp. 245-246], there exists the following morphism on cover groups:
SL(U1,〈,〉1,F )×SL(U2,〈,〉1,F )×Sp(H[l],〈,〉1,F )−→ Sp(W1,〈,〉1,F ).
Let Y3 = Span{ f ∗1 , f ∗2 } be a Lagrangian subspace of (H[l],〈,〉1,F ). Then the above elements G2,H2, A2,B2 all belong to the
parabolic subgroup P (Y3) of Sp
(
H[l],〈,〉1,F
)
. By Lemma 3.1 and Remark 3.2, we obtain:
Proposition 6.5. In the above two cases I and II, Theorem A holds.
6.2. Case III. In this subsection, we follow the notions of Section 2. Let (i,j,l) = (ξ,̟,e−1ξ̟), and for simplicity we as-
sume the beginning b0 = 0. Let us fix a symplectic basis B2 =
{
− 12β , i2αβ ;j,k
}
of (H[j],〈,〉1,F ) and B3 =
{
1
2 ,− i2α ; lαβ , ilαβ
}
of (H[l],〈,〉1,F ). It is known that U(W2,〈,〉2)/[U(W2,〈,〉2),U(W2,〈,〉2)] ≃ SL1(H)/[SL1(H),SL1(H)], which is a cyclic group
of order (q + 1); we choose a generator with inverse image x0 + y0i in SL1(F (i)). Such element acts on H[j] resp. H[l],
with respect to the basis B2 resp. B3, via the matrices L2 =

x0 y0 0 0
−y0α x0 0 0
0 0 x0 y0α
0 0 −y0 x0
 resp. L3 = L2. Now let Yν =
{
x+ yi | x, y ∈ F } be a Lagrangian subspace of (H[j],〈,〉1,F ) as well as (H[l],〈,〉1,F ), and Y = Yν ⊕Yν a Lagrangian subspace
of (W1,〈,〉1,F ). So L2 or L3 belongs to the parabolic subgroup P (Y ) of Sp(W1,〈,〉1,F ). If we let Ω2 =SL1
(
F (i)
)
, with full image
in U(W2,〈,〉2)/[U(W2,〈,〉2),U(W2,〈,〉2)], then the image ofΩ2 in Sp(W1,〈,〉1,F ) belongs to P (Y ).
|| See [10, p.57] for the details.
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Now let us turn to the groupU(W1,〈,〉1). Similarly as Cases I & I I , the images of (−α,i−1) and (β,
√
−β−1) in Sp(W1,〈,〉1,F )
belong to the center of Sp(H[j],〈,〉1,F )× Sp(H[l],〈,〉1,F ). By Remark 2.7, SL1(DF (i))/[SL1(DF (i)),SL1(DF (i))], is isomorphic
with a cyclic group of order (q2+1). Let us chose a generator of that group with inverse imageα1+a1α2 in SL1(DF (i)) so that
α21+(c0−d0i)α22 = 1. Then it acts onW1⊗F F1 via thematrix g =

α1 (−c0+d0i)α2
α2 α1
ασ1 −
(c0+d0i)
i
ασ2
iασ2 α
σ
1
 ∈D4. By calculation
(cf. Remark 2.15), we know that
g (2) =

1
1
NF (i)/F (α1) iNF (i)/F (α2) − c0+d0i
i
α1α
σ
2 (−c0+d0i)α2αα1
iNF (i)/F (α2) NF (i)/F (α1) α2α
σ
1 iα1α
σ
2
iα1α
σ
2 (−c0+d0i)α2ασ1 NF (i)/F (α1) i(−c0+d0i)NF (i)/F (α2)
α2α
σ
1 −
c0+d0i
i
α1α
σ
2 −
c0+d0i
i
NF (i)/F (α2) NF (i)/F (α1)

.
It can be directly checked that P−1g (2)P =
1 0 00 X22 X23
0 X32 X33
 ∈ GL3(M2(F )) for X22 =(
NF (i)/F (α1)+ iNF (i)/F (α2) 0
0 NF (i)/F (α1)− iNF (i)/F (α2)
)
, X23 =
(
(−c0+d0i)α2ασ1 +α1ασ2 i 0
0 −α2ασ1 i− (c0+d0i)α1ασ2
)
,
X32 =
(
α2α
σ
1 −
(c0+d0i)α1ασ2
i
0
0 α1ασ2 +
(c0−d0i)α2ασ1
i
)
, X33 =
(
NF (i)/F (α1)+ iNF (i)/F (α2) 0
0 NF (i)/F (α1)− iNF (i)/F (α2)
)
. Hence
the matrix
(
X22 X23
X32 X33
)
corresponds to
(
NF (i)/F (α1)+ iNF (i)/F (α2) (−c0+d0i)α2ασ1 +α1ασ2 i
α2α
σ
1 −
(c0+d0i)α1ασ2
i
NF (i)/F (α1)+ iNF (i)/F (α2)
)
∈ SL2(H). Taking the set
Ξ1 =SL1
(
F (i)(a1)
)
as defined in Lemma 2.22, we then have
Lemma 6.6. Recall the set T1 in Lemma 2.22. LetΩ1 be the image of T1 inU(W1,〈,〉1). Then:
(1) The composite map ±ι(Ω1) ,→ ι
(
U(W1,〈,〉1)
)
։ ι
(
U(W1,〈,〉1,F )
)
/ι
(
[U(W1,〈,〉1,F ),U(W1,〈,〉1,F )]
)
is onto.
(2) The image ofΩ1 in Sp(W1,〈,〉1,F ) belongs to certain P (Y ).
Proof. The first statement is immediate. Recall that Yν =
{
x+ yi | x, y ∈ F
}
is a Lagrangian subspace of (H(j),〈,〉1,F ) as well as
(H[l],〈,〉1,F ). From the above discussion, we know that the Lagrangian subspace Y = Yν⊕Yν of (W1,〈,〉1,F ) is (α1+a1α2)-stable
for α1+a1α2 ∈SL1
(
F (i)(a1)
)
, which is the required result. 
We assume (e−1)−1 = d0− c0α i, and l= (e−1)−1k. Nowwe let Γ1 be a subgroup of Γ generated by the following elements: (i)
(a,a;a−1) for all a ∈ F×, (ii) (i,i;i−1e−1−1), (iii) (e−1l,l;l−1). Then (1)ΛΓ1 = F× =ΛΓ, (2) ι(Γ1)∩ ι
(
U(W1,〈,〉1)×U(W2,〈,〉2)
)= 1.
Lemma 6.7. (1) The condition (C4) of Section 3 holds in this case.
(2) Under the restrictionH2(ι(Γ),µ8)−→H2(ι(Γ1),µ8), the image of [c] is trivial.
Proof. Let Y = {[(x1+ y1i), (x2+ y2i)] | xi , yi ∈ F } be a Lagrangian subspace of (W1,〈,〉1,F ). Then ι(Γ1), ι(Ω1), ι(Ω2) all belong
to P (Y ). 
Finally we achieve the main result of this subsection:
Proposition 6.8. In Case III, Theorem A holds.
7. THE PROOF OF THE MAIN THEOREM-PART IV.
Let
(
W1 =H[i]⊕H[j]⊕H[l],〈,〉1
)
be a right anisotropic shew hermitian space overH of dimension 3 given at the beginning
of Section 6. Let (W2 =H,〈,〉2) be a left hermitian space over H of dimension 1. Let {1,ξ,̟,ξ̟} be the fixed standard basis of
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H as given in Section 2.1. By Proposition 2.2, we assume that (i,j,l) = (ξ,̟,e−1ξ̟), and b0 = 0. Let e−1 be the Teichmüller
representative of an element of kF (i) inOF (i) with order 2(q+1).
As before we endowW1 with the F -symplectic form 〈,〉1,F = Trd(〈,〉1) so that the canonical mapping θ :W =W1⊗HW2 ≃(
H[i]⊕H[j]⊕H[l]
)
⊗H H −→ H[i]⊕H[j]⊕H[l]; w1 ⊗d 7−→ w1d, defines an isometry between (W,〈,〉) and (W1,〈,〉1,F ). We
fix a basis B1 =
{
− 12α ,
j
2αβ ;i,−k
}
of (H[i],〈,〉1,F ), resp. B2 =
{
− 12β , i2αβ ;j,k
}
of (H[j],〈,〉1,F ), resp. B3 =
{
1
2 ,− i2α ; lαβ , ilαβ
}
of (H[l],〈,〉1,F ). In this case U(W2,〈,〉2) ≃ SL1(H). According to the discussion in Section 6.2, the image of Ω2 = 〈e2−1〉 in
U(W2,〈,〉2)/[U(W2,〈,〉2),U(W2,〈,〉2)] is full.
Next let us consider U(W1,〈,〉1). By Lemma 2.21, the group U(W1,〈,〉1)/[U(W1,〈,〉1),U(W1,〈,〉1)] is generated by the im-
ages of SL1(D4)/[SL1(D4),SL1(D4)] and
{
(1,1),(−α,i−1), (−β,
√
−β−1), (αβ,i−1
√
−β−1)}. According to the proof of Case III
in Section 6.2, the images of (−α,i−1), (−β,
√
−β−1) in Sp(W1,〈,〉1,F ) belong to the center of Sp(H[i],〈,〉1,F )×Sp(H[j],〈,〉1,F )×
Sp(H[l],〈,〉1,F ). On the other hand, SL1(D4)/[SL1(D4),SL1(D4)] is isomorphic with SL1(DF (i))/[SL1(DF (i)),SL1(DF (i))]; taking
the set Ξ1 as defined in Lemma 2.22, we then have:
Lemma 7.1. Recall the set T in Lemma 2.21. LetΩ1 be the image of T inU(W1,〈,〉1,F ). Then:
(1) The composite map ±ι(Ω1) ,→ ι
(
U(W1,〈,〉1)
)
։ ι
(
U(W1,〈,〉1,F )
)
/ι
(
[U(W1,〈,〉1,F ),U(W1,〈,〉1,F )]
)
is onto.
(2) The image ofΩ1 in Sp(W1,〈,〉1,F ) belongs to P (Y ), for certain Lagrangian subspace of (W1,〈,〉1,F ).
Proof. We only sketch the proof of the second statement. Let us follow the notations in Section 2.2.3. By the arguments of
Section 6.2, an element α1 +a1α2 ∈ SL1
(
F (i)(a1)
)
acts on W1 via the matrix with the form
1 0 00 X22 X23
0 X32 X33
 ∈ GL3(M2(F )),
where
(
X22 X23
X32 X33
)
is given in Lemma 6.6; then the result is clear. 
Similarly as before, we assume (e−1)−1 = d0 − c0α i, and l = (e−1)−1k. Let Γ1 be a subgroup of Γ generated by(
e−1i,i,i;i−1(e−1)−1
)
, (e−1l,e−1l,l;l−1), and (a,a,a;a−1) for all a ∈ F×.
Lemma 7.2. (1) ΛΓ1 = F× =ΛΓ.
(2) ι(Γ1)∩ ι
(
U(W1,〈,〉1)×U(W2,〈,〉2)
)= 1.
Proof. Straightforward. 
Let T2 be the subgroup of Sp(W1,〈,〉1,F ), generated by ι(Γ1) and ι(Ω2).
Lemma 7.3. The restriction of [c] to T2 is trivial.
Proof. By definition, T2 is a subgroup of Sp
(
H[i],〈,〉1,F
)× Sp(H[j],〈,〉1,F )× Sp(H[l],〈,〉1,F ); we denote its image in the first
group by T (1)2 , the second one by T
(2)
2 , and the third one by T
(3)
2 . By what we have proved in Lemma 6.4, T
(1)
2 splits. We
now let Y∗ =
{
x+ yi | x, y ∈ F
}
be a Lagrangian subspace of (H[j],〈,〉1,F ) as well as (H[l],〈,〉1,F ). Then T (2)2 , T (3)2 both belong
to P (Y∗) so the lemma is proved. 
By Lemma 3.1, Remark 3.2, we obtain
Proposition 7.4. Under the conditions of the beginning, Theorem A holds.
8. THE PROOF OF THE MAIN THEOREM-PART V.
Let (H ,〈,〉) be a right skew hermitian hyperbolic plane overH defined as in Section 2.2. Let (W1 =H[i]⊕H ,〈,〉1) be a right
skew hermitian hyperbolic space over H of dimension 3. Let (W2 =H,〈,〉2) be a left hermitian space over H of dimension 1.
Let
{
1,i,j,ij=k=−ji} be a standard basis of H. We endowW1 with the F -symplectic form 〈,〉1,F = Trd(〈,〉1). Then it can
be checked that the canonical mapping θ :W =W1⊗HW2 −→W1 =H[i]⊕H ; w1⊗d 7−→ w1d, defines an isometry between
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(W,〈,〉) and (H[i]⊕H ,〈,〉1,F ). Let us fix a complete polarisation H = X ⊕ X ∗ of H . By Lemmas 2.4, 2.5, there is a surjective
composite map
h :
H
×
[H×,H×]
−→ U(H ,〈,〉1)
[U(H ,〈,〉1),U(H ,〈,〉1)]
−→ U(W1,〈,〉1)
[U(W1,〈,〉1),U(W1,〈,〉1)]
.
Corollary 8.1. Let Ω1 =H×, and Y = Y1⊕X ∗, for an arbitrary Lagrangian subspace Y1 of (H[i],〈,〉1,F ). Then the image of Ω1
in
U(W1,〈,〉1)
[U(W1,〈,〉1),U(W1,〈,〉1)] is full and ι(Ω1)⊆P (Y ).
For the group U(W2,〈,〉2), we can let Ω2 = SL1(F (ξ)). Then it is clear that the image of Ω2 in U(W2,〈,〉2)[U(W2,〈,〉2),U(W2,〈,〉2)] is full.
Following the comprehensive discussion in Section 7, we define a subgroup Γ1 of Γ as follows:
(I) If i = ξ and e−1 ∈ F (i), then let Γ1 be generated by
(
e−1i,diag(e−1i,e−1i);i−1e−1−1
)
,
(
j,diag(e−1j,e−1j);j−1e−1),(
a,diag(a,a);a−1
)
for all a ∈ F×;
(II) If (i,j) = (̟,ξ) or (ξ̟,ξ), and e−1 ∈ F (j), then let Γ1 be generated by
(
i,diag(i,i);i−1
)
,
(
j,diag(e−1j,e−1j);j−1e−1−1
)
,(
a,diag(a,a);a−1
)
for all a ∈ F×.
Lemma 8.2. (1) ΛΓ1 = F× =ΛΓ;
(2) Γ1∩
(
U(W1,〈,〉1)×U(W2,〈,〉2)
)= {(−1,−1),(1,1)};
(3) ι(Ωi )ι(Γ1) = ι(Ωi ), for i = 1,2.
Proof. Straightforward. 
In case (I), we let T2 be the subgroup of Sp(W1,〈,〉1,F ), generated by ι(Γ1) and ι(Ω2). Analogous to Lemma 7.3, it can be
also shown that the restriction of [c] to T2 is trivial. In case (II), we let Z1 = {x1+ y1j | x1, y1 ∈ F } be a Lagrangian subspace of
(H[i],〈,〉1,F ). Then ι(Γ1), ι(Ω2)⊆ P (Z1⊕X ∗). Finally by Lemma 3.1, Remark 3.2, we obtain
Proposition 8.3. Under conditions at the beginning of this section, Theorem A holds.
9. THE PROOF OF THE MAIN THEOREM-PART VI.
In this section we finish proving Theorem A in the general case. The whole process has already been done in Section 8.
To avoid duplicating work, we only give a sketch of the necessary steps. We will use the notations introduced in Section 1.
Now letWν =W 0ν ⊕Hν be aWitt’s decomposition withW 0ν being its anisotropic subspace, andHν ≃mνH being its hyperbolic
subspace, as ν runs through 1, 2.
Remark 9.1. (1) If W 01 = 0, orW 02 = 0, we deduce the result from Section 4.
(2) If m1 = 0=m2, the result has been verified in Sections 5, 6, 7.
(3) The case D = F , {ǫ1,ǫ2}= {±1} has been completely discussed in Corollary 4.2. In what follows we shall exclude this case
automatically.
Suppose now W 01 , 0, W
0
2 , 0, and we assume that either m1 or m2 is nonzero. In this situation there is a morphism
i : Sp(W 01 ⊗D W 02 )×Sp(W 01 ⊗D H2)×Sp(H1⊗D W 02 )×Sp(H1⊗D H2) −→ Sp(W1 ⊗D W2), which induces a morphism on cover
groups by [5, pp. 245-246], that is, i : Sp(W 01 ⊗DW 02 )×Sp(W 01 ⊗D H2)×Sp(H1⊗DW 02 )×Sp(H1⊗D H2) −→ Sp(W1⊗DW2). For
these subspacesW 01 ⊗DW 02 ,W 01 ⊗D H2,H1⊗DW 02 ,H1⊗D H2 ofW1⊗DW2, we have already defined the suitable pairs
(Γ(0,0),Γ(0,0)1 ), (Γ
(H1,0),Γ(H1 ,0)1 ), (Γ
(0,H2),Γ(0,H2)1 ), (Γ
(H1,H2),Γ(H1 ,H2)1 )
of the subgroups of
(
GU(W 01 ,〈,〉1)×GU(W 02 ,〈,〉2)
)
, · · · ,
(
GU(H1,〈,〉1)×GU(H1,〈,〉2)
)
respectively in Sections 4, 5, 6, 7, 8. By
Proposition 4.1, we can let Γ1 be a subgroup of Γ consisting of the elements [(g
(0)
1 ,g
(H1)
1 ), (g
(0)
2 ,g
(H2)
2 )] such that (1) (g
(0)
1 ,g
(0)
2 ) ∈
Γ
(0,0)
1 , (2) (g
(0)
1 ,g
(H2)
2 ) ∈ Γ
(0,H2)
1 , (3) (g
(H1)
1 ,g
(0)
2 ) ∈ Γ
(H1,0)
1 , and consequently (4) (g
(H1)
1 ,g
(H2)
2 ) ∈ Γ
(H1 ,H2)
1 . As a consequence we
obtain:
Lemma 9.2. (1) ΛΓ =ΛΓ1 .
(2) ι(Γ1)∩ ι
(
U(W1,〈,〉1)×U(W2,〈,〉2)
)= 1.
Lemma 9.3. Under the restrictionH2(ι(Γ),µ8)−→H2(ι(Γ1),µ8), the image of [c] is trivial.
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9.1. Suppose nowm1m2 , 0. By Lemmas 2.4, 2.5, for each ν= 1,2, there exists a surjective composite map
D×
[D×,D×]
։
U(H ,〈,〉ν)
[U(H ,〈,〉ν),U(H ,〈,〉ν)]
։
U(Wν,〈,〉ν)
[U(Wν,〈,〉ν),U(Wν,〈,〉ν)]
.
Namely we choose Ων = D×. Let Yν = Y (0)ν ⊕ Y (Hν)ν be a Lagrangian subspace of
(
W1 ⊗W2,〈,〉1 ⊗ τ
(〈,〉2)) consisting of an
arbitrary Lagrangian subspace Y (0)ν ofW
0
1 ⊗DW 02 , and Y
(Hν)
ν as defined in Proposition 4.1 in each case. By Proposition 4.1 we
obtain
Lemma 9.4. (1) ι(Ων)⊆P (Yν).
(2) ι(Ων)ι(Γ1) ⊆P (Yν).
By Lemma 3.1, Theorem A holds in this case.
9.2. Without loss of generality, suppose now m1 , 0 and m2 = 0. In this case, we let Ω1 = D×, and Y1 be the Lagrangian
subspace of W1⊗W2 as defined before. Nevertheless, W2 =W 02 is an anisotropic ǫ-hermitian space over D. We follow the
discussion in Sections 4, 5, 6, 7, 8, and define the distinct set Ω2 in each case. With the benefit, we obtain the same result as
Lemma 8.2. We can define a new subgroup T2 of Sp(W1⊗W2) as generated by ι(Γ1) and ι(Ω2). Then similarly as Section 8, it
can be shown that either ι(Ω2)ι(Γ1) ⊆P (Y ) for certain Lagrangian subspace of
(
W1⊗W2,〈,〉1⊗τ
(
〈,〉2
))
, or the restriction of [c]
to T2 is trivial. Without a doubt, Theorem A holds in this case.
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