Consider the separable nonlinear least squares problem of finding a ~ R ~ and a ~ R • which, for given data (yt, t,), ix 1, 2,... m, and functions 9~(a, t),j= 1, 2,...,
Introduction.
Gohb and Pereyra [4] have recently proposed an algorithm for solving the separable nonlinear least squares problem in which, for given data (yt,ti) , i= 1,2 ..... m, and given functions q~j (a,t) , j= 1,2 .... ,n, (re>n) where a= (~1,~2 .... ~k), the vectors a and a= (al, a ~ ..... an) are determined which minimize the nonlinear functional
This problem often arises in the physical and biological sciences when one wants to fit data in a least squares sense to a nonlinear model as in exponential fitting.
The approach taken by Golub and Pereyra uses the explicit coupling between a and a to reduce (1.1) to two subproblems. The first subproblem is a nonlinear least squares problem in the variable a and involves finding that a which minimizes 
Ily-qb(-a)aIl~
where ~ minimizes (1.2). In practice the common methods used to solve nonlinear least squares problems, such as Gauss-Newton [7], Marquardt's scheme [6] , and various quasi-Newton methods [2] , have required less time to solve (1.2) than to solve (1.1). The variable projection approach of Golub and Pereyra has also proved more efficient than methods which separate a and a but do not use the explicit coupling given in (1.2). In this paper we propose a modification of the variable projection approach based on the trapezoidal decomposition of a matrix. Accor-
D(I(a)) = -P$(,,)n(qS(a))qb-y-(P~(,,)D(qh(a))¢-)Ty

