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This work is the result of an interdisciplinary collaboration between scientists from the fields of audio signal processing, phonet-
ics and cognitive neuroscience aiming at studying the perception of modifications in meter, rhythm, semantics and harmony in
language and music. A special time-stretching algorithm was developed to work with natural speech. In the language part, French
sentences ending with tri-syllabic congruous or incongruous words, metrically modified or not, were made. In the music part,
short melodies made of triplets, rhythmically and/or harmonically modified, were built. These stimuli were presented to a group
of listeners that were asked to focus their attention either on meter/rhythm or semantics/harmony and to judge whether or not
the sentences/melodies were acceptable. Language ERP analyses indicate that semantically incongruous words are processed in-
dependently of the subject’s attention thus arguing for automatic semantic processing. In addition, metric incongruities seem to
influence semantic processing. Music ERP analyses show that rhythmic incongruities are processed independently of attention,
revealing automatic processing of rhythm in music.
Copyright © 2007 Sølvi Ystad et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
The aim of this project associating audio signal processing,
phonetics and cognitive neuroscience is twofold. From an au-
dio point of view, the purpose is to better understand the re-
lation between signal dilation and perception in order to de-
velop perceptually ecological algorithms for signal modifica-
tions. From a cognitive neuroscience point of view, the aim is
to observe the brain’s reactions to modifications in duration
of small segments in music and language in order to deter-
mine whether the perceptual and cognitive computations in-
volved are specific to one domain or rely on general cognitive
processes. The association of diﬀerent expertise made it pos-
sible to construct precisely controlled stimuli and to record
objective measures of the stimuli’s impact on the auditor, us-
ing the event-related potential (ERP) method.
An important issue in audio signal processing is to un-
derstand how signal modification aﬀects our perception
when striving for naturalness and expressiveness in synthe-
sized music and language. This is important in various appli-
cations such as designing new techniques to transcode audio
tracks from cinema to video format and vice-versa. Specifi-
cally, the cinema format comprises a succession of 24 images
per second, while the video format comprises 25 images per
second. Transcoding between the two formats is realized by
projecting the images at the same rate, inducing changes in
the duration of the film. Consequently, the soundtrack dura-
tion needs to be modified to guarantee synchronization be-
tween sounds and images, thus requiring the application of
time-stretching algorithms preserving the timbre content of
the original soundtrack. A good understanding of how time-
stretching can be used without altering perception, and how
the quality of various algorithms can be evaluated, are thus
of great importance.
A better understanding of how signal duration modifi-
cations influence our perception is also important for mu-
sical interpretation, since local rhythmic variations repre-
sent a key aspect of musical interpretation. A large num-
ber of authors (e.g., Friberg et al. [1]; Drake et al. [2];
Hirsh et al. [3]; Hoopen et al. [4]) have studied timing in
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acoustic communication and the just noticeable diﬀerence
for small perturbations of isochronous sequences. Algo-
rithms that act on the duration of a signal without modifying
its properties are important tools for such studies. Such algo-
rithms have been used in recent studies to show how a mix-
ture between rhythm, intensity and timbre changes influence
the interpretation (Barthet et al. [5]).
From a neuro cognitive point of view, recording the
brain’s reactions to modifications in duration within music
and language is interesting for several reasons. First, to de-
termine whether metric cues such as final syllabic lengthen-
ing in language1 are perceived by the listeners, and how these
modifications alter the perception (and/or comprehension)
of linguistic phrases. This was the specific aim of the lan-
guage experiment that we conducted. Second, to better un-
derstand how musical rhythm is processed by the brain in re-
lation with other musical aspects such as harmony. This was
the aim of the music experiment.
Since the early 1980’s, the ERP method has been used
to examine and compare diﬀerent aspects of language and
music processing. This method has the advantage of allow-
ing to record changes in the brain electrical activity that are
time-locked to the presentation of an event of interest. These
changes are, however, small in amplitude (of the order of
10 μV) compared to the background EEG activity (of the or-
der of 100 μV). It is therefore necessary to synchronize EEG
recordings to the onset of the stimulation (i.e., event of in-
terest) and to average a large number of trials (20 to 50)
in which similar stimulations are presented. The variations
of potential evoked by the event of interest (therefore called
event-related potentials, ERPs) then emerge from the back-
ground noise (i.e., the EEG activity). The ERPs comprise a se-
ries of positive and negative deflections, called components,
relative to the baseline, that is, the averaged level of brain
electrical activity within 100 or 200 ms before stimulation.
Components are defined by their polarity (negative, N, or
positive, P), their latency from stimulus onset (100, 200, 300,
400 ms, etc.), their scalp distribution (location of maximum
amplitude on the scalp) and their sensitivity to experimental
factors.
So far, these studies seem to indicate that general cogni-
tive principles are involved in language processing when as-
pects such as syntactic or prosodic processing are compared
with harmonic or melodic processing in music (Besson et
al. [6], Patel et al. [7]; Magne et al. [8]; Scho¨n et al. [9]).
By contrast, a language specificity seems to emerge when se-
mantic processing in language is compared to melodic and
harmonic processing in music (Besson and Macar [10], but
see Koelsch et al. [11] for counter evidence). Until now,
few electrophysiological studies have considered fine met-
ric/rhythmic changes in language and music. One of these
studies was related to the analysis of an unexpected pause
before the last word of a spoken sentence, or before the last
1 Final syllable lengthening is a widespread phenomenon across diﬀerent
languages by which the duration of the final syllable of the last word of
sentences, or groups of words, is lengthened, supposedly to facilitate pars-
ing/segmentation of groups of words within semantically relevant units.
note of a musical phrase (Besson et al. [6]). Results revealed
similar reactions to the pauses in music and language, sug-
gesting similarities in rhythmic/metric processing across do-
main. However, since these pauses had a rather long dura-
tion (600 ms), such a manipulation was not ecological and
results might reflect a general surprise eﬀect. Consequently,
more subtle manipulations are needed to consider rhyth-
mic/metric processing in both music and language. This was
the motivation behind the present study. In the language ex-
periment, French sentences were presented, and the duration
of the penultimate syllable of trisyllabic final words was in-
creased to simulate a stress displacement from the last to the
penultimate syllable. In the music experiment, the duration
of the penultimate note of the final triplet of a melody was
increased to simulate a rhythmic displacement.
Finally, it was of interest to examine the relationship
between violations in duration and harmony. While sev-
eral authors have used the ERPs to study either harmonic
(Patel et al. [12]; Koelsch et al. [13]; Regnault et al. [14])
or rhythmic processing (Besson et al. [6]), to our knowl-
edge, harmonic and rhythmic processing have not yet been
combined within the same musical material to determine
whether the eﬀects of these fundamental aspects of music
are processed in interaction or independently from one an-
other. For this purpose, we built musical phrases composed
of triplets, which were presented within a factorial design, so
that the final triplet either was both rhythmically and har-
monically congruous, rhythmically incongruous, harmoni-
cally incongruous, or both rhythmically and harmonically
incongruous. Such a factorial design was also used in our lan-
guage experiment and was useful to demonstrate that met-
ric incongruities in language seems to hinder comprehen-
sion. Most importantly, we have developed an algorithm that
can stretch the speech signal without altering its other fun-
damental characteristics (fundamental frequency/pitch, in-
tensity and timbre) in order to use natural speech stimuli.
The present paper is mainly devoted to the comparison of re-
actions to metric/rhythmic and semantic/harmonic changes
in language and music, and to the description of the time-
stretching algorithm applied to the language stimuli. A more
detailed description of the behavioral and ERP data results of
the language part is given in (Magne et al. [15]).
2. CONSTRUCTIONOF STIMULI
2.1. Language experiment
Rhythm is part of all human activities and can be consid-
ered as the framework of prosodic organization in language
(Aste´sano [16]). In French, rhythm (or meter, which is the
term used for rhythm in language), is characterized by a
final lengthening. Recent studies have shown that French
words are marked by an initial stress (melodic stress) and
a final stress or final lengthening (Di Cristo [17]; Aste´sano
[16]). The initial stress is however secondary, and words or
groups of words are most commonly marked by final length-
ening. Similarly, final lengthening is a widespread musical
phenomenon leading to deviations from the steady beat that
is present in the underlying presentation. These analogies
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between language and music led us to investigate rhythm
perception in both domains.
A total of 128 sentences with similar number of words
and durations, and ending with tri-syllabic words were spo-
ken by a native male French speaker and recorded in an ane-
choic room. The last word of each sentence was segmented
into syllables and the duration of the penultimate syllable
was increased. As the lengthening of a word or a syllable in
natural speech mainly is realized on the vowels, the artificial
lengthening was also done on the vowel (which corresponds
to the stable part of the syllable). Words with nasal vowels
were avoided, since the segmentation of such syllables into
consonants and vowels generally is ambiguous. The length-
ening factor (dilation factor) was applied to the whole sylla-
ble length (consonant + vowel) for the following reasons:
(1) the syllable is commonly considered as the perceptual
unit
(2) an objective was to apply a similar manipulation in
both language and music, and the syllabic unit seems
closer to a musical tone than the vowel itself. Indeed,
musical tones consist of an attack and a sustained part,
which may respectively be compared to the syllable’s
consonant and vowel.
The duration of the penultimate syllable of the last word
was modified by a time-stretching algorithm (described in
Section 2.1.2). Most importantly, this algorithm made it pos-
sible to preserve both the pitch and the timbre of the sylla-
ble without introducing audible artifacts. Note that the time-
stretching procedure did not alter the F0 and amplitude con-
tours of the stretched syllable, and simply caused these con-
tours to unfold more slowly over time (i.e., the rate of F0
and amplitude variations diﬀer between the metrically con-
gruous and incongruous conditions). This is important to be
aware of when interpreting the ERP eﬀect, since it means that
the syllable lengthening can be perceived soon after the on-
set of the stretched second syllable. Values of the mean dura-
tion of syllables and vowels in the tri-syllabic words are given
in Table 1. The mean duration of the tri-syllabic words was
496 ms and the standard deviation was 52 ms.
Since we wanted to check possible cross-eﬀects between
metric and semantic violations, the tri-syllabic word was ei-
ther semantically congruent or incongruous. The semantic
incongruity was obtained by replacing the last word by an
unexpected tri-syllabic word, (e.g., “Mon vin pre´fe´re´ est le
karate´”—my favorite wine is the karate). The metric incon-
gruity was obtained by lengthening the penultimate syllable
of the last word of the sentence (“ra” in “karate´”) by a dilation
factor of 1.7. The choice of this factor was based on the work
of Aste´sano (Aste´sano [16]), revealing that the mean ratio be-
tween stressed and unstressed syllables is approximately 1.7
(when sentences are spoken using a journalistic style).
2.1.1. Time-stretching algorithm
In this section, we describe a general time-stretching algo-
rithm that can be applied to both speech and musical sig-
nals. This algorithm has been successfully used for cinema
to video transcoding (Pallone [18]) for which a maximum of
20% time dilation is needed. We describe how this general al-
gorithm has been adapted to allow up to 400% time dilation
on the vowel part of speech signals.
Changing the duration of a signal without modifying its
frequency is an intricate problem. Actually, if s(ω) represents
the Fourier transform of a signal s(t), then (1/α)s(ω/α) is the
Fourier transform of s(αt). This obviously shows that com-
pression (resp., lengthening) of a signal induces transposi-
tion to higher (resp., lower) pitches. Moreover, the formant
structure of the speech signal—due to the resonances of the
vocal tract—is modified, leading to an altered voice (the so-
called “Donald Duck eﬀect”). To overcome this problem, it is
necessary to take into account the specificities of our hearing
system.
Time-stretching methods can be divided into two main
classes: frequency-domain and time-domain methods. Both
methods present advantages and drawbacks, and the choice
depends on both the signal to be modified and the specifici-
ties of the application.
2.1.2. Frequency domain methods
In the frequency domain approach, temporal “grains” of
sound are constructed by multiplying the signal by a smooth
and compact function (known as a window). These grains
are then represented in the frequency domain and are fur-
ther processed before being transformed back to the time
domain. A well-known example of such an approach is the
phase vocoder (Dolson [19]), which has been intensively
used for musical purposes. The frequency-domain methods
have the advantage of giving good results for high stretching
ratios. In addition, they do not cause any anisochrony prob-
lems, since the stretching is equally spread over the whole
signal. Moreover, these techniques are compatible with an
inharmonic structure of the signal. They can however cause
transient smearing since transformation in the frequency do-
main tends to smooth the transients (Pallone et al. [20]),
and the timbre of a sound can be altered due to phase un-
locking (Puckette [21]), although this has been improved
later (Laroche and Dolson [22]). Such an approach is conse-
quently not optimal for our purpose, where ecological trans-
formations of sounds (i.e., that could have been made by hu-
man beings) are necessary. Nevertheless, they represent valu-
able tools for musical purpose, when the aim is to produce
sound eﬀects, rather than perfect perceptual reconstructions.
2.1.3. Time-domain methods
In the time-domain approach, the signal is time-stretched by
inserting or removing short, non-modified segments of the
original time signal. This approach can be considered as a
temporal reorganization of non-modified temporal grains.
The most obvious time-stretching method is the so-called
“blind” method, which consists in regularly duplicating and
inserting segments of constant duration (French and Zinn
[23]). Such a method has the advantage of being very simple.
However, even by using crossfades, synchronization discon-
tinuities often occur, leading to a periodic alteration of the
sound.
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Table 1: Mean values (ms), and standard deviation (Sd) in brackets, of vowel(V) and syllable(S) lengths of the tri-syllabic words.
Segments V1 V2 V3 V3/V2 S1 S2 S3 S3/S2
Meanva and Std 65 (24) 69 (17) 123 (36) 1.79(0.69) 150 (28) 145 (28) 202 (42) 1.39(0.45)
Original I KA KB R
α > 1 I KA KM KB R




Figure 1: Insertion of a segment KM to time-stretch a signal frame.
The upper stripe represents the original signal. The second one il-
lustrates how the signal is lengthened by adding an element KM , and
the third one illustrates how the signal can be shortened by replac-
ing elements KA and KB by the element KM . I is the initial delay,
while R is the residual segment allowing to assure the correct dila-
tion ratio before the next frame is processed.
Other time-domain approaches are based on adaptive
methods aiming at matching the length of the inserted seg-
ments to the fundamental period (Roucos and Wilgus [24]).
These methods give high quality sounds for dilation factors
less than 20%. However, a doubling of transients might oc-
cur in this case as well as synchronization discontinuities on
inharmonic and polyphonic sounds.
Finally, the problem of transient doubling has been ad-
dressed by Pallone [18]), whose work has been applied in a
commercial product for real-time stretching of movie sound
tracks between diﬀerent playing speeds for instance between
video (25 pictures/sec) and cinema (24 pictures/sec) format.
The algorithm selects the best segment to insert, optimizes its
duration and selects the best location for insertion. It was de-
rived from so-called SOLA (WSOLA and SOLAFS) methods
(Verhelst and Roelands [25], Hejna et al. [26]).
In our specific situation it was extremely important that
the chosen signal processing method did not cause any audi-
ble sound quality modification. The algorithm used by Pal-
lone [18] was found to be extensible to very strong dilation
ratios, so we decided to adopt and optimize it for our pur-
pose. We also foresee its usage on stretching of musical sig-
nals although we have settled on using MIDI in the music
part of this study. In the following section, we briefly describe
the algorithm in its completeness before presenting the opti-
mizations that made us able to stretch vowels more than four
times without audible defects.
2.1.4. A specific time-based algorithm
The principle of the time-domain algorithm is illustrated in
Figure 1. The original signal is sequentially decomposed into
a series of consecutive frames. Each frame is cut into 4 seg-
ments defined by 2 main parameters:
(1) the segment I , whose length I represents an initial de-
lay, which can be adjusted in order to choose the best
area of the frame for manipulation, and
(2) the segment KM , whose length K is also the length of
both KA and KB.
Letting α be the stretching factor, a lengthening of the sig-
nal (α > 1) can be obtained by crossfading elements KB and
KA, and inserting the resulting segment KM between KA and
KB. A similar procedure can be used to shorten the signal
(α < 1): by replacing KA and KB by a crossfaded segment KM
obtained from KB and KA. The crossfading prevents discon-
tinuities because the transitions at the beginning and the end
of KM correspond to the initial transitions.
Each signal frame should be modified so that the dilation
ratio is respected within the frame. The relation linking the




I + KA + KB + R
) = (I + KA + KM + KB + R
)
. (1)
For α < 1 (signal shortening), the segments KA and KB are set
to zero at the right-hand side. Although this process seems
simple and intuitive in the case of a periodic signal (as the
length K should correspond to the fundamental period), the
choice of the segments KA and KB is crucial and may be dif-
ficult if the signal is not periodic. The diﬃculty consists in
adapting the duration of these segments-and consequently of
KM-to prevent the time-stretching process from creating any
audible signal modifications other than the perceptual dila-
tion itself. On one hand, a segment that is too long might,
for instance, provoke the duplication of a localized energetic
event (for instance a transient) or create a rhythmic dis-
tortion (anisochrony). Studies on anisochrony have shown
that for any tempo, the insertion of a segment of less than
6 ms remains inaudible unless it contains an audible tran-
sient (Friberg and Sundberg [1]). On the other hand, a short
segment might cause discontinuities in a low-frequency sig-
nal, because the inserted segment does not correspond to a
complete period of the signal. This also holds for polyphonic
and inharmonic signals in the case that a (long) common
period may be found. Consequently, the length of the in-
serted segment must be adapted to the nature of the signal so
that a long segment can be inserted when stretching a low-
frequency signal and a short segment can be inserted when
the signal is non-stationary.
To calculate the location and length of the inserted ele-
ment KM , diﬀerent criteria were proposed for determining
the local periodicity of the signal and the possible presence
of transients. These criteria are based on the behavior of the
autocorrelation function and of the time-varying energy of
the signal, leading to an improvement of the sound quality
obtained using WSOLA.
Choice of the lengthK of the inserted segment
The main issue here consists in determining the length K
that gives the strongest similarity between two successive seg-
ments. This condition assures an optimal construction of the
segment KM and continuity between the inserted segment
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and its neighborhood. We have compared three diﬀerent ap-
proaches for the measurement of signal similarities, namely
the average magnitude diﬀerence function, the autocorrela-
tion function, and the normalized autocorrelation function.
Due to the noise sensitivity of the average magnitude func-
tion (Verhelst and Roelands [25] and Laroche [27]) and to
the autocorrelation function’s sensibility to the signal’s en-
ergy level, the normalized autocorrelation function given by
CN(k) =
∑Nc−1
n=0 s(n)s(n + k)√∑Nc−1
n=0 s2(n)
∑Nc−1
n=0 s2(n + k)
(2)
was applied. This function takes into account the energy
of the analyzed chunks of signal. Its maximum is given by
k = K , as for the autocorrelation function C(k), and indi-
cates the optimal duration of the segment to be inserted. For
instance, if we consider a periodic signal with a fundamental
periodT0, two successive segments of durationT0 have a nor-
malized correlation maximum of 1. Note that this method
requires the use of a “forehand criterion” in order to com-
pare the energy of the two successive elements KA and KB,
otherwise, the inserted segment KM might create a doubling
of the transition between a weak and a strong sound level.
Using a classical energy estimator easily allows to deal with
this potential problem.
2.1.5. Modifications for high dilation factors
As mentioned in Section 2.1.1, our aim was to work with nat-
ural speech and to modify the syllable length of the second-
last syllable of the last word in a sentence by a factor 1.7.
The described algorithm works very well for dilation fac-
tors up to about 20% (α = 1.2) for any kind of audio sig-
nal, but for the current study higher dilation factors were
needed. Furthermore, since vowels rather than consonants
are stretched when a speaker slows down the speed in natu-
ral speech, only the vowel part of the syllable was stretched
by the algorithm. Consequently, the local dilation factor ap-
plied on the vowel was necessarily greater than 1.7, and var-
ied from 2 to 5 depending on the vowel to consonant ratio of
the syllable. To achieve such stretching ratios, the above al-
gorithm had to be optimized for vowels. Since the algorithm
was not designed for dilation ratios above α = 1.2, it could
be applied iteratively until the desired stretching ratio was
reached. Hence, applying the algorithm six times would give
a stretching ratio of α = 1.26 ≈ 3. Unfortunately, we found
that after only a few repetitions, the vowel was perceived as
“metallic,” probably because the presence of the initial seg-
ment I (see Figure 1) caused several consecutive modifica-
tions of some areas while leaving other ones unmodified.
Within a vowel, the correlation between two adjacent pe-
riods is high, so the initial segment I does not have to be es-
timated. By setting its length I to zero and allowing the next
frame to start immediately after the modified element KM ,
the dilation factor can be increased to a factor 2. The algo-
rithm inserts one modified element KM of length K between
the two elements KA and KB, each of the same length K , and
then lets KB be the next frame’s KA. In the above described
algorithm, this corresponds to a rest segment R of length-K
for α = 2.
The last step needed to allow infinite dilation factors,
consists in letting the next segment start inside the modi-
fied element KM (i.e., allowing for −2K < R < −K). This
implies re-modifying the already modified element and this
is a source for adding a metallic character to the stretched
sound. However, with our stretching ratios, this was not a
problem. In fact, as will be evident later, no specific percep-
tual reaction to the sound quality of the time-stretched signal
were elicited, as evidenced by the typical structure of the ERP
components.
Sound examples of speech signal stretched by means of
such a technique can be found at http://www.lma.cnrs-mrs
.fr/∼ystad/Prosem.html, together with a small computer
program to do the manipulations.
2.2. Music experiment
Rhythmic patterns like long-short alternations or final
lengthening can be observed in both language and music
(Repp [28]). In this experiment, we constructed a set of
melodies comprising 5–9 triplets issued from minor or ma-
jor chords. The triplets were chosen to roughly imitate the
language experiment, since the last word in each sentence al-
ways was tri-syllabic. As mentioned above, the last triplet of
the melody was manipulated either rhythmically or harmon-
ically, or both, leading to four experimental conditions. The
rhythmic incongruity was obtained by dilating the second-
last note of the last triplet by a factor 1.7, like in the lan-
guage experiment. The first note of the last triplet was always
harmonically congruous with the beginning of the melody,
since in the language part the first syllable of the last word in
the sentences did not indicate whether or not the last word
was congruous or incongruous. Hence, this note was “har-
monically neutral,” so that the inharmonicity could not be
perceived before the second note of the last triplet was pre-
sented. In other words, the first note of an inharmonic triplet
was chosen to be harmonically coherent with both the begin-
ning (harmonic part) and the end (inharmonic part) of the
melody.
A total of 128 melodies were built for this purpose. Fur-
ther, the last triplet in each melody was modified to be
harmonically incongruous (R+H−), rhythmically incongru-
ous (R−H+), or both (R−H−). Figure 2 shows a harmon-
ically congruous (upper part) and harmonically incongru-
ous (lower part) melody. Each of these 4 experimental condi-
tions comprised 32 melodies that were presented in pseudo-
random order (no more than 4 successive melodies for the
same condition) in 4 blocks of 32 trials. Thus, each partici-
pant listened to 128 diﬀerent melodies. To ensure that each
melody was presented in each of the four experimental con-
ditions across participants, 4 lists were built and a total of 512
stimuli were created.
Piano tones from a sampler (i.e., prerecorded sounds)
were used to generate the melodies. Frequencies and dura-
tions of the notes in the musical sequences were modified by
altering the MIDI codes (Moog [29]). The time-stretching
algorithm used in the language experiment could also have
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been used here. However, the use of MIDI codes consider-
ably simplified the procedure and the resulting sounds were
of very good quality (http://www.lma.cnrs-mrs.fr/∼ystad/
Prosem.html, for sound examples). To facilitate the creation
of the melodies, a MAX/MSP patch (Puckette et al. [30])
has been developed so that each triplet was defined by a
chord (see Figure 3). Hereby, the name of the chord (e.g.,
C3, G4. . .), the type (minor or major), the first and follow-
ing notes (inversions) can easily be chosen. For instance, to
construct the first triplet of the melody in Figure 3 (notes
G1, E1 and C2), the chord to be chosen is C2 with inver-
sions −1 (giving G1 which is the closest chord note below
the tonic), −2 (giving E1 which is the second closest note
below the tonic) and 1 (giving C2 which is the tonic). A
rhythmic incongruity can be added to any triplet. In our
case, this incongruity was only applied to the second note
of the last triplet, and the dilation factor was the same for all
melodies (α = 1.7). The beat of the melody can also be cho-
sen. In this study, we used four diﬀerent beats: 70, 80, 90, and
100 triplets/minute, so that the inter-onset-interval (IOI) be-
tween successive notes varied from 200 ms to 285 ms, with
an increase of IOI, due to the rhythmic modifications, that
varied from 140 ms to 200 ms.2 Finally, when all the param-
eters of the melodies were chosen, the sound sequences were
recorded as wave files.
2.3. Methods
Subjects
A total of 14 participants (non-musicians, 23-years-old on
the average) participated in the language part, of which 8
participated in the music part of the experiment. Volunteers
were students from the Aix-Marseille Universities and were
paid to participate in the experiments that lasted for about
2 hours. All were right-handed native French speakers, with-
out hearing or neurological disorders. Each experiment be-
gan with a practice session to familiarize participants with
the task and to train them to blink during the interstimulus
interval.
Procedure
In the present experiment, 32 sound examples (sentences or
melodies) were presented in each experimental condition,
so that each participant listened to 128 diﬀerent stimuli. To
make sure a stimulus was presented only once in the four ex-
perimental conditions, 512 stimuli were created to be used
either in the language or in the music experiment. Stimuli
were presented in 4 blocks of 32 trials.
The experiment took place in a Faradized room, where
the participants, wearing an Electro Cap (28 electrodes),
listened to the stimuli through headphones. Within two
2 A simple statistical study of syllable lengths in the language experiment
showed that an average number of around 120 tri-syllabic words per
minute were pronounced. Such a tempo was however too fast for the mu-
sic part.
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Figure 2: Upper part of the figure corresponds to a harmonically
congruous melody, while the lower part corresponds to a harmoni-
cally incongruous melody. In the rhythmically incongruous condi-
tions, the duration of the second last notes of the last triplet (indi-
cated by an arrow in the lower part) was increased by a factor 1.7.
blocks of trials, participants were asked to focus their at-
tention on the metric/rhythmic aspects of the sentences/me-
lodies to decide whether the last syllable/note was metri-
cally/rhythmically acceptable or not. In the other two blocks,
participants were asked to focus their attention on the se-
mantic/harmony in order to decide whether the last sylla-
ble/note was semantically/harmonically acceptable or not.
The responses are given by pressing one of two response but-
tons as quickly as possible. The side (left or right hand) of the
response was balanced across participants.
In addition to the measurements of the electric activity
(EEG), the percentage of errors, as well as the reaction times
(RTs), were measured. The EEG was recorded from 28 ac-
tive electrodes mounted on an elastic head cap and located
at standard left and right hemisphere positions over frontal,
central, parietal, occipital and temporal areas (International
10/20 system sites; Jasper [31]). EEG was digitized at a 250 Hz
sampling rate using a 0.01 to 30 Hz band pass. Data were re-
referenced oﬀ-line to the algebraic average over the left and
right mastoids. EEG trials contaminated by eye-, jaw- or head
movements, or by a bad contact between the electrode and
the skull, were eliminated (approximately 10%). The remain-
ing trials were averaged for each participant within each of
the 4 experimental conditions. Finally, a grand average was
obtained by averaging the results across all participants.
Error rates and reaction times were analyzed using Anal-
ysis of Variance (ANOVAs) that included Attention (Rhyth-
mic versus Harmonic), Harmonics (2 levels) and Rhythmic
(2 levels) within-subject factors.
ERP data were analyzed by computing the mean am-
plitude in selected latency windows, relative to a baseline,
and determined both from visual inspection and on the ba-
sis of previous results. Analysis of variance (ANOVAs) were
used for all statistical tests, and all P-values reported below
were adjusted with the Greenhouse-Geisser epsilon correc-
tion for non-sphericity. Reported are the uncorrected degrees










of the notes in the triplets
Number of triplets
Tempo and dilation factor
Figure 3: Real-time interface (Max/MSP) allowing for the construction of the melodies. In the upper left corner, the sound level is chosen
(here constant for all the melodies) and underneath a sequence control allowing to record the melodies suitable for the experiment. In the
upper right part, the tempo, number of triplets and the incongruity factor are chosen. Finally, the chords defining each triplet are chosen in
the lowest part of the figure.
of freedom and the probability level after correction. Sep-
arate ANOVAs were computed for midline and lateral sites
separately.
Separate ANOVAs were conducted for the Metric/Rhyth-
mic and Semantic/Harmonic task. Harmony (2 levels),
Rhythmic (2 levels) and Electrodes (4 levels) were used as
within-subject factors for midline analysis. The factors Har-
mony (2 levels) and Rhythm (2 levels) were also used for
the lateral analyses, together with the factors Hemisphere (2
levels), Anterior-Posterior dimension (3 regions of interest-
ROIs): fronto-central (F3, Fc5, Fc1; F4, Fc6, Fc2), tempo-
ral (C3, T3, Cp5; C4, T4, Cp6) and temporo-parietal (Cp1,
T5, P3; Cp2, T6, P4) and Electrodes (3 for each ROI), as
within-subject factors, to examine the scalp distribution of
the eﬀects. Tukey tests were used for all post-hoc compar-
isons. Data processing was conducted with the Brain Vi-




We here summarize the main results of the experiment con-
ducted with the linguistic stimuli, mainly focusing on the
acoustic aspects. A more detailed description of these results
can be found in (Magne et al. [15]).
3.1.1. Behavioral data
Results of a three-way ANOVA on a transformed percentage
of errors showed two significant eﬀects. The meter by se-
mantics interaction was significant (F(1, 12) = 16.37, P <
.001): the participants made more errors when one dimen-
sion, Meter (19.5%) or Semantics (20%) was incongruous
than when both dimensions were congruous (12%) or incon-
gruous (16.5%). The task by meter by semantics interaction
was also significant (F(1, 12) = 4.74, P < .05): the partici-
pants made more errors in the semantic task when semantics
was congruous, but meter was incongruous (S+M−), (24%),
than in the other three conditions.
The results of the three-way ANOVA on the RTs showed
a main eﬀect of semantics (F(1, 12) = 53.70, P < .001): they
always were significantly shorter for semantically congruous
(971 ms) than for incongruous words (1079 ms).
3.1.2. Electrophysiological data
Results revealed two interesting points. First, independently
of the direction of attention toward semantics or meter,
semantically incongruous (but metrically congruous) final
words (M+S−) elicited larger N400 components than se-
mantically congruous words (M+S+). Thus, semantic pro-
cessing of the final word seems task-independent and auto-
matic. This eﬀect was broadly distributed over the scalp.
Second, some aspects of metric processing also seemed
task independent because metrically incongruous words also
elicited an N400-like component in both tasks (see Figure 4).
As opposed to the semantically incongruous case, the meter
by hemisphere interaction was almost significant (P < .06):
the amplitude of the negative component was somewhat
larger over the right hemisphere (metrically congruous ver-
sus incongruous: F(1, 13) = 15.95, P = .001; d = −1.69 μV)
than over the left hemisphere (metrically congruous versus
incongruous: F(1, 13) = 6.04, P = .03; d = −1.11 μV).
Finally, a late positivity (P700 component) was only found
for metrically incongruous words when participants focused
their attention on the metric aspects, which may reflect the
explicit processing of the metric structure of words.
No diﬀerences in low-level acoustic factors between the
metrically congruous and incongruous stimuli were ob-
served. This result is important from an acoustical point of
view, since it confirms that no spurious eﬀect due to a non-
ecological manipulation of the speech signal has been created
by the time-stretching algorithm described in Section 2.1.2.
3.2. Music experiment
3.2.1. Behavioral data
The percentages of errors and the RTs in the four experi-
mental conditions (R+H+, R+H−, R−H+, and R−H−) in
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Figure 4: Event-related potentials (ERP) evoked by the presentation of the semantically congruous words when metrically congruous
(S+M+) or metrically incongruous (S+M−). Results when participant focused their attention on the metric aspects are illustrated in the
left column (Meter) and when they focused their attention on the semantic aspects in the right column (Semantic). The averaged electro-
physiological data are presented for one representative central electrode (Cz).
the two attentional tasks (Rhythmic and Harmonic) are pre-
sented in Figures 5 and 6.
Results of a three-way ANOVA on the transformed per-
centages of errors showed a marginally significant main ef-
fect of Attention [F(1, 7) = 4.14, P < .08]: participants
made somewhat more errors in the harmonic task (36%)
than in the rhythmic task (19%). There was no main eﬀect of
Rhythmic or Harmonic congruity, but the Rhythmic by Har-
monic congruity interaction was significant [F(1, 7) = 6.32,
P < .04]: overall, and independent of the direction of at-
tention, participants made more errors when Rhythm was
congruous, but Harmony was incongruous (i.e., condition
R+H−) than in the other three conditions.
Results of a three-way ANOVA on RTs showed no main
eﬀect of Attention. The main eﬀect of Rhythmic congruity
was significant [F(1, 7) = 7.69, P < .02]: RTs were shorter for
rhythmically incongruous (1213 ms) than for rhythmically
congruous melodies (1307 ms). Although a similar trend was
observed in relation to Harmony, the main eﬀect of Har-
monic congruity was not significant.
3.2.2. Electrophysiological data
The electrophysiological data recorded in the four experi-
mental conditions (R+H+, R+H−, R−H+, and R−H−) in
the two tasks (Rhythmic and Harmonic) are presented in Fig-
ures 7 and 8. Only ERPs to correct response were analyzed.
Attention to rhythm
In the 200–500 ms latency band, the main eﬀect of Rhythmic
congruity was significant at midline and lateral electrodes
[Midlines: F(1, 7) = 11.01, P = .012; Laterals: F(1, 7) =













Figure 5: Percentages of error.
21.36, P = .002]: Rhythmically incongruous notes (con-
ditions R−H+ and R−H−) elicited more negative ERPs
than rhythmically congruous notes (conditions R+H+ and
R+H−−). Moreover, the main eﬀect of Harmonic congruity
was not significant, but the Harmonic congruity by Hemi-
sphere interaction was significant [F(1, 7) = 8.47, P = .022]:
Harmonically incongruous notes (conditions R+H− and
R−H−) elicited more positive ERPs than harmonically con-
gruous notes (conditions R+H+ and R−H+) over the right
than the left hemisphere.
In the 500–900 ms latency band, results revealed a main
eﬀect of Rhythmic congruity at midline and lateral electrodes
[midlines: F(1, 7) = 78.16, P < .001; laterals: F(1, 7) =
27.72, P = .001]: Rhythmically incongruous notes (con-
ditions R−H+ and R−H−) elicited more positive ERPs
Sølvi Ystad et al. 9












Figure 6: Reaction times (RTs).
than rhythmically congruous notes (conditions R+H+ and
R+H−). This eﬀect was broadly distributed over the scalp
(no significant rhythmic congruity by Localization interac-
tion). Finally, results revealed no significant main eﬀect of
Harmonic congruity, but a significant Harmonic congruity
by Localization interaction at lateral electrodes [F(2, 14) =
10.85, P = .001]: Harmonically incongruous notes (con-
ditions R+H− and R−H−) elicited more positive ERPs
than harmonically congruous notes (conditions R+H+ and
R−H+) at frontal electrodes. Moreover, the Harmonic con-
gruity by Hemisphere interaction was significant [F(1, 7) =
8.65, P = .02], reflecting the fact that this positive eﬀect was
larger over the right than the left hemisphere.
Attention to Harmony
In the 200–500 ms latency band, both the main eﬀects of
Harmonic and Metric congruity were significant at midline
electrodes [F(1, 7) = 5.16, P = .05 and F(1, 7) = 14.88,
P = .006, resp.] and at lateral electrodes [F(1, 7) = 5.55,
P = .05 and F(1, 7) = 11.14, P = .01, resp.]: Harmonically
incongruous musical notes (conditions H−R+ and H−R−)
elicited more positive ERPs than harmonically congruous
notes (conditions H+R+ and H+R−). By contrast, rhyth-
mically incongruous notes (conditions H+R− and H−R−)
elicited more negative ERPs than Rhythmically congruous
notes (conditions H+R+ and H−R+). These eﬀects were
broadly distributed over the scalp (no Harmonic congruity
or Rhythmic congruity by Localization interactions).
In the 500–900 ms latency band, the main eﬀect of Har-
monic congruity was not significant, but the Harmonic con-
gruity by Localization interaction was significant at lateral
electrodes [F(2, 14) = 4.10, P = .04]: Harmonically incon-
gruous musical notes (conditions H−R+ and H−R−) still
elicited larger positivities than harmonically congruous notes
(conditions H+R+ and H+R−) over the parieto-temporal
sites of the scalp. Finally, results revealed a main eﬀect of
Rhythmic congruity at lateral electrodes [F(1, 7) = 5.19, P =
.056]: Rhythmically incongruous notes (conditions H+R−
and H−R−) elicited more positive ERPs than rhythmically
congruous notes (conditions H+R+ and H−R+). This eﬀect
was broadly distributed over the scalp (no significant Rhyth-
mic congruity by Localization interaction).
4. DISCUSSION
This section is organized around three main points. First, we
discuss the result of the language and music experiments,
second we compare the eﬀects of metric/rhythmic and se-
mantic/harmonic incongruities in both experiments, and fi-
nally, we consider the advantages and limits of the algo-
rithm that was developed to create ecological, rhythmic in-
congruities in speech.
4.1. Language and music experiment
In the language part of the experiment, two important points
were revealed. Independently of the task, semantically incon-
gruous words elicited larger N400 components than con-
gruous words. Longer RTs are also observed for semanti-
cally incongruous than congruous words. These results are
in line with the literature and are usually interpreted as re-
flecting greater diﬃculties in integrating semantically in-
congruous compared to congruous words in ongoing sen-
tence contexts (Kutas and Hillyard [32]; Besson et al. [33]).
Thus participants seem to process the meaning of words
even when instructed to focus attention on syllabic dura-
tion. The task independency results are in line with studies
of Aste´sano (Aste´sano et al. [34]), showing the occurrence
of N400 components independently of whether participants
focused their attention on semantic or prosodic aspects of
the sentences. The second important point of the language
experiment is related to the metric incongruence. Indepen-
dently of the direction of attention, metrically incongruous
words elicit larger negative components than metrically con-
gruous words in the 250–450 ms latency range. This might
reflect the automatic nature of metric processing. Such early
negative components have also been reported in the litera-
ture when controlling the influence of acoustical factors as
prosody. In a study by Magne (Magne et al. [35]), a N400
component was observed when prosodically incongruous fi-
nal sentence words were presented. This result might indicate
that the violations of metric structure interfere with lexical
access and thereby hinder access to word meaning. Metric in-
congruous words also elicited late positive components. This
is in line with previous findings indicating that the manip-
ulation of diﬀerent acoustic parameters of the speech signal
such as F0 and intensity, is associated with increased positiv-
ity (Aste´sano et al. [34], Magne et al. [35], Scho¨n et al. [9]).
In the music part of the experience, analysis of the per-
centage of errors and RTs revealed that the harmonic task
was somewhat more diﬃcult than the rhythmic task. This
may reflect the fact, pointed out by the participants at the end
of the experiment, that the harmonic incongruities could be
interpreted as a change in harmonic structure possibly con-
tinued by a diﬀerent melodic line. This interpretation is co-
herent with the high error rate in the harmonically incon-
gruous, but rhythmically congruous condition (R+H−) in
both attention tasks. Clearly, harmonic incongruities seem






















Figure 7: Event-related potentials (ERPs) evoked by the presentation of the second note of the last triplet when rhythmically congruous (solid
trace; conditions H+R+ and H−R+) or rhythmically incongruous (dashed trace, conditions H+R− and H−R−). Results when participant
focused their attention on the rhythmic aspects are illustrated in the left column (a) and when they focused their attention on the harmonic
aspects in the right column (b). On this and subsequent figures, the amplitude of the eﬀects is represented on the ordinate (microvolts, μV;
negativity is up), time from stimulus onset on the abscissa (milliseconds, ms).
more diﬃcult to detect than rhythmic incongruities. Finally,
RTs were shorter for rhythmically incongruous than congru-
ous notes, probably because participants in the last condition
waited to make sure the length of the note was not going to
be incongruous.
Interestingly, while rhythmic incongruities elicited an in-
creased negativity in the early latency band (200–500 ms),
harmonic incongruities were associated with an increased
positivity. Most importantly, these diﬀerences were found
independently of whether participants paid attention to
rhythm or to harmony. Thus, diﬀerent processes seem to be
involved by the rhythmic and harmonic incongruities and
these processes seem to be independent of the task at hand.
By contrast, in the later latency band (500–900 ms) both
types of incongruities elicited increased positivities com-
pared to congruous stimuli. Again, these results were found
independently of the direction of attention. Note, however,
that the scalp distribution of the early and late positivity
to harmonic incongruities diﬀers depending upon the task:
while it was larger over right hemisphere in the rhythmic
task, it was largely distributed over the scalp and somewhat
larger over the parieto-temporal regions in the harmonic
task. While this last finding is in line with many results in
the literature (Besson and Faı¨ta [36]; Koelsch et al. [13, 37];
Patel et al. [12]; Regnault et al. [14]), the right distribution
is more surprising. It raises the interesting possibility that
the underlying process varies as a function of the direction
of attention, a hypothesis that already has been proposed in
the literature (Luks et al. [38]). When harmony is processed
implicitly, because irrelevant for the task at hand (Rhythmic
task), the right hemisphere seems to be more involved, which
is in line with brain imaging results showing that pitch pro-
cessing seems to be lateralized in right frontal regions (e.g.,
Zatorre et al. [39]). By contrast, when harmony is processed
explicitly (Harmonic task), the typical centro-parietal distri-
bution is found which may reflect the influence of decision-
related processes. Taken together, these results are important
because they show that diﬀerent processes are responsible for
the processing of rhythm and harmony when listening to the
short musical sequences used here. Moreover, they open the






















Figure 8: Event-related potentials (ERPs) evoked by the presentation of the second note of the last triplet when harmonically congruous
(solid trace, conditions H+R+ and H−R+) or harmonically incongruous (dashed trace; conditions H+R− and H−R−). Results when par-
ticipant focused their attention on the rhythmic aspects are illustrated in the left column (a) and when they focused their attention on the
harmonic aspects in the right column (b).
intriguing possibility that the distribution of these processes
vary as a function of attention. These issues clearly need to
be pursued in future experiments.
4.1.1. Comparison between language and music
These results on the processing of rhythm in both speech
and music point to interesting similarities and diﬀerences.
Considering the similarities first, it is clear that the rhythmic
structure is processed on-line in both language and music.
Indeed, rhythmic incongruities elicited a diﬀerent pattern of
brain waves than rhythmically congruous events. Moreover,
it is worth noting that rhythmic incongruities elicited in-
creased positive deflections in similar latency bands in both
language (P700) and music (P600). However, while these
positive components were present in music under both at-
tentional conditions (rhythmic and harmonic tasks), they
were only present in the rhythmic task in the language exper-
iment. Thus, while the processing of rhythm may be obliga-
tory when listening to the short melodic sequences presented
here, it seems to be modulated by attention when listening to
the linguistic sentences.
Turning to the diﬀerences, it is interesting to note that
while the rhythmic incongruity elicited positive components
that were preceded by negative components in music, under
both attentional conditions, no such early negativities were
found in language in the rhythmic task. Thus, rhythmic vio-
lations seem to elicit earlier and larger eﬀects in music than
in language, which points to a larger influence on rhythm in
music than in speech. Finally, one important diﬀerence be-
tween speech and music is that while semantic incongruities
elicited clear N400 components (Kutas and Hillyard [32]) in
the language experiment (Magne et al. [15] ), as expected
from a large body of results in the ERPs and language lit-
terature, no such N400s were associated to the presentation
of harmonic incongruities in the music experiment reported
here. While semantic processing may not be restricted to lin-
guistic stimuli as demonstrated by (Koelsch et al. [11]) with
the occurrence of an N400 component to words that did not
match the musical content of the preceding musical phrase,
it nevertheless “remains” that the type of harmonic viola-
tions used here did not seem to involve semantic processing.
Therefore, the intriguing issue of musical semantic process-
ing, remains open for future research.
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4.1.2. Algorithm
The time-stretching algorithm that was adapted to dilation
of syllables in the language experiment, allowed up to 400%
time dilation on the vowel part of the speech signals. Most
importantly for our purpose, and in spite of these high
stretching ratios, the application of the algorithm did not
induce any modifications in sound quality as evidenced by
the typical structure of the electrophysiological data in this
experiment. No spurious eﬀect, due to a non-ecological ma-
nipulation of the speech signal (producing diﬀerences in low-
level acoustic factors between the rhythmically congruous
and incongruous stimuli) was observed in the ERPs. These
results are important from an acoustic point of view, since
they show the ecological validity of the time-stretching algo-
rithm described in section 2.1.3.
Taken together, from an interdisciplinary perspective,
our results demonstrate the influence of metrical structure
in language and its important consequences for lexical access
and word meaning. More generally, they highlight the role
of lexical prosody in speech processing. These are important
results from an audio signal processing point of view, since
they imply that dilating signals can aﬀect the comprehen-
sion of the utterances. Speech sequences in an audio signal
must therefore be modified with care and the context should
be taken into account, meaning that, for instance, sequences
containing important information or sequences with a lot of
expressiveness should be less modified than other sequences.
In the music part of the experiment, MIDI codes were
used to modify the note duration. The algorithm could have
been applied for this purpose, and results of this type are im-
portant for future applications of the algorithm on musical
signals. Finally, note that our findings imply that the rhyth-
mic modifications should be applied to music and language
according to diﬀerent rules. In the language part, semantics
and context should be taken into account, as mentioned ear-
lier, while in the music part interpretation rules according to
instrument types and musical genre should determine even-
tual modifications of sound sequences.
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