Several years of research and evidence have demonstrated that Open Source Software (OSS) portals often contain a large amount of software projects that simply do not evolve, developed by relatively small communities, struggling to attract a sustained number of contributors. These portals have started to increasingly act as a storage for abandoned projects, and researchers and practitioners should try and point out how to take advantage of such content. Similarly, other online content portals (like Wikipedia) could be harvested for valuable content.
Is it useful? Is it used? Is it reusable?
In order to study the above research questions, the types of metrics that are needed can be categorized in four main groups:
• Input metrics: the effort of contributors was evaluated by counting the number of unique (or distinct, in a SQL-like terminology) contributors during a specific interval of time. The chosen granularity of time was based on months: different approaches may be used, as on a weekly or on a daily basis, but it is believed that months represent a more convenient way to gather the number of active contributors, as in man-month [4] .
• Output metrics: the work produced was evaluated by counting the sum of created and modified items during the same interval of time. Each modification or creation affects at least one item, and it is recorded with a plain-text description (in OSS projects, by the relative versioning system; in Wikipedia, by the number of edits gathered during the evolution of a page, and collected by the Mediawiki and the statistics toolservers).
• Modularity metrics: in this paper we measure the "value" and the "quality" of the user-generated content by assessing how modular and how much reliant on external components such content is, and, conversely, its degree of modularity. Following common principles of "separation of concerns", and "encapsulation" [30] the value and the quality of any UGC project could be analysed to assess how modular the project itself, and the contained components, are. Although the reusability of a compound has to take into account editors of wiki pages are the named contributors. Since in both OSS "projects" and Wikipedia "pages" the contributors leave traces behind of their actions, we recorded their presence in a similar fashion.
• UGC item (or "item"): any online content that can be created and modified freely by an online user. In the case of OSS, this could be represented by source files; in the case of Wikipedia, this could be represented by a wiki page. Files, classes, methods or functions, similarly to wikipedia lines and links are added, modified or deleted from the respective UGC. As for the UGC contributors, we recorded these items in a similar way to propose a similitude between the two types of UGC.
• Created items: number of new items that have been created during a certain period (daily, weekly, monthly, etc).
• Changed items: number of items that have been changed once or more per period.
• Handled items (or Total Handlings): sum of the "newly created" and the "changed" items per period.
• Productivity: the productivity of the pool of contributors on a UGC project was evaluated through the following formula:
where (i) is the referred period.
Modularity Definitions -
The following are instead the definitions relative to the modularity metrics:
• Fan-in: this is the amount of incoming links to the studied item. For a Wikipedia page, it could be the number of other pages that have a link to it; for an OSS Java class, it could be the number of other classes that import it. An item with high fan-in represents an item providing often-needed services, which is regarded as an acceptable design behavior.
English Wiki accounts for some 3,9 million articles. The category "Software Engineering" was randomly chosen and studied with its contained pages, sub-categories and sub-pages.
The Mediawiki Special Export Interface interface ‡ was used: given a specific Wikipedia category, its pages, sub-categories and sub-pages, the interface allows a researcher to extract an XML file containing all the revisions of these pages and categories, for offline analysis.
The Mediawiki Dumper tool finally produced a SQL dump from the previously downloaded XML dump § . The "revision" table containing all the revision histories (with timestamps and page references), the "page" table (with the titles and the IDs of each page), and the "text" table (with all the recorded revisions) were used to extract the requested information on effort and produced output. A set of SQL queries was designed in order to be applied in a similar way to the wiki page revisions, and the OSS projects histories.
OSS Projects: Data Extraction
The Sourceforge repository was chosen as the largest and most representative OSS repository. In order to extract a sample from it, the flossmole.org database [20] was downloaded, containing the basic information of all the Sourceforge projects. The latest available dump of such data, at the time of the extraction (April 2009) contained 126, 142 projects. From this database, three filters were applied: one based on the given status of the projects; one classifying the activity of the project, and imposed by the SourceForge site ("active" and "inactive"); and one relative to the specific topic (or application domain) that each project is developed for.
The most representative Status was found to be the Production/Stable one, with 25, 877 projects:
other statuses ("Inactive", 3, 720 projects; "Planning", 28, 315; "Pre-Alpha", 22, 003; "Alpha", 23, 528; "Beta", 31, 214 and "Mature", 2, 293) were discarded in order to reduce the bias of inactive projects, or those at the very beginning of their life.
The most representative application domains in Sourceforge were found to be "Internet" and "Software Development", that were hence considered for the initial sampling of the projects.
In order to evaluate the sample sizes, and based on the sample populations (5, 103 projects in the "Internet" domain, and 6, 120 projects in the "Software Development" domain), we chose the Confidence Level = 95% and the Confidence Interval = 10%. The requested sample size for the "Internet" domain was 94 projects; for the Software Development domain, the sample was 95. In both domains, we rounded the sample size to 100 projects.
An automatic procedure downloaded the CVS and SVN history-logs, that were used to obtain the information about the evolution of systems. Only SVN and CVS projects were considered: projects managed with different version control systems (such as Git or Mercurial) were replaced by other random projects. Projects without an active version control system (around 50%) were also replaced.
Operationalization -OSS and Wikipedia
Compared to other UGC environments, Wikipedia pages and OSS projects have similar ways of storing the data of past history and revisions. Therefore, from the history logs of both Wikipedia pages and OSS projects, the following fields were extracted for each atomic change recorded in the change log: the objective was to maintain a similar notation of attributes for the two types of UGC.
• month of change
• year of change
• contributor
• change type (creation or change)
• item name (either function or method for OSS projects; pages for Wikipedia categories)
• (only for OSS projects) subsystem name (either containing directory or package)
Each UGC change affects at least one item, and is recorded with a plain-text description. The same item could undergo many changes by the same contributor during the same period (month/year): in these cases, such changes were counted only once for the same module in order to avoid inflating excessively the activity of single contributors onto UGC projects.
Tables containing these fields were populated for the OSS projects and the Wikipedia pages:
SQL queries extracted the distinct contributors per month (i.e., "man-month" [4] ), and the monthly output. With these metrics, we were able to observe the evolution of both the contributors community working on the project and the output produced, and to evaluate the productivity of each month of the life-cycle. Since several glitches were found in the data of various projects, a cleansing phase was also performed, as described in the Appendix A.
Results -Wikipedia
The analysis of the pages composing the Software Engineering category of Wikipedia (900 pages, 
Results -OSS projects: Two-phase models
As visible in table I, even when sampling only among the active projects, and by focusing on two SourceForge categories, the general results found regarding the bias of SourceForge still apply [13] .
Small projects, and with a short-to-medium life-cycle are generally the majority under the OSS largest repository. The majority of the projects in the two samples were found to follow two main models: some 60% of the projects from the "Internet" sample and 52% of the projects from the "Software Development"
sample show a recurring 2-phase pattern, described as follows:
1. in the first phase, the activity appears to be sustained with a relevant contribution in terms of created and changed items per month. The amount of contributors can see the addition of new people interested in creating new, or changing existing, items and content;
2. in the second phase, the activity of the contributors shows a considerable slow-down, sometimes dropping to a null activity, in terms of new or modified items. The number of contributors often drops to one, at which time the overall activity becomes even more sparse. Figure 2 shows such pattern for two of the analysed projects, epoz and xelem ¶ . Especially for the epoz project, it is evident that it started to generate some interest from other contributors (up to 5), who helped in the creation and modification of the underlying contents. However, after this initial phase, the original project owner remained alone to keep the project going, which decreased the overall activity, and its sustainability (and the activity even drops to zero during some months).
The project in Figure 3 (Emios) illustrates the typical issue with productivity of two-phased projects: in the first phase of the life-cycle (until June 2005) the contributors activity is very the 100 items/contributor threshold. Considering the cumulative trend of productivity, 80% of the total productivity is expressed in the first half of the life-cycle, the remaining being deployed in the second half. In this case a Logarithmic Regression gives a coefficient of determination R-squared of 0,97% (Fig 3, bottom) , that is a very satisfactory value.
Results -OSS projects: Three-phase models
For other projects, the observed evolution featured a first phase of slow evolution, a larger phase of many contributors and high activity, and a later phase of burnout (see Figure 4 left), while other projects have only two phases (large growth and burnout phase) recorded in their versioning system (see Figure 4 right).
The projects mentioned in section 3.5 above show quite clearly an initial phase, and a burnout phase, but somehow they fail to achieve the explosive phase of "growth and dissemination". If new contributors are not added to OSS projects, it becomes less likely that such projects will produce an explosive phase of growth [7] ; if only one contributor remains in the development, it is more likely that the project will observe a burnout phase. 
Wikipedia categories
The evolution of the Wikipedia content was replicated by analysing the category "Chemistry" . As above, the amount of edits were counted, and the number of distinct contributors evaluated for every month of activity of each page, and for the whole category. The images in Figure 5 show the amount of edits for the "Chemistry" categories (left), and the number of distinct developers editing the pages composing the category (right) * * . As mentioned earlier, the growth trends of individual Wikipedia pages are more varied, and do not tend to follow a polynomial pattern: table III summarizes the amount of pages whose cubic regression provided an R 2 larger or smaller than a threshold value of 0.8.
OSS Projects -Aggregated Results
The evidence shown above shows that, in specific OSS projects, the activity descends to zero, and no additional effort is provided to the project. A further experiment was set up to evaluate the pattern of evolution of the overall productivity of the two samples of OSS projects (and not only of single projects). In this case a database was used to store all the projects history in one table and SQL queries were used to evaluate the effort on the "overall" samples and the amount of contributions Table III . Polynomial interpolation for single pages of Wikipedia done in all the projects belonging to each of the samples. As we can see in Figure 6 , the 2 analyzed samples satisfy the 2 phase pattern if we consider all the 100 projects in the sample as a unique
project.
The figure clearly shows that productivity has a decrease in the second half: more specifically, a cubic interpolation is evident, especially for the number of contributors (See In order to obtain a more evident proof, we decided to perform the effort analysis on all the at an aggregate level, the whole category of the "Internet" projects has declining trends of effort and activity. This is reflected by the determination coefficient R 2 of the polynomial interpolations: Figure 6 . Productivity trend of the 'Internet' and 'Software Development' samples, and the whole "Internet" † † , in order to quantify the usage (and usefulness) of the pages in the sample. In general, the temporal data of such views can be grouped in three types:
• Slowly increasing/constant number of views: these pages act as point of reference for few dozens of views per month: after an initial phase, this pattern is quite constant throughout the months (see Figure 7 , top). In a sub-set of 50 pages from the two samples studied, we manually checked and observed this pattern 16 times.
• Growing number of views: other pages show that the usage by readers is increasing throughout the months (see Figure 7 , middle). In the sub-set of 50 pages, we observed this pattern 23
times.
• Very large number of views: some Wikipedia pages receive a number of views that is one order (or two) of magnitude larger than the rest of the pages. These pages seem to act as a major point of reference for interested users (see Figure 7 , bottom). In the sub-set of 50 pages, we observed this pattern 8 times ‡ ‡ .
In both the increasing number and the very large number of views, the impression is that such pages already provide value to the readers. By cross-checking the number of edits and the number of views on the same page, in some cases one interesting aspect emerges: this metric produces an inverse trend than the number of edits, low at the beginning and then increasing later, remaining quasi-constant in the latest months (see Figure 8 , where the growing -then stable -number of views to the "View model" page is depicted). This can reflect the assumption that this page is complete, and it's being visited regularly as a reference by students and researchers. Such status should trigger some sort of recognition, and such pages could be promoted to the status of "stable", or "third-party checked", therefore properly reusable as references.
It is also possible to cluster these pages by averaging the number of visits per month: some 5% of these pages receive less than 10 views per month; some 9% receive between 10 and 100 views per month (on average); the majority of pages (54%) receives between 100 and 1,000 views Figure 8 . Wikipedia edits and views -"View model" page per month; more than a quarter (26%) between 1,000 and 10,000; while a smaller portion (7%) receives more than 10,000 views a month. It becomes inevitable to put more value in the pages (the Unified_Modeling_Language page, for example) that receive a number of views which is one or more orders of magnitude larger than other pages.
The next subsection describes whether the value of these pages can be reflected also by their modularity, signaling not only "externally"-valuable resources, but also "internally"-modular ones.
Wikipedia Pages -Modularity
While it is interesting to observe how a certain page is accessed by users (as an "extrinsic" measurement of its usefulness), the above analysis does not show the "intrinsic" value of that page.
As a measurement of the internal value of a page we studied its modularity metrics, adapting the fan-in, fan-out and "external references" concepts to these artefacts:
• Fan-in: for any given page, this is the number of other wiki pages that have a pointer to that page. To properly summarise "who's calling who" in Wikipedia would require to analyse the whole namespace of Wikipedia: since this would take too long, the following analysis only studies whether a page is being referenced by other pages in the same category; a link between how much a page is viewed by users, and how it provides information also to other
Wikipedia pages. With these descriptions and packages available, a possible way to reuse this sub-architecture could be by wrapping these packages, which are known to be stable during their evolution, and by making an opportunistic reuse of a large amount of code, and avoiding to "reinvent the wheel". It becomes interesting to notice how the packages p1 and p2 differ from p3 and p4: in both p1 (from the inactive jrdf project) and p2 (from the inactive uitags project), the number of calls to other elements, either internal (Fan-out) or external (ExtLib), is much larger than the Fan-in and
Cohesion (both at the method-and package-level). This makes p1 and p2 very brittle, and dependent on other elements, which is not an ideal design characteristic. On the other hand, the packages p3
(from the tagtraum-jo inactive project) and p4 (from the simplessite inactive project) behave very This paper argued that the evolution of Wikipedia pages and the OSS projects share some commonalities in terms of their evolutionary patterns; in particular, it was found that a predefined, cubic model could be used to explain several of the similarities in "abandoned" or "completed" projects and Wikipedia pages. Furthermore, it was also found that at the aggregate level, such behavior is more evident than at a lower level of granularity (e.g., a single page of Wikipedia, or a single OSS project). Large UGC content can be modeled by a cubic function depicting a logistic model, with an initial phase of slow growth, a longer phase of more sustained growth, and finally a phase of burnout. Smaller UGC content is more irregular, and modeled by a two-phase pattern, i.e., the explosive growth phase does not happen.
On the other hand, this paper showed that abandoned (or completed) content in Wikipedia pages or from OSS projects represents a valuable resource for potential reuse: by investigating completed OSS projects, one can find valuable components ready to be reused; by investigating frequently visited Wikipedia pages, one can define third-party checked knowledge that does not need further amendments. By investigating externally-measured value, as the number of views for the Wikipedia pages, and the number of downloads for the OSS projects, it is found that very successful UGC tend to be accessed one or two orders of magnitude more than other content. In some cases, such usefulness is also equipped by structural modularity, in which the underlying content does not require external references to be independent. By leveraging this modularity concept, we finally focused on the Java packages of abandoned OSS projects, arguing that even abandoned but modular components could provide valuable resources to be harvested and reused.
The findings of this paper, if confirmed, have several open avenues of development and research:
first, other UGC sites could be added to this analysis, by parsing for instance the results of technorati (http://technorati.com), that can browse for a large amount of user-generated media (including weblogs). Second, the effects of the three phases should be clarified: are all UGC's destined to end up in a burnout phase? What is the repercussion of such finding? Third, the potential of abandoned projects to be reused (fully or in part) as resources in other projects should be studied,
