This paper deals with optimal temporal-planning of wheeled mobile robots (WMRs) when navigating on predefined spatial paths. A method is proposed to generate a timeoptimal velocity profile for any spatial path in static environments or when mobile obstacles are present. The method generates a feasible trajectory to be tracked by fully exploiting velocity, acceleration and deceleration boundaries of the WMR, and by ensuring the continuity of the velocity and acceleration functions. As an additional benefit for the tracking process the jerk is also bounded. The algorithm is not time consuming, since it mostly uses closed mathematical expressions, nonetheless iteration strategies are presented to solve specific situations. However, such situations are not expected to occur when the spatial paths are planned as smooth curves. The success of the algorithm was tested by experimental and simulation results on the WMR ''RAM.''
INTRODUCTION
To completely solve the time-optimal path planning problem of wheeled mobile robots (WMR) is to define the control inputs for the wheels that minimize the planned navigation time. This goal implies two tasks that can be carried out simultaneously or sequentially: spatial-planning (SP), involving the computation of the shortest feasible geometrical path on the environment, and temporal-planning (TP), involving the computation of the fastest feasible velocity profile for the entire domain of the geometrical path.
In order to find an optimal solution for the two problems constructional, kinematic and dynamic characteristics of the WMR must be taken into account, as well as task-related and operational issues.
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The study of all these properties leads to several constraints on the trajectory that can be summarized as upper boundary functions for the velocity, acceleration and deceleration of the WMR. In general, the boundary functions are not constant or even continuous. Therefore they are nonintegrable constraints, and the optimal temporal planning is a nonholonomic problem. First, this paper deals with optimal TP of WMR when navigating on specific spatial paths, i.e., when the SP is previously concluded, and second with fast modification of the velocity profile of the path to avoid moving obstacles. The main goals of the proposed method are (i) to fully exploit velocity, acceleration and deceleration constraints, (ii) to plan a feasible trajectory, with continuous velocity, acceleration and deceleration, (iii) to bound the jerk of the WMR as an additional benefit for the tracking control, and (iv) to reduce the time of computation by mostly working with closed mathematical expressions.
Several authors have researched on the optimal path planning problem by dealing with SP and TP simultaneously. The Pontryagin maximum principle seems to be the most widely used technique to solve the problem, 1 but the algorithms developed by using this theory need to solve a set of differential equations which are usually nonlinear and highly coupled. Consequently, some other approaches have been presented more recently in the literature, such as the use of other optimization techniques, 2 genetic algorithms, 3 fuzzy logic or neural networks. The decomposition of the motion planning problem into SP and TP has also been proposed by many authors since the difficulty of both problems is significantly reduced. The decomposition makes it possible to include more complex constraints for the WMR's velocity and acceleration, especially with regards to its kinematic and dynamic characteristics, [4] [5] [6] that can not be covered in algorithms with reasonable time of computation by the simultaneous approach. Moreover, some authors have presented solutions that only utilize closed mathematical forms. 7 Several strategies have been proposed to solve the SP that compute a spatial path avoiding static obstacles, for example, classical graph-based search algorithms such as Dijkstra's algorithm, the wellknown A or its variants. 8 More recently, other authors have approached different techniques to compute the spatial path: by a simple breadth-first search in a graph using the spreading activation or the wavefront propagation method, 9 by fuzzy techniques 10 or by neural networks. 11 But all the aforementioned solutions need to solve the TP, i.e., they need to append a velocity profile to the entire path domain to complete the trajectory generation, for all of them the method proposed in this paper is applicable.
To plan a velocity profile for a specific path is not only needed when TP is executed after SP by a mobile robot, but also in many applications where the path is previously defined or by limitations concerning the workspace, e.g. specific roads that have to be followed by AGVs (automated guided vehicles), warehouse or underground navigation, or by the job performed by the robot, e.g., painting, flexible fabrication, arc welding or laser cutting.
The decomposition technique has been also extensively used as a method to simplify the solution of the collision avoidance problem, by using optimization methods, potential fields, neural networks or fuzzy logic. [12] [13] [14] However, to our knowledge, the methods presented in the literature do not take robot dynamics into account when defining the velocity profile, therefore their avoidance strategies can fail.
On the other hand, the presence of moving obstacles that can not be detected by the WMR when it learns the map of its environment will demand to modify the planned trajectory. To solve this problem, most current robotic systems mix a global planner, which can work under the decomposition technique, and a local planner, which modifies the trajectory computed by the former by using a fast algorithm. The interplay of these two levels affords robots the possibility of quickly reacting to their environment, while remaining able to efficiently execute long-term plans. 15 The method to avoid moving obstacles presented in this paper can be easily implemented in those local controls.
In Section 2 the optimal TP problem is formally formulated. In Section 3 the entire geometric path to be transformed into a trajectory is divided in proper segments in order to reduce the complexity. In Sections 4 and 5 the paper deals first with velocity planning in static environments and, later, in Section 6, an algorithm to modify the trajectory to avoid moving obstacles is presented that can also be used for multirobot TP to avoid collisions between WMRs. Special attention is paid to the efficiency of the algorithm, an advantage which makes it highly useful for local control systems. In Section 7 the method is tested by us-ing experimental and simulation results. Finally, in Section 8, the conclusions and a general discussion about the method are presented.
DEFINITION OF THE PROBLEM
The generalized posture of a WMR in a path is defined by the vector q as a function of the parameter u:
where ͓X,Y͔ is the position, is the orientation of the guide point of the WMR on a global frame (by assuming navigation on flat ground the third spatial coordinate is constant), and is the curvature of the path, kinematically related to the steer angles of the wheels or to the difference of velocity between the traction wheels for differential steering systems. Therefore, the path can be defined by a continuous series of generalized postures from the initial, q 0 , to the final one, q f . The spatial path parametrized by the path length, s, is
where S is the total length of the path. To transform P(s) into a trajectory, which considers the time, a velocity must be assigned to each posture. Therefore, a velocity function, V(s), must be defined for the entire path domain in the positive real space as the maximum feasible velocity for every posture, if time-optimal planning is approaching and planned to make the robot start from a standstill position and arrive at the final posture also with null velocity, that is,
Additional conditions are demanded to the function V(s) to obtain a feasible trajectory:
(1) Continuity of V(s), the kinematics of WMRs makes impossible to develop other types of maneuvers.
(2) Continuity of its first derivative with respect to time, acceleration or deceleration. This condition ensures that the jerk of the robot (second derivative of its velocity) is finite. High jerk is not recommended for WMR for a number of reasons: it causes the robot to shake significantly and thus complicates on-board tasks; it makes tracking control more difficult, since wheel microslippage increases and wheel behavior becomes less linear; 16 and it increases the error of onboard sensor systems.
(3) Confinement of V(s) into a safety region of the space-velocity plane (sϫv), upper limited by a function of maximum velocity, V Lim (s), and lower limited by the abscissa axis, that is, 
The boundary functions of (4) and (5) that constrain the velocity, acceleration and deceleration of the WMR, must be calculated taking into account the constructional, kinematic and dynamic characteristics of the WMR as well as other task-related and operating issues. In a general sense, they can be expressed as functions dependent on the path geometry and on parameters related to environmental characteristics and robot features, thus they can be parametrized by the path length, s.
A comprehensive procedure for computing the functions that define the upper constraints to velocity, acceleration and deceleration is detailed by Prado et al., 6 showing that in general they are not constant or even continuous.
(5) Low computational cost, an additional benefit for the generation of the velocity profile.
SEGMENTATION OF THE PATH
To address the problem of time-optimal planning over every entire path of every WMR would require using highly complex algorithms or accepting signifi-cant simplifications. 17 In order to reduce the complexity, first the proposed method divides the path into segments with homogeneous velocity characteristics, 18 i.e., segments where the velocity function, V(s), can be continuous and monotone or constant when it matches its upper boundary function, V Lim (s).
The segmentation of the path is defined by a set of segmentation points P s ϭ͕0, 
GENERATION OF THE VELOCITY PROFILE FOR A SEGMENT IN STATIC ENVIRONMENTS
The piece of the velocity function V(s) for the homogeneous segment i Sg is generated from the timespace function i (t), which computes the path length navigated over time as
and the velocity profile for the segment is computed as
i (t) must satisfy position boundary conditions, which are to start at the initial position of i Sg and to arrive at their final position at time i t. For the purpose of simplifying the mathematical expressions and without loss of generality, the time origin is shifted to the first point of i Sg, thus the function must verify
In order to plan the fastest trajectory while confining the velocity into the safety zone aforementioned in Section 2, i (t) must also satisfy the following velocity boundary conditions:
where i Ј(t) is the first derivative of i (t) with respect to time.
The first equation of (9) compels the WMR to start from a standstill position, for the first segment of the path when iϭ1, or ensures continuity between adjacent segments for the other ones. The second equation sets the velocity at the end of the segment to the maximum feasible one, looking for matching the velocity profile with its upper boundary function at this point (it is necessary to mention that when a discontinuity of V Lim (s) occurs the value at this point must be set to the lower magnitude).
The cubic polynomial is selected to generate
This function has enough parameters to satisfy the boundary conditions of position and velocity, expressions (8) and (9), and has inverse, so that (7) can be computed. By applying (8) and (9) to (10) the boundary conditions are summed up in
The coefficients of i (t) can be calculated by solving (11) as a function with only one unknown, the time i t consumed in navigating i Sg. This time must be computed in order to confine i V(s) and its first derivative into the safety zones of the sϫv and sϫa planes for the entire domain of the segment i Sg, limited by the constraints V Lim (s), a Lim (s) and d Lim (s), and to ensure the continuity of the functions for the entire domain of the path. But to directly approach the problem involves solving a large system of nonlinear inequalities, a process of very high computational cost.
1 Moreover, such algorithms would not control the magnitude of the acceleration at the ends of i Sg, which is important because of the following.
(i) Local extrema of V Lim (s) are included in P s and, therefore, they are always located at the ends of the segments. The velocity at these points is computed as the maximum achievable, imposed by (9) . If the point is a local maximum of V Lim (s) and the planned acceleration is positive, the velocity boundary will be violated at the beginning of the next segment. A similar situation would occur for a local minimum if a segment with negative acceleration is planned.
(ii) Continuity of the acceleration function over a segment and between adjacent segments is a beneficial characteristic for WMR trajectories, as was argued in Section 2.
The method proposed in this paper overcomes both of the aforementioned problems by setting the acceleration to zero at the connecting points between adjacent segments. It also works mainly with closed mathematical expressions, thus it is not timeconsuming.
The maximum acceleration or deceleration into the segment, i A, is planned at a point i t c , which must be lower than i t, and consequently the acceleration profile i Љ(t) is given by the triangular functions, shown in Figure 1 : Figure 1 . Solution of the generation of the velocity profile for a homogeneous segment.
By integrating (12) the velocity profile of the segment, expressed as a function of time, also plotted in Figure  1 , is
where the integration constants are calculated to satisfy the first boundary conditions of velocity of (9) and to ensure the continuity between i 1 Ј(t) and i 2 Ј(t).
is computed by integrating (13), with the integration constants evaluated under the first boundary condition of position of (8) and to ensure the continuity of the function at i t c , as
The method initially selects the point of maximum acceleration at the half-way point with respect to time in the segment
In this case, by also taking into account the second velocity condition in (9), it is found that
Additionally, in order to arrive at the position given by the second equation in (8) the acceleration i A must be
By replacing (16) in (17) the maximum acceleration is
and the time necessary for navigating the segment with the selected velocity profile is
Therefore, the sϫt function of the segment is fully defined by replacing (15) , (18) and (19) in (14) .
The last task to build i (t) involves undoing the shifting made when the boundary conditions were defined, i.e., setting the time at the initial point of i Sg equal to the time at the final point of iϪ1 Sg, that is,
Finally, the velocity profile of i Sg, i V(s), is computed by applying (7) .
Summarizing, at this point the resulting function, i (t), satisfies the boundary conditions of position and velocity at the end points of i Sg and ensures its continuity up to its second derivative over the entire path domain. But the velocity, acceleration and deceleration constraints, V Lim (s), a Lim (s) and d Lim (s), must also be satisfied over the entire segment, hence it is necessary to check them.
The acceleration and deceleration constraints are expressed by the inequalities
If the inequalities are not satisfied, the velocity profile must be modified following the strategies presented in Sections 4.1 and 4.2; which can involve iterative strategies.
The velocity constraint over the entire segment, not only at its end points, is expressed by
In the same way, if this constraint is violated in the domain of i Sg, the process detailed in Sections 4.1 and 4.2 must be conducted.
Inequalities (21) and (22) failed in very few cases for the tests carried out in this paper with the WMR RAM, mentioned in Section 7, and therefore the iterative strategies described in upcoming sections were necessary very infrequently. The same results can be expected for any WMR that plans the spatial paths with smooth curves. In terms of the velocity constraints, because they depend mainly on the curvature of the path and its first derivative with respect to path length, 6 functions that are smooth if the spatial path is smooth. In terms of the acceleration and deceleration constraints, because they are usually constant for a WMR, since they depend on the adherence capacity of the wheels and on the performance of the traction motors, 6 and the constraint of (21) can be always satisfied by using closed mathematical expressions for such cases, as it is explained in the following sections. 
Modification to the Velocity Profile When Planning Acceleration Maneuvers
The modified maximum acceleration, i A 0 , is probably very close to the maximum acceleration at i t c , since a Lim (s) is usually constant, as it was argued in previous section.
The velocity at the end of the segment must be always recomputed as
and the new time, i t 0 , it takes to navigate the ith segment after the modification is
Violation of the Velocity Constraint
When the velocity constraint (22) is violated in the segment, an iterative process is proposed. The point of maximum acceleration is delayed from the halfway point of i Sg to a value i t c 0 , dependent on the navigation time given by (19) , as
and i (t) is recomputed under (14) with the point of maximum acceleration at the time given by (26) and the following modified values:
(a) The maximum acceleration, i A 0 , is recalculated to satisfy the boundary conditions in (8) and (9) as
(b) The total time of the segment i t 0 is recomputed using expression (25).
By deriving (27) with respect to i t c 0 ,
It is observed that the derivative is always negative for acceleration maneuvers. Thus, delaying i t c , i.e., increasing the value i t c , implies on the one hand reducing the maximum acceleration needed to satisfy the boundary conditions of the segment and, on the other hand, increasing the time consumed. Hence a slower trajectory with low velocity at all points is planned, as it is shown in Figure 2 . Obviously, if the acceleration constraint was satisfied before the modification it is also verified now and it is not needed to check it again.
N in (26) keeps on increasing following the described process, and the acceleration and velocity profiles are modified as shown in Figure 2 , until (22) is satisfied. When verification is successful, i (t) is shifted using (20) and i V(s) computed using (7).
Modifications to the Velocity Profile When Planning Deceleration Maneuvers

Violation of the Acceleration Constraint
If the deceleration constraint fails when iϪ1 vϽ i v it is not possible to reduce deceleration by increasing the final velocity, i v, since it was selected as the maximum feasible one at this point by using the upper boundary condition (9) . Therefore, the failure is solved by decreasing the initial velocity, iϪ1 v, to the value needed to achieve i v with the maximum feasible deceleration. That is, the velocity at the beginning of the segment is set to
where the maximum deceleration, Ϫ i A 0 , is computed as the maximum feasible deceleration for the entire segment as
This value would probably be very close to the maximum acceleration at point i t c since d Lim (s) is usually constant, as it was argued above.
The new time WMR takes to navigate the ith segment after the modification is computed by
The proposed strategy requires the velocity profile of the previous segment to be replanned by planning iϪ1 v 0 as the velocity at its final posture, in order to ensure the continuity of V(s) at the connecting points between adjacent segments. But the acceleration constraint is fulfilled by a fast algorithm that only uses closed mathematical forms. 
Violation of the Velocity Constraint
Regarding a possible velocity constraint failure, a similar strategy to the one described for acceleration maneuvers in Section 4.1.2 is applicable. In this case, in order to plan a maneuver of lower deceleration, i t c is advanced to a value i t c 0 , dependent on the initial navigation time as
i (t) is recomputed by (14) , with maximum deceleration at the point i t c 0 given by (32) and using the following modified values: (a) maximum deceleration i d 0 given by (27) to satisfy the constraints of (8) and (9) and (b) total navigation time of (25).
By deriving
It can be observed that the derivative is always positive for deceleration maneuvers. Therefore, advancing the segmentation point implies reducing the maximum deceleration and therefore increasing time consumed. Consequently, if the deceleration constraint was satisfied before the modification it is also verified now and it is not needed to check it again.
N in (32) keeps on increasing following the described process, and the acceleration and velocity profiles are modified as it is shown in Figure 3 , until (22) is satisfied. When verification is successful i (t) is shifted using (20) and i V(s) computed using (7). It is observed in Figure 3 that a long trajectory of low deceleration is planned when i t c 0 is advanced. The modification results in planning lower velocity at all the points of the segment, except for points which are very close to the end point. Only when the velocity constraint fails in this region but not at the end point, is the proposed method not able to find a feasible solution. But such a situation is not expected to occur when the spatial path is planned as smooth curves and the segmentation of Section 3 is applied.
FINAL ALGORITHM
The velocity profile for the entire path is generated sequentially from the first segment of SG to the last one according to the method described in Sections 4 and 5. When all the segments are computed the velocity profile of the path is generated by
GENERATION OF THE VELOCITY PROFILE OF A SEGMENT IN DYNAMIC ENVIRONMENTS
Every static obstacle must have been avoided at the SP level, so that the spatial path does not cross the space occupied by them all the time. However, a moving obstacle must not be treated at the SP stage, since such algorithms are only able to avoid the space that the obstacles make use of at all the moments, which can be a huge restriction.
The velocity planning algorithm proposed in previous sections for static environments was developed in the sϫv plane, where velocity boundaries can be defined but where moving obstacles can not be properly dealt with.
Crossing points of moving obstacles through the WMR path can be represented by a set of rectangular forbidden regions in the sϫt plane Figure 4 (a). When the function i (t), generated without considering moving obstacles, intersects a forbidden region, a slower trajectory, that allows the moving obstacle to cross the robot path before the robot arrives at the crossing region, must be planned. The opposite solution, to plan a faster trajectory so that the robot passes through the dangerous space before the obstacle arrives, is not possible since i (t) was built looking for the highest feasible velocity.
The proposed strategy to avoid moving obstacles aims at developing a fast algorithm by only modifying the velocity profile of the trajectory, with no need of recomputing the spatial path, and by only modifying the segment adjacent to that which intersects the obstacle, while exclusively using closed mathematical forms.
These goals are selected to allow for the incorporation of the proposed strategy into local controls in order to avoid moving obstacle, since moving obstacles can be seen during the tracking process although they were unexpected to find when the SP and TP were conducted.
To make the local planner even faster the iteration processes of Sections 4.1.2 and 4.2.2, that check and solve any violation of the velocity constraint at every point of the path, could be disregarded. However, for particular solutions, when the velocity constraint fails at some specific point, such local planner will compute a trajectory that will be tracked with larger errors than the one computed by the whole algorithm. Nevertheless, this loss of accuracy can be assumed in order to improve the time of computation, since local paths are always short distances that will not accumulate large errors. 15 The condition of (8) and with the final velocity imposed by the second velocity boundary condition of (9) . Finally, the velocity profile i V(t) planned for static environments is substituted by
A special case occurs when the obstacle intersects the trajectory of the WMR at more than one segment of SG. To plan the trajectory for the first segment, i Sg, the WMR is forced to pass through the point of the sϫt plain defined as the point at the end time of the segment that allows the WMR to avoid the obstacle while navigating at constant velocity from the initial point of the segment, ( iϪ1 s, iϪ1 t), to the last point of the region, ( k s ini , k t fin ). Therefore the crossing point yields
Similar considerations are valid for subsequent segments, as it is illustrated in Figure 4 for a forbidden region that affects m segments.
Planning the Velocity Profile to Avoid Obstacles
The first piece of the modified space-time function, i1 (t), is planned by modifying i (t) to make the WMR pass through the last point of the forbidden region, i.e., to comply with
The total navigation time of this piece of the function is set to i t, equal to the time planned for static environments, and its point of maximum acceleration is set at the same time than it was for static environments, i t c . These goals can be achieved by simply modifying the acceleration or deceleration at the first part of the segment, so that i1 (t) is similar to i (t) computed by (14) but using a lower acceleration calculated to comply with (39) as
At the end of i1 Sg, at time i t, the WMR arrives at the position
Obviously, this is a lower value than the one corresponding to the end of the entire segment, i s, since a lower acceleration is used during the same time.
The velocity of the WMR at the final posture of i1 Sg is
which is also a lower value than i v. As in Section 4, the last task to build i1 (t) involves setting the time at the initial point of the segment equal to the time at the final point of the previous segment:
Finally, the velocity profile i1 V(s) of i1 Sg is computed by applying (7) .
Since i1 (t) is computed from i (t) by applying a lower acceleration for the same time and the velocity and acceleration constraints were successfully checked for i (t), the two upper restrictions are also satisfied by i1 (t). But two lower limits can be violated and thus must be checked: the positive magnitude of the velocity and the deceleration constraint.
Modification of the Velocity Profile to Keep Velocity Positive
The velocity of the WMR must always be positive. A lower constraint exists for the velocity function that must be checked:
When constraint (44) is violated, the method proposes to modify the initial velocity and the maximum deceleration of i1 Sg in order to arrive at the end posture at zero velocity while satisfying (39), i.e., the velocity profile is forced to comply with (39) and with
By making i1 (t) fulfill the conditions in (39), (44) and (45), the values for initial velocity and acceleration of i1 Sg are found as
Obviously, in this case the previous segment iϪ1 Sg must be recomputed following the method of Section 4 with the new boundary condition for its final velocity.
Modification of the Velocity Profile to Satisfy the Deceleration Constraint
When the deceleration constraint, the second inequality of (21), is violated by i1 (t), the method proposes to decrease its maximum deceleration by setting it to its maximum feasible value in i1 Sg.
Additionally the initial velocity of the subsegment must be reduced enough to avoid the obstacle, i.e., to comply with (39) while the maximum deceleration is given by (47). Hence, the new initial velocity of i Sg is calculated by
i1 (t) is recomputed from i (t) by replacing the acceleration by the value of (47) and the initial velocity by the value of (48). The position and velocity of the WMR at the end of the subsegment must be also recomputed using (41) and (42).
As in Section 6.1.1, it is also needed to recompute the previous segment iϪ1 Sg setting its final velocity to iϪ1 v 0 , to avoid discontinuities between adjacent segments.
Planning the Velocity Profile to Arrive at the Final Position
A second function i2 (t) is planned to be added to i1 (t) in order to make the WMR navigate from the last point of i2 (t) to the last point of the entire segment i Sg. Therefore, the following position boundary conditions must be satisfied
Additionally, the second piece of the space-time function must start at the final velocity of the first piece, to ensure the continuity of the velocity profile, and arrive at the final velocity of i Sg. Therefore the following velocity boundary conditions must also be verified:
i2 (t) is generated by the procedure already presented in Section 4 but with the boundary conditions given by (49) and (50) instead by (8) and (9).
EXPERIMENTAL AND SIMULATION RESULTS
The velocity planner described in previous sections is applied to the robot RAM, 19 shown in Figure 5 , a WMR designed for navigation with high maneuverability in indoor and outdoor industrial environments. Its mechanical configuration is composed of four wheels located at the vertices of a rhombus, one of whose diagonals is the longitudinal axis of the vehicle. The two lateral wheels are centered on the longitudinal axis of the robot, they are driven and unsteering parallel wheels powered by two completely independent servomechanisms. The front and rear wheels are centered on its transverse axis; they are steering wheels linked by a mechanical system that imposes steer angles of equal magnitude and opposite sign on both. The guide point is positioned at the center of the nonsteering lateral axis, which coincides with the robot's center of gravity and with its geometric center in plan view.
The velocity, acceleration and deceleration limit functions (V Lim ,a Lim ,d Lim ) that define the boundary velocity conditions and the velocity, acceleration and deceleration constraints over the entire spatial path are computed, taking into account constructional, kinematic and dynamic characteristics of the WMR while also paying attention to other task-related and operational issues, following the procedure detailed by Prado et al. 6 The spatial path of the robot, used to completely compute the functions V Lim , a Lim , d Lim and to which the velocity profile must be appended, can be generated by any method, as it was argued in Section 1.
In this section the path is generated as cubic spirals for the first examples, since this is the type of curve that shows the best mechanical characteristics to be tracked by a WMR: 20 continuity of position, orientation and curvature; bounded curvature; arbitrary selection of position and orientation at the initial and final postures; and best mechanical behavior of the WMR, specifically lowest tracking errors. Figure 6 plots the planned and the actual trajectory executed by RAM in a static environment. The maximum velocity that the RAM's traction systems can develop is 1.7 m/s; its maximum acceleration capacity is 10.8 m/s 2 , although the acceleration limit on industrial terrains is always regulated by the adherence capacity of the wheels, equal to 0.8 g on concrete;
16 the maximum torque achievable by the braking system is also higher than the adherence capacity of the wheels, so that the adherence also defines the maximum deceleration. The navigation time of the trajectory planned by the proposed algorithm is 62.2 s. It is 24.7% longer than the time that would be consumed if RAM navigates the entire path at its maximum velocity, but the planned velocity profile assures that no constructional, kinematic, dynamic, adhering or environmental constraints are violated. Therefore, the results show very small tracking errors: spatial errors in the XϫY plane are lower than 0.1 m, for a path of 84.4 m, and temporal errors in the sϫt plane are lower than 1 s, for a maneuver of 62.2 s. Figure 7 shows the planned trajectory and simulation results 20 of its execution when the algorithm is used to plan the velocity profile of the same spatial path but the WMR is able to navigate at high velocity, up to 17 m/s (not possible for the actual prototype), and its acceleration and deceleration performances are also increased by the same rate. Small errors are found for this trajectory of high dynamic requirements: spatial errors are always lower than 0.80 m, for a path of 84.4 m, and temporal errors are lower than 2 s for a trajectory of 10.4 s. The total time planned by the proposed algorithm is 110% longer than the time that would be consumed if the entire path is navigated at maximum velocity. But it is only 15.2% longer than the time that would be consumed if the velocity is set to its upper boundary function for the whole path, disregarding the acceleration constraint and the continuity of the function. Figure 8 shows the velocity and acceleration profiles planned for this fast trajectory, along with their limit functions. The segmentation of the path, following the considerations of Section 3, is also indicated in the plots. It can be inferred from the plots of Figure 8 that the point of maximum acceleration or deceleration is always at the central time of the segment, since it was not necessary to carry out any expensive iteration. The only constraint that was violated by the velocity profile planned at the first stage of the algorithm was the acceleration constraint, at segments 1 Sg, 5 Sg, 8 Sg, 10 Sg, 11 Sg. These failures were corrected by changing the final velocity of the segment through closed mathematical expression, as detailed in Section 4.1. Regarding maximum deceleration, it was only planned in the last segment, but it was planned in the first stage of the algorithm, since the upper velocity bound of this segment is governed by a ''velocity limit due to the distance to the final point, '' 6 which is computed as the maximum velocity that allows the WMR to stop before arriving at the final point of the path using the maximum deceleration. Anyway, if the deceleration constraint had been violated, the problem could be solved with no need for iterations by reducing the velocity at the initial point of the segment, although this would require modifying the previous segment.
Similar results were found planning velocity profiles for other spatial paths. Particularly regarding velocity constraints, no path of RAM planned by linking curves with continuous curvature (cubic spirals, clothoids, B splines, Bezier curves,...) was found for which the velocity constraint is violated in the segment but not at its end points, even with high dynamic requirements, therefore the iteration strategies of Sections 4.1. and 4.2. were never needed. Similar results can be expected for any WMR if the spatial path is planned as smooth curves.
To highlight the generality of the application of the algorithm, Figure 9 shows the velocity profile computed by the algorithm and the planned and simulated trajectory of the RAM, for a maneuver similar to that carried out in previous tests of Figures  7 and 8 but the spatial path is planned by linking segments of clothoid. 20 The small errors of the executed trajectory computed by simulation are remarkable, even though they were larger than the errors of the previous case due to the worse mechanical quality of the clothoids to be tracked 19 (higher variation of curvature) and despite of their better characteristics to be If the spatial path has noncontinuous curvature, the algorithm can also solve the velocity planning problem, although more time of computation can be required if failure of the velocity constraints at points in the center of the segments are found. Figure 10 shows the velocity profile generated for a similar maneuver than in previous simulations but when the path is planned by linking straight lines. 21 In this example the velocity is set to zero at points of curvature discontinuity, since the WMR is not able to execute a noncontinuous variation of curvature in time and therefore its velocity upper limit function is nil at the discontinuities, consequently the time of navigation is significantly increased although the path is shorter. Large errors were observed when simulating the execution of this trajectory, as it is displayed in Figure  10 , due to the fact that the spatial path is not compatible with the WMR kinematics.
When a moving obstacle crosses the WMR's path the velocity profile is modified as it is explained in Section 5. Figure 11 magnifies the effect of including a temporal forbidden region that intersects the fifth segment of the trajectory of Figure 7 . The modified trajectory, velocity profile and acceleration profile for segment 5 Sg and its surroundings are plotted. It can be observed how the obstacle is successfully avoided by only modifying the trajectory of the segment that intersects with the forbidden region. The modified trajectory ensures the continuity of velocity and ac- celeration while the functions remain inside their respective safety regions. The maneuver involves an increase of 4.6 s in navigation time. Figure 12 presents the result of the avoidance algorithm for a complex situation. Several moving obstacles running at different velocities, therefore generating forbidden regions of different sizes, some of them with a periodical pattern and other ones appearing randomly, intersect the path. The simulation comprises the solution of the problem of the previous example but when the forbidden region is very close to the first point of the segment 5 Sg, therefore the velocity at its initial point and consequently the velocity profile of the previous segment must be modified, as it is detailed in Section 5.1.1. The modification needed to strictly avoid the same obstacle as in Figure 11 but located in a different place at the same time implies an increase in the navigation.
All the avoiding problems carried out with smooth paths were solved with no need of iterations, for the same reasons that were argued for the trajectories on static environments.
CONCLUSIONS
A method for time optimal planning of trajectories of WMR on specific paths is presented. The temporal planner is able to generate a velocity profile with good tracking conditions, for the following reasons.
(i) It can take into account any velocity, acceleration and deceleration constraints, which can be expressed as a function of the spatial path, by confining the velocity of the WMR and its first derivative into safety zones limited by the aforementioned constraints. (ii) It ensures the continuity of the velocity and acceleration over the entire path. (iii) It forces the jerk to be bounded, thus on-board tasks can be properly carried out, microslippage at wheels is reduced, error of the onboard sensor systems decreases, and so on.
Additionally, the proposed algorithm is not time consuming, because it mostly uses only closed mathematical expressions. Nonetheless iteration strategies are proposed in this paper to solve specific situations, but such situations are not expected to occur when the spatial path of the WMR is planned as smooth curves.
First, the paper addresses the velocity planning problem in static environments, where the static obstacles must be avoided at the spatial planning stage. The velocity profile generator can be used by any trajectory planner that implements the decomposition technique and that uses any method to solve the SP; or to compute the velocity at every posture of any specific path defined by limitations concerning the workspace or the job performed by the robot.
Second, a method to avoid moving obstacles by modifying the velocity profile is presented. The main goals of this technique are to only modify the velocity profile but not the spatial path; to only modify the velocity profile in the areas which are immediately surrounding the segment of the path which intersects the obstacle; and to only use closed mathematical forms. Therefore, it is of low computational cost and suitable to implement in local controls.
The method was tested in the WMR RAM. Its success was confirmed by experimental results, for the feasible velocity of the WMR prototype, and by simulation results, for higher velocities.
