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I: INTRODUCTION
Consider the the 4-dimensional Euclidean SU(2)L gauge theory at finite temperature T = 1/β, de-
scribed by
S =
∫ β
0
dτ
∫
d3x
(
−12trF 2 + ψ¯LD/ψL
)
. (1)
There are an even number of massless left-handed fermions to avoid the global SU(2) anomaly [1], and
the real chemical potential µ for the particle-number charge BL is non zero,
BL =
∫
d3x ψ¯Lγ
0ψL . (2)
It has been suggested by Redlich and Wijewardhana [2], Tsokos [3] and Rutherford [4], that — at both
high and low temperature — the effective action obtained by integrating out the fermions contains a
term reminiscent of the 3-dimensional Chern-Simons term with coefficient µ,
Seff = µ
∫ β
0
dτ
∫
d3x ǫijktr
(
Ai∂jAk − 23gAiAjAk
)
+ . . . . (3)
This model been used [5, 6] to describe baryogenesis by weak interactions at temperatures around the
weak scale in the early universe. The authors note that because of the U(1) anomaly, BL is only quasi-
conserved. Then, when the gauge configurations tunnel from one vacuum sector to another, baryons will
be created or destroyed. Because µ is real, the ‘Chern-Simons’ term in Eq. (3) is not gauge invariant,
and so breaks the degeneracy of the topological vacua. Thus the system would be biased to ‘fall’ in one
particular direction resulting in more baryons being created than antibaryons.
Let us now present a calculation that produces no ‘Chern-Simons’ term at low temperature. We use
Pauli-Villars regularisation which is manifestly gauge invariant. Since µ is real we are only interested in
the real part of the effective action, log detD/D/ †. This means the model can be ‘vectorised’ [2, 4, 5], by
adding ψ¯RD/
†ψR, to obtain a theory of Dirac fermions with an axial quasi-conserved charge
S =
∫
ψ¯(∂/ + igA/ aT a + µγ0γ5)ψ . (4)
The coefficient of µAaλA
a
δ in the ‘Chern-Simons’ term is
Γλδ0(p,M, T ) =
∫
k
tr γλ∆(k,M)γ0γ5∆(k,M)γδ∆(k + p,M) . (5)
Here ∆(k,M) is the propagator of a Dirac fermion with mass M and the integral over momentum space
is
∫
k = β
−1∑
n d
3
k for nonzero temperature. Following [2, 4] we add a mass m for the fermions at low
temperature. Expanding the denominator in powers of (2k·p+ p2)(k2 +M2)−1 yields
Γλδ0(p,M, T ) = Cǫ0λδαpα +O(p2/M) . (6)
Since C is mass independent, Pauli-Villars regularisation will yield, in apparent contradiction to [2, 3, 4],
Γλδ0PV (p,m, T ∼0) ≡ lim
M→∞
[
Γλδ0(p,m, T ∼0)− Γλδ0(p,M, T ∼0)
]
= 0 +O(m−1) . (7)
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It is tempting to invoke gauge invariance in order to rule out the appearance of the ‘Chern-Simons’
term. However, this is too naive, because — although the term is not gauge invariant by itself — it is
still possible that the entire effective action may be invariant [4, 7, 8]. In later sections we shall present
simple examples of this phenomena.
In light of the apparent contradiction of Pauli-Villars regularisation with the results of [2, 3, 4], and
the subtlety of gauge invariance, we feel that the problem needs more study. Fortunately, there is a
related model in two dimensions in which further calculations can be made more simply.
II: THE TOY MODEL
We work in a flat two dimensional (2D) Euclidean spaceM with coordinates (τ, x) where 0 ≤ τ ≤ β.
Our gamma matrices are Hermitian and satisfy
[γµ, γν ]+ = 2δ
µν and γ5 = −iγ0γ1 . (8)
The 2D equivalent of the vectorised theory of Eq. (4) is
Z[A,µ, η¯, η] =
∫ [
dψ¯dψ
]
e−S−
∫
η¯ψ−ψ¯η , (9)
with
S =
∫
M
ψ¯D/ψ and D/ = ∂/ +m+ µγ0γ5 + ieA/ . (10)
A mass term has been included for generality at this point. We shall see later on that it infrared (IR)
regulates the theory at zero temperature. The chemical potential µ for the Hermitian axial charge
Q5 =
∫
ψ¯γ0γ5ψ is real. One can check this through a derivation of the path-integral representation of
the partition function.1
The U(1) gauge transformations are
Aµ → Aµ − ie−1eiθ∂µe−iθ
ψ → eiθψ . (11)
A gauge transformation is called ‘small’ when θ is well defined on M, while if only eiθ is well defined
(but not θ itself) the transformation is called ‘large’. An example of a large gauge transformation is
θ(x, τ) = 2πN˜τ/β , for N˜ ∈ ZZ . (12)
This shifts A0 by a constant
A0 → A0 − 2πN˜/eβ . (13)
The ‘Chern-Simons’ term in this context is
µ
∫
M
A1 . (14)
Let us first present some perturbative calculations that suggest that this term does not appear in the
effective action. Then we will study the effective action nonperturbatively.
1The final part of this process is to express the action derived in terms of relativistic fields in Euclidean space. It can be
shown that with the choice ψ¯ = ψ†γ5, the path integral given in Eq. (9) calculates the partition function, thereby confirming
the recent work of Waldron et al. [9].
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III: PERTURBATIVE RESULTS
Since µ is constant, it is efficient to put it into the propagator
∆(k) =
1
ik/ +m+ µγ0γ5
=
1
ik/ +m− iµγ1 . (15)
The second equality holds in two dimensions because of the identity γλγ5 = −iǫλδγδ and shows that a
constant µ simply shifts the momentum in the loop. Expanding the path integral in powers of A we find
the coefficient of the linear term is the superficially linearly divergent one-point function
Γλ(m,T, µ) =
∫
k
tr eγλ
m− ik˜/
k˜2 +m2
where k˜1 ≡ k1 − µ . (16)
To regulate this expression we will use Pauli-Villars regularisation in which a massive spinor, χ, is added
into the path integral2
Z = lim
M→∞
∫
[dψ¯dψdχ¯dχ]e−S(ψ¯,ψ,A,m)+S(χ¯,χ,A,M) . (17)
This is manifestly gauge invariant and, in the usual fashion, gives
ΓλPV(m) ≡ lim
M→∞
[
Γλ(m)− Γλ(M)
]
. (18)
Since the momentum integral is now finite we can shift away all dependence on µ. It is possible to
go further and explicitly calculate each separate term on the RHS of Eq. (18). The mass term in the
numerator of Eq. (16) gets killed by tr γµ = 0. When λ = 0 symmetric summation (or integration) gives
Γ0(m,T ) = 0. For λ = 1 the answer obtained depends on the order of integration. Performing the k1
integral first gives
Γ1(m,T ) = e
∫
k0
∫ Λ−µ
−Λ−µ
dk˜1
k˜1
k˜21 +m
2 + k20
Λ→∞−→
∫
k0
0 = 0 . (19)
However, performing the k0 summation first yields
Γ1(m,T ) = β2e
∫
dk1
k˜1
β
√
k˜21 +m
2
πtanh
(
πβ
√
k˜21 +m
2
)
= 2eπµ . (20)
The same result is obtained at zero temperature. However, all answers are mass independent, so Pauli-
Villars regularisation yields
ΓλPV(m,T ) = 0 ∀m,T . (21)
An alternative treatment is not to put µ into the propagator, but to expand the path integral in
powers of both µ and A. The correlation-function of interest is the logarithmically divergent two-point
function
Γλ0(m,T ) =
∫
k
tr
m− ik/
k2 +m2
γ0γ5
m− ik/
k2 +m2
ieγλ . (22)
2In principle two spinors are needed, however, this is an unnecessary notational complication.
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This method has the advantage that we can easily make µ nonconstant. The momentum p, flowing into
the associated Feynman diagram will then be nonzero, and only after calculating will we set p = 0. With
nonzero p, Adler’s regularisation-independent method [10] can be applied. At zero temperature, the most
general expression with the correct Lorentz structure and parity is
Γλδ(p,m, T =0) = Y (p2,m2)ǫλδ + Z(p2,m2)pσǫ
σ(λ p δ) . (23)
The parentheses indicate symmetrisation. Gauge invariance implies
pλΓ
λδ = 0 ⇒ p1Γ10 = p0Γ00 ⇒ Y = −12p2Z . (24)
But Z is finite so we can calculate it. For the massive case we find Z ∝ m−2 + O(p2). Then setting
p2 = 0 gives
Y = 0 ⇒ Γλδ(m 6=0, T =0) = 0 . (25)
However, for m = 0 we obtain
Γ10(p,m=0, T =0) =
2eπp20
p20 + p
2
1
. (26)
Interestingly, this is ambiguous in the zero-momentum limit
Γ10(m=0, T =0)→
{
0 p0 → 0 then p1 → 0
2eπ p1 → 0 then p0 → 0 .
(27)
We attribute this to the IR divergence contained in the two-point function of Eq. (22) for M = 0 and
T = 0. We find a similar problem when naively applying Pauli-Villars regularisation at zero temperature.
Namely, after taking the trace over gamma matrices,
Γλδ(M 6=0, T =0) = ieM2tr γδγ5γλ
∫
k
(k2 +M2)−2
= −2eπǫλδ , (28)
while
Γλδ(M=0, T =0) = 0 . (29)
This implies, in contradiction to the null result obtained using the one-point function,
Γ10PV(m,T =0) =
{
0 m 6= 0
2eπ m = 0 .
(30)
However, this occurs only because the IR divergence has made the result somewhat arbitrary. In this
situation a natural prescription is to define the massless theory as the limit of the massive one:
Γ10PV(m,T =0) = 0 ∀m . (31)
At nonzero temperature there is no IR problem because k0 is never zero. Pauli-Villars regularisation
gives zero in agreement with the one-point function. The Adler argument is more complicated because
the heat bath breaks Lorentz invariance and so Γλδ can depend on the normal vector in the p0 direction.
It turns out [11], that Γ10 has the same form as Eq. (26). However, this time p0 is quantised, which
means it can’t be taken to zero smoothly. We argue that this implies that p0 must be set to zero from
the very start, and so the top limit in Eq. (27) is the correct one.
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IV: NONPERTURBATIVE RESULTS
The partition function can also be calculated directly to all orders in µ by functional methods.3 To
make the eigenvalue problem well-defined, M is chosen to be the torus with 0 ≤ τ ≤ β and 0 ≤ x ≤ R.
Here we can make the Hodge decomposition on the background gauge field
Aµ =
1
e∂µσ +
1
e ǫµν∂νρ+ hµ . (32)
The fields σ and ρ are well defined on M and hµ is constant. Our case differs from the Schwinger
model [12] on the torus only by the µ term. However, using the identity γ0γ5 = −iγ1 we can shift the µ
into h1. The form of the generating functional is well known [13]
Z[A, η¯, η] = exp
(∫
η¯e−iσ−γ
5ρ∆0e
iσγ5ρη +
1
2π
∫
ρ✷ρ
)
detD/ 0 . (33)
Here D/ 0 = ∂/ + ieh/ − iµγ1 and has associated propagator ∆0. The determinant of this operator can be
calculated using zeta-function regularisation. The result can be written in terms of a theta function and
Dedekind’s eta function [14, 16]
detD/ 0 =
∣∣∣∣∣ 1η(iR/β)Θ
[
θ
φ
]
(0, iR/β)
∣∣∣∣∣
2
=
∣∣∣∣∣q1/24
∞∏
m=1
(1− qm)
∑
n∈ZZ
q
1
2 (n+θ)
2
e2πi(n+θ)φ
∣∣∣∣∣
2
. (34)
In this formula θ = −βeh0/2π and φ = 12 + R(eh
1−µ)
2π and the parameter q = e
−2πR/β .
The partition function is clearly invariant under small gauge transformations since eiση and its con-
jugate are invariant. It is also invariant under large gauge transformations in the x and τ directions
‘x’ direction: δh1 = 2πN˜eR and η¯ → η¯e2πiN˜x/R ,
‘τ ’ direction: δh0 = 2πN˜eβ and η¯ → η¯e2πiN˜τ/β . (35)
The first transformation changes the summand in Eq. (34) by a phase which is then canceled by the
mod-squared. The second transformation can be soaked up by relabeling the index of summation.
Let us study the partition function as we take the cylindrical limit. The determinant (34) of D/ 0
obtained by zeta-function regularisation is nonlocal in the gauge field. Also, each term in the expansion
of the effective action Seff = log detD/ 0 in powers of h
λ = 1Rβ
∫
Aλ is not gauge invariant. For example,
at large R (the limit to the cylinder) or small β (high temperature), the parameter q is small. Then we
can expand for θ = 0
Seff = 8
√
q
R
β
eµ
∫
A1 + . . . , (36)
where, in the last equality, the ‘Chern-Simons’ term has been extracted. The term by itself is not gauge
invariant. In the appendix we study the one dimensional analogue, detD/ on the circle. Once again
3We are interested in the trivial sector of the model. The effective action when the gauge field is in a nontrivial winding
sector is also well known [15, 16]. Nontrivial sectors may be of interest when studying baryogenesis in the early universe.
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zeta-function regularisation results in a nonlocal but gauge-invariant result. Each term in the expansion
in powers of the gauge field is not gauge invariant. We also study the limit to the line. One would not
expect the limit to depend upon whether the boundary conditions on the circle were initially periodic or
antiperiodic. The only subtlety is that one has to be careful with IR divergences (zeromodes). In the 2D
model there are no IR problems because the fermions are antiperiodic along the time direction. Thus, by
setting q = 0 in Eq. (36), we see that there is no induced Chern-Simons term on the cylinder according
to zeta-function regularisation.
V: CONCLUSIONS
The effective action of the 2D toy model of baryogenesis has been calculated in various ways. Because
the chemical potential is real, the Chern-Simons-type term that has been proposed to appear in the
effective action is not gauge invariant. As we have seen in one and two dimensions, this does not rule
out its appearance in the effective action. However, all our gauge-invariant calculations at nonzero
temperature gave no Chern-Simons term. It was only for the massless theory at zero temperature that
there was any chance of getting a term. This was attributed to an ambiguity brought about through an
IR divergence.
How then, did other authors [2] obtain a nonzero result? The regularisation scheme was to subtract off
the zero-temperature, zero-µ result. Let us perform the same calculation in 2D. The one-point function
of Eq. (16) can be written in the form
Γ1(m,T, µ) =
∫
dk1
∮
C
dz
2πi
(
k1 − µ
−z2 + (k1 − µ)2 +m2
)
tanh 12βz , (37)
where the contour of integration is shown in Fig. 1(a). Using partial fractions and expressing tanh in
terms of exponentials leads to
Γ1(m,T, µ) =
∫
dk1
k1 − µ
ω
[
−
∮
C+
dz
2πi
(
1
z + w
− 1
z − w
)
1
1 + eβz
−
∮
C−
dz
2πi
(
1
z + w
− 1
z − w
)
1
1 + e−βz
+
∫
C0
dz
2πi
(
1
z + w
− 1
z − w
)]
, (38)
where ω =
√
(k1 − µ)2 +m2 and the various contours are shown in Fig. 1(b). Evaluating these integrals
leads to
Γ1(m,T, µ) = 2eπµ + Γ1(m, 0, 0) . (39)
Thus, if we follow [2] and regulate by subtracting off the zero-temperature, zero-µ result, we will obtain
a ‘Chern-Simons’ term. This is in contrast to Pauli-Villars regularisation which gave no ‘Chern-Simons’
term.
One might try to justify this procedure by casting it into a Pauli-Villars-like form
Z = lim
M→∞
∫
[dψ¯dψdχ¯dχ] exp
[−S(ψ¯, ψ,A,m, T, µ) + S(χ¯, χ,A,M, T = 0, µ = 0)] . (40)
In the second action the spinor fields χ are defined over the plane. The gauge field must be the same in
both actions. Presumably it is extended periodically to the plane in the second action. The second action
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also has no axial charge. A standard argument shows that there are no new divergences introduced by
insertions of the charge of a conserved current. In the present case, Q5 is the charge of an anomalous
current, so this argument must be re-examined. Clearly it is somewhat uncertain as to whether this
scheme can be implemented as a gauge-invariant regularisation to all orders in perturbation theory. In
contrast, the regularisation schemes used in this paper are gauge invariant and implementable to all
orders. If the unusual regularisation scheme in Eq. (40) can be implemented then it amounts to a
definition of the theory, and it would be interesting to re-examine the cosmological models using it to see
whether the ‘Chern-Simons’ term arises in their effective description. Using zeta function regularisation,
the effective action for gauge fields in nontrivial winding sectors has also been calculated [15, 16]. It
would be of interest to calculate matrix elements corresponding to baryogenesis in the early universe
with this action.
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APPENDIX: DETERMINANT ON A ONE-DIMENSIONAL MANIFOLD
A nonperturbative result for the partition function on the torus has been presented. The effective
action was nonlocal and the expansion in small A naively looked gauge variant. The one-dimensional
theory has these properties too. It also provides us with a testing ground to check for nontrivialities in
the torus → cylinder limit. Start with the operator
D = i∂ + eA(t) + iM ,
where −πR ≤ t ≤ πR. We have included a mass term iM for generality, and it will serve to IR regulate
the theory. On the circle the eigenvectors are
ψλ = exp
[
i
(
λt− e
∫ t
A
)
−Mt
]
.
The boundary conditions then imply λn = A+ (n/R) where
A ≡
{
e
2πR
∫
A− iM periodic
1
2R +
e
2πR
∫
A− iM antiperiodic .
If M 6= 0 there are no zeromodes, however, if M = 0 there is a possibility of one zeromode depending on
the value of
∫
A. The product of eigenvalues needs regularisation. A non-gauge-invariant way to proceed
is to calculate detD(i∂ + iM)−1. This leads to a sine in the periodic case and a cosine for antiperiodic
boundary conditions. Alternately, zeta-function regularisation is gauge invariant, and results in (for
values of the Riemann zeta function see Ref. [17, §9.53])
detD = exp− d
ds
∑
n
(
n
R
+A
)−s∣∣∣∣∣
s=0
,
= 1− e−2πiAR .
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Consider the antiperiodic massless theory. Expanding the effective action in powers of A gives
Seff = log 2− 12ei
∫
A+O(A2) .
Although the whole effective action is gauge invariant, this term is only invariant under A→ A−2πN˜/eR
for even N˜ . It is clear that the effective action for the periodic massless case does not have an expansion
in small A. This is because there is a zeromode which must be removed
det ′periodicD =
1− e−ie
∫
A
ie
∫
A
.
The same problem crops up in perturbation theory, where we get IR divergent terms such as
∑
n
1
n .
The limit to the line of the above result is (mod2πi)
log detD → −πR(M − |M |)− iθ(−M)e
∫
A+
{
πi
0
periodic
antiperiodic
,
for M 6= 0, while for M = 0 the antiperiodic case gives
log detD → log
(
1 + e−ie
∫
A
)
.
The M -dependent normalisation is physically unimportant. If we had taken the limit of the massless
periodic case without removing the zeromode, the effective action would not have had an expansion in
small A. It is only when the compact theory is properly IR regulated that the noncompact effective
action can be properly defined. In our 2D example, the antiperiodicity over the time direction at nonzero
temperature will provide the necessary IR regulator.
Let’s compare this with the expression obtained from detD(i∂ + iM)−1. The Green’s function for
i∂ + iM with M 6= 0 is
G(x− y) =
∫
dk
2π
eik(x−y)
−k + iM
=
{
ie−M(x−y) [θ(M)θ(x− y)− θ(−M)θ(y − x)] for x− y 6= 0
−12 isgnM for x− y = 0 .
where θ is a step function. Expanding the effective action in powers of A, the step functions kill all terms
but the linear one, resulting in
detD(i∂ + iM)−1 = exp 12 isgnM
∫ ∞
−∞
dxA(x) .
Because there are no large gauge transformations on the line this is gauge invariant. It it differs from the
zeta function result −iθ(−M) ∫ A. It is well-known that the imaginary part of the effective action can
be defined in many ways (see [18] for a review).
As in the 2D case, zeta function regularisation has resulted in a nonlocal expression for the effective
action. It is of interest to see if the derivative expansion, which is local, feels these non-localities in any
way. To calculate the derivative expansion we use the heat-kernel method. This has the disadvantage
that only the real part of the effective action, log detDD†, can be calculated, because the heat kernel is
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then quadratic in derivatives. However, it has the advantage that at finite R we can apply the well-known
result that the heat kernel is not temperature (R) dependent (see for example [19]). Then
log detDD† =
∫ ∞
0
dǫ
ǫ
Tr e−ǫDD
†
=
∫ ∞
0
dǫ
ǫ
e−ǫM
2
∫
dk
2π
eikxe−ǫ(−∂
2+2iA∂+(i∂A+A2))eikx
=
∫ ∞
0
dǫ
ǫ
1√
ǫ
e−ǫM
2
∫
dk
2π
e−k
2
e−2
√
ǫkD0−ǫD0D0
=
∫ ∞
0
dǫ
ǫ
1√
4πǫ
e−ǫM
2
,
where D0 = i∂ + A. The last line follows by expanding the exponential in powers of ǫ. Thus, the real
part of the effective action does not depend on the gauge field A. This does not agree with the nonlocal
zeta-function result. It is, however, the same as detD(i∂ + iM)−1 on the line.
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FIG. 1. Contours of integration in the z-plane. (a) The contour C encircles the imaginary axis, and (b)
contour C0 passes up the imaginary axis and C+ (C−) encircles the RHS (LHS) of the plane.
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