This paper is concerned with the development of the Newton-Arithmetic Mean method for large systems of nonlinear equations with block-partitioned jacobian matrix. This method is well suited for implementation on a parallel computer; its degree of decomposition is very high. The convergence of the method is analysed for the class of systems whose jacobian matrix satisfies an affine invariant Lipschitz condition. An estimation of the radius of the attraction ball is given. Special attention is reserved to the case of weakly nonlinear systems. A numerical example highlights some peculiar properties of the method.
Introduction
Let Ω be an open and convex subset of R n and let F : Ω −→ R n be a Frechetdifferentiable function. Consider the solution of systems of n nonlinear equations, when n is large:
where the jacobian matrix F ′ (u) is sparse. We assume that the solution u * of the equation (1) 
The method of Newton is attractive for its local convergence properties: if u
is a sufficiently good initial guess of u * , then {u (k) } converges q-superlinearly to u * . Usually, F ′ is Lipschitz continuous at u * ; in this case the convergence is q-quadratic (see e.g. [26, §10.2 
.2], [4, §5.2]).
Moreover, under assumptions above, any sequence {v (k) }, which converges to u * q-superlinearly is closely related to Newton's method ( [3] , [18, §7.1] ). At each stage of Newton's method, the Newton equation
must be solved. Computation of the exact solution can be too expensive if n is large and, for any n, may not be justified when u (k) is relatively far from u * . Therefore, one might prefer to compute some approximate solution of (2) . In practice, the Newton step ∆u (k) will most frequently be obtained by performing some iterations of an inner linear iterative solver for the equation (2) . The combined Newton-SOR method is well known (see [26, §7.4, 10.3] , [30] ). Newton-SOR method belongs to the more general class of Newton-Iterative methods. The Newton-Iterative method uses a classical linear stationary iterative method, such as SOR, to approximate the solution of (2) instead of solving it exactly. The nonlinear iteration that generates the sequence {u (k) } is called outer iteration and the linear iteration that generates the approximation to the Newton step ∆u (k) is called inner iteration. The sequence of outer iterates u (k) generated by a Newton-Iterative method depends upon the particular linear iterative method chosen and the criteria used to terminate the inner iterations (a-priori or adaptive stopping criteria). In the present paper we propose to consider the Newton-AM method which incorporates at each stage k of Newton's method the Arithmetic Mean (AM) method as the inner iterative solver for equation (2) . This method is particularly well suited for implementation on a parallel computer when the jacobian matrix F ′ is a real nonsingular T (q, r) matrix (1 ≤ q ≤ m − 1, 1 ≤ r ≤ m − 1), as those arising from the discretization of elliptic boundary value problems (the block tridiagonal matrices belongs to the class
Each square block J i,j (u) (i, j = 1, ..., m) is a matrix of order µ and n = µ · m.
This paper is organized as follows. We present the Newton-Arithmetic Mean method in section 2; two different (a-priori and adaptive) stopping criteria are described. In section 3 we analyze the convergence of the method when we make an affine invariant Lipschitz condition on the jacobian matrix. A study in depth of this theory for weakly nonlinear systems is made in sections 4 and 5. Also, a convergence result for the Modified Newton-Arithmetic method is given. In section 6 we report the results from computational experiments carried out on a weakly nonlinear system generated by the discretization of a quasilinear elliptic equation. For this class of systems some peculiar properties of the method are highlighted.
The Newton Arithmetic Mean Method
We consider the following two splittings of the matrix F ′ (u):
where, if m is even
and consequently
If m is odd, we can proceed in a similar way. The splittings (3) allow to develop the following Newton-Iterative method, called Newton-AM method choose the initial guess u
Here, {j k } denotes a sequence of positive integers. The loop over j defines the Arithmetic Mean (AM) method. This method is characterized by having within its overall mathematical structure certain well defined substructures that can be executed simultaneously. In fact, any iteration of the method consists of two levels and any level requires the solution of a block diagonal system. Since the all diagonal blocks of the system can be solved simultaneously, any level has an inherent parallelism. Besides, the two levels can be executed in parallel. Thus, the AM method has also an explicit parallelism. This high degree of decomposition of the algorithm increases the degree of multiprogramming (DOM), i.e., the number of active processes (see [17, p. 87, §8.4] ) of a multiprocessor; DOM is a measure of the performance of a multiprocessor system ( [27, p. 60] ). This makes the AM method ideally suited for implementation on a parallel computer. An evaluation of the effective performance of this method on different parallel architectures is reported in the papers [29] , [13] , [14] , [15] . At each outer iteration k, the Arithmetic Mean method generates the vectors
...
where
If we set
then we have
Thus, the Newton-AM method is the Newton's method in which F ′ (u (k) ) −1 has been replaced by the matrix B(u (k) ) given by (6) . We now assume that the matrices
∈ Ω, (i.e., the spectral radius ρ(H(u (k) )) is less than one). Thus, by (6) :
and by (7)
Using (9) we have
Since ρ(H(u (k) )) < 1, we may choose a sufficiently large
Here, · denotes an arbitrary vector norm of R n and the induced matrix norm on R n×n . Therefore, w (j k ) k is a step that satisfies
for some η k ∈ [0, 1); i.e., w
is a step of an inexact Newton method with forcing term given by formula (11) and residual
given by formula (10).
In the implementation of the Newton-AM method, these remarks suggest that the test for termination of the loop over j may be the check of the condition on the residual r
(where r
, adaptive stopping criterion (and not the number of inner iterations j k , a-priori stopping criterion).
An useful criterion that helps us to decide whether H(u) is convergent is provided by the following theorems [24] . Proposition 1. Let F ′ (u) be a strictly or irreducibly diagonally dominant symmetric matrix with positive diagonal entries. Then, the matrices M 1 (u), M 2 (u) and M (u) are nonsingular and the matrix H(u) of (5) is convergent. Proposition 2. Let F ′ (u) be a strictly or irreducibly diagonally dominant matrix with positive diagonal entries and nonpositive off-diagonal entries. Then, the matrices M 1 (u), M 2 (u) and M (u) are nonsingular and the matrix H(u) of (5) is convergent.
Convergence Analysis
The local convergence of a Newton-Iterative method has been studied extensively under standard assumptions on F (u). Usual assumptions on F (u) and on the splittings (3) of F ′ (u) are:
• There exists a vector u * ∈ R n with F (u * ) = 0;
• F (u) is continuously differentiable in a neighbourhood of a zero u * of F , F ′ (u) continuous at u * and F ′ (u * ) nonsingular;
Under these assumptions the Newton-AM method will produce iterates which, for a sufficiently good initial guess, converge to u * , provided the forcing sequence {η k } in (14) is uniformly bounded away from one ( [1] ), or the total number j k of Newton-AM method is fixed for any k ( [26, Theor. 10.3.1] ). In the first case, the convergence is q-linear with respect to the weighted norm · * = F ′ (u * )· , which is not computable. In the second case, the convergence is q-linear with respect to every norm. When we are interested in the rate of convergence of iterates of the Newton and Newton-Iterative methods, it plays an important part the assumption on F ′ (u) to be Lipschitz continuous at u * with Lipschitz constant L ≥ 0 (e.g. see [26, Theor. 10.2.2] , [30] , [1] ). In the case of Newton-Iterative method the convergence is q-quadratic if η k = O F (u (k) ) as k → ∞. This condition on F ′ (u) is necessary also for obtaining an estimation of the radius of the ball that is contained in the attraction basin of the zero u
* . An estimation of such a radius has been determined in [2] for Newton's method, showing an inverse proportionality between this quantity and the Lipschitz constant L and the condition number of F ′ (u * ). Some authors ( [7] , [9] , [8, p. 97] , [31] , [32] ) have drawn the attention to a variant of the hypothesis that F ′ (u) is Lipschitz continuous at u * ; they suppose that an affine invariant Lipschitz condition, with a constant Λ ≥ 0, holds for F ′ (u). There exist problems of practical interest in which the constant Λ is of moderate size, independently of L.
When we make this affine invariant Lipschitz condition on F ′ (u) the following result on the local convergence of the Newton-AM method can be proved. This result extends Theorem 4.10 for Newton's method in [8] , giving an estimation of the radius of the attraction ball of u * , and assures a q-linear convergence of the Newton-AM method with respect to an arbitrary norm, in accordance with the theory developed in [22] .
Theorem 1.
Let Ω be an open and convex subset of R n , and let F : Ω → R n be a continuously differentiable mapping, with an invertible jacobian matrix F ′ (u) for all u ∈ Ω. Suppose that for a Λ > 0 the following affine invariant Lipschitz condition holds:
Let {u (k) }, k = 0, 1, ..., be the sequence generated by the Newton-AM method with the termination criterion (14) for the inner iterations. Assume that
Furthermore let us assume that there exist a solution u * ∈ Ω and a starting point
Then, the sequence {u (k) } of the Newton-AM method is well defined and converges q-linearly to u * , i.e. (15) is used to derive the following results for all u, v ∈ Ω.
where 
) is a nonsingular matrix, we obtain
Using (18), we have
Using (14) and (19), we have
Hence, using (16), we have the following inequality
, we obtain
The condition on the initial point u (0) − u * = ρ implies that u (k) − u * < ρ for all k > 1 and the sequence {u (k) } converges q-linearly to u * . ♯ For a given σ max < 1, formula (16) provides at each outer iteration k an upper bound for the forcing term η k . This bound depends on the condition number
) and, for ill-conditionded matrices, the term η k may be excessively small. However, it is possible to draw η k near to σ max by decreasing the condition number of F ′ (u (k) ) with the introduction of a suitable preconditioner
). The performance of the Newton-AM method can be greatly improved by the addition of preconditioning strategies.
Formula (17) quantifies the reduction of the radius of the attraction ball of the Newton-AM method with respect to that of Newton's method. Usually, the attraction ball of the Newton-AM method is not much extended. In order to increase the extent of this ball, in the implementation of the method it is necessary to use the so called damping technique on the approximate Newton step w
k . Here, we choose for the next iterate
where 0 < α k < 1 is the damping factor. This is possible because the approximate Newton step w
is a descent direction for the merit function
is uniformly bounded for all k, then cosθ k is bounded below. This is a key property for the global convergence of a NewtonIterative method (see e.g. [4, Sect. 6.3] , [23, Theor. 11.6] 
) is large this lower bound is close to zero, and the use of the direction w
may cause poor performance of the method. Here, for the sake of completeness, we shall verify the above assertions on w
• The vector w
k , which satisfies the condition
which may be written
and hence as
Applying the Cauchy-Schwarz inequality, the condition (23) is satisfied if w
The vector w
of (21) satisfies this inequality and, therefore, it is a descent direction for Φ(u) at
is equivalent to
Writing
the triangle inequality gives
For α > 0 sufficiently small, in the last formula, we may ignore the higher order term and hence satisfy (25) if (24) holds.
• By squaring (21) we obtain 2(w
and
Weakly Nonlinear Systems
In many problems of practical interest the continuously differentiable mapping F (u) with F ′ (u) invertible, has the form
where A is a nonsingular matrix and the jacobian matrix G ′ (u) of the vector G(u) is invertible for all u ∈ Ω. For example, the system (26) arises from the discretization of many classical semilinear elliptic partial differential equations by the finite difference or finite element methods. Here, the matrix A is large and sparse and belongs to the class T (q, r). There exists a considerable body of literature on the solvability and convergence of nonlinear elliptic equations. For example, the paper [21] gives conditions for the existence of at least one solution, that belongs to a well defined bounded set, of the quasi-linear system A(u)u + Φ(u) + f = 0, and also for the uniqueness of a solution. It is useful to note that if the following affine invariant Lipschitz condition holds for G ′ :
for all u, v ∈ Ω and some λ > 0, then the condition (15) holds for F ′ with
Since F ′ (u) is nonsingular for all u ∈ Ω, we can rewrite this relation as
Hence, the result follows by applying the Lipschitz condition (27) of G ′ .
An interesting relation between λ and Λ is given by the following theorem. We indicate with λ min (
) and λ max (
) the smallest and the largest eigenvalue of the symmetric matrix
) denotes the smallest eigenvalue of the symmetric matrix
Theorem 2. Let Ω be an open and convex subset of R n and let F : Ω −→ R n be a weakly nonlinear mapping of the form (26) where G : Ω −→ R n is a continuously differentiable mapping. Suppose that λ min (
) > 0 and
) > 0 for all u ∈ Ω. Suppose that for a λ > 0 the affine invariant Lipschitz condition (27) holds. Then, F is a continuously differentiable mapping, with an invertible jacobian matrix for all u ∈ Ω, which satisfies the condition (15) with
Proof. Let λ 1 (A), λ 2 (A), ..., λ n (A) be the eigenvalues of the matrix A; it is well known ( [20, p. 195] ) that
where Re(λ i (A)) denotes the real part of the eigenvalue λ i (A).
Since λ min (
) > 0, the matrix A has no zero eigenvalues; thus, A is a nonsingular matrix. Analogously, the matrix G ′ (u) is nonsingular for any u ∈ Ω. We note that λ max (− 
Immediate from basic properties of the logarithmic norm stated in [6] is the result that any n × n matrix H with µ 2 (H) < 0 is nonsingular and satisfies H −1 ≤ 1/(−µ 2 (H)). Besides, for matrices H and K we have µ 2 (H + K) ≤ µ 2 (H) + µ 2 (K). We now apply these results to the jacobian matrix −F
) is negative. Thus, the matrix −F ′ (u) is nonsingular for u ∈ Ω and satisfies the property
Therefore, for the jacobian matrix F ′ (u) we have
Now, by (29) and (31) we obtain
Thus, F satisfies the condition (15) with a constant Λ given by (30) . ♯
A Modified Newton-Iterative Method
It is sometimes advantageous to consider a Modified Newton-AM method which replaces F ′ (u (k) ) with C in (2), where C is a constant nonsingular matrix that approximates F ′ (u * ). This method avoids the computation of F ′ (u (k) ) at each iteration k and reduces considerably the cost of solving (2) for k > 1. When F (u) has the form (26) the Newton equation (2) con be rewritten as
In the Modified Newton-AM method the matrix
) is replaced with the constant matrix C and an approximate solution u (k+1) of the equation (32) is determined by performing j k iterations of the Arithmetic Mean method generated by the two splittings
of the nonsingular matrix C. Thus, the Modified Newton-AM method can be formulated as follows choose the initial guess u
The matrix D = C − A is an approximation to G ′ (u * ). Thus, we can write for j = 1, ..., j k z
We now state a convergence result for this method. Theorem 3. Let Ω be an open and convex subset of R n and let F : Ω −→ R n be a continuously differentiable mapping, with an invertible jacobian matrix F ′ (u) for all u ∈ Ω. We assume that a solution u * of the equation F (u) = 0 exists in Ω and that the mapping F has the form (26) F (u) = Au + G(u), where the matrix A is nonsingular and G ′ (u) is invertible for all u ∈ Ω. Let the nonsingular matrix C be a "good" approximation to the jacobian matrix F ′ (u) of F at u * ∈ Ω, i.e. S < 1, where
. Suppose that for a λ > 0 the following affine invariant Lipschitz condition holds
2 N 2 ) convergent, ρ(H) < 1. Furthermore let us assume that there exists a starting point
and B(u * , δ) ⊆ Ω. Then, the sequence {u (k) }, k ≥ 1, generated be the Modified Newton-AM method, for j k sufficiently large, is well defined and converges q-linearly to u * . Proof. By hypothesis on H, the relation (34) can be rewritten as
Since u * is a solution of equation (1) we have F (u (39) and (40) give
Using the integral mean value theorem and formula (28), we can write
Hence, equation (41) can be rewritten as
By applying the condition (37) on G ′ , we obtain
). Since C is a "good" approximation to F ′ (u * ) we have S < 1. Thus, we define the radius δ of a ball B(u * , δ) such that (38) is satisfied. Since H is a convergent matrix, it is possible to choose a sufficiently large j k such that
with θ < 1 by (43).
The condition on the initial point u (0) − u * = δ implies that u (k) − u * < δ for all k ≥ 1 and the sequence {u (k) } converges q-linearly to u * . ♯ Formula (38) quantifies the variation of the radius of the attraction ball of the Modified Newton-AM method with respect to that of Newton's method. This result on convergence is of asymptotic character, i.e. it holds for j k sufficiently large. So, despite its theoretical foundation, it may be less relevant in practice. In a real computation, as for the Newton-AM method, we will use a j k given in advance or an adaptive stopping criterion.
Numerical Example
In order to illustrate some peculiar characteristics of the Newton-AM method, we consider the algebraic problem which evolves from the semilinear (two dimensional) elliptic partial differential equation with Dirichlet boundary condition
where R = (0, 1)×(0, 1). The parameters α, β, γ, ε, λ are given with γ > 0, λ > 0 and 0 < ε ≪ 1. The right hand side function f (x, y) is chosen to satisfy in R the given exact solution
Equation (44) is discretized by using the finite difference method. We cover the domain R = (0, 1) × (0, 1) with a uniform square mesh R h of mesh width ∆x = ∆y = h = 1/(N + 1), where N is the number of internal nodes in each direction (ε < h). We then replace the differential operator with the central difference approximation in R h . Thus, the truncation error at the node (i, j) is O(h 2 ), 1 ≤ i, j ≤ N . This leads to a system of weakly nonlinear equations of the form
where A is a block tridiagonal (N 2 ×N 2 ) matrix with five diagonals with nonzero entries and G(u) is a vector of N 2 components. G ′ (u) is a diagonal (N 2 × N 2 ) matrix having positive diagonal elements λh 2 e ui,j ; u i,j is an approximation for u(i∆x, j∆y) at the node (i, j), u(x, y) being the solution of (44). If |α|h < 2 and |β|h < 2, A is an irreducibly diagonally dominant M-matrix [25, p. 110] . Thus, the inner linear iterative solver (the Arithmetic Mean method) for the Newton equation (2) is convergent (see Proposition 2).
When α = β = 0 the knowledge of the spectrum of Laplace-difference operator [19, p. 455 ] and a theorem of Weyl [16, p. 181] give an upper bound for the condition number of the jacobian matrix
). Thus, depending on the parameter ε, the condition number of F ′ (u * ) can be arbitrarily large. Therefore equation (44) is a good test problem for illustrating the importance of the preconditioning technique in order to greatly improve the performance of the Newton-AM method. Since the discretization of the linear part of equation (44) generates a matrix A which has property A [25, p. 128], a well known result of Forsythe and Straus [12] shows that the diagonal scaling built into F ′ (u * ) is beneficial when α = β = 0. In [28] it has been experimentally observed a connection between the convergence of the Arithmetic Mean method and the deviation from asymmetry of the coefficient matrix. We can define the deviation from asymmetry of a matrix F ′ (u) as the difference between the Frobenius norms of the symmetric and nonsymmetric parts of F ′ (u). In the example, the Frobenius norm of the symmetric part of F ′ (u) is independent of α and β, but that of the nonsymmmetric part increases substantially as |α| and |β| increase. We have that the Frobenius norm of the symmetric part of F ′ (u) is larger than that of the nonsymmetric part. Therefore, equation (44) is a good test problem for illustrating some relations between the convergence of the Newton-AM method and the deviation from asymmetry of the jacobian matrix F ′ (u) of (46). We have implemented the Newton-AM method in the form of the minimum reduction method of Eisenstat and Walker ([10, p. 410] ):
(hereβ = 10 −4 and θ = 0.8). Our termination criterion for the outer iteration was to stop the iteration if
where the relative error tolerance τ r and absolute error tolerance τ a are input to the method ( [18, p. 72] ). We choose in this case τ r = τ a = 10 −11 . We used two different stopping criteria for the inner iteration: either stopping when the number of inner iterations j k are given in advance at each of the outer iterations (a-priori stopping rule) or when the norm of the residuals (13) had been reduced by η k F (u (k) ) with η k ∈ [0, 1) (adaptive stopping rule). In this case we must provide a technique to form the sequence of forcing terms {η k }. Choices of η k have to be motivated by a desire to avoid oversolving (i.e., if η k is too small, it could cause a no decrease of
decreases over the loop j; in this case see the choices proposed in [11] ) or to prevent the forcing term from becoming too small too quickly, especially far from the solution, so that much effort can be wasted in the initial stages of the Newton-AM method (need of saveguards for the forcing term).
The Newton-AM method has been implemented in fortran code in a DigitalCompaq WS Alpha XP1000 with machine precision macheps = 2.2 · 10 −16 . In this program we do not have taken into account the possibility of a parallel implementation of the inner iterative Arithmetic Mean solver. The effectiveness of a parallel implementation of this solver, when we follow the scheme given in [14] and [15] , has been fully evaluated. For example, on a computer type Cray T3D, the workload is well balanced when the number of Processing Elements (logically arranged in a ring network) is a divisor of m, and the timing results on test matrices of the form of our example are in good keeping with the scalability features of the Cray architecture (see [15, table 3] ). Tables 1-2 show the behaviour of Newton-AM method in case of adaptive and a-priori stopping rules, for different values of parameters of the problem α and β. In these tables are reported the number of outer iterations and, in brackets, the total number of inner iterations. Below the iterations is also reported the 2-norm of the relative error on the solution. All iterations are started with an initial guess u (0) having all components equal to 1. Table 3 and Table 4 show how Newton-AM method works, in this example, changing the initial guess and the nonlinearity parameter λ. In these tables are reported the number of outer iterations (out. it.), the total number of inner iterations (inn. it.), the maximum norm of the absolute error (err ∞ ) and e 1 , e 2 , e 3 indicate the vector with all components equal to 1, 0 and −3 respectively. Table 5 shows the reduction of inner iterations when we solve the Newton equation (2) with the Jacobi preconditioner P = J * , where J * is the inverse of the diagonal part of the matrix F ′ (u * ). For a fixed σ max , formula (16) 
where η is the constant forcing term used in (14) for solving the unpreconditioned system (2), whileη is the forcing term used in the adaptive stopping criterion
k the j-th iterate of the AM method applied to the preconditioned Newton equation
. For both the procedures (preconditioned and unpreconditioned) the outer stopping rule is still formula (48) and global convergence strategy is still obtained by (47). If we take σ max = ηK(F ′ (u * )) = 1/3 the radius of attraction ball of Newton-AM method has been halved with respect to that of Newton's method (see formula (17) ).
In this table are reported the number of outer iterations (k * ), the total number of inner iterations (i.it.), the 2-norm of the relative error at the last iterate (err k * ) and at the last but one iterate (err k * −1 ), the 2-norm of the function F at the last and at the last but one iterates (F k * and F k * −1 ) and also the number of inner iterations required at the last outer iteration (j k * ) (I indicates the identity matrix). In Table 1 is reported the number of iterations when the forcing term η k has been chosen as formula (2.2), choice 1 in [10] , i.e., η k =η k , wherē
and as η k = max{η k , 10 −4 }, for k = 1, 2, ... andη 0 = 0.5. Elapsed time, expressed in seconds, is reported in Table 6 for Newton-AM method with adaptive or a-priori stopping rule. In the second column are also reported the number of outer iterations and the number of inner iterations in brackets. In the fourth column is reported the total time spent to execute the iterations of the AM method for solving the inner linear subproblems. In all the experiments · has to be intended as 2-norm and 1.5−7 as 1.5·10 −7 . From these computational experiments the following conclusions can be drawn. a) Tables 1-4 show the number of inner iterations of the Arithmetic Mean solver as function of the coefficients α and β. They indicate that the deviation from asymmetry of the jacobian matrix F ′ (u) offers a significant information to predict the behaviour of the Newton-AM method: the rate of convergence of the Newton-AM method is significantly increasing when the deviation from asymmetry of the jacobian matrix is decreasing. Tables 1,2 and 6 show the effect of the inner iteration on convergence of the outer iteration to u * . A significant reduction in the total effort can often be achieved by proper coordination of the inner and outer iterations. The choice of a-priori stopping criterion with a small number of inner iterations j k can at times be very convenient. In the adaptive stopping criterion a constant forcing term such as η k = 0.5 may require a great number of outer iterations. Tables 1-4 show the computed accuracy that is achievable at different values of the parameters α, β and λ. The accuracy is very high when α = β and it is substantially reduced when α = β. Table 5 indicates that the performance of the Newton-AM method can be greatly improved by the addition of a preconditioning strategy. A too small value of the forcing term η can reduce F (u (k * ) ) at the final stage k * of the method far beyond the desired level; so the computation of the solution of the linear system for the last stage is more expensive than that is really needed. (1872) Table 2 : Newton-AM method (a-priori stopping rule) N = 128, λ = γ = 10, ε = 10 
b)

c)
d)
−3 j k = 1 j k = 4 j k = 10 j k = k + 1 j k = 2 k α = β =
