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Abstract
Equations of retarded type and simple neutral-type equations are considered. The study
concerns both autonomous and non-autonomous perturbations of an autonomous equation
which possesses a non-trivial periodic orbit. The main tool is a local coordinate system around
the periodic orbit which is obtained from the phase space decomposition via Floquet
multipliers. Under the assumption that the perturbation function is Lipschitz the existence of
an integral manifold with periodic structure for the system in the new coordinates is shown.
This implies that, under autonomous perturbations, periodic orbits are continued.
Furthermore, we give a description of the ﬂow on the center manifold of the periodic orbit.
r 2002 Elsevier Inc. All rights reserved.
Keywords: Functional differential equation; Periodic orbit; Floquet multiplier; Exponential dichotomy;
Integral manifold
1. Introduction
For a periodic orbit of an autonomous ordinary differential equation in Rn; it is
known that there is a moving coordinate system consisting of an ‘‘angular’’ variable
and an ðn  1Þ-dimensional ‘‘normal’’ coordinate [7]. An analysis of the equations in
the new coordinates permits one to answer stability questions as well as questions
regarding the existence of integral manifolds when the vector ﬁeld is subjected to
autonomous as well as non-autonomous perturbation. Henry [10] introduced a
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coordinate system around an invariant manifold of a parabolic partial differential
equation. His construction made use of the idea of trivial stability of the tangent
bundle over the invariant manifold. When applied to hyperbolic periodic orbits, that
coordinate system allows one to obtain results for a wide range of perturbations
including periodic and almost periodic perturbations. He also was able to extend
those results to parameterized families of periodic orbits. The work presented here
was in many ways inspired by Henry’s result. The construction of the coordinate
system, however, is based on a different idea.
For retarded functional differential equations (FDEs) the problem of continua-
tion of a periodic orbit under autonomous perturbations has been studied in [9,
pp. 325–328]. The results states that if the equation ’x ¼ f ðxtÞ has a non-degenerate
periodic orbit of minimal period o; then the perturbed equation ’xðtÞ ¼ f ðxtÞ þ
gðxt; lÞ; where gðxt; 0Þ ¼ 0; has a solution for small l which has the parametric
representation x ¼ uðsÞ; the function u is o-periodic in s; and s is a function of the
time t: The proof involves a change of the phase space and cannot be generalized to
answer the same question for non-autonomous perturbations. A different approach
which does not require the change of the phase space was taken by Stokes [14].
Stokes introduced a local coordinate system around a periodic orbit of a retarded
FDE in such a way as to be able to determine many properties of the solution in a
neighborhood of the periodic orbit. That coordinate system cannot be considered a
natural generalization of the ﬁnite dimensional case because it consisted of three
parts; an angular coordinate, a normal coordinate and a tangential coordinate. Due
to the third coordinate, Stokes was not able to apply his results to the case of non-
degenerate periodic orbits and obtain a center manifold for the orbit.
The standard method for studying the behavior near a periodic orbit under
autonomous perturbations is to use the Poincare´ map. If the Poincare´ map is
differentiable, the problem can be reduced to the problem of studying the behavior
near the ﬁxed point of that map. However, this method is restricted to autonomous
equations. Also, for neutral FDE, even in the autonomous case, the Poincare´ map is
not necessarily C1:
In this paper, we introduce a moving coordinate system for retarded FDE as well
as for an important class of neutral FDE. This coordinate system makes extensive
use of the decomposition theory with respect to the Floquet multipliers with the
‘‘normal’’ coordinate being closely related to a natural bilinear form involving
the adjoint equation. We support our deﬁnition of a moving coordinate system by
showing that exponential dichotomy is preserved and we obtain the expected
relationships between the Floquet multipliers of the original and the new equation.
The paper is organized as follows. In Section 2, we give some basic results for
FDEs and discuss the decomposition of the phase space. In Section 3, we deﬁne a
moving coordinate system around a non-degenerate periodic orbit and relate the
Floquet multipliers in the ‘normal’ direction to the Floquet multipliers of the
periodic orbit. In Section 4, we show that the new equations possess exponential
dichotomy. We present a general theorem which ensures the existence of an integral
manifold. The proof of this theorem is similar to the one given by Henry [10], see
also [13]. In Section 5, we turn to the study of autonomous or non-autonomous
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perturbations of an autonomous neutral FDE under the assumption that it possesses
a non-trivial periodic solution. We ﬁrst consider the case when the periodic orbit is
hyperbolic to obtain the existence of a hyperbolic invariant manifold. Next, we turn
to the study of the non-degenerate case and prove a general center manifold result. If
the perturbation is autonomous, we give a result on the continuation of the periodic
orbit which is new for neutral FDE. Finally, we restrict our attention to the study of
autonomous equations and show that it is possible to give a description of the ﬂow
on the center manifold.
2. Notation and some basic results for FDE
Let r > 0 be a ﬁxed real number, the delay. Deﬁne C ¼ Cð½r; 0;RnÞ to be the
space of continuous functions mapping the interval ½r; 0 into Rn: Together with the
supremum norm, jfjC ¼ supfjfðyÞj :  rpyp0g for fAC; C is a Banach space. In
this paper, for a given continuous function x : R-Rn; we will denote by xt a
function in C with the property that xtðyÞ ¼ xðt þ yÞ; for rpyp0:
If mðyÞ; yA½r; 0 is an n  n matrix function of bounded variation, we say that it
is non-atomic at b; if for every e > 0; there exists a d > 0; such that the total variation
Var½dþb;dþbmðÞoe:
In this paper, we consider neutral functional differential equations of the form
d
dt
Dxt ¼ LðtÞxt þ f ðt; xtÞ; ð2:1Þ
where f :R C-Rn is continuous. The linear, continuous operator D : C-Rn is of
the form
Df ¼ fð0Þ 
Z 0
r
d½mðyÞfðyÞ; ð2:2Þ
where m is an n  n matrix of bounded variation which is non-atomic at zero,
continuous from the left on ðr; 0Þ and mð0Þ ¼ 0: Furthermore, we assume that the
operator D is stable [3], that is, the zero solution of the difference equation Dyt ¼ 0
with y0AffAC : Df ¼ 0g is uniformly asymptotically stable. The linear mapping
LðtÞ : C-Rn is given by
LðtÞf ¼
Z 0
r
dy½Zðt; yÞfðyÞ; ð2:3Þ
where Zðt; yÞ is a measurable n  n matrix function, continuous from the left in y; has
bounded variation in y on ½r; 0 for each t and is normalized so that
Zðt; yÞ ¼ 0 for yX0; Zðt; yÞ ¼ Zðt;rÞ for yp r:
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Also, we assume that there is an mALloc1 ððN;NÞ;RÞ such that
Var½r;0Zðt; ÞpmðtÞ: It is easily seen that the last condition implies that
jLðtÞfjRnpmðtÞjfjC :
If Df ¼ fð0Þ; Eq. (2.1) reduces to a retarded FDE
’xðtÞ ¼ LðtÞxt þ f ðt; xtÞ: ð2:4Þ
2.1. Linear FDE
Let xtð ;fÞ be the unique solution of the linear homogeneous equation
d
dt
Dxt ¼ 0; ð2:5Þ
with x0ð ;fÞ ¼ f: The solution operator TðtÞ : C-C; tX0; is deﬁned by the
relation
TðtÞf ¼def xtð ;fÞ:
It has been shown [9] that TðtÞ is a C0-semigroup. The inﬁnitesimal generator A
associated with TðtÞ deﬁned by
Af ¼ lim
h-0
1
h
½Tðt þ hÞf TðtÞf; fADðAÞ;
with DðAÞ being the set of all fAC for which the limit exists, satisﬁes the property
that
d
dt
TðtÞf ¼ A TðtÞf ¼ TðtÞAf for every fADðAÞ:
By direct computation one can show that, for Eq. (2.5), the inﬁnitesimal generator
is given by
DðAÞ ¼ ffAC1 j Df0 ¼ 0g and Af ¼ f0; where f0 ¼ df
dy
:
The operator A can be extended to C1 as follows. Denote by BC the space of
functions which are uniformly continuous on ½r; 0Þ and have a ﬁnite jump
discontinuity at 0: Functions c in BC can be represented as c ¼ fþ X0a; where
fAC; aARn; and
X0ðyÞ ¼
0; rpyo0;
Inn; y ¼ 0:
(
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ðBC; jj  jjBCÞ is a Banach space, with the norm jjcjjBC ¼def jfjC þ jajRn : Deﬁne the
operator A0 by
A0f :¼ f0  X0½Df0;
where f0 ¼ df
dy: The domain of A0 is C
1: Note that C1CBC and A0jC1 ¼ A: If we
consider the equation
d
dt
Dxt ¼ LðtÞxt þ f ðt; xtÞ ð2:6Þ
as a perturbation of (2.5), Eq. (2.6) can be written as an abstract ordinary differential
equation on BC
d
dt
xt ¼ A0xt þ X0LðtÞxt þ X0f ðt; xtÞ: ð2:7Þ
Representations of this type have been applied successfully to integral averaging [2]
as well as in the development of a normal form theory on invariant manifolds near
equilibrium points for retarded [5,6] and for neutral FDE [15].
2.2. Floquet multipliers
Suppose fAC2ðC;RnÞ; and assume that the autonomous equation
d
dt
Dxt ¼ f ðxtÞ ð2:8Þ
has a non-trivial periodic solution pðtÞ of minimal period o; that is, pta0 for all t;
and ptap0; for 0otoo: Corollaries of results in [3,8] guarantee that if D is stable
and f has continuous, bounded derivatives of order kX0; then pt has continuous,
bounded derivatives of order k [9]. Thus, the linear variational equation around p
given by
d
dt
Dxt ¼ LðtÞxt; ð2:9Þ
where LðtÞ ¼ f 0ðptÞ; has the non-trivial o-periodic solution ’p:
It is easy to see that LðtÞALðC;RnÞ and that LðÞ is o-periodic in t: LðtÞ can be
written in the form
LðtÞf ¼
Z 0
r
dy½Zðt; yÞfðyÞ;
with Z as in (2.3). Furthermore, there exists a constant m1 such that, for all
tAR;
R tþr
t
mðyÞ dypm1:
If xðt; s;fÞ is the solution of (2.9) with xsð ;fÞ ¼ f; let Tðt; sÞf ¼ xtðs;fÞ; tXs
and fAC; be the solution operator corresponding to Eq. (2.9). Let UðsÞ : C-C be
deﬁned by UðsÞ ¼ Tðs þ o; sÞ; sAR:
ARTICLE IN PRESS
J.K. Hale, M. Weedermann / J. Differential Equations 197 (2004) 219–246 223
Consider the point spectrum sPðUðsÞÞ of UðsÞ and observe that mAsPðUðs1ÞÞ
implies mAsPðUðs2ÞÞ: Since the point spectrum is independent of the starting time it
is justiﬁed to make the following deﬁnition.
Deﬁnition 1. An element ma0 in sPðUÞ¼def sPðUð0ÞÞ is called a Floquet multiplier
of Eq. (2.9).
For any Floquet multiplier m of (2.9), there are two closed subspaces EmðsÞ and
QmðsÞ; sAR; such that
(i) EmðsÞ is ﬁnite dimensional,
(ii) EmðsÞ"QmðsÞ ¼ C;
(iii) Tðt; sÞEmðsÞ ¼ EmðtÞ for tAR and Tðt; sÞQmðsÞDQmðtÞ for tXs:
(iv) sðUðsÞjEmðsÞÞ ¼ fmg;
sðUðsÞjQmðsÞÞ ¼ sðUðsÞÞ\fmg:
(v) The sets EmðsÞ and EmðtÞ are diffeomorphic,
the sets QmðsÞ and QmðtÞ are homeomorphic.
The dimension of Em is called the multiplicity of the Floquet multiplier m:
Since ’pta0 is a solution of (2.9), m ¼ 1 is always a Floquet multiplier
of (2.9).
Deﬁnition 2. The Floquet multipliers of a periodic orbit G are the Floquet multipliers
of the linear variational equation (2.9) except that 1 is not a multiplier of G if 1 is a
simple multiplier of (2.9).
Deﬁnition 3. A periodic orbit G of (2.8) is non-degenerate if 1 is not a Floquet
multiplier of G: It is said to be hyperbolic if each Floquet multiplier of G has modulus
different from 1.
If m is a Floquet multiplier of (2.9), then there exist subspaces EmðsÞ and QmðsÞ such
that C ¼ EmðsÞ"QmðsÞ: It has been shown that there exists a dm such that EmðsÞ ¼
Ker ððmI  UðsÞÞdmÞ: If FmðsÞ is a basis for EmðsÞ; then Tðt; sÞFmðsÞ ¼ FmðtÞ is a basis
for EmðtÞ: Furthermore, UðsÞFmðsÞ ¼ FmðsÞMmðsÞ where MmðsÞ is a dm  dm matrix
with sðMmðsÞÞ ¼ fmg for all sAðN;NÞ:
Deﬁne U ¼ Tðo; 0ÞFð0Þ and let Bm be the dm  dm matrix deﬁned by Bm ¼
o1 log Mmð0Þ: It is easy to see that sðBmÞ ¼ fzg; where z is such that ezo ¼ m: The
value z is commonly referred to as the characteristic exponent corresponding to m:
Note that, unless m ¼ 1; za0: Also, note that if m ¼ 1; then the matrix B could be
complex. To avoid this difﬁculty, one could double the period. As a result, one
would obtain one additional Floquet multiplier 1 and the matrix B would be real.
Deﬁne the vector PðtÞ ¼ Tðt; 0ÞeBmt: Then, for tX0; PðtÞ ¼ Pðt þ oÞ and UFð0Þ ¼
Fð0ÞeBo: Let Cn ¼ Cð½0; r;Rn%Þ; where Rn% denotes the space of row-vectors in Rn:
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We deﬁne a bilinear form /  ; St on C  Cn as follows:
/c;fSt ¼cð0Þfð0Þ 
Z 0
r
Z y
0c
0ðt yÞ dmðyÞ fðtÞ dt

Z 0
r
Z y
0
cðt yÞ dy½Zðt þ y t; yÞ fðtÞ dt
for fAC and cACn: Corresponding to the basis FðsÞ of EmðsÞ there exists a
set of continuous functions CðsÞCCn such that /CmðsÞ;FmðsÞSs ¼ Idmdm
and
EmðsÞ ¼ ff : f ¼ FmðsÞ/CmðsÞ;fSsg;
QmðsÞ ¼ ff :/CmðsÞ;fSs ¼ 0g:
We refer to CmðsÞ as the dual basis of FmðsÞ: Using the above properties, one can
verify that CmðsÞ ¼ eBmsPTðsÞ:
When deriving Eq. (2.7) it was necessary to extend the phase space C to BC: We
therefore need a decomposition of BC: The projection corresponding to the
decomposition of C; pmðsÞ : C-EmðsÞ is given by pmðsÞf ¼ FmðsÞ/CmðsÞ;fSs: This
projection can be extended to *pmðsÞ : BC-EmðsÞ by
*pmðsÞðfþ X0aÞ ¼ FmðsÞ½/CmðsÞ;fSs þCmðsÞð0Þa:
It is clear that QmðsÞCKer *pmðsÞ: More precisely, Ker *pmðsÞCQðsÞ"½X0: Using
integration by parts and adjoint theory, one can show that As ¼ A0 þ X0f 0ðpsÞ and
*pmðsÞ commute on C1:
Suppose that the equation
d
dt
Dxt ¼ f ðxtÞ
has a non-trivial periodic orbit G ¼ fpt : 0ptpog: The equation can be rewritten as
an abstract equation
’xt ¼ A0xt þ X0½f 0ðptÞxt þ X0½f ðxtÞ  f 0ðptÞxt: ð2:10Þ
Assuming that xt satisﬁes Eq. (2.10) and writing
xt ¼ PmðtÞyðtÞ þ qðtÞ; yARdm ;
qðtÞAKer *pmðtÞ-DðA0Þ ¼ QmðtÞ-C1
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yields
’yðtÞ ¼ BmyðtÞ þCmðtÞð0Þ½f ðPmðtÞyðtÞ þ qðtÞÞ  f 0ðptÞðPmðtÞyðtÞ þ qðtÞÞ
’qðtÞ ¼A0qðtÞ þ X0f 0ðptÞqðtÞ
þ ðI  *pmðtÞÞX0½f ðPmðtÞyðtÞ þ qðtÞÞ  f 0ðptÞðPmðtÞyðtÞ þ qðtÞÞ:
This decomposition can be extended to a ﬁnite set L ¼ fm1; m2;y; mkg of Floquet
multipliers. We can decompose C into
C ¼ Em1ðtÞ"Em2ðtÞ"?"EmkðtÞ"QLðtÞ;
where QLðtÞ is such that Tðt; sÞQLðsÞDQLðtÞ: Let BL be the dL  dL; ðdL ¼Pk
i¼1 dmiÞ; matrix given by
BL ¼ diagðBm1 ;y;BmkÞ;
let FL and CL be the corresponding collection of bases and adjoint bases,
respectively. Note that the spectrum of the matrix BL does not consist of the
Floquet multipliers in L but of corresponding characteristic exponents. Deﬁne
PLðtÞ ¼ FLðtÞeBLt: Then, if we set xt ¼ Fm1ðtÞy1ðtÞ þ?þ FmkðtÞykðtÞ þ
qðtÞ; qðtÞAQLðtÞ-C1; we obtain ði ¼ 1;y; kÞ
’yiðtÞ ¼ Bmi yiðtÞ þCmiðtÞð0Þ½f ðPLðtÞyðtÞ þ qðtÞÞ  f 0ðptÞðPLðtÞyðtÞ þ qðtÞÞ
’qðtÞ ¼A0qðtÞ þ X0f 0ðptÞqðtÞ
þ ðI  *pLðtÞÞX0½f ðPLðtÞyðtÞ þ qðtÞÞ  f 0ðptÞðPLðtÞyðtÞ þ qðtÞÞ:
3. Local coordinates near a periodic orbit
We will use the decomposition with respect to Floquet multipliers to introduce a
local moving coordinate system around the periodic orbit. For the remainder of the
paper we assume that the periodic orbit is non-degenerate.
3.1. Moving coordinates
Suppose G ¼ fpt : 0ptpog is a non-trivial periodic orbit of (2.8). Consider a
phase space decomposition with respect to the Floquet multiplier m ¼ 1: If G is non-
degenerate, i.e., m ¼ 1 is a simple Floquet multiplier of (2.9), then a decomposition of
C is given by
C ¼ ½ ’ps"Q1ðsÞ;
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where Q1ðsÞ is such that Tðt; sÞQ1ðsÞDQ1ðtÞ: It is possible to deﬁne this
decomposition when 1 is not a simple Floquet multiplier of (2.9). In that case,
E1ðsÞ has higher dimension with a basis F1ðsÞ ¼ f ’ps;f2;y;fd1g: Since the dual basis
is such that /C1ðsÞ;F1ðsÞSs ¼ Id; for all s; it is still possible to decompose the space
C into C ¼ ½ ’ps"QðsÞ; where codim QðsÞ ¼ 1: On the other hand, we may lose the
invariance property Tðt; sÞQðsÞDQðtÞ of the complementary subspace. If
Uð0ÞF1ð0Þ ¼ F1ð0ÞeB1o and
ðBÞ B1 ¼
1 0
0 Bˆ1
 !
;
then this invariance property will be preserved and the analysis which follows will be
valid. We keep the hypothesis of non-degeneracy of G to minimize notation. In the
case when the periodic orbit is such that condition (B) is satisﬁed, the decomposition
with respect to the Floquet multiplier 1 provides us with an ‘‘orthogonal
complement’’ of ’ps:
Deﬁnition 4 (Local coordinate system along G). By a local coordinate system along
G; we mean that there exists a co-dimension 1 subspace M0 of C such that, for all
sA½0;o; there exists a map Ls from M0 to QðsÞ which is an isomorphism onto its
range and there is a neighborhood V of G such that for every fAV ; f has the
decomposition f ¼ ps þ Lsw; where wAM0:
If G is non-degenerate, then E1ðsÞ ¼ ½ ’ps; in the more general case under hypothesis
(B), E1ðsÞ ¼ ½ ’ps"E1ðsÞ: All of the following results are proved for the case when G is
non-degenerate but can be generalized for non-hyperbolic periodic orbits that satisfy
condition (B). Throughout this paper, we will denote the solution of the adjoint
equation of (2.9) corresponding to the periodic solution ’ps by q
s: We will refer to qs
as the dual solution corresponding to ’ps: From the previous section it follows that
/qs; ’psSs ¼ 1: The function qs possesses the same smoothness properties as ’ps:
Every element in C has a unique representation of the form f ¼ /qs;fSs ’ps þ
fQ1ðsÞ: For an element w of M0CC we obtain w ¼ /qs;wSs ’ps þ Lsw; where Ls is
deﬁned by
Lsw ¼ w /qs;wSs ’ps: ð3:1Þ
Proposition 1. Suppose fAC1ðC;RnÞ:
(i) For every vtAC%1 ¼ C1ðC;Rn%Þ; fAC;
j/vt;fStjpa kv;v0 jfj:
(ii) For every fAC1 ¼ C1ðC;RnÞ;
d
dt
/qt;fSt ¼ qðtÞ½Df0  f 0ðptÞf /qt;f0St:
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(iii) For any fAC; jas  atjpcjs  tj jfj; where at ¼ /qt;fSt:
(iv) For any f1;f2AC; j/qs;f1Ss /qt;f2Stjpc1js  tj þ c2jf1  f2j:
(v) Ls : M0-C1-Q1ðsÞ is uniformly bounded, and continuously differentiable.
Proof. (i) Using the representation of the bilinear form given in Section 2.3, one sees
that from the bounded variation of m and Z together with the compactness of G; fqtg
and fqtg; we obtain the desired result.
(ii) By direct evaluation.
(iii) j/qt;fSt /qs;fSsj
pjqðtÞ  qðsÞj jfð0Þj
þ
Z r
0
jqtðaÞj
Z 0
r
dyjZðt; y aÞ  Zðs; y aÞj jfðyÞj
 
da
þ
Z r
0
jqtðaÞ  qsðaÞj
Z 0
r
dyjZðs; y aÞj jfðyÞj
 
da
plqjt  sj jfj þ kqlf 0 jt  sj jfj þ lqkf 0 jt  sj jfj
pcjt  sj jfj:
(iv) j/ys;f1Ss /yt;f2Stj
pj/ys;f1Ss /yt;f1Stj þ j/yt;f1St /yt;c2Stj
pcjs  tjjf1j þ j/yt;f1  c2Stj
pckf1 js  tj þ akyjf1  c2j:
(v) Representation (3.1) implies that Ls is continuous. This, together with the
compactness of ’G ¼ f ’ps j 0pspog and (i), gives the uniform boundedness of Ls:
Using representation (3.1) and (ii) one can ﬁrst show that Ls is differentiable. The
derivative is found to be
@sLsw ¼  d
ds
/qs;wSs ’ps /qs;wSsp¨s:
Since fAC1ðC;RnÞ implies that p¨sAC; the derivative of Ls is continuous. &
3.2. The new equations
Let M0 be a co-dimension 1 subspace of C; for instance, M0 ¼ Q1ð0Þ: In that case,
L1 ¼ Id:
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Lemma 1 (Local coordinate system about G). Suppose G ¼ fps j 0pspog is a non-
trivial periodic orbit of (2.8) of minimal period o: Then there exists a neighborhood V
of G and an e > 0 such that, for every fAV ; there exists a unique pair ðs;wÞA½0;oÞ 
M0;e ¼ fwAM0 : jwjCoeg such that f ¼ ps þ Lsw:
Proof. Let Fðf; s;wÞ ¼ ps þ Lsw  f: Then @sF ¼ ’ps þ @sLsw; which is non-zero at
w ¼ 0: The partial derivative @sF is continuous. Therefore, by the implicit function
theorem there exists a d > 0 such that f ¼ ps þ Lsw is well deﬁned for jLswjod: Let
e ¼ d=kL; where kL ¼ maxfjjLsjjLðM0;Q1ðsÞÞ : sA½0;oÞg: The neighborhood V of G is
given by V ¼ ffAC j supsA½0;oÞ jf psjodg: &
Suppose xtAV is a solution of Eq. (2.8) or, in abstract form, a solution of
d
dt
xt ¼ A0xt þ X0f ðxtÞ: ð3:2Þ
Let
xt ¼ psðtÞ þ LsðtÞwðtÞ; ð3:3Þ
with wðtÞAM0;e and s : ½0;NÞ-R differentiable. With this representation of xt; (3.2)
becomes
½ ’psðtÞ þ @sLsðtÞwðtÞ’sðtÞ þ LsðtÞ ’wðtÞ
¼ A0ðpsðtÞ þ LsðtÞwðtÞÞ þ X0f ðpsðtÞ þ LsðtÞwðtÞÞ;
Applying /qs; Ss gives
’s ¼ 1þ f1ðs;wÞ;
where
f1ðs;wÞ ¼ ½1þ/qs; @sLswSs1
 ð/qs; @sLswSs þ qsð0Þ½f ðps þ LswÞ  f ðpsÞÞ:
The inverse exists if we choose e sufﬁciently small. On the other hand, projecting
onto QðsÞ results in
’w ¼ AðsÞw þ f2ðs;wÞ;
where
AðsÞ ¼L1s ð@sLs þ A0Ls þ X0f 0ðpsÞLsÞ;
f2ðs;wÞ ¼L1s ð@sLswf1ðs;wÞ þ X0½f ðps þ LswÞ  f ðpsÞ  f 0ðpsÞLswÞ:
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It is necessary to extend Ls to BM ¼ M0"½X0: This can be done by deﬁning
LsX0a ¼ X0a qsð0Þa ’ps: In that way, if cAQðsÞ-R ðLsÞ; we still have L1s cAM0:
With this deﬁnition we have that for wAM0-C1
LsA0w ¼w0  X0Dw0 /qs;w0S ’ps þ qsð0ÞDw0 ’ps;
A0Lsw ¼w0  X0Dw0 /qs;wS½ ’p0s  X0 ’p0sð0Þ;
where 0 ¼ d=dy: Using that
’p0s ¼
d
dy
’ps ¼ A0 ’ps þ X0D ’p0s
together with the fact that ’ps solves Eq. (2.9) we ﬁnd that
A0Lsw ¼ LsA0w þ/qs;w0S ’ps  qsð0ÞDw0 ’ps /qs;wSðp¨s  X0f 0ðpsÞ ’psÞ:
One obtains that
AðsÞw ¼A0w þ L1s ðqsð0Þf 0ðpsÞw ’ps þ/qs;wSX0f 0ðpsÞ ’ps þ X0f 0ðpsÞLswÞ
¼A0w þ L1s ðqsð0Þf 0ðpsÞw ’ps þ X0f 0ðpsÞwÞ:
Set kðsÞ ¼ qsð0Þf 0ðpsÞw ’ps þ X0f 0ðpsÞw: It is easy to check that /qs;kðsÞS ¼ 0;
i.e., kðsÞAQðsÞ"½X0: AðsÞ is therefore well deﬁned. Note that kðsÞ ¼ LsX0f 0ðpsÞw:
Using this relation, the following natural representation for AðsÞ is obtained:
AðsÞw ¼ A0w þ X0f 0ðpsÞw: ð3:4Þ
The structure of the original equation compared to the equation representing the
ﬂow on M0 is essentially unchanged in the sense that in both instances the linear part
consists of an unbounded differential operator and a bounded part. Eq. (3.4) is easily
seen to be the one obtainable when applying the change of coordinates (3.3) to the
equations obtained from the Floquet decomposition.
Remark 1. For each ﬁxed wAM0-C1; the map s/AðsÞw is continuous. However,
the operator AðsÞ : M0-C1-BM is unbounded. To study periodic solutions of
autonomous equations of the type ’s ¼ 1þ f1ðs;wÞ and ’w ¼ AðsÞw þ f2ðs;wÞ; one
could try to eliminate t by computing
dw
ds
¼ AðsÞw þ Wðs;wÞ: ð3:5Þ
Both A and W are o-periodic in s: However, the non-linear part, Wðs;wÞ; is not
bounded. For that reason Fredholm alternative-type arguments cannot be applied to
show the existence of an o-periodic solution of (3.5).
Remark 2. L1s is bounded on M0ðeÞ ¼ fwAM0 : jwjoeg:
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To see that, let cAQ1ðsÞ: Then L1s c ¼ fAM0 and f ¼ as ’ps þ c: Thus,
jfjpjasjj ’psj þ jcj: We only consider the portion of M0 with j  jM0oe; therefore,
jasjpke;
jL1s cjp %keþ jcjpmejcj:
The following lemma will play a major role in the proof of the invariant manifold
theorem. Since the linear part of the equation on M0 is represented by an unbounded
operator, we need the following Lipschitz-type property in order to give estimates on
the growth of the solution. Denote by Ck;1ðC;RnÞ the space of functions f : C-Rn
that are k-times differentiable and whose kth derivative is Lipschitz.
Lemma 2. If we let M10 ¼ M0-C1; and suppose fAC1;1; then
jjAðs1Þ  Aðs2ÞjjLðM1
0
;BMÞpCjs1  s2j:
Proof. Let wAM10 : Then Aðs1Þw  Aðs2Þw ¼ X0½f 0ðps1Þ  f 0ðps2Þw: Therefore,
jjAðs1Þw  Aðs2ÞwjjBMplf 0 lpjs1  s2jjwjC ;
where lf 0 and lp denote the Lipschitz constants of f
0 and p; respectively. &
3.3. Floquet multipliers
In this section, we relate the Floquet multipliers of the linear variational equation
’yt ¼ AðtÞyt; ytAC1 ð3:6Þ
to those of
’w ¼ AðtÞw; wAM0; ð3:7Þ
where AðtÞ ¼ A0 þ X0f 0ðptÞ: The solution operator of (3.7) is denoted by TAðt; sÞ;
while Tðt; sÞ denotes the solution operator of Eq. (3.6). First we need the following
lemma.
Lemma 3. Let %fAM0: Then the solution Tðt; sÞLs %f of (3.6) is given by LtTAðt; sÞ %f:
Proof. It is easy to show that LtTAðt; sÞ %f solves (3.6). We assumed that G is non-
degenerate. This implies that Tðt; sÞ maps Q1ðsÞ into Q1ðtÞ: From uniqueness it
follows that Tðt; sÞLs %f ¼ LtTAðt; sÞ %f: &
Lemma 4. Define UAðtÞ ¼ TAðt þ o; tÞÞ and UðtÞ ¼ Tðt þ o; tÞ: Then, for all
tX0; UAðtÞ ¼ L1t UðtÞLt:
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Proof. From the deﬁnition of UA we have UAðtÞwðtÞ ¼ wðt þ oÞ: Thus,
a ’ptþo þ LtþoUAðtÞwðtÞ ¼ a ’ptþo þ Ltþowðt þ oÞ
¼UðtÞða ’pt þ LtwðtÞÞ
¼ a ’pt þ UðtÞLtwðtÞ:
Since ’ptþo ¼ ’pt; we obtain LtþoUAðtÞwðtÞ ¼ LtUAðtÞwðtÞ ¼ UðtÞLtwðtÞ: There-
fore, UAðtÞ ¼ L1t UðtÞLt: &
Lemma 5. If G is non-degenerate; that is, if 1 is a simple Floquet multiplier of (3.6),
then all Floquet multipliers of (3.7) are different from 1.
Proof. Consider UA ¼ TAðo; 0Þ; UAwðtÞ ¼ wðt þ oÞ: We want to show that 1 is not
an eigenvalue of UA: Suppose, on the contrary, that it is, i.e., there exists a
wðtÞa0AM0 such that UAwðtÞ ¼ wðtÞ: In other words, w is an o-periodic solution of
(3.7). Now consider yt ¼ a ’pt þ LtwðtÞ: yt solves (3.6). The o-periodicity of ’pt; w and
Lt imply that yt ¼ ytþo: Since wa0; there is no a such that yt ¼ a ’pt: On the other
hand, from the deﬁnition of Lt follows that yta0: Thus, yt is an eigenvector
corresponding to the Floquet multiplier 1: As a consequence, 1 cannot be a simple
Floquet multiplier of (3.6), which is a contradiction. &
The set of Floquet multipliers, s; of Eq. (3.6) can be split into subsets s ¼
s,s1,sþ; where s and sþ contain all Floquet multipliers inside and outside the
unit circle, respectively. The set s1 is the set of all Floquet multipliers lying on the
unit circle. Corresponding to the decomposition of s; there exist projections PðtÞ;
PþðtÞ and P1ðtÞ; such that any solution y of (3.6) can be decomposed into y ¼
yþ þ y1 þ y; where PðtÞy ¼ y; PþðtÞy ¼ yþ and P1ðtÞy ¼ y1; and there exist
numbers b > 0; M > 0 and for every n > 0 a constant Mn such that
jjTðt; sÞPðsÞjjLðBC;BCÞpMebðtsÞ for tXs; ð3:8Þ
jjTðt; sÞPþðsÞjjLðBC;BCÞpMebðtsÞ for tps; ð3:9Þ
jjTðt; sÞP1ðsÞjjLðBC;BCÞpMnenjtsj for tAR: ð3:10Þ
It follows from their deﬁnition that the projections P; Pþ and P1 are bounded.
4. An integral manifold theorem
In order to study invariant manifolds, one needs certain exponential estimates, or
more precisely, exponential dichotomy, [4,11,12]. We give such estimates ﬁrst for the
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equation ’w ¼ AðtÞw and then show that it is possible to obtain such estimates for the
equation ’w ¼ AðsÞw; where s satisﬁes a differential equation. Using these estimates,
we prove the existence of an invariant manifold for general perturbations. One of the
main conditions in the proof of the theorem is the presence of exponential dichotomy
in the system.
Deﬁnition 5. Consider the linear system
’z ¼ AðtÞz; ð4:1Þ
where z is in some Banach space Z and AACðR;LðZ;ZÞÞ: Denote by Zðt; sÞ the
solution operator for (4.1). System (4.1) is said to have an exponential dichotomy of
type ða; b;KÞ on R if there exists a family of projections PðtÞ;QðtÞ ¼ I  PðtÞ; tAR;
satisfying
(i) PðtÞZðt; sÞ ¼ Zðt; sÞPðsÞ for t; sAR;
(ii) jjZðt; sÞPðsÞjjLðZ;ZÞpKeaðtsÞ for tXs;
(iii) jjZðt; sÞQðsÞjjLðZ;ZÞpKebðtsÞ for sXt;
where a > 0; b > 0;KX1:
Lemma 6. Suppose that G is a hyperbolic periodic orbit and let M; b be as in (3.8) and
(3.9). Then the equation
’w ¼ AðtÞw ð4:2Þ
has an exponential dichotomy of type ðb; b;K2MÞ with the projections
pþðtÞ ¼L1t ½I  P1ðtÞ1PþðtÞ½I  P1ðtÞLt;
pðtÞ ¼L1t ½I  P1ðtÞ1PðtÞ½I  P1ðtÞLt;
where K is such that 1
K
jzjM0pj½I  P1ðtÞLtzjM0pK jzjM0 :
Proof. First we show that pðtÞTAðt; sÞ ¼ TAðt; sÞpðsÞ for all t; sAR: From
Tðt; sÞP
*
ðsÞ ¼ P
*
ðtÞTðt; sÞ; * ¼ þ;; 1; and after applying the previous lemma
we obtain that for a given fAM0;
PðtÞðI  P1ðtÞÞLtTAðt; sÞf
¼ PðtÞðI  P1ðtÞÞTðt; sÞLsf
¼ Tðt; sÞPðsÞðI  P1ðsÞÞLsf
¼ Tðt; sÞðI  P1ðsÞÞðI  P1ðsÞÞ1PðsÞðI  P1ðsÞÞLsf
¼ ðI  P1ðtÞÞLtTAðt; sÞL1s ðI  P1ðsÞÞ1PðsÞðI  P1ðsÞÞLsf:
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In the last step, we applied Tðt; sÞLsc ¼ LtTAðt; sÞc to c ¼ L1s ðI  P1ðsÞÞ1
PðsÞðI  P1ðsÞÞLsf:
To verify the exponential estimates, let fAM0: For all tXs
jjTAðt; sÞ pðsÞfjj ¼ jjpðtÞ TAðt; sÞfjj
¼ jj½ðI  P1ðtÞÞLt1PðtÞðI  P1ðtÞÞLtTAðt; sÞfjj
pK jjPðtÞðI  P1ðtÞÞLtTAðt; sÞfjj
¼K jjPðtÞðI  P1ðtÞÞT1ðt; sÞLsfjj
pKMebðtsÞjjðI  P1ðsÞÞLsfjj
pK2MebðtsÞjjfjj:
The proof for pþ is identical to the one given for p: &
Remark 3. The exponential estimates remain valid also if we do not assume that G is
hyperbolic. However, in that case it is no longer true that pþðtÞ ¼ I  pðtÞ:
Lemma 6 implies exponential dichotomy on R for system
’w ¼ AðsðtÞÞw; ð4:3Þ
where ’s ¼ 1 with sðt0Þ ¼ Z if G is hyperbolic. We intend to show that the same is true
for the system (4.3) with ’s ¼ 1þ gðt; s;w; lÞ for some appropriate function g: In the
following, L denotes a complete normed space. Assume that the following condition
on g is satisﬁed:
(H1) g :R M0  R L-M0 is continuous, bounded, gðt; s; 0; 0Þ ¼ 0 and
jgðt; s1;w1; l1Þ  gðt; s2;w2; l2ÞjM0
pNðjs1  s2j þ jw1  w2jM0 þ jl1  l2jLÞ:
If g satisﬁes condition (H1), then if s0 is the unique solution of ’s0 ¼ 1; and s is the
unique solution of ’s ¼ 1þ gðt; sðtÞ;w; lÞ; sðtÞ ¼ s0ðtÞ; the generalized Gronwall’s
inequality gives
jsðtÞ  s0ðtÞÞjp
Z t
t
jgða; sðaÞ;wðaÞ; lÞj da
pN
Z t
t
ðjwðaÞj þ jljÞ daþ N
Z t
t
jsðaÞ  s0ðaÞj da
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pN
Z t
t
ðjwðaÞj þ jljÞ daþ N2
Z t
t
ðjwðaÞj þ jljÞeNðtaÞ da
pN
Z t
t
eNjtajðjwðaÞj þ jljÞ da
p ðeþ l0ÞðeNjttj  1Þ:
Consider the two systems
ð*Þ
’s0 ¼ 1;
’w ¼ Aðs0Þw
(
and ð* *Þ
’s ¼ 1þ gðt; s;w; lÞ;
’w ¼ AðsÞw:
(
For s0ðtÞ ¼ sðtÞ we obtain that
jAðsðtÞÞ  Aðs0ðtÞÞjp cjsðtÞ  s0ðtÞÞj
p cðeþ l0ÞðeNjttj  1Þ: ð4:4Þ
Choose h > 0 in such a way that eNhð1 NhÞo1: The previous calculation shows
that for all jt  tjoh; we have
jAðsðtÞÞ  Aðs0ðtÞÞjocðe0 þ l0ÞNheNh ð4:5Þ
provided that sðtÞ ¼ s0ðtÞ: This estimate is sufﬁcient to show that ð* *Þ has
exponential dichotomy for sufﬁciently small values of e and l0: The proof involves
the idea of discrete dichotomy and is as in [13,10].
4.1. Existence of an invariant manifold
There are many results in which the exponential dichotomy of a linear system is
used to prove the existence of integral manifolds of a non-linear perturbation of that
system [4,7,10,11,13]. We will present a proof as it applies to our situation and hope
to limit the accumulation of constants resulting from a series of estimates to a
minimum.
Deﬁnition 6. A surface S in the ðt; zÞ-space is an integral manifold of a system
of differential equations ’z ¼ Zðz; tÞ; if for any point P in S; the solution zðtÞ
through P is such that ðt; zðtÞÞ is in S for all time t in the domain of deﬁnition of the
solution zðtÞ:
The system ’s ¼ 1; ’w ¼ AðsÞw; has an integral manifold S0 in R R M10 given
by S0 ¼ fðt; t; 0Þ : tARg: We want to obtain a result on the existence of a manifold
close to S0 of the perturbed system
’w ¼AðsÞw þ f ðt; s;w; lÞ;
’s ¼ 1þ gðt; s;w; lÞ; sðt0Þ ¼ Z; ð4:6Þ
where g satisﬁes condition (H1), f ðt; s; 0; 0Þ ¼ 0 and f satisﬁes the condition
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(H2) f :R M0  R L-M0 is continuous, f ðt; s; 0; 0Þ ¼ 0; and
jf ðt; s1;w1; l1Þ  f ðt; s2;w2; l2ÞjoMðjw1 þ w2j þ jl1 þ l2jÞ
jw1  w2j þ Mjl1 þ l2jjjs1  s2j þ Mjl1  l2j
Theorem 1. Suppose Eq. (4.3) has exponential dichotomy of type ða; b;KÞ on R
and is of bounded growth and decay with ðC; mÞ uniformly in ðt0; ZÞ: If a; b are
sufficiently large and if N in condition (H1) is such that Nominða; bÞ; then there
is a l0 such that for jljpl0 system (4.6) has an integral manifold near R R f0g
such that
Sl ¼ f ðt; Z; sðt; Z; lÞÞAR R M0; tAR; ZARg
is an integral manifold for system (4.6) and
(i) s is Lipschitz continuous in ðZ; lÞ uniformly with respect to tAR
(ii) supfjsðt; Z; lÞj; tAR; ZARg ¼ OðjljÞ:
Proof. Without loss of generality, we may assume that system (4.3)
with ’s ¼ 1þ gðt; s;w; lÞ has exponential dichotomy of type ða; b;KÞ: Denote
by P˜ the projection corresponding to the exponential dichotomy. Deﬁne an
operator T by
ðTwÞðtÞ ¼
Z t
N
TAðt; tÞP˜ðtÞf ðt; sðtÞ;wðtÞ; lÞ dt

Z N
t
TAðt; tÞðI  P˜ðtÞÞf ðt; sðtÞ;wðtÞ; lÞ dt:
Note that every bounded solution of (4.3) is of that form. We claim that T is a
contraction in the supremum norm in the space Me0 ¼ fw :R-M0 j jjwjjoeg; where
jjwjj ¼ suptAR jwðtÞjC :
First we will show that T : Me0-M
e
0: Let wAM
e
0: Then,
Z t
N
jjTAðt; tÞP˜ðtÞjj jf ðt; sðtÞ;wðtÞ; lÞj dt
pKM½ðjjwjj þ jljÞjjwjj þ jlj
Z t
N
eaðttÞ dt
¼ KMðe2 þ l0eþ l0Þ 1a;
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Z N
t
jjTAðt; tÞðI  P˜ðtÞÞjj jf ðt; sðtÞ;wðtÞ; lÞj dt
pKM½ðjjwjj þ jljÞjjwjj þ jlj
Z N
t
ebðttÞ dt
¼ KMðe2 þ l0eþ l0Þ 1b:
If KMðe2 þ l0eþ l0Þð1aþ 1bÞoe; then T maps from Me0 into Me0:
To show that T is a contraction, assume that w1;w2AMe0: For tAR; using the same
estimates as before,
jðTw1ÞðtÞ  ðTw2ÞðtÞj
p
Z t
N
jjTAðt; tÞP˜ðtÞjj jf ðt; sðtÞ;w1ðtÞ; lÞ  f ðt; sðtÞ;w2ðtÞ; lÞj dt
þ
Z N
t
jjTAðt; tÞðI  P˜ðtÞÞjj jf ðt; sðtÞ;w1ðtÞ; lÞ  f ðt; sðtÞ;w2ðtÞ; lÞj dt
pKMðjw1 þ w2j þ jl1 þ l2jÞjjw1  w2jj 1aþ
1
b
	 

:
Therefore, if 2KMðeþ l0Þð1aþ 1bÞo1; we obtain that T is a contraction. This
implies the existence of a unique ﬁxed point of T in Me0 which, on the other hand,
proves the existence of a unique solution w˜ð ; s; lÞ of Eq. (4.3) with norm jjw˜jjoe:
Denote by s˜ðt; t0; Z;w; lÞ the solution of ’s ¼ 1þ gðt; s;wðtÞ; lÞ with initial
condition sðt0Þ ¼ Z: Condition (H1) implies the following estimate for two different
solutions s˜1 and s˜2; where s˜iðtÞ ¼ s˜ðt; t0; Zi;wiðtÞ; liÞ:
js˜1ðtÞ  s˜2ðtÞjp jZ1  Z2j þ
Z t
t0
jgðt; s1ðtÞ;w1ðtÞ; l1Þ
 gðt; s2ðtÞ;w2ðtÞ; l2Þj dt
p
ðH1Þ
jZ1  Z2j þ N
Z t
t0
ðjw1ðtÞ  w2ðtÞj þ jl1  l2jÞ dt
þ N
Z t
t0
js1ðtÞ  s2ðtÞj dt
p
ð* Þ jZ1  Z2jeNjtt0j þ N

Z t
t0
ðjw1ðtÞ  w2ðtÞj þ jl1  l2jÞeNjttj dt
p jZ1  Z2jeNjtt0j þ ðjjw1  w2jj þ jl1  l2jÞðeNjtt0j  1Þ:
Inequality ð*Þ is an application of Gronwall’s lemma and integration by parts.
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The next step is to show the existence of a mutual solution of system (4.6). We will
again prove this by showing that there is a contraction whose unique ﬁxed point
forms that solution.
Deﬁne S : Me0  R R L-Me0 by
Sðw; t0; Z; lÞðtÞ ¼ w˜ðt; s˜ðt; t0; Z;w; lÞ; lÞ:
For any ﬁxed t0AR and any tAR
jSðw1; t0; Z1; l1ÞðtÞ  Sðw2; t0; Z2; l2ÞðtÞj
p
ðH2Þ
KM½ðð2eþ 2l0Þjjw1  w2jj þ jl1  l2jÞ
Z t
N
eaðttÞ dt
þ 2l0
Z t
N
eaðttÞjs˜1ðtÞ  s˜2ðtÞj dt
þ KM same for
Z N
t
ebðttÞ dt
 
p2KMl0ðI1 þ I2ÞjZ1  Z2j
þ 2KM e 1
a
þ 1
b
	 

þ l0ðI1 þ I2Þ
 
jjw1  w2jj
þ KM ð1 2l0Þ 1aþ
1
b
	 

þ 2l0ðI1 þ I2Þ
 
jl1  l2j;
where I1 ¼
R t
N e
aðttÞþNjtt0j dt and I2 ¼
RN
t
ebðttÞþNjtt0j dt:
For tXt0 and under the condition that 0oNominða; bÞ
I1 ¼ 1a N e
ajtt0j þ 1
aþ N ½e
Njtt0j  eajtt0j and I2 ¼ 1b N e
Njtt0j:
For tpt0 one obtains
I1 ¼ 1a N e
Njtt0j and I2 ¼ 1b N e
bjtt0j þ 1
bþ N ½e
Njtt0j  ebjtt0j:
For xAM0 deﬁne the weighted norm jjjxjjjN ¼ suptAR eNðtt0Þjjxjj: Setting Z1 ¼ Z2
and l1 ¼ l2; we obtain that S is a contraction in the jjj  jjjN-norm provided that
1
aþ N þ
1
a No
1
KMðeþ l0Þ and
1
bþ N þ
1
b No
1
KMðeþ l0Þ:
The above estimates also show that S is Lipschitz in the jjj  jjj-norm in Z and l
uniformly in t:
Let wnð ; t0; Z; lÞ be the unique ﬁxed point of S: Clearly, wn solves ’w ¼ AðsÞw: Let
snðt; t0; ZÞ ¼ s˜ðt; t0; Z;wnðt; t0; Z:lÞ; lÞ:
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ðsn;wnÞ forms a solution of (4.6) with snðt0Þ ¼ Z and jjwnjjoe: Deﬁne sðt0; Z; lÞ ¼
wnðt0; t0; Z; lÞ for t0AR; ZAR and lAL: If for some pair ðs;wÞ; Eqs. (4.6) are
satisﬁed, then uniqueness implies that
sðtÞ ¼ snðt; t0; sðt0Þ; lÞ; wðtÞ ¼ wnðt; t0; sðt0Þ; lÞ for all t; t0:
Thus, we have wðt0Þ ¼ sðt0; sðt0Þ; lÞ: On the other hand, if wðt0Þ ¼ sðt0; sðt0Þ; lÞ for
some t0; then the solution with this initial value exists for all t: Therefore, wðtÞ ¼
sðt; sðtÞ; lÞ: Thus,
Sl ¼ fðt; s;wÞ j wðtÞ ¼ sðt; sðtÞ; lÞg
is an integral manifold that is Lipschitz in l and Z: Part (ii) of the statement follows
from the estimate jTwðtÞjpKM½ðjjwjj þ jljÞjjwjj þ jljð1aþ 1bÞ: &
Remark 4. If s/AðsÞ; f ð ; s;  ; Þ; gð ; s;  ; Þ are o-periodic, then sðt; s; lÞ is o-
periodic in s: This is clear after noting that sðt; t0; Zþ oÞ ¼ sðt; t0; ZÞ þ o which
follows from uniqueness.
Remark 5. If the function f is periodic in t (almost periodic in t), then sðt; s; lÞ is
periodic in t with the same period (almost periodic with the same module as f ).
Remark 6. If f and g are independent of t; i.e., the equations are autonomous, then s
too is independent of t: Let oðlÞ be the solution of sðoðlÞÞ ¼ o where s is the
solution of equation ’s ¼ 1þ gðs;w; lÞ with initial value sð0Þ ¼ 0: The function o :
L-R is continuous in l; and oð0Þ ¼ o: Thus, if the perturbation of ’xðtÞ ¼ f ðxtÞ is
autonomous, then the integral manifold Sl is of the form Sl ¼ fðt; s;wÞjj wðtÞ ¼
sðsðtÞ; lÞg and w is oðlÞ-periodic in t:
5. The new coordinates work well
In this section, we consider perturbations of the equation
d
dt
Dxt ¼ f ðxtÞ; ð5:1Þ
where D is a stable operator with a representation as in Section 2.2. The right-hand
side f is supposed to be twice differentiable with its second derivative being
Lipschitz, fAC2;1ðC;RnÞ: Furthermore, Eq. (5.1) is assumed to have a non-trivial
periodic orbit G ¼ fpt : 0ptpog of minimal period o which is such that condition
(B) is satisﬁed. Consider a perturbation of Eq. (5.1) of the form
d
dt
Dxt ¼ f ðxtÞ þ gðt; xt; lÞ; ð5:2Þ
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where lAL; L is a bounded subset of Rd ; and gðt;f; 0Þ ¼ 0; fAC: In abstract form,
Eq. (5.2) becomes
’xt ¼ A0xt þ X0½f ðxtÞ þ gðt; xt; lÞ:
The extended inﬁnitesimal generator is given by A0f ¼ f0  X0Df0; for fAC1: In
the spirit of our previous discussion, introduce coordinates ðs;wÞ in a neighborhood
of G; xt ¼ ps þ Lsw: This transformation is well deﬁned for jwjCoe; with e
sufﬁciently small. Eq. (5.2) becomes
’s ¼ 1þ h1ðt; s;w; lÞ; ð5:3Þ
’w ¼ AðsÞw þ h2ðt; s;w; lÞ; ð5:4Þ
where AðsÞ ¼ A0 þ X0f 0ðpsÞ and
h1ðt; s;w; lÞ ¼ ½1þ/qs; @sLswSs1ð/qs; @sLswSs
þ qsð0Þ½f ðps þ LswÞ  f ðpsÞ þ gðt; ps þ Lsw; lÞÞ;
h2ðt;w; s; lÞ ¼L1s ð@sLsw h1ðt; s;w; lÞ
þ X0½f ðps þ LswÞ  f ðpsÞ  f 0ðpsÞLsw þ gðt; ps þ Lsw; lÞÞ:
The inverse ½1þ/qs; @sLswSs1 exists if j/qs; @sLswSsj is strictly less than one.
This can be ensured provided that @sLsw is bounded and small. One can verify by
direct computation that there exists a K ¼ Kðf Þ such that j@sLswjpK jwjC ; provided
that fAC2ðC;RnÞ:
Clearly, h1ðt; s; 0; 0Þ ¼ 0 and h2ðt; s; 0; 0Þ ¼ 0: Even though we are only interested
in a neighborhood of w ¼ 0; l ¼ 0; we follow the usual procedure and introduce
new functions h˜1 and h˜2; which will be identical to h1 and h2 in a neighborhood of
w ¼ 0 and l ¼ 0; and satisfy conditions (H1) and (H2) globally. More precisely, let
ww : M0-½0; 1; wl :L-½0; 1 be CN functions satisfying
w
*
ðxÞ ¼ 1; jxjp1;
0; jxjX2
(
for * ¼ w; l: For e > 0 and l0 > 0 deﬁne
h˜1ðt;w; s; lÞ ¼ h1 t;w  ww
w
e
 
; s; l  wl
l
l0
	 
	 

;
h˜2ðt;w; s; lÞ ¼ h2 t;w  ww
w
e
 
; s; l  wl
l
l0
	 
	 

:
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If e and l0 are chosen sufﬁciently small, then the functions h˜1 and h˜2 satisfy
conditions (H1) and (H2) and we are able to apply Theorem 1 to obtain the
following theorem.
5.1. The hyperbolic case
Theorem 2. Suppose fAC2;1ðC;RnÞ and suppose that g is Lipschitz uniformly in
t; gðt;f; 0Þ ¼ 0; fAC: Assume that Eq. (5.1) has a non-trivial hyperbolic periodic
orbit G of minimal period o: Then there is a l0AL such that for all jljol0; Eq. (5.2)
has an integral manifold Sl near R G given by
Sl ¼ fðt; xtÞ j tAR;xt ¼ ps þ Lssðt; s; lÞg;
where s is as in Theorem 1. Furthermore, s is o-periodic in s: The function s is periodic
in t (almost periodic in t) if g is periodic in t with the same period as g (almost periodic
in t with the same module as g).
Proof. The proof that h1 satisﬁes condition (H1) and that h2 satisﬁes condition (H2)
for jljol0 and jwjoe consists of a series of standard but tedious estimates and is
omitted. Since G is hyperbolic, Lemma 6 implies exponential dichotomy of the
equation ’w ¼ AðsÞw with ’s ¼ 1 and consequently that of ’w ¼ AðsÞw with ’s ¼ 1þ h1:
The existence of the integral manifold and its properties follow from Theorem 1 and
the remarks thereafter. &
5.2. The non-degenerate case
Suppose the periodic orbit G of Eq. (5.1) is non-degenerate or such that condition
(B) is satisﬁed. This means that there is a possibility of having more Floquet
multipliers on the unit circle. Since the operator D is assumed to be stable, there can
be at most ﬁnitely many Floquet multipliers on the unit circle. In Section 1.2, we saw
that it is possible to decompose the phase space C according to a set L1 of Floquet
multipliers. Choose L1 ¼ f1; m1; m2;yg and let L ¼ fm1; m2;yg: Following the
notation from Section 2.5, L1 induces a decomposition of the space C into sets
C ¼ ½ ’ps"ELðsÞ"QL1ðsÞ for 0pspo: We want to decompose M0 in a similar way.
Deﬁne
ML0 ðtÞ ¼L1sðtÞELðsðtÞÞ;
M
Q
0 ðtÞ ¼L1sðtÞQL1ðsðtÞÞ:
Since ELðsÞ"QL1ðsÞ ¼ Q1ðsÞ and Ls is an isomorphism on its range, we obtain a
decomposition of M0 ¼ ML0 ðtÞ"MQ0 ðtÞ for all t such that 0psðtÞpo: The
projection
pML
0
ðtÞ : M0-ML0 ðtÞ
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is given by
pML
0
ðtÞ ¼ L1sðtÞpELðsðtÞÞLsðtÞ:
It is known that pELðsÞf ¼ FLðsÞ/CLðsÞ;fSs for fAC; and /CLðsÞ;X0Ss ¼
CLðsÞð0Þ: Deﬁne OLð0Þ by Lsð0ÞOLð0Þ ¼ FLðsð0ÞÞ: Then,
LsðtÞTAðt; 0ÞOLð0Þ ¼TðsðtÞ; sð0ÞÞLsð0ÞOLð0Þ
¼TðsðtÞ; sð0ÞÞFLðsð0ÞÞ
¼FLðsðtÞÞ:
Claim. OLðtÞ¼def TAðt; 0ÞOLð0Þ forms a basis of ML0 :
Proof. Let wLAML0 : Then there exists a qðsðtÞÞAELðsðtÞÞ such that wL ¼ L1sðtÞqðsðtÞÞ:
Since FLðsðtÞÞ is a basis for ELðsðtÞÞ; we can write qðsðtÞÞ ¼ FLðsðtÞÞa for some dL-
vector a: All together, wL ¼ L1sðtÞFLðsðtÞÞa ¼ OLðtÞa: &
Deﬁne PðsÞ ¼ FLðsÞeBLs and note that
OLðtÞeBLsðtÞ ¼ L1sðtÞFLðsðtÞÞeBLsðtÞ ¼ L1sðtÞPðsðtÞÞ:
Consider the perturbed equation (5.2) together with the change of variables xt ¼
ps þ Lsw; wAM0: Any wAM0 can be written as w ¼ wL þ %w; where wLAML0 and
%wAMQ0 : The functions wL and %w satisfy the equations
’wL ¼AðsÞwm þ L1s pELðsÞLsh2ðt; s;wL þ %w; lÞ;
’%w ¼AðsÞ %w þ ðI  L1s pELðsÞLsÞ h2ðt; s;wL þ %w; lÞ: ð5:5Þ
Let y be a vector in RdL such that wL ¼ OLðtÞeBLsðtÞy: Then, after setting B ¼ BL;
we obtain the following equations for s; %w; and y:
’s ¼ 1þ Sðt; s; %w; y; lÞ; ð5:6Þ
’y ¼ By þ Yðt; s; %w; y; lÞ; ð5:7Þ
’%w ¼ AðsÞ %w þ Wðt; s; %w; y; lÞ; ð5:8Þ
where
Sðt; s; %w; y; lÞ ¼ 1þ h1ðt; s; %w þ L1s PðsÞy; lÞ;
Wðt; s; %w; y; lÞ ¼ ½I  L1s pELðsÞLsh2ðt; s; %w þ L1s PðsÞy; lÞ;
Yðt; s; %w; y; lÞ ¼L1s pELðsÞLsh2ðt; s; %w þ L1s PðsÞy; lÞeBs:
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All eigenvalues of the matrix B have zero real part. One can show that, for any
n > 0; there exists a Kn such that jeBtjoKnenjtj: Without loss of generality, we may
assume that Kn > 1; thus, jBjon ln Kn: The functions S and Y satisfy condition (H1)
with constants NS and NY ; respectively. This guarantees the existence of a unique
solution of Eqs. (5.6) and (5.7). Denote by sðt; t0; Z; y;w; lÞ the solution of Eq. (5.6)
with initial condition sðt0Þ ¼ Z; and by yðt; t0; y0; s;w; lÞ the solution of Eq. (5.7) with
initial condition yðt0Þ ¼ y0:
Eq. (5.8) represents the hyperbolic part, i.e., the part corresponding to those
Floquet multipliers which do not lie on the unit circle. Thus, the equation ’%w ¼ AðtÞ %w
has exponential dichotomy. Consequently, also equation ’%w ¼ AðsÞ %w with ’s ¼
1þ Sðt; s; %w; y; lÞ and ’y ¼ 0 has exponential dichotomy.
Let r be a vector in RdLþ1: Then, for r ¼ ðs; yÞ; jrj ¼ jsj þ jyj; riðtÞ ¼
ðsðt; t0; Zi; yi;wi; liÞ; yðt; t0; y0i ; si;wi; liÞÞ; and r0i ¼ ðZi; y0i Þ the following estimate
holds:
jr1ðtÞ  r2ðtÞjp jr01  r02jeðNSþNYþjBjÞjtt0j þ ðNS þ NY þ jBjÞ

Z t
t0
ðjw1ðtÞ  w2ðtÞj þ jl1  l2jÞeðNSþNYþjBjÞjttj dt:
This estimate is sufﬁcient to show that ’%w ¼ AðsÞ %w with Eqs. (5.6) and (5.7) has
exponential dichotomy. Suppose the dichotomy is of type ða; b;MÞ: The proof of
Theorem 1 remains valid if we replace the condition Nominða; bÞ by ðNS þ NY þ
jBjÞoðNS þ NY þ n ln KnÞominða; bÞ:
As a consequence, there exists an invariant manifold near R R f0g  f0g
given by
Sl ¼ fðt; s; %w; yÞ : %w ¼ sðt; s; y; lÞ; tAR; sAR; yARdLg
for jljol0: As before, s is o-periodic in s and Lipschitz in ðs; y; lÞ uniformly in t:
The above system of Eqs. (5.6)–(5.8) in a neighborhood of ðy; %wÞ ¼ ð0; 0Þ and for
jljol0 can therefore be reduced to the system
’s ¼ 1þ S˜ðt; s; y; lÞ; ð5:9Þ
’y ¼ By þ Y˜ðt; s; y; lÞ; ð5:10Þ
near y ¼ 0 and for jljol0; where S˜ðt; s; y; lÞ ¼ Sðt; s; sðt; s; y; lÞ; y; lÞ and
Y˜ðt; s; y; lÞ ¼ Yðt; s; sðt; s; y; lÞ; y; lÞ: Consider a solution sðt; lÞ ¼ sðt; t0; Z; y0; lÞ;
yðt; lÞ ¼ yðt; t0; Z; y0; lÞ of the above system. Then, for jljol0; the solution x of
Eq. (5.2) near G is given by
xt ¼ psðt;lÞ þ Lsðt;lÞðsðt; sðt; lÞ; yðt; lÞ; lÞ þ L1sðt;lÞPðsðt; lÞÞyðt; lÞÞ:
This representation is o-periodic in s: We have the following result.
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Theorem 3. Suppose fAC2;1ðC;RnÞ and suppose that g is Lipschitz uniformly in
t; gðt;f; 0Þ ¼ 0; fAC: Assume that Eq. (5.1) has a non-trivial periodic orbit G of
minimal period o which is such that condition (B) is satisfied. Then, for jlol0j;
Eq. (5.2) has an integral manifold Sl near R G given by
Sl ¼fðt; xtÞ j tAR; xt ¼ psðt;lÞ þ Lsðt;lÞðsðt; sðt; lÞ; yðt; lÞ; lÞ
þ L1sðt;lÞPðsðt; lÞÞyðt; lÞÞg;
where s is o-periodic in s: The function s is periodic in t (almost periodic in t) if g is
periodic in t with the same period as g (almost periodic in t with the same module as g).
Remark 7. This theorem also recovers a theorem for autonomous perturbations of
retarded FDE with a non-degenerate orbit given in [9, p. 325]. There, the function
Fðf; lÞ ¼ f ðfÞ þ gðf; lÞ was assumed to be in C1: The proof involved a change of
the phase space and made use of the Fredholm alternative. For that reason, it was
not possible to give a representation of the integral manifold. It was also not possible
to ﬁnd the period explicitly.
5.3. Autonomous equations
In this section, we will discuss autonomous perturbations of Eq. (5.1), i.e.,
equations of the form
d
dt
Dxt ¼ f ðxtÞ þ gðxt; lÞ; ð5:11Þ
where the function g is Lipschitz and gðf; 0Þ ¼ 0; fAC: Under these assumptions,
the integral manifold Sl is described by %w ¼ sðs; y; lÞ; that is, s is independent of t as
well, and s is o-periodic in s: Consequently, the functions S˜ and Y˜ in (5.9) and (5.10)
are also independent of t; S˜ðt; s; y; lÞ ¼ S˜ðs; y; lÞ and Y˜ðt; s; y; lÞ ¼ Y˜ðs; y; lÞ:
Furthermore, S˜ and Y˜ are o-periodic in s; S˜ðs; 0; 0Þ ¼ 0 and Y˜ðs; 0; 0Þ ¼ 0:
For small values of l and y; ’s > 0; and therefore the equation
dy
ds
¼ By þ Uðs; y; lÞ ð5:12Þ
is well deﬁned and Uðs þ o; y; lÞ ¼ Uðs; y; lÞ; Uðs; 0; 0Þ ¼ 0: The problem of ﬁnding
periodic solutions of Eq. (5.11) can now be reduced to studying o-periodic solutions
of Eq. (5.12). If yðsÞ is an o-periodic solution of (5.12), then the original equation
(5.11) has a periodic solution given by
xt ¼ ps þ Lsðsðs; yðsÞ; lÞ þ L1s PðsÞyðsÞÞ:
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The period of xt is the value oðlÞ for which sðoðlÞÞ ¼ o; where s is the unique
solution of the equation ’s ¼ 1þ S˜ðs; yðsÞ; lÞ with initial condition sð0Þ ¼ 0: The
function o :L-R is continuous and oð0Þ ¼ o: That is, if Eq. (5.12) has
an o-periodic solution, then the integral manifold Sl in Theorem 3 is then given
by Sl ¼ fðt; xtÞ j tAR; xt ¼ ps þ Lsðsðs; yðs; lÞ; lÞ þ L1s PðsÞyðs; lÞÞg; that is, Sl is
described by a cylinder R Gl; where Gl is a periodic orbit of period oðlÞ of
Eq. (5.2).
The existence of an o-periodic solution yðsÞ (5.12) depends largely on the matrix
B: If B satisﬁes that I  eBo is invertible, then the equation dy
ds
¼ By has no o-periodic
solution. One can then apply Fredholm alternative-type arguments to show the
existence of a solution that is o-periodic.
If the periodic orbit G is hyperbolic, the integral manifold given in Theorem 2
behaves like a saddle. In the case when G is non-hyperbolic and the corresponding
matrix B satisﬁes condition (B), the ﬂow on the center manifold of G is described by
Eq. (5.12). One can use classical methods as known for ordinary differential
equations to characterize the dynamics on the center manifold, see [1] and the
references therein.
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