SUMMARY For each positive integer r ≥ 1, a nondeterministic machine M is r path-bounded if for any input word x, there are r computation paths of M on x. This paper investigates the accepting powers of pathbounded one-way (simple) multihead nondeterministic finite automata. It is shown that for each k ≥ 2 and r ≥ 1, there is a language accepted by an (r + 1) path-bounded one-way nondeterministic k head finite automaton, but not accepted by any r path-bounded one-way nondeterministic k head finite automaton whether or not simple. key words: one-way multihead finite automata, simple one-way multihead finite automata, path-bounded computation, degree of nondeterminism
Introduction
The comparative study of the computational powers of deterministic and nondeterministic computations is one of the central tasks of complexity theory. This paper investigates the computational power of nondeterministic computing devices with restricted nondeterminism. Restricted nondeterminism is a useful abstract which provides a spectrum of complexity classes between determinism and full nondterminism.
There are only few results [1] - [4] measuring the computational power of restricted nondeterminism. There are three possibilities to measure the amount of nondeterminism in computation. One possibility is to count the number of advice bits (nondeterministic guesses) in particular nondeterministic computations, and the second possibility is to count the number of accepting computation paths. The third posibility is to count the number of different nondeterministic computation paths on any input (see [3] for a discussion about measuring nondeterminism in finite automata.) This thesis also considers the third one.
For three-way two-dimensional finite automata, Duris, Hromkovic, and Inoue [2] proved a strong hierarchy: one additional nondeterministic computation can help to accept a language that cannot be accepted without this small increase of the degree of nondeterminism.
This contrasts to one-way finite automata, where one additional nondeterministic guess can be always simulated with a small (polynomial) increase of the number of states, (remember that deterministic and nondeterministic finite automata accepted the same class of regular languages, and so the simulation cost of an increase of nondeterminism is measured in the number of states only). For the general two-dimensional finite automata, Duris, Hromkovic, and Inoue [2] were not able to prove such a strong hiererchy, but only showed that n nondeterministic computations cannot be simulated by o(n/ log n) computations on inputs of size n × n.
In this paper, we prove a strong hierarchy on the degree of nondeterminism of one-way (simple) multihead finite automata [5] - [8] .
In Sect. 2, we give definitions and notations necessary for this paper.
Section 3 investigates a hierarchy on the degree of nondeterminism for one-way multihead finite automata, and shows that for each positive integers k ≥ 2 and r ≥ 1, there is a language accepted by an (r + 1) path-bounded one-way nondeterministic k head finite automaton, but not accepted by any r path-bounded one-way nondeterministic k head finite automaton.
Section 4 investigates a hierarchy on the degree of nondeterminism for simple one-way nondeterministic multihead finite automata, and shows that for each positive integers k ≥ 2 and r ≥ 1, there is a language accepted by an (r + 1) path-bounded simple one-way nondeterministic k head finite automaton, but not accepted by any r pathbounded simple one-way nondeterministic k head finite automaton.
Section 5 concludes this paper by giving open problems.
Definitions and Notations
A one-way multihead finite automaton (O-MHFA) [6] - [8] is a one-way finite automaton with multiple input heads. A simple one-way multihead finite automaton (SPO-MHFA) [5] , [6] is a O-MHFA whose only one 'reading' head is capable of distinguishing the symbols in the input alphabet, and whose other 'counting' heads can only detect whether they are on the left endmarker 'c /', the right endmarker '$' or on a symbol in the input alphabet.
When an input word w is presented to an O-MHFA M, M starts in its initial state with all its heads on the left endmarker c /, and each head of M can either move to the right or stay on the scanning cell. We assume that M eventually halts in a halting state with all the heads on the right end- For any symbol a and any non-negative integer n, let a n denote the word consisting of n a's. Furthermore, for any finite alphabet Σ, let Σ n = {w ∈ Σ * | l(w) = n}, and for any set S , |S | denotes the number of elements in S .
One-Way Multihead Finite Automata
This section proves a hierarchy based on the degree of nondeterminism for one-way multihead finite automata. 
To prove the theorem, it suffices to show that for each k ≥ 2 and r ≥ 1,
Proof of (1): Language T 1 (k, r + 1) is accepted by an OkHFA(r + 1) M which acts as follows. Suppose that an input word of the following form is presented to M:
. This check can easily be done by using a standard technique in [8] . M enters an accepting state only if
Proof of (2): Suppose that there is an O-kHFA(r) M accepting T 1 (k, r + 1), and M has s states. For each n ≥ 1, let
For each x ∈ V(n) and each a ∈ {a 1 , a 2 , · · · , a r+1 }, word xa is in T 1 (k, r + 1), and so there is an accepting computation of M on xa. Let C 1 C 2 . . . C l xa , where C i = (q i , p i1 , p i2 , . . . , p ik ) for each 1 ≤ i ≤ l xa , be an (arbitrarily selected) accepting computation of M on xa, and let comp(xa) be the prefix C 1 C 2 . . . C j of this computation such that 0 ≤ p jr ≤ l(x) for each 1 ≤ r ≤ k and p j+1,t = l(x) + 1 for some 1 ≤ t ≤ k. Since M is r path-bounded, for each
For each x ∈ V(n, {a i 1 , a i 2 }), we denote comp(xa i 1 ) (= comp(xa i 2 )) by 'comp(x)'. Note that the length of each word in V(n) is N = 2(n + 1)b(k)(r + 1). We consider comp(x)'s for words x ∈ V(n, + 1) ). Note that the m th element h m of the type specifies that the m th head of M is on the h m th w i, j * .
Let p(n) be the number of possible patterns of words x in V(n, {a i 1 , a i 2 }). Noting that (i) the number of heads of M is k, (ii) the number of w i, j * 's is 2b(k)(r + 1), and (iii) the type of C 1 is (0, 0, . . . , 0), we see that l x ≤ k × 2b(k)(r + 1) + 1. From this, we get the following inequality:
where (N + 1) k represents the number of possible k-tuples of positions of k heads of M on c /x. Then we classify the words in V(n, {a i 1 , a i 2 }) according to their patterns. Naturally, there is a set S (n) (⊆ V(n,
We assume that each word x in S (n) has the patternd 1 ,d 2 , · · · ,dˆl. On the other hand, for each word
there must be some i ∈ {i 1 , i 2 } and some j (1 ≤ j ≤ b(k)) such that M cannot read corresponding two w i, j 's simultaneously, which is decided by the pattern. Thus, let i 0 and j 0 be such values of i and j, respectively, for the patternd 1 
We now define a binary relation E on words in S (n) as follows. Let
Obviously, the relation E is an equivalence relation, and there are at most q(n) = 2 n{(r+1)b(k)−1} E-equivalence classes of words in S (n). It is easily seen that |S (n)| > q(n) for large n. Therefore, there exist two different words in S (n) which belong to the same equivalence class. Let
* , which is obtained from x by replacing y i 0 , j 0 for the second
We consider two words xa i 0 and ya i 0 . By an argument similar to that in the proof of Theorem 1 in [8] , we can construct an accepting computation of M on za i 0 from the accepting computations of M on xa i 0 and ya i 0 . This is a contradiction, because za i 0 is not in T 1 (k, r + 1).
Simple One-Way Multihead Finite Automata
This section proves a hierarchy based on the degree of nondeterminism for simple one-way multihead finite automata. 
Proof. For each positive integers
To prove the theorem, it suffices to show that for each k, r ≥ 1,
Proof of (1) First, M nondeterministically guesses some i (1 ≤ i ≤ r + 1) and checks whether w i = w i . This check can easily be done by using a standard technique in [6] . M enters an accepting state only if w i = w i . It is obvious that M accepts T 2 (k, r + 1).
Proof of (2): Suppose that there is an SPO-(k +1)HFA(r) M accepting T 2 (k, r + 1), and M has q states. For each n ≥ 1, let Clealy, |U(n)| = n k(r+1) . Therefore, |U(n)| > |W(n)| for a large n. Thus, for large n, there must be two different words x and x in U(n) such that con f (x) = con f (x ). We consider the word z ∈ V(n) such that z = c s(x) xdc s(x ) x . Since con f (x) = con f (x ) and c s(x ) x dc s(x ) x ∈ T 2 (k, r + 1), there exists an accepting computation of M on z. Thus, the word z is also accepted by M . This is a contradiction, because z T 2 (k, r + 1).
Conclusion
In this paper, we proved a strong hierarchy based on the degree of nondeterminism for nondeterministic (simple) oneway multihead finite automata. It is an open problem whether such a strong hierarchy exists for nondeterministic "two-way" (simple) multihead finite automata.
