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Abstract
Gelman and Rubin’s (1992) convergence diagnostic is one of the most pop-
ular methods for terminating a Markov chain Monte Carlo (MCMC) sampler.
Since the seminal paper, researchers have developed sophisticated methods of
variance estimation for Monte Carlo averages. We show that this class of es-
timators find immediate use in the Gelman-Rubin statistic, a connection not
established in the literature before. We incorporate these estimators to up-
grade both the univariate and multivariate Gelman-Rubin statistics, leading
to increased stability in MCMC termination time. An immediate advantage
is that our new Gelman-Rubin statistic can be calculated for a single chain.
In addition, we establish a relationship between the Gelman-Rubin statistic
and effective sample size. Leveraging this relationship, we develop a principled
cutoff criterion for the Gelman-Rubin statistic. Finally, we demonstrate the
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utility of our improved diagnostic via examples.
1 Introduction
In the early 1990s, research in Markov chain Monte Carlo (MCMC) diagnostics
surged producing convergence diagnostics such as Geweke (1992), Gelman and Rubin
(1992), and Raftery and Lewis (1992); a detailed discussion can be found in Cowles
and Carlin (1996). The Gelman-Rubin (GR) diagnostic has been one of the most
popular diagnostics for MCMC convergence: Google Scholar indicates the original
paper has been cited over 9000 times, with over 1000 citations in 2017 alone. Primary
reasons for its popularity are its ease of use and its widespread availability in software.
The GR diagnostic framework relies on m parallel chains, each run for n steps with
starting points determined by a distribution that is over-dispersed relative to the
target distribution. The GR statistic (denoted Rˆ) is the square root of the ratio of
two estimators for the target variance. In finite samples, the numerator overestimates
this variance and the denominator underestimates it. Each estimator converges to
the target variance, meaning that Rˆ converges to 1 as n increases. When Rˆ becomes
sufficiently close to 1, the GR diagnostic declares convergence.
Gelman et al. (2004) recommend terminating simulation when Rˆ < 1.1. This thresh-
old has been largely adopted by practitioners. Table 1 summarizes the Rˆ thresholds
reported by 100 randomly sampled papers that cited Gelman and Rubin (1992) in
2017. The recommended cutoff of 1.1 was used by 43 of the 100. The next most
commonly used cutoffs were 1.01 and 1.05. A cutoff higher than 1.1 was used by 10
papers, and the smallest threshold was 1.003.
Table 1: Distribution of Rˆ cutoff used over 100 sampled papers.
Rˆ cutoff 1.003 1.01 1.02 1.03 1.04 1.05 1.06 1.07 1.1 1.2 1.3
Count 1 12 9 9 2 11 2 1 43 9 1
We argue that a cutoff of Rˆ < 1.1 is much too high to yield reasonable estimates
2
−6 −4 −2 0 2 4 6
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
x
D
en
si
ty
Truth
Estimated
Individual chains
R^  = 1.005345
Figure 1: Density estimate and Rˆ along with the three individual density estimates.
of target quantities. Consider the example of sampling from a t5-distribution, a t
distribution with 5 degrees of freedom, using a random walk Metropolis-Hastings
sampler with a N(·, 2.62) proposal. We run m = 3 chains for 2n = 150 steps, with
starting values drawn from a t2 distribution. We discard the first n samples from
each chain, as recommended by Gelman and Rubin (1992). Density estimates from
the three chains are in Figure 1. The resulting Rˆ from this run is 1.0053, which
is much smaller than the termination threshold suggested by Gelman and Rubin
(1992), but the estimated density is far from the truth.
The cutoff point for Rˆ critically impacts the quality of estimation, yet current prac-
tices do not suffice. The suggested cutoff of 1.1 seems arbitrary and—as the example
suggests—may be much too high to yield confidence in final estimates. We respond
with two contributions: (i) we present an improved GR statistic and (ii) we establish
a principled method of selecting a GR diagnostic cutoff.
First, we propose improving both the univariate GR statistic (Section 2) and the
multivariate GR statistic of Brooks and Gelman (1998) (Section 3) by using recently-
developed estimators of the variance of Monte Carlo averages. The relative efficiency
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of the original estimator used in the GR statistic versus our new estimator grows
without bound as the chain length increases, resulting in dramatic stabilization of
the GR statistic. Such an improvement was indirectly implied by Flegal et al. (2008).
Second, in Section 4, we present a method of selecting a principled, interpretable GR
statistic threshold by identifying a one-to-one correspondence between the GR statis-
tic and effective sample size (ESS) of estimating the mean of the target distribution.
Specifically, we show that
Rˆ ≈
√
1 +
m
ESS
.
Thus, for m chains, choosing cutoff 1.1 implies an ESS of approximately 5m; this is
clearly too low to estimate the mean with any reasonable certainty.
In Section 5, we present the performance of our methods in two examples. The first
example is that of an autoregressive model, where the underlying true variances are
known. The second example demonstrates the implementation of our improved GR
statistic on a Bayesian logistic regression model analyzing the Titanic dataset. We
end with a discussion in Section 6.
2 Univariate diagnostic
2.1 Original Gelman-Rubin statistic
Let F be the target distribution with mean µ ∈ R and variance σ2 < ∞. Let Xit
denote the Markov chain draw from chain i (i = 1, . . . ,m) at time t (t = 1, . . . , n).
That is, the ith Markov chain sequence is Xi1, . . . , Xin. Gelman and Rubin (1992)
construct two estimators of σ2 and compare the square root of their ratio to 1. This
process is described below. Define
X¯i· =
1
n
n∑
t=1
Xit and µˆ =
1
m
m∑
i=1
X¯i· .
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Thus, X¯i· is the sample mean from chain i and µˆ is the overall mean. Let s2i denote
the sample variance for chain i and s2 denote the average of the m sample variances.
That is,
s2i =
1
n− 1
n∑
t=1
(Xit − X¯i·)2 and s2 = 1
m
m∑
i=1
s2i .
Although s2 is strongly consistent for σ2 as n→∞, it is biased for σ2 for non-trivial
Markov chains. In fact,
E(s2i ) =
n
n− 1
(
σ2 − Var(X¯i·)
)
. (1)
When the samples are independent and identically distributed, Var(X¯i·) = σ2/n and
s2i is an unbiased estimator of σ
2. However, for samples obtained through MCMC,
Var(X¯i·) is often much larger than σ2/n due to positive correlation in the Markov
chain. Thus, s2i on average underestimates the target variance.
Define τ 2n := nVar(X¯i·) and let τ
2
∞ := limn→∞ τ
2
n < ∞. Gelman and Rubin (1992)
perform a bias correction by estimating τ 2n/n = Var(X¯i·) with the sample variance
of sample means from m chains. That is, they define B as,
B
n
=
1
m− 1
m∑
i=1
(X¯i· − µˆ)2 . (2)
Using (2) to estimate Var(X¯i·) in (1), yields the following estimator of σ2,
σˆ2 :=
n− 1
n
s2 +
B
n
.
The GR univariate potential scale reduction factor (PSRF) is
Rˆ =
√
σˆ2
s2
. (3)
Gelman and Rubin (1992) and Gelman et al. (2004) argue that if an over-dispersed
starting distribution for the Markov chain is used, σˆ2 overestimates σ2, due to (1), s2
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underestimates σ2. Since both are consistent for σ2, Rˆ decreases to 1 as n increases.
Simulation is stopped when Rˆ ≤ 1 + δ for some δ > 0.
Remark 1. The univariate PSRF presented by Gelman and Rubin (1992) differs from
(3). Specifically, it is defined as
√
Rˆ =
√
σˆ2 + B
mn
s2
df
df − 2 ,
where df is the degrees of freedom for the numerator estimated via a method of
moments. Since this original estimator, Rˆ has evolved into the expression in (3).
Popular resources for MCMC convergence diagnostics such as Gelman et al. (2004)
and softwares such as STAN use the expression in (3). Although the R package coda
uses the original GR expression, we commit to the expression in (3).
2.2 New univariate PSRF
Our improved construction of the PSRF is reliant on using efficient estimators of
Var(X¯i·). Note that, due to the correlation in the Markov chain,
τ 2n = nVar
(
X¯i·
)
= Var(Xi1) + 2
n−1∑
k=1
(
n− k
n
)
Cov(Xi1, Xi(1+k)) .
We use known estimators of τ 2∞ to estimate τ
2
n; in fact these estimators are techni-
cally estimating τ 2n but are consistent for τ
2
∞ as n → ∞. A significant amount of
research in the past two decades has resulted in improved estimation of τ 2∞. This
includes batch means estimators and regenerative estimators (Jones et al., 2006),
spectral variance estimators and overlapping batch means estimators (Flegal and
Jones, 2010), and weighted batch means estimators (Liu and Flegal, 2018). Under
appropriate conditions, the estimators above are strongly consistent but are biased
from below for τ 2∞ (Vats and Flegal, 2018). The initial sequence estimators of Geyer
(1992) are asymptotically conservative but only apply to reversible Markov chains.
We use the lugsail batch means estimator of Vats and Flegal (2018) to estimate
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τ 2n. As Vats and Flegal (2018) describe, the lugsail estimator is biased from above in
finite samples but strongly and mean square consistent for τ 2∞ as n→∞. Thus, even
without an over-dispersed starting distribution, the lugsail estimator yields a biased-
from-above estimate of τ 2n. We now describe the lugsail batch means estimator.
Suppose n is such that n = a · b where a is the number of batches and b is the batch
size. Note that both a and b must increase with n; usual choices of b include bn1/3c
and bn1/2c. For the ith chain, define the mean for batch k = 1, . . . , a as
Y¯ik =
1
b
kb∑
t=(k−1)b+1
Xit .
For the ith chain, the batch means estimator of τ 2n is,
τˆ 2b,i :=
b
a− 1
a∑
k=1
(Y¯ik − X¯i·)2 .
Here the subscript b in τˆ 2b,i indicates the batch size used to construct the estimator.
The lugsail batch means estimator for the ith chain is,
τˆ 2iL := 2τˆ
2
b,i − τˆ 2b/3,i ,
where τˆb/3,i is the batch means estimator constructed using batch size b/3. The final
estimator of τ 2n is the average of the m variance estimators,
τˆ 2L :=
1
m
m∑
i=1
τˆ 2iL .
An advantage of the lugsail batch means estimator over B is its relative efficiency.
The large sample variance of B is 2τ 4∞/(m − 1) (Gelman and Rubin, 1992) while
the large sample variance of the lugsail batch means estimator is 6τ 4∞/a (Vats and
Flegal, 2018). Because a increases with n, the large sample relative efficiency of B
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versus τˆ 2L is
eff(B, τˆ 2L) =
ma
3(m− 1) →∞ as n→∞ . (4)
Equation (4) shows that as the Markov chain length increases, the relative variance of
B versus τˆ 2L grows; for any reasonable choice of n, the lugsail batch means estimator
is markedly more efficient than B. Section 5 will show that relying on τˆ 2L rather than
B dramatically stabilizes the termination of MCMC.
Using τˆ 2L instead of B yields the following biased-from-above estimator of σ
2
σˆ2L :=
n− 1
n
s2 +
τˆ 2L
n
.
Using σˆ2L instead of σˆ
2 in Rˆ yields the following improved estimator for the PSRF:
RˆL =
√
σˆ2L
s2
. (5)
As before, the criterion for terminating simulation is RˆL ≤ 1 + δ for some δ > 0.
3 Multivariate PSRF
3.1 Original multivariate PSRF
Most MCMC problems are inherently multivariate in that the goal is to sample from
a multidimensional target distribution. Acknowledging the multivariate nature of
estimation is critical in order to account for the interdependence between components
of the chain (Vats et al., 2018a). Brooks and Gelman (1998) proposed the following
multivariate extension of the univariate GR diagnostic.
Let F be a p-dimensional target distribution with mean µ ∈ Rp and let Σ be the
p× p variance-covariance matrix of the target distribution. Let Xi1, . . . ,Xin be the
ith Markov chain; each Xit = (Xit1, . . . , Xitp)
T ∈ Rp. Let X¯i· = n−1
∑n
t=1 Xit be the
mean vector of the ith chain and let the overall mean be µˆ = m−1
∑m
i=1 X¯i·. Let
8
Si be the sample covariance matrix for chain i, and let S be the sample mean of
S1, . . . , Sm. That is
Si =
1
n− 1
n∑
t=1
(Xit − X¯i·)(Xit − X¯i·)T and S = 1
m
m∑
i=1
Si .
Just as in the univariate case, Brooks and Gelman (1998) decompose the target
variance:
Σ =
(
n− 1
n
)
E(S) + Var(X¯i·) .
Let Tn := nVar(X¯i·) and let T∞ = limn→∞ nVar(X¯i·). Then T∞ is the asymptotic
variance-covariance matrix in the multivariate Markov chain CLT. When p = 1,
Tn = τ
2
n and T∞ = τ
2
∞. Brooks and Gelman (1998) estimate Tn/n with the sample
covariance matrix of the sample mean vectors from m chains. Define B such that
B
n
=
1
m− 1
m∑
i=1
(X¯i· − µˆ)(X¯i· − µˆ)T .
Using B/n to correct for the bias in S yields
Σ̂ :=
(
n− 1
n
)
S +
B
n
.
As in the univariate case, the goal is to compare the ratio of these estimates of Σ.
However, because Σ is a p × p matrix, a univariate quantification of this ratio is
required. Let λmax(A) denote the largest eigenvalue of a matrix A. The multivariate
PSRF is
Rˆp =
√(
n− 1
n
)
+
λmax(S
−1B)
n
. (6)
Remark 2. As in the univariate case, we use a different expression from the original
paper by Brooks and Gelman (1998) so that the multivariate expression here is a
direct generalization of the univariate PSRF. The expression in Brooks and Gelman
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(1998) is
Rˆp =
√(
n− 1
n
)
+
(
m+ 1
m
)
λmax(S
−1B)
n
.
The estimator B will not be positive definite in the realistic event of m being smaller
than p. Also, the use of the largest eigenvalue is likely the reason the multivariate
PSRF has not found large practical use in the literature. The largest eigenvalue
quantifies the variability in the direction of the largest variation, the principal eigen-
vector of S−1B. This can be significantly larger than any of the individual variances,
thus leading to a needlessly conservative termination criterion.
3.2 New multivariate PSRF
Recent work by Dai and Jones (2017), Kosorok (2000), Liu and Flegal (2018), Vats
and Flegal (2018), and Vats et al. (2018b) provide estimators of T∞. We use the
biased-from-above, multivariate lugsail batch means estimator to estimate Tn.
Let TˆiL be the lugsail batch means estimator of Tn from chain i; this is a direct
multivariate generalization of the univariate lugsail batch means estimators. Let TˆL
be the averaged matrix from the m chains, that is,
TˆL =
1
m
m∑
i=1
TˆiL .
Define
ΣˆL =
(
n− 1
n
)
S +
TˆL
n
.
Let det(·) denote determinant. We define our multivariate PSRF as
RˆpL =
√(
n− 1
n
)
+
det(S−1TˆL)1/p
n
. (7)
Remark 3. We use the function det(·)1/p instead of the largest eigenvalue for multiple
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reasons. First, note that
det(S−1TˆL)1/p =
(
det(TˆL)
det(S)
)1/p
.
Since the determinant of a covariance matrix of a random variable is referred to as the
generalized variance of the random variable (Wilks, 1932), this ratio of generalized
variances is akin to the ratio of variances in the univariate case. Second, the pth root
of the determinant is the geometric mean of the eigenvalues of the matrix. Thus, the
determinant accounts for variability in all directions and not only in the direction of
the principal eigenvector. The power 1/p ensures stability and invariance to change
of units (SenGupta, 1987). Also, when p = 1, (7) is the univariate PSRF in (5).
Remark 4. Users commonly run a single Markov chain in their analysis (m = 1).
The use of the multivariate lugsail batch means estimator allows a direct application
of the convergence statistic to a single chain.
4 Relation to ESS and choosing δ
A challenge in implementing the GR diagnostic is choosing the PSRF cutoff, δ.
Gelman et al. (2004), say
The condition of Rˆ near 1 depends on the problem at hand; for most
examples, values below 1.1 are acceptable, but for a final analysis in a
critical problem, a higher level of precision may be required.
In this section we highlight the relationship between ESS and PSRF. Using the
quantitative guidelines established in the literature for terminating simulation using
ESS, we obtain interpretable values of δ.
For an estimator, ESS is the number of independent samples with the same standard
error as a correlated sample. Recall that T∞ is the variance-covariance matrix in the
Markov chain CLT and Σ is the variance-covariance matrix of the target distribution.
If p = 1, both T∞ and Σ are scalars. Then for m ≥ 1 chains, each of length n, Vats
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et al. (2018a) define ESS as
ESS = mn
(
det(Σ)
det(T∞)
)1/p
.
For p = 1, this reduces to the following univariate definition of ESS as discussed by
Gong and Flegal (2016)and Kass et al. (1998):
ESSp=1 = mn
σ2
τ 2∞
.
Strongly consistent estimators of T∞ and Σ will yield a strongly consistent estimator
of ESS. Thus, an estimator of ESS is,
ÊSSL = mn
(
det(Sˆ)
det(TˆL)
)1/p
.
A theoretically-justified lower bound on the number of effective samples required to
obtain a certain level of precision has been determined for the univariate case (Gong
and Flegal, 2016) and for the general multivariate problem (Vats et al., 2018a). This
lower bound is obtained by using an argument similar to the sample size calculations
in one sample t-tests for means. Suppose the desire is to make 100(1−α)% confidence
regions for µ, using estimator µˆ. Let  be the desired volume of the confidence
region for µˆ relative to the generalized standard deviation in the target distribution,
det(Σ)1/2p. Then —the relative volume of the confidence region—is akin to the
half-width of a confidence interval in sample size calculations for one sample t-tests.
Let χ21−α,p be the (1−α)th quantile of the χ2 distribution with p degrees of freedom.
Vats et al. (2018a) show that if simulation is terminated when the estimated ESS
satisfies
ÊSS ≥ (2)
2/ppi
(pΓ(p/2))2/p
χ21−α,p
2
:= Mα,,p , (8)
then the confidence regions created at termination will asymptotically have the cor-
rect coverage probability. The lower bound Mα,,p can be calculated a priori, and
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simulation can terminate when the estimated ESS exceeds Mα,,p.
It is straightforward to see that
RˆpL =
√(
n− 1
n
)
+
m
ÊSSL
≤
√(
n− 1
n
)
+
m
Mα,,p
≈
√
1 +
m
Mα,,p
:= 1 + δ
where
δ =
√
1 +
m
Mα,,p
− 1 . (9)
Because δ can be calculated a priori, simulation can terminate when the PSRF drops
below the threshold. The value of Mα,,p is obtained from (8) and is most affected by
the choice of  (Vats et al., 2018a). Therefore, the desired δ will be most affected by
the choice of . An interpretation of δ is available since  is interpretable; terminating
when RˆpL < 1+δ is equivalent to terminating simulations when ÊSSL > Mα,,p when
estimating the mean of the target distribution.
Example 1. In our examples we choose  = .10 and α = .05. That is, for creating
95% confidence regions, we desire the volume of the confidence region for the Monte
Carlo estimator of the mean to be less than 10% of det(Σ)1/2p. For problems with
m = 3 and p = 1, M.05,.10,1 = 1537, we obtain 1 + δ = 1.000976. Thus, the desired
cutoff in this situation is dramatically lower than the ad-hoc cutoff of 1.1.
Remark 5. Vats et al. (2018a) explain that a minimum simulation effort must be
set to safeguard from premature termination due to early bad estimates of σ2. We
concur and suggest a minimum simulation effort of n = Mα,,p.
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5 Examples
5.1 Autoregressive process of order 1
Consider the autoregressive process of order 1 (AR(1)). For t = 1, 2, . . . , let Yt ∈ R
and t ∼ N(0, ν2). For |ρ| < 1, the AR(1) process is
Yt = ρYt−1 + t .
This describes a Markov chain with stationary distribution N(0, σ2), where
σ2 =
ν2
1− ρ2 . (10)
The autocorrelation coefficient ρ determines the rate of convergence of the Markov
chain. In particular, if |ρ| < 1 a Markov chain CLT holds for Y¯n = n−1
∑n
t=1 Yt with
the asymptotic variance,
τ 2∞ = σ
2 1 + ρ
1− ρ .
For finite n, we can obtain an expression for τ 2n = nVar(Y¯n),
τ 2n = σ
2 + 2σ2
n−1∑
k=1
(
n− k
n
)
ρk . (11)
In this example, we set ν = 1 and ρ = .95. Since the true values of τ 2n and σ
2
are known, we can compare the performance of our proposed methods with that of
the original GR methods. Over 500 replications, we determine when Rˆ and RˆL go
below the cutoff of 1 + δ and record the Monte Carlo estimate, Y¯n, and termination
sample size; the criterion is checked in increments of 500. In Figure 2, we plot Y¯n
at termination versus the termination index using both Rˆ and RˆL for a single chain
and for m = 5 chains. For these sets of simulations, we set δ = δ.10 in (9), which for
m = 5 and m = 1 yields criteria 1.001625 and 1.000325, respectively. We compare
our results using the true value of the PSRF determined by (10) and (11).
14
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Figure 2: Sample mean versus Monte Carlo sample size at termination for m = 5
chains (left) and m = 1 chain (right). Blue squares are obtained using Rˆ (or split-
Rˆ for m = 1); green points are obtained using RˆL. The horizontal dotted line
represents the true mean. The vertical dotted line indicates the true iterations to
reach the cutoff of δ.10.
Similar conclusions can be drawn from the m = 5 and m = 1 settings (and their
corresponding plots in Figure 2). First, we inspect the horizontal variability by
comparing the number of iterations required for convergence for the two convergence
statistics. The variability in the termination procedure using Rˆ is large: some runs
converged almost immediately while others required over 30,000 (m = 5) and over
20,000 (m = 1) steps. The lugsail batch means estimators terminate close to the
true termination index and do so with considerably lower variability; this follows
from the efficiency result in (4).
Second, we inspect the vertical variability in Figure 2: the means produced by the
lugsail-based estimator have low, near-uniform variability in each plot while the
original GR diagnostic produces means with more variability, especially in the case
of m = 1. Since the original GR diagnostic requires multiple chains, Rˆ is calculated
using split-Rˆ when m = 1; that is, the GR statistic is calculated by breaking one
chain of length n into m = 2 chains, each of length n/2. Split-Rˆ terminates the
Markov chain much too early. This is because the termination criterion in (9) for
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m = 1 using δ.10 no longer holds for split-Rˆ since we have artificially broken a single
chain into two chains. As a result, the process of determining a cutoff for split-Rˆ
is unclear. Since lugsail estimation does not require multiple chains, RˆL does not
experience this problem.
Next, for three different termination criteria and for m = 5 and m = 1, we calculate
the iterations to convergence using RˆL and the Monte Carlo average at convergence.
Results are in Figure 3. Naturally, smaller values of —which correspond to smaller
values of δ—yield later termination. Most importantly, we note the poor perfor-
mance of the ad-hoc RˆL < 1.1 criterion: the variability in the sample mean is much
too large to yield any confidence in the quality of estimation. We also note that the
overall simulation effort (mn) using m = 1 and m = 5 is roughly the same.
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Figure 3: Monte Carlo average versus the number of iterations to convergence for
three termination criteria for m = 5 chains (left) and m = 1 chain (right). Blue
squares are for RˆL < 1.1. Green points and orange triangles are for δ.10 and δ.05,
respectively. The horizontal dotted line represents the true mean.
5.2 Bayesian logistic regression: Titanic data
On April 15, 1912, the RMS Titanic sank after colliding with an iceberg on its maiden
voyage. The accident killed 1502 of the 2224 passengers and crew on board. The
16
titanic train data in the R package titanic contains information on 891 passen-
gers aboard the Titanic and whether they survived the tragedy or not. Additional
information includes the class of the passenger (Pclass, a factor with three levels),
sex (a factor with two levels), age, the number of siblings/spouses aboard (SibSp),
the number of parents/children aboard (Parch), the passenger’s fare (Fare), and port
of embarkation (Embarked, a factor with three levels). The data-set contains 179
entries with missing values, which we remove, yielding 712 observations.
We fit a Bayesian logistic regression model to this data. Let Y1, . . . , Y712 be the
observed binary response and Yi = 1 if the passenger survived and Yi = 0 otherwise.
For i = 1, . . . , 712, let xi = (xi1, . . . , xi10)
T denote the vector of covariates for the ith
response. For β ∈ R10, the Bayesian logistic regression setup is
Pr(Yi = 1) ∼ Bernoulli
(
1
1 + exp(−xTi β)
)
.
We assume a multivariate normal prior on β (that is, β ∼ N(0, σ2βI10), where I10 is
the 10 × 10 identity matrix). We set σ2β = 100 to yield a diffuse prior on β. The
resulting posterior is intractable and we use the random walk Metropolis-Hastings
sampler available in the R package MCMCpack to sample from the posterior. We tune
the step size of the sampler to approximate the optimal acceptance probabilities
indicated by Roberts et al. (1997).
The posterior distribution is 10-dimensional, so we employ the multivariate PSRF
to determine the number of samples required. We run m = 5 parallel chains with
starting values from across -3 to 3 standard deviations from the maximum likelihood
estimate of β. We first set n = 50 and, in increments of 10%, check whether the
multivariate PSRFs are below 1.1 and 1 + δ.10 in (9). In 100 replications, we note
the posterior mean of β and the 95% credible interval at termination using both
criteria. The results are in Figure 4. It is immediately clear that the ad-hoc criterion
of RˆL < 1.1 (points on the left) yields credible intervals with unacceptably large
variability; in this example, using the RˆL < 1.1 criterion will yield estimates that
cannot be trusted. On the other hand, δ.10 produces credible interval estimates with
17
minimal variability.
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Figure 4: Centered posterior mean and credible interval estimates from 100 repli-
cations for all 10 components. Purple circles are upper quantiles, blue circles are
posterior means, and green circles are lower quantiles. Each component has two sets
of points: the left points are for RˆpL < 1.1 and the right points are for δ.10
Next we compare the performance of the multivariate PSRF using the determinant
against the performance of the original multivariate PSRF in (6), which uses the
largest eigenvalue (Brooks and Gelman, 1998). In Figure 5, we track the evolution of
the two statistics, along with the 10 univariate PSRFs, for one run of the 5 parallel
chains. The determinant PSRF yields values close to the univariate PSRFs, but
the largest eigenvalue PSRFs are markedly more conservative, resulting in delayed
termination. If conservative termination is desirable, we recommend adhering to the
determinant-based multivariate PSRF and using a smaller  cut-off criterion in order
to retain the ESS interpretation of the procedure.
6 Discussion
The MCMC community has long held the view that the GR diagnostic can be too
liberal and unreliable in diagnosing convergence (Flegal et al., 2008). We show that
the early diagnosis of convergence is almost purely due to the arbitrary cutoffs used
for PSRF. By connecting PSRF to ESS, we show that the ad-hoc rule of terminating
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Figure 5: Univariate PSRFs (blue dotted lines), multivariate PSRFs using largest
eigenvalue (green circles), and multivariate PSRFs using the determinant (red tri-
angles) from m = 5 parallel chains. Green text represents the PSRFs of circles that
did not fit in the graph.
when PSRF is less than 1.1 will approximately yield 5m number of effective samples,
which for any reasonable m is much too small. This very connection to ESS also
helps us arrive at theoretically motivated cut-offs for the PSRF.
We improve the efficiency of the GR statistic by incorporating an efficient estimator
of the variance of the Monte Carlo average: the lugsail batch means estimator. An
advantage of the lugsail batch means estimator is that it does not require multiple
chains; single chain output analysis has long been part of MCMC practice and our
updated GR statistic can easily deal with this scenario. Ordinary batch means es-
timators and spectral variance estimators can also handle a single chain and might
yield even higher statistical efficiency, but they do not naturally overestimate the
Monte Carlo standard errors. This biased-from-above property of the lugsail estima-
tor makes is most appropriate for the numerator of the GR statistic. Although we
believe that the lugsail estimator is currently the best candidate for the GR statistic,
we remind the reader that univariate and multivariate Monte Carlo variance estima-
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tion is a rich, ongoing area of research and that the GR statistic will benefit from
continually adapting to advances in this area.
We stress that ESS and PSRF may not always replace each other. Indeed, when only
target means are of interest, ESS and PSRF can be used interchangeably. However,
when interest is in estimating the expectation of a general function g,
∫
gF (dx),
where g(x) 6= x, then ESS pertains to estimating EFg and the untransformed PSRF
still connects to the effective sample size in estimating EFX.
Finally, we note that a significant amount of theoretical detail has been intentionally
left undiscussed in order to focus on the more practical issues of the GR diagnostic
implementation. We have assumed the existence of a Markov chain central limit
theorem, which requires mixing and moment conditions. Strong consistency and
variance expressions for the lugsail batch means estimators also requires similar mo-
ment and mixing conditions. More details on the theoretical aspects of this work can
be found in Jones (2004), Flegal and Jones (2010), and Vats and Flegal (2018).
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