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Abstract
Let {’n}∞n=0 be a sequence of functions satisfying a second-order di'erential equation of the form
’′′n + ’
′
n + ( + n)’n = fn;
where , , , , and fn are smooth functions on the real line R, and n is the eigenvalue parameter. Then
we 7nd a necessary and su8cient condition in order for {’n}∞n=0 to be orthogonal relative to a distribution
w and then we give a method to 7nd the distributional orthogonalizing weight w. For such an orthogonal
function system, we also give a necessary and su8cient condition in order that the derived set {(p’n)′}∞n=0
is orthogonal, which is a generalization of Lewis and Hahn. We also give various examples.
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1. Introduction
Many of the well-known orthogonal function systems (OFS) are introduced as eigenfunctions of
a second-order linear di'erential equation of the form
(x)y′′ + (x)y′ + ny = 0; (1.1)
where (x) and (x) are real-valued smooth functions on the interval I and n is the eigenvalue
parameter. The most extensively studied and widely applied OFSs are unquestionably the Fourier
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system of trigonometric polynomials and the classical orthogonal polynomials, which are Jacobi,
Bessel, Laguerre, and Hermite polynomials. They are seen to have the property that their derivatives
also form an OFS (see [2,9]). The results on the classical orthogonal polynomials are enormous
and many of them, including the orthogonality of their derivatives, can be established through the
di'erential equation even though the original proof does not. The di'erential equation makes it
possible to investigate the uni7ed proof for these properties.
In this paper, we consider a generalized second-order di'erential equation of the form
(x)y′′ + (x)y′ + ((x) + n(x))y = fn(x); (1.2)
where (x), (x), (x), (x), and fn(x) are real-valued smooth functions on the real line R, and n is
the eigenvalue parameter. First we 7nd a necessary and su8cient condition in order that a sequence
of functions {’n}∞n=0 satisfying a di'erential equation (1.2) forms an OFS relative to a distribution
w and then we give a method to construct a distributional orthogonalizing weight for such an OFS
{’n}∞n=0. For such an OFS {’n}∞n=0, we also obtain a necessary and su8cient condition in order for
the derived set {(p’n)′}{n|n¿0} to be orthogonal, where p is a suitable smooth function. Actually,
p can be chosen by any positive solution of the di'erential equation (1.2) with n = fn = 0. This
is a generalization of Lewis’ [12] and Hahn’s [2]. We also give various examples.
2. Main results
By a function system (FS), we mean a sequence of real-valued smooth functions.
Denition 2.1. A FS {’n}∞n=0 is called an OFS if there exists a distribution w such that
〈w; ’n’m〉= Knmn; Kn ¿ 0; n; m= 0; 1; 2; : : : :
In this case, {’n}∞n=0 is said to be orthogonal relative to w and w is called an orthogonalizing weight
for {’n}∞n=0.
Note that if w is an orthogonalizing weight for {’n}∞n=0, then w must be a linear functional on the
space of span{’n}∞n=0 × span{’n}∞n=0.
Denition 2.2. Let {’n}∞n=0 be a FS. A distribution w is said to be positive-de7nite on span{’n}∞n=0
if 〈w; ’2〉¿ 0 for every nonzero ’∈ span{’n}∞n=0.
Theorem 2.1. Let {’n}∞n=0 be a FS and w be a distribution. Then the following are all
equivalent.
(a) |n(w)| := det[wij]ni; j=0 ¿ 0, n¿ 0, where wij = 〈w; ’i’j〉.
(b) There exists an OFS { n}∞n=0 relative to w such that span{ n}∞n=0 = span{’n}∞n=0.
(c) w is positive-de:nite on span{’n}∞n=0.
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Proof. (a) ⇒ (b): De7ne  n by  0(x) := ’0(x) and
 n(x) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
w0;0 w0;1 · · · w0; n
w1;0 w1;1 · · · w1; n
...
...
. . .
...
wn−1;0 wn−1;1 · · · wn−1; n
’0(x) ’1(x) · · · ’n(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= |n−1(w)|’n(x) + · · · ; n¿ 1: (2.1)
Then it is easy to see that 〈w;  n’m〉=0, m=0; 1; : : : ; n−1, and 〈w;  n’n〉=|n(w)|. Hence, 〈w;  n m〉=
|n−1(w)‖n(w)|mn, n; m¿ 0, where n;m is the Kronecker delta. It is clear that span{ n}∞n=0 =
span{’n}∞n=0.
(b) ⇒ (c): For any ’∈ span{’n}∞n=0, we can write ’=cn n+ · · ·+c0 0, where ci’s are constants.
By the orthogonality of { n}∞n=0, 〈w; ’2〉¿ 0 for any ’ ≡ 0.
(c) ⇒ (a): First, assume that |n(w)|= 0 for some n¿ 0. Then there exists c0; c1; : : : ; cn, not all
zeros, such that
c0wi;0 + c1wi;1 + · · ·+ cnwi;n = 0; i = 0; 1; 2; : : : ; n:
For ’(x) = c0’0(x) + c1’1(x) + · · ·+ cn’n(x), we have
〈w; ’2〉=
〈
w; ’
n∑
i=0
ci’i
〉
=
n∑
i=0
ci

 n∑
j=0
cjwji

= 0;
which is a contradiction. Hence |n(w)| = 0 for all n¿ 0. Now, let { n}∞n=0 be a FS de7ned by
(2.1). Then 〈w;  2n 〉= |n(w)| |n−1(w)|¿ 0, and 0¡ 〈w;  20 〉= 〈w; ’20〉= |0(w)|. By induction, we
obtain |n(w)|¿ 0, n¿ 0.
Note that we can easily see by Theorem 2.1 that if {’n}∞n=0 is an OFS, then it must be linearly
independent. Note also that for a given OFS {’n}∞n=0, the orthogonalizing weight is not unique in
general. See Examples 2.1 and 2.2. It is worth to remark that for a given distribution w, there may
exist two OFSs relative to w. For example, {sin nx}∞n=1 and {cos nx}∞n=0 are OFSs relative to the
same weight w = [−;], where E is the characteristic function on E.
Denition 2.3 (Krall and She'er [6]). The di'erential equation (1.2) is said to be admissible if n =
m for n = m.
Theorem 2.2. Let a FS {’n}∞n=0 satisfy a di;erential equation of form (1.2). If {’n}∞n=0 is an OFS
relative to w = u, then u satis:es
〈u− (u)′; ’′n’m − ’′m’n〉= 〈u; fn’m − fm’n〉; n; m¿ 0: (2.2)
Conversely, if the di;erential equation (1.2) is admissible, then any positive-de:nite distribution
w=u on span{’n}∞n=0, where u is a solution of Eq. (2.2), is an orthogonalizing weight for {’n}∞n=0.
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Proof. From the di'erential equation (1.2), we can easily see that
〈u; fn’m − fm’n〉= 〈u− (u)′; ’′n’m − ’′m’n〉+ (n − m)〈u; ’n’m〉:
If {’n}∞n=0 is an OFS relative to w=u, then Eq. (2.2) holds. Conversely, if the di'erential equation
(1.2) is admissible and u satis7es (2.2), then 〈u; ’n’m〉=0, n = m. Since u is positive-de7nite on
span{’n}∞n=0, 〈u; ’2n〉¿ 0, n¿ 0, so that the conclusion follows.
The admissibility in Theorem 2.2 cannot be omitted. For example, let ’0(x) = 1, ’1(x) = x, and
’n(x) = sin nx, n¿ 2. Then ’n(x) satis7es a di'erential equation ’′′n + n’n =0, where 0 = 1 = 0,
and n = n2, n¿ 2. But {’n}∞n=0 is not an OFS relative to w = [−;] which is positive-de7nite on
span{’n}∞n=0 and satis7es (2.2). Note that since w = u is positive-de7nite on span{’n}∞n=0, there
exists an OFS, which need not be {’n}∞n=0 itself, relative to w by Theorem 2.1. Theorem 2.2 persists
that {’n}∞n=0 must be an OFS itself relative to w.
Here we give a method to construct an orthogonalizing weight if an OFS {’n}∞n=0 satis7es a
di'erential equation of form (1.2), which was 7rst developed in [7] and then used to 7nd an or-
thogonalizing weight for Bessel polynomials. The same method was applied to classical orthogonal
polynomials in [10], and later to orthogonal polynomials satisfying a higher order di'erential equa-
tion. See [8] and therein.
Theorem 2.3. Let {’n}∞n=0 be an OFS satisfying the di;erential equation (1.2). If {’n}∞n=0 is
orthogonal relative to a distribution w = u and
〈u; fn’m − fm’n〉= 0; n; m¿ 0; (2.3)
then
(u)′ − u= g; (2.4)
where g is a distribution such that
〈g; ’′n’m − ’′m’n〉= 0; n; m¿ 0: (2.5)
Conversely, if the di;erential equation (1.2) is admissible and there exist a distribution u such
that
(a) u satis:es (2.3) and (2.4);
(b) u can act on span{’n}∞n=0 × span{’n}∞n=0 and w = u is positive-de:nite on span{’n}∞n=0,
then w = u is an orthogonalizing weight for {’n}∞n=0.
Proof. The necessity of condition (2.4) follows from Theorem 2.2. Conversely, by conditions (2.3)
and (2.4), w = u satis7es condition (2.2) so that the conclusion follows from Theorem 2.2.
Note that if ’0(x) = 1, then g must satisfy 〈g; ’′n〉 = 0, n¿ 0. Hence (u)′′ − (u)′ = 0 as
a dual of span{’n}∞n=0. In particular, if span{’n}∞n=0 = span{’′n}∞n=0, then (u)′ = u as a
dual of span{’n}∞n=0. This includes the case of semi-classical orthogonal polynomials (see [13])
and orthogonal polynomials satisfying a higher order linear di'erential equation (see [4,5,11] for
examples).
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Theorem 2.4. If {’n}∞n=0 is an OFS relative to w = u and u satis:es (2.4), then for any smooth
function , ’n satis:es a di;erential equation of form (1.2) with (2.3).
Proof. It follows by taking fn := ’′′n + ’′n + ( + n)’n.
Even though any FS satis7es a di'erential equation of form (1.2), we cannot, in general, take
fn ≡ 0 for any  and . For example, consider a semiclassical orthogonal polynomial system {Pn}∞n=0
of class s¿ 0 (see [13] for de7nition), whose orthogonalizing weight w satis7es (w)′ = w. Then
it was proved [1] that Pn(x) satis7es a di'erential equation of the form
P′′n + P
′
n + nPn = fn;
where fn(x) =
∑n+s
i=n−s Cn; iPi(x), Cn;n+s = 0, which is form (1.2). Assume that {Pn}∞n=0 satis7es a
homogeneous di'erential equation of form (1.2), that is, fn(x) ≡ 0, n¿ 0. Substituting P0, P1, and
P2 successively, we can easily see that
(x) =−0P0(x)(x); (x) = c1(1 − 0)P1(x)(x)
and
(x) = c2((2 − 0)P2(x) + c1(1 − 0)P1(x))(x);
where c1 and c2 are constants. Hence {Pn}∞n=0 satis7es a di'erential equation of form (1.1) with
deg()6 2 and deg()6 1 and so {Pn}∞n=0 must be a classical orthogonal polynomials. The follow-
ing is an immediate consequence.
Theorem 2.5. A sequence of orthogonal polynomials {Pn}∞n=0 with deg(Pn) = n is a classical or-
thogonal polynomial system if and only if {Pn}∞n=0 satis:es a homogeneous di;erential equation of
form (1.2).
We call Eq. (2.4) the weight equation for the di'erential equation (1.2). Here we note that in
general we cannot take g = 0 as a distribution by the well-known example of Bessel polynomials
[7]. See also the following examples.
Example 2.1. Consider a second-order di'erential equation
y′′ + n2y = 0 (2.6)
whose solution is ’0(x) = a0 + b0x and ’n(x) = an cos nx + bn sin nx, n¿ 1, where an and bn are
constants. Since fn = 0, n¿ 0, the corresponding weight equation to (2.6) becomes
u′ = g; (2.7)
where g is a distribution satisfying (2.5). In case of g = 0, u is a constant and so w is a constant
which cannot act on span{’n}∞n=0 × span{’n}∞n=0. Hence the weight equation (2.7) with g= 0 does
not solve the orthogonalizing weight. Since the trigonometric polynomials are 2-periodic, we try to
7nd u with g= (x + )− (x − ), where (x) is the Dirac delta function. We can easily see that
b0 = 0 or bn = 0, n¿ 1, in order to satisfy relation (2.5). In either case, we obtain w = u= [−;]
from the weight equation (2.7), which can act on span{’n}∞n=0× span{’n}∞n=0. Hence {’n}∞n=0 is an
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OFS relative to w. More generally, if we take g(x) = (x − c) − (x − c − 2), where c is a real
constant, then {’n}∞n=0 is an OFS relative to w= [c; c+2]. Note that if we let  n(x) = cos nx, n¿ 0,
then from the weight equation (2.7) with g= (x)− (x−), we can see that { n(x)}∞n=0 is an OFS
relative to w = [0; ].
Example 2.2. Consider a second-order di'erential equation
x2y′′ − ( 14x2 + $($+ 1)− nx)y = 0; (2.8)
where $¿ 0. Let y = x$+1e−x=2z(x). Then z(x) satis7es
xz′′ + (2$+ 2− x)z′ + (n − $− 1)z = 0
which has a Laguerre polynomial {L(2$+1)n }∞n=0 as solutions when n = n + $ + 1. Let ’n(x) =
x$+1e−x=2L(2$+1)n (x), n¿ 0. Since fn = 0, the corresponding weight equation to (2.8) becomes
(x2u)′ = g; (2.9)
where g is a distribution satisfying (2.5). In case of g=0, u= c1pv(1=x2) + c2(x) + c3′(x), where
ci, (i=1; 2; 3), are real constants, pv(1=x2) is the principal value of 1=x2 and (x) is the Dirac delta
function. Hence, w=xu=c1xpv(1=x2)+c3(x). If c1=0, then w is not positive-de7nite on span{’n}∞n=0
and if c1 = 0, then w cannot act on span{’n}∞n=0 × {’n}∞n=0 because limx→−∞ w(x)’n(x) = ±∞.
Hence the weight equation (2.9) with g=0 does not solve the orthogonalizing weight. Since ’n(0)=
’n(∞) = 0, n¿ 0, one of the distributions satisfying (2.5) is a g= (x). From the weight equation
(2.9), we have u(x) = x−2+ + c1(x) + c2′(x) and so w = xu = x
−1
+ + c2(x) which can act on
span{’n}∞n=0 × span{’n}∞n=0, where c1 is a nonzero constant and c2 is an arbitrary real constant.
Hence {’n}∞n=0 is an OFS relative to w = x−1+ + c(x), where c is a real constant.
The functions, which are of interest in the theory of hydrogen atom, are
 n(x) = x$+1e−x=2nL
(2$+1)
n−$−1
(x
n
)
;
where $ and n are nonnegative integers with 06 $6 n− 1. Replacing x by x=n and n = n in (2.8),
we can see that  n(x) satis7es
x2 ′′n +
(
x − $($+ 1)− x
2
4n2
)
 n = 0: (2.10)
The corresponding weight equation to (2.19) becomes
(x2u)′ = g;
where g is a distribution satisfying (2.5). In case of g = 0, we cannot obtain the orthogonalizing
weight by the same process as above. Since  ′n(0) =  ′n(∞) = 0, we can take g= (x). In this case,
u(x) = x−2+ + c1(x) + c2′(x) and so w= x2u=H (x), where H (x) is the Heaviside function, which
is well-de7ned on span{ n}∞n=0 × span{ n}∞n=0. Hence { n}∞n=$+1 is an OFS relative to w = H (x).
Example 2.3 (The orthogonality of Bessel functions). Consider a second-order di'erential equation
x2y′′ + xy′ + (x2 − *2)y = 0 (2.11)
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whose solution is {c*J* + d*J−*} if * is not an integer and {c*J* + d*Y*} if * is an integer. Here,
J* and Y* are Bessel functions of 7rst and second kinds, respectively. It is well known that for any
integer *, J*(x) has in7nitely many positive zeros. Let us enumerate the zeros by ki, i=1; 2; : : : ; and
Bi(x) = J*(kix). Then from Eq. (2.11), {Bi}∞i=1 satis7es
x2B′′i (x) + xB
′
i(x) + (−*2 + k2i x2)Bi(x) = 0: (2.12)
The corresponding weight equation to (2.12) becomes
(x2u)′ − xu= g; (2.13)
where g is a distribution satisfying (2.5). In case of g = 0, u = c1x−1+ + c2x
−1
− + c3(x) and so
w=c1xH (x)+c2xH (−x), which cannot act on span{Bi}∞i=1×span{Bi}∞i=1. Hence the weight equation
(2.13) with g= 0 does not solve the orthogonalizing weight. Since Bi(1) = J*(ki) = 0, we can take
g=(x−1). Then from the weight equation (2.13), we can easily see that w=x[c1H (x)+c2H (−x)]+
x[0;1]. In order for w to act on span{Bi}∞i=1 × span{Bi}∞i=1, c1 and c2 must be zeros. Hence {Bi}∞i=1
is orthogonal relative to x[0;1] by Theorem 2.3, that is,∫ 1
0
J*(kix)J*(kjx)x dx = Kii; j; i; j¿ 1;
where Ki’s are positive constants.
It is well known that if {Pn}∞n=0 is a classical orthogonal polynomial system, then {P′n}∞n=1 is also
an orthogonal polynomial system. Conversely, if {Pn}∞n=0 and {P′n}∞n=0 are orthogonal polynomial
systems, then it must be a classical orthogonal polynomials in [2]. On the other hand, Lewis [12]
showed that if {’n}∞n=0 satis7es a second-order di'erential equation with some boundary conditions,
then for a suitable p, {(p’n)′}∞n=0 also forms an OFS. Here we give a generalization of Lewis.
Theorem 2.6. Let a FS {’n}∞n=0 satisfy a di;erential equation of form (1.2), where
= Ap2;  = Bp2 + 2pp′A and  = App′′ + Bpp′ (2.14)
for smooth functions A, B, and p.
(a) If {’n}∞n=0 is an OFS relative to w = u, and u satis:es
〈Bu− (Au)′; (p’n)′p’m〉= 〈u; fn’m〉; n; m¿ 0; (2.15)
then {(p’n)′}{n|n¿0} is an OFS relative to Au with 〈Au; (p’n)′(p’n)′〉= n〈u; ’2n〉.
(b) If {’n}∞n=0 and {(p’n)′}{n|n¿0} are OFSs relative to w = u and Au, respectively, and
〈Au; [(p’n)′]2〉= n〈u; ’2n〉, then u satis:es (2.15).
Proof. It immediately follows from
〈Au; (p’n)′(p’m)′〉=−〈((Au)(p’n)′)′; p’m〉
= n〈u; ’n’m〉+ 〈Bu− (Au)′; (p’n)′p’m)〉 − 〈u; fn’m〉:
290 K.H. Kwon, D.W. Lee / Journal of Computational and Applied Mathematics 153 (2003) 283–293
Corollary 2.7. Let a FS {’n}∞n=0 satisfy an admissible di;erential equation (1.2) where the coe>-
cients satisfy the conditions of (2.14). For any solution u of Eq. (2.15), if w=u is positive-de:nite
on span{’n}∞n=0, then {’n}∞n=0 and {(p’n)′}{n|n¿0} are OFSs relative to w = u and Au, respec-
tively.
Proof. It immediately follows from Theorems 2.2 and 2.6.
Theorem 2.8. Let {’n}∞n=0 and {(p’n)′}∞n=0 be OFSs relative to w= u and Au, respectively. If u
satis:es
〈Bu− (Au)′; (p’n)′(p’m)〉= 0; n; m¿ 0;
then there exist a sequence {n}∞n=0 of numbers and a sequence {fn}∞n=0 of functions such that
’n(x) satis:es a second-order di;erential equation of form (1.2), where =Ap2, =Bp2 + 2App′,
 = App′′ + Bpp′, and 〈u; fn’m〉= 0, n; m¿ 0.
Proof. It follows by taking n = 〈Au; [(p’n)′]2〉=〈u; ’2n〉 and fn := ’′′n + ’′n + ( + n)’n.
In particular, if p= 1, we have
Corollary 2.9. If {’n}∞n=0 and {’′n}∞n=0 are OFSs relative to w = u and u, respectively, and
〈(u)′ − u; ’′n’m〉= 0, then ’n(x) satis:es
’′′n + ’
′
n + n’n = fn;
where 〈u; fn’m〉= 0, n; m¿ 0.
From the di'erential equation, we have $ = App′′ + Bpp′ and so (1=p)′′ + (1=p)′ + 1=p = 0.
That is, h= 1=p is a solution of a di'erential equation
y′′ + y′ + y = 0 (2.16)
which is Eq. (1.2) with n=0 and fn=0. We call Eq. (2.16) the truncated equation of the di'erential
equation (1.2).
From here on, we always assume that h(x) = 1=p(x).
Example 2.4. Consider the second-order di'erential equation (2.6) in Example 2.1. We divide as
three cases: The last two cases are already considered in [12].
Case 1: ’n(x) = an cos nx + bn sin nx, n¿ 0, and w = u = [−;]. For any s, we consider the
di'erential equation (2.6) as
’′′n + (−s2 + n2 + s2)’n = 0
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so that n = n2 + s2 and (x) = −s2. The truncated equation (2.16) becomes h′′ − s2h = 0 so that
hs(x) = c1esx + c2e−sx. For any hs such that hs(x)¿ 0 on [− ; ], we have that
A= h2s = h
2
s and B= h
2
s + 2hsh
′
s= 2hsh
′
s:
Note that {’n}∞n=0 is orthogonal relative to w by Example 2.1. Hence, by Theorem 2.6,
{(p’n)′}{n|n2+s2¿0} is an OFS relative to h2s u if and only if
〈Bu− (Au)′; (p’n)′(p’m)〉= (−h′s’n + hs’′n)p’m|x=x=−
=
2c1c2sanam(e−2s − e2s)
(c1 + c2)(c1e2s + c2e−2s)
= 0; n; m¿ 0: (2.17)
The right-hand side of (2.17) is zero if and only if
c1c2sanam(e−2s − e2s) = 0; n; m¿ 0;
which has solutions s= 0 or c1 = 0 or c2 = 0 or an = 0, n¿ 0. If s= 0, then hs(x) = 1 and {’′n}∞n=1
is orthogonal relative to u = [−;]. If c1 = 0, then hs(x) = e−sx and {(esx’n)′}∞n=0 is orthogonal
relative to Au= e−2sx[−;]. If c2 = 0, then hs(x) = esx and {(e−sx’n)′}∞n=0 is orthogonal relative to
Au = e2sx[−;]. If an = 0, n¿ 0, then hs(x) = c1esx + c2e−sx and {(hs(x) sin nx)′}∞n=0 is orthogonal
relative to Au= h2s (x)[−;].
Case 2: ’n(x)= sin nx, n¿ 1, and u= [0; ]. For any s, we let n = n2− 1+ s and (x)=−s+1.
The truncated equation (2.16) becomes h′′ − (s− 1)h= 0 and so
hs(x) =


c1e
√
s−1x + c2e−
√
s−1x if s− 1¿ 0;
c1 + c2x if s− 1 = 0;
c1 cos
√
1− sx + c2 sin
√
1− sx if s− 1¡ 0:
For any hs such that hs(x)¿ 0 on [0; ], we have that A= h2s and B = 2hsh
′
s. A simple calculation
shows that
〈Bu− (Au)′; (p’n)′p’m〉= (hs’′n − h′s’n)’m|x=x=0 = 0; n; m¿ 0:
Hence, {(p’n)′}{n|n2−1+s¿0} is an OFS relative to h2s u by Theorem 2.6.
Case 3:  n(x) = cos nx, n¿ 0 and u = [0; ]. For any s, we let n = n2 + s2 and  = −s2. The
truncated equation (2.16) becomes h′′ − s2h= 0 and so hs(x) = c1esx + c2e−sx. For any hs such that
hs(x)¿ 0 on [0; ], we have that A= h2s and B = 2hsh
′
s. By Theorem 2.6, {(p n)′}{n|n2+s2¿0} is an
OFS relative to h2s u if and only if
〈Bu− (Au)′; (p n)′(p m)〉= (hs ′n − h′s n)p m|x=x=0 = 0; n; m¿ 0:
If we take n = 0, then we obtain that h′s(0)hs() = h′s()hs(0) = 0. Since hs(0) = 0 and hs() = 0,
we have h′s(0) = h′s() = 0. Since hs satis7es the truncated di'erential equation and the boundary
conditions, there exists a unique solution hs = p= 1. Hence, we proved that the only possible p is
a constant and { ′n}∞n=1 is an OFS relative to Au= [0; ].
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Example 2.5. Consider the second-order di'erential equation (2.8) in Example 2.2 and ’n(x) =
x$+1e−x=2L(2$+1)n (x), where $¿ 0. For any s, we let n=n+$+1+ s and (x)=− 14x2− sx−$($+1).
The truncated equation (2.16) becomes
x2h′′ − ( 14x2 + sx + $($+ 1))h= 0: (2.18)
For each s¿ 0, there exists hs such that hs(x)¿ 0 on [0;∞) by the classical comparison theorem [3].
For such hs, we have that A= x2h2s and B=2x
2hsh′s. Hence, by Theorem 2.6, {(p’n)′}{n|n+$+1+s¿0}
is an OFS relative to Au= h2sH (x) if and only if
〈Bu− (Au)′; (p’n)′p’m〉= 0; n; m¿ 0: (2.19)
A simple calculation shows that (Bu)− (Au)′ =−h2s (x)(x) and hence Eq. (2.19) is satis7ed by the
fact ’n(0) = 0, n¿ 0. In particular, if s = $ + 1, then one of the positive solution of the truncated
equation (2.18) is hs(x) = x$+1ex=2. Hence {(e−xL(2$+1)n )′}∞n=0 is an OFS relative to x2$+2exH (x).
Now, consider a di'erential equation (2.10) in Example 2.2 and  n(x) = x$+1e−x=2nL
(2$+1)
n−$−1(x=n),
where n and $ are nonnegative integers with 06 $6 n − 1. For any s, we let n = s − 1=4n2 and
(x) = x − $($+ 1)− sx2. The truncated equation (2.16) becomes
x2h′′ − (sx2 − x + $($+ 1))h= 0: (2.20)
By the classical comparison theorem [3], there exists hs such that hs(x)¿ 0 on [0;∞) if sx2 − x +
$($+1)¿ 0 on [0;∞) or equivalently 1−4s$($+1)6 0. For such hs, we have that A=x2h2s (x) and
B= 2x2hsh′s. Hence, by Theorem 2.6, {(p’n)′}{n|s−(1=4n2)¿0} is an OFS relative to Au if and only if
〈Bu− (Au)′; (p’n)′p’m〉= 0; n; m¿ 0: (2.21)
In particular, if $=1 and s= 14 , then one of the positive solution of the truncated equation (2.20) is
hs(x)=(1=x)e(1=2)x. A simple calculation shows that Bu− (Au)′=−(x) and hence (2.21) is satis7ed
by the fact ’n(0) = 0, n¿ 0. Hence, {(x3e−x=2n−x=2L(3)n−2)′}∞n=2 is an OFS relative to Au= exx−2+ .
Example 2.6. Consider the admissible second-order di'erential equation
xy′′ + ($+ 1− x)y′ + ny = 0; $¿− 1: (2.22)
The corresponding weight equation to (2.22) is
(xu)′ − ($+ 1− x)u= g; (2.23)
where g is a distribution satisfying (2.5). If we take g= 0, then u= x$e−xH (x), where H (x) is the
Heaviside function. Hence for any solution {’n(x)}∞n=0, if 〈u; ’n’m〉¡∞, then {’n}∞n=0 is an OFS
relative to w= x$e−xH (x) by Theorem 2.3. Such a function is the well known Laguerre polynomials
{L($)n (x)}∞n=0 when n = n. For any s, consider Eq. (2.22) as
xy′′ + ($+ 1− x)y′ + (−s+ n+ s)y = 0:
The truncated equation (2.16) becomes xh′′+($+1−x)h′−sh=0. For each s¿ 0, there exists hs such
that hs(x)¿ 0 on [0;∞) by the classical comparison theorem [3]. For such hs, we have that A= xh2s
and B=($+1− x)h2s (x)+2hs(x)h′s(x)x. A simple calculation with (2.23) shows that Bu− (Au)′=0.
Hence, {(pL($)n )′}{n|n+s¿0} is an OFS relative to Au= xh2s u by Theorem 2.3. In particular, if s = 0,
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then one of the positive solution of the truncated equation is h0(x) = 1. Hence {(L($)n )′}∞n=1 is an
OFS relative to Au = x$+1e−xH (x). If s = $ + 1, then one of the positive solution of the truncated
equation is hs(x) = ex so that {(e−xL($)n (x))′}{n|n+$+1¿0} is an OFS relative to Au= x$+1exH (x).
Remark 2.1. Note that since the classical orthogonal polynomial system satis7es a di'erential equa-
tion of the form (1.1), the corresponding truncated equation always has a positive solution p = 1.
Hence, the derivative of a classical orthogonal polynomial also form an orthogonal polynomial sys-
tem. As we did in Example 2.6, a similar result can be obtained for Jacobi and Hermite polynomials.
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