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Abstract—In recent years, two types of trackers, namely correlation filter based tracker (CF tracker) and structured output tracker
(Struck), have exhibited the state-of-the-art performance. However, there seems to be lack of analytic work on their relations in the
computer vision community. In this paper, we investigate two state-of-the-art CF trackers, i.e., spatial regularization discriminative
correlation filter (SRDCF) and correlation filter with limited boundaries (CFLB), and Struck, and reveal their relations. Specifically,
after extending the CFLB to its multiple channel version we prove the relation between SRDCF and CFLB on the condition that the
spatial regularization factor of SRDCF is replaced by the masking matrix of CFLB. We also prove the asymptotical approximate relation
between SRDCF and Struck on the conditions that the spatial regularization factor of SRDCF is replaced by an indicator function of
object bounding box, the weights of SRDCF in its loss item are replaced by those of Struck, the linear kernel is employed by Struck,
and the search region tends to infinity. Extensive experiments on public benchmarks OTB50 and OTB100 are conducted to verify our
theoretical results. Moreover, we explain how detailed differences among SRDCF, CFLB, and Struck would give rise to slightly different
performances on visual sequences.
Index Terms—Visual tracking, correlation filters, structured output SVM tracker, Struck, ranking SVM tracker.
F
1 INTRODUCTION
In recent years, two types of regression based trackers have
exhibited the state-of-the-art performances. They are correla-
tion filter based tracker (CF tracker) [3], [27], [19], [6], [16],
[7], [11], [22] and structured output tracker (Struck) [13], [26],
[25]. These trackers are of high accuracy and robustness for
model-free tracking tasks in which no prior knowledge about
the target object is known except for the initial frame.
The correlation filter has been used to solve various com-
puter vision problems, such as object detection and recog-
nition [20], [14] and pose detection [17]. Since 2010 when
the first CF tracker was proposed, the CF trackers have
achieved top location performance at high speed. Bolme et
al. [3] proposed the first CF tracker, called minimum output
sum of squared error (MOSSE). The expression of MOSSE
in the spatial domain turned out to be the ridge regres-
sion [21] with a linear kernel [10]. Therefore, Henriques et
al. [15], [16] utilized the circulant structure produced by the
base sample to propose a kernelized correlation filter based
tracker (KCF). The KCF used a single kernel and enabled
really efficient learning with fast Fourier transform (FFT).
Galoogani et al. [10] introduced multiple channels into the
correlation filter. Danelljan et al. [8] extended the KCF [15]
with low-dimensional adaptive color channels. Danelljan et
al. [6] used correlation filters to fast estimate the proper
object scale. Galoogani et al. [11] proposed the correlation
filter with limited boundaries (CFLB) by introducing a mask
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on the samples into the loss item to restrain the boundary
effect. By introducing a spatial regularization factor into the
regularization item to restrain the boundary effect, Danell-
jan et al. [7] proposed the spatial regularized discriminative
correlation filter tracker (SRDCF). Essentially, all CF trackers
explore only one real sample, called base sample [16], and
a set of virtual samples generated with the base sample to
discriminatively fit their regressors to the Gaussian function
with FFT, achieving high location accuracy at high speed
with a low memory requirement. Currently, one of the most
representative and publicly published CF trackers is SRDCF.
Before Struck [13] was proposed, the tracking-by-detection
algorithms labeled their training samples as positive or neg-
ative ones. Nevertheless, it is difficult for those trackers to
decide the boundary between the two classes of samples in an
image. The common ways usually rely on heuristic rules, for
instance, using the distance between the centers of a sample
and the located object to decide the samples’ labels. Another
drawback of the previous tracking-by-detection algorithms is
that their label predictions are not directly coupled to the
parameter estimation of the object location. To overcome
these drawbacks, Hare et al. [13] proposed Struck which
employed the support vector machines (SVMs) of structured
outputs to explicitly match the objective of the tracker with
the output space, and used continuous labels to avoid the
heuristic rules in labeling samples. Essentially, Struck forces
its model to regress to the exponential-like function in training,
and then accurately predicts the object location according to
the regression scores of candidates in locating. Up till 2013,
Struck possessed the top location performance [23].
Although CF trackers and Struck have achieved the state-
of-the-art performances, there is still lack of deep insight into
their relations in the computer vision community. In this paper,
we try to reveal the theoretical correlation of these popular
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trackers, and experimentally verify it on public benchmarks.
The main contributions of this paper are summarized as
follows.
1. Extend CFLB to its novel version of multiple channels,
CFLBMC.1
2. Prove the relation between SRDCF and CFLBMC on the
condition that the spatial regularization factor of SRDCF
is replaced by the masking matrix of CFLBMC.
3. Prove the asymptotical approximate relation between
SRDCF and Struck on the conditions that the spatial reg-
ularization factor of SRDCF is replaced by an indicator
function of object bounding box, the weights of SRDCF
in its loss item are replaced by those of Struck, the linear
kernel is employed by Struck, and the search region tends
to infinity.
4. Prove the asymptotical approximate equivalence between
CFLBMC and Struck on the conditions that the weights
of CFLBMC in its loss item are identical to those of
Struck, the linear kernel is employed by Struck, and the
search region tends to infinity.
5. Experimentally explain how detailed differences of
SRDCF, CFLBMC, and Struck with linear kernel would
give rise to slightly different performances on some visual
sequences even if they are really similar.
The remainder of this paper is organized as follows. In
Sec. 2, we first extend CFLB to its multi-channel ver-
sion, CFLBMC, and then prove the relation of SRDCF and
CFLBMC. Sec. 3 proves the asymptotical relation between
SRDCF and Struck. The relations of CF trackers, Struck, and
the ranking SVM based trackers [1], [2] are analyzed in Sec. 4.
Extensive experiments on the public benchmarks OTB50 [23]
and OTB100 [24] and their analysis are presented in Sec. 5.
Sec. 6 summarizes our work.
2 CFLB VS SRDCF
In this section, we will first extend CFLB to its multiple
channel version, CFLBMC, and then prove the relation of
CFLBMC and SRDCF on the condition that the spatial reg-
ularization factor of SRDCF equals the masking matrix of
CFLBMC. For simplicity of expressions, we describe our
inference in one dimensional image. The inference in two
dimensional image can be derived in a similar way.
The normal optimization function of correlation filter (CF)
with linear kernel in spatial domain is [15], [10]
En(ω) =
1
2
T−1∑
i=0
(
yi − ω>xi
)2
+
λ
2
‖ω‖22, (1)
where T is the number of circulant samples, xi ∈ RT is a
circulant sample, x0 is the base sample, xi, i 6= 0, are the
virtual samples generated by periodic extension of x0, ω ∈ RT
is the filter, y ≡ (y0, . . . , yT−1) is the desired Gaussian label,
and λ is a tradeoff parameter.
1. After this work has been finished almost a year, we found a similar
work [9]
Fig. 1. P decides which part of the circulant sample xi is
acting. x0 is the base sample, and xi, i = 1, . . . , 6, are the
virtual ones. The blue columns and yellow ones, which
are acting regions of xis and utilized to train the model of
CFLB, indicate the real and virtual samples, respectively.
2.1 Multi-channel CFLB (CFLBMC)
A drawback of the CF comes from the periodic extension
of the base sample. Such extension enables efficient training
and detection with FFT, but it also leads to the unwanted
boundary effect, which limits the spatial ranges of reliable
negative samples in the training stage and reliable scores
in the detection stage, resulting in degradation of location
performance in cases of fast object motion, deformation, and
occlusion. In CF trackers, a commonly used approach to
resist the boundary effect is to extend the bounding box to
include some local background of the target object. The proper
extension of bounding box can also improve the robustness of
CF trackers. Nevertheless, including local background in the
bounding box may degrade the reliability of location in some
visual sequences.
In order to alleviate the negative influence of boundary ef-
fect on location performance in a principled way, Galoogahi et
al. [11] proposed the correlation filter with limited boundaries
(CFLB) for single channel. The optimization objective of
CFLB is as follows.
Eo(ωo) =
1
2
T−1∑
i=0
(
yi − ω>o Pxi
)2
+
λ
2
‖ωo‖22 , (2)
where ωo ∈ RD is the filter, the masking matrix P =(
0D×T−D2 , ID,0D×T−D2
)
, where ID is a D × D identity
matrix, and 0D×T−D2 is the D ×
T−D
2 matrix of all 0s.
P decides which part of the image patch is acting. Fig. 1
illustrates how P works. Through introducing the masking
matrix P, the proportion of samples affected by the boundary
effect are dramatically reduced. Specifically, the proportion
will be decreased from the normal 1D to
T−D+1
T , and the
boundary effects can be ignored if T  D.
In order to employ multiple channel features in CFLB,
in this paper, we extend it to its multiple channel version,
CFLBMC, as follows.
Eg(ωg) =
1
2
T−1∑
i=0
(
yi −
L−1∑
l=0
ω>g,lPxi,l
)2
+
λ
2
L−1∑
l=0
‖ωg,l‖22 ,
(3)
where L is the number of channels, ωg ≡ (ωg,0, ...,ωg,L−1),
ωg,l ∈ RD is the filter for channel l, and xi,l ∈ RT is the
channel l of sample xi. In the following, we will describe
how to minimize the objective function of CFLBMC by means
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of extending the solution procedure of CFLB to the multiple
channel case.
Because the samples are circulant, Eq. (3) can be expressed
in the Fourier domain by means of Parseval’s equation [5] as
follows.
Eg(ωg) =
1
2
∥∥∥∥∥yˆ −
L−1∑
l=0
diag(xˆl)
√
TFP>ωg,l
∥∥∥∥∥
2
2
+
λ
2
L−1∑
l=0
‖ωg,l‖22 ,
(4)
where yˆ is the discrete Fourier transform (DFT) of y, xˆl is
the DFT of x0,l, and F is the matrix of DFT. By using the
fast Fourier transform, evaluation of Eq. (4) can be accelerated
greatly.
To simplify the expression, we cancel the subscript g of ω
in the rest of this section.
2.1.1 Augmented Lagrangian
Similar to Galoogahi et al. [11], we introduce a set of auxiliary
variables gˆ = (gˆ0, . . . , gˆL−1) to minimize E(ω) by means of
the augmented Lagrangian method (ALM) [4]. Specifically,
min
ω
E(ω, gˆ),
s.t. gˆl =
√
TFP>ωl, l = 0, . . . , L− 1,
(5)
where
E(ω, gˆ) =
1
2
∥∥∥∥∥yˆ −
L−1∑
l=0
diag(xˆl)gˆl
∥∥∥∥∥
2
2
+
λ
2
L−1∑
l=0
‖ωl‖22 .
(6)
Then the augmented Lagrangian of Problem (5) is formulated
as
L
(
ω, gˆ, ζˆ
)
=
1
2
∥∥∥∥∥yˆ −
L−1∑
l=0
diag(xˆl)gˆl
∥∥∥∥∥
2
2
+
λ
2
L−1∑
l=0
‖ωl‖22
+
L−1∑
l=0
ζˆ>l
(
gˆl −
√
TFP>ωl
)
+
L−1∑
l=0
µl
2
∥∥∥gˆl −√TFP>ωl∥∥∥2
2
,
(7)
where ζˆ =
(
ζˆ0, . . . , ζˆL−1
)
, ζˆl is the Fourier transform of the
Lagrangian vector, and µl is the penalty factor that controls the
rate of convergence of ALM. The alternate iteration process
for optimization is as follows.
Subproblem gˆ
gˆl = arg minL
(
gˆl; ωˆl, gˆ\l, ζˆ
)
=
yˆ ◦ xˆl + µlωˆl − ζˆl − L−1∑
i=0,i6=l
xˆl ◦ xˆ∗i ◦ gˆi

◦−1 (xˆl ◦ xˆ∗l + µl1) ,
(8)
where gˆ\l = (gˆ0, . . . , gˆl−1, gˆl+1, . . . , gˆL−1), ◦ and ◦−1 are
point-wise multiplication and division, respectively, ωˆl =√
TFP>ωl, and 1 is a T dimensional vector with 1 as its
elements.
Subproblem ω
ωl = arg minL
(
ωl;ω\l,gl, ζ
)
=
(
µl +
λ√
T
)−1
(µlgl + ζl),
(9)
where ω\l = (ω0, . . . ,ωl−1,ωl+1, . . . ,ωL−1), gl =
1√
T
PF>gˆl, and ζl = 1√T PF
>ζˆl.
Lagrange Multipliers Update
ζˆ
(i+1)
l ← ζˆ(i)l + µl
(
gˆ
(i+1)
l − ωˆ(i+1)l
)
. (10)
Choice of µ
µ(i+1) = min
(
µmax, βµ
(i)
)
, (11)
where µ = (µ0, . . . , µL−1), and µmax = (µmax, . . . , µmax).
In practice, µ(0)l = 0.01, l = 0, . . . , L − 1, β = 1.1,
µmax = 20, and λ = 10. 6 alternate iterations may often
produce accurate enough solutions.
Note that both the optimization problem and solution proce-
dure of CFLBMC are not involved in any samples in historical
frames for brief expression. And Problem (3) can be extended
to involve historical samples simply based on what was done
in SRDCF [7].
2.2 Relation of CFLBMC and SRDCF
While CFLB introduces a mask matrix on the spatially ex-
tended samples into its loss item, SRDCF [7] introduces
a spatial factor into its regularization item to restrain the
boundary effect and extend the spatial ranges of reliable
negative samples. Specifically, if only the current frame is
involved, the optimization function of SRDCF is
Ed(ωd) =
1
2
T−1∑
i=0
(
yi −
L−1∑
l=0
ω>d,lxi,l
)2
+
λ
2
L−1∑
l=0
‖ς ◦ ωd,l‖22,
(12)
where ωd ≡ (ωd,0, ...,ωd,L−1), ωd,l ∈ RT , and ς ∈ RT
is the regularization factor which is a upside down bell-
shaped function, and decides how ωd,l acts in location. Fig. 2
illustrates what it looks like.
2.2.1 Proof of Relation
Pv =
(
0, . . . , 0, vT−D
2 +1
, . . . , vT−D
2 +D
, 0, . . . , 0
)>
for v ∈
RT . Let ω>e,l = ω>g,lP, then (Pωe,l)>(Pωe,l) = ω>g,lωg,l,
where l = 0, . . . , L− 1. We have
Eg(ωg) =
1
2
T−1∑
i=0
(
yi −
L−1∑
l=0
ω>e,lxi,l
)2
+
λ
2
L−1∑
l=0
‖Pωe,l‖22 ,
(13)
JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2016 4
Fig. 2. An example of the spatial regularization factor
used in SRDCF [7].
and
min
ωg
Eg(ωg) =
min
ωe
1
2
T−1∑
i=0
(
yi −
L−1∑
l=0
ω>e,lxi,l
)2
+
λ
2
L−1∑
l=0
‖ς0 ◦ ωe,l‖22,
where ς0 =
(
∞1×T−D2 ,11×D,∞1×T−D2
)>
1×T
, ∞1×T−D2
and 11×D are two vectors with a large enough number and 1
as their elements. Therefore
min
ωg
Eg(ωg) = min
ωd
Ed(ωd), (14)
and their optimal solutions hold ω∗g,l = Pω
∗
d,l, l = 0, . . . , L−
1, on the condition of ς0 = ς .
3 ASYMPTOTICAL APPROXIMATE RELATIONS
OF SRDCF, CFLBMC AND STRUCK
Struck [12] learns the appearance models of target object
through solving the following optimization problem.
min
ω,ξ
1
2
‖ω‖22 + λ
N∑
i=1
ξi
s.t. ∀i, ξi ≥ 0,
∀i,∀y 6= yi, 〈ω, δΦi(y)〉 ≥ ∆(yi,y)− ξi,
(15)
where ξ = (ξ1, . . . ξN ), δΦi(y) = Φ(xi,yi) − Φ(xi,y),
{(xi,yi)|i = 1, . . . , N} is the set of training samples, Φ(x,y)
is a joint kernel map, yi and y are bounding boxes of w × h
with left-top corner coordinates (li, ti) and (l, t), respectively.
Note that xi is generally larger than w × h. ∆(yi,y) is
defined such that ∆(yi,y) = 0 if y = yi, the larger
the distance between yi and y, the larger ∆(yi,y), and
maxy ∆(yi,y) = 1. Specifically,
∆(yi,y) = 1− so(l, t; li, ti, w, h), (16)
where so(l, t; li, ti, w, h) is the overlap function which ex-
presses the ratio of intersection over union of bounding boxes
yi and y, and
so(l, t; li, ti, w, h) =
p(l; li, w)p(t; ti, h)
2wh− p(l; li, w)p(t; ti, h) , (17)
Fig. 3. The overlap function used as labels in Struck [12].
See text for details.
where p(a; ai, c) = 2c − max(a + c, ai + c) + min(a, ai).
Fig. 3 shows the shape of so(l, t; li, ti, w, h). It is seen that
the larger the distance between (li, ti) and (l, t), the smaller
so(l, t; li, ti, w, h) is, and its maximum and minimum are 1
and 0, respectively. Note that the number of samples associated
with (xi,yi) is (wl − w + 1) × (hl − h + 1) if sampling is
dense in the region of wl × hl, where wl > w and hl > h.
Problem (15) can be reformulated as
min
ω,ξ
1
2
‖ω‖22 +
λ
2
N∑
i=1
ξi
s.t. ∀i,∀y 6= yi,
ξi ≥ max{0, f(y; xi,yi,ω)− so(l, t; li, ti, w, h)},
(18)
where f(y; xi,yi,ω) = 1−〈ω, δΦi(y)〉. Suppose the number
of y associated with yi is Ni. Then it is drawn from the
constraints of Problem (15) that
∀i, ξi ≥ 1
Ni
∑
y
max{0, f(y; xi,yi,ω)− so(l, t; li, ti, w, h)}.
(19)
Now consider the optimization problem
min
ω
1
2
‖ω‖22 +
λ
2
N∑
i=1
1
Ni
∑
y
max{0,
f(y; xi,yi,ω)− so(l, t; li, ti, w, h)}.
(20)
It is clear that the loss function of Problem (20) is the lower
bound of that in Problem (18), and the optimal solution ω∗ of
Problem (20) is also that of Problem (15).
It is noticed that the essential purpose of so(l, t; li, ti, w, h)
is to avoid the heuristic rules for labeling samples and improve
the location precision through bell-shaped regression labels
for f(y; xi,yi,ω). And there is no theoretical obstacle for
replacing so(l, t; li, ti, w, h) with other bell-shaped labels. It
will be shown in Sec. 5.2 that there only exists really slight
difference between the performances of Strucks with overlap
function and Gaussian as regression goals, respectively, when
we substitute a Gaussian for so(l, t; li, ti, w, h) in Struck
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Fig. 4. Another type of indicator function ςt used as the
spatial regularization factor. See text for details.
codes 2. Therefore from now on, g(y) = so(l, t; li, ti, w, h)
express a Gaussian in this paper.
It is well-known that the hinge loss produces sparse so-
lutions, which correspond to the sparse number of support
vectors with respect to the total number of training samples,
whereas the square loss generally generates dense solutions.
In addition, the hinge loss is able to be more robust against
some distractive training samples. Nevertheless, in the context
of regression, such as in CF trackers and Struck, there will not
exist distractive samples. Therefore, the only way that hinge
and square losses may influence the localization differently is
the sparsity of solutions. Sec. 5.3 will show experimentally
that the Strucks with hinge or square losses generate almost
the same location. And Rifkin et al. [21] has also shown that
the square loss often provides a quite similar performance to
the hinge loss does even in the context of classification where
distractive training samples often exist. Consequently, we can
expect that the replacement of hinge loss of Problem (20) by
the square one will generate almost the same performance.
Then it follows after this substitution that
min
ω
1
2
‖ω‖22 +
λ
2
N∑
i=1
1
Ni
∑
y
(f(y; xi,yi,ω)− g(y))2. (21)
Let ω˜ be an extension of ω. Suppose the sizes of both ω˜ and
xi are wl × hl, Sw = {1, . . . , wl}, Sh = {1, . . . , hl}, Sw,c =
{wl−w2 +1, . . . , wl−w2 +w}, Sh,c = {hl−h2 +1, . . . , hl−h2 +h},
and the spatial regularization factor
ςt = ςt(r, c) =
{
1, r ∈ Sh,c, c ∈ Sw,c,
+∞, r ∈ Sh \ Sh,c, c ∈ Sw \ Sw,c,
(22)
where +∞ means a large enough number. ςt(r, c) takes 1
within the bounding box, and infinity otherwise, therefore can
2. The original codes of Struck are available at
http://www.samhare.net/research
Fig. 5. The extended sample Φ˜(xi,y) when the linear
kernel is employed in Struck [12]. See text for details.
be accepted as another type of indicator function. Fig. 4 shows
the shape of ςt(r, c). Suppose further that the linear kernel is
adopted in Problem (15), and Φ˜(xi,y) is a wl × hl patch
whose central part is from xi, and the location of the central
part is determined by y. Fig. 5 illustrates what Φ˜(xi,y) looks
like. Consider the following optimization problem.
min
ω˜
1
2
‖ςt ◦ ω˜‖22 +
λ
2
N∑
i=1
1
Ni
∥∥∥f˜(y; xi,yi, ω˜)− g˜(y)∥∥∥2
2
,
(23)
where ◦ means the point-wise multiplication, f˜(y; xi,yi, ω˜)
and g˜(y) are two vectors of 1 × Ni with elements
f˜(y; xi,yi, ω˜) and g˜(y), respectively, f˜(y; xi,yi, ω˜) = 1 −
〈ω˜, δΦ˜i(y)〉, δΦ˜i(y) = Φ˜(xi,yi) − Φ˜(xi,y), and g˜(y) =
so(l, t; li, ti, w, h) is a Gaussian. Note that g˜(y) and g(y) take
the same parameters, with their domains being wl × hl and
w × h, respectively. Therefore, g˜(y) ≈ 0 if its variables y
do not belong to the w × h center part of its domain. It
is obvious that the squared annular part of minimizer ω˜∗
corresponding to +∞ part of ςt will consist of zero, and
f˜(y; xi,yi, ω˜
∗) = f(y; xi,yi,ω∗). Therefore, the w × h
central part of the minimizer ω˜∗ for Problem (23) equals the
minimizer ω∗ for Problem (15).
Through explicitly expressing Problem (23) in the case of
multiple channel features and multiplying the impact of each
training sample by its loss, we have
min
ω˜
1
2
L−1∑
l=0
‖ςt ◦ ω˜l‖22 +
λ
2
N∑
i=1
αi
∥∥∥f˜(y; xi,yi, ω˜)− g˜(y)∥∥∥2
2
,
(24)
where ω˜ = (ω˜0, . . . , ω˜L−1), and αi = βiNi , βi is the impact of
xi on the optimal solution ω˜∗. If dense sampling is employed,
as done in correlation filter based trackers [3], [16], [7], then
∀i, Ni = Nc ≡ (wl − w + 1) · (hl − h+ 1).
It is noticed that Problem (24) is exactly the same as
the optimization object of SRDCF [7] if the linear kernel is
employed, except for the spatial regularization factor ς and
training samples. In SRDCF, ς(r, c) = µ+η[(c/w)2+(r/h)2],
as shown in Fig. 2, and the training samples are generated
cyclically from base samples. If ς(r, c) = ςt(r, c), then the
ratio of true training samples over virtual ones is wl−w+1wl ×
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hl−h+1
hl
. Theoretically, the optimal solutions of Struck and
SRDCF are of asymptotically and approximately relation if
both take Eq. (22) as their spatial regularization factors, the
weights of Struck in its loss item are replaced by those of
SRDCF, and Struck employs the linear kernel, because, given
w and h,
lim
wl→+∞
wl − w + 1
wl
= 1, lim
hl→+∞
hl − h+ 1
hl
= 1. (25)
Therefore, the negative influence of virtual training regions of
SRDCF on location performance can be ignored if both wl and
hl are large enough. According to [7] and our experiments,
while wl ≈ 4.5 and hl ≈ 4.5, the negative boundary effect
could be ignored.3
Corollary 1: CFLBMC is asymptotically and approxi-
mately equivalent to Struck on the conditions that the weights
of CFLBMC in its loss item are identical to those of Struck,
Struck employs the linear kernel, and the search region tends
to infinity.
The corollary is immediately achieved by means of the equiv-
alencies proved in Sec. 2.2 and this section.
In the following section, we will analyze the relations of
CF tracker, Struck, and another type of tracker, the ranking
SVMs based tracker.
4 RELATIONS OF RANKING SVM TRACKER,
CF TRACKERS, AND STRUCK
In recent years, learning to rank has been applied to the
visual tracking area. Bai and Tang [1] proposed the tracker,
RSVT, which simply employs the ranking SVM [18] to learn
a ranking function. The function then ranks every candidate
patch sampled from the new frame, and the patch with the
most preferred ranking score is assumed to be the object.
Bai and Tang [2] derived the tracker, LRSVT, which explores
both labeled and weakly labeled bipartite samples to train the
ranking model, resulting in more robust performance. In this
section, we will analyze their relations with CF trackers and
Struck.
Primarily, the ranking SVMs based tracker (RSVT) learns
its appearance models through solving the following optimiza-
tion problem.
min
ω,ξ
1
2
‖ω‖2 + C
∑
i,j
ξij
s.t. ∀i, j, ξij ≥ 0,
ωT (Φ(xi)− Φ(xj)) ≥ 1− ξij ,
xi ∈ S(1)m ,xj ∈ S(0)m , m = 1, . . . ,M,
(26)
where M is the number of pairs of training sets, and the
patches of S(1)m rank higher than those in S
(0)
m . Note that the
common point between RSVT, Struck, and CF trackers is that
they all generate a ranking number for each image patch.
The distinctions between them are that RSVT obtains the
3. Note that an essential difference between the spatial regularization factor
(SRC) of SRDCF and the other type of indicator function ςt shown in Fig. 4 is
that the SRC is smooth, resulting in few Fourier coefficients and accelerateing
the optimization greatly. Of cause, such difference has the significance of the
numerical calculation, but is not able to change our analysis on the relations.
ranking number through a ranking function, whereas the others
through regressed functions. It can be seen through comparing
Problems (26), (15), (1), (3), and (12) that Problem (26) is
solved with patch pairs, whereas others are solved with patch-
label pairs. Therefore, the optimization objective of ranking
SVM has to employ much more training samples (patch pairs)
than Struck and CF trackers do if each tracker explores all pos-
sible samples in training. Specifically, if there are N training
patches, then M = N − 1 and the number of pairs of training
samples in ranking SVM is (N − 1) + (N − 2) + . . . + 1 =
N(N−1)
2 , whereas the number of pairs of sample-labels is only
N in Struck and CF trackers.
In order to train RSVT more efficiently, less sample pairs
often have to be explored. Compared to using all sample pairs,
this, however, may introduce unwanted training errors due to
inadequate sample pairs, lowering the discriminativity of its
model.
Consequently, training the appearance models in Struck and
CF trackers may be much more efficient than in RSVT so far
as the number of training samples is concerned.
5 EXPERIMENTAL VERIFICATIONS
In our experiments, the Struck was implemented in C++,
CFLBMC was implemented in MATLAB, and SRDCF used
the original implementation in MATLAB. The experiments
were performed on a PC with Intel Core i7 3.40GHz CPU
and 20GB RAM. We verified the aforementioned relations on
popular OTB50 [23] and OTB100 [24]. All the video results
are accessible in the website.4
The performance was quantitatively evaluated with popular
criteria used in [23], [16], [7], [22], i.e., center error criteria
(center error, distance precision, precision plot) and overlap
ones (overlap ratio, overlap precision, success plot, and area
under curve (AUC)). The center error is calculated as the
average Euclidean distance between the centers of located
objects and their ground truths in a sequence. The distance
precision is the percentage of frames where the objects are
located within the center errors of 0 to tc pixels, with tc = 20,
and the precision plot is simply a curve of the distance
precisions with tc changing from 0 to 50 pixels. The overlap
ratio is defined as the average ratio of intersection and union
of the estimated bounding box and ground truth in a sequence,
overlap precision as the percentage of frames with the overlap
ratio exceeding to in a sequence, with to = 0.5, the success
plot is simply a curve of overlap precisions with the overlap
ratio changing from 0 to 1, and AUC is the area under the
success plot.
5.1 Implementation Details
For fair comparisons, all trackers employ the same feature, i.e.,
the HOG with 4×4 cells. According to the theoretical analysis
in above sections, the Struck will employ the linear kernel in
all experiments except for those in Sec. 5.5. Gaussian labels
with σ = 1/16 are used by SRDCF, CFLBMC, and Struck.
4. http://www.nlpr.ia.ac.cn/iva/homepage/jqwang/Relation-video-results.zip
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We will denote the Struck conducted in our experiments as
the modified Struck if necessary in the following.
The search region and update rate of CFLBMC are set
the same as SRDCF’s. Specifically, in CFLBMC, we also set
the squared search region to be 16 times the area of object
bounding box, multiply the base sample by a Hann window,
and set the update rate 0.025.
Because of its spatial regularization factor, SRDCF gener-
ally learns its models with object and background. Note that
the relation of SRDCF and CFLBMC has been proved on
the condition that the spatial regularization factor of SRDCF
equals the masking matrix of CFLBMC. Therefore, we set
the samples of CFLBMC to coincide the target object itself
as exactly as possible in order to experimentally show how
local backgrounds affect the location performance of a tracker.
Recall that the motivation of CFLB is to alleviate the boundary
effect of circulant samples in a principled way, and that the
equivalency of CFLBMC and Struck has been infered on the
three conditions. Therefore, in our experiments, we set the
samples of Struck to coincide the target object itself as exactly
as possible to verify to what extent the goal of CFLB has been
realized5.
In our modified Struck, the width and height of the search
region are 2.5 times of those of the object bounding box,
respectively. The reason that 2.5 times is taken is that the fps
will decrease about 2.5 times if 4 times of width and height
are used. Because Struck can not be accelerated with FFT,
dense sampling will result in too low fps in the training stage.
Therefore, the sampling stride is set 4 pixels in training. In
the location stage, on the other hand, dense sampling scheme
is employed to ensure enough location accuracy. In addition,
according to the CF trackers, the parts of sampled patches
which are out of image borders will be filled by border pixels
in the modified Struck. Other parameter values are set the same
as the original Struck’s.
All parameters of the trackers are fixed in all experiments.
5.2 IoU Labels vs Gaussian Labels
In Sec. 3, we proved the asymptotical and approximate relation
of Struck and SRDCF on the four conditions. In our proof, the
Gaussian labels are replaced by the IoU labels in Struck. In
this section, we show that such substitution will only result in
really slight effect on the location performance, therefore is
reasonable.
Fig. 6 shows the experimental results on OTB50 and
OTB100. The Strucks with IoU and Gaussian labels are
denoted as StruckI and StruckG, respectively. Note that the
only difference between StruckI and StruckG are their label
functions. It is seen that the performance curves of StruckI
and StruckG are almost overlapped.
5.3 Hinge Loss vs Square Loss
In Sec. 3, we stated that replacing the hinge loss by the square
one will generate almost the same localization performance in
5. In general, Struck can well exploit the local background of samples by
means of setting the samples larger than the target object.
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Fig. 6. The average precision plots and success plots
of Struck with IoU labels and Gaussian ones in OTB50
and OTB100. StruckI and StruckG denote the Struck with
IoU labels and Gaussian ones, respectively. The mean
distance precision scores and AUCs of the trackers are
reported in the legends.
the context of regression. In this section, we will validate such
conclusion experimentally.
We compare two Strucks with the hinge and square losses
on OTB50. In order to prevent updating schemes from af-
fecting the location performance and keep enough yet limited
difference between training and testing samples, we randomly
sample 10 ground truthes from all ground truthes of each of
50 sequences, train the two Strucks with each ground truth,
and locate the target object in the next third frame. Then,
the center error and overlap ratio (OR) of each localization
of two Strucks can be evaluated. Consequently, totally 500
center errors and ORs are acquired. Note that only ground
truthes which indeed contain the target object are randomly
sampled, and the chessboard distance is employed to evaluate
the center error for an accurate definition of bin size in this
section. Fig. 7 displays the histograms of center errors and
ORs of two Strucks. It is seen that there is no error in almost
92% location in both histograms. To further illustrate the
similarity of locations of two Strucks, Fig. 8 gives several
frames with largest differences in localization. It is noticed
that the locations of two Strucks are really close to each other
even in the worst cases. Consequently, it is concluded that the
hinge loss and square one are almost identical to each other
in the context of regression.
5.4 Consistency Comparison
To exactly focus on the performance of localization, there is
no scale estimation in our experiments except for the ones
in Sec. 5.6. Therefore, the scale estimation part of SRDCF
is turned off temporally. And the trackers compared in this
section are denoted as SRDCF-1, CFLBMC-1, and Struck-
L-1, where 1 and L mean without scale estimation and with
linear kernel, respectively.
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Fig. 7. The histograms of center errors and overlap
ratio (OR) of two Strucks with hinge and square losses,
respectively, on OTB50. Note that the highest bar of OR
histogram only consists of the ORs being 1.
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Fig. 8. The largest localization differences in our experi-
ments. In each sub-caption, (a, b) means the center error
and overlap ratio of two Strucks are a and b, respectively,
and the red and green bounding boxes are generated by
the Strucks with hinge loss and square loss, respectively.
See text for details.
Figs. 9 and 10 (a) and (b) show the experimental results
of SRDCF-1, CFLBMC-1, and Struck-L-1 on OTB50 and
OTB100. It is seen that their precision plots and success plots
are almost coincident. Fig. 9 shows that SRDCF-1, which
performs best at tc = 20 in distance precision, is only 0.4%
higher than the worst Struck-L-1. And Struck-L-1, which
performs best in AUC, is only 0.8% higher than the worst
CFLBMC-1. In Figs. 10 (a) and (b), it is seen that the best
CFLBMC-1 is only 2% better than the worst Struck-L-1 in
distance precision, while the best SRDCF-1 only performs
0.5% better than the worst Struck-L-1 in AUC. It can be drawn
from the experiments that SRDCF-1, CFLBMC-1, and Struck-
L-1 perform almost the same.
For further verifying the relation of SRDCF-1, CFLBMC-1,
and Struck-L-1 experimentally, we ran them on the sequences
of 11 attributes, respectively. And the results are reported in
Figs. 10 (c) to (x).
It can be seen in Figs. 10 (c) to (x) that SRDCF-1,
CFLBMC-1, and Struck-L-1 illustrate the approximate relation
on the sequences of all attributes. If the overlap ratio related
criteria are considered more reasonable than center error
related ones, the inconsistences of the trackers are reflected
mainly in the four attributes, Plane Rotation ((i) and (j)), Low
Resolution ((m) and (n)), Motion Blur ((o) and (p)), and Scale
Variation ((w) and (x)).
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Fig. 9. The average precision plots and success plots of
the three trackers on OTB50. SRDCF-1, CFLBMC-1, and
Struck-L-1 denote new versions of SRDCF, CFLBMC, and
the modified Struck, respectively. These new versions are
with line kernel and without scale estimation. The mean
distance precision scores and AUCs of the trackers are
reported in the legend.
5.4.1 Inconsistencies and their Reasons
After observing their performances on each of the 100 se-
quences, we found that the following sequences result in the
differences of the trackers’ performances. These sequences
are Bird1, Bird2, BlurOwl, Bolt, CarDark, ClifBar, Coke,
Couple, Crowds, Diving, Football, Freeman1, Freeman4, Girl,
Human2, Human4-2, Jogging-2, Jumping, KiteSurf, Lem-
ming, Liquor, Panda, RedTeam, Rubik, Shaking, Subway, and
Trans. After qualitatively analyzing the detailed differences
of SRDCF-1, CFLBMC-1, and Struck-L-1 carefully, we draw
that the following six details lead to the observed inconsisten-
cies.
1. The spatial regularization leads to differences. SRDCF-
1 adopts quadratic function, while CFLBMC-1 uses a
masking function, and Struck-L-1 implicitly uses a mask-
ing function but with sparser sampling than CFLBMC-1
in training. Therefore, SRDCF-1 can learn some local
background, while CFLBMC-1 and Sturck-L-1 can not.
The following sequences show the inconsistency caused
by the different spatial regularizations: Bird1, Bird2,
BlurOwl, Bolt, ClifBar, Coke, Football, Freeman1, Free-
man4, Girl, Lemming, Liquor, Panda, RedTeam, Rubik,
and Shaking.
2. The sizes of searching regions lead to differences.
SRDCF-1 and CFLBMC-1 use the square region of 4
times area of the object bounding box, while Struck-
L-1 only searches the object within a region of 2.5
times width and height of the object bounding box. The
following sequences show the inconsistency caused by
the different sizes of searching regions: BlurOwl, Couple,
Diving, Human4-2, and Jogging-2.
3. The update methods lead to differences. SRDCF-1 and
CFLBMC-1 utilize the same update method of exponen-
tial weighting, while Struck-L-1 updates its appearance
model through adding and discarding positive and nega-
tive support vectors. Therefore, SRDCF-1 and CFLBMC-
1 are rarely affected much by the historical appearances
of the target far from the current frame, while Struck-L-
1 is quite the reverse. The following sequences show the
inconsistencies caused by different update methods: Clif-
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Fig. 10. The average precision plots and success plots of three trackers, SRDCF-1, CFLBMC-1, and Struck-L-1, on
the whole benchmark and 11 annotated attributes of OTB100. The mean distance precision scores and AUCs of the
trackers are reported in the legend. See text for details.
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Bar, Coke, Couple, Freeman4, Girl, Human2, KiteSurf,
Lemming, and Liquor.
4. The localization details lead to differences. Since the
cell size of HOG is 4 × 4, the localization accuracy of
CFLBMC-1 is 4 pixels in both vertical and horizontal
axes. Whereas SRDCF-1 invokes a sub-pixel fine-locating
method to locate the object in 1 pixel accuracy. And
Struck-L-1 makes use of dense sampling in locating
the object, achieving 1 pixel accuracy. The following
sequence shows the inconsistency caused by the different
localization details: CarDark, and KiteSurf.
5. The combination of spatial regularization and band-
ing windows leads to differences. Both SRDCF-1 and
CFLBMC-1 adopt Hann window, while Struck-L-1 uses
no banding window6. When the duration of occlusion is
long enough, the appearance models of SRDCF-1 and
CFLBMC-1 will learn some background noise, weaken-
ing the discriminativity of their models. Moreover, Hann
window will impair the HOG near the search region
boundaries while SRDCF-1 and CFLBMC-1 are locat-
ing the object in any frame. Consequently, CFLBMC-
1 may fail if the object is occluded for a long enough
duration and re-appears near the boundaries of search
region, because of the weakened discriminativity of its
model and the disturbance of Hann window on HOG
of search region. Nevertheless, SRDCF-1 and Struck-L-
1 will succeed in these cases because of the assist of
local background for SRDCF-1 and no disturbance of
Hann window on HOG of search region for Struck-L-1.
The following sequences involve such cases: Bolt, Coke,
Joggling-2, Jumping, and Subway.
6. The mathematical characteristic of the overlap ratio curve
leads to obvious differences. The relation of distance of
the centers of two bounding boxes and their overlap ratio
is similar to an exponential function, as shown in Fig. 11.
A small distance change of the centers of ground truth
and located object will result in a conspicuous change
of overlap ratio, if the two bounding boxes are close
enough. And the smaller the areas of bounding boxes, the
more conspicuous this case is. The following sequence
shows the inconsistency caused by such an exponential-
like relation: Crowds.
Note that the first four observations involve in four different
details on trackers, and the last two ones come from the
combination of different details. Except for the above, we do
not find any other factors to generate obvious differences in
localization.
In the following, we will illustrate the aforementioned six
reasons with representative sequences.
Fig. 12 shows that CFLBMC-1 and Struck-L-1 may fail
when the target is occluded by similar distracters, since they do
not explore local backgrounds in training. Whereas, SRDCF-
1 precisely catches the target object because its appearance
model is trained with the object and its local background
6. Hann window, a Gaussian-like function, is commonly used as banding
window to eliminate the discontinuity between opposite edges of non-periodic
images, when transferring them into frequent domain with FFT.
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Fig. 11. The mathematical characteristic of overlap ratio.
d is the distance between the centers of ground truth and
located object. a is the area of object bounding box.
Fig. 12. In football sequence, SRDCF-1 can catch the
target object successfully because its appearance model
is trained with the located objects and their local back-
grounds. CFLBMC-1 and Struck-L-1 fail because they
train their appearance models without local background.
See text for details.
and there exist conspicuous differences between the local
backgrounds of target object and distracters.
Fig. 13 shows another sequence where the relatively sta-
ble appearance of local background helps SRDCF-1 catch
the panda robustly, although the panda’s appearance changes
greatly due to its rotation. Contrarily, CFLBMC-1 and Struck-
L-1 explore no background, therefore lose the target while it
rotates too much.
Fig. 14 shows an example to illustrate the coefficient effects
of exploring background in training and the sizes of search
regions on location performances. Observing the response
maps of SRDCF-1 before and after occlusion in Figs. 14 (i)
and (l), it is found that there is a dominant peak per map.
This is because the object background varies little in these
two frames and the update rate is really slow. Therefore,
SRDCF-1 catches the target successfully after the occlusion
is over. In contrast, Figs. 14 (e) and (h) tell us that there is
a dominant peak for CFLBMC-1 before occlusion, whereas
there exist two dominant peaks after occlusion: the highest
one corresponds to part of post pole, and another to the target
object. The reasons that the highest peak does not correspond
to the target object are that the discriminativity of HOG is not
strong enough to distinguish the object from its background
in these frames and Hann window impairs the discriminativity
further. Therefore, CFLBMC-1 fails in this sequence. Because
the searching region of Struck-L-1 is not large enough, the
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Fig. 13. In panda sequence, SRDCF-1 catches the
object successfully in the help of local background, while
CFLBMC-1 and Struck-L-1 lose the panda, because they
do not explore local background to train their appearance
models.
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Fig. 14. Jogging-2 sequence illustrates the coefficient
effects of exploring background in training, update rate,
and the sizes of search regions on location performances.
See text for details.
target object gets out of the search region when it re-appears.
Consequently, Struck-L-1 also fails in this sequence.
Nevertheless, exploring local backgrounds to train SRDCF-
1 leads to failure sometimes, as shown in Fig. 15. Indeed,
compared with the edges of the target object, those of its
local background are more distinct in initial frames. Therefore,
when involving local background in training, to distinguish
different samples SRDCF-1 will depend more on the local
background than on the object itself. Conspicuous changes
of the local background will deviate SRDCF-1 from the
object. Whereas, CFLBMC-1 and Struck-L-1 only train their
appearance models with the object itself. Therefore they are
able to catch the object robustly in such case.
Fig. 16 shows a similar example where there exists a distinct
curve in Bolt’s background. It is difficult for SRDCF-1 to
catch the object because the background curve dominates the
response map. Through training its model without exploring
background, CFLBMC-1 successfully locates Bolt. Because
there are no enough training and updating samples for Struck-
L-1 in initial frames due to sparse sampling, the rapid change
of Bolt’s pose results in its failure.
Fig. 15. Shaking sequence shows the negative effect on
SRDCF-1 when exploring the local background to train
the appearance models. See text for details.
Fig. 16. Bolt sequence illustrates the negative effects of
distinct background and inadequate samples on SRDCF-
1 and Struck-L-1, respectively. See text for details.
As aforementioned, the minimal resolution of the employed
HOG is 4×4 pixels in our experiments. In most of sequences,
such a resolution does not affect the performance of the
three trackers much. Nevertheless, in CarDark sequence, the
performance of CFLBMC-1 is negatively affected by the low
resolution, as shown in Fig. 17. This is because the target car
is small and blur, and its background involves many distinct
edges. A small deviation from the correct location means much
to the small target car. Therefore, the bounding box located by
CFLBMC-1 slowly and gradually shifts away from the target
car and sticks to the background. On the other hand, SRDCF-1
developed a sub-pixel method to refine its location accuracy up
to a pixel in every frame, and Struck-L-1 densely samples the
candidate object bounding boxes. Therefore, they successfully
catch the target car in the sequence.
Fig. 18 shows another example where the low resolution
of locations makes CFLBMC-1 fail while the dense candidate
samples make Struck-L-1 catch the object. In fact, Struck-L-
1 will fail whenever the sampling density of its candidates
lowers a half or more. The failure of SRDCF is different in
this sequence. Because SRDCF explores the local background
in training, it can catch the object although not as stably as
Struck-L-1 does, after CFLBMC-1 fails. Nevertheless, strong
edges of the left corner word, PROGRESSION, mislead the
update of SRDCF’s appearance model, resulting in the failure
of SRDCF.
The coefficient effects on SRDCF-1 and CFLBMC-1 gen-
erated by both spatial regularization and Hann windows are
illustrated in Fig. 19. By comparing Figs. 19 (e) and (f), and
(i) and (j), it is found that the long term occlusion generates a
dominant peak on the background leaf, therefore weakens the
model discriminativities of both SRDCF-1 and CFLBMC-1,
even though the local background is explored by SRDCF-1.
And it is clear that the HOG of search region multiplied by
Hann window will cripple the features near the search region
boundaries and may also confuses the descriptions of the target
JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2016 12
Fig. 17. In CarDark sequence, too low location resolution
of CFLBMC-1 results in its gradual failure. See text for
details.
Fig. 18. KiteSurf sequence shows the positive effect of
dense sampling on Struck-L-1. CFLBMC-1 fails because
of its sparse sampling. SRDCF-1 fails because of the
negative effect of the distinct edges of the word on it. See
text for details.
object and its background. Consequently, the response maps of
CFLBMC-1 contain two dominant peaks, and the highest one
always corresponds to the leaf, as shown in Figs. 19 (g) and
(h). Whereas, the response maps of SRDCF-1 always contain
the highest peaks which consistently correspond to the target
coke with the help of local background, as shown in Figs. 19
(k) and (l). Because Struck-L-1 always keeps reliable support
vectors during tracking without Hann window multiplication,
it is able to grasp the object robustly.
At last, it should be pointed out that the evaluation criterion,
overlap ratio, will augment the fine distinctions of trackers
when they all achieve high performances and the target object
is small enough. It can be seen in Fig. 20 that SRDCF-1,
CFLBMC-1, and Struck-L-1 achieve really close accuracies.
Intuitively, there should not be obvious differences between
their success plots. Nevertheless, large distinctions occur in
their success plots, although their precision plots only exhibit
small differences, as shown in Fig. 21. Note that the target
object almost does not undergo scale changes in this sequence.
5.4.2 Ingredients Influencing Performance
According to the above observations and analysis on se-
quences, we summarize the ingredients which will influence
the performance as follows.
1. Exploring the local background of target object some-
times benefits and sometimes degrades the location accu-
racy. In the cases where the target appearance varies dras-
tically or is occluded with little change of background,
SRDCF-1 can locate the target more accurately than the
other two trackers by means of learned local background.
In other cases, involving local background in training
may be harmful for the location accuracy. Therefore,
the average difference between the location accuracies
of SRDCF and CFLBMC on a benchmark is decided by
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Fig. 19. The coefficient effects on SRDCF-1 and
CFLBMC-1 generated by both spatial regularization and
Hann windows. See text for details.
Fig. 20. In Crowds sequence, the differences of SRDCF-
1, CFLBMC-1, and Struck-L-1 are caused by the evalua-
tion criterion, overlap ratio. See text for details.
the percentage of the sequences in which exploring local
background will benefit the location accuracy.
2. The large search region always benefits the location
accuracy. If the target is occluded and then re-appears
or moves a large distance in adjacent frames, the large
search region may help the tracker catch the target
correctly.
3. The update method adopted by Struck benefits the lo-
cation accuracy more than that adopted by SRDCF and
CFLBMC, because the historical samples possess iden-
tical weight and the effect of N similar samples on the
appearance model approximately equals that of a single
sample in Struck. This strategy may help Struck catch
the target successfully after the target is missed for a
long enough period.
4. The location accuracy up to one pixel always benefits the
location performance.
According to the above summarization, it can be concluded
that, as far as the location performance is concerned, Struck
is the most flexible and powerful because it is able to involve
the local background in its samples, and there is no obstacle
in enlarging its search region. In addition, Struck is able to
employ non-linear kernels to improve its performance further,
whereas SRDCF and CFLBMC are not. Nevertheless, the un-
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Fig. 21. The precision and success plots of SRDCF-1,
CFLBMC-1, and Struck-L-1 on Crowds sequence. The
mean distance precision scores and AUCs of the trackers
are reported in the legend. The differences of the three
trackers are caused by the mathematical characteristic of
overlap ratio. See text for details.
acceptable computational cost prevents Struck from exploring
effective ingredients to improve itself, because Struck can not
employ FFT to accelerate its training and locating greatly.
Although a great many of fine differences of SRDCF,
CFLBMC, and Struck may lead to small inconsistence in per-
formance, that the effects of fine differences on performance
are positive or negative is dependent on the characteristic of
the specific sequence. Statistically, such inconsistence may
be expected to vanish if the benchmark is large enough and
diverse enough. Or, the consistence of SRDCF, CFLBMC, and
Struck in experimental performance on a benchmark may be
a measure of the scale and diversity of the benchmark.
It should be pointed out that the optimization objectives of
SRDCF and CFLBMC are similar, whereas their optimization
procedures are quite different, resulting in the efficiency of
SRDCF is over ten times higher than that of CFLBMC. Note
that Galoogani et al. [11] reported that the fps of CFLB is
about 100. This is because CFLB only employs gray as its
feature. Due to the multi-channel characteristic of CFLBMC,
the same optimization algorithm utilized by CFLBMC and
CFLB makes the former much slower than the latter.
5.5 Struck with Gaussian Kernel
To verify the positive effect of the non-linear kernel on perfor-
mance, the linear kernel is replaced by a Gaussian one in the
modified Struck in this section. The Struck with the Gaussian
kernel and without scale estimation, denoted as Struck-G-1, is
compared with Struck-L-1. It is seen in Fig. 22 that Struck-G-
1 outperforms Struck-L-1 consistently on OTB50. Of course,
the total processing time of Struck-G-1 is about 40% more
than that of Struck-L-1 on the benchmark.
5.6 Struck and CFLBMC with Scale Estimation
In order to investigate the effect of scale estimation on their
relation, we introduce the scale estimation into CFLBMC-1
and Struck-L-1, and denote their new versions as CFLBMC
and Struck-L, respectively. To identify the scale levels adopted
in SRDCF, seven candidate scales are tested in CFLBMC and
Struck-L after they locate the object center. And the optimal
scale is the one under which the object has the highest response
among all the scale candidates. We compare these trackers in
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Fig. 22. The average precision plots of Struck-L-1 and
Sturck-G-1 on OTB50. The mean distance precision
scores and AUCs of the trackers are reported in the
legend. See text for details.
CarScale, Dog1 and Singer1 in which the scale estimation
would be the only challenge. Fig. 23 shows the results. It is
seen in the figure that the performances of SRDCF, CFLBMC
and Struck-L are significantly improved in comparison to
their non-scale-estimation versions, SRDCF-1, CFLBMC-1,
and Struck-L-1. It is noticed that the slight differences between
SRDCF-1, CFLBMC-1, and Struck-L-1 are magnified by the
scale estimation in their counterparts, SRDCF, CFLBMC and
Struck-L. Note that the success plots of CFLBMC are even
remarkably inferior to those of the other two trackers. This is
because it only employs the strategy of location accuracy up to
4 pixels, while SRDCF and Struck-L employ the strategy up
to 1 pixel, and the mathematical characteristic of the overlap
ratio curve in small objects and center errors further amplifies
their performance differences.
6 CONCLUSION
In this paper, we have mainly investigated two types of visual
tracking algorithms, CF trackers (specifically, SRDCF and
CFLBMC) and Struck, theoretically proved three relations
between them, and experimentally verified these relations.
According to the experimental results, we summarized how
slight differences of these three trackers qualitatively affect
their performances. We have also analyzed the relations of CF
trackers, Struck, and the ranking SVM based tracker.
We wish our work would encourage the visual tracking
community not only to design new algorithms and compare a
variety of trackers experimentally, but also to investigate their
relationship theoretically, so as to develop essentially stronger
algorithms in both location performance and efficiency.
REFERENCES
[1] Y. Bai and M. Tang. Robust visual tracking via ranking svm. In Proc.
International Conference on Image Processing, pages 517–520. IEEE,
2011.
[2] Y. Bai and M. Tang. Robust tracking via weakly supervised ranking svm.
In Proc. Computer Vision and Pattern Recognition, pages 1854–1861.
IEEE, 2012.
[3] D. Bolme, R. Beveridge, B. Draper, and Y. Lui. Visual object tracking
using adaptive correlation filters. In Proc. Computer Vision and Pattern
Recognition, 2010.
[4] S. Boyd. Distributed optimization and statistical learning via the
alternating direction method of multipliers. Foundations and Trends
in Machine Learning, Vol.3:pp.1–122, 2010.
[5] E. Brigham. The Fast Fourier Transform. Prentice-Hall, Inc., 1974.
JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2016 14
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Overlap Threshold
O
ve
rla
p 
Pr
ec
isi
on
Average Success Plot on CarScale, Dog1, and Singer1
 
 
Struck−L [0.813]
SRDCF [0.808]
CFLBMC [0.767]
Struck−L−1 [0.448]
SRDCF−1 [0.447]
CFLBMC−1 [0.439]
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Overlap Threshold
O
ve
rla
p 
Pr
ec
isi
on
Success Plot on CarScale
 
 
Struck−L [0.759]
CFLBMC [0.723]
SRDCF [0.723]
SRDCF−1 [0.436]
Struck−L−1 [0.434]
CFLBMC−1 [0.415]
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Overlap Threshold
O
ve
rla
p 
Pr
ec
isi
on
Success Plot on Dog1
 
 
Struck−L [0.841]
SRDCF [0.836]
CFLBMC [0.773]
Struck−L−1 [0.552]
SRDCF−1 [0.549]
CFLBMC−1 [0.549]
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Overlap Threshold
O
ve
rla
p 
Pr
ec
isi
on
Success Plot on Singer1
 
 
SRDCF [0.865]
Struck−L [0.837]
CFLBMC [0.806]
Struck−L−1 [0.359]
SRDCF−1 [0.356]
CFLBMC−1 [0.354]
Fig. 23. The success plots of six trackers in the three sequences CarScale, Dog1, and Singer1. SRDCF, CFLBMC,
and STRUCK-L denote the original SRDCF, CFLBMC with scale estimation, and the modified Struck with line kernel
and scale estimation. The AUCs of the trackers are reported in the legends. See text for details.
[6] M. Danelljan, G. Ha¨ger, F. Khan, and M. Felsberg. Accurate scale
estimation for robust visual tracking. In Proc. British Machine Vision
Conference, 2014.
[7] M. Danelljan, G. Ha¨ger, F. Khan, and M. Felsberg. Learning spatially
regularized correlation filters for visual tracking. In Proc. International
Conference on Computer Vision, 2015.
[8] M. Danelljan, F. Khan, M. Felsberg, and J. van de Weijer. Adaptive
color attributes for real-time visual tracking. In Proc. Computer Vision
and Pattern Recognition, 2014.
[9] A. . L. S. Galoogahi, H.; Fagg. Learning background-aware correla-
tion filters for visual tracking. In Proc. International Conference on
Computer Vision, 2017.
[10] H. Galoogahi, T. Sim, and S. Lucey. Multi-channel correlation filters.
In Proc. International Conference on Computer Vision, 2013.
[11] H. Galoogahi, T. Sim, and S. Lucey. Correlation filters with limited
boundaries. In Proc. Computer Vision and Pattern Recognition, 2015.
[12] S. Hare, A. Saffari, S. Golodetz, V. Vineet, M. Cheng, and P. Torr.
Struck: Structured output tracking with kernels. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 2015.
[13] S. Hare, A. Saffari, and P. Torr. Struck: Structured output tracking with
kernels. In Proc. International Conference on Computer Vision, 2011.
[14] J. Henriques, J. Carreira, R. Caseiro, and J. Batista. Beyond hard
negative mining: Efficient detector learning via block-circulant decom-
position. In Proc. International Conference on Computer Vision, 2013.
[15] J. Henriques, R. Caseiro, P. Martins, and J. Batista. Exploiting the
circulant structure of tracking-by-detection with kernels. In Proc.
European Conference on Computer Vision, 2012.
[16] J. Henriques, R. Caseiro, P. Martins, and J. Batista. High-speed
tracking with kernelized correlation filters. IEEE Transactions on Pattern
Analysis and Machine Intelligence, Vol.37:pp.583–596, 2015.
[17] J. Henriques, P. Martins, R. Caseiro, and J. Batista. Fast training of
pose detectors in the fourier domain. In Advances in Neural Information
Processing Systems, pages 3050–3058, 2014.
[18] T. Joachims. Optimizing search engines using clickthrough data. In
Proc. ACM SIGKDD Conference on Knowledge Discovery and Data
Mining, pages 133–142. ACM, 2002.
[19] Z. Kalal, K. Mikolajczyk, and J. Matas. Tracking-learning-detection.
IEEE Transactions on Pattern Analysis and Machine Intelligence,
34(7):1409–1422, 2012.
[20] B. V. Kumar, A. Mahalanobis, and R. Juday. Correlation pattern
recognition. Cambridge University Press, 2005.
[21] R. Rifkin, G. Yeo, and T. Poggio. Regularized least-squares classi-
fication. Nato Science Series Sub Series III: Computer and Systems
Sciences, pp131-154.:2003, 190.
[22] M. Tang and J. Feng. Multi-kernel correlation filter for visual tracking.
In Proc. International Conference on Computer Vision, 2015.
[23] Y. Wu, J. Lim, and M.-H. Yang. Online object tracking - a benchmark.
In Proc. Computer Vision and Pattern Recognition, 2013.
[24] Y. Wu, J. Lim, and M.-H. Yang. Object tracking benchmark. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 37:pp.1834–
1848, 2015.
[25] R. Yao, Q. Shi, C. Shen, Y. Zhang, and A. van den Hengel. Part-based
visual tracking with online latent structural learning. In Proc. Computer
Vision and Pattern Recognition, 2013.
[26] L. Zhang and L. van der Maaten. Preserving structure in model-
free tracking. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 36(4):756–769, 2014.
[27] W. Zhong, H. Lu, and M. Yang. Robust object tracking via sparsity-
based collaborative model. In Proc. Computer Vision and Pattern
Recognition, pages 1838–1845. IEEE, 2012.
