can be used to model classes of object-oriented languages. However, binary methods do not fit directly into this approach. This paper proposes an extension of the coalgebraic framework, namely the use of extended polynomial functors op ¢ . This extension allows the incorporation of binary methods into coalgebraic class specifications. The paper also discusses how to define bisimulation and invariants for coalgebras of extended polynomial functors and proves many standard results.
INTRODUCTION
In object-oriented programming an operation is called a binary method if it takes an additional argument of its hosting class. Consider the declaration of a class of (functional) points in a plane: class ÈÓ In contrast to usual practice in object-oriented programming the implicit argument of the hosting class of a method is here explicitly denoted with Ë Ð . So the method ÑÓÚ is applied to an object of class ÈÓ ÒØ, takes another two arguments of type Ö Ð and returns the changed state of the current object. The method ÕÙ Ð is usually called a binary method because it takes a second argument of its hosting class.
By a standard abuse of terminology also Ò-ary methods, which take more than two arguments of Ë Ð , are referred to as binary methods [3] . This paper attempts a further generalization of the term binary method: Also higher-order methods, where Ë Ð occurs in the type of the higher-order argument, are called binary methods.
Assume for an example, that for some operations we consider small finite sets of points as belonging together. Such a set could be the neighborhood of a point. Of course, the class ÈÓ ÒØ should contain more methods that allow to group points to neighborhoods together and to apply operations to whole neighborhoods. To keep the example small I only consider one such method here. Binary methods are problematic in this approach. If one naively includes´ µ ÓÓÐµ for the binary method ÕÙ Ð into the preceding functor Ì then the result cannot be turned into an endofunctor on Set anymore. An obvious solution is to separate co-and contravariant occurrences of Ë Ð and to use bifunctors op ¢ to describe signatures of classes. This paper introduces the classes of higher-order polynomial functors and extended polynomial functors. They are generalizations of polynomial functors from [12, 25] . It defines suitable notions of coalgebra, coalgebra morphism, invariant, and bisimulation and discusses their properties. Coalgebras for higher-order polynomial functors can be used to give semantics to class specifications that contain binary methods (like the example above). A first result is that the Aczel/Mendler approach to define bisimulation [1] cannot be used for higher-order polynomial functors. It yields a notion of bisimulation that is not closed under taking successor states (see Example 3.9 for details). The approach of Hermida and Jacobs [10] yields a bisimulation that corresponds to the intuitive notion of behavioral equivalence.
The expressiveness of higher-order polynomial functors prevents useful results, which are known to hold for polynomial functors. For example, bisimulations and invariants for higher-order polynomial functors are not closed under intersection (see Example 3.7). Extended polynomial functors are a proper subclass of higher-order polynomial functors. They seem to be a good compromise in expressiveness: while they can model binary methods that are used in practice, their associated notions of bisimulation and invariant behave much more nicely. For instance, bisimulations and invariants for extended polynomial functors are closed under intersection (Proposition 4.3) and the graph of a morphism is a bisimulation (Proposition 4.7). As a last result this paper shows that final coalgebras do not exist for nontrivial extended polynomial functors.
This paper extends earlier work on coalgebraic specification [9, 12] , where polynomial functors are used to model class signatures. The extension is necessary because polynomial functors are not expressive enough to model binary methods. The results of this paper are the basis for the extension of the coalgebraic class specification language CCSL [24] to allow binary methods in class specifications.
Other related work is that of Hennicker and Kurz. In [7] they describe algebraic extensions for coalgebraic specifications. Binary methods whose codomain equals Ë Ð can be formalized as an algebraic extension. However, the method ÕÙ Ð from the example above does not fit into the framework of Hennicker and Kurz.
A different approach to coalgebraic specification using coequations is presented in [4] . There, Cîrstea presents a sound and complete deduction calculus for a restricted set of coalgebras. Binary methods do not fit into her notion of destructor signatures. The work presented here is not so much concerned about deduction calculi. The primary goal here is to make it possible to include binary methods in coalgebraic specifications.
Hidden algebra [5, 23] is a branch of (multi-sorted) algebraic specification in which some sorts of an algebraic signature are considered as hidden sorts on which no direct observation is possible. Hidden sorts are intended to capture the state space of automata and of classes. A severe restriction in hidden algebra is that a hidden signature contains only operations Ë ½ ¢ ¡ ¡ ¡ ¢ Ë Ò Ë ¼ , where all the Ë are sorts. So in hidden algebra one has neither structured argument types nor structured result types. The above method ÑÓÚ Û Ø Ò ÓÖ does not fit into a hidden signature. Using coalgebras one can model partial operations easily with coalgebras of the form Ë Ð Ë Ð · ½. In hidden algebra one has to use subsorting. Another difference between hidden algebra and coalgebraic specification is the approach to define behavioral equivalence. In coalgebraic specification one uses bisimulations, a notion with which one can compare the behavior of different models. Hidden algebra uses the approach of Reichel [21] of visible contexts. This allows only to compare states of one model. Bisimulations for coalgebras of polynomial functors form a complete lattice [25] . However, bisimulations for extended polynomial functors are not closed under union (Observation 3.6, but see also Proposition 4.4). In contrast, in hidden algebra one has always a greatest hidden congruence even in the presence of binary methods [23] .
The difficulties in treating binary methods are not restricted to the field of coalgebraic specification. In [3] Bruce et al. summarize the results with respect to binary methods of at least twenty years of research in type theory for object-oriented languages. The difficulties in this field stem from the desire to assign types to classes such that inheritance gives rise to a corresponding subtype relation. For binary methods this conflicts with the contravariant nature of the function type. Without going further into details, one can summarize that, although many approaches have been proposed, a completely satisfying solution has not been found (yet).
The present research started in the setting of fibred category theory to find a class of functors that can model signatures for binary methods. Additionally the predicate and relation lifting for those functors should be fibred. It soon turned out, that for the class of extended polynomial functors the desired properties could only be proved under strong assumptions like the Axiom of Choice. Therefore I decided to formulate all the definitions and results in the more familiar setting of set theory. But under the surface notions from fibred category theory play an important role for some proofs. Therefore I make the following compromise: I use some notions of fibred category theory in an informal way, without giving their definitions here. Instead I refer the interested reader to [13] . In all formal arguments I use the concrete incarnations of the abstract notions for the setting of this paper. So this paper can be read without any background in fibred category theory. But readers who do have this background will be able to see the connection between [8, 10] and this work.
Almost all proofs in this paper have been developed and checked with the theorem prover PVS [19] . This applies especially to all proofs of Section 1 and all the (counter-) examples of Observation 3.6. It is not practical to formalize polynomial functors in PVS. For the main propositions of Section 4 I formalized only those proofs that are done by induction on the structure of extended polynomial functors. The PVS sources are available via ØØÔ »»ÛÛÛØ×º Ò ºØÙ¹ Ö × Òº » Ø Û×» Ò ÖÝ».
This paper is structured as follows: After introducing some less familiar notation in Section 1 I define a category of coalgebras for higher-order polynomial functors in Section 2. Section 3 presents predicate and relation lifting for higher-order polynomial functors and the definitions of bisimulation and invariant. This section also discusses the Aczel/Mendler approach to define bisimulation and invariant and shows that this approach does not yield satisfactory notions. Section 4 introduces the class of extended polynomial functors and proves many properties about bisimulations and invariants for extended polynomial functors. I conclude in Section 5 and show directions for further research. A previous version of this paper appeared as [27] ; Proposition 4.4 and all the material about predicate lifting and invariants is new in this version.
I would like to thank Bart Jacobs for many discussions on the subject and my friends in Dresden for suggestions to improve the presentation of this paper. Part of this work was performed during my visit to the University of Nijmegen, the Netherlands. I want to thank the group of Frits Vaandrager at this university for their support and continuous effort to integrate myself into the Dutch social life. I thank several anonymous referees of the present paper and the earlier version [27] for their detailed comments.
PRELIMINARIES
This section introduces the notation for the present paper and states some general results. I will not give an introduction into the field of coalgebraic specification here. For an introduction to coalgebras and coinduction see [14, 25] , a coalgebraic specification language that is based on coalgebras is presented in [24] . For different approaches to coalgebraic specification see [4, 7] .
Let me start to fix some notation. As I already said in the introduction, all results in this paper apply to the category of sets and total functions, which I denote as Set. I use ¢ to denote the Cartesian product with the projections ¢ 
¢ and a set :
The lines tagged with (£) in the previous Lemma state a subset relation instead of an equality. For these cases the equality does not hold in general. The PVS formalization of this paper contains examples for which these subset relations are strict. Item (5) (union) does not contain a statement about the general exponent. The two expressions in question are not comparable at all in general. Item (5) (union) and Item (6) (intersection) can be generalized to arbitrary collections, except for line (Ý), which holds only for nonempty collections.
Proof. All results have been proved within PVS. They are obtained by easy computations. The second equation of (7) The next result is well known and can be found for instance in [8] . I specialize it to the setting of this paper.
Lemma 1.4. The Cartesian structure on both Rel and Pred is fibred.
( 
Proof. This Lemma has been proved in PVS. The results follow from general properties of the category Set and they are immediate, after unpacking the abstract notation. For the exponent of predicates we have for instancé
The notion of a cofibred functor is similar to that of a fibred functor: For cofibredness £ and exchange their role. A functor À on predicates is cofibred over Ã, if There is an obvious inclusion from´£µ to´Ýµ, for the inclusion in the other direction one has to construct a suitable function with the Axiom of Choice.
£

HIGHER-ORDER POLYNOMIAL FUNCTORS
This section introduces the class of higher-order polynomial functors and a generalized notion of coalgebra. Higher-order polynomial functors extend polynomial functors with arbitrary exponents to allow for class signatures with binary methods. where is an arbitrary constant set and À ½ and À ¾ are previously defined higher-order polynomial functors. The morphism part is defined in the obvious way.
Higher-order polynomial functors work on two arguments. This is necessary to separate occurrences of the arguments with positive and negative variance. Both arguments are therefore swapped on the left hand side of µ. for all and ) then the above pentagon collapses to the familiar square
Example 2.4. Coalgebras of higher-order polynomial functors can be used to model classes of object-oriented languages. Binary methods do not pose problems any longer. For the class of points from the introduction one gets the functor
Here, ÓÓÐ is the set of booleans, Ê is used for the set of the real numbers and is the set of addresses.
A specific class that realizes the interface of points corresponds to a coalgebra 
BISIMULATIONS AND INVARIANTS FOR HIGHER-ORDER POLYNOMIAL FUNCTORS
Bisimulations are used in various process calculi (for example in [18] ) and in the field of coalgebras to capture behavioral equivalence. Invariants 3 are properties that, ones they hold, remain true for all successor states. Greatest invariants contained in some predicate give semantics to the infinitary modal operators ÐÛ Ý× and its dual Ú ÒØÙ ÐÐÝ; see [24] for details. Invariants are also used in coalgebraic refinement [12] .
There are two traditions to define the notions of bisimulation and invariant: Following Aczel and Mendler in [1] , a bisimulation is the state space of a coalgebra that makes a certain diagram (of coalgebra morphisms) commute. Similarly one can define an invariant as the state space of a subcoalgebra. Rutten, Hennicker and Kurz follow this approach in [25] and [7] . In the following I call this the Aczel/Mendler approach and when necessary I use the term Aczel/Mendler bisimulation and Aczel/Mendler invariant.
The second tradition stems from Hermida and Jacobs. In [10] they define two special operations for polynomial functors: Predicate and relation lifting. The notions of bisimulation and invariant are then defined with predicate and relation lifting, respectively. This approach is used for instance in [8, 9, 11, 12, 24] . When necessary I use the terms Hermida/Jacobs bisimulation and Hermida/Jacobs invariant to avoid confusion.
Both approaches have their advantages. Without discussing this in detail, I only note that the Aczel/Mendler approach applies to all endofunctors and not just to polynomials. Relation lifting has a complex definition on first sight, but is easy to use in practice (because it is not necessary to construct a coalgebra acting on the bisimulation).
For polynomial functors both approaches are equivalent but they differ for higherorder polynomial functors. In this paper I argue that the Aczel/Mendler approach does not capture the intuitive notions of invariance and of behavioral equivalence for higherorder polynomial functors. It is possible to construct an Aczel/Mendler bisimulation Ê that relates two states such that their successor states are not related by Ê and may give different observations (see Example 3.9 below). Similarly for Aczel/Mendler invariants. This paper follows therefore Hermida and Jacobs and defines the terms invariant and bisimulation via predicate and relation lifting, respectively. It is impossible to obtain similar results for the commutation with union, intersection, and relational composition. This fails because it is not possible to obtain equations instead of the subset relations in Lemma 1.2. Predicate and relation lifting for higher-order polynomial functors is also not fibred, because this would require both liftings to be cofibred, which fails for the exponent.
Proof. All three results are obtained by induction on the structure of À, using Lemmas 1.2 (2), 1.2 (3), and 1.2 (4) for the induction steps. 5 Such a relation Ê is a point bisimulation if for all Ü ¾ and Ý ¾ with Ê´Ü Ýµ all of the following items hold: 
the composition of two bisimulations is a bisimulation, (4) the graph and the kernel of a morphism are bisimulations, (5) the image of a morphism is an invariant, (6) the predicate ½ Ê is an invariant for a bisimulation Ê, (7) the relation AE È is a bisimulation for an invariant È , 6 (8) the relation £ ½ È Ê is a bisimulation for an invariant P and a bisimulation R, (9) and finally invariants correspond to subcoalgebras.
In particular greatest bisimulations and greatest invariants (contained in some predicate) do not exist. So there is no notion of bisimilarity and it is unclear how to define modal operators. I come back to these two problems at the end of Section 4.1 below.
Note that all the points of the preceding observation do hold for coalgebras of polynomial functors. Items (1)-(7) are proved in [25] and Item (8) is proved in [12] . Counterexamples for all items of the preceding observation are contained in the PVS formalization of this paper. It is worth remarking that all the examples for Items (2)-(9) involve the same functor Ì of the following example. For the union of invariants and bisimulations it is possible to use simpler functors. It is a folklore result that for polynomial functors the notion of Aczel/Mendler bisimulation coincides with Hermida/Jacobs bisimulation and Aczel/Mendler invariant coincides with Hermida/Jacobs invariant. But for higher-order polynomial functors the respective notions are not related in general.
Example 3.9. This example shows a relation Ê that is an Aczel/Mendler bisimulation for the functor Ì from Example 3.7 but fails to fulfill Definition 3.3. An example for the converse situation and similar examples for invariants are contained in the PVS formalization of this paper. Take as state space the set Å def Ñ ½ Ñ ¾ and let Ê be the relation that relates only Ñ ½ with itself:
The question is now if Ê is a bisimulation for (to instantiate Definition 3.8 one has to take Å and ). Intuitively we should expect that Ê is not a Ì -bisimulation for , because for the state Ñ ½ we get ´Ñ ½ µ´id Å µ Ñ ¾ . So if´Ñ ½ Ñ ½ µ ¾ Ê then Ê should also contain the pair´Ñ ¾ Ñ ¾ µ, because a bisimulation should be closed under taking successor states. And indeed, since id Å is´Ê Êµ-related with itself, we find that ´Ñ ½ µ ´Ñ ½ µµ ¾ Rel´Ì µ´Ê Êµ and Ê is not a Hermida/Jacobs bisimulation.
Checking for the Aczel/Mendler bisimulation we find that both Ì´ ½ Å µ AE and Ì´ ¾ Å µ AE are constant functions that always return Ñ ½ , so Ö is indeed a coalgebra fulfilling the condition of Definition 3.8.
This shows that the Aczel/Mendler definition for bisimulation does not capture the basic intuition about bisimulations: it is possible to relate states, which are not behaviorally equivalent.
EXTENDED POLYNOMIAL FUNCTORS
With the negative results of the last section it is very difficult to imagine applications of coalgebras for higher-order polynomial functors. A careful look at Example 3.7 shows that the source of all the problems is a general exponent occurring with negative variance.
If we take a look at object-oriented languages then we find that neither Java [6] nor Eiffel [17] allow parameters for methods (or features as they are called in Eiffel) to be of functional type. So for these languages higher-order polynomial functors are far too general. Arguments of functional type are also impossible in C ++ [26] , but there one can use pointers to functions to pass functions as arguments to other functions. However, there are languages that encourage the use of functional arguments. One example is Ocaml [16] .
The class ÈÓ ÒØ in the introduction contains an application for arguments of functional type. But even there the type of the argument is where is an arbitrary constant set and ½ and ¾ are previously defined extended polynomial functors.
The only (but crucial) difference compared to higher-order polynomial functors is the clause for the exponent. This accounts for the following fact: If is an extended polynomial functor then for each set there is a polynomial functor such that ´ µ ´ µ.
The functor Ì from example 3.7 is not an extended polynomial functor. But the functor ÈÓ ÒØÁ (Example 2.4) fits into Definition 4.1. For object-oriented specification there is the following rule of thumb: A class signature gives rise to an extended polynomial functor if all its binary methods have first order arguments (like the method ÕÙ Ð) or for every functional argument, it is the case that Ë Ð does only occur in strictly covariant position in the type of the argument.
Because every extended polynomial functor is also a higher-order polynomial functor, extended polynomial functors inherit the definitions of coalgebra (Definition 2.2), predicate and relation lifting (Definition 3.1), bisimulation, and invariant (Definition 3.3) from higher-order polynomial functors. But because of the restricted exponent these notions behave much more nicely.
In the remainder of this section I prove that all the points listed in Observation 3.6 (2)-(9) (and some additional properties) do hold for extended polynomial functors. For most of the proofs the structure of the proofs and the proof methods are very similar: The property is inferred from a suitable lemma about predicate or relation lifting. These lemmas are proved by induction on the structure of the functor, the induction steps use lemmas of Section 1.
INTERSECTION AND COMPOSITION
This subsection shows that invariants and bisimulations for extended polynomial functors are closed under intersection and that bisimulations are closed under composition. I also discuss closure under union.
Lemma 4.2. Let be an extended polynomial functor.
(
Proof. The proof method that I use is the same for all three items and also for many lemmas in the following. So let me do Item 1 in detail and sketch the rest: First I prove for polynomial functors by induction on their structure the slightly stronger result
For the induction step I use Lemma 1.2 (6), for instance in case
by Ind. Hyp. Now I prove the main result with induction on the structure of extended polynomial functors. In the induction steps I use Lemma 1.2 (6), 1.2 (1), and (£). I demonstrate the case ½´ µ µ ¾´ µ. Assume, that the polynomial functor equals ½´ µ.
by Ind. Hyp. £ Item (1) of the preceding proposition generalizes to intersection over arbitrary collections. So invariants form a complete lattice. However, the join in this complete lattice differs from set-theoretic union and so the greatest invariant contained in some predicate È does not exist in general (because joining all invariants contained in È might yield a predicate greater than È ). The PVS formalization contains an example for the functoŕ µ µ that shows this behavior. (Greatest invariants are needed for defining the infinitary modal operators ÐÛ Ý× and Ú ÒØÙ ÐÐÝ, see [24] .) Item (2) does not generalize to arbitrary intersections and bisimulations do not form a complete lattice. In particular there is no greatest bisimulation in general. The PVS formalization of this paper contains an example for the functor´ Proof. If Ê and Ë are partially reflexive relations with ÓÑ Ò´Êµ ÓÑ Ò´Ëµ then Ê Ë Ê AE Ë. Now the result follows from Proposition 4.3 (2) . £ Definition 3.3 admits bisimulations that are not partially reflexive and it is even possible to construct a bisimulation Ê such that there is no bisimulation that contains the partially reflexive closure of Ê. A restriction to partially reflexive bisimulations seems sensible, because intuitively any state of a system is behavioral equivalent with itself, so any 'sensible' bisimulation should contain the equality relation and thus be partially reflexive. The last proposition implies that there is an upper bound for every two bisimulations that contain the equality relation.
In [20] Poll and Zwanenburg prove that for dialgebras bisimulation equivalences (i.e., bisimulations that are equivalence relations) form a complete lattice. This result can be slightly generalized to a proper subclass of extended polynomial functors. Details will appear elsewhere. One direction for future research is to find a condition that implies the existence of a greatest bisimulation equivalence for all coalgebras of extended polynomial functors. Another problem for future work is the generalization of the notions of partially reflexive relations and that of equivalence relations to obtain similar results for bisimulations Ê ¢ relating two coalgebras. A strong invariant is a predicate È that fulfills (in the context of Definition 3.3)
È´Üµ implies Pred´Àµ´
If È is a strong invariant then we have also Ñ´Ü Ýµ ¾ È . Strong invariants are invariants in the sense of Definition 3.3 (because predicate lifting is antimonotone in its first argument). Strong invariants form a complete lattice for all coalgebras of extended polynomial functors, so they can be used to define the semantics of infinitary modal operators. On the one side strong invariants seem to be more appropriate for some class interfaces with binary methods, on the other side strong invariants do not fit well together with bisimulations (only Proposition 4.11 and 4.13 (1) from Section 4.4 below hold for strong invariants).
FIBREDNESS AND COFIBREDNESS
This subsection investigates fibredness and cofibredness properties of predicate and relation lifting. Proof. By induction on the structure of extended polynomial functors using Lemma 1.4 and, for the exponent, Lemma 4.5. 
BISIMULATIONS AND COALGEBRA MORPHISMS
The preceding result about fibredness makes it possible to reuse a folklore proof for the equivalence of (functional) bisimulations and coalgebra morphisms. 
FINAL COALGEBRAS FOR EXTENDED POLYNOMIAL FUNCTORS
A last important question that I want to discuss is the existence of final coalgebras for extended polynomial functors. An object Þ in a category is a final object if for any object Ü in there exists exactly one morphism Ü Þ . This unique morphism is usually denoted with Ü . Final coalgebras (in a suitable category of coalgebras) are minimal (any bisimulation for the final coalgebra is contained in the equality relation) and they realize all possible behaviors (because any other coalgebra can be embedded into the final one via the unique morphism ). Final coalgebras can give semantics to behavioral datatypes or class specifications [22] .
For all bounded functors (including all polynomial functors) a final coalgebra does exist [15] . So it is natural to ask if those extended polynomial functors that are not equivalent to polynomial functors have final coalgebras. Any extended polynomial functor for which ´½ ½µ is isomorphic to ½ has a final coalgebra (this applies also to Ì from Example 3.7). 7 It is the only function ½ ´½ ½µ. 
£
For coalgebras of polynomial endofunctors there exists a coinduction principle. It states that the bisimilarity relation for the final coalgebra is contained in the equality relation. For extended polynomial functors this principle is vacuous. First, the final coalgebra does not exist for interesting extended polynomial functors. Second, it is unclear what bisimilarity should be.
A notion of coalgebra without a corresponding notion of coinduction loses much of its original attraction. But I would like to argue here that an important application area of coalgebras is object-oriented specification. Without an appropriate treatment of binary methods, coalgebraic specification will remain an exotic area in theoretical computer science. With all the problems that were caused by binary methods in the past, it is unrealistic to hope that one can get binary methods for free.
Apart from the coinduction principle, the existence of a final model can serve two purposes. First, it tells the person who developed the specification that the specification itself is consistent. Second, he can examine the states of the final model and if he does not find any unwanted behavior, he can be sure that the specification captures the right class of models. Therefore I would like to propose that for any coalgebraic specification the developer should convince himself that the final model exists. Once he did this, he can also use an appropriate coinduction principle. An interesting question is now if one can give sufficient conditions for the existence of the final model of a coalgebraic specification. Note, that this question has not been answered yet for coalgebraic specification with polynomial functors. Jacobs gives a general construction of the final model in [11] . But he does not discuss the question, under which conditions the constructed state space is nonempty.
CONCLUSION
This paper extends the notion of coalgebra such that coalgebraic specification can handle binary methods from object-oriented programming. It generalizes polynomial functors to extended polynomial functors and to higher-order polynomial functors and defines the notions of coalgebra, coalgebra morphism, bisimulation, and invariant for such functors. Higher-order polynomial functors can model signatures of classes with arbitrary binary methods. Higher-order polynomial functors are too general: Bisimulations and invariants for higher-order polynomial functors have only few and simple properties.
Extended polynomial functors lie in between polynomial functors and higher-order polynomial functors. Coalgebras for extended polynomial functors can model binary methods that occur in practice. Many important properties of bisimulations and invariants from [25] are proved in this paper for coalgebras of extended polynomial functors. Most of the proofs and all examples have been checked with the theorem prover PVS [19] . Extended polynomial functors seem to be a good compromise between expressiveness and usefulness. The results of this paper are used as a basis for the coalgebraic class specification language CCSL [24] , which allows to experiment with class specifications that contain binary methods.
Extended polynomial functors can model methods with structured input types and structured output types. The class of (single-sorted) hidden signatures is therefore a proper subclass of the signatures that can be modeled with extended polynomial functors.
With respect to binary methods, the approach presented here is more expressive than the use of algebraic extensions [7] . The use of coalgebras for extended polynomial functors has further the advantage that binary methods can be specified within the coalgebraic framework.
There are many directions for further research: One interes ting point is, whether it is possible to derive more results about the union of bisimulations. The result of Poll and Zwanenburg in [20] on the union of bisimulation equivalences in the context of dialgebras can be slightly generalised to a subclass of extended polynomial functors. It is an open question if one can give a sufficient condition for coalgebras of extended polynomial functors that implies a complete lattice of bisimulation equivalences. Further, it is unclear, if and how this result about bisimulation equivalences and my Proposition 4.4 can be generalised to bisimulations relating two different coalgebras. A second question is if one can allow the (finite) powerset construction in extended polynomial functors to model nondeterminism.
A third more informal question is, if coalgebras for extended polynomial functors without a notion of coinduction are still useful for object-oriented specification and verification. On first sight notions like coalgebraic refinement [12] do not depend on the existence of final coalgebras. So it seems, that some existing techniques from coalgebraic specification can also be used for the more general notion of coalgebras of this paper. But this has to be checked carefully. A fourth interesting question is, under which conditions coalgebraic specifications have final models.
