Abstract Bundle methods have been intensively studied for solving both convex and nonconvex optimization problems. In most of the bundle methods developed thus far, at least one quadratic programming (QP) subproblem needs to be solved in each iteration. In this paper, we exploit the feasibility of developing a bundle algorithm that only solves linear subproblems. We start from minimization of a convex function and show that the sequence of major iterations converge to a minimizer. For nonconvex functions we consider functions that are locally Lipschitz continuous and prox-regular on a bounded level set, and minimize the cutting-plane model over a trust region with infinity norm. The para-convexity of such functions allows us to use the locally convexified model and its convexity properties. Under some conditions and assumptions, we study the convergence of the proposed algorithm through the outer semicontinuity of the proximal mapping. Encouraging results of preliminary numerical experiments on standard test sets are provided.
. Bundle methods grew out of cutting plane methods which often showed a great deal of instability (see page 276 of [Hiriart-Urruty1993a] ). To correct this a better approximation of the whole subdifferential is made and stabilization of the descent step is also incorporated.
Consider any optimization problems of the form
where the objective function f : Ê n → Ê is locally Lipschitz continuous. The traditional bundle method solves a parametric quadratic subproblem in each iteration to obtain a search direction with possible options to follow with a line search. The advantage of employing a quadratic subproblem is that the optimal solution is unique due to the strict convexity, furthermore, the solution can be explicitly expressed in terms of the current iteration point and an average of some subgradients. However this convenience must be weighed up against the inconvenience of having to solve a QP at each iteration which can be time-consuming, especially for large scale problems. One of the motivations of this paper is to overcome the necessity of solving a QP in each iteration. Hence, we propose a new version of bundle algorithm for solving (1) with linear subproblems only. Surprisingly, one finds that even without the explicit expression of the solution, and even without line search, our algorithm can still converge to stationary points for nonconvex problems. Our approach uses two key tools to achieve this end. First, is a subdifferential approximation. Traditional bundle methods use a convex combination of subgradients (an average) to approximate a selection from an approximation of the whole subdifferential set (the subgradient selection technique). Traditional subgradient methods, including gradient sampling methods, use minimum norm subgradient as a replacement for the gradient, a calculation involving the solution of a QP. In our method we use a trust region method based on a linear cutting plane model (of a related local convexification of f ) and in the theoretical analysis we use
, wheref is the minimum value of f and P(x) is the projection of x onto the optimal solution set, as a lower bound on the norm of the minimum norm element of the subdifferential. This alternative for the subdifferential approximation plays a significant role in our convergence analysis. Secondly, we use a local convexification technique developed in [Hare2010] . For nonconvex functions that are prox-regular and Lipschitz continuous, we show that there exists a number 'a' such that f (·) + a 2 · −x 2 is a restriction, to a level set of f , of a globally convex function. Clearly when f is convex it suffices to take a = 0. Unlike [Hare2010] , where the convexification parameter 'a' is eventually stabilized, we only need 'a' to be bounded. This allows us to exploit the outer semicontinuity of the subdifferential and that of the associated proximal mapping, while traditional bundle methods use the outer semicontinuity of the ε-subdifferential.
The use of a linear model in a trust region method is a relatively new idea and our work follows that of [Linderoth2003] where a related approach is used to solve a large scale optimization problem that arise out of stochastic programming. Standard theory for trust region methods use quadratic model functions. This is usually justified via the imposition of sufficient differentiability assumption on the objective function. Such logic is less compelling in the context of nonsmooth optimization. Furthermore, one usually associates a bundle-trust-region method to an approach that absorbs the trust region into a quadratic penalty to control the step length. We instead directly impose an infinity box norm that is handled in more or less a tradition manner for a trust region method. Unlike [Linderoth2003] we are able to handle a generic class of prox-regular, locally Lipschitz function, greatly extending the applicability of this approach.
The paper is organized as follows. Section 2 contains preliminary knowledge including the properties of our objective function and a description of a version of bundle method with linear subproblem for convex optimization. In Section 3 we derive the method for nonconvex optimization and we analyse the convergence of the algorithm in Section 4. Preliminary numerical tests are presented in Section 5.
In this paper, · , · 1 and · ∞ denote the two norm, one norm and infinity norm, respectively. Denote by lev b f the lower level set of f defined by {x ∈ Ê n f (x) ≤ b} and B(x, ε) the closed ball centered at x with radius ε. The convex hull of a set C ∈ Ê n is denoted by co C, the domain of function f is dom f and the interior of a set C is int C.
Properties of the objective function
For the reader's convenience we collect in this section some standard definitions and properties we will be utilizing in our development.
Definition 2.1 (subdifferential) Let f : Ê n → Ê be finite atx. f : Ê n → Ê is prox-regular atx forv with respect to ε and a if f is finite and locally lower semicontinuous (l.s.c) atx withv ∈ ∂ f (x), and there exist ε > 0 and a ≥ 0 such that
, f is said to be prox-regular atx.
Definition 2.3 (para-convexity) Given a pointx ∈ Ê n and a real number ε > 0, a function f : Ê n → Ê is para-convex on B(x, ε) with respect to a if there exists a ≥ 0 such that the function f (·) + a 2 || · || 2 is convex on B(x, ε). 
If the proper l.s.c function f is bounded from below then P a f (x) is nonempty and compact for all (x, a) ∈ R n × R >0 , and the mapping
We also have e a f (x) ≤ f (x) for all x ∈ Ê n and e a f (x) = f (x) if and only if x ∈ P a f (x). Definition 2.5 (outer semicontinuity) A set valued mapping S : Ê n ⇒ Ê m is outer semicontinuous atx if
We note that both subdifferential and proximal mapping are outer semicontinuous. Additionally, the mapping R n × R >0 ∋ (x, a) → P a f (x) is outer semicontinuous.
The following proposition is from lemma 2.2 of [Eberhard2001]. 
LP-bundle method : The convex case
Consider minimizing a convex function f on Ê n . Denote S the set of minimizers of f . Then S is closed and convex. Assuming S is nonempty, the projection operator P(·) onto S is well defined. In reference [Linderoth2003], a bundle trust-region method was proposed to solve a two-stage stochastic linear programming problem. We show that this method can be generalized to minimize any convex and locally Lipschitz continuous functions. We refer to the generalized method as bundle method with linear programming for convex optimization (LPBC). Given an auxiliary point y i and a subgradient s i ∈ ∂ f (y i ), a cutting-plane function is a linear mapping
The cutting-plane model of f (x) is constructed by the point-wise maximum of the cutting-plane functions as follows:
where I is the index set of auxiliary points. LPBC applies the model function on a trust region generated by infinity norm so that it solves the following subproblem sequentially,
wherex is the current best candidate for a minimizer of f and ∆ is the trust region radius. Adopting a scalar variable, problem (8) is equivalent to the following linear programming problem
During the kth iteration, LPBC solves several linear problems with different model functions 'm' and possibly different trust region radii ∆ before a new iterate x k+1 is identified. Hence LPBC refers to x k and x k+1 as major iterates and x kl , l = 0, 1, 2, · · · obtained by solving the current linear problem as minor iterates. We will also use x * to denote minor iterates when it is not necessary to identify the iteration indices. The subscript kl and sometimes (k, l) means l minor iterations have been executed after k-th major iteration. Consequently, thex, ∆ and I in (9) are replaced by x k , ∆ k l and I (k, l) . After solving subproblem (9), an optimal solution (x kl , z kl ) is obtained. And x kl will be accepted as new iterate x k+1 if it yields substantial reduction in the real objective f , otherwise the model function will be refined by adding and deleting cutting planes. The substantial reduction in the value of f is measured by its quotient with the reduction of model value, i.e. m k
. LPBC updates the model m in a way such that the following conditions hold:
Specifically, to obtain m k l+1 , LPBC flushes all the cutting planes except the following two types.
-The cutting plane is generated at x k . Thus the cutting plane f (x k ) + s k T (x − x k ) is always kept in the linear subproblem during the kth major iteration; -The cutting plane is active at x kl with positive Lagrange multiplier.
LPBC adds the new cutting plane generated at
Procedure 1: LPBC Updating Trust Region
is the reduction of model m(x) from x k to x kl due to condition (10). We will use the notion linearization error, the difference between the value of a function and the value of a cutting-plane function. Consider a cutting plane of a generic function, as defined in (6). The linearization error of this cutting plane atx is
In the LPBC algorithm, the linear subproblem (9) was used. Applying the KKT condition to (9), we can deduce the explicit expression of the model reduction of LPBC as following,
whereĪ is the index set for active constraints in (9b) associated with an optimal solution (x * , z * ), and λ i for i ∈Ī are the corresponding Lagrangian multipliers associated with (x * , z * ). Since f is convex, all the linearization errorsẽ i will be nonnegative. We also have
The derivation of (14) and (15) can be found in Lemma 4.2 where we prove the same conclusion for the generalization of LPBC, the LPBNC algorithm, with derivation following the same reasoning. The mapping (x, ε) → ∂ ε f (x) is outer-semicontinuous, and hence when the model reduction decreases to 0 we have 0 ∈ ∂ f (x). Consequently, our stopping criterion is that the model reduction is sufficiently small as it is showed in line 3 of Algorithm 2. It is worthy to note that our model reduction in (14) is comparable with that in the classical bundle method which uses a quadratic model of the form
If the above model is used, then m( (8) and (16) is that the latter is strictly convex but the former is not. The optimal solution to (16) 
, trust region parameters η 1 , η 2 , η 3 , integer T ≥ 20 (inactive threshold); 1 Initialization Set the major and minor iteration counter (k,l) ← (0,0); 2 generate a cutting plane at x k , update the index set I(k,l) and define the cutting plane model (7).
Set the minor iteration counter l = 0, y k 1 = x k and compute s k 1 ∈ ∂ f (y k 1 ); 3 Solve the linear programming subproblem (9) and obtain an optimal solution (x kl ,z kl ); 
LP-bundle method : The nonconvex case

Derivation of the Method
Based on the LPBC, we can derive a nonconvex version of the method through convexification for special types of functions. Specifically, we consider locally Lipschitz continuous functions that are prox-regular. Such functions are para-convex. Hence we can use a linear model to approximate a locally convex function. Under some assumptions, we show that the accumulation point of the minimizers of such functions is a stationary point of the objective function via the theory of proximal point mapping.
First we state the assumption on the objective function. 
If f is para-convex, then according to Definition 2.3, g(y) is convex on some neighborhood B b (x). Clearly, for different x and b, in order to make g(y) convex with respect to y, there exists a threshold for the value of 'a'. The motivation of our method is based on the following observation. Suppose we have some sequences
Then we can use a cutting-plane model for g(y; x k , a k ) with trust region as in LPBC to obtain descent locally. To justify its stationarity, x ′ should be a global minimizer of g(y; x ′ , a ′ ). In fact, the outer semicontinuity of the mapping (x, a) → P a (x) means if there exist x k →x, {a k } bounded and p k ∈ P a k (x k ) with x k − p k → 0, thenx ∈ Pā(x) for someā. Thus in order to find a stationary point our goal can be translated to generating a sequence {x n } and {p n } such that lim n→∞ x n − p n ∞ = 0 with p n ∈ P a n (x n ) and {a n } bounded. Further discussion will be made in Section 5.
The following lemma shows that there exists a threshold for the value a such that the function g(y) is locally convex on lev x 0 f (which is not necessarily convex). Proof. According to Assumption 1, f is locally Lipschitz continuous and given x 0 ∈ Ê n , f is prox-regular at each point in the compact set lev x 0 f . For all x ∈ lev x 0 f , there exist ε(x) and a(x) such that f is prox-regular at x with respect to ε(x) and a(x). By Proposition 2.1, f is para-convex on B(x, ε(x)) with respect to a(x) for all x ∈ lev x 0 f ; i.e. the functiong(y; a(
is an open cover of lev x 0 f and it has a finite subcover int B(
The following theorem shows that there exists a threshold for the value a such that the function g(y) is the restriction to lev x 0 f of a convex function. See the Appendix for the proof of this theorem. Theorem 4.1 essentially shows that g can be described as a restriction of a convex function. We will in the future refer to this as the 'restriction property'.
On-The-Fly Convexification
The threshold value a th is hard to find. Our goal in this section (see also Section 4.4) is to find a lower bound for the parameter a such that g(y;x, a) is a restriction of a convex function locally within lev x 0 f . We first introduce the convexification technique which first appeared in [Hare2010]. Suppose we are at the current iteration point, i.e. the current best candidate for a stationary point of f . We denote this pointx in general and by x k when it is necessary to indicate it is in the k-th iteration. A necessary condition for this is that all the cutting planes generated at the points in the subset should be below the graph of g, since a convex function is essentially represented by the point-wise supremum of cutting-plane functions.
Denote ∂ g(y; x, a) as the subdifferential of function g with respect to variable y. It follows from the calculus of subdifferential and Assumption 1 that
for all y and x in the set lev x 0 f . For any s ∈ ∂ f (y) and y ∈ lev x 0 f , clearly we have
x, a). Consequently, the cutting-plane function of g at the point y i can be written as
where s i ∈ ∂ f (y i ). According to Theorem 4.1, under Assumption 1, if a ≥ a th , g is a restriction to lev x 0 f of a convex function H minorizing g. Thus a cutting plane of g generated at an auxiliary point y i ∈ int lev x 0 f is the same cutting plane of H generated at y i ; additionally, as H is a convex function minorizing g, this cutting plane is not only below the graph of H but also below that of g. In summary we have
We provide a localized convexification process by selecting a collection of points around the current iteration point and verifying the necessary condition for convexity. We let 'a' be variable and I be some index set, and set
to deduce the necessary condition for a: a ≥ã min , wherẽ
This value can be negative, so we set a min := max{ã min , 0}. Consequently, for any a ≥ a min , (22) holds true. Note that a min is dependent on the points indexed in I. Consequently, each time a new auxiliary point y i is obtained a min needs to be updated. We also note that, a min , the local lower bound for the convexification parameter, determined by (22) 
is not greater than a th that satisfies (21).
The Model Problem and Model Reduction
The cutting-planes model of g(y; x, a) is defined by
where I is the index set of auxiliary points y i where cutting planes of function g are generated. Our algorithmic model is defined by (24) and in the remainder of this paper, m refers to the model defined in (24) unless otherwise stated. Suppose we are atx. To proceed in finding a new candidate, we intend to obtain descent in f by minimizing the cutting-planes model of g(x;x, a) over a trust region, i.e. we solve the linear subproblem
which is equivalent to the following problem
We would like to inspect the reduction of the model function m after we have obtained a new trial point via the linear programming problem (26). Denote a general optimal solution of problem (26) by (x * , z * ) and by (x kl , z kl ) when it is necessary to indicate it is in the l-th minor iteration in the k-th major iteration. In the following lemma we derive the explicit expression of the reduction of the model fromx to x * . We will use the linearization errors of g(·;x, a) atx:
Lemma 4.2 Consider the linear problem (26). Letī ∈ I be such thatx = y¯i, m(x) := m(x;x, a, I) be defined as in (24), (x * , z * ) be an optimal solution of (26) and suppose 'a' is such that
The following holds true
whereĪ is the index set for active constraints in (26b) at (x * , z * ), and λ i for i ∈Ī are the corresponding Lagrangian multipliers of (26b).
(ii) Let C be any set satisfyingx ∈ int C and y i ∈ int C for all i ∈Ī, if additionally 'a' is such that g(y; x, a) is a restriction to C of a globally convex function H(y; x, a) satisfying g(y; x, a) ≥ H(y; x, a) for all y
and furthermore, if 0 ∈ ∂ 0 g(x;x, a), thenx is a global minimizer of g(y;x, a).
I cannot be empty because (x * , z * ) has to be on some cutting plane. If x * −x ∞ = ∆ , then one of the sets
will be nonempty. As (x * , z * ) is the optimal solution of linear problem (26), it satisfies the Karush-Kuhn-Tucker (KKT) conditions; that is, there exist multipliers
where e i , i = 1, · · · , n are vectors in Ê n with the i-th component being 1 and the others 0. If x * −x ∞ < ∆ , then (33) simply reduces to
We have
Consider the first case when x * −x ∞ < ∆ . Then by (28), (35) and (36) we have
If x * −x ∞ = ∆ , then by (28), (33) and (36) we have
On the other hand,
Combining (37) and (38) we get
(ii) By the restriction property in Theorem 4.1 we have g(y;x, a) = H(y;x, a) for all y ∈ C, and ∂ g(y;x, a) = ∂ H(y;x, a) for all y ∈ int C. As H is globally convex, ∂ ε g(y;x, a) can be defined by ∂ ε g(y;x, a) := ∂ ε H(y;x, a) for any y ∈ int C. For all i ∈Ī, since y i ∈ int C, we have s i + a(y i −x) ∈ ∂ H(y i ;x, a). Thus we have that
The convex combination of (39) with λ i satisfying (34) yields
By the definition of ε−subdifferential in convex analysis, (40) verifies (30).
x, a) for all y ∈ int C. Because H(y;x, a) is a convex function, its stationary points are also global minimizers. Consequently, for any z ∈ Ê n , we have g(
x, a). We note that another simple way to see this conclusion is that 0 ∈ ∂ g(x;x, a) = ∂ f (x) which is equivalent tox ∈ P a (x). 
is involved in both situations and is sometimes termed an aggregate subgradient. The subgradient aggregation technique was developed in [kiwiel1985methods] where aggregate subgradients together with the convex combinations of linearization errors are used to represent additional virtual cutting planes in the model. Subgradient aggregation technique has many applications including preventing unbounded storage caused by too many cutting planes.
(ii) It is not difficult to see that the model reduction is always nonnegative provided that E i ≥ 0 for all i ∈ I. From the definition of E i in (27), this can be guaranteed by choosing a ≥ a min which satisfies (22). (iii) The expression of model reduction in (29) can also be stated as
Lemma 4.2 implies that the model reduction can somehow help us to determine whetherx is a good estimate of a stationary point. If f is convex, generally speaking, a good estimatex of a minimizer of f should satisfy that both min g∈∂ f (x) ||g|| and f (x) − f (p) are very small, where p is a minimizer of f . In the convex case
||g||. Motivated by this, in the next lemma we try to relate the model reduction with the above two approximate measures of a good estimate of a stationary point in the nonconvex case through the restricted convexity. We will use the following set which essentially defines the model m(x). 
is a cutting-plane model of H(x) and satisfies m(x)
≤ H(x), ∀ x ∈ Ê n ; (b) if p ∈ P a (x) andx ∈ P a (x), then m(x) − m(x * ) ≥ [ f (x) − e a (x)] min{ ∆ x − p ∞ , 1} ≥ 0.(43)
Proof. (a) We see thatÎ indexes all the cutting planes that sufficiently define m(x).
The model m(x) is essentially the pointwise maximum of cutting planes of g(x) generated at bundle points where the value of g and H coincide, and hence m(x) is also a cutting-plane model of H(x). Since H(x) is convex, by proposition 2.1 it is a lower approximation of H. This finishes the proof of (a).
(b) The proof of (43) can be divided into two parts based on the possible positions of p. First, suppose p is located in the trust region, i.e. x − p ∞ ≤ ∆ , which yields min{
, and hence we only need to show m(x * ) ≤ e a (x).
From the optimality of x * , conclusion (a), the fact that H(x) ≤ g(x) and 18, we have
Second, suppose p is outside the trust region, i.e. x− p ∞ > ∆ , which yields min{
We consider the point x c =x +
, the intersection point of trust region and the line segment [x, p] . By the optimality of x * , the result (a), the convexity of H, the fact that H(x) ≤ g(x), (18) and the fact that g(x) = f (x), we have
Then (44) can be verified using f (x) = m(x).
Update of the Model
At the end of a certain iteration (either major or minor), we need to update the model and prepare the data for the new LP in next iteration. The update of the model is supposed to improve the model. The update includes adding new cutting planes and deleting old cutting planes, i.e. adding and removing points from the set Ω := {y i | i ∈ I}. We also take into account the update of convexification parameter a and a min when considering updating the model, as a is also part of the model. In our method, we always add one cutting plane at the end of each iteration. Specifically, at the end of a major iteration, we obtain x k+1 as our new prox-center. A cutting plane will be needed to generate at this point, and hence we add x k+1 to Ω so that there exists aī ∈ I such that y¯i = x k+1 . At the end of a minor iteration, we obtain x kl which did not yield sufficient reduction of the objective function. A cutting plane is supposed to be generated at this point to improve the quality of the model. However x kl could be very bad in the sense that f (x kl ) is too far away from f (x k ) or even bigger than f (x 0 ). In this case we backtrack along the direction x kl − x k until we find a point whose funciton value is less than some upper bound f k u . This is a finite process provided that f k u > f k , as we will prove in Lemma 4.5. After backtrack, we add the point found into Ω , and consequently, all our new bundle points, i.e. those that are generated in iteration (k, l) for some l, will be in lev f k u f . However the old bundle points, i.e. those generated in (k − j, l ′ ) for some j and l ′ , can still be outside lev f k u f . At the end of iteration (k, l k ), we remove the old bundle points whose function values are greater than f k u . Finally, before we enter iteration k +1 we move the upper bound closer to f (x k+1 ) by setting f k+1
We see the bundle point set Ω is updated dynamically so that at any iteration
f . This setting is related to the convexification process. In Lemma 4.3 the value of parameter a such that g is a restriction of a convex function depends on the set F ⊆ Ω . The following lemma states the existence of such value. Proof. This lemma is an extension of Theorem 4.1. Since y i ∈ lev f u f for all i ∈ I and f u ∈ ( f (x), f (x 0 )] we have by (42) that F ⊆ lev x 0 f . As F is a finite set and D is the smallest compact set containing F we have D ⊆ lev x 0 f . From Corollary A.1 and the poof of Theorem 4.1 in the appendix, we can see that the same conclusion holds true when we replace lev x 0 f by any of its compact subset that has nonempty interior. In our case each (x, I) corresponds to a set D ⊆ lev x 0 f and for each D there exists a threshold a th (x, I) satisfying the corresponding conditions. From Lemma 4.4 we see that the condition for 'a' in Lemma 4.3 can be satisfied if we take a ≥ a th (x, I).
The LPBNC Algorithm
For the trust region update we follow the procedure 1. In our algorithm in order to distinguish the prox-center we differentiate major iterations and minor iterations. When we set a new prox-center x k+1 it is also the last minor iteration point denoted by x kl k . As we have an infinite sequence of iterations, the following two situations can happen. First, there are infinite number of major iterations with each loop of minor iteration to be finite. The sequence can be described as follows:
Second, there are finite number of major iterations with the last major iteration containing infinite minor iterations, which can be described as:
(45b) A set of similar notations goes for the sequences of parameters (a, ∆ ). Starting from
is used to produce x kl ; and if l = l k we say x kl k was produced by (a k
). To alleviate notation we drop the subscripts of (a k l , ∆ k l ) in the Algorithm 3 below and also in later analysis we define m k l (x) := m(x; x k , a k l , I(k, l)) for all k and l and note the value of m k l (x) is dependent on x k , a k l and I(k, l).
Algorithm 3: LPBNC
Data:
Final accuracy tolerance ε tol , maximum trust region radius ∆ max , initial trust region ∆ 0 0 ∈ (0,∆ max ), initial point x 0 , trust region parameters 0 < η 1 < η 3 < 1 and 0 < α 1 < 1 < α 2 , backtrack parameter β ∈ (0,1), parameter σ ∈ R ≥1 and increasing parameter for convexification parameter γ ∈ [2,10]. 1 Initialization major and minor iteration counter (k,l) ← (0,0), initial convexification parameter a ← 0, a min ← 0, add x k into Ω , generate a cutting plane of g(y;x k ,a) at x k , prepare the information for the first LP, f 0 u ← f (x 0 ); 2 solve the linear programming subproblem (26) withx, I replaced by x k , I(k,l) and obtain an optimal solution (x kl ,z kl ); for all w ∈ Ω if w ∈ lev f k u f , delete w from Ω and update the index set I(k,l) by deleting the index whose corresponding cutting plane is generated at w ; Remark 4.2 1. The value of a used in the LP subproblem (26) can always guarantee E i ≥ 0 for all i ∈ I(k, l). 2. We set x k+1 as x kl if ρ k l ≥ η 1 . This implies f (x k+1 ) < f (x k ) and thus x k ∈ lev x 0 f for all k. 3. At the beginning of iteration k, a cutting plane of g(·; x k , a) is generated at x k .
From the update of f k u we see that f (x k ) ≤ f k u for all k. At the end of iteration k, x k will not be deleted from Ω and consequently x k is always indexed in I(k, l) for all 0 ≤ l ≤ l k .
LPBNC is well-defined
The following lemma shows that if x kl is not located in lev f k u f then after finite backtrack along the direction x kl − x k , we can reach an auxiliary point in lev f k u f .
Lemma 4.5 If at iteration
Proof. From the algorithm we see
Since β ∈ (0, 1) clearly this cannot be true for all j > 0; a contradiction.
We want to show that the algorithm LPBNC is well defined by showing that the inner loop (loop of minor iterations) can terminate finitely and that if it does not terminate finitely, then we have already found a stationary point of f .
Lemma 4.6 Suppose
Proof. At the end of iteration k, l, we do not delete any cutting planes but add a new cutting plane to the model. Furthermore, the trust region radius ∆ is possibly decreased. Hence the feasible region of linear subproblem (26) for iteration k, l + 1 will become smaller. Therefore we have m k
From the Lipschitz continuity and prox-regularity of f we have L < +∞. The notion of minor iteration is similar to the null step in bundle methods. The following lemma shows that minor iterations either terminate finitely or generate an infinite sequence with very small model reduction. Furthermore, as we can see from below, the model reduction eventually decreases to 0 if minor iterations do not terminate finitely. If f is convex we can easily see that this will show that the current iteration point is already a global minimizer of f . For the nonconvex case, we will show that during the infinite minor iterations, if the convexification succeeds, i.e. the function g is eventually convex locally around x k , then x k is a stationary point of f . 
Proof. Suppose for contradiction that there does not exist such index l 2 and real numberη 2 ; that is, there is an infinite sequence of minor iterations and
Since l 1 can be any index such that ρ k l 1 < η 1 , and we do not delete cutting planes in minor iterations, we can assume that q and l are generic indices satisfying q > l ≥ l 1 .
To construct a contradiction, write f (
. Consider the two parts of the right hand side of this equation. First, observing that x kl is the point where a new cutting plane of g(y; x k , a k l ) is generated and all the cutting planes in minor iterations are kept in the model, it follows that g(
Second, the model function m k q (x) is convex. Therefore for alls
Notes is a subgradient of m k q at x kl where a cutting plane of g(x kl ; x k , a k q ) was generated, and thuss
It follows from (46), (26c) and the boundedness of
Summing (49) and (51), there is
It then follows from (48) and (52) by taking x as x kq that
However this cannot happen for an infinite number of indices q and l because all minor iteration points x kl such that l ≥ l 1 are in the neighborhood of
Hence a contradiction is found and (47) must be true for some l 2 > l 1 andη 2 > η 1 .
It is worthy to mention that the proof of lemma 4.6 and 4.7 does not require the convexity of f . So far we have shown that the minor iterations either terminate finitely or continue infinitely. To demonstrate our algorithm is well defined, we need to show in the latter case that the current major iteration point is a stationary point of f and that a k l is indeed bounded above. We show this in the next section.
Convergence analysis
Theorem 5.1 Let Assumption 1 hold and ε tol = 0. Suppose Algorithm 3 terminates
Proof. As the algorithm terminates at x kl , x kl must satisfy the stopping criterion
However by the expression of model reduction in (29) (29), Lemma 4.4, and Lemma 4.3, if
From the definition of P a k
From (54) and (55) we see 0 = min
But ∆ k l cannot be reduced to 0 after finite iterations. Hence we have a contradiction.
Let ε tol be 0. In the following analysis we assume the algorithm does not stop finitely. We see in (45) that two sequences can be generated. Consistent notations should be used for a and a min . For clear understanding, we unify those two cases with {a n } and {a min n } when it's not necessary to distinguish them. We start our convergence analysis by showing that the convexification parameter a in algorithm LPBNC is bounded.
Lemma 5.1 0 ≤ a n ≤ γa th , ∀ n ∈ N.
Proof. The update of a n happens only in line 28 or line 30 of Algorithm 3. In either case we have a n ≥ a min n ≥ 0 from the definition of a min n . We increase a in line 28 and decrease a in line 30. To show a n ≤ γa th we only need to show max{a min n , γa n } ≤ γa th if a n < a min n . As γ ≥ 2 and a min n ≤ a th for all n ∈ N, we clearly have max{a min n , γa n } ≤ γa min n ≤ γa th .
A consequence of lemma 4.7 is that if the minor iteration sequence does not terminate finitely then the model reduction will become smaller and smaller and eventually converge to 0. We will show that if there is an infinite sequence of serious steps, the model reduction will converge to 0 too. Denote the index of the last minor iteration as l k so that x k+1 = x kl k .
Lemma 5.2 The model reduction of LPBNC converges to 0. Specifically, (i) if in iteration k there is an infinite sequence of minor iterations then
(ii) if the sequence of major iteration points {x k } is infinite then
is nonnegative. From Lemma 4.6 we see this sequence is also monotonic. Since the sequence is infinite, by Lemma 4.7 there is an infinite sequence of indices 0
where j can be infinitely large.
Consequently, (56) holds true.
(ii) From Remark 4.2(2) we see the sequence { f (x k )} ∞ k=0 is monotonic. Under Assumption 1, f is bounded below. Hence lim
From the definition of ρ k l k and Lemma 4.2, we have f (
LetL be the Lipschitz constant of f . We are now ready to prove the convergence theorem of LPBNC under Assumption 1. (x¯k, I(k, l) )} is a finite set, then
Theorem 5.2 Let Assumption 1 hold and ε tol = 0. Suppose Algorithm 3 generates an infinite number of minor iterations after thek-th major iteration. For every infinite subsequence
Proof. (i) Let K ⊆ N be an infinite subsequence and B(K ) be a finite set, then there exists N 1 ∈ K such that a¯k l ≥ a th (x¯k, I(k, l) ) for all l ≥ N 1 and l ∈ K . By Lemma 4.4, a¯k l satisfies the required conditions in Lemma 4.3 for all l ≥ N 1 and l ∈ K . Suppose for contradiction that for all sequences {p l } l∈K such that p l ∈ P ak l (x¯k), there exist ε > 0 and N 2 ∈ K such that p l −x¯k ∞ ≥ ε for all l ≥ N 2 and l ∈ K . Then conclusion (43) can be applied with (x, x * , a, ∆ , p, I) replaced by (x¯k, x¯k ,l , a¯k l , ∆¯k l , p l , I(k, l)) for all l ≥ N 3 := max{N 1 , N 2 } and l ∈ K . For simplicity of notation we drop the superscriptk and set
From Lemma 5.
We first show that
Suppose for contradiction that
bounded, and hence there exist a * andK ⊆ K such that a lK → a * . As the mapping e (·) (x¯k) is continuous, we have f (x¯k) = e a * (x¯k) and equivalently x¯k ∈ P a * (x¯k). From the outer semicontinuity of the mapping P (·) (x¯k), there exist ε ′ < ε and N 4 ∈K such that min
However, this cannot be true because
where p l can be an arbitrary element of P a l (x¯k). We have finished showing (60) which together with (59) yields
Next we show
By Definition 2.4, f (p l ) ≤ e a l (x¯k) ≤ f (x¯k), and therefore p l ∈ lev xk f ⊆ lev x 0 f . We also have x¯k ∈ lev x 0 f which is bounded. Hence { x¯k − p l ∞ } l∈K is bounded above. We have supposed that
is bounded below and (62) is true. From (61) and (62) we have
Then line 16 of Algorithm 3 must be executed infinite times, which implies that there exists an infinite subsequence K * ⊆ N such that ρ l < − 1 min{∆ l ,1} for all l ∈ K * and
By the definition of ρ l , the Lipschitz continuity of f , and the feasibility of x l to problem (26) we have
and from (58) we have
where the last inequality follows from (64) and N 6 := max{N 3 , N 5 }. From (62), (63), (65) and the fact that K ′ ⊆ K we have
In (60) and its poof the K can be replaced by any infinite subsequenceK such that p l − x¯k ∞ ≥ ε for all l ∈K ≥N 2 with p l ∈ P a l (x¯k). Consequently, (66) cannot be true and we have found a contradiction.
(ii) Finally, to see 0 ∈ ∂ f (x¯k), note a l (x¯k − p l ) ∈ ∂ f (p l ) for all p l ∈ P a l (x¯k) and l ∈ K . By the outer semicontinuity of the proximal mapping and subdifferential, when p l − x¯k ∞ K → 0, as long as {a l } l∈K is bounded which is true from Lemma 5.1, we have 0 ∈ ∂ f (x¯k).
We denote the minor iterations between the k-th major iteration and the (k + 1)-th major iteration M(k) := {0, 1, · · · , l k } with l k = 0 if there is no minor iteration in between. We will need the following assumption.
Assumption 2 If there exists a sequence of indices
is a finite set. 
bounded, and hence there exist a * andK ⊆ K such that a k i kK → a * . As both f (·) and e (·) (·) are continuous, we have f (x) = e a * (x) and equivalentlyx ∈ P a * (x). From the outer semicontinuity of the mapping P (·) (·), there exist ε ′ < ε and M 2 ∈K such that min
However, this cannot be true because ε ′ < ε,K ⊆ K and we have supposed that x k − p k ∞ ≥ ε for all k ∈ K ≥M 1 , where
We have finished showing (67).
satisfies the required conditions in Lemma 4.3 for all k ∈ K ≥M 3 . Then conclusion (43) can be applied with
From (67) and (68) we have
Next we show 
Then line 16 of Algorithm 3 must be executed infinite times, which implies that there exists a subsequence K * ⊆ N such that K ′ := K ∩ K * is infinite and ρ k
for all k ∈ K * , with j k ∈ M(k). By the definition of ρ k j k , the Lipschitz continuity of f , and the feasibility of x k, j k to problem (26) we have
where m k
} k∈K ′ is bounded away from 0. From (71) and the fact that
From the update of trust region in Algorithm 3 we see that in minor iterations trust region radius is not increased and in major iterations trust region radius is increased under some conditions. Thus (73) implies that
From (71), K ′ ⊆ K , (73) and (74), we have
We have finished showing ∆ k j k K ′ → 0 by reductio ad absurdum. Now for each j k there
→ 0 then we have found a sequence satisfying conclusion (i). Thus we suppose for contradiction that { p k
Under Assumption 2, {k ∈ G|a k j k < a th (x k , I(k, j k ))} is a finite set, and therefore there exists M 7 ∈ K ′ such that Lemma 4.3 can be applied with
where M 8 := max{M 6 , M 7 }. From (72) and (76) we have
The p k in (70) and its proof can be replaced by p k j k and thus { x k − p k j k ∞ } k∈K ′ is bounded. This together with (75) and (77) 
We can easily check that the K in (67) and its proof can be replaced by K ′ with i k replaced by
We have found a contradiction and conclusion (i) holds true.
(
By the outer semicontinuity of the proximal mapping and subdifferential, when
} k∈K is bounded which is true from Lemma 5.1, we have 0 ∈ ∂ f (x).
Numerical experiments
In this section we report some preliminary numerical results on implementations of LPBC and LPBNC. Here our goal is to provide a proof of principle only. For nonconvex examples we demonstrate that the conditions stated in the convergence theorems can be satisfied. The two algorithms were programmed in MATLAB R2012b in a computer with 3.40 GHz CPU and 8 GB RAM. We used the CPLEX connector (V12.5.1) for MATLAB to solve the linear subproblems. Specifically, problem (9) was programmed and solved by the CPLEX Class API and problem (26) was solved by the toolbox function cplexlp. CPLEX automatically chooses from primal simplex, dual simplex and barrier optimizers to solve a given linear programming problem. In our implementations we found that no instances of the linear subproblems were solved by barrier optimizer. The implementation of our algorithms requires high accuracy of the solution of linear subproblems. Hence the CPLEX tolerances of optimality and feasibility are crucial to the performance of LPBC and LPBNC. As we see from the algorithms, both the stopping criterion and definition of ρ are dependent on the model reduction, f (x) − z * ; if z * provided by CPLEX solver is slightly bigger than the actual optimal value of (26), then the model reduction can be significantly inaccurate. In fact, we observed instances of negative model reduction when we use the default tolerances of optimality and feasibility in CPLEX. To prevent the occurrence of such cases, we set both the optimality and feasibility tolerances to 10 −9 , the least value in CPLEX.
In our experiments, the choice of the initial trust region radius ∆ 0 0 can significantly change the performance of our algorithm on some problems. In most trust region methods, choosing the initial trust region radius is an import issue, as stated in the monograph [R.2000] Table 2 presents the results for the tested convex problems listed in Table 1 , where problems 1 to 15 are taken from section 3 of [Luksan2000] and problems 16 to 20 are the problems 2.1 to 2.5 of [Karmitsa2007] . For all convex and nonconvex problems in our tests we use the initial points provided in the associated references. The following abbreviations are used in Table 2 . number of times that trust region radius is decreased, pr number of times that primal simplex method is chosen by CPLEX, dual number of times that dual simplex method is chosen by CPLEX. In LPBC, we set ε tol = 10 −6 and T = 30. For problems 1 -14 we initialize trust region radius by 1; for problems 15 -20 we initialize trust region radius by 1 10 s 0 . From Table 2 we see that LPBC returned optimal values to accuracy 10 −6 for 14 problems, 10 −4 for 4 problems and 2 × 10 −4 for 2 problems. For all problems except the last three, CPLEX consumed negligible time to solve all the linear subproblems. The possibility that trust region is shrunk (the value sh/L) is very small for the majority of the tested problems. We also see that most of the linear subproblems were solved by dual simplex method.
Convex Examples
Nonconvex Examples
The tested nonconvex problems are listed in Table 3 where problems 1 to 7 are taken from section 3 of [Luksan2000] and problems 8 to 12 are the problems 2.6 to 2.10 in [Karmitsa2007]. In LPBNC, we set γ = 2 and ε tol = 10 −5 . Apart from the initial trust region radius ∆ 0 0 , another parameter that can cause dramatic changes in the performance of LPBNC is the backtrack parameter β . Results with two settings of these parameters are listed in Table 4 and 5 below. We use the same abbreviations as in Table 2 . Additionally, we list the difference of f val and optimal value (error), the number of function evaluations in the backtrack process divided by the total number of function evaluations (pb), the number of subgradient evaluations (se), the final value for a, the final value for a min and the number of times that a is updated (au). Subgradient evaluations do not happen in the backtrack process and hence the total number of subgradient evaluations is not equal to that of function evaluations. We found that all instances of LP subproblems were solved by dual simplex method in our tests for nonconvex problems.
We see in Table 4 problem 8 and 9 have error 0 with two function evaluations. These two instances are accidental as we found that the optimal solution of the first linear subproblem (26) is already the minimizer of the objective function for these two problems given that we set ∆ 0 0 = 1 and we use the default initial points. We note that Table 5 because the problem HS78 is actually unbounded below and its optimal value in Table 3 is a local minimum. From Table 4 and 5 we see that the proportion of function evaluations in backtrack process can be very high. Problem 10, which has the biggest number of function evaluations also yields the highest possibility to backtrack. For all the problems, solving LP subproblems took a small amount of time.
Concluding remarks
We present a version of bundle method with the unusual feature of using only an LP solver as its algorithmic engine. We study the properties of the linear model and expressed its model reduction. The optimal solution of our linear subproblem is not unique in contrast to the case of quadratic subproblem. However, no significant information is lost in order to ensure convergence of the algorithm. We use a local convexificaton with the deletion of some cutting planes at the end of a major iteration. Preliminary numerical experiments show that the algorithm is reliable and efficient for solving convex problems. For functions that are locally Lipschitz continuous and prox-regular we show that upon successful convexification the algorithm can converge to a fixed point of the proximal mapping. Numerical results of nonconvex problems suggest that with insignificant time spent on solving LP subproblems, a big portion of function evaluations can be consumed in the backtrack process. Improvements such as incorporation of a line search can be further studied in the future in order to increase efficiency to enable the solution of large-scale problems. 
and diam SL((−y * ,1),epi h,δ ) ≤ diamL(β + δ ) × δ → 0 as δ ↓ 0. If (y * ,−1) strongly exposing epi h at (ȳ,h(ȳ)) then (79) defines a slice whose diameter tends to zero. It then holds that the projection of this onto D also has a diameter tending to zero from which it follows that diam L(β + δ ) → 0 as δ ↓ 0. Clearly we have then ∩ β <β L(β ) = {ȳ} and so h − y * achieves a strict mimimumβ atȳ. Thus there exists (x ′ ,α ′ ), (x ′′ ,α ′′ ) ∈ epi h such that λ (x ′ ,α ′ ) + (1 − λ ) (x ′′ ,α ′′ ) = (x,h(x)) with 0 < λ < 1 contradicting the assumption that (x,h(x)) is an extremal point of epi h. As either λ m i → 0 or x m i → x it follows that for some i we have x m i → x since ∑ n i=0 λ m i = 1 precludes all λ m i from tending to zero.
be this finite cover. Then for any x ∈ lev x 0 f we have x ∈ B δ i (x i ) and hence y ∈ P1 η (x) is contained in some Proof. We wish to apply Corollary A.1. We take D = lev x 0 f and g : D → R is Lipschitz and prox-regular on the bounded domain D. We need to show that 0 ∈ ∂ [g − z,· ] (y) has a unique solution for all y * ∈ B 1 (0) such that (−z,1) supports epi g at some x ∈ D. To this end take x ∈ D and let z x = η x − x 0 so that g (y) − y,z attains its minimum at y when (84) holds. But by construction we have x ∈ B δ i (x i ) and hence y ∈ P1 η (x) is contained in some B ε i (x i ) ⊇ B δ i (x i ) on which g is convex. Hence the operator T (x) := [∂ g + (η −η) I] −1 η x − x 0 will have B δ i (x i ) in its domain and B ε i (x i ) in its range, all contained in a region on which ∂ g is locally a maximal monotone operator (as g is locally convex). Thus y = T (x) is unique by [Rockafellar1998] . Thus (x,g (x)) is exposed by (−z x ,1) and Corollary A.1 applies.
