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Set of complex numbers
implemented. The present article built on the work initiated by Saydy et al (1) proposes guidelines for choosing the gains of a classical * C control law (2) (3) (4) for a longitudinal flight control system of a business jet aircraft. The technique relies in part on Guardian Maps (5) .
The proposed * C controller has a fixed architecture and the controller gains are adjusted in order to fulfil the desired requirements which include satisfying certain handling qualities, an important issue in modern flight control systems (6) (7) (8) (9) (10) (11) . Handling qualities (HQs) can be divided in three categories: modal, frequency and temporal criteria. While some of these criteria can be satisfied more easily than others, one has to deal with all three categories in control design. The approach presented in this article focuses on finding sets of feasible controller gains, i.e gains which ensure the satisfaction of the desired HQ requirements. Two additional objectives which are tackled using the same methodology, though not reported on here, are the gainscheduling and the robustness issues (work on the latter two aspects will be presented elsewhere).
The theory of guardian maps deals with the robust generalized stability of families of parameterized linear systems. Generalized stability deals with the confinement of system poles to general regions of the complex plane of which the left half plane and the open unit disk are the two traditional examples. In robustness studies, the parameters are uncertain parameters. In the present work, the parameters are taken to be the -4/37 -controller gains. A multivariable polynomial in the gains is obtained with the property that any set of gains for which this polynomial is positive is guaranteed to satisfy certain HQ requirement, i.e. to place the closedloop poles in a desired HQ region. This condition may also be used in a constrained optimization setup to further seek controller gains that improve the tracking of a desired time-response by the output of the closedloop system.
The design approach is based upon the natural separation of the two control loops, the inner loop called SAS (Stability Augmentation System) and the outer loop called CAS (Control Augmentation System). First, an open-loop order reduction is performed to design the SAS using guardian maps and to find gain sets that improve pole damping. Then, the CAS is tuned in order to fulfil all the remaining criteria and to improve performance. A GUI was developed to assist the designer in carrying out these steps.
Section 2 presents the * C controller and the open-loop description. Section 3 reviews the handling qualities of interest. Section 4 provides a quick overview of Guardian Maps. Section 5 develops the methodology itself as it applies to a business jet aircraft, the data of which was provided by Bombardier Aerospace Inc.
Flight control system architecture
The open loop and the flight control system architecture are now briefly described.
The open loop
The open loop consists of the actuator, the aircraft dynamics and the sensors. Even though the numerical data used in this paper corresponded to a particular business jet model, the results apply to other aircraft models as well.
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Aircraft dynamics
All models considered are linearized around flight conditions (fixed Mach number and altitude) defined by the aircraft flight envelope. These are 5 th order state space models instead of the usual 4 th order ones found in the literature (12) (13) (14) The fifth state in our models, denoted 5 x , is the tail downwash angle. The generic form is:
where the state vector is:
The input is the elevator angle e δ and the output vector is
The usual pole configuration (short-period and phugoid modes) is unaffected by the presence of the fifth state as it only introduces a fifth fast and real pole which does not significantly influence the aircraft behaviour ( Fig. 1 ).
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Actuator and IRU sensors
Due to the presence of delays in the actuator dynamics, the actuator model is a 15 th order transfer function when the time delays are each approximated by a 5 th order transfer functions. In the [0-20] (rad/s) bandwidth.
However, the actuator is practically a first order filter. Thus at the control design stage only the dominant pole is kept for lower frequency reduction. For closed-loop simulations, the entire 15 th order dynamics will be considered.
Similarly to the actuator, the sensor dynamics are modelled as a 15 th order system but at low frequency it can be considered to be a pure gain.
C* control
The * C control law was first developed by NASA during a study for the Space Shuttle. It was then used in 1978 on the Concorde and proved its efficiency (15) . The so-called * C parameter is a mixed output of the (filtered) load factor Zf n and the pitch rate q (Fig. 2) : The 12.4 weighting between the two outputs is the one usually used. See Field (16) for further explications about the 12.4 weighting value.
The control system is divided into two control loops (Fig. 2) . The SAS inner loop is a dynamic feedback of the measured pitch rate via a Wash-Out filter. At low frequencies, the filter differentiates the signal and behaves like static feedback at high frequencies. The filter pole -z wo and the gain K q are parameters to be adjusted.
The CAS outer loop consists of the feedback of the mixed output * C . Before combining the measured n z and q outputs, the load factor is first passed through a filter to prevent high frequency noise corruption. The error difference between the pilot command δ and the * C output is fed to a PI controller with gains K p and K i that Therefore, four gains (K q , K p , K i , K ff ) and one pole (-z wo ) must be tuned in order to satisfy all the handling qualities.
HANDLING QUALITIES
The overall performance objective is to track pitch-rate commands with predicted Level 1 HQs and desired time-domain response behaviour. We will present in this section, the different handling qualities that need to be satisfied. For more on the subject one may consult Hodgkinson (7) . Several quantitative HQ criteria are considered in the present article. The boundary limits of these criteria are defined by military standards (17) .
The different handling qualities will first be introduced, then the boundaries that must be fulfilled are presented.
Modal criteria
The criteria introduced here deal essentially with the damping ratios of the aircraft natural modes: the Phugoid and the Short Period modes. The Control Anticipation Parameter (CAP) is an additional criterion blending the natural Short Period frequency and the corresponding zero.
Phugoid and short period modes
The low frequency oscillating Phugoid mode is generally underdamped. It mainly affects pitch attitude θ, relative speed u, altitude h and flight path γ, whereas angle of attack α remains relatively constant. The
Phugoid mode constraints are not particularly stringent as, in order to be Level 1, the Phugoid damping ratio must merely be greater than 0.04.
The Short Period mode, a rapid, oscillating mode, mostly affects the transient responses in angle of attack α, pitch rate q and load factor n z . Forward relative speed remains practically unaffected by its oscillations.
-9/37 -Compared with the Phugoid mode, the Short Period mode constraints are more stringent. To be Level 1, the damping ratio must be between 0.35 and 1.30.
Control anticipation parameter
As the short period motion is affected both by the Short Period mode and the numerator of the corresponding transfer functions, the numerator effect has been incorporated in a criterion called Control Anticipation
Parameter (CAP). By definition, it is the ratio of the initial pitch acceleration to the final normal acceleration:
where SP ω is the Short Period natural frequency, o U the trimming speed, g the acceleration of gravity and θ T the short period numerator time constant in the q/δ aircraft longitudinal transfer function.
The CAP amplitude gives a good indication about the pilot's perception of the pitch and vertical accelerations.
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Supprimé : important -10/37 - Fig. 3 shows the limitations on CAP and how they relate to the Short Period damping criteria (17) . This criterion would not however, be among the handling qualities we will try to satisfy with the guidelines. Its value will be checked after the design, to ensure it is within the boundaries.
Frequency criteria
Frequency criteria are all calculated using the high-order model. and boundaries, see Hodgkinson (7) or military standards (17) .
The gain and phase margins are the ones of the CAS loop, in this case
. These margins are linked to the robustness of the closed loop in classical control design. 
Time-domain criteria and Gibson dropback
Besides the classical time-domain criteria such as settling time, overshoot or rise time, Gibson dropback is commonly used by flight control engineers. It is a short term measure of the pitch attitude changes and it is calculated based on the reduced-order attitude θ response (i.e. without the Phugoid mode) to a stick step input. Figure 5 illustrates how to calculate the dropback Drb. The quantity q ss is the pitch rate steady state value. The resulting expression remains valid as long as the settling time is satisfactory. 
Supprimé : rising -13/37 -the expression of the dropback is: This formula will be useful when expressing the dropback as a function of the various controller gains. Table 1 summarizes the boundaries of the handling qualities that must be Level 1. In this application, the more stringent 'Good Level 1' boundaries are used (6) . 
HQ Boundaries
GUARDIAN MAPS AND ROBUST STABILITY
The guardian map approach was introduced by Saydy and al. 
Guardian maps
Basically, guardian maps are scalar valued maps defined on the set of n × n real matrices (or th n order real polynomials) that take non-zero values on the set of "stable" matrices (or polynomials) and vanish on its boundary. The description below will focus on families of matrices with the understanding that it applies to polynomials as well. We are hence interested in stability sets of the form:
were Ω is an open subset of the complex plane of interest, and σ(A) denotes the set consisting of all the eigenvalues of A. Such sets S(Ω) will be referred to as generalized stability sets, and thus represent the set of all matrices which are stable relative to Ω, i.e. which have all their eigenvalues in Ω.
Definition 1 Let ν map
n n × into . We say that ν guards S(Ω) if for all ) ( S Ω ∈ A , the following equivalence holds:
Here S denotes closure of the set S . The map is said to be polynomic if it is a polynomial function of the entries of its argument.
Example 1: Hurwitz Stability
The open left complex half-plane, 0 − is guarded by:
where o denotes the bialternate product, in the case of matrices (4) .
Robust stability
The robust stability problem for parameterized families of matrices or polynomials may be stated as follows. The next theorem gives a basic necessary and sufficient condition for this problem. The state space matrix 
Gain Characterization
In our present study, the parameters are the controller gains and we seek to characterize whole regions of the gains such that the corresponding closed-loop poles all lie within a given region Ω of the complex plane. For Ω equal to the open left-hand plane, this would coincide with the set of stabilizing gains. To do so, we will rely on a corollary of the Theorem as shown below.
Supprimé : <sp> -17/37 - Figure 6 . Example of a component corollary application Figure 6 illustrates the corollary for a two-parameter case. 
divides the parameter space k into components C i that are either stable or unstable relative to Ω. To see which situation prevails, one has to test ( ) A r for any vector in C i .
Example 3: Damping region
Let ζ be a desired limiting minimum damping ratio (e.g.
ζ =
). This leads to the region of generalized stability ζ Ω (Fig. 7) . 
Suppose that the closed-loop poles of a given system are specified by the polynomial : We end this section by stating that a systematic way of constructing guardian maps may be found in Saydy (5) .
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PROPOSED APPROACH
Once the control structure has been fixed, the values of the 4 gains (K q , K p , K i , K ff ) and the wash-out filter pole -z wo are to be chosen in an efficient way (Fig. 2) . Modal and frequency criteria will be set up in two different ways. Model reduction and Guardian Maps are used to set the Short Period damping, whereas the frequency criteria are dealt with computationally, due to their more complex nature.
The SAS loop is first tuned with the objective to make the Short Period modes sufficiently damped; this entails choosing appropriate values for K q and -z wo . Then, the designer may proceed to the choice of the three remaining CAS gains in order to finish the design. As it will be proved later, the dropback only depends on the K i and K ff gains for the control structure under consideration.
The methodology is applied to the longitudinal model of a business jet aircraft with the objective to track pitch-rate commands with predicted good level 1 handling qualities and desired time domain response (see Table 1 ).
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The dropback formula will be useful to express its value, depending on the gains retained.
-20/37 -The flight condition considered in this application is shown in Table 2 . First, we will present the reduction method that is used and how guardian maps were applied to set the Short Period damping. Then, the dropback formula will be established, followed by the computational methods used to set the frequency criteria.
Open loop model reduction
In order to practically use guardian maps, one has to reduce the system order; otherwise the computation time is prohibitive, as is always the case with general robustness methods dealing with parametric uncertainty.
Moreover, only Short Period modes present a true interest; therefore, it is sufficient to obtain a reduction of this mode and the poles around it, in particular, the dominant actuator pole.
The objective that is sought is to make the Short Period modes of the global closed-loop system as close as possible to the Short Period modes that are assigned by control, based on the reduced-order system. This can be achieved by ensuring that the region found by guardian maps on the reduced model is similar to the one obtained for the high-order model.
Several order reduction methods (frequency reduction, modal truncation, balanced reduction, Hankel approximation) have been tested, and a mixed method has been selected. 
Damping Set-Up
Guardian maps are now used to find gain parameter regions within which any choice of the gains will ensure that the closed-loop poles remain in a domain Ω similar to the one in Fig. 7 . To be level 1, Phugoid and Short Period dampings must be above certain values. Even if Phugoid damping could easily be handled with Guardian Maps, it will not be treated here as it is not as crucial as the Short Period damping. Thus, in closed-loop,
The K ff gain does not modify the system poles. We therefore have at our disposition 4 parameters to place the poles. In a practical use of the methodology, it would be impossible to visualize the four parameter Figure 11 . C* control law -25/37 -subspaces. For this reason, damping set-up will be done in two steps: first the SAS is tuned, then the CAS design.
SAS design
SAS design is carried out by choosing K q and the -z wo pole. This first loop is closed by placing the poles with a damping ratio of 0.7. Root locus analysis with wash-out filter feedback shows that the dominant actuator pole interacts with the natural poles.
To characterize the set of parameters K q and -z wo which ensure the desired damping, a guardian map associated to the "damping" region ζ Ω of Fig. 7 is used on the family of polynomials given by the denominator of the closed-loop SAS transfer function of (Eq. 20). Namely,
which is a polynomial in s , the coefficients of which depend on the parameters K q and -z wo .
From the theory in Section 4, we can draw the set
to divide the space of parameters into regions of stability/instability relative to ζ Ω .
-26/37 - . For every chosen pair, the GUI shows simultaneously the closed-loop poles. Let us take K q =0.11 and z wo =-2.8.
Remark:
To further corroborate the reduction effectiveness, we close the SAS loop on the high order system and compare the four dominant closed-loop poles with those of the reduced order system. Table 3 shows that the eigenvalue assignment is reasonably well conserved.
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CAS design
Once the SAS design is done, one gets a sixth order transfer function. With the n z noise filter, the C*/δ' c transfer function (Eq. 22) is a 7 th order one. We proceed in the same way as before: draw the guardian map ( Fig. 13 ) and characterize the set of all pairs (K p ,K i ) which ensure the desired damping, namely the dashed region.
-28/37 - This freedom of choice will now be exploited to satisfy the rest of the handling qualities.
Other criteria selection
Since the remaining handling qualities are not directly taken into account by the guardian map approach, a different way to include them is proposed. For the dropback criterion, the analytical formula in the system gains (Eq. 10) is used. For frequency criteria, the high order system is considered and a computational method is developed.
Dropback criterion
Combining (Eqs. 10 and 23), one is able to express the dropback in terms of the system gains:
where a and b are constants depending on the flight case. 
. The gain K ff is chosen to be 0.6. This value ensures a satisfactory dropback (close to 0) for the maximum allowed K i value of 2.1 (see Fig. 13 ). Indeed, a higher value of K ff would provide better dropback but will result in a large overshoot.
Frequency response criteria
Now that K ff is fixed, frequency response criteria are dealt with by tuning the gains K p and K i . For a given frequency criterion, we proceed in a manner similar to guardian maps to find all PI controller gains which satisfy a given frequency criterion; with the difference that this is done computationally. For instance, we find (K p ,K i ) that result in a 1.5 (rad/s) θ-bandwidth precisely. Once this boundary line found, the (K p ,K i ) space is divided into components where the θ-bandwidth criterion is or is not satisfied. We use a fixed controller grid and calculate for every one of the points in the grid, the different frequency criteria and plot the corresponding boundary. Although the approach is strictly computational, the algorithm is optimized to deliver very fast and accurate results. On a 1.5 GHz Centrino processor with 512 Mo RAM, all the frequency criteria are plotted within 20 seconds. Figure 15 shows the superposition of all these criteria and the (K p , K i ) zone that simultaneously fulfills all the requirements. The damping ratio 0.7 zone obtained with guardian maps has been superimposed.
The zone that satisfies all the handling quality criteria is the dashed one. Note that choosing poles with a minimum damping ratio of 0.7 generally fulfils most of the other criteria. Note also that there is no γ-bandwidth drawing as it is always satisfied. -32/37 -As was done before, Table 4 shows the reduction effectiveness as the placed closed-loop poles on the reduced system are close to the true placed closed-loop poles of the high-order system feedback. Finally, Table 5 sums up the handling quality values for the given case, as well as the targeted limits. 
Remark:
As explained above, for every chosen flight condition, one can obtain gain subspaces where the handling qualities are all satisfied. Gain-scheduling aims at finding functions that will interpolate the gains found for each flight condition. The scheduling variable could be the dynamic pressure or some other variable such as altitude or Mach number.
The guidelines presented in this paper help with the gain scheduling process. Indeed, with this approach, gain scheduling boils down to finding interpolating functions that pass through these particular gain subspaces (3) .
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GUI
As mentioned before, a graphical user interface was used to help obtain the results in this article. The GUI was developed on the MATLAB platform with MAPLE interactions to handle computer-algebra manipulations, in particular, to compute guardian map expressions. Figure 17 is a snapshot of one instance of utilisation, namely the one used to produce the results above.
Essentially, the GUI is comprised of six distinct areas which correspond to:
-35/37 - Figure 17 . Graphical User Interface
CONCLUSION
This article presents guidelines to adjust the gains of a * C control law while satisfying handling quality criteria. The pole damping requirements are fulfilled by using the guardian map theory. A theoretical dropback formula has been established which can be expressed in terms of the system gains. Frequency criteria are solved by computational methods. A GUI was developed and assists the designer in the design.
The application on a flight condition shows that the proposed method produces useful results. Moreover, the method can be used to achieve gain-scheduling through the whole flight envelope.
