Amplifiers such as 'very', 'so', 'absolutely' and 'totally' are 
Introduction
Amplifiers such as very, so, absolutely and totally are a common type of intensifiers that semantically function to increase intensification, or 'scale upwards from an assumed norm' (Quirk, Greenbaum, Leech and Svartvik 1985:590) , in contrast to 'detensifiers' (Hübler 1983:68) , i.e. attenuating devices such as downtoners or hedges that have a 'lowering effect' (Quirk et al. 1985:590) . The degree thus expressed is of a subjective nature as it reflects and indexes the attitude of the speaker or writer. Amplifiers have been studied for decades and have attracted interest from a number of linguistic fields. Earlier studies of this kind have largely concentrated on the structural and semantic properties of amplifiers (e.g. Stoffel 1901 , Jespersen 1922 , Mustanoja 1960 , Bolinger 1972 , Quirk et al. 1985 . These works have contributed greatly to the taxonomy and description of amplifiers in English. Since the 1970s numerous studies focusing on amplifiers have been conducted in the areas of gendered language and language and power. Robin Lakoff, a pioneer in language and gender, draws attention to women's use of amplifiers (and hedges) as a prominent feature of 'powerless language' (Lakoff 1973 (Lakoff , 1975 (Lakoff , 1990 . She claims that women often use expressions such as I like him so much so as to 'weasel on' the intensity of their emotions, and this effect is achieved through the semantic vagueness of amplifiers such as so (Lakoff 1975:55) . Thus the use of amplifiers is considered a concomitant feature of the frequent use of hedges (I guess, I think, etc.) by women, who are said to 'be more tentative than men in their use of language […] , tending to use more hedges, possibility modals, and "egocentric sequences"' (Biber 2000:21) . While Lakoff 's claims may not be new, as early works by Stoffel (1901:101) and Jespersen (1922:250) also observed impressionistically that the use of amplifiers was characteristic of women's speech, it was Lakoff (1975) who inaugurated the research in gender and language, though the findings yielded in such research have often been inconsistent. For example, while some studies confirm Lakoff 's (and in fact Stoffel's and Jespersen's) claim that women use intensifiers more frequently than men (Bradac, Mulac and Thompson 1995 , Stenström 1999 , Tagliamonte and Roberts 2005 , others find just the opposite. For example, Drescher's (2003) study of the TOEFL 2000 Spoken and Written Academic Language (T2K-SWAL) Corpus shows that men use significantly more amplifiers than women, while Vasilieva (2004) also finds that men use boosting and hedging adverbs more frequently than women in the instructional computer-related texts. Still yet, others emphasize that intensifiers are not a unified category as far as gendered use is concerned. For example, Bradac et al. (1995) find that while women use more commonly used intensifiers (e.g. so, really), men are associated with less frequent items (e.g. pretty, completely) , indicating some level of within-category variability. Stenström (1999) and Stenström, Andersen and Hasund (2002) also find different preferences of intensifiers by London teenagers. Specifically, while girls are generally more frequent users of amplifiers, they prefer weaker expletives (with such amplifiers as really) when compared to boys, who are found to use strong swear terms such as bloody and fucking more frequently (see Section 3 Gender for further discussion of gender variations in the use of amplifiers).
There are at least two major issues with the early studies. First, most of the studies tend to posit static categories (e.g. 'women's language' and 'powerless language') and isomorphic relations between linguistic features and putative social classes (e.g., 'women use amplifiers more frequently than men'), ignoring the dynamic and indexical nature of language use, style, and social identity (for more discussions on these issues, see, e.g. Black and Coward 1981 , Eckert and Rickford 2001 , Lakoff and Bucholtz 2004 . Second, most of the studies have been conducted on the basis of limited resources such as intuitions and personal observations of white middle-class women in the U.S. (e.g. Lakoff 1975 ) as well as mere impressions supported by dialogues in fiction (e.g. Jespersen 1922) . In this study we will not address the first drawback directly, even though our findings can have considerable bearings on a range of traditional sociolinguistics subfields (see Section 10). Instead, our study will be based on a large balanced corpus and take account of multiple variables. We will demonstrate the complexity in the use of amplifiers in relation to a range of extralinguistic constraints in attested, authentic language data, and show why sweeping generalizations made in traditional sociolinguistic discussions need re-examination.
The advantages of using corpus data in linguistic research have been widely recognized, which will not be repeated here. Interested readers can refer to McEnery, Xiao and Tono (2006:80-122, 131-44) for a discussion of pros and cons of using corpus data. The corpus-based approach is not new to many sociolinguists. There have been an increasing number of studies that are corpusbased. In addition to Drescher's study mentioned earlier, Biber, Johansson, Leech, Conrad and Finegan (1999:564-69) , for example, compare the distribution of amplifiers across registers such as conversation and academic prose in British and American English; Paradis (2000) compares uses of adjective boosters in spoken British English in the 1960s and 1990s; Ito and Tagliamote (2003) explore amplifiers in York English in Britain, while Bauer and Bauer (2002) discuss adjective boosters in English of young New Zealanders; Kennedy (2003) examines the collocations of amplifiers in the context of language pedagogy; similarly, Recski (2004) compares collocations of intensifiers in written and spoken academic English while Partington (2004) compares the semantic preferences of maximizers. Many corpus-based studies of amplifiers, however, have their own common failure. For example, while Ito and Tagliamote (2003) take speaker age, gender and education into account, their discussion is nonetheless confined to merely two amplifiers (very and really). Similarly, in Stenström's (1999) corpus-based examination of London teenagers' use of amplifiers, only a small number of types (absolutely, completely, really, as well as bloody and fucking) were analyzed, and her findings were mostly based on a 21,000 word subcorpus from the 500,000-word Corpus of London Teenage Language (COLT), both the number of amplifiers studied and the size of her corpus, as she admits, being extremely small by today's standards. Finally, Precht (2002) , a study based on excerpts from the Longman Corpus of Spoken and Written English, focuses again on a small number of amplifiers (so, so much, really, etc.).
In short, previous studies either have not used computer corpora, or when they are corpus-based, they have used only a very small database, or only a small number of amplifiers are covered. Consequently, it is unsurprising that a number of competing and conflicting accounts of amplifiers, as noted earlier, have been proposed in the literature. In this article, we seek to address such drawbacks by exploring the distribution of more than 30 amplifiers in terms of a range of extralinguistic parameters such as register, gender, age, social class, and education level on the basis of the British National Corpus (BNC), which is a 100-million-word balanced corpus of British English tagged with linguistic as well as extralinguistic information (cf. Aston and Burnard 1998) . Our aim is to provide a comprehensive account of amplifiers in British English as mirrored by the attested language use in a sufficiently large representative corpus. We focus on the following research questions: How differently, if at all, do men and women use amplifiers, in quantitative and qualitative terms? Do one's age, social class and education affect their use of amplifiers? Are the gender and age of audience relevant parameters of gendered language? How are amplifiers used differently in different discourse modes and registers? In what way has the use of amplifiers developed over the past decades? We believe that the wide coverage of our dataset and the large number of amplifiers under consideration will enable us to provide more realistic answers to such questions. We will take a variation-based approach to these research questions while also taking account of the dynamic boundary between various parameters.
We have so far mentioned a number of related technical terms which are commonly found in the literature. In order to avoid terminological confusion, it is appropriate to clarify terminology used in this study before we introduce the amplifiers under study in this article. Intensifiers is a cover term for amplifiers (i.e. intensifiers with scaling up effects) and downtoners (i.e. 'detensifiers' , or intensifiers with scaling down effects). The terms downtoners and hedges are used interchangeably. There are two broad types of amplifiers, namely, maximizers and boosters, with the former indicating the upper extreme of a scale (e.g. absolutely, completely, utterly) and the latter denoting a high degree on a scale (e.g. badly, greatly, so). Maximizers constitute a relatively closed set in English while boosters are open-ended. However, the distinction between the two types of amplifiers is not always clear-cut. For example, extremely is considered a maximizer in Quirk et al. (1985:590) while Kennedy (2003:472) views it as a booster. Hence, in this study we will not make a distinction between the two subcategories, but rather consider both types of amplifiers. A total of 33 common amplifiers are included in this study:
absolutely, awfully, badly, bloody (tagged as AV0-AJ0 or AJ0-AV0), by far, completely, considerably, damn (tagged as AV0), dead (tagged as AV0), deeply, enormously, entirely, exceptionally, extremely, fully, greatly, heavily, highly, incredibly, jolly, particularly, perfectly, pretty (tagged as AV0), quite, real (tagged as AV0), really, severely, terribly, thoroughly, totally, utterly, very, wholly These amplifiers are selected from previous studies of amplifiers, notably Quirk et al. (1985:590-1) while taking account of limitations of the tool used in this study, i.e. the online version of the BNC via BNCweb hosted at the University of Zurich.
1 BNCweb is a convenient tool for exploring distribution and variation in the BNC, but it does not allow for Regular Expression search. 2 Hence it is not possible to search for patterns such as too or so followed immediately by an adjective, though it would be ideal to also include them as well as other amplifying devices such as the exclamatory how, and intensifying swear terms like fucking.
3 However, we have included items whose part-of-speech tags clearly indicate their use as amplifiers (e.g. the adverbial use of damn, pretty and real). A total of 322,173 instances of amplifiers in the above list were found in the BNC. 4 Our dataset thus contains a substantial increase in tokens and types over all of the previous studies on amplifiers.
In the sections that follow, we will explore the distribution of these amplifiers across various extralinguistic parameters encoded in the BNC, with particular reference to sociolinguistic variables.
Register
The first dimension of variation to be looked at is the spoken vs. written distinction. Biber et al. (1999:565) find that amplifiers are considerably more frequent in conversation than in academic prose. They do not compare spoken and written English in general. In this section we first explore the use of amplifiers in the spoken and written sections of the BNC before more fine-grained variations across registers are considered. Table 1 shows the frequencies of amplifiers normalized to a common base of one million words as well as the log-likelihood (LL) scores computed on the basis of raw frequencies (for more information about the use of log-likelihood measure in corpus analysis, see Rayson and Garside 2000) . As can be seen, amplifiers are over twice as frequent in spoken as in written English (6282.22 and 2946.74 instances per million words respectively), a difference which is statistically significant (with an LL score of 25294.48 for 1 degree of freedom, p<0.001). In terms of the use of individual amplifiers, speech and writing also display some interesting differences. The last column in Table 1 gives the LL scores arranged in descending order for each category. Of the 33 amplifiers under consideration, only two (enormously and incredibly) do not show a statistically significant difference in their frequencies in speech and writing. Unsurprisingly, speech appears to select informal amplifiers such as really, bloody, real, terribly, dead and damn as well as general amplifiers very and quite whereas more formal amplifiers are selected in writing (cf. Biber et al. 1999:564) . While a wider range of amplifiers are used in writing, high frequency amplifiers are mostly found in speech, accounting for the marked contrast between the two discourse modes. As we will see in the following sections, the distinction between speech and writing is important. It also affects the distribution of amplifiers across many other parameters studied in this article. Note, however, that speech and writing are not monolithic. There are more fine-grained distinctions between individual registers in both speech and writing. Figure 1 shows the distribution of amplifiers (frequencies per million words) across spoken and written registers. As can be seen, while the two spoken registers contain considerably more tokens of amplifiers than the three written registers, there are also variations across registers within each discourse mode. For example, amplifiers are more common in context-governed speech (s-CG) than in the demographically sampled conversations (s-demo). Similarly, books and periodicals (w-books) contain more amplifiers than the written-to-bespoken register. However, the difference between the two types of interaction (6382.18 and 6264.22 instances per million words for monologue and dialogue respectively) in spoken English is not significant statistically (LL=2.93 for 1 d.f., p=0.087).
Gender
As noted in Section 1, the question of which gender uses amplifiers more frequently has been a long standing issue since Stoffel (1901) , Jespersen (1922) and especially Lakoff 's work in the 1970s, and competing and conflicting answers have been proposed to this question. Different authors offer different answers largely because different amplifiers are studied and different databases are used. For example, contrary to most proposals, Fahy (2002) observes that men use amplifiers more frequently. The amplifiers in that study include such items as very, only, every, never, always, many of which are not considered as amplifiers in other studies. Also the databases used in some studies contain exclusively specialized texts such as computer conference materials (Fahy 2002) , academic language (Drescher 2003) , and computer-related instructional writing (Vasilieva 2004) . The large balanced corpus and the wider range of amplifiers under investigation will enable us to produce more reliable results, in our view. Table 2 gives the normalized frequencies (per million words) of amplifiers used by male and female speakers and writers. The log-likelihood score for each amplifier is also given, with statistically significant scores highlighted. As can be seen, when all amplifiers are taken as a whole, the difference between male and female speakers is not statistically significant (LL=0.002, 1 d.f., p=0.965), whereas in writing women use amplifiers significantly more frequently than men (3766.81 and 3078.10 instances per million words respectively). Clearly, our data provides mixed results for the observations that link amplifiers to the female language use (e.g. Stoffel 1901 , Lakoff 1973 , 1975 . Why do women use amplifiers much more frequently than men only in writing? It is a puzzle that cannot be easily accounted for by Jespersen's (1922:250) comments: 'The fondness of women for hyperbole will very often lead the fashion with regard to adverbs of intensity' . a corpus-based study of amplifiers in british english 249 
Figure 2 Male and female use of amplifiers in written genres
A closer look at the genre variations in the written BNC might shed some light. The BNC is encoded with a system of 70 genres and sub-genres (24 spoken and 46 written), which was developed in Lee (2001) . For the ease of comparison of men and women's use of amplifiers, all sub-genres are collapsed into the genre at the upper level, 5 and we will also ignore genres where neither male nor female use of amplifiers is found. Such manipulations leave us with 13 genres, which are illustrated in Figure 2 . As can be seen, the normalized frequencies of amplifiers used by men and women are similar in most written genres. In some genres (e.g. biographies and institutional documents) men use amplifiers even more frequently than women. Women use amplifiers in the written BNC significantly more frequently mainly because of their exceptionally high frequency of use in the genre of instructional writing. Instructional writing is largely procedural and has an informational focus. Hence it would be unsurprising that amplifiers are relatively infrequent in instructional texts such as manuals. Women's exceptionally high frequency of amplifier use in this genre may be associated a corpus-based study of amplifiers in british english 251 with 'their greater emotional expressiveness and sociability' (Carli 1990) . Our finding contrasts with Vasilieva (2004) , who observes a higher frequency of amplifier use for men than women in instructional writing, on the basis of a corpus of 263,901 words of computer-related texts. As our database is larger and more diversified than Vasilieva's (2004) , the generalization based on our data is reasonably expected to be more reliable. 6 An examination of the specific amplifiers used by male and female authors indicates that the higher normalized frequency for women in writing is mainly the result of three amplifiers: really, very and quite. This suggests that men and women demonstrate different preferences for individual amplifiers, supporting the findings reported in some earlier works (e.g. Bradac et al. 1995 , Stenström 1999 . Table 3 lists the items used significantly more frequently by men and women in speech and writing. It is interesting to note that some amplifiers (perfectly, pretty, totally and very) are used more frequently by men in speech only while the same items are used more frequently by women in writing only. The list seems to suggest that men use more maximizers while women are likely to use more boosters -if we choose to maintain a distinction between the two types of amplifiers. As is known, over the past three decades since Lakoff 's (1975) seminal work, linguists and feminists have been debating, commenting on and developing the 'Lakoff Hypothesis' , the results of which are incorporated in the revised and expanded edition of the book (Lakoff and Bucholtz 2004) . While her pivotal role is well accepted in language and gender study, Lakoff 's claims about women's language and the powerless style have undergone much criticism. For example, Mizokami (2001:144 ) describes Lakoff 's arguments based on the 'men as the norm and women as a deviation' framework, as 'folklinguistic stereotypes' and a product of 'androcentric ideology' , while Mizokami's (2003) study of men and women's use of polite expressions in spoken Japanese shows more 'sex similarity' than difference between the two genders. Since Lakoff (1975) , intensifiers (amplifiers and hedges) have become one of the important linguistic features in research of gendered language as well as in studies of language and power. Are amplifiers an indicator of powerful or powerless language? There is no simple answer to this question. Here, we hesitate to discuss the relationship between the use of amplifiers and power in language because any judgement of the contribution of amplifiers to a powerful or powerless language style must be subjective (cf. also Mizokami 2001:150) . In the tradition established by Lakoff (1975) and followed by Holmes (2001) and many others, amplifiers and hedges, together with polite forms, hesitations, disclaimers, empty adjectives, tag questions, and hypercorrect grammar, are indicators of tentativeness and hesitancy, which characterize a powerless language style. According to Lakoff, amplifiers are an indicator of women's lack of power in a mixed-sex interaction, because they boost or intensify the force of a proposition, assuming implicitly that a woman's statement would not otherwise be taken seriously. Erickson, Lind, Johnson and O'Barr (1978) also consider amplifiers as one of the linguistic features that characterize a powerless speech style. Like amplifiers, hedges are also viewed as an indicator of powerless language in the Lakoff tradition, because they are taken as a symptom of lack of assertiveness or authoritativeness, even though they have an entirely different effect from that of amplifiers. Since amplifiers and hedges are both considered as features of powerless language, 'it is unclear how they combine to affect perceptions of competence or attractiveness' (Hosman 1989:384) . Contrary to Lakoff (1975) and Erickson et al. (1978) , amplifiers are taken to be powerful in many other studies, e.g. McEwen and Greenberg (1970) , Newcombe and Arnkoff (1979) , Bradac, Schneider, Hemphill and Tardy (1980) , and Bradac and Mulac (1984) .
The dynamic interaction between linguistic features such as intensifiers with other constraints makes it even more difficult to judge the contribution of amplifiers to power and language. Hosman (1989) studied the interaction between different linguistic features, finding that 'Intensifiers are perceived as powerful, but only in the absence of hesitations or hedges' . Burgoon and Stewart (1974) observe an interaction between gender and intensifiers, i.e. in relation to the gender norm regarding language intensity, men's underuse, like women's over-use of amplifiers, can make them less persuasive (cf. Krauss and Chiu 1997) . In addition, Guiller and Durndell (2006) note that the use of amplifiers is affected by the socioemotional aspect of communication, for example, women are more likely to use amplifiers than men to intensify their agreement, whereas they rarely use an amplifier to intensify their disagreement. Finally, Janssen and Murachver (2004) observe that the topic of communication also plays an important role in gender-preferential language use. It is clear that amplifiers do not display consistent behaviour in affecting a powerful or powerless language style; or it can be said that the inconsistent behaviour of amplifiers is the result of 'a danger of seeing what you want to see' (Swann 1992:198) , depending upon 'the observer's situation and expectations' (Mizokami 2001:143) . Consequently, as Hosman (1989:402) suggests, 'Inclusion of intensifiers in powerful or powerless speech style messages may produce spurious results' .
Age
Age is an important demographic variable in sociolinguistic research. Language use reveals our age, which in turn affects our language use. Age and generation specific language use have been an important area in sociolinguistic research (e.g. Cheshire 1987 , Coupland and Coupland 2001 , Buchstaller 2006 , because there are 'pronounced differences in language use over the life-span' (Pennebaker, Mehl and Niederhoffer 2003:556) . For example, Poynton (1990) notes that the use of amplifiers is generational, e.g., middle-aged and elderly people use amplifiers more frequently than young people. In addition to the quantitative difference, Singh (2005) notes a qualitative difference, namely, elderly people frequently use very, mid-generation uses really, while teenagers prefer so. Whether or not these observations are supported by our corpus, they are nevertheless interesting lines of discussion. This section uses the data from the BNC to examine the effect of age on the use of amplifiers in speech and writing. Table 4 shows the distribution of amplifiers across user age groups.
7 Clearly, young people generally use amplifiers more often than older people in both speech and writing. The two discourse modes, however, also display a marked contrast for some age groups. In speech, those aged 15-24 and 25-34 are the most frequent users of amplifiers while children below 15 use amplifiers least frequently. While young children's under-use of amplifiers in speech might be accounted for from a developmental perspective, this approach cannot explain their over-use in writing. Children below 15 are found to be the most frequent users of amplifiers in the written BNC, though young people aged 15-24 and 25-34 still use amplifiers as frequently as they do in speech. Stoffel (1901:102) referred to children as 'ladies' men' , meaning that like ladies -and possibly influenced by ladies, who are likely to spend more time with children -children also prefer the use of amplifiers. Stoffel's observation is only partly supported by our data, i.e., the written BNC. A cross-tabulation of age and gender provides a partial explanation as to why children are the most frequent users of amplifiers in writing. As Table 5 indicates, the high frequency for this age group is mostly contributed by female writers (with a female/male ratio of 2.01).
The exceptionally high frequency of use by children in the written BNC is also the result of skewed distribution of amplifiers across genres. Amplifiers are most common in personal letters (8231.71 per million words), school essays (6353.65), and email (4402.83), in comparison with an average of 2822.4 for all written genres. Samples of writing by children below 15 are only found in two genres, school essays and miscellaneous writing (with a normalized frequency of 2867.1, also above the average), whereas they are not represented in genres with a low frequency of amplifiers (e.g. administrational texts).
8 Children under 15 are unlike any other age group; they use amplifiers much more frequently in writing than in speech (see Table 4 ). People aged 60+ also show an unexpectedly high propensity a corpus-based study of amplifiers in british english 255 to use amplifiers in writing (ranked 2 nd together with the age group 15-24, see Table 4 ). As in the frequent user groups 0-14 and 15-24, female authors aged 60+ also contribute a considerably larger proportion of amplifier use in this age group, which has a normalized frequency of 4104.72 in relation to the average 3631.49. A more important factor that has pushed up the frequency for people over 60 years of age is that elderly people are the most frequent users of amplifiers in the genre of personal letters, in which amplifiers are most common. They also show a considerably higher frequency than the average in genres such as commerce, nonacademic prose of social science, and academic prose of humanities and arts. Table 6 lists frequent (over 100 instances per million words) and infrequent (below 10 instances per million words) amplifiers used by different age groups in speech and writing. It can be seen from the table that, apart from very, quite and really -the three most common amplifiers used by all age groups in both speech and writing, absolutely and bloody are used frequently by most age groups in speech whereas particularly is used frequently by most age groups in writing only. It is interesting to note that children under 15 do not appear to use amplifiers other than very, often and really frequently, especially in speech. In writing, there are 13 infrequent items with a frequency below 10 for this age group while the corresponding figures for other age groups range from 4 to 7. Clearly, adolescents' use of amplifiers is largely restricted to a small handful of most common items whereas they have a larger number of low frequency items in relation to other age groups. Our finding is in line with Bauer and Bauer's (2002) observations of adjective boosters in adolescent New Zealand English. This is perhaps because most children under 15 do not have a large inventory of amplifiers at their disposal, which means that the use of amplifiers is probably associated with language experience and education level. In the section that follows, we will examine the effect of education level on the use of amplifiers.
Education level
As the information pertaining to education level is only encoded in the spoken BNC, this section considers the potential effect of speakers' education level on their use of amplifiers. In the spoken BNC, the age at which the speaker ceased full-time education is specified by one of the following values: still in education, left school aged 14 or under, left school aged 15 or 16, left school aged 17 or 18, education continued until age 19 or over, and information not available. We will ignore the last of these categories. As illustrated in Figure 3 , those who receive more education generally use amplifiers more frequently. Those still in education are closer to people whose education continued to age 19 or over. The difference between the three groups is statistically significant (with an LL score of 10.72 for 2 d.f., p=0.02). Note, however, that this result should be read with caution, because in the spoken BNC there are only two speakers who left school aged 14 or below and 24 whose education continued until age 19 or over, with 216 speakers still in education. 10 While speakers still in education use slightly more amplifiers than those post 19 years, the difference between the two groups has no statistical significance at all (LL=0 for 1 d.f., p=1.00). The numbers of amplifiers used by speakers appear to be positively correlated with their education levels. People who receive more education not only use amplifiers more frequently, but they use a greater variety of amplifiers than less educated people as well.
Social class
While social stratification may take forms that vary from society to society, it is quite straightforward in Britain. Unlike the U.S.A., where race and ethnicity are important social differences, social class is the most salient form of social stratification in Britain. Argyle (1994:3) and Macaulay (2005:36) show that there is a British class system in which most people are clearly aware where they belong. Bernstein produced a series of influential papers on language and social class in the late 1950s and early 1960s (see Lawton 1968 , Chapter V for a review and critical comments), but as Lawton (1968:82) notes, his definition of social class is not completely satisfactory. In the BNC, speakers are classified into four social classes: AB, C1, C2 and DE, which refer to (upper) middle class (AB), lower middle class (C1), skilled working class (C2), and working class/underclass (DE). By occupation, these categories are associated with 'managerial and professional' (AB), 'supervisory and clerical' (C1), 'skilled manual' (C2), and 'unskilled manual and unemployed' (DE). The categories in the class system used in the BNC correspond to the four social classes which Macaulay's (1976) initially assumed. But after looking at linguistic results and interviewees' self-reports, he decided to reduce them to three classes, roughly corresponding to upper middle classes, lower middle class, and working class (cf. Macaulay 2005:36) .
This section explores the distribution of amplifiers across the four social classes. Figure 4 shows that the frequency of amplifiers declines steadily from AB to C1, and then to C2/DE, but the contrast between C1 and DE is not as marked as those for AB versus C1, and for C1 versus C2.
11 The difference in the distribution across the four social classes is statistically significant (LL=612.64 for 3 d.f., p<0.001). DE shows a higher frequency than C2 because the swear term included in this study, bloody, is much more frequent in the data for DE than for other classes, as we will see shortly. If we follow Macaulay (1976) and combine the two working classes, the pattern of distribution is very clear in the BNC.
Figure 4 Distribution of amplifiers across speaker social classes
It is interesting to note that bloody is a frequent amplifier (over 100 instances per million words) used by all social classes except AB. 12 The normalized frequency of this swear term also increases steadily from higher to lower class: AB (70.24), C1 (169.89), C2 (226.47), and DE (300.98). While 24 spoken genres are covered in the BNC (see Lee 2001) , 93.33% of total instances of bloody as an amplifier are found in just one genre, i.e. demographically sampled conversation, which a corpus-based study of amplifiers in british english 259 has a frequency of 202.8 instances per million words, much higher than the second highest frequency 48.15 for the genre of broadcast documentary. In demographic conversation, the distribution pattern of bloody is almost the same as for the whole spoken BNC: AB (80.11), C1 (169.89), C2 (226.47), and DE (323.24) . Fries (1940:204-5 ) divides intensifiers in American English into two categories: standard and 'vulgar' , with very being attributed to the standard form and a whole host of others such as pretty, real and so being viewed as vulgar forms (cf. Ito and Tagliamote 2003:261) . Apparently, this division is largely supported by the proportions of very in the total occurrences of amplifiers used by different social classes in the BNC. The proportion for AB (34.53%) is significantly higher than those for other classes (27.45%, 23.98% and 26.30% for C1, C2 and DE respectively). Nevertheless, it should be noted that really and quite are among the exceptionally frequent amplifiers (over 1,000 occurrences per million words) used by people educated until 19 or over and speakers from higher social classes such as AB and C1. While a small number of amplifiers (e.g. bloody, damn, dead) might be labelled as what Fries called 'vulgar forms' , the use of most amplifiers can no longer be labelled as 'vulgar parlance' (Stoffel 1901:122) . As noted in Section 2, amplifiers are used in formal context-governed speech even more frequently than in informal demographic conversation.
Audience gender
The theories of audience design (Bell 1984 (Bell , 1997 (Bell , 2001 ) and speech accommodation Powesland 1975, Giles and Coupland 1991) predicate that speakers shift their style to accommodate their audience in face-to-face and mass communication. While we would very much like to verify these observations using spoken data, only the written BNC is encoded with information pertaining to the audience. This section and the section that follows examine the potential influence of audience gender and age on the use of amplifiers in writing. We noted in Section 3 that men and women use amplifiers differently only in writing. Does the audience gender also influence the distribution of amplifiers? Other studies have shown mixed results. For example, Bradac et al. (1995:107) observe that 'the use of amplifiers (and hedges) by men and women was not affected by their participation in same-versus mixed-sex dyads' , a finding that contrasts with Mulac, Wiemann, Widenmann and Gibson (1988) and Carli (1990) , which report a tendency for convergence as predicted by the accommodation theory. That is, women's use of amplifiers (and hedges) will decrease in mixed-sex dyads (to conform to the expectations of the male partner), whereas men's use of these linguistic forms will increase in the mixedsex context (to conform to the expectations of the female partner).
The gender of the target audience in the written BNC is divided into three categories: male, female and mixed. The corpus shows that amplifiers are significantly more frequent in writing intended for a female than male audience (4204.19 and 3658.68 occurrences per million words respectively, LL=131.76 for 1 d.f., p<0.001). This is probably because both male and female authors use amplifiers much more frequently in writing with an intended female audience, 13 as shown in the cross-tabulation in Figure 5 . Figure 5 Cross-tabulation of author gender and audience type Figure 5 also shows that for both male and female authors, writing intended for a mixed gender audience is more akin to writing with an intended male audience. The differences between writings intended for a mixed audience and for a female audience are statistically significant for both male (LL=11.975, 1 d.f., p=0.001) and female (LL=697.676, 1 d.f., p<0.001) authors, but the differences between writings intended for a mixed audience and for a male audience have no statistical significance at all in both cases (LL=0.498, 1 d.f., p=0.480 for male authors and LL=0.395, 1 d.f., p=0.395 for female authors). Our finding based on written English appears to support Bradac et al. 's (1995) observation pertaining to the effect of mixed gender audience. Nevertheless, as audience gender is not encoded in the spoken BNC, there is no way for us to verify if this finding also applies to spoken English.
In terms of individual amplifiers, writing intended for a male and female audience selects different items, which means that some amplifiers are significantly more frequent in writing with an intended female audience whereas a corpus-based study of amplifiers in british english 261 others are considerably more frequent in writing intended for a male audience, as shown in Table 7 . It can be seen that amplifiers preferred in writing for a female audience appear more informal than those for a male audience. 
Audience age
Target audience is classified into four age groups in the written BNC: child, teenager, adult, and any (i.e. writing intended for audiences of all age groups). We will discard the last group and consider the first three in this section. Our data shows that amplifiers are significantly more frequent (LL=453.67 for 2 d.f., p<0.001) in writing intended for children and teenagers (3601.69 and 3723.29 occurrences per million words respectively) than for adults (2949.16 instances per million words). This is in line with the findings reported in Section 4, where children and young adults are found to be among the most active users of amplifiers. In terms of usage frequency, the difference between the child and teenage groups is not statistically significant and can be ignored (LL=2.388 for 2 d.f., p=0.122). In terms of individual amplifiers, however, it appears that the teenager group is closer to the adult group. As can be seen in Table 8 , items other than very, really and quite are not frequently used in writing for children whereas there are more frequent items in writing for teenagers and adults. While informal amplifiers such as damn and real are uncommon in writing intended for all audience age groups, the low frequency profiles are very similar for teenager and adult groups. In contrast, the low frequency profile for the child group includes, in addition to bloody and dead, many items that do not necessarily show up on the infrequent lists for more mature age groups (e.g. by far, wholly, considerably, thoroughly, and greatly). 
Publication date
The written BNC covers three decades from the early 1960s to the early 1990s, divided into three periods as shown in Figure 6 . It can be seen in the figure that the use of amplifiers declined over the intervening three decades. A total of a corpus-based study of amplifiers in british english 263 4020.38 instances of amplifiers per million words are found in the data for the period 1960-1974, 3315.27 instances for 1975-1984 and 2926.63 instances for 1985-1993 . The differences between these periods are statistically significant (LL=173.66, 1 d.f., p<0.001 for periods 1960 -1974 vs. 1975 -1984 LL=214.85, 1.d.f., p<0.001 for periods 1975 LL=214.85, 1.d.f., p<0.001 for periods -1984 LL=214.85, 1.d.f., p<0.001 for periods vs. 1985 LL=214.85, 1.d.f., p<0.001 for periods -1993 .
Figure 6 Distribution of amplifiers across three periods
This decline in the frequency of amplifier usage is supported by further evidence from the LOB (Johansson, Leech and Goodluck 1978) and FLOB (Hundt, Sand and Siemund 1998) corpora, which represent written British English in the early 1960s and the early 1990s respectively, a sampling period comparable to that of the written BNC used in this section. A total of 3,361 instances of the amplifiers under consideration are found in LOB (1,138,510 tokens including punctuation marks) and 3,085 occurrences are found in FLOB (1,168,799 tokens). The difference is highly significant statistically (LL=20.12 for 1 d.f., p<0.001).
A cross-tabulation of author gender with publication date shows some subtle gender differences. As can be seen in Figure 7 , while the male use of amplifiers declined steadily across the three periods, the female use dropped in the second period but bounced back in the third period, although on the whole the female use of amplifiers also declined in relation to the first period. The variations between the different periods for both male and female authors are statistically significant. Figure 8 shows the normalized frequencies of amplifiers used by authors from different age groups. It is clear that while the use of amplifiers declined in general from the early 1960s to the early 1990s, the picture becomes more complex when author ages are taken into account. Note that as the data for the age group 0-14 is only available for the period 1985-1993, this group is excluded from analysis. The age group 15-24 displays a V-shaped curve. Their use of amplifiers dropped sharply from the first period to the second period (LL=36.61, 1 d.f., p<0.001), but bounced up in the third period to a level comparable to the first period (the difference between the third and a corpus-based study of amplifiers in british english 265 first periods is not statistically significant, with LL=2.38 for 1 d.f., p=0.123). From an inter-period point of view, this group displays the most dramatic developmental tendencies: first a sharp decline and then a sharp increase. The use of amplifiers by authors from the age group 25-34 declined significantly (LL=52.51, 1 d.f., p<0.001) from the first to second period and remained stable in the third period (the difference between the two latter periods is not significant: LL=0.123, 1 d.f., p=0.726). The use by authors aged 35-44 shows an unexpected significant rise from the first to second period (LL=30.61, 1 d.f., p<0.001), but dropped sharply from the second to third period to a level significantly below the first period (LL=45.90, 1 d.f., p<0.001). The use by authors aged 45-59 dropped steadily from the first to second period (LL=48.42, 1 d.f., p<0.001) and remained stable in the third period (the difference between the two latter periods is not statistically significant: LL=0.43, 1 d.f., p=0.519). The age group 60+ is the only group that shows a significant increase in the use of amplifiers from the first to second period (LL=5.38, 1 d.f., p=0.022) but remains at a level comparable to that of the first period in spite of a slight drop from the second period (the difference between the third and first periods is not significant: LL=2.62, 1 d.f., p=0.106).
The overall decline in the use of amplifiers from the early 1960s to the early 1990s is interesting, so is the interaction of gender and age with the temporal dimension. What caused this decline over the intervening three decades? Could the decline have been caused by some social sanctions against the use of explicit hyperbolic expressions associated with amplifiers? Or could it have been due to the popularity of other linguistic devices than amplifier expressions? Why did men and women, as well as people of different ages, show different patterns of change over time? Questions like these cannot be answered by looking at the corpus data alone. They beg further investigation using other methodology and resources than corpora. The use of the corpus methodology also defines the boundary of a given study (cf. McEnery and Xiao 2004:266) . We will discuss the implications of such limitations in the concluding section.
Discussion and conclusions
In this paper we have explored how extralinguistic constraints affect the use of amplifiers in British English, with particular reference to sociolinguistic variables. Specifically, we have examined the distribution of a total of 33 amplifiers across the following categories: register, gender, age, education level, audience gender and age, and publication date, which are encoded in the British National Corpus (BNC), the largest balanced corpus of British English today.
Our results paint a complex picture. That is, while some tendencies are quite clear -for example, amplifiers appear more frequently in speech than in writ-ing, higher levels of education correlate with higher frequencies of use, and there is an overall decrease in the use of amplifiers over a 30 year period -other areas defy simple generalizations (e.g. gender differences between men and women vary from speech to writing, so do the differences among individual amplifiers and among age groups).
These results also raise a number of interesting issues pertaining to both traditional sociolinguistic concerns and the emerging field of corpus linguistics. The first issue is related to the claims of gendered language. Is gender alone sufficient as a sociolinguistic variable that defines men's or women's language in the Lakoff tradition? As far as the use of amplifiers is concerned, our dataset has given a negative answer. Gender on its own has no explanatory power. It can interact with other sociolinguistic variables such as age, socioeconomic and education levels, and possibly also race and ethnicity. In addition, contextual constraints such as discourse mode, genre, communication topic, and interpersonal relationship can affect the language used by various social groups as well. Hence, instead of talking about men's and women's language, it would be more appropriate to talk about linguistic features men and women prefer in particular contexts, but not necessarily on all occasions (Lakoff and Bucholtz 2004) . Our quantitative analysis of amplifiers leads to interesting questions to be explored in more qualitative sociolinguistic research. For example, what does it mean to use amplifiers more or less frequently? Or more specifically, what does it mean for certain groups -as defined by age, gender, social class, or a combination of these -to prefer or shun linguistic devices such as amplifiers and hedges in certain contexts? 15 While 'not everything that can be counted counts' as Einstein's saying goes, the implications of these questions are certainly something that counts in sociolinguistic research.
The second issue concerns the relationship between amplifier use and the language of 'the powerless' . As noted in Section 3, while men and women show some difference in their preferences for individual amplifiers, amplifiers as a holistic category may not be a reliable indicator of gendered language; neither are they a consistent feature for powerful or powerless language. The distribution of amplifiers across registers, genders, ages, social classes, and education levels in the BNC indicates that there is nothing intrinsically powerful or powerless about amplifiers, but it may be the preference of certain groups that are socially described as powerful or powerless that makes amplifiers indexical of such notions (cf. Black and Coward 1981/1998). 16 This understanding is supported by a number of direct and indirect bodies of evidence found in this study: 1) the lack of strong preferences with regard to gendered distribution of amplifiers in everyday speech, in spite of a strong preference for women to use amplifiers in writing, would considerably weaken any suggestion of a close link among gender, power relation and amplifier use, for it would be inconceivable that the hypothesized power relation somehow does not manifest in everyday interaction; 2) the positive correlation between frequent use of amplifiers and high levels of education -it would be absurd to assume that the more education one receives, the less powerful one becomes; and 3) the declining tendency of amplifier use over time -it would be equally ridiculous to assume that the more developed the society is, the less powerful one becomes. Amplifiers may be a useful sociolinguistic variable in some ways, but sweeping claims do not accord well with the attested data.
Thirdly, related to the point made above is the theoretically more challenging issue concerning the boundary among linguistic, social, and stylistic constraints insofar as sociolinguistic variation is concerned. As the works represented in Eckert and Rickford (2001) demonstrate, the boundaries among such constraints are more dynamic than discrete. This dynamic boundary of the three constraints is also reflected by the potential interaction between gender and the use of amplifiers we noted in Section 3: linguistic (over or under-use of amplifiers), social (gender), and style (powerful vs. powerless speech style). Style can be reflective of the social; it should also be viewed as constitutive and creating of the social. Our corpus-based study supports this dynamic view, at least indirectly, with evidence demonstrating the lack of isomorphic relations among social categories and amplifier use and, by contrast, the tremendous variation among various extralinguistic categories as summarized in the preceding paragraph.
Fourthly, beyond the use and role of amplifiers as a holistic category, a further issue raised in this study relates to the statuses of common and less commonly used amplifiers. We have shown throughout the article that amplifiers of different frequency ranks may behave differently in discourse, and as such they should be treated accordingly when they are used as sociolinguistic variables in research. Traditionally, however, when scholars investigate amplifiers and social factors, there has been a tactic assumption that amplifiers, just as hedges, are of the same nature. But in fact, as noted in Section 3, frequent and less frequent amplifiers may align differently across the sociolinguistic cline (e.g. females use more frequent intensifiers whilst males are associated with less frequent items). In addition, our analysis of the distribution of amplifiers across age groups indicates that while high frequency amplifiers such as very, quite and really are used frequently by users from all age groups and in both speech and writing, less frequent items tend to be confined, as can be expected, to certain age groups and/or discourse modes (recall that absolutely and bloody are used by most age groups in speech whereas particularly is used frequently by most age groups in writing). This finding seems to suggest that future studies of amplifier use across social groups need to select amplifiers more carefully, taking account of discourse modes as well as the distribution patterns of infrequent amplifiers. Here, clearly, sociolinguists can and should take advantage of corpus data and analytic tools for quantitative analysis.
In conjunction with the last point made above, the final issue is associated with the corpus-based approach to linguistic research in general and to sociolinguistic research in particular. While the work presented in this study certainly demonstrates the value of large corpora, especially those coded with rich extralinguistic information, it also points to some of the limitations of a corpus-based study. Corpora are valuable in showing statistically central and typical language use, but they cannot provide an explanation to what we see in corpus data. However, just as it would be ridiculous to criticize a telescope for not being a microscope, it is equally pointless to criticize a corpus for not being able to do what is not intended to do (cf. Stubbs 1999) . Indeed, what cannot be done using corpora must be done using other research methodologies. Or even better, the corpusbased approach should be combined with alternative methodologies such as variation-based sociolinguistic research to provide a descriptively accurate yet explanatorily adequate account of attested language use. Even with such intrinsic limitations, it is our belief that sociolinguistic research, like many other branches of linguistics, can benefit from the corpus-based approach, especially when the corpus used is well-designed and richly coded with sociolinguistic information (cf. McEnery, Xiao and Tono 2006:108-10) . In this sense, our study can be seen as a small step toward the marriage between sociolinguistics and corpus linguistics.
