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Abstract
The variational iteration method proposed by Ji-Huan He is a new analytical method to solve nonlinear equations. This paper
applies the method to search for exact analytical solutions of linear differential equations with constant coefficients. Furthermore,
based on the precise integration method, a coupling technique of the variational iteration method and homotopy perturbation
method is proposed to solve nonlinear matrix differential equations. A dynamic system and Burgers equation are taken as examples
to illustrate its effectiveness and convenience.
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1. Introduction
Nonlinear phenomena play a crucial role in various fields of science and engineering; the corresponding nonlinear
equations and their analytic or numerical solutions are fundamentally important. Apart from a limited number of these
problems, most of them do not have a precise analytical solution, so these nonlinear equations should be solved using
approximate methods.
The homotopy perturbation method (HPM) proposed by He [1,2] is constantly being developed and applied to
solve various nonlinear problems by He [3–10] and by others [11–15]. Unlike analytical perturbation methods,
the HPM does not depend on a small parameter which is difficult to find. The variational iteration method
was another simple and effective method for nonlinear equations proposed by He [16–21], which can provide
analytical approximations to a rather wide class of nonlinear equations [22–27] without linearization, perturbation, or
discretization which can result in massive numerical computation.
The matrix differential equation (MDE) is a crucial mathematical foundation of system engineering and control
theory. Furthermore, high-order differential equations and partial differential equations could be transformed into
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matrix differential equations. But most matrix differential equations do not have precise analytical solutions apart
from the linear time-invariant system. In this paper, a coupling technique of He’s VIM and HPM is developed to
give an approximate analytic solution of the matrix differential equation. The corresponding numerical result could
be obtained by the precise integration method (PIM) proposed by Zhong [28]. In contrast to the traditional finite
difference approximation, the numerical results of the PIM for a set of simultaneous linear time-invariant ODEs have
computer precision and also are free from the stiff problem.
2. Fundamental theory of the coupling technique of the VIM and the HPM
2.1. VIM for matrix differential equations
Consider a nonlinear matrix differential equation as follows:
L(V˙,V, t)+ N (V˙,V, t) = G(t) (1)
where L is a linear operator, N a nonlinear operator andG(t) an inhomogeneous term;V is an n-dimensional unknown
vector, and the dot stands for the differential with respect to time variable t . For convenience, Eq. (1) can be rewritten
as
V˙−HV− F(V˙,V, t) = 0. (2)
H is a given n × n constant matrix, and F(V˙,V, t) is an n-dimensional nonlinear external force vector.
According to the VIM, we can write down a correction functional as follows:
Vn+1(t) = Vn(t)+
∫ t
0
λ
⌊
V˙n(τ )−HVn(τ )− F( ˙˜Vn, V˜n, τ )
⌋
dτ (3)
where λ is a general Lagrange vector multiplier [16,17,21] which can be identified optimally via the variational theory.
The subscript n denotes the nth approximation and V˜n is considered as a restricted variation [21], i.e. δV˜n = 0.
Using the VIM, the stationary conditions of Eq. (3) can be obtained as follows:
λ′ + λH = 0
1+ λ(τ )|τ=t = 0. (4)
The Lagrange vector multiplier can therefore be readily identified:
λ(τ ) = −eH(t−τ). (5)
As a result, we obtain the following iteration formula:
Vn+1(t) = Vn(t)−
∫ t
0
eH(t−τ)
⌊
V˙n(τ )−HVn(τ )− F( ˙˜Vn, V˜n, τ )
⌋
dτ. (6)
According to the VIM, we can start with an arbitrary initial approximation that satisfies the initial condition. So
we take the exact analytic solution of V˙−HV = 0 as the initial approximation, that is:
V0(t) = eHtA (7)
where A is the given initial value vector.
Substituting Eq. (7) into Eq. (6), and after simplification, we have
Vn+1(t) = Vn(t)+
∫ t
0
eH(t−τ)F( ˙˜Vn, V˜n, τ )dτ. (8)
According to the theory of matrices, the analytical expression of the external force F( ˙˜Vn, V˜n, τ ) is required now,
but it is not always available except when F( ˙˜Vn, V˜n, τ ) is a constant vector f; that is,
F( ˙˜Vn, V˜n, τ ) = f; (9)
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the integration term of Eq. (8) is∫ t
0
eH(t−τ)fdτ = (eHt − I)H−1f (10)
where the exponential matrix eHt can be calculated accurately by the PIM, and I is a unit matrix.
Substituting Eq. (10) into Eq. (8), we obtain the variational iteration formula of the matrix differential equation:
Vn+1(t) = Vn(t)+ (eHt − I)H−1f. (11)
2.2. Coupling technique of the VIM and HPM for nonlinear matrix differential equations
In most cases, F( ˙˜Vn, V˜n, τ ) is not a constant vector. So, the approximate method should be taken to calculate the
integration term of Eq. (8). The common method is first to expand the nonlinear term in a Taylor series, and then solve
it by an iteration method. In order to obtain a high precision, a very small time step should be taken, which results
in huge computational complexity and greatly restricts its application in engineering. Here, the HPM is employed to
solve this problem. In the following, two examples are given to illustrate that the coupling technique of the HPM and
VIM is a simple and effective method for matrix differential equations.
According to the HPM, a linear homotopy function for Eq. (2) can be constructed as
V˙−HV− F(V˙,V, t)+ ε [f0 − F(V˙,V, t)] = 0 (12)
where f0 is a known initial value vector, and ε ∈ [0, 1] is the homotopy parameter. According to the perturbation
theory, the solution of Eq. (12) can be expressed as the power series expansion of ε:
V = V0 + εV1 + ε2V2 + · · · . (13)
Substituting Eq. (13) into Eq. (12), we have
ε0 : V˙0 = HV0 + f0 (14)
ε1 : V˙1 = HV1 − f0 + f1 (15)
ε2 : V˙2 = HV2 + f2 (16)
where f1 and f2 are the terms containing ε1and ε2 respectively in the expansion of εF(V˙,V, t). According to the VIM,
taking one iteration and setting the initial values of V1 and V2 as 0, the general solutions of Eqs. (14)–(16) could be
given as follows:
V0(t) = eHtA+ (eHt − I)H−1f0 (17)
V1(t) = (eHt − I)H−1(f1 − f0) (18)
V2(t) = (eHt − I)H−1f2. (19)
Substituting Eqs. (17)–(19) into Eq. (13), and assuming ε = 1, the approximate analytic solution of Eq. (1) can be
obtained. As the exponential matrix eHt can be calculated accurately by the PIM [28–31], the numerical solution of
Eq. (1) can be obtained easily.
3. Applications
In order to assess the accuracy of the coupling technique of the VIM and HPM for solving nonlinear matrix
differential equations, we will consider the following two examples.
3.1. One-dimensional Burgers equation
Consider that the one-dimensional Burgers equation has the form [22,23,29]
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Fig. 1. Analytical solutions of the Burgers equation at different times.
∂u
∂t
+ u ∂u
∂x
= 1
Re
∂2u
∂2x
, x ∈ [0, 2] , t ≥ 0 (20)
with the initial and boundary conditions
u (x, 0) = sin(pix), u(0, t) = u(2, t) = 0 (21)
where t denotes time and Re denotes the Reynolds number.
The Burgers equation (11) has an analytic solution as follows:
u(x, t) = 4pi
Re
∞∑
n=1
n exp
(−n2pi2t
Re
)
In
( Re
2pi
)
sin(npix)
2
∞∑
n=1
exp
(−n2pi2t
Re
)
In
( Re
2pi
)
cos(npix)+ I0
( Re
2pi
)
where In(x) is the modified Bessel function of the first kind. The figures of the analytic solution with Re = 100 at
t = 0.0, 0.4, 0.6 are shown in Fig. 1, respectively. It is easy to see that the analytic solution evolves into a shock wave
near t = 1, and the gradient becomes larger and larger with the increasing of Re. So the Burgers equation is often
used to test the validity of numerical methods.
In the literature [22,23], the solutions of the Burgers equation and coupled Burgers equations are exactly obtained.
But in this paper, Eq. (11) is rewritten approximately as a matrix differential equation, and then its numerical solution
can be obtained by using the coupling technique of the HPM and VIM. It will be proved that this coupling technique
is better than other numerical methods.
In general, the solution u(x, t) can be approximately expressed as
u(x, t) ≈ u j (x, t) =
2 j∑
n=0
u (xn, t) ω j (x − xn). (22)
Substituting Eq. (22) into Eq. (20), a system of nonlinear ODEs can be obtained as follows:
2 j∑
n=0
u j (xn, t)
[
1
Re
ω′′ (xk − xn)− u j (xk, t) ω′ (xk − xn)
]
= du j (xk, t)
dt
(23)
where k = 0, 1, 2, . . . 2 j , j ∈ Z . ω(x) is the weight function; any basic function defined in Hilbert space can be taken
as the weight function. Here, we take the quasi-Shannon wavelet as the weight function; it is defined as [30]
ω(x) = sin(pix)
pix
exp
(
− x
2
2σ 2
)
, σ > 0 (24)
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where σ is a width parameter (called the window size). In applications, the best results are usually obtained when
σ = r1 (r is a parameter chosen in computations; usually the change range of r is between 2.2 and 4.0).
Assuming x ∈ [a, b], the discrete point sequence of the variable x can be defined as
xn = a + b − a2 j · n, j ∈ Z , n = 0, 1, 2, . . . 2
j . (25)
For simplicity, let
V j =
(
u j (x0, t) , u j (x1, t) , . . . , u j
(
x2 j , t
))T (26)
U = diag(V j ) (27)
W1 =

ω′ (x0 − x0) ω′(x0 − x1) · · · ω′(x0 − x2 j )
ω′(x1 − x0) ω′(x1 − x1) · · · ω′(x1 − x2 j )
...
...
. . .
...
ω′(x2 j − x0) ω′(x2 j − x1) · · · ω′(x2 j − x2 j )
 (28)
W2 =

ω′′(x0 − x0) ω′′(x0 − x1) · · · ω′′(x0 − x2 j )
ω′′(x1 − x0) ω′′(x1 − x1) · · · ω′′(x1 − x2 j )
...
...
. . .
...
ω′′(x2 j − x0) ω′′(x2 j − x1) · · · ω′′(x2 j − x2 j )
 (29)
M0 = 1ReW2 (30)
M1 = −UW1 (31)
and then Eq. (23) can be rewritten as a matrix differential equation:
d
dt
V j = M0V j +M1(V j )V j . (32)
According to the HPM, we can construct the linear homotopy function as follows:[
dV j
dt
−M0V j −M1(A)V j
]
+ ε
[
dV j
dt
−M0V j −M1(V j )V j −
(
dV j
dt
−M0V j −M1(A)V j
)]
= 0 (33)
where A is a known initial value, and ε ∈ [0, 1] is the homotopy parameter.
According to the homotopy perturbation theory, the solution of Eq. (33) can be expressed as a power series
expansion of ε:
V j = V0j + εV1j + ε2V2j + · · · . (34)
Substituting Eq. (34) into Eq. (33), we have
ε0 : dV
0
j
dt
= (M0 +M1(A))V0j (35)
ε1 : dV
1
j
dt
= [M0 +M1(A)]V1j +
[
M1
(
V0j
)
−M1 (A)
]
V0j (36)
ε2 : dV
2
j
dt
= [M0 +M1(A)]V2j +
[
M1(V0j )−M1(A)
]
V1j +M1
(
V1j
)
V0j . (37)
According to VIM, the solutions of Eqs. (35)–(37) can be obtained as
V0j (t) = eHtA (38)
V1j (t) = eHt
(
H−1r0
)
−H−1r0 (39)
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Fig. 2. Errors of the two methods (τ = 0.0001, t = 0.6).
Fig. 3. Numerical results of the two methods (τ = 0.02, t = 0.08).
V2j (t) = eHt
(
H−1r1
)
−H−1r1 (40)
where H = M0 +M1(A), r0 = (M1(V0j ) −M1(A))V0j , r1 = (M1(V0j ) −M1(A))V1j +M1(V1j )V0j . Substituting
Eqs. (38)–(40) into Eq. (34), and letting ε = 1, we obtain
V j = eHtA+
(
eHt − I
)
H−1 (r0 + r1) . (41)
The comparison of the coupling technique of the VIM and the HPM and the common interpolation method is
shown in Figs. 2–4. As the time step τ becomes smaller (see Fig. 2, τ = 0.001), both the above two methods have
higher precision. However, the coupling technique is better than the interpolation method. As τ increases to 0.02
(Fig. 3), the common interpolation method fails and t is not more than 0.08, but the coupling technique has enough
precision even when the time step increases to 0.2 and t is more than 0.6 (Fig. 4).
3.2. Strong nonlinear structural dynamic systems
Consider a strong nonlinear dissipative system as follows:
x¨ + µ(x2 − 1)x˙ + x + kx2 = 0. (42)
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Fig. 4. Numerical results of the HPM and the VIM (τ = 0.2, t = 0.6).
Fig. 5. Curves of x in different methods (τ = 0.4, k = 0.25, µ = 1).
In a Hamilton system, Eq. (42) can be rewritten as Hamilton canonical equations as follows:[
v˙1
v˙2
]
=
[
0 1
−1 µ
] [
v1
v2
]
+
[
0
−v21(µv2 + k)
]
. (43)
Let k = 0.25, µ = 1, and the initial conditions be defined as v(0)1 = 0.614, v(0)2 = 0.0.
According to the coupling technique of the VIM and the HPM, the solution of this dissipative system can be
obtained by Eqs. (17)–(19) directly. As this system has no exact analytic solution, the solution obtained by the
Adams–Bashforth–Moulton method (ABM) which is built into Matlab 7.0 is taken as the exact solution.
The numerical results obtained by using both methods are shown in Figs. 5 and 6. They reveal that the method
proposed in this paper can provide a more precise solution than the classical interpolation method.
4. Conclusion
The coupling technique of the VIM and the HPM developed in this paper can solve nonlinear matrix differential
equations successfully. Comparison of numerical results for the Burgers equation and strong nonlinear dynamic
systems reveals that the proposed method can obtain higher accuracy than the common interpolation method. Actually,
this coupling technique of the VIM and the HPM for matrix differential equations has a uniform analytic solution
format, and so it can be easily used to solve various nonlinear problems.
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Fig. 6. Curves of x˙ in different methods (τ = 0.4, k = 0.25, µ = 1).
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