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INTRODUCTION 
A finite-state stochastic sequential machine, SSM, is a quadruple 
(X, Y, S, f )  where X is a finite set of inputs, Y is a finite set of outputs, 
S is a finite set of states, and f is a conditional probability function from 
S × X × S × Y to [0, 1] which is such that, for s and s' in S, x in X, 
y in Y, 
and 
! 
f(8, 5, 8, y) > 0 
s'ES yEY 
We interpret f(s, x, s', y) as the conditional probability that the SSM 
will go to state s' and will produce the output y given that the SS5~ is in 
state s and receives the input x. 
When we are only interested in the state-transition behavior of a SSiV~, 
we can represent he conditional probability function f by a set of 
stochastic matrices @. Let the states in S be labeled 1, 2, . . . ,  n. Cor- 
responding to each input x in X there is an n X n matrix in 5) such that 
the i j th entry of which is equal to )-~.ye r f (i, x, j, y), that is, the conditional 
probability that the SSM will go to state j given that the SSM is in 
state i and receives the input x. We shall let P, Q, R, T, . . .  denote the 
stochastic matrices in 5), which are also called the transitional probability 
matrices. 
A SSM is said to be definite if there exists a positive integer k such 
that the product of any k matrices (not necessary distinct) in 5 ) is 
a matrix with identical rows. The least of such k's is called the order of 
the definite SSM. Clearly, for a definite SS?~I of order k, the state prob- 
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ability distribution is independent of the initial state probability dis- 
tribution after k or more transitions. In this paper, we study some of the 
properties of definite SSM's. 
AUTONOMOUS STOCHASTIC SEQUENTIAL  MACHINES 
We limit our discussion in this section to SSM's with only one input 
in the set X. These machines are known as autonomous tochastic 
sequential machines. I t  follows that the state-transition behavior of an 
autonomous SSM is completely characterized by the (only) transitional 
probability matrix in (~. We shall denote this matrix P, 
Given the transitional probability matrix P of an autonomous SSM, 
we want to determine whether the SSM is definite. One straight-forward 
way of doing so is to compute P 2, P 8, P~, • • •, and to see whether P* is a 
matrix with identical rows. (One difficulty is that we might have to carry 
out the multiplication i finitely when the SSM is not definite. However~ 
see Corollary 1.2 below.) Here, we shall present a test procedure which 
requires only a finite number of steps of computation, where the number 
of steps is bounded by the number of states of the SSM. We prove first 
a more general result (Theorem 1) on the rank of square matrices. 
Let P be an n X n matrix. Let r l ,  r~, . . .  , r~ denote the rows of P, 
that is, 
r l  
p = 
r2 
r~ 
Suppose that the rows of P are expressible as linear combinations of the 
rows r l ,  r2, . . .  , r~ .  We can write 
1"1 ~r l  
r2 = r2 
rn--~ ~ rn_~ 
r~_~+~ = hlr~ + h~r: + . . .  ~- h~_~r~_t 
r~ = mlr~ ~- m2r2 ~- . . .  -~ m~_~r~_~ 
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Let D be the coefficient matrix of this set 
D = g l  
hi 
~Ztl 
of equations, that is, 
g2 • • • gn- t  
ha • • • h~_~ 
• • • mn- t  ! ml  
l 
v ' -  
(n - 0 
} 0 (n -  t) 
I . . . .  
I 
I 
I 
0 t I 
where I is the (n - t) X (n - t) identity matrix and the O's are zero 
matrices. We can then write P --- DP. We define a coe~cient matrix, D, 
of P as the coefficient matrix of a set of equations that express the rows 
of P as linear combinations of a subset of the rows. C]early, when the 
rows of P are expressed as linear combinations of (n -- t) of its rows, the 
corresponding coefficient matrix D will have t zero columns. I f  the rank 
of P is (n - t), a coefficient matrix D will be called a min imum coe~cient 
matr ix if the rank of D is also (n -- t). I t  should be pointed out that, in 
general, a matrflx does not have a unique coefficient matrix, nor does it 
have a unique minimum coefficient matrix. As an example, let 
p= 5 4 1 
2 -2  
3 2 
Because 
r2 = r2 
r3 ~ r3 
r~ = ~n - ½r~ + r~ 
we have 
D= 0 
0 
A 
_2 
as a coefficien~ matrix. Moreover, 
1"1 ~-~ r l  
I"2 --~ r2 
°°il I 0 0 1 2 
because the rank of P is 2 and 
1"3 ~ - - r l  ~ r2 
r~ = in  + 
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we have 
I 1 0 0 i ]  0 1 0 
D= --1 1 0 
1 1 0 
as a minimum coefficient matrix. 
Let D be a (minimum) coefficient matrix of an n X n matrix P. 
If D contains t zero columns, lad will also contain t zero columns. If we 
delete the ~,ero columns and their corresponding rows in the matrix PD, 
we have an (n - t) X (n~- t) submatrix, which will be called the first 
order (minimum) reduced matrix of I) with respect~to D. Obviously, a 
reduced matrix of a nonsingular matrix is the matrix itself since only the 
identity matrix can be its coefficient matrix. In the previous example, for i oo ] D= 0 1 0 
--1 1 0 
1 ~ ½ 0 
we have 
oj L-1,o 
3 24  ~ ~ 0 370  
and the minimum reduced matrix of P with respect o D is 
[°o :] 
Let Pl denote a minimum reduced matrix of P (with respect o some 
minimum coefficient matrix D). We can find a first order minimum 
reduced matrix of P~ (with respect o some minimum coefficient matrix 
DI) which will be denoted by P~ and called a second order minimum 
reduced matrix of P. In a similar manner, we define a sequence of mini- 
mum reduced matrices of P: P3, P4, " "  , P~, called a third, fourth, 
• .. , and kth order minimum reduced matrix of P, respectively. We 
prove the following lemma and theorem: 
LE~a~A 1. Let Pl be the first order reduced matrix of P with respect o a 
coe~cient matrix D. The rank of PD is the same as that of Pl . 
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Proof. Without  loss of general i ty,  we assume that  the last  t rows of P 
are expressible as l inear combinat ions of the first (n - t) rows. That  is, 
the matr ices P and D can be part i t ioned as 
C 0 
(n- t )  ~ 
I t  follows that  
PD= ' - -  = . . . .  ~- -  
C(A4-- BC)~ 0 CP~ , 0 
Since the rows of CP1 are l inear combinat ions of the rows of P l ,  the 
rank  of PD is the same as that  of P1. Q.E.D. 
THEOREM 1. For a square matrix P and any positive integer/% the rank of 
pk+~ is the same as that of Pk , a kth order minimum reduced matrix of P. 
Proof. Without  loss of general ity,  we assume that  the last  t rows of P 
are expressible as l inear combinat ions of the first (n - t) rows. Thus, P 
can be wr i t ten as: 
t 
n 
We have 
pk+1 = pp~ = p(Dp)k  = (pD)~p = . . 
CP I ,  0 
- [ PI~ 
Cp I  k 0 CP1kE 
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Therefore, the rank of pk+1 is the same as that of P, kE. However, since 
E is an (n -- t) Xn  matrix of rank (n -- t), the rank of P~kE is the same 
as that of p k. 
To determine the rank of p k, we repeat he argument above. I t  follows 
that the rank (pk+l) = rank (P1 ~) = rank (p~-l) . . . . .  rank (Pk). 
Q.E.D. 
COROLLAnr 1.1. An autonomous SSM is definite of order k if correspond- 
ing to the transitional probability matrix P, Pk is a 1 X 1 matrix and P~-I 
is not. 
Proof. That  Pk is a 1 × 1 matrix implies that the rank of Pk-1 is 1. 
According to Theorem 1, the rank of P~ is also equal to 1. Since P~ is a 
stochastic matrix, no row in the matrix can possibly be a multiple of 
another ow. Therefore, all the rows in pk must be identical. 
That  Pk-1 is not a 1 X 1 matrix implies that the rank of Pk-~ is greater 
than 1. (If the rank of Pk-2 is equal to 1, Pk-1 will be a 1 × 1 matrix. ) I t  
follows that the rank of pk-1 is greater than 1 and not all the rows in 
P~-I are identical. Q.E.D. 
COROLLARY 1.2. The order of an n-state definite autonomous SSNI is less 
than or equal to (n - 1 ).~ 
Proof. Suppose that the order of the definite SSNI is equal to k. The 
orders (sizes) of the matrices P, P l ,  1)2, " "  , P~ must form a mono- 
tonically decreasing sequence. That  is, Pl is at the most an (n -- 1) X 
(n - 1) matrix, I)2 is at the most an (n - 2) × (n -- 2) matrix and so 
on. Because if the order of P~ (m < 1~) is larger than 1 and is equal to the 
order of P~+l, the orders of P~+2, P~+3, • • • , P~ will all be the same as 
that of P~,  and the SSM is not definite. I t  follows that ]c < (n -- 1). 
Q.E.D. 
COROLLARY 1.3. For any positive integer m, the ranks of any two mth 
order minimum reduced matrices of a given matrix are the same. 
Blagoveshchensky (1960) has obtained the same result hrough an eigenvalue 
argument. Theorem 3 in the next section, due to Paz (1965), is a more general 
result. 
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Proof. Because the rank of any mth order minimum reduced matrix of 
P is equal to that of pm+l. Q.E.D. 
COnOLLAm( 1.4. I f  the rank of the transitional probability matrix of an 
n-state autonomous definite SS5~[ is (n - 1), the order of the SSM will also 
be (n -  1). 
Proof. For any n X n matrix P of rank (n -- 1), the rank of p2 is 
larger than or equal to (n -- 2). If P is the transitional probability matrix 
of an autonomous definite SSM, the rank of 1 a: must be less than or equal 
to (n -- 2). Therefore, the rank of I )2 must be (n - 2). According to 
Theorem 1, the rank of P~, a minimum reduced matrix of P, is also 
(n - 2). Since Pl is an (n - 1 ) X (n - 1 ) stochastic matrix, the rank of 
Pl 2, and thus the rank of P~ must be (n - 3). Repeating this argument 
for P2 and so on, we prove the corollary. Q.E.D. 
Corollaries 1.1 and 1.2 can be applied to determine whether an au- 
tonomous SSM is definite. According to Corollary 1.1, we can determine 
the rank of pk+l by finding the reduced matrix P~. Moreover, in comput- 
ing the sequence of reduced matrices P l ,  la~, • • • the occurrence of two 
successive reduced matrices P~ and lam+l that are of the same order will 
mean that the SSM is not definite (unless the order of 1~ is 1). As an 
example, consider an autonomous SS!VI with the transitional probability 
matrix. 
0.3 0.1 0.5 0.11 
0.3 0.1 0.3 0.3 
P = 0.4 0.2 0.3 0.1 
0.2 0.0 0.5 0.3 
We have (since r4 = rl -]- r2 -- r3 in P) 
io4 041 P l  = 0.6 0.4 0.0 
0.5 0.3 0.2 
and (since r~ = ½rl -[- ½r2 in P1) 
p2= I0"6 0"41 
0.6 0.4 
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and (since r2 = rl in I)2) 
P3 = [1] 
Therefore, the SSM is definite and is of order 3. 
If we elect to determine whether an autonomous SSM is definite by 
computing P~, p3, p4, . . .  , according to Corollary 1.2, we have to com- 
pute at the most up to p,-1 for an n state SSM. If the rows of p~-1 are not 
identical, we can conclude that the SS1V[ is not definite. 
EXTENSION TO THE GENERAL CASE 
We shall extend the results in the previous ection to the case in which 
the set (P contains more than one stochastic matrix. 
Let 6) = {P, Q, R, T, • • • }. Let D be a coefficient matrix of every matrix 
in 6). The set {P~, Q1, R1, T1, ..-} which are the reduced matrices of 
the matrices in (~ with respect o D is called a set of first order consistent 
reduced matrices of the set 0 ). Similarly, for i = 2, 3, • • • , let D~_~ be a co- 
efficient matrix of every matrix in the set {P~_~, Q~-I, R~-I, T~_I, • • • }. 
The set of matrices {P~, Q~, R~, T~, • • • } which are the reduced matrices 
of the matrices in {P~-I, Q~-I, R~-I, T~-I, • • • } with respect o D~-I is 
called a set of ith order consistent reduced matrives of the set (P. 
We prove the following theorem: 
THEOREM 2. The rank of the product of any sequence of k matrices (not 
necessarily distinct) from the set {P, Q, R, T, • • • } is 1, if there exists a set 
of kth order consistent reduced matrices of {P, Q, R, T, • • • } that are all 
1 X I matrices. 
Proof. Consider the product of the two matrices P and Q. Since 
Q = DQ, we have 
PQ = P(DQ)  = (PD)Q 
According to Lemma 1, the rank of the matrix PD is the same as that of 
the matrix P1 • Therefore, the rank of PQ is equal to or less than that 
of P l .  
Similarly, consider the product of the matrices P, Q, and R. Since 
Q = DQ and R = DR, we have 
PQR = P (DQ) (DR) = (PD) (QD)R 
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Without loss of generality, let 
It follows that 
and 
PD = Pl 0 1 
] CPi 0 
Qi 0 1 QD= . 
CQi 0 
(PD)(QD) = I CP~QiP~Q1 o° ] 
Thus ,  the rank  of PDQD is the same as that of P IQ I  • Let  D i  denote  a co- 
efficient matr ix  of the set of matr ices {Pl,  Q i ,  R i ,  T i ,  • • • }. Clearly, we  
have DiQi = Qi.  Therefore, we have PiQ1 = Pi(D1Qi) = (PlDi)Q1. 
However, according to Lemma 1, the rank of P1D1 is the same as that of 
P2 • Therefore, the rank of P1Q1, and thus the rank of PQR, is equal to 
or less than that of P2 • 
Similarly, consider the product of the matrices P, Q, R, and T. Let 
[ 1o 1 l iD= . 
CR1 0 
We have 
PQRT = R (DQ) (DR) (DT) = (PD) (QD) (RD)T 
and 
(PD)(QD)(RD) = I 
PIQI 
[ CPiQI 
o] [ 
(RD)  = 
0 
PIQiRi 0 
CPiQiRi 0 
] 
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Thus, the rank of PQRT is less than or equal to that of P1Q1R1. How- 
ever, the rank of P1Q1R1 is less than or equal to that of P~Q2 which, in 
turn, is less than or equal to that of P3 • Therefore, the rank of PQRT is 
less than or equal to that of P3. 
For any sequence of k matrices P, Q, R, T, - . .  , we can repeat hese 
arguments and show that the rank of the product PQRT • • • is less than 
or equal to that of Pk • Q.E.D. 
According to this theorem, we have a su~cient test on whether a SSM 
is definite. I f  we are able to find a sequence of coefficient matrices 
D, D1, D2, . . .  , Dk-1 which are such that the corresponding kth order 
consistent reduced matrices of the transitional probability matrices are 
all 1 X 1 matrices, the SSM is definite. As an example, let 
[i 1 iiJ ° o p = .1 .3 and Q = . 5 .65 .25 .051 
.2 .3 .6 .35 .05/ 
.0 .5 L.05 .65 .3 .0 J 
For 
we have 
For 
we have 
D = [i °°oll 1°1 i]
iil Ei .4 and Q1 = .3 05 
6 
.7 
.65 
D I= 1 
1 
~--[:~ :44] ~o~ ~ [:~ :~] 
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For 
we have 
°1 
P, = [11 and Q~ = [11. 
Thus, we conclude that P and Q are transitional probability matrices of a 
4-state 2-input definite SSM. 
THEORE~ 3. The order of a definite SSM with n states is equal to (n - 1 ) 
or less. 
This theorem, due to Paz (1965), is a more general result than that 
stated in Corollary 1.2. Using this result, we shall prove Theorem 4. 
Note that, Theorem 2 gives only a sufficient est on whether a SSM is 
definite. The result in Theorem 4 gives a necessary and sufficient con- 
dition on a 3-state SSM being definite. 
LEMMA 2. Let rl , r2, • • • , r~ be the rows of an n X n stochastic matrix. 
n--1 I f  r~ = girl + g2r2 -~- • .- -~- g~--lrn-1, the~ ~'~i=1 gi = 1. 
Proof. Let M denote an n × 1 column vector with l 's as all of its 
entries, that is, 
Because r~ I  = glrtM -t-- g~r~M - t - " - - t -  g~_~r~_~M, and because 
r im = 1 fo r j  = 1, . . .  , n, we have ~---11 gl -- 1. Q.E.D. 
THEOREM 4. A 3-state SSM is definite i f  and only i f  there is a set of second 
order consistent reduced matrices of the transitional probability matrices 
which are 1 X 1 matrices. 
Proof. The sufficiency comes directly from Theorem 2. To prove 
the necessity, we suppose that {P, Q, R, T, . . .} is a set of 3 X 3 sto- 
chastic matrices, in which the product of any two matrices (not neces- 
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sarily distinct) contains three identical rows. We shall show that there 
exist coefficient matrices D and D1 which are such that every matrix in 
the set {P2, Q~, R2,2"2, . . .  } is a 1 X 1 matrix. 
First of all, we see that for a matrix with three identical rows, its 
second order reduced matrix will be a 1 X 1 matrix for any choice of the 
coefficient matrices D and D1, as long as their ranks are 2 and 1, re- 
spectively. We shall consider, therefore, only those matrices in the set 
{P, Q, R, T, -. • } that do not have three identical rows. Let 
p pa2 P83_1 Lq31 q~2 qs~ 
be two matrices in the set that do not have three identical rows. Since 
P~, Q2, PQ, QP are all matrices with three identical rows, P and Q are 
both singular matrices. I t  is clear that, by renaming the states (and thus 
interchanging the rows and columns in the transitional probability 
matrices), we can express the third row as a linear combination of the 
first and the second rows in both P and Qs. That  is, 
p31 = I¢lpu q- 1~p21 q31 = llqu "-k 12q2, 
P32 = kip12 't- ]c2p22 q32 = llql~ q" leq~ 
p~ = k~pl~ + k~p~ q3~ = hq~3 "~ 1~q23 
where k~, ks, /1, /2,  are constants. Since both p2 and Q~ are matrices with 
three identical rows, according to Theorem 1, the reduced matrix of P 
with respect o the coefficient m~trix 
0 1 
kl k2 
must have identicM rows and the reduced matrix of Q with respect to the 
coefficient matrix 
[:°il 11 12 
If the first and second rows of P are identical and the first and third rows of 
Q are identical, no renaming of states is possible. However, it can be shown, in 
this c~se, that either P or Q must have three identical rows. 
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p~ + l%p~ = p~x + k~p~ 
p~s + k:pu = p~ 4- k~p~s 
We examine now the matrix PQ 
must also have identical rows. We thus have 
qn 4- I~ql~ = q~ 4- l~q~ l 
I 
PQ= 
p~q,1 ~ PUq~ ~ P~q,~ 
i=1  i=1 i= l  
3 8 3 
i=1  i=1 i=1 
8 8 8 
i=1 i=1 i=1 
(4.1) 
Since, in the matrix P, the third row is equal to the sum of kl times the 
first row plus k2 times the second row, it follows that, in the matrix PQ, 
the third row is also equal to the sum of h times the first row and k~ 
times the second row. According to Lemma 2, if the first two rows of PQ 
are identical, all the three rows of PQ are identical. Since, ~-'.~1 pliq~ = 
E~=I P.iq,~ and E~=l pl~qi2 = E~=I piiq~2 imply that  E~=l pllq,a = 
~=1 P2~q~a, the conditions for PQ having three identical rows are 
I 
= P2~q~ 4- p22p2~ 4- p23 (l~q~ 4- 12q2~)~ 
(~.2) ! 
p11qn 4- pl~q22 + pl~ (llq~2 4- 12q22 ) [ 
] = p~lq12 + p~2q22 + p2~ (llq12 + 12q22) 
Substituting the equations in (4.1) into the equations in (4.2), we have 
(p~ - p~)[(l~ -- k~)q~ + (l~ - k~)q~j -- O] 
[ (4.3) 
(p,~ -- p~)[q,  -- k~)q~ + (~ -- k~)q~] = 0]  
Since k~ + k, = l~ 4-/2 = 1, that is/1 - k~ - -- (/2 - k~), the equations 
in (4.3) become 
(l~ - -  /%) (p~ --  p~)  (qn - -  q~)  = 0 l 
(4 ~4 ) ( 
(/1 - -  /q ) (p~ --  p~,~)(q~ --  q~)  -- 0] 
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The equations in (4.4) imply one (or more) of the following conditions : 
( i )  11 = kl 
(ii) p13 = p23 
(iii) q~l = q~l and q12 = q~ 
Suppose that (i) holds. Since/1 = kl implies that/2 = k~, we canhave 
as the coefficient matrices with respect o which the second order con- 
sistent reduced matrices la2, Q2 are 1 X 1 matrices. 
Suppose that (ii) holds. According to the equations in (4.1), pl~ = p:3 
implies that p~l = p21 and p~2 = p22 • That  is, the first and the second rows 
of P are identical. However, since the third row of P is a linear combina- 
tion of the first and second row, according to Lemma 2 all three rows of P 
are identical. This is a contradiction to our assumption. 
Suppose that (iii) holds. Since q~l = q21 and q12 = q~ imply that 
q~a = q~3, the three rows of Q will be identical, and this again is a contra- 
diction to our assumption. 
Repeating this argument for every pair of matrices in the set of 
matrices that do not have three identical rows we conclude that the 
second order reduced matrices of the set {P, Q, R, T, . . .  } with respect to 
the coefficient matrices: 
kl 
are all 1 N 1 matrices. 
°i] E: ol 1 D I= 
k2 
Q.E.D. 
CONCLUSION 
The theory of definite automata was studied by Perles, Rabin, 
Shamir (1963), Liu (1963) and Paz (1965). In this paper, decision pro- 
cedures for testing the definiteness of SSM's are proposed. The motiva- 
tion of studying these procedures i not that much of a computational 
one. Rather, in this investigation we obtain results on the properties of 
definite SSM's that lead to further understanding of the state-transition 
behavior of this class of stochastic sequential machines. I t  is also interest- 
ing to point out the strong resemblance between the test procedures sug- 
gested here and the one suggested in Rabin (1963) and Liu (1963) for 
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testing the definiteness of deterministic sequential machines in which 
rows of the state table of a sequential machine are combined to yield a 
sequence of "reduced state tables". 
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