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We study classes Pg,T (α;β) onMrtg,n defined by pushing forward the virtual fundamental
classes of spaces of relative stable maps to an unparameterized P1 with prescribed
ramification over 0 and ∞. A comparison with classes Qg,T arising from sections of the
universal Jacobian shows that the classes Pg,T (α;β) are polynomials in the parts of the
partitions indexing the special ramification data. Virtual localization on moduli spaces
of relative stable maps gives sufficient relations to compute the coefficients of these
polynomials in various cases.
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1. Introduction
We consider the locus L inside the moduli spaceMg,n of smooth, n-pointed, genus g curves over C consisting of those
curves admitting amap toP1with prescribed ramification profile over twopoints. This geometric condition can be expressed
in two equivalent ways, either as the image of a morphism from an appropriate moduli space of covers of P1 (i.e., a Hurwitz
space), or by intersecting sections of the universal Jacobian Jg,n. Each of these gives an approach for constructing a Chow
class corresponding to a closure of L inside some partial compactification ofMg,n. This paper deals with the comparison
and calculation of these two Chow classes in the intersection theory of the moduli spaceMrtg,n of stable, rational tails curves.
In the first approach, ramification data are specified by partitions α and β of a positive integer d corresponding to profiles
over 0 and∞, respectively. Setting T = l(α) + l(β), one can define a Chow class inMg,T by pushing-forward the virtual
fundamental class of the rubber or non-rigid (see [17, Section 2.4]) version of the space of relative stable maps [25,26]
through the stabilization morphism µ : M∼g (P1;α0, β∞)→ Mg,T . We call this class Pg,T (α, β) (see Definition 3.1). These
classes are introduced by Graber and Vakil in [17, p. 22], and shown to be tautological in [11]. Alternatively, given a tuple
(k1, . . . , kT ) of integers adding to 0, ramification data may be specified by the condition that the divisor
∑
kipi be principal.
In this case,L consists of the inverse image of the zero section Z ⊂ Jg,T through the section σ : (C; p1, . . . , pT ) →∑i kipi
of the universal Jacobian. One can naturally extend σ to a section of Jg,T over the moduli space of curves of compact type
and, by pulling back Z , define a Chow class Qg,T (k1, . . . , kT ) ∈ Rg(Mctg,T ) (see Definition 2.1). An argument due to Ravi Vakil
(Theorem 2.2) shows that the Qg,T classes are Chow valued polynomials in the variables (k1, . . . , kT ).
The smallest system of partial compactifications of moduli spaces of smooth curves closed under pullback via forgetful
morphisms isMrtg,T (curves with rational tails), parameterizing stable curves with one irreducible component of geometric
genus g . The goals of this paper are to provide a comparison between Pg,T and Qg,T over Mrtg,T and to compute P1,T in
terms of standard tautological classes using this comparison and localization techniques. Recent work of Richard Hain,
taking advantage of normal functions on the moduli space of curves, provides a remarkable and completely general explicit
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computation of the class Qg,T in H2g(Mctg,T ) [19]. Samuel Grushevsky and Dmitry Zakharov [18] have also independently
computed this cohomology class on the compact type locus, by expressing it as a power of the theta divisor and then
intersecting it with test curves. When g ≥ 2, Qg,T takes the form:
Theorem 1.1 ([19, Theorem 11.1], [18]).
Qg,T (k1, . . . , kT ) = 1g!
 n−
j=1
k2j ψ
Ď
j
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−
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| J|≥2
−
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
g
.
The notation δJh refers to the boundary divisor Dh,0( J|[T ] − J), and the psi classes ψĎj are pulled back fromMg,1. A similar
formula holds in the genus 1 case [19, Theorem 12.1].
1.1. Statement of theorems
Our first theorem establishes a comparison of the restriction of these classes toMrtg,T . Since we are only concerned with
rational tails, we abuse notation and write Pg,T and Qg,T for their restrictions.
Theorem 1.2. Restricting toMrtg,T , we have: Pg,T (α, β) = Qg,T (α,−β) ∈ Rg(Mrtg,T ).
Having established the equality of the P and Q classes, we next use, independently of Theorem 1.1, the Gromov–Witten
theoretic tool of virtual localization to understand the coefficients of these polynomials. First we recover a variant of classical
result of Looijenga’s [28, Lemma 2.10], presented as it appears in [13].
Theorem 1.3 ([13, Theorem 3.5]).
Pg,2(d; d) = d2gPg,2(1; 1)
where
∞−
g=1
λgλg−1Pg,2(d; d)y2g = log

dy/2
sin(dy/2)

[pt].
Another localization computation determines explicitly the polynomial for T = 3 and g = 1.
Theorem 1.4. The genus 1 total length 3 polynomial P1,3(d;α2, α3) = A2α22 + A3α23 + Bα2α3 has coefficients
A2 = ψ1 − D1,0(2|1, 3)
A3 = ψ1 − D1,0(3|1, 2)
B = ψ1 − D1,0(1|2, 3)
inR1(Mrt1,3).
By Corollary 2.3, this computes the polynomial in genus 1 for arbitrary total length.
Corollary 1.5. Let [T ] := {1, . . . , T }. For any T ≥ 3:
P1,T (d;α2, . . . , αT ) =
T−
i=2
Aiα2i +
−
i>j
Bi,jαiαj
where:
Ai = ψ1 −
−
J⊂[T ]:
| J|≥2
1∈J and i/∈J
D1,0([T ] − J| J)
Bi,j = ψ1 −
−
J⊂[T ]:
| J|≥2
1∈J and i,j/∈J
D1,0([T ] − J| J)−
−
J⊂[T ]:
| J|≥2
1/∈J and i,j∈J
D1,0([T ] − J| J).
1.2. Comparison of virtual classes
We prove Theorem 1.2 using a theorem of Costello [6, Theorem 5.0.1], which reduces the problem to two parts: a
comparison of the obstruction theories defining the virtual classes, and a verification of the statement of the theorem in
a ‘‘universal situation’’. This ‘‘universal situation’’ is described in Section 3, where it is denoted Mrel(P). It is the universal
example of relative stable maps to expansions of a space with two disjoint marked sections. The universal version of
Theorem 1.2 amounts to the statement thatMrel(P) is birational to the moduli space of rational tails curves; this is proved
in Proposition 3.4.
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The obstruction theory comparison is more technical. It requires an explicit understanding of J. Li’s definition of the
virtual fundamental class for the moduli space of relative stable maps [26]. While the definition of the virtual fundamental
class for the moduli space of relative stable maps to ‘‘rubber’’ P1 is analogous to one defined by Li (as was pointed out in
[16]), the details of the construction of the virtual class have not appeared before.
In order to provide these details, we reinterpret J. Li’s construction in the present context in terms of a site on which
deforming a relative stable map becomes a locally trivial problem. This site is introduced in Section 4.2, where we discuss
some of its basic properties. In a ‘‘locally trivial’’ situation, there is always a natural obstruction theory arising from torsors
under a relative tangent bundle. (This principle will be explained in greater detail in the forthcoming [34], where it will
also be applied to deformation problems including the one originally studied by Li.) This idea yields a geometric description
of the relative obstruction theory forM∼g (α, β)rt relative to the ‘‘universal situation’’ Mrel(P). This obstruction theory is
visibly the same as the pullback of the normal bundle of the zero section of the relative Jacobian, which is by definition the
obstruction theory that defines the Qg,T .
1.3. Polynomial classes
Besides being interesting on its own, Theorem 1.2 is essential in establishing the polynomiality of the classes Pg,T . This
is not the first time that ‘‘polynomiality behavior’’ of tautological classes related to stable maps to P1 has appeared. Perhaps
the most famous example is given by the ELSV formula ([8], [9, Theorem 1.1]) expressing simple Hurwitz numbers Hgα in
terms of Hodge integrals. This numerical statement is obtained by integrating the tautological class
[Cα] = µ∗(

Mg(α)
vir ∩ br∗[pt]).
This class parameterizes maps to P1 with profile α over zero and a fixed generic branch divisor, thus [Cα] = Hgα[pt]. On
the other hand after choosing an appropriate equivariant lift of [Cα] one can evaluate it using the Atiyah–Bott localization
isomorphism:
[Cα] = rgα !
l(α)∏
i=1

α
αi
i
α!

1− λ1 + · · · ± λg
(1− α1ψ1) · · · (1− αl(α)ψl(α)) ∈ R
3g−3+l(α)(Mg,l(α)),
where this expression is understood by expanding the denominator terms into geometric series and considering products
of terms of degree 3g − 3+ l(α). It is immediate to conclude that, other than a combinatorial prefactor, [Cα] is polynomial
in the αi’s with coefficients given by monomials in ψ classes and one Hodge class.
The above proof of the ELSV formula (from [16, Section 5]) motivates our approach to Theorems 1.3 and 1.4. However,
two significant obstacles arise: first, the classes we study are ‘‘rubber" classes and live in moduli spaces that do not admit a
torus action; second, having two relative points for our maps to P1 already ‘‘crowds’’ both 0 and∞, leaving no fixed point
for curves to contract to, and therefore no fixed locus containing moduli spaces of curves as one of the factors.
We localize on moduli spaces of relative maps to P1 with only one relative point. Fixed loci consist of products of moduli
spaces of curves and moduli spaces of rubber stable maps with two relative points. Hence the classes we are interested
in appear in the fixed loci. By choosing carefully the auxiliary integrals, we produce manageable relations between rubber
classes and standard classes. Remembering the polynomiality of rubber classes, each such relation translates into a linear
equation in the coefficients of Pg,T , giving a linear system of equations with solution expressed in terms of standard classes.
1.4. On the problem of extending the class Qg,T
Theorems 1.3 and 1.4 are special cases of the more general result of Richard Hain’s cited above. Hain’s techniques are
extremely well tuned to the study of the classes Qg,T and give general formulas that are beyond our reach. However, we now
hope that the two points of view may interact. A natural question posed by Hain is how to further extend the classes Qg,T .
Relative stable maps, for example, provide a way of extending these classes to the compact moduli space. There are, in fact,
more ways to compactify Qg,T , such as using moduli spaces of admissible covers. It would be interesting to understand the
relationship between the various possible compactifications, and to see if one of them is particularly natural. To make this
vague statement only infinitesimally more precise, consider the following diagram:
Jg,T
}zz
zz
zz
zz
Mg,T
σˆ
7
p / Mg,T
σ
T
Mctg,T .o
σ
g
Here Jg,T is meant to be ‘‘some" compactified universal Jacobian, and Mg,T ‘‘some" space allowing a resolution of the
indeterminacies of the section σ used to define Qg,T (k1, . . . , kT ) = σ ∗(Z). A natural compactification of Qg,T (k1, . . . , kT )
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would be a class of the form:
Q g,T (k1, . . . , kT ) = p∗σˆ ∗(Z)
i.e., a class obtained by resolving the indeterminacies of the section of the Jacobian (requiring us to work on a ‘‘larger" space
thanMg,T ), pulling back the zero section, and pushing forward again toMg,T .
2. Polynomiality of Qg,T
In this sectionwe introduce a family of tautological classesQg,T (k1, . . . , kT ) ∈ CHg(Mrtg,T ) constructed from the geometry
of the universal Jacobian. We present an argument, due to Ravi Vakil, showing that the function Qg,T (k1, . . . , kT ) ∈
CHg(Mrtg,T ) is a homogeneous Chow valued polynomial in the variables k1, . . . , kT .
Let ZT0 denote T -tuples of integers summing to zero. We write Z for the zero section of the universal Jacobian ρ : Jg,T →
Mrtg,T over the rational tails locus. Given a rational tails curve C , let π : C → C be the contraction to the unique smooth
genus g component.
For (k1, . . . , kT ) ∈ ZT0 , define the section
σ(k1,...,kT ) :Mrtg,T → Jg,T
by
(C, p1, . . . , pT ) →

C, π∗OC (k1π(p1)+ · · · kTπ(pT ))

.
For each g ≥ 0, T ≥ 2 the intersection of σ(k1,...,kT ) with the zero section determines a Chow-valued function
Qg,T : ZT0 → CHg(Mrtg,T )
defined as follows:
Definition 2.1. The class Qg,T (k1, . . . , kT ) is the g-codimensional Chow class
Qg,T (k1, . . . , kT ) := σ ∗(k1,...,kT )[Z] ∈ CHg(Mrtg,T ).
Theorem 2.2.
(i) The function Qg,T is equivariant in its T entries with respect to the action of the symmetric group permuting the marked
points.
(ii) If F :Mrtg,T →Mrtg,T−1 is the forgetful morphism,
Qg,T (x1, . . . , xT−1, 0) = F∗Qg,T−1(x1, . . . , xT−1).
(iii) Qg,T is a (Chow-valued) polynomial.
(iv) Qg,T is homogeneous of degree 2g.
Notice first that iterated pullbacks of the coefficients of Qg,T via (ii), together with the equivariance in (i), imply the
following corollary:
Corollary 2.3. For fixed g, all Qg,T are determined by the Chow-valued polynomial Qg,2g+1.
Theorem 2.2 relies on the following result of Deninger and Murre, extending work of Beauville and, earlier, Mukai.
Theorem 2.4 ([7, Theorem 2.19]). Suppose π : A → X is an abelian scheme over a smooth finite type stack X. For any k ∈ Z let
k : A → A be the multiplication-by-k map. For each nonnegative integer t, define
CHp,t(A) = {ξ ∈ CHp(A) : k∗ξ = ktξ for all k ∈ Z}.
Then CHp(A) =Nt=0 CHp,t(A) where N depends only on dim A/X and dim X.
Proof of Theorem 2.2. The function Qg,T satisfies (i) by construction, and (ii) follows from the commutativity of
Jg,T /

Mrtg,T

Jg,T−1 / Mrtg,T−1.
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To prove (iii) and (iv), we reinterpret the definition of Qg,T (k1, . . . , kt) as follows. Consider the diagram
JT−1g,T
(k1,...,kT−1) /
&NN
NNN
NNN
NNN
NN
JT−1g,T
Σ /

Jg,T
xqqq
qqq
qqq
qqq
q
Mrtg,T
τ
b
σk1,...,kt
=
where
• Jng,T is the n-th fiber power of Jg,T over the baseMrtg,T ,• τ is the section (C, p1, . . . , pT ) → (C,OC (p1 − pT ),OC (p2 − pT ), . . . ,OC (pT−1 − pT )),
• (k1, . . . , kT−1) denotes factor-wise multiplication in the abelian scheme, and
• andΣ is summation.
Then σk1,...,kT = Σ ◦ (k1, . . . , kT−1) ◦ τ , so
Qg,T (k1, . . . , kT ) = τ ∗ (k1, . . . , kT−1)∗ Σ∗[Z].
The morphism (k1, . . . , kT−1) factors as
(k1, 1, . . . , 1) ◦ (1, k2, 1, . . .) ◦ · · · ◦ (1, . . . , 1, kT−1).
Applying Theorem2.4 to each i ∈ {1, . . . , T−1} (takingA = JT andX = JT−1) shows thatQg,T (k1, . . . , kT ) is a polynomial
in each ki separately, of degree at most N . This implies that Qg,T is a polynomial by Lemma 2.5, below, and establishes (iii).
Finally, to prove (iv), note that
Q (tk1, . . . , tkT ) = τ ∗ (k1, . . . , kT−1)∗ Σ∗ t∗[Z],
and t∗[Z] = t2g [Z] by Proposition [7, Proposition 2.18], as observed in [28, Lemma 2.10]. Thus Q (tk1, . . . , tkT ) =
t2gQ (k1, . . . , kT ). 
Lemma 2.5. Suppose Q (x1, . . . , xt) is a function from (Z≥0)t to a Q-vector space, such if all but one of variables are fixed, the
resulting single-variable function is a polynomial of degree at most N. Then Q is a polynomial.
Proof. The function Q is determined by its values on {0, . . . ,N}t using the interpolation formula (see, for example,
[22, Chapter 9]) for polynomials of degree N . The interpolation formula describes Q as a polynomial. 
Remark. The above arguments above hold without change over the locus Mctg,T of curves of compact type. In homology
(but not directly in Chow), many of these results follow directly from the explicit computations of Hain [19], as well as
Grushevsky and Zakharov [18].
3. Comparison of virtual classes
Denote by
Mg,n(α, β) :=Mg,n(P1;α0, β∞)
themoduli space of degree d stablemaps toP1 relative to the points 0 and∞with prescribed ramification given by partitions
α ⊢ d and β ⊢ d respectively. Let l(α) and l(β) be the lengths of the partitions, and T = l(α) + l(β) the total length. We
denote byM∼g,n(α, β) the variant of this space in which the target is an unparameterized or ‘‘rubber" P1. In Theorem 1 of
[11], Faber and Pandharipande show that the pushforward through the forgetful stabilization morphismµ of the respective
virtual classes lie in the tautological ring ofMg,n+T .
We are concerned with the pushforward µ∗

M
∼
g (α, β)
vir ∈ R∗(Mg,T ) and, in particular, its restriction to rational tails.
Definition 3.1. The tautological class Pg,T (α, β) is the g-codimensional Chow class
Pg(α1, . . . , αl(α);β1, . . . , βl(β)) := µ∗

M
∼
g (α, β)
rtvir ∈ Rg(Mrtg,T ).
In this section and the next, we will simplify the notation for our moduli spaces by suppressing the various subscripts
for locally constant data. The reader may imagine either that these data have been fixed, or else that each moduli space is
the disjoint union over discrete parameters of moduli spaces with appropriate decorations. We shall write:
• Mrel(P/BGm) for the moduli space of stable relative maps from curves with rational tails to ‘‘rubber P1’’;
• Mrel(P) for the moduli space of stable relative maps from curves with rational tails toP = [P1/Gm];
• J for the relative Jacobian over the moduli space of smooth curves;
• Z for the moduli space of smooth curves, embedded as the zero section of its relative Jacobian.
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We prove Theorem 1.2 using a comparison technique introduced by Costello [6]. We will show in Theorem 3.3 that the
square
Mrel(P/BGm) /

Z

Mrel(P) / J
(1)
is cartesian. This provides a second relative obstruction theory for Mrel(P/BGm) over Mrel(P), obtained by pullback from
the normal bundle of Z in J , in addition to the natural one that it used to define the virtual fundamental class ofMrel(P/BGm).
In Sections 3.2 and 3.3 we describe the stacks Mrel(P/BGm) and Mrel(P), explain the arrows in (1), and show that
this diagram is cartesian. In Section 3.4 we show the diagram satisfies the further hypotheses of Costello’s Theorem
[6, Theorem 5.0.1], and provide a proof of our theorem, contingent on some obstruction theoretic details that we postpone
to Section 4.
3.1. Moduli stacks of targets
Let T be Jun Li’s stack of expanded degenerations, parameterizing expansions of the target for relative stable maps. For
more background about T , see [25, Definition 4.4] (where T is denoted Zrel), [17, Section 2.5], and [1]. It was pointed out
in [17] that T is the moduli space of 3-marked curves such that all nodes separate the first two markings from the third; a
proof of this appears in [1].
Using this interpretation, we can identify T 2 = T × T with the moduli space of 3-marked semi-stable curves such
that all nodes separate the first and second markings. One may construct such a family over T × T by gluing together the
two families corresponding to the first and second projections along the components containing the first two markings,
which may be identified canonically with P1. The reader may verify that this map gives the claimed isomorphism, say by
constructing an inverse.
The stack T 2 will play the role of the moduli space of targets for relative stable maps toP .
Remark. The stack T 2 can be also viewed as an open substack of the universal family of the moduli space of two pointed
semi-stable rational curvesMss0,2.
The space of targets for relative maps to a non-rigid target is denoted T∼ in [17]. It is the open substack of M0,2
parameterizing chains of rational curveswhere all nodes separate the twomarked points. Sincewe areworkingwith rational
tails curves, we have the privilege of working with a slightly different moduli space of targets for non-rigid relative stable
maps.
Let C be the source of a relative stablemap and assume that C is a rational tails curvewith C → C the contraction of C onto
its distinguished irreducible component. The image of C in the target expansion ofP distinguishes a specific component of
the expanded target. Therefore, all of the rubber stable maps considered here will come with a distinguished component of
the expanded target, and we build this datum into our definition of the moduli space of expanded targets.
To be precise,we define a stack T of expanded targets for rubbermaps. An S-point of T is a family of 2-marked semistable
curves P → S togetherwith aGm-equivariant embedding of aGm-torsorQ over S into P (recall that P has a canonical balanced
action of Gm [1, Proposition A.3]). At the level of C-points, the torsor Q is simply the smooth C∗ given by the complement
of the two nodes inside the distinguished rational component of the chain.
There is a map T 2 → T forgetting the third marking and the parameterization of the distinguished component.
Proposition 3.2. The natural map T 2 → T admits a retraction, inducing an isomorphism T ≃ T 2 × BGm.
Proof. Let P → S be an S-point of T . By definition, we are given a Gm-torsor Q over S and a Gm-equivariant embedding
Q → P . Let P ′ = P ⊗Q∨, where Q∨ is the opposite torsor of Q and P ⊗Q∨ = P ×Gm Q∨, the quotient of P ×S Q by Gm,
acting diagonally (equivalently, the quotient of P ×S Q∨ by Gm acting anti-diagonally). We have an equivariant embedding
Gm = Q ⊗Q∨ → P ⊗Q∨. The image of the identity section ofGm gives a section of P ′, so P ′ is an object ofT 2. The pair (P ′,Q )
gives amap T → T 2×BGm. Since P = P ′⊗Q , we can recover P uniquely from P ′ and Q so this map is an isomorphism. 
3.2. Stable maps into the fibers ofP → BGm andP → pt
Denote byP ≃ [P1/Gm] the universal P1 bundle over BGm. An S-point ofP is a tuple (U, V , L, z, w)where U and V are
open subsets of S that together form a cover, L is a line bundle on S, and z ∈ Γ (U, L) and w ∈ Γ (V , L∨) are sections such
that z

U∩Vw

U∩V = 1. The images inP of 0 and∞ from P1 are divisors, denoted D+ and D− respectively, with D+ equal to
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the vanishing locus of z (which is contained inside U) and D− equal to the vanishing locus of w (and contained inside V ).
The line bundle L gives the projectionP → BGm.
An S-point of the stackM∼g (α, β)rt is given by a commutative diagram
C /

P

S / T
(2)
where P is the universal curve over T . The family C/S is a family of rational tails curves, the diagram is predeformable
with finite automorphism group, and the orders of contact of C along the marked sections of P over T coincide with the
partitions α and β . The fibers of C → S have a marking for each of the parts of the partitions α and β , corresponding to the
points of C in the pre-images of 0 and∞ respectively. Themap C → P restricts on fibers to relative stable maps to a rubber
P1. This description ofM∼g (α, β)rt gives an identification
g,α,β
M
∼
g (α, β)
rt = Mrel(P/BGm)
of the disjoint union over the discrete data with the moduli space of relative stable maps from rational tails curves into the
fibers ofP → BGm (as considered in [3,2]).
LetMrel(P) be the moduli stack of commutative diagrams
C /

P

S / T 2
(3)
that are predeformable as above, with contact order and marked points again determined by a choice of partitions α and β .
A family C → S of rational tails curves comeswith a distinguished genus g component in the fibers. Contracting the rational
tails in the fibers determines a map π : C → C to a family of smooth genus g curves.
3.3. The Costello diagram
It is enough for us to work with the relative Jacobian J =  Jg,T over the moduli space of smooth curves. Again, let Z be
the zero section.
Theorem 3.3. There is a cartesian square
Mrel(P/BGm) /

Z

Mrel(P) / J.
(4)
This is Diagram (1). The top horizontal arrow is given by sending a square
C /

P

S / T
to the stabilizationC of themarked curveC (recall that Z ∼=Mg,T ). Denote by {pi} and {qj} themarkedpoints onC determined
by the parts of α and β respectively. The bottom arrow sends a diagram (3) to the pair
C,OC
−
i
αiπ(pi)−
−
j
βjπ(qj)

where C again denotes the stabilization of themarked curve C . This is just the image through the section σ(α,−β) of Section 2.
The left vertical arrow is given by composition with T → T 2. The right vertical one is the obvious inclusion.
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Proof of Theorem 3.3. The diagram is commutative. The composition of the left vertical arrow and the lower horizontal
arrow gives C with the line bundle
M := OC
−
i
αiπ(pi)−
−
j
βjπ(qj)

.
The condition that this object lie in Z is that M be pulled back from S. To demonstrate this, we will actually identify which
line bundleM pulls back from.
There is a commutative diagram
C /

P /

P

S / T / BGm.
The map S → BGm gives a line bundle Q on S (the completion of the torsor Q associated to the map S → T ), which pulls
back to the line bundle L on C associated to the map C → P . To show that M is pulled back from S, it is enough to show
that π∗M is isomorphic to L. This is because for any line bundle F on C we have a canonical isomorphism π∗π∗F = F ; thus
an isomorphism π∗M ≃ L induces an isomorphism π∗π∗M ≃ π∗Lwhich is the pullback of Q from S.
We prove that π∗M ∼= L by a deformation theory argument. If S is a point, it is obvious, since both are line bundles on
C that have degree zero on every component and they agree on the central component. Assume now it is true over some
infinitesimal extension S of a point S0, and that S ′ is a square-zero extension of S by OS0 (and we have compatible data (2)
appropriately decorated). Then it is true over S ′, since isomorphism classes of deformations of the line bundles M and L
are classified by H1(C,OC ) and H
1(C,OC ) respectively. By Abramovich et al. [2, Lemma 3.1.7], these are isomorphic via the
natural map, so an isomorphism between π∗M and L can be extended to an isomorphism between π∗M ′ and L′.
This proves that π∗M and L agree in a formal neighborhood of every point of a general S. To show they agree on all of
S we can assume, since the moduli problem is locally of finite presentation, that S is Noetherian. Then by Grothendieck’s
existence theorem, π∗M and Lmust agree on the formal completion of S at any point. This implies that the locus where the
two line bundles agree is stable under generization. On the other hand, the locus where they agree is the pullback of the
zero locus of the relative Jacobian, thus is also closed. Since this locus also includes all of the points of S, it must be S itself.
The diagram is cartesian. An object of the fiber productMrel(P)×J Z consists of a diagram (3) such that the line bundle
L on C (defined above) is pulled back from S. To lift this to a point of Mrel(P/BGm), we need to factor the map S → T 2
through T = T 2×BGm so that Diagram (2) commutes. Thismeanswe have to find amap S → BGm so that the compositions
C → P → P → BGm and C → S → T → BGm agree. But the first of these is π∗M and the second is L, which we just saw
are isomorphic. Since L is pulled back from S, so isM . 
3.4. Proof of the comparison
To prove our comparison theorem, we reduce the problem to an application of [6, Theorem 5.0.1]. Following our proof,
the rest of this section and Section 4 are devoted to ensuring the relevant hypotheses are met.
Proof (Reduction of Theorem 1.2 to the Hypotheses of Costello’s Theorem). Denote by M = g,T Mg,T the Artin stack of
Deligne–Mumford pre-stable curves. LetM∗ be the stack of stable rational tails curveswith disjointmarked points, weighted
by integers k1, . . . , kT , such that
∑
ki = 0. The map σ from Section 2 determines a map Mrel(P) → M∗. The bottom
horizontal map in (4) factors throughM∗, giving a diagram
Mrel(P/BGm)
µ /

Z /

Z

Mrel(P) / M∗ / J.
where Z = Z ×J M∗ is the pullback of Z toM∗ and both squares are cartesian. We equip Z with the relative obstruction
theory pulled back from that of Z over J .
We will show in Corollary 4.10 that the absolute virtual class for Mrel(P/BGm) coincides with the virtual class relative
toMrel(P):
Mrel(P/BGm)

Mrel(P)
vir = Mrel(P/BGm)vir.
On the other hand Costello’s Theorem [6, Theorem 5.0.1], applied to the left square above, tells us that
µ∗

Mrel(P/BGm)

Mrel(P)
vir = [Z/M∗]vir. 
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We are left to check the hypotheses of Costello’s theorem and to prove Corollary 4.10. In our situation, the hypotheses of
Costello’s theorem are (with bullets in order corresponding to the bullets of Costello’s statement):
• Mrel(P/BGm) and Z are DM stacks: immediate from the definitions;
• Mrel(P) and M∗ are Artin stacks of the same pure dimension, and the bottom horizontal morphism is of DM type
of pure degree 1: in fact they are both Deligne–Mumford stacks by definition and the degree verification is done in
Proposition 3.4;
• the top horizontal map is proper: immediate from the properness ofMrel(P/BGm);
• the obstruction theories for the vertical maps agree: we outline our approach in the statement of Proposition 3.5, which
will be demonstrated in Section 4.
Proposition 3.4. The map Mrel(P)→M∗ induces an isomorphism on dense open substacks of source and target.
Proof. Let U ⊂M∗rel(P) be the locus of maps with unexpanded target. To give such a map is precisely the same as to give a
collection of disjoint, weighted sections on the source curve such that the sum of all the weights is zero. Therefore the map
in question induces an isomorphism from U to its image inM∗.
Wemust nowargue thatU is dense inM∗rel(P). For this, letM
orb
rel (P) be the stack of transverse orbifoldmaps to root stacks
of expansions ofP , as considered in [3]. By [3, Lemma 3.2.6(2)], the stackMorbrel (P) coversM
∗
rel(P). Therefore it suffices to
see that the pre-image Uorb of U inMorbrel (P) is dense. But the proof of [2, Proposition 4.2.2] shows thatM
orb
rel (P) is smooth
over the stack of orbifold targets. Since the unexpanded orbifold targets are dense in the stack of all orbifold targets, this
implies that Uorb is dense inMorbrel (P). 
Proposition 3.5. Let σ : Z → J denote the inclusion. The virtual class [Mrel(P/BGm)]vir defined in [17] is the Gysin pullback
σ ![Mrel(P)].
The proof of this proposition will be given in Section 4. We note that σ ![Mrel(P)] is the relative virtual class for
Mrel(P/BGm) associated to the relative obstruction theory overMrel(P) that is pulled back from that of Z in J .
4. The obstruction theories
We will define and compare natural relative obstruction theories for the morphisms Z → J and Mrel(P/BGm) →
Mrel(P) of Diagram (4). Since the diagram is cartesian, any relative obstruction theory for the former morphism induces a
relative obstruction theory for the latter. This gives us two obstruction theories controlling the relative deformation theory
ofMrel(P/BGm) overMrel(P). The object of this section will be to show that these obstruction theories coincide.
We begin by explaining what we mean by an obstruction theory in Section 4.1. We have elected to use a definition that
is close in spirit to that of [27], but incorporates some of the stack-theoretic techniques of [4]. This notion of an obstruction
theory will be studied in detail in the forthcoming paper [34]. In the case of a perfect obstruction theory, the definition
presented here is essentially equivalent to the one given in [4].
As in [4], the virtual fundamental class is obtained by intersecting the intrinsic normal cone with the zero section
in a vector bundle stack associated to the obstruction theory [34, Section 4.2]. However, unlike the obstruction theories
considered in [4], the obstruction theories for relative stable maps introduced by Li do not obviously arise as Ext(E,−) for
a complex E of quasi-coherent sheaves on a scheme. Although such a complex does exist a posteriori [34, Proposition 4.12],
we do not know how to describe it directly. The lack of such an explicit description would make it difficult to verify the
axioms of an obstruction theory using the Behrend–Fantechi formalism, and is the reason we have preferred the definition
introduced below.
The difficulty of the obstruction theory is ultimately due to the predeformability condition, which is not open and
therefore precludes a direct application of the standard deformation theoretic results from [20]. In [26], J. Li constructed
his obstruction theory by measuring the failure of local deformations to glue using a modified Čech procedure. We will
reinterpret Li’s obstruction groups as the groups of torsors under abelian group stacks on a suitable site, defined in
Section 4.2. This reinterpretation brought to light what appears to be a small omission in Li’s original definition, so we
have verified in detail in Appendix that our definition does give perfect obstruction theories.
In order to describe our obstruction theories, we will have to work systematically with abelian group stacks (or ‘‘Picard
stacks’’ in the parlance of [33, XVIII.1.4]). Verifying the axioms of an abelian group stack is tedious, though, and anyone who
has done it once will shudder at the prospect of doing so repeatedly for the multiple abelian group stacks that appear in this
paper. Fortunately we have been able to rely on an elegant device due to Grothendieck [15] to avoid verifying the axioms
directly:we realize our abelian group stacks as fibers of additively cofibered categories, the fibers ofwhich are always abelian
group stacks (cf. [15, Section 1.4]).
In Section 4.1.2, we describe the canonical obstruction theory associated to a smooth morphism. This section is not used
directly in the rest of the paper, but is meant to motivate the methods used to construct the obstruction theories considered
in the rest of the section. The principle is thatwhenever a deformation problem is locally trivial, it has a canonical obstruction
theory coming from torsors under its tangent sheaf, which is a systemof additively cofibered categories capturing essentially
R. Cavalieri et al. / Journal of Pure and Applied Algebra 216 (2012) 950–981 959
the same information as the cotangent bundle in the case of a smooth scheme. For details about torsors under group stacks,
we refer the reader to [5, Section 6].
In Section 4.2, we introduce the site in which deformations of relative stable maps become locally trivial in the present
context. Li demonstrates in [26] that the deformation theory of a relative stable map, relative to that of the source curve, is
trivial étale locally on the source curve. Therefore one might expect that the deformation theory of a relative stable map is a
local problem on the source curve, as it is for stable maps (see [34, Section 7.3]). However, a relative stable map is really a
map into the fibers of a family (to wit, the universal expansion P over the base T in the case considered here): it contains
the additional information of a map from the base of the family of source curves to the base of the family of targets. To take
this into account, our site combines the étale topologies of the base and total space of the family of curves.
In Section 4.3, we define the obstruction theories forMrel(P/BGm) andMrel(P) relative to the stack of pre-stable curves.
Morally, these obstruction theories arise because these moduli problems can be extended to the site defined in Section 4.2,
and they become formally smooth in that setting. By the principle of local unobstructedness,we obtain canonical obstruction
theories for the moduli problems that are necessarily compatible. By comparing them, we obtain a relative obstruction
theory forMrel(P/BGm) overMrel(P).
Although the obstruction theories for Mrel(P/BGm) and Mrel(P) over the moduli space of pre-stable curves are
complicated and difficult to understand explicitly, their difference is much simpler. We will find in Section 4.3.4 that it
is visibly the same as the obstruction theory pulled back from the normal bundle of Z in J , supplying the final hypothesis of
Costello’s theorem and permitting us to conclude that
µ∗

Mrel(P/BGm)

M∗rel(P)
vir = [Z/M∗]vir.
This will complete the proof of Theorem 1.2.
Remark. The methods of this section are valid without the restriction to rational tails curves: one may take Mrel(P/BGm)
andMrel(P) to be the corresponding moduli spaces in which the source curves are allowed to be pre-stable.
4.1. Obstruction theories in general
If S is a scheme over an algebraic stack X and J is a quasi-coherent sheaf on S, let DefX (S, J) be the category of square-zero
extensions of S by J over X . Objects of DefX (S, J) are therefore diagrams
S /

S ′
 



X
where S ′ is a square-zero extension of S with ideal IS/S′ = J . This category has the following functoriality properties:
(1) contravariance with étale morphisms in S: if f : S1 → S2 is étale and J is a quasi-coherent sheaf on S2 then there is a
functor DefX (S2, J)→ DefX (S1, f ∗J);
(2) covariance with J: if J1 → J2 is a morphism of quasi-coherent sheaves on S, there is a functor DefX (S, J1)→ DefX (S, J2),
(3) covariance with affine morphisms in S: if f : S1 → S2 is affine and J is a quasi-coherent sheaf on S1, there is a functor
DefX (S1, J)→ DefX (S2, f∗J).
These functors are all associative with the usual 2-categorical grain of salt [20, footnote, p. 197] (i.e., up to a canonical
isomorphism that satisfies a cocycle condition). The most efficient way of saying this precisely is to treat DefX variously as a
fibered or cofibered category over different bases. We refer the reader to [34, Section 3] for the details; note, however, that
loc. cit. works with the opposite category of DefX (S, J), which, at least when S = Spec A is affine, is denoted ExalX (A, J). We
note that the fibered category over the étale site of S determined byDefX is a stack and that for S fixed,DefX (S, J) is additively
cofibered [15, Définition 1.2] in the variable J . This latter fact implies thatDefX (S, J)has the structure of aΓ (S,OS)-2-module
(the analogue forOS-modules ofwhat is called a ‘‘Picard category’’ in [33, ExposéXVIII 1.4]) for all S and J (see [35] for details).
Only the abelian 2-group structure will be relevant for us here, and for this one may refer to [15, Section 1.4].
A Deligne–Mumford type morphism X → Y of algebraic stacks induces a faithful map DefX (S, J)→ DefY (S, J) for each
S and J .
Definition 4.1 ([34, Definition 3.2]). An obstruction theory for X over Y is a collection of groupoids E(S, J) for every scheme
S over X and every quasi-coherent sheaf J on S, such that:
(i) E(S, J) varies contravariantly with S and covariantly with J;
(ii) E(S, J) varies covariantly with affine morphisms in S;
(iii) E is a stack on the big étale site of X;
(iv) for S fixed, E(S, J) is additively cofibered [15, Définition 1.2] and left exact [15, Définition 2.2] in the J variable;
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(v) there are given cartesian diagrams
DefX (S, J) /

e(S, J)

DefY (S, J) / E(S, J)
(5)
where e(S, J) is the zero object of the 2-group E(S, J);
(vi) themaps in Diagram (5) are compatible with the étale contravariance in S, the affine covariance in S, and the covariance
in J .
We limit ourselves to several remarks about this definition here and refer the reader to [34] for further details.
Remark. At least for perfect obstruction theories, this definition is intermediate between those of [4, Definition 4.4] and
[27, Definition 1.2]: any perfect obstruction theory in the sense of Behrend–Fantechi gives rise to one as above, which in
turn gives rise to a perfect obstruction theory in the sense of Li–Tian. The composition of these processes is the same as
the one described in [23, Section 3] to produce a Li–Tian obstruction theory from a Behrend–Fantechi obstruction theory
[34, Section 5.3].
Remark. The diagram (5) says roughly that associated to any square-zero extension S ′ of S over Y (an object of DefY (S, J))
there is an obstruction ω in E(S, J) such that a lift of the diagram
S /

X

S ′
?



/ Y
exists if and only if ω is isomorphic to the zero section e(S, J). Furthermore, the set of all such lifts is precisely the set of
isomorphisms between ω and e(S, J). For more about obstruction classes, see [34, Section 5].
Remark. Throughout, we will define various collections of categories and stacks depending on a scheme S and a quasi-
coherent sheaf J on S, and satisfying various functoriality properties. Although these objects will not generally be stacks
(since they do not even form fibered categories in the S variable), it will be possible to obtain stacks by restriction to the
small étale site of any given scheme S. If F is one of these objects, we will write F(S, J) for the stack on the small étale site
of S whose value on U is F(U, JU).
When S and J remain fixed and indicating the dependence on S and J seems more cumbersome than omitting it seems
confusing, we will permit ourselves to write F in place of F(S, J).
4.1.1. The virtual fundamental class
Recall [4, Definition 3.6 and Section 7] that the relative intrinsic normal sheaf NX/Y is the associated abelian cone
stack ch(L∨X/Y [1]) of the dual of the relative cotangent complex of X over Y . Here, ch is Deligne’s ‘‘champ construction’’
(cf. [33, XVIII.1.4.11] or [4, Section 2], where the notation h1/h0 is used instead of ch). If E is an obstruction theory in the
sense above, then S → E(S,OS) is an abelian cone stack that we will abusively denote by the same letter E. We will say
that E is a perfect relative obstruction theory for X over Y if the abelian cone stack described above is a vector bundle stack
[4, Definition 1.9].
If E is a relative obstruction theory for X over Y , there is a canonical embedding of abelian cone stacks NX/Y → E
[34, Section 4.2]. This induces an embedding of the relative intrinsic normal cone CX/Y in E. If E is a perfect relative
obstruction theory then we can intersect CX/Y with the zero locus of E to obtain the relative virtual class associated to
this obstruction theory.
4.1.2. Locally unobstructed morphisms
This section will not be used in what follows. It is provided to give intuition about the definition of an obstruction theory
given above.
Consider a morphism X → Y and a commutative diagram of solid arrows
S /

X

S ′
?



/ Y
(6)
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in which S ′ is a square-zero extension of S with ideal J . Let TX/Y (S, J) be the collection of completions of the diagram
S /

X

S[ J] 0 /
>|
|
|
|
Y
inwhich S[ J] is the trivial square-zero extension of S by J over Y and themap 0 : S[ J] → Y is the zero tangent vector, i.e., the
unique extension of S → Y through S[ J] that factors through the canonical retraction S[ J] → S. If X is of Deligne–Mumford
type (resp. Artin type) over Y then TX/Y (S, J) forms a Γ (S,OS)-module (resp. a Γ (S,OS)-2-module). For U étale over S, the
assignment U → TX/Y (U, JU) defines an abelian group stack T X/Y (S, J) on S.
The letter T is supposed to evoke the tangent bundle, which is justified by the equality TX/Y (S, J) = Γ (S, f ∗TX/Y ⊗OS J).
By Yoneda’s lemma applied to the relative cotangent bundle, the system of modules (or 2-modules) TX/Y (S, J) contains the
same information as the relative tangent bundle itself.
The dashed arrows completing Diagram (6) form a pseudo-torsor under TX/Y (S, J). This is a consequence of the fact that
algebraic stacks respect pushouts of infinitesimal extensions of schemes (and holds even under much weaker assumptions
on X and Y ); the reader may find more details about this in [34, Section 2]. If X is assumed to be smooth over Y then, by the
formal criterion of smoothness, this pseudo-torsor is a torsor under T X/Y (S, J). The sections of this torsor are precisely the
lifts of the diagram.
If we defineE(S, J) to be the category of torsors under the sheaf of abelian groups (or stack of abelian 2-groups) T X/Y (S, J)
then E(S, J) is a relative obstruction theory for X over Y .
Definition 4.2. The obstruction theory described above will be called the canonical relative obstruction theory for X over Y .
If X is smooth over Y and the relative obstruction theory is the canonical one, we say that X is unobstructed over Y .
4.1.3. Compatible obstruction theories
Suppose X
u−→ Y v−→ Z is a sequence of morphisms of algebraic stacks, and EX/Z and EY/Z are relative obstruction theories
for vu and v, respectively. Suppose also that we have maps EX/Z → u∗EY/Z and commutative diagrams
u∗DefY (S, J)
'OO
OOO
OOO
OOO
O
/ u∗v∗DefZ (S, J) /
'OO
OOO
OOO
OOO
O
EX/Z (S, J)

DefX (S, J)
O
/
7oooooooooooo
e(S, J) /
7oooooooooooo
u∗EY/Z (S, J)
in which the oblique parallelograms are the cartesian squares associated to the obstruction theories EX/Z and EY/Z . Assume
that the diagram above is compatible with the variation in S and J . Let EX/Y (S, J) be the kernel of EX/Z (S, J)→ u∗EY/Z (S, J):
by definition,
EX/Y (S, J) = EX/Z (S, J) ×
u∗EY/Z (S,J)
e(S, J).
Then EX/Y is naturally a relative obstruction theory for u [34, Lemma 6.4].
Definition 4.3. If, in addition, the map EX/Z → u∗EY/Z is surjective as a map of étale stacks on X , we will say that these
obstruction theories are compatible and form an exact sequence
0→ EX/Y → EX/Z → u∗EY/Z → 0.
Suppose now that we have a sequence of compatible perfect obstruction theories as in Definition 4.3 and that Y is locally
unobstructed over Z , meaning that Y is smooth over Z and its relative obstruction theory is the canonical one. Recall that by
definition, EX/Y is the kernel of the map EX/Z → u∗EY/Z . A section of EX/Y (S, J) is a pair (ω, φ)where ω ∈ EX/Z (S, J) and φ
is an isomorphism between the image of ω in EY/Z (S, J) and e(S, J). The kernel of EX/Y → EX/Z can therefore be identified
with the group of automorphisms of the trivial object of u∗EY/Z (S, J). Recall, however, that u∗EY/Z (S, J) is the 2-stack of
torsors under u∗TY/Z (S, J), and the automorphism group of the trivial torsor is canonically u∗TY/Z (S, J). Moreover, the map
EX/Y → EX/Z is surjective since any two sections of u∗EY/Z are locally equivalent. We have therefore proved the exactness
of the bottom row of
u∗TY/Z / CX/Y /

CX/Z

0 / u∗TY/Z / EX/Y / EX/Z / 0.
The compatibility of the obstruction implies the commutativity of the square on the right, in which CX/Y and CX/Z are the
relative intrinsic normal cones [4]. The inclusion of CX/Y ⊂ EX/Y is equivariant with respect to the action of TY/Z , implying
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that CX/Y is the pre-image in EX/Y of CX/Z ⊂ EX/Z . Furthermore, since EX/Y is a torsor over EX/Z , the cycles CX/Z ⊂ EX/Z
and CX/Y ⊂ EX/Y determine the same cycle class on X . Therefore the virtual classes on X associated to EX/Y and EX/Z must
coincide.
In fact, [29, Theorem 4] shows that the same conclusion holds if the hypothesis that Y be unobstructed over Z is replaced
with the assumption that Y be lci and of Deligne–Mumford type over Z , with the canonical relative obstruction theory
[34, Section 7.2]. Indeed, in that case the relative virtual class for Y → Z is the fundamental class of Y , whose virtual pullback
to X is therefore the same as the virtual pullback of the fundamental class of Z .
4.2. A site adapted to deformations of curves
If p : C → S is a family Deligne–Mumford pre-stable curves, we can define a site CS whose objects are commutative
squares
U /

C
p

V / S
in which the horizontal arrows are étale. For brevity, we sometimes refer to the above object of CS as U → V or even just
UV . A collection of such diagrams is said to cover C → S if the maps U → C cover C and the maps V → S cover S.
This site has a projection π : CS → ét(S). The pullback functor π∗ : ét(S)→ CS sends a scheme V that is étale over S to
C ×U V → V . There are embeddings i : ét(C)→ CS, with i∗(UV ) = U , and j : ét(S)→ CS with j∗(UV ) = V . Covers in ét(C)
(resp. in ét(S)) are all pulled back from covers in CS so Ri∗ = i∗ (resp. Rj∗ = j∗). From this it follows that Rπ∗i∗ = Rp∗ and
Rπ∗j∗ = id. We also have j∗ = π∗, so Rπ∗π∗ = id as well.
Remark. The morphism of étale sites ét(C) → ét(S) induces a fibered site X [32, Définition VI.7.4.1] over the category
associated to the partially ordered set {0 ≤ 1}. The topos of sheaves on the site CS defined above is Top◦(X) [21, VI.5.2].
Although the pullback functor associated to the morphism of sites ét(C) → ét(S) does not possess a left adjoint—the
morphism of sites is not ‘‘bon’’ in the language of loc. cit.—the site CS nevertheless has a small collection of topological
generators: if {Ui} and {Vj} are topological generators for ét(C) and ét(S), respectively, then the collection of allmapsUi → Vj
and ∅ → Vj are topological generators for CS.
By analogy, or using the remark above, one can define a site XY as above for any morphism of sites X
f−→ Y . In addition
to the situation considered above, we will also make use of the site XY when f is the morphism of sites associated to a finite
morphism of schemes.
A sheaf on XY can be viewed as a triple (F ,G, ϕ) where F is a sheaf on X , G is a sheaf on Y , and ϕ : F → f ∗G is a
morphism of sheaves on X . We note that j!G = (0,G, 0) and i∗F = (F , 0, 0), so for any sheaf F on XY , there is an exact
sequence
0→ j!j∗F → F → i∗i∗F → 0. (7)
Lemma 4.4. Suppose that p : X → Y is a morphism of sites such that p∗p∗ = id and Rp∗ = p∗. Let π : XY → Y be the
projection. Then π∗ is exact on sheaves of abelian groups.
Proof. It is enough to show that R1π∗F = 0 for any sheaf of abelian groupsF on XY . For this it is enough, by the exactness
of (7), to see that R1π∗(j!G) = 0 and R1π∗(i∗F) = 0 for all sheaves F on X and G on Y . For the second, note that i∗ is exact,
and therefore R1π∗(i∗F) = R1(π∗i∗)F = R1p∗F , which is zero by hypothesis.
Now consider R1π∗(j!G). We have an exact sequence
0→ j!G → π∗G → i∗p∗G → 0,
which is in fact the exact sequence (7) applied to π∗G = (p∗G,G, idp∗G). We have Rπ∗π∗G = G and we have just seen that
Rπ∗i∗p∗G = Rp∗p∗G, which is G by hypothesis. Therefore Rπ∗j!G = 0. 
Lemma 4.5. Suppose f : X → X ′ is a closed embedding of Y -schemes. Let h : XY → X ′Y be the induced morphism. Then h is
acyclic.
Proof. It is enough to prove this after localizing at a dense set of geometric points in X ′Y . We can therefore assume Y is the
spectrum of a strictly henselian local ring and X ′ is either empty or the spectrum of a strictly henselian local ring, and with
that assumption, we only need to show that the global sections functor on XY is exact. But in that case X is either empty or
the spectrum of a henselian local ring, and in either case XY admits no covers other than by itself, which implies that the
global sections functor must be exact. 
Lemma 4.6. The map i : ét(C)→ CS is closed.
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Proof. The map j : ét(S)→ CS is an open embedding because it is represented by the subobject ∅S of the final object of CS
[31, Définition IV.8.3]. We argue that ét(C) is its closed complement. By definition, the closed complement of the subtopos
represented by ∅S consists of all sheaves F on CS such that j∗F is the final sheaf on ét(S) [31, Proposition IV.9.3.4]. Viewing a
sheaf F on CS as a triple (i∗F , j∗F , ϕ) thismeans that for F to be an object of the complement of∅Smeans that F is determined
uniquely by i∗F . That is, i∗ is an equivalence between the closed complement of CS and ét(C). 
Corollary 4.7. If D is closed in C, then the map h : ét(D)→ CS induced from i is a closed embedding. In particular, j∗ is exact.
4.3. Obstruction theories for rubber maps
In this section we will study an S-point ofMrel(P/BGm),
C /
p

P

S / T .
(8)
Wewish to describe an obstruction theory forMrel(P/BGm) relative toMrel(P) at this S-point.Wewill do this by comparing
obstruction theories for each of these spaces relative to the moduli space of curves.
These obstruction theories are defined in Sections 4.3.2 and 4.3.3, but we only prove that they are perfect relative
obstruction theories in Sections A.3 and A.4, since this fact is not directly relevant to our purpose in this section and relies
on some technical calculations in Section A.1. In Section 4.3.4 we define the relative obstruction theory for Mrel(P/BGm)
overMrel(P) using the method introduced in Section 4.1.3.
4.3.1. Extension of the moduli problems
To construct the virtual class for rubber stable maps, we will use a technique inspired by J. Li’s construction of the virtual
class for stable maps to degenerations. We were not able to understand Li’s construction in its entirety so we have modified
it slightly at several points.
The guiding principle is that the obstruction theory should be obtained by gluing local obstruction theories that are
canonical. From this point of view, the non-uniqueness of the obstruction theory for a givenmoduli problem arises from the
possibility of choosing different meanings for ‘‘local’’. The site defined in Section 4.2 provides a natural definition for ‘‘local’’
for the moduli problems at hand, and to the extent that this site is canonical, the obstruction theories we obtain from it are
canonical as well. In effect, our construction proceeds by extending the moduli problemsMrel(P/BGm) andMrel(P) to the
site defined in Section 4.2, where they become ‘‘formally smooth’’ and therefore possess canonical obstruction theories as in
Section 4.1.2. Although we will not attempt to discuss these extended moduli problems explicitly, we reserve the notation
Mrel(P/BGm) andMrel(P) for them so we can comment about them periodically.
Modulo the equivalence between torsors and Čech calculations, this is the same method used by Li in [26], except Li’s
extension of the moduli problem is slightly ambiguous: [26, Lemma 1.12] is true with the definition of Hom( f ∗ΩW [n], I)Ď
in [26, p. 216] only for charts of first kind p : U → V where p−1OV → OU is injective. In general, the definition of
Hom( f ∗ΩW [n], I)Ď must be modified slightly to yield Lemma 1.12 as stated (see Section A.1 for some indications about this
modification). We note, however, that the first claim of [26, Lemma 1.12] is unaffected by the discussion above, provided
one chooses U and V to be small enough; we will use this claim essentially later in this section.
Remark. One way to remedy the ambiguity mentioned above is to modify the definition of charts of first kind and assume
that U always dominates V . To make this change amounts to extending the moduli problemsMrel(P/BGm) andMrel(P) to
CS in a way that allows the expansion ofP to vary in a locally constant manner on the curve C (instead of on the base S as
it normally does). Although this extension does yield an obstruction theory, we do not expect this obstruction theory to be
perfect.
We have selected the following natural extension of the moduli problem instead: for UV ∈ CS, a UV -point of Mrel
(P/BGm) is a commutative diagram
U /

P

V / T
that is non-degenerate and predeformable. This is equivalent in principle to redefiningHom( f ∗ΩW [n], I)Ď to be the collection
of dashed arrows completing the diagram
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U /

(
U[p∗IV ] /___

PW [n]

V / 6V [IV ] /___ W [n].
As was remarked already, this does not change Hom( f ∗ΩW [n], I)Ď when U → V is surjective.
4.3.2. The obstruction theory for Mrel(P/BGm)
We describe the relative obstruction theory E forMrel(P/BGm) overM. Let J be a quasi-coherent sheaf on S. For UV ∈ CS
and J a quasi-coherent sheaf on V , define T (UV , J) to be the category of predeformable completions of the diagram
U /

&
U[p∗J] /___

P

V / 5V [ J] /___ T
Then T (UV , J) is additively cofibered with respect to J , so each T (CS, J) is an abelian 2-group. Allowing UV to vary in CS we
obtain an abelian group stack T (CS, J) for each quasi-coherent sheaf J on S. When CS and J are fixedwewill permit ourselves
to drop them from the notation and write T for the corresponding sheaf on CS.
Consider an extension problem
C /

(
C ′ /___

P

S / 6S ′ /___ T
(9)
in which C ′ is flat over S ′ and IS/S′ = J . We search for predeformable dashed arrows rendering the whole diagram
commutative. Solutions to this problem form a pseudo-torsor under T (CS, J). This follows from the fact that Artin
stacks respect pushouts of infinitesimal extensions of schemes and the pushout of two predeformable morphisms is still
predeformable. By [26, Lemma 1.12], a solution exists locally in CS, so the stack on CS of solutions to (9) is a torsor under the
abelian group stack T (CS, J). Denote by E(S, J) the category of torsors under T (CS, J) on CS. Note that E(S, J) is a 2-category
by definition, but it is equivalent to a 1-category because stability implies that the identity section of T (CS, J) has no global
automorphisms on CS.
Remark. The stack T (CS, J) may be viewed as the relative tangent bundle for the morphism of ‘‘refined’’ moduli spaces
Mrel(P/BGm)→M in which the hypotheses about connectedness of the fibers and properness in the moduli problems are
relaxed.
An object of DefM(S, J) corresponds to a diagram
C /

C ′

S / S ′
in which IS/S′ = J . Any such extension gives rise to a lifting problem (9), hence to a torsor on CS under the abelian group
stack T (CS, J). Trivializations of this torsor correspond precisely to solutions to the lifting problem (9). We therefore obtain
a cartesian diagram
DefMrel(P/BGm)(S, J) /

e(S, J)

DefM(S, J) / E(S, J).
This verifies one axiom of an obstruction theory for the map Mrel(P/BGm) → M; the remaining axioms are checked in
Section A.3. Perfection is checked in Section A.4.
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4.3.3. The obstruction theory for Mrel(P)
The obstruction theoryE′ forMrel(P) overM is described similarly, withT 2 replacing T . Solutions to the lifting problem
C /

%
C ′ /___

P

S / 9S
′ /___ T 2
(10)
form a pseudo-torsor under the abelian group stack of completions of the diagram
C /

&
C[p∗J] /___

P

S / 7S[ J] /___ T 2.
(11)
We denote this abelian group category by T ′(CS, J) which extends, as before, to a sheaf T ′(CS, J) on CS. Take E′(S, J) to be
the category of torsors on CS under T ′(CS, J). Then, as above, E′ is a relative obstruction theory for the mapMrel(P)→M.
4.3.4. The relative obstruction theory for Mrel(P/BGm) over Mrel(P)
Working with a fixed S-point (2) of Mrel(P/BGm) and a fixed quasi-coherent sheaf J on S, we shall write T for T (CS, J)
and T ′ for T ′(CS, J).
Recall the isomorphism T ≃ T 2 × BGm from Proposition 3.2. Composition with the projection T → T 2 induces a map
T → T ′. Let T ′′ be the quotient T/T ′ in the sense of abelian group stacks, i.e., the associated stack of (S, J) → T (S, J)/T ′(S, J).
Set E′′(S, J) = T ′′(CS, J). This is just π∗T ′′ where π : CS → ét(S) is the projection from Section 4.2. We wish to understand
E′′ more explicitly and see that it is a relative obstruction theory forMrel(P/BGm)→ Mrel(P).
Proposition 4.8. The sequence
0→ E′′ → E→ E′ → 0 (12)
is exact and forms a compatible sequence of obstruction theories for the sequence of maps
Mrel(P/BGm)→Mrel(P)→M.
Furthermore, there is a natural equivalence E′′(S, J) ≃ Ext(E, J) where E is the Hodge bundle.
Proof. By definition, a section of T ′′(CS, J) is a T ′-torsor on CS and a trivialization of the induced T -torsor. The immediately
implies that the sequence (12) is left exact. This implies that E′′ is a relative obstruction theory for Mrel(P/BGm) over
Mrel(P), as in Section 4.1.3. Compatibility of the obstruction theories will thus follow from surjectivity of the map E→ E′.
Note, however, that the lifts of any given section form a T ′′-torsor on CS. It is therefore enough to show that all such torsors
are trivial relative to S. Along the way, we will see that E′′(S, J) = Hom(E, J)where E is the Hodge bundle of C .
First we calculate π∗T ′′ explicitly. Let L(CS, J) be the space of extensions
S

/ BGm
S[ J]
<z
z
z
z
and let L′(CS, J) be the space of extensions
C /

BGm
C[p∗J]
;w
w
w
w
(13)
These extend to abelian group stacks L and L′ on CS and we have a commutative diagram
T /

T ′

L / L′
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coming from the isomorphism T ≃ T 2 × BGm. In fact, this diagram is cartesian, so if we define F(S, J) to be the 2-category
of L(CS, J)-torsors on CS and F′(S, J) to be the 2-category of L′(CS, J)-torsors on CS, the diagram
E /

E′

F / F′
(14)
is also cartesian.
Let L′′ be the quotient abelian group stack L′/L. This is an abelian 3-group on CS, but we will only be interested in
F′′ = π∗L′′, which is an abelian 2-group because an automorphism of a line bundle on S is determined globally by its pullback
to C . One can avoid any reference at all to 3-groups by noting that L(CS, J) = Bj∗J and L′(CS, J) = Bi∗p∗J are the classifying
stacks of sheaves of abelian groups. Therefore we can identify the sections of L′(CS, J)/L(CS, J)with the 2-category of torsors
under the abelian group stack [i∗p∗J/j∗J].
We can identify F′′ with the kernel of F → F′. Since E′′ was defined analogously and Diagram (14) is cartesian, the
induced map E′′ → F′′ must be an equivalence.
We follow the notation of [33, XVIII.1.4] and use ch to denote the assignmentwhich takes a 2-term complex concentrated
in degrees [−1, 0] to its associated Picard stack. It is easy to see that L(CS,OS) is represented on CS by ch( j∗OS[1]) and
L′(CS,OS) is represented by ch(i∗p∗OS[1]) (see Section 4.2 for the definitions of i and j). It is also immediate to verify that
the map L → L′ is represented by the natural map j∗OS[1] → i∗p∗OS[1] induced from the map OS → p∗p∗OS . If we take K
to be the cone of the map OS[1] → Rp∗p∗OS[1], we obtain an exact triangle
OS[1] → Rp∗p∗OS[1] → K → OS[2]
and we have ch(K) = F′′. Since C is proper and flat over S with connected fibers, the map OS → p∗OC is an isomorphism
(by cohomology and base change), we can also see that K is isomorphic to R1p∗OS[0] = Ext1(E,OS), where E is the Hodge
bundle. This induces a functorial isomorphism E′′(S,OS) ≃ Γ (S, E∨).
It follows, furthermore, from the above that torsors on CS under T ′′(CS, J) are parameterized up to isomorphism by R2p∗J ,
which is zero since C is 1-dimensional over S, so all T ′′(CS, J)-torsors on CS are trivial. This gives the surjectivity of E→ E′,
since the fiber above any section of E′ is a T ′′-torsor on CS. 
In particular, E′′(S,OS), which was a priori an abelian group stack, is actually just a sheaf of abelian groups, in the usual
sense. This proves that E′′ at least has the same underlying vector bundle as the obstruction theory pulled back from that of
Z in J .
The one thing remaining to be checked to deduce that the obstruction theory of Mrel(P/BGm) over Mrel(P) is pulled
back from that of Z over J is that the obstructions coming from our two obstruction theories are the same. Consider a lifting
problem
S /

Mrel(P/BGm) /

T

S ′ /
:u
u
u
u
u
Mrel(P) / T 2
in which S ′ is a square-zero extension of S with IS/S′ = OS . Let C and C ′ be the curves over S and S ′ associated to the maps
S → Mrel(P/BGm) and S ′ → Mrel(P). The lifting problem above translates immediately into the extension problem
C /

C ′ /

BGm
S /
K
S ′
=|
|
|
|
and the obstruction is precisely the class of the line bundle associated to themap C ′ → BGm in the dual of the Hodge bundle.
This is the same as the obstruction defined earlier coming from the inclusion of Z in J . This completes the proof.
Proposition 4.9. The map Mrel(P)→M is lci and E′ coincides with the canonical relative obstruction theory.
Proof. We have seen that Mrel(P) has a smooth, dense open substack U that is isomorphic to the stack parameterizing
smooth curves with T disjoint sections with weights summing to zero. By Proposition A.6, E′ is a perfect relative obstruction
theory for Mrel(P) overM. It is shown in [34, Proposition 4.12] that any perfect obstruction theory that is locally of finite
presentation (in the sense of Proposition A.4) arises from a perfect obstruction theory in the sense of Behrend–Fantechi.
Therefore, by [2, LemmaB.2], it now suffices to check that this obstruction theory is the canonical one on the open substackU .
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Let p : C → S be a smooth curve over S and suppose given a map f : C → P . To give a map C → P is the same as to
give a pair of disjoint divisors in C . This holds without any assumption of properness on C , and therefore also holds for the
open subsets of C .
Let D be the union of the pre-images of 0 and ∞. For any quasi-coherent sheaf J on S, the extensions of f to a map
C[p∗J] → P are the same as the extensions of D to a divisor on C[p∗J], which are parameterized by Γ (D,ND/C ⊗ J). In other
words, the sheaf T ′ of extensions on CS is pushed forward by the closed embedding h : D → CS. Let ψ : D → S be the
projection. Then h∗ is exact since h is a closed embedding, so R1π∗T ′ = R1ψ∗h∗T ′. On the other hand R1ψ∗ = 0 since D is
finite over S. Therefore the obstructions forMrel(P) overM all vanish locally in S, which is exactly what is needed. 
Corollary 4.10. The virtual class for Mrel(P/BGm) relative to Mrel(P) is equal to the absolute virtual class.
Proof. By the compatibility of the obstruction theories, the relative class forMrel(P/BGm) overMrel(P) coincides with the
virtual pullback of the virtual class of Mrel(P) relative toM. But since E′ is the canonical obstruction for the lci morphism
Mrel(P)→M, the relative virtual class must be the fundamental class. 
5. Localization
In this section, we summarize the localization techniques we use and prove Lemma 5.1, which evaluates a specific
product of ψ classes. We refer the reader to [13, Part 2] and [11, Sections 0 and 1] for a thorough treatment of relative
virtual localization in the case of P1. Localization in the context of stable maps was introduced by Kontsevich in [24]. Virtual
localization was derived in [14] and later for relative stable maps in [17].
5.1. Virtual localization
Let X be a proper Deligne–Mumford stack with a C∗-equivariant perfect obstruction theory. Let ιi : Fi → X be the
irreducible components of the fixed locus by the torus action. Then, for any [K] ∈ CHC∗(X):
[K] =
−
i
ιi∗
[K]|Fi
e(NvirFi )
∈ CHC∗(X)⊗C[t] C(t), (15)
where e(NvirFi ) is the virtual equivariant Euler class of the virtual normal bundle to the fixed locus, as described in [14]. We
apply (15) to spaces of relative stable maps to P1.
5.2. Localization and relative maps to P1
Let C∗ act on P1 with fixed points 0 and∞ and weights 1 on T0P1 and −1 on T∞P1. Denote by t the first Chern class
of the standard representation of C∗, so that CH∗C∗(pt) = Q[t]. The action on P1 induces an action of C∗ onMg,n(P1, d∞)
(hereafter denotedMg,n(d)) and the virtual fundamental class

Mg,n(d)
vir has a canonical equivariant lift. There is a branch
morphism br :Mg,n(d)→ SymrgαP1 which is equivariantwith respect to the induced action on the target. AC∗ fixed relative
stable map [C → T → P1] (we write T → P1 for the contraction of the expanded components of the accordion T ) over
Spec C is characterized by the following properties:
(1) any irreducible component of C mapping surjectively to the base P1 is a rational curve, fully ramified over the fixed
points 0 and∞;
(2) all other components must contract onto 0 or map into the expanded components of T which contract onto∞;
(3) all markings lie over 0 or∞.
These features are illustrated in Fig. 1. Since Pg(α; d) is defined by restricting to the rational tails locus, we only consider
maps where the curve C is rational tails.
The fixed loci of the C∗-action onMg,n(d) are indexed by localization graphs (see [11, Section 1.3.2]). The torus fixed
locus corresponding to a localization graph Γ is isomorphic toMΓ /AΓ , where AΓ and its action onMΓ are described in
[11, Section 1.3.4]. There each Γ is also assigned a multiplicitym(Γ ). The relative virtual localization formula then says
Mg,n(d)
vir =−
Γ
m(Γ )
|AΓ | ιΓ ∗
 
MΓ
vir
eC∗(NvirΓ )

(16)
in the ring AC
∗
∗ (Mg,n(d))⊗Q[t, 1t ]. Here NvirΓ is the virtual normal bundle to the fixed locus Γ inMg,n(d) and we are taking
its equivariant Euler class. There is an explicit formula for 1
eC∗ (NvirΓ )
in [13] at the end of Section 3.4.
Since all the genus of a rational tails curve is concentrated in a single irreducible component, all our contributing graphs
are trees. In fact, they are bipartite ‘‘fans" since being relative to ∞ with full ramification (d) allows for only a single
connected component contracting to∞. We introduce notation for localization graphs of two types, depending on whether
the genus g component of the source curve lies above 0 or∞.
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Fig. 1. Two torus fixed maps and their corresponding graphs.
Fig. 2. Fixed map corresponding to the localization graph ΓL(ν1 + (ν2)2,3 + ν3, 2).
Let [C → T → P1] be a C∗ fixed map. When the genus g component lies above 0, the contributing localization graphs
ΓL(ν, j) (see Fig. 2) are parameterized by the data of a partition ν = ν1 + · · · + νl ⊢ d for the degree of the edges and an
integer j ∈ {1, . . . , l} indicating to which edge the genus g component attaches. We include the data of the marked points
in our notation by a subscript corresponding to each marked point placed on the corresponding part of ν.
These fans correspond to the fixed locus information:
MΓ =Mg,val(vj) ×M∼0 (µ, d)×
∏
i≠j
M0,val(vi) m(Γ ) =
∏
i
µi,
where we share the abuse of notation of [11] and intendM0,1 = M0,2 := pt . We will denote by ψN the cotangent line
bundle class onMg,val(vj) at the marked point corresponding to the node where the genus g component meets the νj trivial
cover.
When the genus g component lies above∞, the contributing localization graphs ΓR(ν) are parameterized only by the
data of the partition ν ⊢ d and the location of the marked points, as illustrated in Fig. 3.
The graph ΓR(ν) corresponds to:
MΓ =M∼g (µ, d)×
∏
i
M0,val(vi) m(Γ ) =
∏
i
µi
5.3. Cotangent line bundle classes from the target
The contribution of the equivariant Euler class of the virtual normal bundle in formula (16) involves ‘‘ψ" classes of
two types. Smoothing nodes over 0 gives ordinary cotangent line bundle classes on moduli spaces of curves, which we
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Fig. 3. Fixed map corresponding to the localization graph ΓR((ν1)3 + (ν2)2 + ν3).
denote byψN . Smoothing nodes over∞ produces a ‘‘ψ class below", which we denote byψ without a subscript, on a space
of rubber relative maps M∼0 (α, β). This corresponds to the pullback of an appropriate ψ class via the branch morphism
M
∼
0 (α, β)→M0,r+2/Sr (see [17, Section 2.5]).
Lemma 5.1 ([13]). Let r = r0α,β = l(α)+ l(β)− 2 be the number of simple ramification points for a map inM∼0 (α, β) and let
H0α,β be the genus zero double Hurwitz number as defined in [12, Section 1.4.1]. Then∫
[M∼0 (α,β)]vir
ψ r−1 = 1
r!H
0
α,β .
Proof. We refer the reader to pages 21–22 of [13]. 
6. Total length 2
In this section we compute Pg,2(d; d), providing an independent proof of Theorem 1.3. The class Pg,2(d; d) has
codimension 2g − 1 and lives in the socle of R∗(Mrtg,2). The morphism π : Mrtg,2 → Mrtg,1 forgetting the second marked
point induces an isomorphism of socles. Computing π∗(Pg,2(d; d)) is then equivalent to computing the original class, and
we abuse notation by omitting π∗ when working overMrtg,1. This shortcut has the threefold advantage of simplifying the
combinatorics of our auxiliary integrals, of making explicit the comparison with Theorem 3.5 of [13], and of allowing us to
use a generating function for Hodge integrals onMg,1 from [10].
6.1. Proof of Theorem 1.3
The stabilization map:
µ :Mg(d)→Mg,1
isC∗-equivariantwith respect to the natural action on the space ofmaps, and the trivial action on themoduli space of curves.
Let [K] ∈ CH∗C∗(Mg(d)) be an equivariant lift of the class br∗([H]d−1)λgλg−1[1]vir . Then applying Formula (15) and then
pushing forward via µ:
µ∗([K]) =
−
i
µ|Fi∗

[K]|Fi
e(NvirFi )

. (17)
Since the left hand side of (17) is a polynomial in the equivariant parameter t , the coefficient of 1t on the right hand side
must vanish. We evaluate such relations.
Note:we (further) abuse notation by omitting µ|Fi∗.
We choose the equivariant lift of br∗([H]d−1) requiring the sum of the ramification indices above 0 to be at least d − 1.
Thus the only localization graph with a genus g contracting component above∞ has a single edge representing a trivial
degree d cover of P1, ΓR(d) (first column of Table 1). The other contributing graphs ΓL(ν; j) are parameterized by a partition
ν = (νm11 · · · νmkk ) ⊢ d and an integer j ∈ {1, . . . , k}. Let l := l(ν) be the length of the partition (we are suppressing the
dependence of l on ν for notational convenience, but often our summations are indexed by partitions ν, so it is important
not to forget this dependence throughout). The ΓL(ν; j) are found in the second column of Table 1.
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Table 1
Localization data for Theorem 1.3.
1. 2.
Fixed locus information
Graph ΓR(d) ΓL(ν; j)
m(Γ )
|AΓ |
d
d
(
∏k
i=1 ν
mi
i )mj
(
∏k
i=1 ν
mi
i )(
∏k
i=1 mi!)
Fixed locus M∼g (d, d) Mg,1 ×M∼0 (ν, d)
Normal bundle contributions
Free point at 0
t
d
t l−1νj∏k
i=1 ν
mi
i
Smooth node at 0 //
t
t
νj
− ψN
Smooth node at∞ 1−t − ψ
1
−t − ψ
Edge d
d
d!td
1
td
∏k
i=1

ν
νi
i
νi !
mi
Hodge //
tg − tg−1λ1 + · · · + (−1)gλg
t
br∗([H]d−1) (d− 1)!td−1 (2g + d− 1− (l− 1))!
(2g − (l− 1))! t
d−1 for l ≤ 2g + 1
0 for l > 2g + 1
The total contribution from Column 1 is:
t
d

1
−t − ψ

dd
d!td (d− 1)!t
d−1λgλg−1

M
∼
g (d, d)
vir = 1
t
−dd−1(d− 1)!
d! λgλg−1

M
∼
g (d, d)
vir
since the virtual dimension ofM∼g (d, d) is 2g − 1.
The total contribution from Column 2 is the sum over j of the contribution of each graph ΓL(ν, j). The total contribution
from the graph ΓL(ν, j) (from Column 2 when l ≤ 2g + 1) is:
mj
 t l−1νjk
i=1ν
mi
i
  k∏
i=1
mi!



t
t
νj
− ψN

1
−t − ψ

1
td
k∏
i=1

ν
νi
i
νi!
mi

tg − tg−1λ1 + · · · + (−1)gλg
t

(2g + d− l)!
(2g − l+ 1)! t
d−1λgλg−1[Mg,1] ×

M
∼
0 (ν, d)
vir
.
Expanding terms, this becomes
−t l−4mj
 ν
2
j
k∏
i=1
mi!


k∏
i=1

ν
νi−1
i
νi!
mi
(2g + d− l)!
(2g − l+ 1)!

1+ νjψN
t
+ ν
2
j ψ
2
N
t2
+ · · ·

1− ψ
t
+ ψ
2
t2
− · · ·


tg − tg−1λ1 + · · · + (−1)gλg

λgλg−1[Mg,1] ×

M
∼
0 (ν, d)
vir
.
Taking the 1t coefficient, from Column 1 we get
−dd−1(d− 1)!
d! λgλg−1

M
∼
g (d, d)
vir
,
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and from Column 2:
(−1)l−3mj
 ν
2
j
k∏
i=1
mi!


k∏
i=1

ν
νi−1
i
νi!
mi
(2g + d− l)!
(2g − l+ 1)!
ψ l−2

ν
g−1
j ψ
g−1
N − νg−2j ψg−2N λ1 + · · · + (−1)g−1λg−1

λgλg−1[Mg,1] ×

M
∼
0 (ν, d)
vir
.
Note that in this last step that the only non-zero contribution comes from zero dimensional classes.
Genus 0, one part, marked double Hurwitz numbers are evaluated in [12]:
H0ν,(d) = (l− 1)!dl−2. (18)
Using (18) and Lemma 5.1, the class ψ l−2 evaluated onM∼0 (ν, d) is dl−2. We simplify notation and get rid of the mi’s and
mj’s by writing our partition ν additively and writing Aut(ν) for
∏k
i=1 mi!. Summing all terms together and solving for
λgλg−1

M
∼
g (d, d)
vir
, we get:
λgλg−1

M
∼
g (d, d)
vir
=
−
ν⊢d
(−1)l−3 d!
dd−1

2g + d− l
d− 1

dl−2
Aut(ν)
l−
j=1
ν2j

l∏
i=1
ν
νi−1
i
νi!
∫
[Mg,1]
1− λ1 + · · · + (−1)gλg
1− νjψ1 λgλg−1[pt]. (19)
The summation is over only those partitions of length l ≤ 2g + 1 since the graph contribution is zero otherwise.
We borrow some notation from [10] in anticipation of using one of their results. Let Q eg be the Hodge integral∫
[Mg,1]
1− λ1 + · · · + (−1)gλg
1− eψ1 λgλg−1
appearing in (19). For any formal power series f (x) = ∑i fixi, let C (xi, f (x)) = fi denote the coefficient of xi. We use
C (xd−e, τ l(x)) for τ(x) =∑r≥1 rr−1r! xr to collect some of the coefficients in our expression.
Summing over possible values of Q eg , our expression becomes:
1
dd−1
d−
e=1
Q eg
−
ν⊢d:
e∈ν
(−1)l−3d!

2g + d− l
d− 1

dl−2
Aut(ν)
mee2

l∏
i=1
ν
νi−1
i
νi!

[pt]
whereme ∈ Z is the number of parts in ν of size e. Summing instead over partitions of d− e, we get:
1
dd−1
d−
e=1
Q eg
−
ν⊢(d−e)
(2g + d− l− 1)!
(2g − l)!
(−d)l
Aut(ν)
ee+1
e!

l∏
i=1
ν
νi−1
i
νi!

[pt].
In this last step, we take partitions of d− ewith one less part, so our length l (which depends on ν) decreases by 1. Now the
summation is over only the partitions of length l ≤ 2g .
Notice that
C (xd−e, τ l(x)) =
−
ν⊢(d−e):
length(ν)=l
l!
Aut(ν)

l∏
i=1
ν
νi−1
i
νi!

,
so first summing over the possible lengths of a partition, our expression simplifies to
λgλg−1

M
∼
g (d, d)
vir = 1
dd−1
d−
e=1
Q eg
ee+1
e!
2g−
l=1
(2g + d− l− 1)!
(2g − l)!
(−d)l
l! C (x
d−e, τ l(x))[pt].
These numbers fit into a generating function
G(y) =
∞−
g=1
1
dd−1
d−
e=1
Q eg
ee+1
e!
2g−
l=1
(2g + d− l− 1)!
(2g − l)!
(−d)l
l! C (x
d−e, τ l(x))y2g .
This is the same generating function that appears in Proposition 1 of [10], which states that
G(y) = log

dy/2
sin(dy/2)

.
Setting d = 1 gives our series for (λgλg−1

M
∼
g (1, 1)
vir
). Since the coefficients in the series for general d differ only by a
factor of d2g , the result follows. 
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7. Total length 3: genus 1
In this section we compute the coefficients of P1(d;α2 + α3) = A2α22 + A3α23 + Bα2α3 (Theorem 1.4). We obtain the
coefficients of α22 and α
2
3 terms by pullback from the coefficients of Theorem 1.3. Computing the coefficient of α2α3 requires
an auxiliary localization computation.
7.1. Computing A2, A3
Let π3 :M1,3 →M1,2 denote the morphism forgetting the third marked point. By Theorem 2.2, A2α22 = P1(d;α2+ 0) =
π∗3 (P1(α2;α2)). The length two polynomial is computed in Theorem 1.3, and
λ1P1(1; 1) = 124 [pt].
Since multiplication by λ1 induces an isomorphism in the tautological ring ofM1,2, it follows that P1(1, 1) = D1,0(∅|1, 2)
and therefore
A2 = π∗3 P1(1, 1) = π∗3 (D1,0(∅|1, 2)) = D1,0(∅|1, 2, 3)+ D1,0(3|1, 2) = ψ1 − D1,0(2|1, 3). (20)
The last equality in (20) is a simple relation in the tautological ring, whichwe verify below. OnM1,1 we have λ1 = ψ1. Using
the comparison lemma to pull-back the class ψ1, one pulls this equality back toM1,3 and obtains:
λ1 = ψ1 − D1,0(3|1, 2)− D1,0(2|1, 3)− D1,0(∅|1, 2, 3).
Multiplying by λ1 and recalling that λ21 = 0, we get the relation:
0 = ψ1λ1 − λ1D1,0(3|1, 2)− λ1D1,0(2|1, 3)− λ1D1,0(∅|1, 2, 3). (21)
Since multiplication by λ1 gives an isomorphism between R1(Mrt1,3) and R
1(M1,3), relation (21) holds without the factor
of λ1 on rational tails.
The coefficient A3 is obtained either by repeating the same argument using the forgetful map π2 or by exploiting the
equivariance of the polynomial with respect to the automorphism ofM1,3 exchanging the second and the third mark.
7.2. Computing B
For any positive integer d ≥ 2, consider the equivariant cohomology class [K(d)] ∈ CH∗C∗(M1,{2,3}(d)) which lifts the
class
λ1

3∏
i=2
ev∗i (pt.)

br∗([H]d−2)
by requiring the marked points to map to 0 and the part of the ramification divisor over 0 to have length at least d − 2.
Applying (15) and pushing forward via the stabilization morphism µ : M1,{2,3}(d)→ M1,3 (where the fully ramified point
is remembered as the first mark), we obtain a description of µ∗([K(d)]) in terms of rational functions in the equivariant
parameter t with coefficients in the cohomology of the (pushforwards of) fixed loci of the moduli space of maps (as in (17)).
We denote by R(d) the 1t coefficient of the localization of [K(d)] and observe that µ∗(R(d)) = 0 ∈ R∗(M1,3). We carry
out this computation explicitly for d = 2. We introduce some more notation for the localization graphs: genus is in the
superscript and marked points are in the subscript of the corresponding part of the partition ν. Table 2 lists the localization
data.
Degree 2:
R(2) =4ψNλ1[M1,3] − ψNλ1[M1,3] × [M∼0 (2, 1+ 1)] − 2λ1[M1,2] × [M∼0 (2, 1+ 1)]
− λ1[M0,3] × [M∼1 (2, 1+ 1)] − λ1[M∼1 (2, 1+ 1)].
The contributions arise from graphs 1, 3, 4, 6, and 7. The graphs 2 and 6 do not contribute.
Next we pushforward R(2) and obtain a relation on the moduli space of curves which we call L(2). The genus zero class
[M∼0 (2, 1+ 1)] pushes forward to the Hurwitz number H02,1+1 = 1 times the class of a point. We substitute the appropriate
boundary expression for the genus 0 rubber classes:
L(2) := µ∗(R(2)) = 4ψ1λ1 − ψ1λ1 − λ1D1,0(2|1, 3)− λ1D1,0(3|1, 2)− λ1S(12,3 + 1)− λ1µ∗[M∼1 (2, 1+ 1)] = 0.
This simplifies to
3ψ1λ1 − λ1D1,0(2|1, 3)− λ1D1,0(3|1, 2) = λ1S(12,3 + 1)+ λ1µ∗[M∼1 (2, 1+ 1)]. (22)
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Table 2
Degree 2 localization data.
Graph m(Γ )|AΓ | Fixed locus Normal contribution
1. ΓL(212,3)
1
2 M1,3
t
t
2−ψN
2
t2
t−λ1
t t
2
2. ΓR(22,3) 1 M0,3 ×M∼1 (2, 2) tt
2−ψ ′N
1
−t−ψ
2
t2
1
t t
2
3. ΓL(112,3 + 1) 1 M1,3 ×M∼0 (2, 1+ 1) tt−ψN 1−t−ψ 1t2
t−λ1
t t
3
4. ΓL(112 + 13), ΓL(113 + 12) 1 2

M1,2 ×M∼0 (2, 1+ 1)
 t
t−ψN
1
−t−ψ
1
t2
t−λ1
t t
2
5. ΓL(11 + 12,3) 1 M0,3 ×M1,1 ×M∼0 (2, 1+ 1) tt−ψ ′N
t
t−ψN
1
−t−ψ
1
t2
t−λ1
t2
t2
6. ΓR(12,3 + 1) 1 M0,3 ×M∼1 (2, 1+ 1) tt−ψ ′N
1
−t−ψ
1
t2
1
t t
3
7. ΓR(12 + 13) 1 M∼1 (2, 1+ 1) 1−t−ψ 1t2 t2
Fig. 4. The fixed locus inM1,{2,3}(d) that pushes forward to S((α2)2,3 + α3).
The pushforward of R(2) still contains classes that are neither standard generators nor the pushforward of the rubber classes
we are interested in. We next express such classes in terms of standard classes.
The S-Loci
We denote by S((α2)2,3+α3) the push forward throughµ of the class [M0,3]×[M∼1 (d, α2+α3)] given by the fixed locus
corresponding to the graph ΓR((α2)2,3 + α3), and similarly S(α2 + (α3)2,3) (Fig. 4). For i = 1, 2, 3, let πi :M1,3 →M1,2 be
the forgetful morphism and σi :M1,2 →M1,3 the section, each corresponding to the i-th marked point.
Note we have:
λ1S((α2)2,3 + α3) = λ1σ2∗π3∗µ∗[M∼1 (d, α2 + α3)] = λ1(A′2α22 + A′3α23 + B′α2α3). (23)
From (20) we can compute:
A′2 = σ2∗π3∗π∗3 (D1,0(∅|1, 2)) = 0
A′3 = σ2∗π3∗π∗2 (D1,0(∅|1, 3)) = D1,0(1|2, 3). (24)
To determine B′ we ‘‘push–push" L(2):
π3∗L(2):
2λ1 = λ1π3∗S(12,3 + 1)+ λ1π3∗µ∗[M∼1 (2, 1+ 1)];
σ2∗π3∗L(2):
2λ1D1,0(1|2, 3) = 2λ1S(12,3 + 1).
This gives the linear equation in the coefficients of S((α2)2,3 + α3):
D1,0(1|2, 3) = D1,0(1|2, 3)+ B′, (25)
determining B′ = 0. Nowwe can use L(2) to solve for B. Plugging in (22) the boundary expressions for A2, A3 and S(12,3+1),
we obtain the linear equation on the coefficients:
3ψ1λ1 − D1,0(2|1, 3)− D1,0(3|1, 2) = D1,0(1|2, 3)+ ψ1 − D1,0(2|1, 3)+ ψ1 − D1,0(3|1, 2)+ B, (26)
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Table 3
Degree 3 localization data: fixed locus information.
Graph m(Γ )|AΓ | Fixed locus Normal contribution
1. ΓL(312,3)
1
3 M1,3
t
t
3−ψN
33
3!t3
t−λ1
t 4t
3
2. ΓR(32,3) 1 M0,3 ×M∼1 (3, 3) tt
3−ψ ′N
1
−t−ψ
33
3!t3
1
t 2t
3
3. ΓL(212,3 + 1) 1 M1,3 ×M∼0 (3, 2+ 1) tt
2−ψN
1
−t−ψ
2
t3
t−λ1
t 3t
4
4. ΓL(212 + 13), ΓL(213 + 12) 1 2

M1,2 ×M∼0 (3, 2+ 1)
 t
t
2−ψN
1
−t−ψ
2
t3
t−λ1
t 3t
3
5. ΓL(21 + 12,3) 1 M0,3 ×M1,1 ×M∼0 (3, 2+ 1) tt
2−ψN
t
t−ψ ′N
1
−t−ψ
2
t3
t−λ1
t2
3t3
6. ΓL(22,3 + 11) 1 M0,3 ×M1,1 ×M∼0 (3, 2+ 1) tt
2−ψ ′N
t
t−ψN
1
−t−ψ
2
t3
t−λ1
t2
3t3
7. ΓL(22 + 113), ΓL(23 + 112) 1 2

M1,2 ×M∼0 (3, 2+ 1)
 t
t−ψN
1
−t−ψ
2
t3
t−λ1
t 3t
3
8. ΓL(2+ 112,3) 1 M1,3 ×M∼0 (3, 2+ 1) tt−ψN 1−t−ψ 2t3
t−λ1
t
3
2 t
4
9. ΓR(22,3 + 1) 1 M0,3 ×M∼1 (3, 2+ 1) tt
2−ψ ′N
1
−t−ψ
2
t3
1
t t
3
10. ΓR(22 + 13) 1 M∼1 (3, 22 + 13) 1−t−ψ 2t3 t3
11. ΓR(23 + 12) 1 M∼1 (3, 23 + 12) 1−t−ψ 2t3 t3
12. ΓR(2+ 12,3) 1 M0,3 ×M∼1 (3, 2+ 1) tt−ψ ′N
1
−t−ψ
2
t3
1
t
1
2 t
4
13. ΓL(112,3 + 1+ 1) 12 M1,3 ×M
∼
0 (3, 1+ 1+ 1) tt−ψN 1−t−ψ 1t3
t−λ1
t 2t
5
14. ΓL(112 + 13 + 1), ΓL(113 + 12 + 1) 1 2

M1,2 ×M∼0 (3, 1+ 1+ 1)
 t
t−ψN
1
−t−ψ
1
t3
t−λ1
t 2t
4
15. ΓL(11 + 12,3 + 1) 1 M0,3 ×M1,1 ×M∼0 (3, 1+ 1+ 1) tt−ψ ′N
t
t−ψN
1
−t−ψ
1
t3
t−λ1
t2
2t4
16. ΓL(11 + 12 + 13) 1 M1,1 ×M∼0 (3, 1+ 1+ 1) tt−ψN 1−t−ψ 1t3
t−λ1
t 2t
3
which determines:
B = ψ1 − D1,0(1|2, 3). (27)
7.3. Consistency check: degree 3 relation
In this section we present an auxiliary virtual localization relation among our classes. This serves the twofold purpose
of giving a consistency check of the previous computations and of providing the reader that may be interested in applying
this techniques with another example of it. We check that the relation L(3) := µ∗R(3) is compatible with the result of
Theorem 1.4. The localization data are contained in Table 3.
L(3) = 0 = 54ψNλ1[M1,3] − 24ψNλ1[M1,3] × [M∼0 (3, 2+ 1)] − 24λ1[M1,2] × [M∼0 (3, 2+ 1)]
−12λ1[M1,2] × [M∼0 (3, 2+ 1)] − 3ψNλ1[M1,3] × [M∼0 (3, 2+ 1)] − 4λ1[M0,3] × [M∼1 (3, 2+ 1)]
−2λ1[M∼1 (3, 22 + 13)] − 2λ1[M∼1 (3, 23 + 12)] − λ1[M0,3] × [M∼1 (3, 2+ 1)]
+ψNψλ1[M1,3] × [M∼0 (3, 1+ 1+ 1)] + 4ψλ1[M1,2] × [M∼0 (3, 1+ 1+ 1)]
−2λ1[M0,3] × [M1,1] × [M∼0 (3, 1+ 1+ 1)] − 2λ1[M1,1] × [M∼0 (3, 1+ 1+ 1)].
Graphs 1, 3, 4, and 7 through 16 contribute to the above expression. The graphs 2, 5, and 6 do not contribute. Note that in
Graphs 10 and 11 we carefully keep track of the location of the marks. While in principle we should do this for every single
fixed locus, we allow ourselves the sloppiness of forgetting such information from our notation when it is irrelevant to the
computation.
Genus 0 rubber classes.
The genus zero rubber classes contribute [M∼0 (3, 2 + 1)] = 1[pt] and ψ[M∼0 (3, 1 + 1 + 1)] = 2[pt] for the terms
corresponding to the fixed loci 3, 4, 7, 8, 12 and 13. The term 2λ1[M0,3] × [M1,1] × [M∼0 (3, 1 + 1 + 1)] corresponding to
locus 14 pushes forward to 0. The last term, containing [M∼0 (3, 1+ 1+ 1)] and no ψ class, does not push forward to zero:
theM∼0 (3, 1+ 1+ 1) factor maps isomorphically onto the P1(= M0,4) component of D1,0(∅|1, 2, 3). This locus thus pushes
forward to−2λ1D1,0(∅|1, 2, 3).
Substituting the boundary expressions for the genus 0 rubber classes into L(3) and simplifying, one obtains:
2λ1µ∗[M∼1 (3, 22 + 13)] + 2λ1µ∗[M∼1 (3, 23 + 12)] = 30ψ1λ1 − 12λ1D1,0(2|1, 3)− 12λ1D1,0(3|1, 2)
− 2λ1D1,0(∅|1, 2, 3)− 4λ1S(22,3 + 1)− λ1S(2+ 12,3) (28)
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Using the results of the previous two subsections and forgetting λ1, (28) becomes:
10(ψ1 − D1,0(2|1, 3))+ 10(ψ1 − D1,0(3|1, 2))+ 8(ψ1 − D1,0(1|2, 3)) = 30ψ1 − 12D1,0(2|1, 3)
− 12D1,0(3|1, 2)− 2D1,0(∅|1, 2, 3)− 6D1,0(1|2, 3), (29)
which immediately simplifies to relation (21).
7.4. Genus 1 polynomial for arbitrary total length: Corollary 1.5
By Corollary 2.3 our computation of P1,3(d;α2, α3) determines the genus 1 polynomial P1,T (d;α2, . . . , αT ) for arbitrary
total length. This is computation is performed by applying Parts (i) and (ii) of Theorem 2.2. First, pull back the coefficients
of α22 and α2α3 from P1,3(d;α2, α3) iteratively through maps forgetting marked points. Then, apply the equivariance from
Part (i). The resulting polynomial is as stated in Corollary 1.5.
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Appendix. Obstruction theory details
In this appendix, we will check that the definitions of Section 4 do indeed yield obstruction theories and that these
obstruction theories are perfect.
A.1. Calculations
We develop some explicit descriptions of the sheaves T and T ′. These descriptions will not be needed directly in the
sequel, but we will need to know that a large part of T (CS, J) and T ′(CS, J) can be constructed from quasi-coherent sheaves
on C and on S. The techniques used in this section are very similar for E and E′. We will generally only give the arguments
in detail for E and then explain what modifications are necessary when repeating them for E′.
Let C be the family of curves over S associated to an S-point of Mrel(P/BGm). We begin by relating the abelian group
stack T on CS, defined in Section 4.3.2, to some more familiar sheaves. Our methods here are adapted from [26, Section 5].
A.1.1. The sheaf A
Suppose that the map S → T induced from an S-point of Mrel(P/BGm) factors through a map S f−→ W where W is
smooth over T . Let A(CS, J) be the category of predeformable completions of the diagram
C /

'
C[ p∗J] /___

PW

S / 7S[ J] /____ W .
Extend this, in the usual way, to an abelian group stack A(CS, J) on CS.
Lemma A.1. Assume that the map S → T (resp. S → T 2) associated to an S-point of Mrel(P/BGm) (resp. of Mrel(P)) factors
through f : S → W for some W smooth over T (resp. over T 2). There is an exact sequence
0→ π∗TW/T (S, J)→ A(CS, J)→ T (CS, J)→ 0 (30)
(resp. 0→ π∗TW/T (S, J)→ A(CS, J)→ T ′(CS, J)→ 0)
of abelian group stacks on CS.
976 R. Cavalieri et al. / Journal of Pure and Applied Algebra 216 (2012) 950–981
Proof. Write Z for T (resp. for T 2). SinceW is smooth over Z , the map A → T (resp. A → T ′) is surjective, by the formal
criterion for smoothness. The sections of the kernel over UV are the completions of the diagram
V
f /

W

V [ J] 0 /
<z
z
z
z
Z .
By inspection, this is the same as π∗TW/T (S, J). 
Now let g : C → P be the map induced from the S-point of Mrel(P/BGm). Recall that P and T can be given log.
structures, and the map P → T can be extended to a log. smooth morphism. LetΩ P/T (log) be the sheaf of relative log.
differentials.
Remark. Whenwe consider an S-point ofMrel(P), we will need to use the relative cotangent complexΩ P/T 2(log), which
is perfect in degrees [0, 1], since the map P → T 2 is not representable. This is the only noteworthy difference between
the arguments used in this section to study T and the analogous ones that apply to T ′.
It is possible to describe A(CS, J) fairly explicitly, following [26, Sections 1 and 5]. Recall that a chart of ‘‘first kind’’ of CS is
a UV ∈ CS such that U does not contain any ‘‘essential nodes’’—nodes whose images in P meets the singular locus. A chart
of ‘‘second kind’’ is a UV ∈ CS such that UV is a small étale neighborhood of an essential node. Here ‘‘small’’ means that the
morphism from U to P admits the following standard description:
Over a chart UV of second kind, the commutative diagram
U /

PW

V / W
can be obtained by étale localization from a commutative diagram of rings,
OV [x, y]/(xy− t) OW [u, v]/(uv − w)o
OV
O
OW
O
o
wherew → tm, u → xm, and v → ym. By [26, Lemma 1.12], to extend this to a predeformable diagram
OV [x, y]/(xy− t) (OV + J)[x, y]/(xy− t)o OW [u, v]/(uv − w)o_ _ _
r
OV
O
OV + Jo
O
OW
O
o_ _ _ _ _ _ _ _ _k
is the same as to give a commutative diagram
J ⊗OV OU Ω PW (log u, log v)o
J
O
ΩW (logw)o
O
In [26, Equation (1.10)], the group of such diagrams is denoted Hom( f ∗Ω PW /W , J)Ď, at least when U dominates V (cf. the
beginning of Section 4.3.1).
According to whether we are looking at a chart of first or second kind, we writeΩĎPW (resp.ΩĎW ) forΩ PW (log u, log v)
orΩ PW (resp.ΩW (logw) orΩW ). These do not glue together to form sheaves on CS, but the collection of diagrams
J ⊗OV OU ΩĎPWo
J
O
Ω
Ď
W
o
O
(31)
does form a sheaf on CS, which is precisely A(CS, J).
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A.1.2. The sheaf B
We continue to assume that there is a factorization of S → T through a schemeW that is smooth over T . Let B′(CS, J)
be the sheaf of abelian groups (or abelian group stack when we are studyingMrel(P)) whose value on UV ∈ CS is
Hom(g∗Ω P/T (log)U , p∗( J)U)
where p : C → S is the projection. Note that
B′(CS, J) = i∗ ch(Hom(g∗Ω P/T (log), p∗J)).
We can identify B′(CS, J)with a subsheaf of the sheaf whose value on UV is the collection of extensions
C /

'
C[p∗J]

/___ PW

S / 7S[ J] 0 / W .
(32)
This is, in turn, a subsheaf of A(CS, J), so we get an injective map
B′(CS, J)→ A(CS, J).
We define B(CS, J) to be the quotient sheaf.
Over each chart of first or second kind, there is a diagram
0 / ΩĎW ⊗OV OU / ΩĎPW / Ω PW /W (log) / 0
0 / ΩĎW
O
/ ΩĎW
/
O
0
O
/ 0
(33)
with exact rows. The square on the right induces the map of sheaves B′(CS, J)→ A(CS, J).
Lemma A.2. There is an exact sequence
0→ i∗Hom(g∗Ω P/T (log), p∗J)→ A(CS, J)→ B(CS, J)→ 0 (34)
and on a chart UV of either first or second kind, we have B(CS, J) = π∗Hom(ΩĎW , J).
Proof. Apply Hom(−, J)Ď to the sequence (33) over a chart of either kind. We get the exact sequence
0→ i∗Hom(g∗Ω P/T (log), p∗J)→ A(CS, J)→ Hom(π∗ΩĎW , π∗J)→ i∗Ext1(Ω P/T (log), p∗J).
Since g∗Ω P/T (log) is a vector bundle on C , the last term vanishes. From the definition of B, we get B(CS, J) =
Hom(π∗ΩĎW , π∗J), and one easily checks that this is equal to π∗Hom(Ω
Ď
W , J). 
A.2. Local finite presentation
Lemma A.3. Suppose that A is a commutative ring, J is an A-module, and the pair (A, J) is the filtered colimit of pairs (Ai, Ji). Put
Vi = Spec Ai and assume that we are given compatible predeformable families of predeformable maps
Ui /

P

Vi / S
whereS = T (respS = T 2). Then the natural map
T (UV , J) = lim−→
i
T (UiVi, Ji) (resp. T ′(UV , J)→ lim−→
i
T ′(UiVi, Ji))
is an equivalence.
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Proof. By the local finite presentation of P overS and the local finite presentation ofS , a diagram
U[p∗J] /

P

V [ J] / S
is induced from a diagram
Ui[p∗i Ji] /

P

Vi[Ji] / S .
Wemust check that if the former is predeformable, then so is the latter. We recall that predeformability is equivalent to the
étale local existence of a standard form for the diagram:
Spec A[x, y]/(xy− t) Spec A[u, v]/(uv − s)o
A
7ooooooooooooo
gNNNNNNNNNNNN
in which u → αxℓ, v → βyℓ, where α and β are units, and αβ ∈ A. But a scheme étale over U can be induced from a scheme
étale over Ui for a sufficiently large i, and then the factorization, α, β , and the various equations necessary to demonstrate
predeformability will all appear after passing to a large enough i. 
Proposition A.4. Suppose that A is a commutative ring, J is an A-module, and the pair (A, J) is the filtered colimit of pairs (Ai, Ji).
Assume that we are given compatible maps Spec Ai → Mrel(P/BGm) (resp. Spec Ai → Mrel(P)). Then E(A, J) = lim−→E(Ai, Ji)
(resp. E′(A, J) = lim−→E′(Ai, Ji)).
Proof. Wewill show that for i sufficiently large, themapsE(A, J)→ E(Ai, Ji) are essentially surjective on objects, essentially
surjective on morphisms, surjective on 2-morphisms, and surjective on equality of 2-morphisms. We note first of all that
this is a local problem in S since E is a stack on S. We can therefore assume that S is affine and in particular quasi-compact
and quasi-separated. Let C be total space of the family of curves over S induced from the map S → Mrel(P/BGm) (resp.
S → Mrel(P)). This is also quasi-compact and quasi-separated.
Any object, morphism, etc. in E(S, J) can be described by a descent datum on the site CS: if ξ is a T (CS, J)-torsor (resp.
a morphism of T (CS, J)-torsors, resp. a pair of T (CS, J)-torsors) on CS there is a finite diagram of étale maps UjVj → CS
such that all of the torsors involved in the definition of ξ become trivial when restricted to each UjVj, and the collection of
ξj obtained by restriction to the UjVj constitute a descent datum for ξ .
By a ‘‘standard limit argument’’ we can assume that the finite diagram of UjVj over CS is induced from a diagram of UijVij
over CiSi. Enlarging i as necessary, we can ensure that the maps among the UijVij are all étale, and we can also ensure the
various covering properties of the UjVj are inherited from corresponding properties of the UijVij. We can certainly descend
any torsors involved among the ξj to torsors on the UijVij, since the torsors are trivial on the UjVj. Therefore the problem
amounts to showing that morphisms between trivial torsors on the UjVj are induced from morphisms between torsors on
the UijVij, for i sufficiently large. But morphisms between trivialized torsors are precisely the same as sections of T (CS, J)
(resp. of T ′(CS, J)), so the problem reduces to exactly what was shown in Lemma A.3. 
In [34, Definition 3.10], an obstruction theory satisfying the property demonstrated above is said to be locally of finite
presentation.
A.3. Affine pushforward
We illustrate the functoriality of E(S, J) and E′(S, J) with respect to affine morphisms in the S-variable. After the
discussion in Sections 4.3.2 and 4.3.3, this is the only remaining axiom of an obstruction theory whose verification is non-
trivial. Suppose that S → S ′ is an affine morphism overMrel(P/BGm) or overM∗rel(P). Then we have a cartesian diagram
C /

C ′

S / S ′,
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in which C and C ′ are the corresponding families over curves over S and S ′, respectively, and the horizontal arrows are affine.
Let f : CS → C ′S ′ be the morphism of sites induced from the diagram above. Abusively, we also use f to denote the maps
S → S ′ and C → C ′.
Let T denote the abelian group stack on CS defined as in Section 4.3.2, and let T C ′S′ denote the corresponding stack on
C ′S ′. Note that because infinitesimal extensions can be pushed out by affine morphisms, and algebraic stacks respect these
pushouts, it follows that there is a natural map f∗T → T C ′S′ . Define T ′ and T ′C ′S′ likewise.
Lemma A.5. (1) If P is a T-torsor on CS, then f∗P is a f∗T-torsor on C ′S ′.
(2) If P is a T ′-torsor on CS then f∗P is a f∗T ′-torsor on C ′S ′.
Using the lemma,we candefine themapsE(S, J)→ E(S ′, f∗J) (resp.E′(S, J)→ E(S ′, f∗J)) by composing thepushforward
P → f∗P with the extension of structure group f∗T → TC ′S′ (resp. f∗T ′ → T ′C ′S′ ).
Proof of Lemma A.5. The proofs of the two statements are similar, so we only prove the first in detail and then explain the
modifications necessary for the second.
Of course, f∗P is a f∗T -pseudo-torsor, so the content of the lemma is that f∗P admits a section locally in C ′S ′. Let L be a
complex on CS such that T = ch(L). It will be equivalent to demonstrate that R1f∗L = 0.
This is a local problem in C ′S ′ so we can assume that S ′ is the spectrum of a henselian local ring with separably closed
residue field. Localizing in C ′ as well, we can assume that C ′ is affine and separate two possibilities depending on whether
C ′S ′ is a chart of first or second kind. In either case, C and S are also affine and CS is a chart of the same kind.
If C ′S ′ is of first kind, then P is smooth over T (and étale overT 2) near the image of C ′. Therefore T (CS, J) is an extension
of π∗T T (S, J) by i∗T P/T (C, J) (and T ′(CS, J) is equal to π∗T T (S, J)). We have
H1(CS, π∗T T (S, J)) = H1(S, T T (S, J)) = 0
H1(CS, i∗T P/T (C, p∗J)) = H1(C, T P/T (C, p∗J)) = 0
since both C and S are affine and T T (S, J) and both T P/T (C, J) are quasi-coherent.
This leaves the case where C ′S ′ is of second kind to consider. For simplicity, we will first factor the map S ′ → T through
someW that is smooth over T in order to apply Lemma A.1.
We note that Rpf∗π∗TW/T (S, J) = 0 for p > 0 since we have
Hp(CS, π∗TW/T (S, J)) = Hp(S, TW/T (S, J))
and TW/T (S, J) is a quasi-coherent sheaf on the affine scheme S. By Lemma A.1, this reduces our problem to showing that
R1f∗A(CS, J) = 0.
We recall from Section A.1 that A(CS, J) can be represented as the sheaf of diagrams (31). Note thatΩĎPW andΩ
Ď
W actually
are sheaves (on C and S, respectively) since we have restricted to the case where C ′S ′ (and therefore also CS) is of second
kind. Using Lemma A.2, we can now filter A(CS, J) as
0→ i∗Hom(ΩPW /W (log), p∗J)→ A(CS, J)→ π∗Hom(ΩĎW , J)→ 0.
Note, however, that
H1(CS, i∗Hom(ΩPW /W (log), p
∗J)) = H1(C,Hom(ΩPW /W (log), p∗J)) = 0
H1(CS, π∗Hom(ΩĎW , J)) = H1(S,Hom(ΩĎW , J)) = 0
since both C and S are affine, and both Hom(ΩPW /W (log), p
∗J) and Hom(ΩĎW , J) are quasi-coherent. Therefore
H1(CS, A(CS, J)) = 0 and we are done. 
A.4. Perfection
Proposition A.6. (1) E is a perfect relative obstruction theory for Mrel(P/BGm).
(2) E′ is a perfect relative obstruction theory forM∗rel(P) overM.
Proof. In view of [30, Complément I.4.11] and the exact sequence (12), either of these assertions implies the other, since
the isomorphisms E′′(S, J) ≃ Hom(E, J) imply E′′ is represented by a vector bundle. We prove the first.
To show thatE is a vector bundle stack,wemust show that its restriction to any S-point ofMrel(P/BGm) is a vector bundle
stack. This problem is local in S, so we are free to assume that the map S → T factors through a smooth mapW → T . LetPW = P×T W be the expansion ofP overW induced from the map fromW to T .
Pushing forward the exact sequence (30) from Lemma A.1 and using the fact that Rπ∗π∗ = id, we get an exact sequence
0→ f ∗TW/T → F→ E→ 0
where F denotes the category of torsors under A(CS, J) on CS. Since f ∗TW/T is a vector bundle, W being smooth and
representable over T , the proposition reduces by [30, Complément I.4.11] to showing that F is perfect.
980 R. Cavalieri et al. / Journal of Pure and Applied Algebra 216 (2012) 950–981
Now use the exact sequence (34) from Lemma A.2 to get an exact sequence
0→ G′ → F→ G→ 0
where G′ is the stack of i∗Hom(g∗Ω P/T (log), p∗J)-torsors on CS and G is the stack of B(CS, J)-torsors on CS. Note that the
map F→ G is surjective because
H2(CS, i∗Hom(g∗Ω P/T (log), p∗J)) = H2(C,Hom(g∗Ω P/T (log), p∗J)) = 0
because C is a curve. Since g∗Ω P/T (log) is a vector bundle, G′(S,OS) is representable by Rp∗g∗Ω P/T (log)∨[1]. In
particular, this is a perfect complex of perfect amplitude in [−1, 0]. To show F is perfect, it therefore suffices (again by
[30, Complément I.4.11]) to see that G is perfect.
By Lemma A.2, B(CS, J) is representable by π∗Hom(ΩĎW , J) on charts of first or second kind. Let L be the sheaf B(CS,OS)
on CS. There is an injective map π∗f ∗ΩW → ΩĎW which is an isomorphism on charts of first kind. Let K be the cone of the
dual map L → π∗f ∗Ω∨W . This gives an exact triangle
Rπ∗L → f ∗Ω∨W → Rπ∗K → Rπ∗L[1].
To show that L[1] is perfect in degrees [−1, 0] it suffices (by [30, Complément I.4.11]) to see that Rπ∗K is perfect in [−1, 0].
Now, K is zero on charts of first kind, so if h : D → CS is the closed embedding induced from the inclusion D ⊂ C of
the essential nodes of C , then K = h∗h∗K . The functor h∗ is exact since h is a closed embedding, so Rπ∗K = Rψ∗h∗K , where
ψ : D → S is the projection. But D is finite over S so ψ∗ is exact and Rψ∗h∗K = ψ∗h∗K .
Note now that h∗K is a 2-term complex of locally free ψ∗OS-modules, concentrated in degrees [−1, 0], so ψ∗h∗K is as
well. Indeed, we can assume after étale localization in S that D can be split into a disjoint union of components on which the
map to S is a closed embedding. The question reduces to the consideration of a single component, so we can assume that D
is closed in S. Then ψ∗h∗K is representable near D by the complex
[Hom(ΩĎW ,OS)→ Hom(g∗ΩW ,OS)]. 
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