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Abstract
In this paper, we establish a theory of well-posedness for delay differential equations
(DDEs) via notions of prolongations and C1-prolongations, which are continuous and
continuously differentiable extensions of histories to the right, respectively. In this
sense, this paper serves as a continuation and an extension of the previous paper
by this author ([27]). The results in [27] are applicable to various DDEs, however,
the results in [27] cannot be applied to general class of state-dependent DDEs, and its
extendability is missing. We find this missing link by introducing notions of (C1-) pro-
longabilities, regulation of topology by (C1-) prolongations, and Lipschitz conditions
about (C1-) prolongations, etc. One of the main result claims that the continuity of
the semiflow with a parameter generated by the trivial DDEs x˙ = v plays an important
role for the well-posedness. The results are applied to general class of state-dependent
DDEs.
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1 Introduction
A delay differential equation (DDE) is a differential equation for which the derivative of
the unknown function x = x(·) at t ∈ R also depends on the past information
{x(s) : s < t} or, more precisely x(t+ ·)|(−∞,0)
before t. DDEs appear as various mathematical models for time-delay systems, which are
dynamic systems having delayed time-lag in the causality (refs. Erneux [4], Smith [32],
Lakshmanan & Senthilkumar [23], and Walther [34]).
The purpose of this paper is to present a unified theory of well-posedness which is
applicable for various DDEs including (i) general class of state-dependent DDEs and (ii)
DDEs with infinite lag. This was studied by this author (see [27]), where a unified theory
of well-posedness was established based on the notion of prolongations of histories. Here a
prolongation of some history is simply a continuous extension of that history to the right.
In this sense, this paper serves as a continuation and an extension of the previous one.
We note that the terminology of continuations was used in [27] as that of prolongations.
In this paper it is decided that the terminology of continuations should be replaced with
that of prolongations. The theory in [27] covers some class of state-dependent DDEs and
DDEs with infinite lag, however, it is unclear whether this theory can be extended to cover
general class of state-dependent DDEs.
We briefly review the dynamics viewpoint for DDEs to clarify the position of this paper.
A mathematical formulation of DDEs is the notion of retarded functional differential
equations (RFDEs) of the form
x˙(t) = F (t, xt) (t ∈ R, x(t) ∈ E),
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where E = (E, ‖ · ‖E) is some Banach space (ref. Hale [15]). In the right-hand side,
the map F , called the history functional in this paper, is an E-valued functional of the
history xt of x at t. Therefore, the above equation stands for the past dependence of the
derivative x˙(t). For the formulation of a DDE as an RFDE, it is necessary to choose a
space of histories, called history spaces, which constitutes the ambient space of the domain
of definition dom(F ) of F .
The dynamical systems point of view for DDEs was introduced through this formu-
lation (see Hale [8, 13]). For example, a given autonomous DDE with finite lag can
be formulated as an autonomous RFDE with the Banach space of continuous histories,
namely, the Banach space C([−r, 0], E)u when the maximal time-lag is less than or equal
to r > 0. Here the symbol u represents the topology of uniform convergence. In this case,
the history functional F becomes a map
F : C([−r, 0], E)u ⊃ dom(F )→ E,
and the history xt ∈ C([−r, 0], E)u is defined by
xt(θ) = x(t+ θ) (θ ∈ [−r, 0]).
Then under appropriate assumptions, the corresponding autonomous RFDE generates a
continuous semiflow ΦF : R+ × dom(F )→ dom(F ) (R+ := [0,∞)) via the relation
ΦF (t, φ) = xF (·;φ)t,
where xF (·;φ) : [−r,+∞) → E is the unique solution of the RFDE satisfying the initial
condition xF (·;φ)0 = φ. For non-autonomous DDEs, the corresponding RFDEs are also
non-autonomous, and continuous processes should be used instead of continuous semiflows.
The terminology of processes was introduced by Dafermos [2], and periodic processes were
also studied by Hale [12]. See Appendix A for the definition of processes. See also the
latter discussion of this introduction.
A class of infinite-dimensional dynamical systems is obtained in this way. Here the
well-posedness issue of the initial value problems (IVPs) for DDEs with initial history
data enters in order to obtain continuous semiflows or continuous processes, i.e., (non-
autonomous local) topological semi-dynamical systems, generated by DDEs. This was
treated in Hale [11] and Hale & Verduyn Lunel [15], for example. However, we have the
following difficulties:
• DDEs with state-dependent time-lag or, called state-dependent DDEs, cannot be
covered by those theories. A class of state-dependent DDEs is given by
x˙(t) = f
(
t, x(t), x
(
t− τ(x(t))
))
(t ∈ R, x(t) ∈ E),
where f : R× E × E → E and τ : E → R+ are continuous functions. When τ(E) ⊂
[0, r] for some r > 0, this equation is a DDE with finite lag. A difficulty for the
above DDE is the lack of smoothness of the corresponding history functional F : R×
C([−r, 0], E)u → E defined by
F (t, φ) = f
(
t, φ(0), φ
(
−τ(φ(0))
))
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(see Mallet-Paret et al. [26], Louihi et al. [24], and Walther [33], for example). The
smoothness of f does not imply that of F nor the Lipschitz condition of F in gen-
eral. We refer the reader to Hartung, Krisztin, Walther, & Wu [16] for a general
reference of state-dependent DDEs. See Walther [35] for DDEs with state-dependent
unbounded time-lag.
• We have another difficulty for DDEs when the time-lag is infinite or unbounded. By
the non-compactness of R− := (−∞, 0] which is the domain of definition of whole
histories, it is possible to choose various spaces of histories depending the equations
(ref. Hino, Murakami, & Naito [17]).
We summarize the theory and results in [27] to make clear the motivation, objectives,
and results of this paper. Let I ⊂ R− be an interval, H be a linear topological space
which consists of maps from I to E with linear operations for functions, and F : R×H ⊃
dom(F )→ E be a map. Then we consider an RFDE with history space H
x˙(t) = F (t, Itx) (t ∈ R, x(t) ∈ E) (1)
and its IVP {
x˙(t) = F (t, Itx), t ≥ t0,
It0x = φ0, (t0, φ0) ∈ dom(F ).
(∗)
Here
• H is taken by the first letter of history (but, X is used in [27]), and
• Itx : I → E is the history of x = x(·) at t defined by
Itx(θ) = x(t+ θ).
In [27], we adopted the usual notation xt for the history, however, we will adopt the
notation Itx in this paper to clarify the domain of definition of histories. See Section 2, in
particular Subsection 2.1 for the details. In this setting, we discussed the well-posedness
issue for IVP (∗). As requisite properties for H, we assume that H is prolongable and
regulated by prolongations. We note that these properties were collectively called the
continuability in [27]. See Subsections 2.4 and 2.5 for the definitions of these properties.
Then one of the main result of [27] is the following.
Theorem I ([27]). Suppose that H is prolongable and regulated by prolongations. Then
the following statements are equivalent:
(a) IVP (∗) is maximally well-posed for any history functional F which is continuous,
uniformly locally Lipschitzian about prolongations, and defined on some open set.
(b) R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H is continuous.
It should be noted that this theorem is valid for the case that E is infinite dimensional.
In (b), R+×H ∋ (t, φ) 7→ S0(t)φ ∈ H is the semiflow generated by the trivial RFDE x˙ = 0
with history space H. Therefore, Theorem I claims that under the assumptions of F given
in (a), in order to obtain the maximal well-posedness of IVP (∗), we only have to check the
well-posedness for the trivial RFDE x˙ = 0 with history space H. Here the terminology of
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maximal well-posedness is not standard. See Subsection 2.2 for the definition. The part
(a) ⇒ (b) is trivial. The idea of the proof of (b) ⇒ (a) is that under the assumption
of the unique existence of a maximal solution xF (·; t0, φ0) of RFDE (1) satisfying the
initial condition It0 [xF (·; t0, φ0)] = φ0, we decompose the solution process PF generated
by RFDE (1) by
PF (τ, t0, φ0) := It0+τ [xF (·; t0, φ0)]
= Iτ [y(·; t0, φ0)] + S0(τ)φ0, (2)
where y(·; t0, φ0) is obtained by some normalization of xF (·; t0, φ0) and is a prolongation
of the trivial history 0. See Subsection 2.2 for the definition of PF . This decomposition
reminds us the perturbation theory developed in [3, Chapter II].
In this way, the continuity of the semiflow R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H, appearing
the second term of (2), enters for the proof of the maximal well-posedness of IVP (∗). For
the first term, the Lipschitz condition called uniform local Lipschitz about prolongations
is related, which is a main key notion introduced in [27]. We next explain the point of the
notion of (uniform) local Lipschitz about prolongations briefly. Basically, the inequality
used for this Lipschitz condition is of the form
‖F (t, φ1)− F (t, φ2)‖E ≤ L · ‖φ1 − φ2‖∞, (Lip)
where L > 0 is some constant, and ‖ · ‖∞ is the infinity norm for maps. When H =
C([−r, 0], E)u and (Lip) holds for some neighborhood of some base point (t0, φ0) ∈ dom(F ),
(Lip) gives the usual Lipschitz condition for the history functional F . However, in general,
(Lip) does not give the usual Lipschitz condition by the following reasons:
• It is not assumed that H is a metric space. If H has some metric structure, the
metric is not necessarily given by ‖ · ‖∞.
• When I = R−, the upper bound given by ‖φ1 − φ2‖∞ does not make sense.
The condition which the property of local Lipschitz about prolongations requires is that
(Lip) holds for all (t, φ1), (t, φ2) obtained as the histories of prolongations, that is to say,
we require that (Lip) holds for all (t, φ1), (t, φ2) satisfying
(t, φ1) = (t, Itγ1) and (t, φ2) = (t, Itγ2)
for some prolongations γ1, γ2 of the base point (t0, φ0). See Subsection 2.4 for the definition
of prolongations. Then for such (t, φ1) and (t, φ2), φ1 − φ2 = It[γ1 − γ2] has the support
in [−t, 0], and therefore, the right-hand side of (Lip) is finite. For the property of uniform
local Lipschitz about prolongations, it is required that the Lipschitz constant can be chosen
uniformly in the base point (t0, φ0). See Subsection 2.6 or [27, Definitions V and VII] for
the precise definition of the property of (uniform) local Lipschitz about prolongations.
As explained above, the uniform local Lipschitz about prolongations is an weak prop-
erty in the sense that we do not need to compare the difference of F between histories
having different tails. Therefore, the important meaning in Theorem I is that under the
well-posedness for the trivial RFDE x˙ = 0 with history space H, the assumption that the
history functional F is uniformly locally Lipschitzian and the mild conditions are sufficient
to ensure the maximal well-posedness of IVP (∗). Here Decomposition (2) plays an im-
portant role. This fact reveals a mechanism of the continuity of the solution process PF .
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Furthermore, this is unexpected because even for the continuity of PF , the weak Lipschitz
condition is sufficient. We refer the reader to Kappel & Schappacher [18, Remark 1.6]
about the discussion for a scalar DDE
x˙(t) = sgn(x(t− 1)),
where sgn(·) : R→ {−1, 0,+1} is the signum function.
An interesting feature related to the Lipschitz condition about prolongations can be
seen in DDEs with a single constant lag of the form
x˙(t) = f(x(t− r)) (t ∈ R, x(t) ∈ E), (3)
where f : E → E is a continuous function, and r > 0 is a constant lag. This is an
autonomous DDE with finite lag and can be written as an autonomous RFDE
x˙(t) = F ([−r, 0]tx)
with the history functional F : C([−r, 0], E)u → E defined by
F (φ) = f(φ(−r)).
Then one can see that the above F is constant about memories for any map f because
F (φ1)− F (φ2) = f(φ1(−r))− f(φ2(−r)) = 0
holds for all φ1, φ2 ∈ C([−r, 0], E) satisfying
supp(φ1 − φ2) ⊂ [−R, 0]
for some 0 < R < r. Here the constancy about memories implies the Lipschitz about
memories, which also implies the uniform local Lipschitz about prolongations. This prop-
erty of F should be compared to the property that the Lipschitz condition of f is necessary
to ensure the usual Lipschitz condition for this F . This property also corresponds to the
result about unique global existence for DDE (3) via step method, by which the unique
existence of a global solution of DDE (3) under a specified initial condition follows. We
refer the reader to Smith [32, Chapter 3] as a reference of step method and related results.
We come to the conclusion that Theorem I contains step method in some sense.
Theorem I can cover some classes of DDEs with infinite or unbounded lag by the
following reasons:
• The axiom established by Hale & Kato [14] and Kato [20] imply the prolongability
and the regulation by prolongations of history spaces.
• The Lipschitz condition with respect to seminorm implies the uniform local Lipschitz
about prolongations.
Therefore, the theory of well-posedness in [27] contains the results under the Hale–Kato
axiom. Indeed, the history space H = C(R−, E)co, where the symbol co represents the
compact-open topology, cannot be covered by the Hale–Kato axiom. However, this history
space is within the scope of Theorem I. See [27, Subsections 2.3 and 6.1] for the relation-
ship between (i) the Hale–Kato axiom and (ii) the prolongability and the regulation by
prolongations.
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Theorem I can also cover a class of state-dependent DDEs of the form
x˙(t) = f
(
t, x(t), x(t− τ(t, Itx))
)
, (4)
where f : R×E ×E → E is a continuous function, and τ is a continuous delay functional
which ignores the values of histories on some interval (−R, 0]. This notion was introduced
by Rezounenko [29] for the cases that (i) τ is independent from t, and (ii) I = [−r, 0]
for some r > 0. In [27], it was shown that the history functional F : R × C(I,E)co → E
defined by
F (t, φ) = f
(
t, φ(0), φ(−τ(t, φ))
)
is uniformly locally Lipschitzian about prolongations under the assumption that τ is con-
stant about memories. See Definition 7.6 for the definition of the constancy about memo-
ries. However, Theorem I cannot be applied to state-dependent DDEs with general delay
functionals by the lack of smoothness for the history functional. Furthermore, relationships
between the (uniform) local Lipschitz about prolongations and the almost local Lipschitz
which is the Lipschitz condition introduced by Mallet-Paret, Nussbaum, Paraskevopou-
los [26] for state-dependent DDEs are missing.
In this paper, to overcome the above mentioned difficulty for state-dependent DDEs
and to extend the theory developed in [27], we introduce (i) (C1-) prolongations and (C1-)
prolongation spaces, (ii) (C1-) prolongabilities and regulation of topology by (C1-) pro-
longations of history spaces, (iii) rectangles by (C1-) prolongations, and neighborhoods by
(C1-) prolongations, and (iv) (uniform) local Lipschitz about C1-prolongations for history
functionals, etc. We note that prolongations are only considered in [27]. After that, we
investigate properties of these notions, e.g., a necessary condition of (C1-) prolongabilities
for history spaces, a characterization of regulation of topology by (C1-) prolongations,
and relationships between Lipschitz conditions. Based on these notions, we prove the ex-
istence and uniqueness result, study a mechanism of the continuity of solution processes,
and finally apply the obtained results to the maximal well-posedness of state-dependent
DDEs.
We summarize the results which will be obtained in this paper as follows.
• (C1-) prolongability: The prolongability or C1-prolongability of a history space
H implies
Cc(I,E) ⊂ H or C
1
c (I,E) ⊂ H,
respectively (see Propositions 3.1 and 3.2). These inclusions reveal a connection between
(C1-) prolongability and regularity of histories.
• Regulation by (C1-) prolongations: When I = [−r, 0] for some r > 0, the regu-
lation properties of topology of H by prolongations or C1-prolongations are characterized
by the continuity of inclusions
C(I,E)u ⊂ H or
(
C1(I,E), ‖ · ‖C1
)
⊂ H,
respectively (see Theorems 3.11 and 3.12). Corresponding results are also obtained when
I = R− (see Theorems 3.13 and 3.14). These results shows that the regulation by prolon-
gations or C1-prolongations are characterized topologically.
• Neighborhoods by (C1-) prolongations: Theorem 3.16 shows that when H is
C1-prolongable and regulated by C1-prolongations, a neighborhood W of (σ, ψ) ∈ R×H
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in [σ,+∞)×H is a neighborhood by C1-prolongations. Furthermore, if
R+ × E ×H ∋ (t, v, φ) 7→ Sv(t)φ ∈ H
is continuous, then W is a uniform neighborhood by C1-prolongations. Here the above
map is the solution semiflow with a parameter v ∈ E generated by RFDEs x˙ = v with
history space H.
• Relationships between Lipschitz conditions about (C1-) prolongations:
Propositions 4.2 and 4.3 state the following relation:
(uniform) local Lipschitz about prolongations
⇒ (uniform) local Lipschitz about C1-prolongations.
We also show that the almost local Lipschitz for a history functional F implies that
the restriction of F to the space of local Lipschitz continuous maps C0,1loc (I,E) is locally
Lipschitzian about C1-prolongations. (see Theorems 4.7 and 4.8).
• Existence and uniqueness: The main result about the existence and uniqueness
is following.
Theorem II. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is C
1-prolongable and regulated
by C1-prolongations, (ii) F is continuous, and (iii) dom(F ) is a neighborhood by C1-
prolongations of (t0, φ0). If F is locally Lipschitzian about C
1-prolongations at (t0, φ0),
then there exist T > 0 such that (∗)t0,φ0 has a unique C
1-solution x : [t0, t0 + T ] + I → E.
This theorem contains and extends the result about existence and uniqueness in [27]
because of the following implications:
prolongability ⇒ C1-prolongability,
Regulation by prolongations ⇒ Regulation by C1-prolongations,
Neighborhood by prolongations ⇒ Neighborhood by C1-prolongations.
Theorem II is obtained by a combination of Corollaries 5.13 and 5.17.
• Continuity of solution processes: One of the main result about the continuity
of solution process PF is following.
Theorem III. Suppose that (i) H is C1-prolongable and regulated by C1-prolongations,
(ii) F is continuous, and (iii) dom(F ) is a uniform neighborhood by C1-prolongations of
each (t0, φ0) ∈ dom(F ). If F is uniformly locally Lipschitzian about C
1-prolongations, and
if
R+ × E ×H ∋ (t, v, φ) 7→ Sv(t)φ ∈ H
is continuous, then IVP (∗) is maximally well-posed for C1-solutions.
Theorem III can be considered as a generalization of Theorem I, however, the continuity
of the semiflow R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H in Theorem I is replaced with that of the
parametrized semiflow R+ × E ×H ∋ (t, v, φ) 7→ Sv(t)φ ∈ H in Theorem III.
Another result about the continuity of solution process PF is obtained when E = R
n.
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Theorem IV. Let E = Rn. Suppose that (i) H is prolongable and regulated by prolonga-
tions, (ii) F is continuous, and (iii) dom(F ) is a uniform neighborhood by prolongations
of (t0, φ0). If F is locally Lipschitzian about prolongations, and if the semiflow
R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H
is continuous, then IVP (∗) is maximally well-posed.
Theorem IV is an extension of the part (b) ⇒ (a) in Theorem I. The differences from
Theorem I is that E is finite-dimensional, and the local Lipschitz about prolongations for
F is sufficient for the maximal well-posedness of IVP (∗). See also Theorem 6.7, which is
a result containing Theorem IV.
• Maximal well-posedness for state-dependent DDEs: Applying Theorem 6.7
to a general class of state-dependent DDEs of the form (4), we obtain the maximal well-
posedness for such equations (see Corollary 7.9).
This paper is organized as follows. In Section 2, we give a mathematical formulation of
DDEs. We also give notions about history spaces obtained by using (C1-) prolongations,
and Lipschitz conditions about (C1-) prolongations. In Sections 3 and 4, we investigate
properties of the notions about history spaces and relationships between the Lipschitz con-
ditions. Section 5 is about the existence and uniqueness theorem, and in Section 6, we find
a mechanism for the maximal well-posedness of IVP (∗). In Section 7, we finally apply the
result about maximal well-posedness to state-dependent DDEs. We have five appendixes
about Appendix A: definitions and continuity properties of maximal semiflows and max-
imal processes, Appendix B: fundamental properties of maximal solutions, Appendix C:
relationships between continuity and equi-continuity for families of maps, Appendix D:
an equivalence of the usual Lipschitz condition and the Lipschitz about prolongations for
ODEs, and Appendix E: proofs of some propositions and theorem in Sections 5 and 6.
Notation for function spaces
Let J ⊂ R be an interval and X = (X, ‖ · ‖X) be a Banach space. Let Map(J,X) be the
set of all maps from J to X, which is a linear space with the linear operations for maps.
• Spaces of continuous maps: The set of all continuous maps from J to X is
denoted by C(J,X), which is a linear subspace of Map(J,X). For f ∈ C(J,X), let
‖f‖C := ‖f‖∞ = sup
t∈J
‖f(t)‖X .
For a sub-interval J0 ⊂ J , we write ‖f‖C(J0) := ‖f |J0‖C . Let Cc(J,X) be the set of all
continuous maps from J to X with compact support. Here the support of a map f : J → X
is given by
supp(f) := cl{t ∈ J : f(t) 6= 0} (cl is the closure operator).
Cc(J,X) is a linear subspace of C(J,X). By definition, Cc(J,E) = C(J,E) when J is
compact.
• Spaces of continuously differentiable maps: The set of all C1-maps (i.e., all
continuously differentiable maps) from J to X is denoted by C1(J,X), which is a linear
subspace of C(J,X). For f ∈ C1(J,X), let
‖f‖C1 := ‖f‖C + ‖f
′‖C .
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For a sub-interval J0 ⊂ J , we write ‖f‖C1(J0) := ‖f |J0‖C1 . Let C
1
c (J,X) be the set of
all C1-maps from J to X with compact support. By definition, C1c (J,X) = Cc(J,X) ∩
C1(J,X). Therefore, C1c (J,X) = C
1(J,X) holds when J is compact.
• Spaces of Lipschitz continuous maps: For a constant L > 0, f ∈ Map(J,X) is
said to be L-Lipschitz continuous if
‖f(t1)− f(t2)‖X ≤ L · |t1 − t2| (∀t1, t2 ∈ J)
holds. For f ∈Map(J,X), let
lip(f) := inf{L > 0 : f is L-Lipschitz continuous}.
f is said to be Lipschitz continuous if lip(f) < ∞. Let C0,1(J,X) denote the set of
all Lipschitz continuous maps from J to X, which is a linear subspace of C(J,X). For
f ∈ C(J,X), let
‖f‖C0,1 := ‖f‖C + lip(f).
Let C0,1loc (J,X) denote the set of all locally Lipschitz continuous maps from J to X, which
is a linear subspace of C(J,X). C1(J,X) is a linear subspace of C0,1loc (J,X). When J is
compact, C0,1loc (J,X) = C
0,1(J,X), and for all f ∈ C1(J,X),
lip(f) = ‖f ′‖C .
Terminologies for convergence Let J ⊂ R be an compact interval and X = (X, ‖·‖X )
be a Banach space. ‖ · ‖C(J)-norm topology on C(J,X) and ‖ · ‖C1(J)-norm topology on
C1(J,X) are expressed by the topology of uniform convergence on C(J,X) and the topology
of uniform C1-convergence on C1(J,X), respectively. Let C(J,X)u be the Banach space(
C(J,X), ‖ · ‖C(J)
)
.
Notation For a Banach space X = (X, ‖ · ‖X), the open (resp. closed) ball with the
center x ∈ X and the radius r > 0 is denoted by BX(x; r) (resp. B¯X(x; r)):
BX(x; r) := {y ∈ X : ‖y − x‖X < r}, B¯X(x; r) := {y ∈ X : ‖y − x‖X ≤ r}.
2 Formulation and notions
The purpose of this section is to introduce
• the formulation of delay differential equations (DDEs) as retarded functional differ-
ential equations (RFDEs) with history spaces, and
• various notions related to RFDEs with history spaces which will be used in this
paper.
Let
0 ∈ I ⊂ R− := (−∞, 0]
be an interval and E = (E, ‖ · ‖E) be a Banach space. We interpret I as the domain of
definition of histories and call it a past interval. In this sense, R− and Map(R−, E) stand
for the whole past interval and the whole space of histories, respectively.
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For an interval J ⊂ R, we write
J + I := {t+ θ : t ∈ J , θ ∈ I }.
Let γ : R ⊃ dom(γ) → E be a map where dom(γ) contains J + I. For each t ∈ J ,
Itγ ∈Map(I,E) is defined by
Itγ(θ) = γ(t+ θ).
We call Itγ the history of γ at t ∈ J with the past interval I.
We choose a subset H ⊂Map(I,E) with properties that
(i) H is a linear subspace of Map(I,E), and
(ii) the topology of H is given so that the linear operations on H are continuous with
respect to that topology.
Then H becomes a linear topological space. H can be interpreted as a space of histories
with a past interval I, and we call it a history space. Let 0 : I → E be the map whose
value is identically equal to 0 ∈ E. Then 0 belongs to H which is the zero element of H.
2.1 Retarded functional differential equations with history spaces
We formulate RFDEs with history space H as follows.
Definition 2.1. Let H ⊂ Map(I,E) be a history space and F : R × H ⊃ dom(F ) → E
be a map. We call a differential equation (1)
x˙(t) = F (t, Itx) (t ∈ R, x(t) ∈ E)
a retarded functional differential equation (RFDE) with history space H. We call F the
history functional of (1). For a non-degenerate interval J ⊂ R, a map x : J + I → E is
called a solution of (1) if the following hold:
(i) (t, Itx) ∈ dom(F ) for all t ∈ J .
(ii) x|J : J → E is differentiable, and
(x|J)
′(t) = F (t, Itx) (∀t ∈ J).
We have a variant of notions of solutions. When x|J is of class C
1 in the condition
(ii), x is called a C1-solution of (1).
For each 0 ≤ r ≤ ∞, let
Ir :=
{
[−r, 0], r <∞,
R−, r =∞
throughout this paper. Then I0 = {0} is the degenerate interval.
The following are comments about RFDEs with history space H.
• We note that the case I = I0 corresponds to ordinary differential equations (ODEs)
under the identification
Map(I0, E) = C(I0, E) = E.
For this case, the history space is chosen as H = C(I0, E)u.
2 FORMULATION AND NOTIONS 13
• When I = Ir for 0 < r < ∞, (1) is a functional differential equations (FDEs) with
finite retardation. Usually, H is chosen as
H = C([−r, 0], E)u
which is the Banach space of continuous maps from [−r, 0] to E with the topology of
uniform convergence. We refer the reader to Hale [11], Hale & Verduyn Lunel [15],
and Diekmann, van Gils, Verduyn Lunel, & Walther [3] as general references for the
theory of RFDEs with history space H = C([−r, 0],Rn)u.
• When I = I∞, (1) is an FDE with infinite retardation. By the character of the
non-compactness of I∞, there are various choices of history spaces depending on
differential equations. We refer the reader to Hino, Murakami, & Naito [17] as a
general reference of the theory of FDEs with infinite retardation.
The initial value problem of (1) is formulated as follows.
Definition 2.2. Let H ⊂ Map(I,E) be a history space and F : R × H ⊃ dom(F ) → E
be a map. We consider the family of systems of equations (∗){
x˙(t) = F (t, Itx), t ≥ t0,
It0x = φ0, (t0, φ0) ∈ dom(F )
with a parameter (t0, φ0). This is called the initial value problem (IVP) of (1). For a
specific (t0, φ0), the corresponding system will be denoted by (∗)t0,φ0 in this paper. A
solution x : J + I → E of (1) is called a solution of (∗)t0,φ0 if
(i) J is a left-closed interval with the left end point t0, and
(ii) It0x = φ0.
We call a solution x : J + I → E of (∗)t0,φ0 a C
1-solution if x|J is of class C
1.
For an interval J ⊂ R, let
|J | ∈ [0,∞]
denote its length. Then for a solution x : J + I → E of (∗)t0,φ0 , J is expressed as follows:
• Case 1: |J | <∞. Then J = [t0, t0 + |J |] or J = [t0, t0 + |J |).
• Case 2: |J | =∞. Then J = [t0, t0 + |J |) = [t0,+∞).
2.2 Maximal well-posedness
In this paper, we will use the following terminologies for IVP (∗):
• We say that (∗) satisfies the local existence for C1-solutions if for each (t0, φ0) ∈
dom(F ), (∗)t0,φ0 has a C
1-solution.
• We say that (∗) satisfies the local uniqueness for C1-solutions if the following state-
ment holds for every (t0, φ0) ∈ dom(F ): For any C
1-solutions xi : Ji + I → E
(i = 1, 2) of (∗)t0,φ0 , there exists T > 0 such that x1|[t0,t0+T ] = x2|[t0,t0+T ].
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When (∗)t0,φ0 has the unique maximal C
1-solution
xF (·; t0, φ0) : [t0, t0 + TF (t0, φ0)) + I → E (0 < TF (t0, φ0) ≤ ∞)
for every (t0, φ0) ∈ dom(F ), we define the map PF : R+ × dom(F ) ⊃ dom(PF )→ H by
dom(PF ) =
⋃
(t0,φ0)∈dom(F )
[0, TF (t0, φ0))× {(t0, φ0)},
PF (τ, t0, φ0) = It0+τ [xF (·; t0, φ0)].
(5)
We call PF the solution process generated by RFDE (1). See Appendix B for the notion
of maximal C1-solutions.
Definition 2.3. We say that IVP (∗) is maximally well-posed for C1-solutions if both of
the following conditions are satisfied:
(i) For every (t0, φ0) ∈ dom(F ), (∗)t0,φ0 has the unique maximal C
1-solution.
(ii) The solution process PF is a continuous maximal process in dom(F ).
See Appendix A for the notion of maximal processes and those continuity.
2.3 Translations on history spaces
2.3.1 Family of transformations determined by trivial ODEs
In the theory which will be developed in this paper, the family of IVPs{
x˙(t) = v, t ≥ 0,
I0x = φ0, φ0 ∈ H
(6)
with a parameter v ∈ E plays an important role. The unique global solution for a specific
(v, φ0) ∈ E ×H is equal to φ
∧v
0 : for any (ψ, v) ∈ Map(I,E) × E,
ψ∧v : R+ + I → E (R+ := [0,+∞))
is defined by
ψ∧v(t) =
{
ψ(t), t ∈ I,
ψ(0) + tv, t ∈ R+.
We write ψ¯ := ψ∧0, which is a prolongation of ψ by the constant ψ(0).
For each t ∈ R+, let
S(t) : E ×Map(I,E)→ Map(I,E)
be the transformation defined by
S(t)(v, φ) := Sv(t)φ := It[φ
∧v ].
We note that
Sv(t) : Map(I,E)→ Map(I,E)
is not linear when v 6= 0. However, S(t) : E ×Map(I,E)→ Map(I,E) is linear because
(φ+ ψ)∧(v+w) =
{
φ(t) + ψ(t), t ∈ I,
φ(0) + ψ(0) + t(v + w), t ∈ R+
= φ∧v + ψ∧w.
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2.3.2 Translations
Let (σ, ψ) ∈ R×Map(I,E) and v ∈ E. We define the map
τvσ,ψ : R+ ×Map(I,E)→ [σ,+∞)×Map(I,E)
by
τvσ,ψ(t, φ) =
(
σ + t, It[ψ
∧v ] + φ
)
.
The inverse
(
τvσ,ψ
)−1
: [σ,+∞)×Map(I,E)→ R+ ×Map(I,E) is given by(
τvσ,ψ
)−1(
t˜, φ˜
)
=
(
t˜− σ, φ˜− It˜−σ[ψ
∧v ]
)
,
which is obtained by solving τvσ,ψ(t, φ) =
(
t˜, φ˜
)
.
The map τvσ,ψ appears as a translation. In fact, if x : [t0, t0 + T ] + I → E is a solution
of (∗)t0,φ0 for a given (t0, φ0) ∈ dom(F ), the map y : [0, T ] + I → E defined by
y(s) = x(t0 + s)− φ
∧F (t0,φ0)
0 (s)
satisfies the following: I0y = 0, and for all s ∈ [0, T ]
y′(s) = F
(
t0 + s, Is
[
φ
∧F (t0,φ0)
0
]
+ Isy
)
= F ◦ τ
F (t0,φ0)
t0,φ0
(s, Isy).
Then the system {
y′(s) = F ◦ τ
F (t0,φ0)
t0,φ0
(s, Isy), s ≥ 0,
I0y = 0
is considered as the normalization of (∗)t0,φ0 .
When I = I0,
τvσ,ψ(t, φ) =
(
σ + t, I0t [ψ
∧v ] + φ
)
= (σ, ψ) + (t, tv + φ).
Here the identification ψ(0) = ψ is used. Therefore, τ0σ,ψ equals to the usual translation
in R×E.
2.4 Prolongations, and prolongation spaces
2.4.1 Prolongations
Let (σ, ψ) ∈ R×Map(I,E). We call a map γ : J + I → E a prolongation of (σ, ψ) if
(i) J is a left-closed interval with the left end point σ,
(ii) Iσγ = ψ, and
(iii) γ|J is continuous.
Furthermore, when γ|J is of class C
k (k ∈ Z≥0), we call γ a C
k-prolongation of (σ, ψ).
We include the degenerate case J = {σ} and adopt a convention that any prolongation
γ : σ + I → E of (σ, ψ) is a Ck-prolongation. When σ = 0, we simply call γ a Ck-
prolongation of ψ.
This notion of prolongations has appeared in [10]. In this paper, the prolongations and
the C1-prolongations are only used. When a C1-prolongation γ of 0 satisfies γ′(0) = 0, γ
is called a C1-prolongation of 0 with 0-derivative.
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Remark 2.4. Let γ1, γ2 : [σ, σ + T ] + I → E be C
1-prolongations of (σ, ψ). Then for all
t ∈ [σ, σ + T ], we have
γi(t) = ψ(0) +
∫ t
σ
γ′i(u)du (i = 1, 2).
Therefore,
sup
t∈[σ,σ+T ]
‖γ1(t)− γ2(t)‖E ≤
∫ σ+T
σ
‖γ′1(u)− γ
′
2(u)‖E du
≤ T · sup
t∈[σ,σ+T ]
‖γ′1(t)− γ
′
2(t)‖E .
2.4.2 Prolongation spaces, and those topologies
Let (σ, ψ) ∈ R ×Map(I,E). We consider the following spaces of prolongations and C1-
prolongations, respectively: Let T ≥ 0, 0 ≤ δ ≤ ∞, and v ∈ E.
• We define Γσ,ψ(T, δ) as the set of all prolongations γ : [σ, σ + T ] + I → E of (σ, ψ)
satisfying ∥∥γ(σ + ·)− ψ¯(·)∥∥
C[0,T ]
≤ δ.
• We define Γ 1σ,ψ(T, δ, v) as the set of all C
1-prolongations γ : [σ, σ + T ] + I → E of
(σ, ψ) satisfying ∥∥γ(σ + ·)− ψ∧v(·)∥∥
C1[0,T ]
≤ δ, γ′(σ) = v.
Here γ′(σ) means the right-hand derivative of γ at σ.
The set Γσ,ψ(T, δ) has appeared and was used in [19].
For the above spaces of prolongations, we consider metrics
ρ0 : Γσ,ψ(T, δ) × Γσ,ψ(T, δ)→ R+,
ρ1 : Γ 1σ,ψ(T, δ, v) × Γ
1
σ,ψ(T, δ, v)→ R+
defined by
ρ0(γ1, γ2) = ‖γ1 − γ2‖∞, ρ
1(γ1, γ2) = ‖γ1 − γ2‖C1[0,T ],
respectively.
Remark 2.5. For 0 < T ′ ≤ T , one can interpret
Γσ,ψ(T
′, δ) ⊂ Γσ,ψ(T, δ)
by considering the prolongation by constant of each element of Γσ,ψ(T
′, δ).
The following are easy remarks.
• When v = 0, we have
Γ 1σ,ψ(T, δ, 0) ⊂ Γσ,ψ(T, δ)
because
∥∥γ(σ + ·)− ψ¯(·)∥∥
C[0,T ]
≤
∥∥γ(σ + ·)− ψ∧0(·)∥∥
C1[0,T ]
.
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• When T = 0,
Γσ,ψ(0, δ) = Γ
1
σ,ψ(0, δ, v) = {ψ(· − σ) : σ + I → E}
for any 0 ≤ δ ≤ ∞ and v ∈ E.
• When δ = 0,
Γσ,ψ(T, 0) =
{
ψ¯(· − σ) : [σ, σ + T ] + I → E
}
,
Γ 1σ,ψ(T, 0, v) =
{
ψ∧v(· − σ) : [σ, σ + T ] + I → E
}
for any T ≥ 0 and v ∈ E.
2.4.3 Transformations between prolongation spaces
Let (σ, ψ) ∈ R×Map(I,E) and v ∈ E.
• We consider the transformation Avσ,ψ for any prolongation β : J0+I → E of 0 defined
by
Avσ,ψβ(t) = ψ
∧v(t− σ) + β(t− σ) (t ∈ (σ + J0) + I).
Then
Avσ,ψβ : (σ + J0) + I → E
is a prolongation of (σ, ψ).
• We also consider the transformation Nvσ,ψ for any prolongation γ : Jσ + I → E of
(σ, ψ) defined by
Nvσ,ψγ(s) = γ(σ + s)− ψ
∧v(s) (s ∈ (−σ + Jσ) + I).
Then Nvσ,ψ is the inverse transformation of A
v
σ,ψ, and
Nvσ,ψγ : (−σ + Jσ) + I → E
is a prolongation of 0.
These are transformations about the addition and the normalization, respectively.
2.5 Prolongabilities, and regulation of topology by prolongations
2.5.1 Closedness under prolongations, and prolongabilities
Definition 2.6. Let H ⊂ Map(I,E) be a history space.
• We say that ψ ∈ Map(I,E) is closed under Ck-prolongations (k ∈ Z≥0) in H if for
every Ck-prolongation γ : R+ + I → E of ψ,
Itγ ∈ H (∀t ∈ R+)
holds. When every ψ ∈ H is closed under Ck-prolongations in H, we say that H is
closed under Ck-prolongations.
• We say that H is Ck-prolongable if
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(i) H is closed under Ck-prolongations, and
(ii) for every Ck-prolongation γ : R+ + I → E of each ψ ∈ H, the curve
R+ ∋ t 7→ Itγ ∈ H
is continuous.
The notion of prolongability appeared in [10] for the case of I = I∞.
Remark 2.7. By the above definition, we have the following properties:
the closedness under prolongations =⇒ the closedness under C1-prolongations,
and
{Prolongable history spaces} ⊂ {C1-prolongable history spaces}.
2.5.2 Rectangles by prolongations
Let (σ, ψ) ∈ R×Map(I,E), T ≥ 0, 0 ≤ δ ≤ ∞, and v ∈ E.
• We define a subset Λσ,ψ(T, δ) by
Λσ,ψ(T, δ) =
⋃
τ∈[0,T ]
{(σ + τ, Iσ+τγ) : γ ∈ Γσ,ψ(τ, δ)}.
We call Λσ,ψ(T, δ) a rectangle by prolongations.
• We define a subset Λ1σ,ψ(T, δ, v) by
Λ1σ,ψ(T, δ, v) =
⋃
τ∈[0,T ]
{
(σ + τ, Iσ+τγ) : γ ∈ Γ
1
σ,ψ(τ, δ, v)
}
.
We call Λ1σ,ψ(T, δ, v) a rectangle by C
1-prolongations.
Remark 2.8. For all 0 ≤ T ≤ T ′ and all 0 ≤ δ ≤ δ′ ≤ ∞,
Λσ,ψ(T, δ) ⊂ Λσ,ψ(T
′, δ′), Λ1σ,ψ(T, δ, v) ⊂ Λ
1
σ,ψ(T
′, δ′, v).
Since Γ 1σ,ψ(T, δ, 0) ⊂ Γσ,ψ(T, δ),
Λ1σ,ψ(T, δ, 0) ⊂ Λσ,ψ(T, δ)
holds.
Rectangles by prolongations are “thin” subsets of R × H. The following example is
illustrative.
Example 2.1. Let H = C([−1, 0],R)u. For each δ > 0, let φδ be the map whose value
identically equals to δ. Then for any T ∈ (0, 1) and any δ > 0, (T, φδ) 6∈ Λ0,0(T, δ).
As this example shows, the thinness of rectangles by prolongations originates in the
property that the history Itγ of a prolongation γ of ψ has an almost same information of
ψ when t > 0 is very small. See also Proposition 3.10.
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2.5.3 Regulation of topology by prolongations
Definition 2.9 (cf. [27]). Let H ⊂ Map(I,E) be a history space.
• We say that H is regulated by prolongations if for every T > 0 and every neighbor-
hood N of 0 in H, there exists δ > 0 such that
Λ0,0(T, δ) ⊂ [0, T ]×N.
• We say that H is regulated by C1-prolongations if for every T > 0 and every neigh-
borhood N of 0 in H, there exists δ > 0 such that
Λ10,0(T, δ, 0) ⊂ [0, T ]×N.
Remark 2.10. In view of Λ1σ,ψ(T, δ, 0) ⊂ Λσ,ψ(T, δ), the relationship
Regulation by prolongations =⇒ Regulation by C1-prolongations
holds.
2.5.4 Neighborhoods by prolongations
Definition 2.11. Suppose that H is closed under prolongations. Let W be a subset of
R×H and (σ0, ψ0) ∈ R×H. We say thatW is a neighborhood by prolongations of (σ0, ψ0)
if there exist T, δ > 0 such that
Λσ0,ψ0(T, δ) ⊂W
holds. We say that W is a uniform neighborhood by prolongations of (σ0, ψ0) if there exist
T, δ > 0 and a neighborhood W0 of (σ0, ψ0) in W such that⋃
(σ,ψ)∈W0
Λσ,ψ(T, δ) ⊂W
holds.
Definition 2.12. Suppose that H is closed under C1-prolongations. Let W be a subset
of R×H and (σ0, ψ0) ∈ R×H. We say that W is a neighborhood by C
1-prolongations of
(σ0, ψ0) if for every v ∈ E, there exist T, δ > 0 such that
Λ1σ0,ψ0(T, δ, v) ⊂W
holds. We say thatW is a uniform neighborhood by C1-prolongations of (σ0, ψ0) if for every
v0 ∈ E, there exist T, δ > 0, a neighborhood W0 of (σ0, ψ0) in W , and a neighborhood V0
of v0 in E such that ⋃
(σ,ψ,v)∈W0×V0
Λ1σ,ψ(T, δ, v) ⊂W
holds.
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2.6 Lipschitz conditions
In this paper, we introduce some Lipschitz conditions suited for RFDEs with history space
H. For this purpose, we consider the following type of Lipschitz condition for a parameter
L > 0: For (t, φ1), (t, φ2) ∈ dom(F ) satisfying that supp(φ1 − φ2) is compact,
‖F (t, φ1)− F (t, φ2)‖E ≤ L · ‖φ1 − φ2‖∞. (Lip)
The inequality for a specific L is denoted by L-(Lip). The compactness of supp(φ1 − φ2)
is used to ensure
‖φ1 − φ2‖∞ <∞
in the right-hand side. We note that the inequality is independent from whether H has a
metric structure or not. Relationships between Lipschitz conditions introduced here will
be investigated in Section 4.
2.6.1 Lipschitz about prolongations and C1-prolongations
Definition 2.13 (cf. [19], [27]). Suppose that H is closed under prolongations. We say
that F is locally Lipschitzian about prolongations at (σ0, ψ0) ∈ dom(F ) if there exist
T, δ, L > 0 such that L-(Lip) holds for all (t, φ1), (t, φ2) ∈ Λσ0,ψ0(T, δ)∩dom(F ). We simply
say that F is locally Lipschitzian about prolongations when F is locally Lipschitzian about
prolongations at each (σ0, ψ0) ∈ dom(F ).
Remark 2.14. When dom(F ) is a neighborhood of prolongations of (σ0, ψ0), Λσ0,ψ0(T, δ) ⊂
dom(F ) holds by choosing sufficiently small T, δ > 0. Therefore,
Λσ0,ψ0(T, δ) ∩ dom(F ) 6= ∅.
The Carathe´odory type version of the above condition was introduced in [19, (A3) in
pp.156]. Kappel & Schappacher obtained the uniqueness result by using the Carathe´odory
type condition. In [19] and [27], the condition was stated without rectangles by prolonga-
tions.
The uniform version of the above Lipschitz condition with respect to an initial condition
was introduced in [27].
Definition 2.15 (cf. [27]). Suppose that H is closed under prolongations. We say that
F is uniformly locally Lipschitzian about prolongations at (σ0, ψ0) ∈ dom(F ) if there exist
a neighborhood W0 of (σ0, ψ0) in dom(F ) and T, δ, L > 0 such that L-(Lip) holds for all
(σ, ψ) ∈W0 and all (t, φ1), (t, φ2) ∈ Λσ,ψ(T, δ)∩dom(F ). We simply say that F is uniformly
locally Lipschitzian about prolongations when F is uniformly locally Lipschitzian about
prolongations at each (σ0, ψ0) ∈ dom(F ).
We now introduce the Lipschitz condition about C1-prolongations by using rectangles
by C1-prolongations. For v = F (σ, φ), we write
Λ1σ,ψ(T, δ;F ) := Λ
1
σ,ψ(T, δ, v)
throughout the paper.
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Definition 2.16. Suppose that H is closed under C1-prolongations. We say that F is
locally Lipschitzian about C1-prolongations at (σ0, ψ0) ∈ dom(F ) if there exist T, δ, L > 0
such that L-(Lip) holds for all (t, φ1), (t, φ2) ∈ Λ
1
σ0,ψ0
(T, δ;F ) ∩ dom(F ). We simply say
that F is locally Lipschitzian about C1-prolongations when F is locally Lipschitzian about
C1-prolongations at each point (σ0, ψ0) ∈ dom(F ).
Definition 2.17. Suppose that H is closed under C1-prolongations. We say that F is
uniformly locally Lipschitzian about C1-prolongations at (σ0, ψ0) ∈ dom(F ) if there exist
a neighborhood W0 of (σ0, ψ0) in dom(F ) and T, δ, L > 0 such that L-(Lip) holds for
all (σ, ψ) ∈ W0 and all (t, φ1), (t, φ2) ∈ Λ
1
σ,ψ(T, δ;F ) ∩ dom(F ). We simply say that
F is uniformly locally Lipschitzian about C1-prolongations when F is uniformly locally
Lipschitzian about C1-prolongations at each (σ0, ψ0) ∈ dom(F ).
2.6.2 Lipschitz about memories
Definition 2.18 ([27]). We say that F is Lipschitzian about memories if there exist
R,L > 0 such that L-(Lip) holds for all (t, φ1), (t, φ2) ∈ dom(F ) satisfying the conditions
(i) supp(φ1 − φ2) ⊂ [−R, 0] ⊂ I, and
(ii) φ1 − φ2 is continuous.
We say that F is locally Lipschitzian about memories at (σ0, ψ0) ∈ dom(F ) if there exists a
neighborhoodW of (σ0, ψ0) in R×H such that F |W∩dom(F ) is Lipschitzian about memories.
When F is locally Lipschitzian about memories at each (σ0, ψ0) ∈ dom(F ), we simply say
that F is locally Lipschitzian about memories.
We generalize the notion of local Lipschitz about memories as follows.
Definition 2.19. Suppose that H is closed under C1-prolongations. We say that F is
locally Lipschitzian about Lip-memories at (σ0, ψ0) ∈ dom(F ) if for every M > 0, there
exist a neighborhood W of (σ0, ψ0) in R×H and R,L > 0 such that L-(Lip) holds for all
(t, φ1), (t, φ2) ∈W ∩ dom(F ) satisfying the conditions
(i) supp(φ1 − φ2) ⊂ [−R, 0] ⊂ I, and
(ii) lip
(
φ1|[−R,0]
)
, lip
(
φ2|[−R,0]
)
≤M .
When F is locally Lipschitzian about Lip-memories at each (σ0, ψ0) ∈ dom(F ), we simply
say that F is locally Lipschitzian about Lip-memories.
Remark 2.20. Condition (ii) implies the continuity of (φ1 − φ2)|[−R,0], and condition (i)
implies the left-continuity of φ1 − φ2 at −R. Therefore, by combining (i) and (ii), the
continuity of φ1 − φ2 is derived. Thus, we have
Local Lipschitz about memories =⇒ Local Lipschitz about Lip-memories
by the definitions.
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2.6.3 Almost local Lipschitz
Definition 2.21 (ref. [26]). Let I = Ir for some r > 0. Suppose H ⊃ C0,1(Ir, E). We
say that F is almost locally Lipschitzian at (σ0, ψ0) ∈ dom(F ) if for every M > 0, there
exist a neighborhood W of (σ0, ψ0) in R × H and L > 0 such that L-(Lip) holds for all
(t, φ1), (t, φ2) ∈W ∩ dom(F ) satisfying lip(φi) ≤M (i = 1, 2).
The notion of almost local Lipschitz was originally introduced by Mallet-Paret, Nuss-
baum, & Paraskevopoulos [26, Definition 1.1] for autonomous RFDEs with the history
space C([−r, 0],Rn)u (r > 0).
We generalize the notion of almost local Lipschitz for the case I = I∞.
Definition 2.22. Let I = I∞. SupposeH ⊃ C0,1loc (I
∞, E). We say that F is almost locally
Lipschitzian at (σ0, ψ0) ∈ dom(F ) if for every sequence (Mk)
∞
k=1 of positive numbers, there
exist a neighborhood W of (σ0, ψ0) in R × H and L > 0 such that L-(Lip) holds for all
(t, φ1), (t, φ2) ∈W ∩ dom(F ) satisfying the conditions
(i) supp(φ1 − φ2) is compact, and
(ii) lip
(
φ1|[−k,0]
)
, lip
(
φ2|[−k,0]
)
≤Mk for all k ≥ 1.
3 Prolongations and history spaces
Let I be a past interval and E = (E, ‖·‖E) be a Banach space. The purpose of this section
is to examine the notions introduced in Section 2 except the Lipschitz conditions.
3.1 Fundamental properties
3.1.1 Closedness under prolongations
In this subsection, let H ⊂ Map(I,E) be a history space. The properties of closedness
under prolongations bring us relations with the spaces of continuous maps and C1-maps
with compact support.
Proposition 3.1 ([27], [17]). Let I = Ir for some 0 ≤ r ≤ ∞. If 0 is closed under
prolongations in H, then Cc(I
r, E) ⊂ H holds.
The case r =∞ is treated in [17, Proposition 2.1] by the translation. The case r <∞
was obtained in [27].
Proof of Proposition 3.1. Suppose r <∞ and let φ ∈ C(Ir, E). We define a continu-
ous map γ : R+ + I → E by
γ(t) =


0 (−r ≤ t ≤ 0),
tφ(−r) (0 ≤ t ≤ 1),
φ¯(t− (r + 1)) (t ≥ 1).
Then γ is a prolongation of 0. Therefore, we have φ = Irr+1γ ∈ H by the assumption.
Proposition 3.2. Let I = Ir for some 0 ≤ r ≤ ∞. If 0 is closed under C1-prolongations
with 0-derivative in H, then C1c (I
r, E) ⊂ H holds.
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Proof. We divide the proof into the following two cases: r =∞ and r <∞.
• Case 1: r = ∞. Let φ ∈ C1c (I
∞, E). We choose R > 0 so that supp(φ) ⊂ [−R, 0].
We consider the map γ : R+ + I → E given by
γ(t) = φ∧φ
′(0)(t−R).
Then γ|R+ is of class C
1, where γ′(0) = 0. Therefore, γ is a C1-prolongation of 0
with 0-derivative. Therefore, φ = I∞R γ ∈ H by the assumption.
• Case 2: r <∞. Let φ ∈ C1(Ir, E). We construct a map ℓ : [0, 1]→ E by
ℓ(s) = s2[−φ′(−r) + 3φ(−r)] + s3[φ′(−r)− 2φ(−r)]
so that
ℓ(0) = 0, ℓ(1) = φ(−r),
ℓ′(0) = 0, ℓ′(1) = φ′(−r).
We define γ : R+ + I → E by
γ(t) =


0 (−r ≤ t ≤ 0),
ℓ(t) (0 ≤ t ≤ 1),
φ∧φ
′(0)(t− (r + 1)) (t ≥ 1).
By the construction, γ is a C1-prolongation of 0 with 0-derivative. Therefore, φ =
Irr+1γ ∈ H holds by the assumption.
This completes the proof.
3.1.2 Prolongation spaces
By definition, the following properties hold:
• γ ∈ Γσ,ψ(T, δ) is equivalent to N
0
σ,ψγ ∈ Γ0,0(T, δ), and
N0σ,ψ : Γσ,ψ(T, δ)→ Γ0,0(T, δ)
is an isometry with respect to ρ0.
• γ ∈ Γ 1σ,ψ(T, δ, v) is equivalent to N
v
σ,ψγ ∈ Γ
1
0,0(T, δ, 0), and
Nvσ,ψ : Γ
1
σ,ψ(T, δ, v) → Γ
1
0,0(T, δ, 0)
is an isometry with respect to ρ1.
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Completeness We have the following completeness results for the prolongation spaces.
Proposition 3.3 ([27]). Let (σ, ψ) ∈ R×Map(I,E) and T, δ > 0. Then the metric space(
Γσ,ψ(T, δ), ρ
0
)
is complete.
Proposition 3.4. Let (σ, ψ) ∈ R × Map(I,E), v ∈ E, and T, δ > 0. Then the metric
space
(
Γ 1σ,ψ(T, δ, v), ρ
1
)
is complete.
Proof. We consider a closed linear subspace X of the Banach space (C1([0, T ], E), ‖ · ‖C1)
given by
X := {χ ∈ C1([0, T ], E) : χ(0) = 0, χ′(0) = 0, ‖χ‖C1 ≤ δ }.
Therefore, (X, ‖ · ‖C1) is also a Banach space. The completeness of
(
Γ 10,0(T, δ, 0), ρ
1
)
is
obtained because j : Γ 10,0(T, δ, 0)→ X defined by
j(γ) = γ|[0,T ]
is isometrically isomorphic.
Comparison of prolongations spaces
Lemma 3.5. Let B be a bounded subset of E and T, δ ∈ (0,∞). Then there exist 0 <
T0 ≤ T and 0 < δ0 ≤ δ/2 such that for all 0 < T
′ ≤ T0, all (σ, ψ) ∈ R ×Map(I,E), and
all v ∈ B,
Avσ,ψ(Γ0,0(T
′, δ0)) ⊂ Γσ,ψ(T
′, δ)
holds.
Proof. Choose M > 0 so that B ⊂ B¯E(0;M). Let T0 and δ0 be given so that
0 < T0 ≤ min{δ/(2M), T}, 0 < δ0 ≤ δ/2.
Let 0 < T ′ ≤ T0, (σ, ψ) ∈ R ×Map(I,E), and v ∈ B. Then for all β ∈ Γ0,0(T
′, δ0), we
have ∥∥(Avσ,ψβ)(σ + ·)− ψ¯(·)∥∥C[0,T ′] = sup
s∈[0,T ′]
‖sv + β(s)‖E
≤ T ′‖v‖E + ‖β‖∞
≤ T0M + δ0.
Since T0M + δ0 ≤ (δ/2) + (δ/2) = δ, this shows A
v
σ,ψβ ∈ Γσ,ψ(T
′, δ).
Proposition 3.6. Let B be a bounded subset of E and T, δ ∈ (0,∞). Then there exist
0 < T0 ≤ T and 0 < δ0 ≤ δ/2 such that for all 0 < T
′ ≤ T0, all (σ, ψ) ∈ R ×Map(I,E),
and all v ∈ B,
Γ 1σ,ψ(T
′, δ0, v) ⊂ Γσ,ψ(T
′, δ)
holds.
Proof. By Lemma 3.5, we choose 0 < T0 ≤ T and 0 < δ0 ≤ δ/2 so that
Avσ,ψ(Γ0,0(T
′, δ0)) ⊂ Γσ,ψ(T
′, δ)
holds for all 0 < T ′ ≤ T0, (σ, ψ) ∈ R×Map(I,E), and v ∈ B. Then we have
Γ 1σ,ψ(T
′, δ0, v) = A
v
σ,ψ(Γ
1
0,0(T
′, δ0, 0)) ⊂ A
v
σ,ψ(Γ0,0(T
′, δ0)).
Therefore, the conclusion is obtained.
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3.1.3 Rectangles by prolongations and C1-prolongations
The following lemma states the relationship between rectangles by prolongations and C1-
prolongations.
Lemma 3.7. Let B ⊂ E be a bounded set, and let T, δ > 0. Then there exist 0 < T0 ≤ T
and 0 < δ0 ≤ δ/2 such that for all (σ, ψ) ∈ R×Map(I,E) and all v ∈ B,
Λ1σ,ψ(T0, δ0, v) ⊂ Λσ,ψ(T0, δ)
holds.
Proof. From Proposition 3.6, we choose 0 < T0 ≤ T and 0 < δ0 ≤ δ/2 so that
Γ 1σ,ψ(T
′, δ0, v) ⊂ Γσ,ψ(T
′, δ)
holds for all 0 < T ′ ≤ T0, (σ, ψ) ∈ R×Map(I,E), and v ∈ B.
Let (σ, ψ) ∈ R×Map(I,E), v ∈ B, and (t, φ) ∈ Λ1σ,ψ(T0, δ0, v). Then t = σ+τ for some
τ ∈ [0, T0], and φ = Iσ+τγ for some γ ∈ Γ
1
σ,ψ(τ, δ0, v). This implies (t, φ) ∈ Λσ,ψ(T0, δ) in
view of Γ 1σ,ψ(τ, δ0, v) ⊂ Γσ,ψ(τ, δ).
Remark 3.8. From Lemma 3.7,
{Neighborhoods by prolongations} ⊂ {Neighborhoods by C1-prolongations}.
The inclusion is also true for uniform neighborhoods by prolongations and C1-prolongations.
As the following lemma shows, the translations act on rectangles by prolongations as
the change of base points.
Lemma 3.9. Let (σ, ψ) ∈ R × Map(I,E), T, δ > 0, and v ∈ E. Then the following
statements hold:
(i) τ0σ,ψ : Λ0,0(T, δ)→ Λσ,ψ(T, δ) is an well-defined bijection.
(ii) τvσ,ψ : Λ
1
0,0(T, δ, 0) → Λ
1
σ,ψ(T, δ, v) is an well-defined bijection.
Proof. Let (t, φ) ∈ Λ0,0(T, δ). Then t ∈ [0, T ], and φ = Itβ for some β ∈ Γ0,0(t, δ).
Therefore,
τ0σ,ψ(t, φ) =
(
σ + t, Itψ¯ + φ
)
=
(
σ + t, It
[
ψ¯ + β
])
=
(
σ + t, Iσ+t[A
0
σ,ψβ]
)
.
Since A0σ,ψβ ∈ Γσ,ψ(t, δ), we have τ
0
σ,ψ(t, φ) ∈ Λσ,ψ(T, δ). The bijectivity of the restricted
map follows by the bijectivity of
A0σ0,ψ0 : Γ0,0(t, δ)→ Γσ,ψ(t, δ)
for every t ∈ [0, T ].
(ii) We omit the proof because the similar proof to (i) is valid.
The next proposition shows the thinness of the rectangles by prolongations and C1-
prolongations.
3 PROLONGATIONS AND HISTORY SPACES 26
Proposition 3.10. Suppose |I| > 0. Then for all 0 < T < |I| and all 0 ≤ δ ≤ ∞,
Λ0,0(T, δ) =
⋃
τ∈[0,T ]
{(τ, φ) ∈ [0, T ]× Cc(I,E) : supp(φ) ⊂ [−τ, 0], ‖φ‖∞ ≤ δ },
Λ10,0(T, δ, 0) =
⋃
τ∈[0,T ]
{(τ, φ) ∈ [0, T ]× C1c (I,E) : supp(φ) ⊂ [−τ, 0], ‖φ‖C1 ≤ δ }
hold.
Proof. We only show the expression of Λ0,0(T, δ) because the same proof is valid for
Λ10,0(T, δ, 0).
(⊂) Let (τ, φ) ∈ Λ0,0(T, δ). Then τ ∈ [0, T ], and φ = Iτβ for some β ∈ Γ0,0(T, δ).
Therefore, we have supp(φ) = supp(Iτβ) ⊂ [−τ, 0] and ‖φ‖∞ = ‖Iτβ‖∞ = ‖β‖∞ ≤ δ.
(⊃) Let τ ∈ [0, T ] and φ ∈ Cc(I,E) satisfying supp(φ) ⊂ [−τ, 0] and ‖φ‖∞ ≤ δ. We
define β : [0, τ ] + I → E by
β(t) =
{
φ(t− τ), 0 ≤ t ≤ τ,
0, t ∈ I.
Then β is a prolongation of 0 and ‖β‖∞ ≤ δ. Since φ = Iτβ, we have (τ, φ) ∈ Λ0,0(T, δ).
This completes the proof.
3.2 Characterizations of regulation by prolongations
Let H ⊂ Map(I,E) be a history space. In this subsection, we give some characterizations
of the properties of regulation by prolongations and C1-prolongations.
3.2.1 Compact past interval
Theorem 3.11. Let 0 ≤ r <∞ and H ⊂ Map(Ir, E) be a history space. We assume that
0 is closed under prolongations in H. Then the following properties are equivalent:
(a) H is regulated by prolongations.
(b) The topology of H is coarser than (or equal to) the topology of uniform convergence
on C(Ir, E).
In the above statement, the inclusion
C(Ir, E) ⊂ H
for r < ∞ (see Proposition 3.1) is fundamental. For the proof of Theorem 3.11, we use
the following fact: For linear topological spaces (X, τ) and (X, τ ′), τ is finer than (or
equal to) τ ′ if and only if for every neighborhood N ′ of 0 with respect to τ ′, there exists
a neighborhood N of 0 with respect to τ such that N ⊂ N ′. Therefore, the property (b)
is equivalent to the continuity of the inclusion map
i : C(Ir, E)u → H.
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Proof of Theorem 3.11. (a) ⇒ (b): Let N be a neighborhood of 0 in H. By the
assumption, there is δ > 0 such that
Λ0,0(r + 1, δ) ⊂ [0, r + 1]×N.
For each φ ∈ C(Ir, E), we consider the map γφ : [0, r + 1] + I
r → E defined by
γφ(t) =


0 (−r ≤ t ≤ 0),
tφ(−r) (0 ≤ t ≤ 1),
φ(t− (r + 1)) (1 ≤ t ≤ r + 1).
Then γφ is a prolongation of 0 and satisfies
Irr+1γφ = φ, ‖γφ‖∞ ≤ ‖φ‖∞.
Therefore, ‖φ‖∞ ≤ δ implies
(r + 1, φ) = (r + 1, Irr+1γφ) ∈ Λ0,0(r + 1, δ).
By combining this and Λ0,0(r + 1, δ) ⊂ [0, r + 1]×N , we have φ ∈ N . This shows
{φ ∈ C(Ir, E) : ‖φ‖∞ ≤ δ } ⊂ N,
and we obtain (b).
(b) ⇒ (a): Let T > 0 and N be a neighborhood of 0 in H. By the assumption, there
is δ > 0 such that
{φ ∈ C(Ir, E) : ‖φ‖∞ ≤ δ } ⊂ N.
For every τ ∈ [0, T ] and every prolongation γ : [0, τ ] + Ir → E of 0,
Irτγ ∈ C(I
r, E), ‖Irτ γ‖∞ ≤ ‖γ‖C[0,τ ].
This shows Λ0,0(T, δ) ⊂ [0, T ]×N .
The following is a C1-version of Theorem 3.11. The result C1(Ir, E) ⊂ H for r < ∞
(see Proposition 3.2) is fundamental, and the property (b) in Theorem 3.12 is equivalent
to the continuity of the inclusion
i :
(
C1(Ir, E), ‖ · ‖C1
)
→ H.
Theorem 3.12. Let 0 ≤ r <∞ and H ⊂ Map(Ir, E) be a history space. We assume that
0 is closed under C1-prolongations with 0-derivative in H. Then the following properties
are equivalent:
(a) H is regulated by C1-prolongations.
(b) The topology of H is coarser than (or equal to) the topology of uniform C1-convergence
on C1(Ir, E).
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Proof. (a) ⇒ (b): Let N be a neighborhood of 0 in H. By the assumption, there is δ > 0
such that
Λ10,0(r + 1, δ, 0) ⊂ [0, r + 1]×N.
For each φ ∈ C1(Ir, E), we consider the γφ : [0, r + 1] + I
r → E defined by
γφ(t) =


0 (−r ≤ t ≤ 0)
t2[−φ′(−r) + 3φ(−r)] + t3[φ′(−r)− 2φ(−r)] (0 ≤ t ≤ 1)
φ(t− (r + 1)) (1 ≤ t ≤ r + 1).
Then γφ is a C
1-prolongation of 0 with 0-derivative (see Proposition 3.2) and Irr+1γφ = φ.
Since for all t ∈ [0, 1]
‖γφ(t)‖E ≤ 2‖φ
′(−r)‖E + 5‖φ(−r)‖E ≤ 5‖φ‖C1 ,
‖(γφ)
′(t)‖E ≤ 5‖φ
′(−r)‖E + 12‖φ(−r)‖E ≤ 12‖φ‖C1 ,
we have ‖γφ‖C1[0,r+1] ≤ 12‖φ‖C1 . Therefore, ‖φ‖C1 ≤ δ/12 implies
(r + 1, φ) = (r + 1, Irr+1γφ) ∈ Λ
1
0,0(r + 1, δ, 0).
By combining this and Λ10,0(r + 1, δ, 0) ⊂ [0, r + 1]×N , we have φ ∈ N . This shows
{φ ∈ C1(Ir, E) : ‖φ‖∞ ≤ δ/12} ⊂ N,
and we obtain (b).
(b) ⇒ (a): Let T > 0 and N be a neighborhood of 0 in H. By assumption, there is
δ > 0 such that
{φ ∈ C1(Ir, E) : ‖φ‖C1 ≤ δ } ⊂ N.
For every τ ∈ [0, T ] and every C1-prolongation γ : [0, τ ] + Ir → E of 0 with 0-derivative,
Irτγ ∈ C
1(Ir, E), ‖Irτ γ‖C1 ≤ ‖γ‖C1[0,τ ].
This shows Λ10,0(T, δ, 0) ⊂ [0, T ]×N .
3.2.2 Whole past interval
Theorem 3.13 ([27]). Let H ⊂ Map(I∞, E) be a history space. We assume that 0 is
closed under prolongations in H. Then the following properties are equivalent:
(a) H is regulated by prolongations.
(b) For each R > 0, the topology of H is coarser than (or equal to) the topology of
uniform convergence on
{φ ∈ Cc(I
∞, E) : supp(φ) ⊂ [−R, 0]}.
Proof. (a) ⇒ (b): Fix R > 0. Let N be a neighborhood of 0 in H. By the assumption,
there is δ > 0 such that
Λ0,0(R, δ) ⊂ [0, R]×N.
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For each φ ∈ Cc(I
∞, E) with supp(φ) ⊂ [−R, 0], let γφ : [0, R]+I
∞ → E be a prolongation
of 0 given by
γφ(t) = φ(t−R) (t ∈ [0, R] + I
∞).
Then
I∞R γφ = φ, ‖γφ‖C[0,R] = ‖φ‖∞.
Therefore, ‖φ‖∞ ≤ δ implies
(R,φ) = (R, I∞R γφ) ∈ Λ0,0(R, δ).
By combining this and Λ0,0(R, δ) ⊂ [0, R]×N , we have φ ∈ N . This shows that (b) holds.
(b) ⇒ (a): Let T > 0 and N be a neighborhood of 0 in H. By applying the property
(b) as R = T , there is δ > 0 such that for all φ ∈ Cc(I
∞, E),
supp(φ) ⊂ [−T, 0] and ‖φ‖∞ ≤ δ =⇒ φ ∈ N.
For every τ ∈ [0, T ] and every prolongation γ : [0, τ ] + I∞ → E of 0,
I∞τ γ ∈ Cc(I
∞, E), supp(I∞τ γ) ⊂ [−τ, 0], ‖I
∞
τ γ‖∞ = ‖γ‖C[0,τ ].
This shows Λ0,0(T, δ) ⊂ [0, T ]×N .
The condition (b) in Theorem 3.13 is equivalent to the following property: For each
R > 0, the inclusion
i : {φ ∈ Cc(I
∞, E) : supp(φ) ⊂ [−R, 0]} → H
is continuous with respect to the topology of uniform convergence. This is a one of the
hypotheses of phase spaces used by Schumacher [31].
The following is a C1-version of Theorem 3.13. We omit the proof because the
essentially same argument of that proof is valid (Λ0,0(R, δ) should be replaced with
Λ10,0(R, δ, 0)). The condition (b) in Theorem 3.14 is equivalent to the following property:
For each R > 0, the inclusion
i :
{
φ ∈ C1c (I
∞, E) : supp(φ) ⊂ [−R, 0]
}
→ H
is continuous with respect to the topology of uniform C1-convergence.
Theorem 3.14. Let H ⊂ Map(I∞, E) be a history space. We assume that 0 is closed
under C1-prolongations with 0-derivative in H. Then the following properties are equiva-
lent:
(a) H is regulated by C1-prolongations.
(b) For each R > 0, the topology of H is coarser than (or equal to) the topology of
uniform C1-convergence on
{φ ∈ C1c (I
∞, E) : supp(φ) ⊂ [−R, 0]}.
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3.3 Relationships between neighborhoods and prolongations
Let H ⊂ Map(I,E) be a history space. In this subsection, we examine relationships
between neighborhoods and neighborhoods by prolongations. The following theorem was
obtained in [27].
Theorem 3.15 ([27]). Suppose that H is prolongable and regulated by prolongations. Let
W be a subset of R×H and (σ0, ψ0) ∈ R×H. Then the following statements hold:
(i) For every neighborhood W of (σ0, ψ0) in [σ0,+∞) × H, W is a neighborhood by
prolongations of (σ0, ψ0).
(ii) Furthermore, we assume that the semiflow
R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H
is continuous. Then every neighborhood W of (σ0, ψ0) in R×H is a uniform neigh-
borhood by prolongations of (σ0, ψ0).
This theorem is extended in the following way for a history space H which is C1-
prolongable and regulated by C1-prolongations.
Theorem 3.16. Suppose that H is C1-prolongable and regulated by C1-prolongations. Let
W be a subset of R×H and (σ0, ψ0) ∈ R×H. Then the following statements hold:
(i) For every neighborhood W of (σ0, ψ0) in [σ0,+∞) × H, W is a neighborhood by
C1-prolongations of (σ0, ψ0).
(ii) Furthermore, we assume that
R+ × E ×H ∋ (t, v, φ) 7→ S(t)(v, φ) ∈ H
is continuous. Then every neighborhood W of (σ0, ψ0) in R×H is a uniform neigh-
borhood by C1-prolongations of (σ0, ψ0).
Proof. (i) Fix v ∈ E and let W be a neighborhood of (σ0, ψ0) in [σ0,+∞) ×H. By the
continuity of τvσ0,ψ0 at (0,0), there exist T > 0 and a neighborhood N of 0 in H such that
τvσ0,ψ0([0, T ]×N) ⊂W . Since H is regulated by C
1-prolongations, there is δ > 0 such that
Λ10,0(T, δ, 0) ⊂ [0, T ] ×N.
Therefore, we have
Λ1σ0,ψ0(T, δ, v) = τ
v
σ0,ψ0
(Λ10,0(T, δ, 0)) ⊂W
from Lemma 3.9. This means that W is a neighborhood by C1-prolongations of (σ0, ψ0).
(ii) Let W be a neighborhood of (σ0, ψ0) in R×H. Fix v0 ∈ E. We consider the map
τ(·) : E × (R×H)× (R+ ×H)→ R×H
defined by
τ
(
v, (σ, ψ), (t, φ)
)
= τvσ,ψ(t, φ).
Then τ(·) is continuous by the continuity of R+ × E × H ∋ (t, v, φ) 7→ S(t)(v, φ) ∈ H.
Since
τ
(
v0, (σ0, ψ0), (0,0)
)
= (σ0, ψ0),
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there are a neighborhood V0 of v0 in E, a neighborhood W0 of (σ0, ψ0) in R×H, T > 0,
and a neighborhood N of 0 in H such that
τ
(
V0 ×W0 × ([0, T ] ×N)
)
⊂W.
This means that for all (v, σ, ψ) ∈ V0 ×W0, τ
v
σ,ψ([0, T ]×N) ⊂W holds. In the same way
as the proof of (i), we have⋃
(σ,ψ,v)∈W0×V0
Λ1σ,ψ(T, δ, v) =
⋃
(σ,ψ,v)∈W0×V0
τvσ,ψ(Λ
1
0,0(T, δ, 0)) ⊂W.
This asserts the conclusion.
Remark 3.17. From Corollaries C.5 and C.7, the following property holds: Under the
assumption that H is C1-prolongable,
R+ × E ×H ∋ (t, v, φ) 7→ S(t)(v, φ) ∈ H
is continuous if and only if for every T > 0, (S(t))t∈[0,T ] is equi-continuous at (0,0).
4 Properties of Lipschitz conditions
Let I be a past interval, E = (E, ‖ · ‖E) be a Banach space, H ⊂ Map(I,E) be a history
space, and F : R×H ⊃ dom(F )→ E be a map. In this section, we investigate properties
of various Lipschitz conditions introduced in Subsection 2.6.
The next lemma will be used in the following subsections.
Lemma 4.1. Let W0 ⊂ R×Map(I,E) be a subset, B ⊂ E be a bounded set, and (Ik)
∞
k=1
be a sequence of past intervals contained in I. If
sup
(σ,ψ)∈W0
lip(ψ|Ik) <∞ (∀k ≥ 1),
then there exists a sequence (Mk)
∞
k=1 of positive numbers such that for all T > 0 and all
0 < δ < 1,
sup
{
lip(φ|Ik) : (t, φ) ∈
⋃
(σ,ψ,v)∈W0×B
Λ1σ,ψ(T, δ, v)
}
≤Mk (∀k ≥ 1)
holds.
Proof. Choose M ′ > 0 so that B ⊂ B¯E(0;M
′). Let T, δ > 0, (σ, ψ, v) ∈ W0 × B, and
(t, φ) ∈ Λ1σ,ψ(T, δ, v). Then t = σ + τ for some τ ∈ [0, T ], and φ = Iσ+τγ for some
γ ∈ Γ 1σ,ψ(τ, δ, v). Since
lip(φ|Ik) ≤ lip
(
γ|[σ,σ+τ ]+Ik
)
≤ lip(ψ|Ik) + sup
u∈[σ,σ+τ ]
‖γ′(u)‖E
and
sup
u∈[σ,σ+τ ]
‖γ′(u)‖E ≤ sup
u∈[σ,σ+τ ]
‖γ′(u)− v‖E + ‖v‖E
≤
∥∥γ(σ + ·)− ψ∧v(·)∥∥
C1[0,τ ]
+ ‖v‖E ,
we have
lip(φ|Ik) ≤ sup
(σ,ψ)∈W0
lip(ψ|Ik) + 1 +M
′.
Therefore, the conclusion is obtained by choosingMk := sup(σ,ψ)∈W0 lip(ψ|Ik)+1+M
′.
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We note that when Ik ≡ I
′ (k ≥ 1) for some I ′ ⊂ I, one can choose Mk ≡M
′ (k ≥ 1)
for some M ′ > 0.
4.1 Lipschitz conditions about prolongations
Proposition 4.2. Suppose that H is closed under prolongations. Let (σ0, ψ0) ∈ dom(F ).
If F is locally Lipschitzian about prolongations at (σ0, ψ0), then F is locally Lipschitzian
about C1-prolongations at (σ0, ψ0).
Proof. Choose T, δ, L > 0 so that L-(Lip) holds for all (t, φ1), (t, φ2) ∈ Λσ0,ψ0(T, δ) ∩
dom(F ). Applying Lemma 3.7 as B = {F (σ0, ψ0)}, we choose 0 < T0 ≤ T and 0 < δ0 ≤
δ/2 so that
Λ1σ0,ψ0(T0, δ0;F ) ⊂ Λσ0,ψ0(T0, δ).
Therefore, L-(Lip) holds for all (t, φ1), (t, φ2) ∈ Λ
1
σ0,ψ0
(T0, δ0;F ) ∩ dom(F ). This shows
the conclusion.
The following is a uniform version of Proposition 4.2.
Proposition 4.3. Suppose that H is closed under prolongations. Let (σ0, ψ0) ∈ dom(F ).
If F is uniformly locally Lipschitzian about prolongations at (σ0, ψ0), and if F is locally
bounded at (σ0, ψ0), then F is uniformly locally Lipschitzian about C
1-prolongations at
(σ0, ψ0).
Proof. By the local boundedness of F at (σ0, ψ0), there is a neighborhood W of (σ0, ψ0)
in dom(F ) and M > 0 such that
sup
(σ,ψ)∈W
‖F (σ, ψ)‖E ≤M.
Since F is uniformly locally Lipschitzian about prolongations at (σ0, ψ0), we choose a
neighborhoodW0 in dom(F ) so that L-(Lip) holds for all (σ, ψ) ∈W0 and all (t, φ1), (t, φ2) ∈
Λσ,ψ(T, δ)∩dom(F ). We may assumeW0 ⊂W by choosing smallW0. Applying Lemma 3.7
as B := {F (σ, ψ) : (σ, ψ) ∈W0 }, there are 0 < T0 ≤ T and 0 < δ0 ≤ δ/2 such that⋃
(σ,ψ)∈W0
Λ1σ,ψ(T0, δ0;F ) ⊂
⋃
(σ,ψ)∈W0
Λσ,ψ(T0, δ).
Therefore, the conclusion follows.
We note that the continuity of F at (σ0, ψ0) is sufficient for the local boundedness of
F at (σ0, ψ0) in Proposition 4.3.
4.2 Lipschitz conditions about memories
In this subsection, we investigate relationships between the Lipschitz conditions about
memories and the Lipschitz conditions about prolongations.
Theorem 4.4 ([27]). Let (σ0, ψ0) ∈ dom(F ). Suppose that H is prolongable and regulated
by prolongations. If F is locally Lipschitzian about memories at (σ0, ψ0), then F is locally
Lipschitzian about prolongations at (σ0, ψ0). Furthermore, if the semiflow
R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H
is continuous, then F is uniformly locally Lipschitzian about prolongations at (σ0, ψ0).
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We generalize this theorem as follows.
Proposition 4.5. Let (σ0, ψ0) ∈ dom(F ). Suppose that H is C
1-prolongable and regulated
by C1-prolongations. If F is locally Lipschitzian about Lip-memories at (σ0, ψ0), and if
there exists R0 > 0 such that [−R0, 0] ⊂ I and lip
(
ψ0|[−R0,0]
)
< ∞, then F is locally
Lipschitzian about C1-prolongations at (σ0, ψ0).
Proof. By applying Lemma 4.1 as
W0 = {(σ0, ψ0)}, B = {F (σ0, ψ0)}, and Ik ≡ [−R0, 0],
we choose M > 0 so that for all sufficiently small T, δ > 0,
sup
{
lip
(
φ|[−R0,0]
)
: (t, φ) ∈ Λ1σ0,ψ0(T, δ;F )
}
≤M
holds. Since F is locally Lipschitzian about Lip-memories at (σ0, ψ0), there is a neighbor-
hood W of (σ0, ψ0) in R×H and R,L > 0 for this M > 0 such that R < R0 and L-(Lip)
holds for all (t, φ1), (t, φ2) ∈W ∩ dom(F ) satisfying the following conditions:
(i) supp(φ1 − φ2) ⊂ [−R, 0] ⊂ I, and
(ii) lip
(
φ1|[−R,0]
)
, lip
(
φ2|[−R,0]
)
≤M .
By choosing sufficiently small T, δ > 0, we may assume T < R, and
Λ1σ0,ψ0(T, δ;F ) ⊂W
from Theorem 3.16.
Let (t, φ1), (t, φ2) ∈ Λ
1
σ0,ψ0
(T, δ;F ) ∩ dom(F ). Then
supp(φ1 − φ2) ⊂ [−T, 0] ⊂ [−R, 0],
and we also have
lip
(
φi|[−R,0]
)
≤ lip
(
φi|[−R0,0]
)
≤M (i = 1, 2).
Therefore, the above conditions (i) and (ii) are satisfied. This implies that F is locally
Lipschitzian about C1-prolongations at (σ0, ψ0).
The following is a corollary of Proposition 4.5.
Corollary 4.6. Suppose that H is C1-prolongable and regulated by C1-prolongations. Let
H0 :=
{
φ ∈ H : ∃R0 > 0 s.t. lip
(
φ|[−R0,0]
)
<∞
}
.
We consider F0 : R × H0 ⊃ dom(F0) → E which is the restriction of F to dom(F0) :=
dom(F ) ∩ (R × H0). If F is locally Lipschitzian about Lip-memories, then F0 is locally
Lipschitzian about C1-prolongations.
By the definition of H0, the following hold:
• H0 is a linear topological subspace of H, where the subspace topology of H is given.
• H0 is closed under C
1-prolongations.
Therefore, H0 is also C
1-prolongable and regulated by C1-prolongations.
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4.3 Almost local Lipschitz
When H ⊃ C0,1loc (I,E), let F
0,1 : R× C0,1loc (I,E) ⊃ dom
(
F 0,1
)
→ E be the restriction of F
to
dom
(
F 0,1
)
:= dom(F ) ∩
(
R× C0,1loc (I,E)
)
.
Theorem 4.7. Suppose I = Ir for some r > 0, and H is prolongable and regulated by
prolongations. If F is almost locally Lipschitzian at (σ0, ψ0) ∈ dom
(
F 0,1
)
, then F 0,1 is
locally Lipschitzian about C1-prolongations at (σ0, ψ0).
Proof. Fix (σ0, ψ0) ∈ dom
(
F 0,1
)
. By applying Lemma 4.1 as
W0 = {(σ0, ψ0)}, B = {F (σ0, ψ0)}, and Ik ≡ I = I
r,
we choose M > 0 so that for all sufficiently small T, δ > 0,
sup
{
lip(φ) : (t, φ) ∈ Λ1σ0,ψ0(T, δ;F )
}
≤M
holds. Since F is almost locally Lipschitzian at (σ0, ψ0), there are a neighborhood W of
(σ0, ψ0) in R×H and L > 0 such that L-(Lip) holds for all (t, φ1), (t, φ2) ∈W ∩ dom(F )
satisfying lip(φi) ≤M (i = 1, 2). By choosing sufficiently small T, δ > 0, we may assume
Λ1σ0,ψ0(T, δ;F ) ⊂W
from Theorem 3.16. This shows that for all
(t, φ1), (t, φ2) ∈ Λ
1
σ0,ψ0
(T, δ;F ) ∩ dom(F ) = Λ1σ0,ψ0(T, δ;F ) ∩ dom
(
F 0,1
)
,
L-(Lip) holds.
When H = C(Ir, E)u, it is unfortunate that the restricted map
F0 : R×
(
C0,1(Ir, E), ‖ · ‖∞
)
⊃ dom(F0)→ E
is not necessarily uniformly locally Lipschitzian about C1-prolongations under the as-
sumption of Theorem 4.7. The reason is that the Lipschitz constant is unbounded in
a neighborhood with respect to the topology of uniform convergence, and therefore, the
assumption sup(σ,ψ)∈W0 lip(ψ) <∞ in Lemma 4.1 is not satisfied.
Theorem 4.8. Suppose I = I∞, H ⊃ C0,1loc (I
∞, E), and H is prolongable and regulated
by prolongations. If F is almost locally Lipschitzian at (σ0, ψ0) ∈ dom
(
F 0,1
)
, then F 0,1 is
locally Lipschitzian about C1-prolongations at (σ0, ψ0).
Proof. By applying Lemma 4.1 as
W0 = {(σ0, ψ0)}, B = {F (σ0, ψ0)}, and Ik = [−k, 0],
we choose a sequence (Mk)
∞
k=1 of positive numbers so that for all sufficiently small T, δ > 0,
sup
{
lip
(
φ|[−k,0]
)
: (t, φ) ∈ Λ1σ0,ψ0(T, δ;F )
}
≤Mk (∀k ≥ 1)
holds. Since F is almost locally Lipschitzian at (σ0, ψ0) ∈ dom
(
F 0,1
)
, there are a neigh-
borhoodW of (σ0, ψ0) in R×H and L > 0 such that L-(Lip) holds for all (t, φ1), (t, φ2) ∈
W ∩ dom(F ) satisfying the conditions
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(i) supp(φ1 − φ2) is compact, and
(ii) lip
(
φ1|[−k,0]
)
, lip
(
φ2|[−k,0]
)
≤Mk for all k ≥ 1.
By choosing sufficiently small T, δ > 0, we may assume
Λ1σ0,ψ0(T, δ;F ) ⊂W
from Theorem 3.16. This shows that for all
(t, φ1), (t, φ2) ∈ Λ
1
σ0,ψ0
(T, δ;F ) ∩ dom(F ) = Λ1σ0,ψ0(T, δ;F ) ∩ dom
(
F 0,1
)
,
L-(Lip) holds.
Remark 4.9. In general, the property of almost local Lipschitz does not imply the uniformly
local Lipschitz. The reason is that for a neighborhood W0 of (σ0, ψ0) in dom(F ),
sup
(σ,ψ)∈W0
lip(ψ|Ik) <∞
does not hold, and therefore, Lemma 4.1 cannot be applied.
Summarizing the above theorems, we arrive the following conclusion: If F is almost lo-
cally Lipschitzian on dom
(
F 0,1
)
, then F 0,1 is locally Lipschitzian about C1-prolongations.
4.4 Examples for infinite retardation
There is an advantage of the notions of Lipschitz about memories in the property that
we only need to choose histories which have same tail. The efficiency derived from this
property can be seen in Propositions 4.10 and 4.11. See also Subsection 7.2.2 for this
efficiency.
Proposition 4.10. Let I = I∞ and H = C(I∞, E)co. We consider a metric ρ on
C(I∞, E) defined by
ρ(φ,ψ) =
∞∑
k=1
1
2k
·
‖φ− ψ‖C[−k,0]
1 + ‖φ− ψ‖C[−k,0]
.
If F is Lipschitzian with respect to ρ, i.e, there exists L > 0 such that
‖F (t, φ1)− F (t, φ2)‖E ≤ L · ρ(φ1, φ2)
holds for all (t, φ1), (t, φ2) ∈ dom(F ), then F is Lipschitzian about memories.
Proof. Let f : R+ → R be a function given by f(t) = t/(1 + t). Then f is monotonically
increasing, and f(t) ≤ t for all t ≥ 0. Let k0 be a positive integer. For every φ1, φ2 ∈
C(I∞, E), supp(φ1 − φ2) ⊂ [−k0, 0] implies
‖φ1 − φ2‖C[−k,0] ≤ ‖φ1 − φ2‖C[−k0,0] = ‖φ1 − φ2‖∞ <∞
holds for all k ≥ 1. Therefore, we have
ρ(φ1, φ2) =
∞∑
k=1
1
2k
f(‖φ1 − φ2‖C[−k,0]) ≤ ‖φ1 − φ2‖∞
∞∑
k=1
1
2k
= ‖φ1 − φ2‖∞.
This shows that L-(Lip) holds for all (t, φ1), (t, φ2) ∈ dom(F ) satisfying supp(φ1 − φ2) ⊂
[−k0, 0].
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See [9, Section 4] for the treatment of RFDEs with infinite retardation by a metric
which generates the topology of uniform convergence on compact sets. See also [22, Section
3].
Proposition 4.11. Let I = I∞, H = C(I∞, E)co, and {ρk}
∞
k=1 be a gauge (i.e., a set of
pseudo-metrics) on C(I∞, E) given by
ρk(φ,ψ) := ‖φ− ψ‖C[−k,0] (k ≥ 1).
If F is Lipschitzian with respect to the gauge {ρk}
∞
k=1, i.e, there exists a sequence {Lk}
∞
k=1
of positive numbers such that
‖F (t, φ1)− F (t, φ2)‖E ≤ Lk · ρk(φ1, φ2)
holds for all (t, φ1), (t, φ2) ∈ dom(F ) and all k ≥ 1, then F is Lipschitzian about memories.
Proof. Let k0 be a positive integer. Then for every φ1, φ2 ∈ C(I
∞, E), supp(φ1 − φ2) ⊂
[−k0, 0] implies ρk0(φ1, φ2) = ‖φ1 − φ2‖∞. This shows that Lk0-(Lip) holds for all
(t, φ1), (t, φ2) ∈ dom(F ) satisfying supp(φ1 − φ2) ⊂ [−k0, 0].
5 Existence and uniqueness
Let I be a past interval, E = (E, ‖ · ‖E) be a Banach space, H ⊂ Map(I,E) be a history
space, and F : R×H ⊃ dom(F )→ E be a map throughout this section.
The purpose of this section is to extend the results about the local existence and
uniqueness obtained in [27] under the following assumptions:
• H is prolongable and regulated by prolongations.
• F is continuous and locally Lipschitzian about prolongations.
• dom(F ) is open in R×H.
5.1 Approaches for extensions of previous results
For the purpose stated above, two approaches of extensions will be investigated:
(E1) Suppose that
(i) H is C1-prolongable and regulated by C1-prolongations,
(ii) F is continuous, and
(iii) dom(F ) is a neighborhood by C1-prolongations of every (t0, φ0) ∈ dom(F ).
(E2) Suppose that
(i) H is closed under C1-prolongations, and
(ii) there exists an extension
(
H¯, F¯
)
of (H,F ) with the following properties:
• H¯ is prolongable and regulated by prolongations.
• F¯ is continuous.
• dom
(
F¯
)
is a neighborhood by prolongations of every (t0, φ0) ∈ dom
(
F¯
)
.
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Here we call
(
H¯, F¯
)
an extension of (H,F ) if
• H¯ ⊂ Map(I,E) is a history space containing H, and
• F¯ : R× H¯ ⊃ dom
(
F¯
)
→ E is an extension of F satisfying
dom(F ) = dom
(
F¯
)
∩ (R×H).
Remark 5.1. H is not necessarily a linear topological subspace of H¯ in the approach (E2).
For the above approaches (E1) and (E2), we will consider the Lipschitz condition for F .
Therefore, (E2) is not included in (E1).
For an extension
(
H¯, F¯
)
of (H,F ), we consider the family of systems of equations{
x˙(t) = F¯ (t, Itx), t ≥ t0,
It0x = φ0, (t0, φ0) ∈ dom
(
F¯
) (∗¯)
with a parameter (t0, φ0). The following lemma combines IVPs (∗) and (∗¯).
Lemma 5.2. Let (t0, φ0) ∈ dom(F ) and x : J + I → E be a prolongation of (t0, φ0).
Suppose that (i) H is closed under C1-prolongations, and (ii)
(
H¯, F¯
)
is an extension
of (H,F ). If H¯ is prolongable and F¯ is continuous, then the following properties are
equivalent.
(a) x is a C1-solution of (∗)t0,φ0 .
(b) x is a solution of (∗¯)t0,φ0.
Proof. (a) ⇒ (b): For a C1-solution x of (∗)t0,φ0 , x is also a solution of (∗¯)t0,φ0 because F¯
is an extension of F .
(b) ⇒ (a): Suppose that x is a solution of (∗¯)t0,φ0 . Then x|J is of class C
1 by the
prolongability of H¯ and the continuity of F¯ . That is, x is a C1-prolongation of (t0, φ0).
This shows that (t, Itx) ∈ R×H holds for all t ∈ J by the assumption (i). Then we have
(t, Itx) ∈ dom(F ) and (x|J )
′(t) = F (t, Itx)
for all t ∈ J . This means that x is a C1-solution of (∗)t0,φ0 .
We see that the two approaches (E1) and (E2) can be treated in a unified way by using
the following notions.
Definition 5.3 (cf. [19]). Suppose that H is closed under C1-prolongations. We say that
F is continuous along C1-prolongations at (σ0, ψ0) ∈ dom(F ) if for all C
1-prolongation
γ : J + I → E of (σ0, ψ0),
(t, Itγ) ∈ dom(F ) (∀t ∈ J)
implies the continuity of J ∋ t 7→ F (t, Itγ) ∈ E. When F is continuous along C
1-
prolongations at every (σ0, ψ0) ∈ dom(F ), we simply say that F is continuous along
C1-prolongations.
Definition 5.4 (cf. [19]). Suppose that H is closed under C1-prolongations. We say that
F is locally bounded about C1-prolongations at (σ0, ψ0) ∈ dom(F ) if there exist T, δ > 0
such that F is bounded on Λ1σ0,ψ0(T, δ;F ) ∩ dom(F ). When F is locally bounded about
C1-prolongations at every (σ0, ψ0) ∈ dom(F ), we simply say that F is locally bounded
about C1-prolongations.
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The continuity along prolongations and the local boundedness about prolongations can
be introduced in the similar way.
Remark 5.5. Kappel & Schappacher [19, (i) and (ii) of (A2)] used the following conditions:
Let (σ0, ψ0) ∈ dom(F ) and T, δ > 0 be given.
• For every γ ∈ Γσ0,ψ0(T, δ), the function [t0, t0+T ] ∋ t 7→ F (t, Itγ) ∈ E is integrable.
• There exists a function m(·) : [t0, t0 + T ]→ R+ such that for every γ ∈ Γσ0,ψ0(T, δ),
‖F (t, Itγ)‖E ≤ m(t) (∀t ∈ [t0, t0 + T ])
holds.
The former property may be called the local integrability along prolongations.
We introduce the following condition for a unification of (E1) and (E2):
(E0) Suppose that
(i) H is closed under C1-prolongations,
(ii) F is continuous along C1-prolongations,
(iii) F is locally bounded about C1-prolongations, and
(iv) dom(F ) is a neighborhood by C1-prolongations of every (t0, φ0).
The succeeding lemmas show that
(E1) or (E2) =⇒ (E0).
Lemma 5.6. Let (σ0, ψ0) ∈ dom(F ). Suppose that H is C
1-prolongable and regulated by
C1-prolongations. If F is continuous, and if dom(F ) is a neighborhood by C1-prolongations
of (σ0, ψ0), then the following properties hold:
1. F is continuous along C1-prolongations at (σ0, ψ0).
2. F is locally bounded about C1-prolongations at (σ0, ψ0).
Proof. 1. This is a consequence of the C1-prolongability of H and the continuity of H.
2. By the continuity of F , there are a neighborhoodW of (σ0, ψ0) in R×H andM > 0
such that
sup
(t,φ)∈W∩dom(F )
‖F (t, φ)‖E ≤M.
From Theorem 3.16, W is a neighborhood by C1-prolongations of (σ0, ψ0). Then there
are T, δ > 0 such that
Λ1σ0,ψ0(T, δ;F ) ⊂W.
Therefore, F is bounded on Λ1σ0,ψ0(T, δ;F ) ∩ dom(F ).
Lemma 5.7. Suppose that (i) H is closed under C1-prolongations, (ii)
(
H¯, F¯
)
is an
extension of (H,F ), and (iii) H¯ is prolongable and regulated by prolongations. If F¯ is
continuous, and if dom
(
F¯
)
is a neighborhood by prolongations of every (σ0, ψ0) ∈ dom
(
F¯
)
,
then the following properties hold:
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1. F is continuous along C1-prolongations.
2. dom(F ) is a neighborhood by C1-prolongations of every (σ0, ψ0) ∈ dom(F ).
3. F is locally bounded about C1-prolongations.
Proof. Fix (σ0, ψ0) ∈ dom(F ).
1. Let γ : J + I → E be a C1-prolongation of (σ0, ψ0) satisfying
(t, Itγ) ∈ dom(F ) (∀t ∈ J).
Then F (t, Itγ) = F¯ (t, Itγ) for all t ∈ J . Therefore, the map
J ∋ t 7→ F (t, Itγ) ∈ E
is continuous by the prolongability of H and by the continuity of F¯ .
2. There are T, δ > 0 such that
Λ1σ0,ψ0(T, δ;F ) ⊂ dom
(
F¯
)
.
By the assumption (i), this shows
Λ1σ0,ψ0(T, δ;F ) = Λ
1
σ0,ψ0
(T, δ;F ) ∩ (R×H)
⊂ dom
(
F¯
)
∩ (R ×H)
= dom(F ).
3. By the continuity of F¯ , there are a neighborhoodW of (σ0, ψ0) in R×H¯ andM > 0
such that
sup
(t,φ)∈W∩dom(F¯ )
∥∥F¯ (t, φ)∥∥
E
≤M.
We note that H¯ is regulated by C1-prolongations (see Remark 2.10). From Theorem 3.16,
W is a neighborhood by C1-prolongations of (σ0, ψ0). Therefore, there are T, δ > 0 such
that Λ1σ0,ψ0(T, δ;F ) ⊂W . Then we have
Λ1σ0,ψ0(T, δ;F ) ∩ dom(F ) ⊂ Λ
1
σ0,ψ0
(T, δ;F ) ∩ dom
(
F¯
)
⊂W ∩ dom
(
F¯
)
.
Since F = F¯ on dom(F ), this shows that F is bounded on Λ1σ0,ψ0(T, δ;F ) ∩ dom(F ).
5.2 Equivalent integral equation
To transform (∗)t0,φ0 an integral equation for each (t0, φ0) ∈ dom(F ), we use the following
fact for the Riemann integration of Banach space-valued functions.
Fact 1. Let a < b be real numbers and X be a Banach space. For every continuous map
g : [a, b]→ X, the following properties hold:
(i) g is Riemann integrable.
(ii) The indefinite integral G : [a, b]→ X of g is an anti-derivative of g.
(iii) Any anti-derivative G : [a, b]→ X of g satisfies
G(x)−G(a) =
∫ x
a
g(t)dt (∀x ∈ [a, b]).
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Here a function G : [a, b] → X is called an anti-derivative of g if G′ = g holds. Both
of the above (ii) and (iii) represent the fundamental theorem of calculus for the Riemann
integration of Banach space-valued functions. The proofs of (ii) and (iii) are standard.
For the proof of (i), we refer the reader to Gordon [5].
Lemma 5.8. Suppose that H is closed under C1-prolongations. Let (t0, φ0) ∈ dom(F ) and
x : J + I → E be a C1-prolongation of (t0, φ0). If F is continuous along C
1-prolongations
at (t0, φ0), then the following properties are equivalent:
(a) x is a solution of (∗)t0,φ0.
(b) (t, Itx) ∈ dom(F ) holds for all t ∈ J , and x satisfies
x(t) = φ0(0) +
∫ t
t0
F (u, Iux)du (∀t ∈ J).
Proof. (a)⇒ (b): The assumption means that x is an anti-derivative of the continuous map
t 7→ F (t, Itx) on any compact sub-interval. Therefore, the integral equation is obtained
by the second fundamental theorem of calculus.
(b) ⇒ (a): Since x is a C1-prolongation of (t0, φ0), the integrand t 7→ F (t, Itx) is
continuous. Therefore, (a) follows by the first fundamental theorem of calculus.
In view of Lemma 5.8, we introduce the following transformation.
Notation 1. Let (σ, ψ) ∈ dom(F ). We define a transformation Tσ,ψ for any prolongation
γ : Jσ + I → E of (σ, ψ) as follows: Iσ[Tσ,ψγ] = ψ and
Tσ,ψγ(t) = ψ(0) +
∫ t
σ
F (u, Iuγ)du (t ∈ Jσ).
We also define transformations S0σ,ψ and S
1
σ,ψ for any prolongation of 0 by
S∗σ,ψ = N
v
σ,ψ ◦ Tσ,ψ ◦A
v
σ,ψ , where v =
{
0 for ∗ = 0,
F (σ, ψ) for ∗ = 1.
We define the map F ∗σ,ψ : R×H ⊃ dom
(
F ∗σ,ψ
)
→ E by
dom
(
F ∗σ,ψ
)
=
(
τvσ,ψ
)−1
(dom(F )), F ∗σ,ψ = F ◦ τ
v
σ,ψ.
in the same rule for ∗ and v.
Lemma 5.9. Let (σ, ψ) ∈ dom(F ). Then we have the following expressions of S0σ,ψ and
S1σ,ψ: For any prolongation β : J0 + I → E of 0, I0[S
∗
σ,ψβ] = 0 and
S∗σ,ψβ(s) =
∫ s
0
[F ∗σ,ψ(u, Iuβ)− v]du (s ∈ J0),
where
v =
{
0 for ∗ = 0,
F (σ, ψ) for ∗ = 1.
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Proof. Fix v ∈ E. Let β : J0 + I → E be a prolongation of 0, and let
γ := Tσ,ψ
(
Avσ,ψβ
)
.
By definition,
Nvσ,ψγ(s) = γ(σ + s)− ψ
∧v(s) (∀s ∈ J0 + I).
Then, for all θ ∈ I, we have
I0[N
v
σ,ψγ](θ) = N
v
σ,ψγ(θ)
= γ(σ + θ)− ψ∧v(θ)
= (Iσγ − ψ)(θ)
= 0.
For all s ∈ J0, we have
γ(σ + s) = ψ(0) +
∫ σ+s
σ
F
(
u, Iu[A
v
σ,ψβ]
)
du
= ψ(0) +
∫ s
0
F
(
σ + u, Iσ+u[A
v
σ,ψβ]
)
du,
where
Iσ+u[A
v
σ,ψβ] = Iσ+u[σ + J0 ∋ t 7→ β(t− σ) + ψ
∧v(t− σ)]
= Iuβ + Iuψ
∧v .
Therefore, we have
Nvσ,ψγ(s) = −sv +
∫ s
0
F
(
σ + u, Iuψ
∧v + Iuβ
)
du
=
∫ s
0
[F ◦ τvσ,ψ(u, Iuβ)− v]du.
Thus, the expressions are obtained.
5.3 Local existence with Lipschitz condition
Lemma 5.10. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is closed under C
1-prolongations,
(ii) F is continuous along C1-prolongations, and (iii) dom(F ) is a neighborhood by C1-
prolongations of (t0, φ0). If F is locally Lipschitzian about C
1-prolongations at (t0, φ0),
then F is locally bounded about C1-prolongations at (t0, φ0).
Proof. By the assumption (iii) and by the Lipschitz condition, there are T, δ, L > 0 such
that
• Λ1t0,φ0(T, δ;F ) ⊂ dom(F ),
• L-(Lip) holds for all (t, φ1), (t, φ2) ∈ Λ
1
t0,φ0
(T, δ;F ).
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Let β ∈ Λ1t0,φ0(T, δ, 0). Then for all s ∈ [0, T ], we have∥∥F 1t0,φ0(s, Isβ)∥∥E ≤ ∥∥F 1t0,φ0(s, Isβ)− F 1t0,φ0(s, Is0¯)∥∥E + ∥∥F 1t0,φ0(s, Is0¯)∥∥E
≤ L · ‖Isβ‖∞ +
∥∥F 1t0,φ0(s, Is0¯)∥∥E
≤ Lδ + sup
u∈[0,T ]
∥∥F 1t0,φ0(u, Iu0¯)∥∥E,
where
sup
u∈[0,T ]
∥∥F 1t0,φ0(u, Iu0¯)∥∥E <∞
by the assumption (ii). This shows that F is bounded on Λ1t0,φ0(T, δ;F ). Therefore, the
conclusion holds.
Lemma 5.11. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is closed under C
1-prolongations,
(ii) F is continuous along C1-prolongations, and (iii) dom(F ) is a neighborhood by C1-
prolongations of (t0, φ0). If F is locally Lipschitzian about C
1-prolongations at (t0, φ0),
then there exists δ > 0 such that for all sufficiently small T > 0,
Tt0,φ0 : Γ
1
t0,φ0
(T, δ;F ) → Γ 1t0,φ0(T, δ;F )
is an well-defined contraction with respect to the metrics ρ0 and ρ1.
Proof. From Lemma 5.10, F is locally bounded about C1-prolongations at (t0, φ0). Then
by combining the assumption (iii) and the Lipschitz condition, there are T1, δ,M,L > 0
such that
• Λ1t0,φ0(T1, δ;F ) ⊂ dom(F ),
• sup
{
‖F (t, φ)‖E : (t, φ) ∈ Λ
1
t0,φ0
(T1, δ;F )
}
≤M ,
• L-(Lip) holds for all (t, φ1), (t, φ2) ∈ Λ
1
t0,φ0
(T1, δ;F ).
We show that by choosing sufficiently small T > 0 for the above δ > 0,
S1t0,φ0 : Γ
1
0,0(T, δ, 0)→ Γ
1
0,0(T, δ, 0)
becomes an well-defined contraction with respect to ρ0 and ρ1. Then the conclusion is
obtained in view of the following diagram:
Γ 1t0,φ0(T, δ;F )
Tt0,φ0
//
N
F (t0,φ0)
t0,φ0

	
Γ 1t0,φ0(T, δ;F )
N
F (t0,φ0)
t0,φ0

Γ 10,0(T, δ, 0) S1
t0,φ0
// Γ 10,0(T, δ, 0)
By the assumption (ii), there is T2 > 0 such that
sup
u∈[0,T2]
∥∥F 1t0,φ0(u, Iu0¯)− F (t0, φ0)∥∥E ≤ δ/4.
We choose T > 0 so that T ≤ min{T1, T2, δ/4M, 1/4L}.
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Step 1. Well-definedness
Let β ∈ Γ 10,0(T, δ, 0). Then for all s ∈ [0, T ], we have∥∥S1t0,φ0β(s)∥∥E ≤
∫ s
0
∥∥F 1t0,φ0(u, Iuβ)− F (t0, φ0)∥∥E du
≤
∫ T
0
[∥∥F 1t0,φ0(u, Iuβ)∥∥E + ‖F (t0, φ0)‖E] du
≤ 2MT
and ∥∥(S1t0,φ0β)′(s)∥∥E = ∥∥F 1t0,φ0(s, Isβ)− F (t0, φ0)∥∥E
≤
∥∥F 1t0,φ0(s, Isβ)− F 1t0,φ0(s, Is0¯)∥∥E
+
∥∥F 1t0,φ0(s, Is0¯)− F (t0, φ0)∥∥E
≤ L · ‖Isβ‖∞ + (δ/4)
≤ {LT + (1/4)}δ.
Therefore, ∥∥S1t0,φ0β∥∥C1[0,T ] ≤ 2MT + {LT + (1/4)}δ
≤ (δ/2) + (δ/2),
which shows S1t0,φ0β ∈ Γ
1
0,0(T, δ, 0).
Step 2. Contraction
Let β1, β2 ∈ Γ
1
0,0(T, δ, 0). For all s ∈ [0, T ], we have∥∥S1t0,φ0β1(s)− S1t0,φ0β2(s)∥∥E ≤
∫ s
0
∥∥F 1t0,φ0(u, Iuβ1)− F 1t0,φ0(u, Iuβ2)∥∥E du
≤ L ·
∫ T
0
‖Iuβ1 − Iuβ2‖∞ du
≤ LT · sup
u∈[0,T ]
‖β1(u)− β2(u)‖E
and ∥∥(S1t0,φ0β1)′(s)− (S1t0,φ0β2)′(s)∥∥E ≤ ∥∥F 1t0,φ0(s, Isβ1)− F 1t0,φ0(s, Isβ2)∥∥E
≤ L · ‖Isβ1 − Isβ2‖∞
≤ LT · sup
u∈[0,T ]
‖β′1(u)− β
′
2(u)‖E .
Therefore, we have
ρ0
(
S1t0,φ0β1,S
1
t0,φ0
β2
)
≤ LT · ρ0(β1, β2) ≤
1
4
· ρ0(β1, β2),
ρ1
(
S1t0,φ0β1,S
1
t0,φ0
β2
)
≤ 2LT · ρ1(β1, β2) ≤
1
2
· ρ1(β1, β2),
which show that S1t0,φ0 is a contraction with respect to ρ
0 and ρ1.
This completes the proof.
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Theorem 5.12. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is closed under C
1-prolongations,
(ii) F is continuous along C1-prolongations, and (iii) dom(F ) is a neighborhood by C1-
prolongations of (t0, φ0). If F is locally Lipschitzian about C
1-prolongations at (t0, φ0),
then there exist T > 0 such that (∗)t0,φ0 has a C
1-solution x : [t0, t0 + T ] + I → E.
Proof. Applying Lemma 5.11, there are T, δ > 0 such that Tt0,φ0 is a contraction on the
metric space (
Γ 1t0,φ0(T, δ;F ), ρ
1
)
,
which is complete from Proposition 3.4. Therefore, by the Banach fixed point theorem,
Tt0,φ0 has a unique fixed point γ∗ ∈ Γ
1
t0,φ0
(T, δ;F ). Lemma 5.8 shows that γ∗ : [t0, t0 +
T ] + I → E is a solution of (∗)t0,φ0 .
The following treat the existence theorem under the assumptions (E1) and (E2). These
are corollaries of Theorem 5.12 in view of Lemmas 5.6 and 5.7.
Corollary 5.13. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is C
1-prolongable and reg-
ulated by C1-prolongations, (ii) F is continuous, and (iii) dom(F ) is a neighborhood by
C1-prolongations of (t0, φ0). If F is locally Lipschitzian about C
1-prolongations at (t0, φ0),
then there exist T > 0 such that (∗)t0,φ0 has a C
1-solution x : [t0, t0 + T ] + I → E.
Corollary 5.14. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is closed under C
1-prolongations,
(ii)
(
H¯, F¯
)
is an extension of (H,F ) with the properties that
• H¯ is prolongable and regulated by prolongations,
• F¯ is continuous, and
• dom
(
F¯
)
is a neighborhood by prolongations of (t0, φ0).
If F is locally Lipschitzian about C1-prolongations at (t0, φ0), then there exist T > 0 such
that (∗)t0,φ0 has a C
1-solution x : [t0, t0 + T ] + I → E.
The following example shows that the topology of H is less related to the existence of
solutions.
Example 5.1. For r > 0 and a continuous map f : R×E × E → E, we consider a DDE
x˙(t) = f(t, x(t), x(t− r)).
For 1 ≤ p <∞ and
∫ 0
−r ‖φ(θ)‖
p
E du <∞, we introduce the notation
|φ|Lp×E :=
(∫ 0
−r
‖φ(θ)‖pE dθ + ‖φ(0)‖
p
E
) 1
p
.
Let H := (C([−r, 0], E), | · |Lp×E) and F : R×H → E be a map given by
F (t, φ) := f(t, φ(0), φ(−r)).
Then F : R ×H → E is not continuous. In this case, an extension
(
H¯, F¯
)
of (H,F ) can
be chosen as
H¯ = C([−r, 0], E)u and F¯ (t, φ) := f(t, φ(0), φ(−r)).
Then the assumptions of Corollary 5.14 are satisfied. Furthermore, if f is locally Lips-
chitzian, then F is locally Lipschitzian about C1-prolongations.
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5.4 Local uniqueness
Theorem 5.15. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is closed under C
1-prolongations,
and (ii) F is continuous along C1-prolongations. If F is locally Lipschitzian about C1-
prolongations at (t0, φ0), then for every C
1-solutions xi : Ji + I → E (i = 1, 2) of (∗)t0,φ0,
there exists T > 0 such that
x1|[t0,t0+T ] = x2|[t0,t0+T ].
Proof. By the Lipschitz condition for F , there are T, δ, L > 0 such that L-(Lip) holds for
all (t, φ1), (t, φ2) ∈ Λ
1
t0,φ0
(T, δ;F ) ∩ dom(F ). Since∥∥∥xi(t0 + ·)− φ∧F (t0,φ0)0 (·)∥∥∥
C1[0,T ]
≤ ‖xi(t0 + ·)− φ0(0)‖C[0,T ] + T · ‖F (t0, φ0)‖E
+ ‖x′i(t0 + ·)− F (t0, φ0)‖C[0,T ],
we may assume
xi|[t0,t0+T ]+I ∈ Λ
1
t0,φ0
(T, δ;F ) and LT < 1
by choosing small T > 0. Therefore, for all t ∈ [t0, t0 + T ], we have
‖x1(t)− x2(t)‖E ≤
∫ t
t0
‖F (u, Iux1)− F (u, Iux2)‖E du
≤ L ·
∫ t0+T
t0
‖Iux1 − Iux2‖∞du
≤ LT · sup
u∈[t0,t0+T ]
‖x1(u)− x2(u)‖E
from Lemma 5.8. This shows supu∈[t0,t0+T ] ‖x1(u) − x2(u)‖E = 0, and the conclusion
holds.
An alternative proof of the local uniqueness is possible when dom(F ) is a neighborhood
by C1-prolongations of (t0, φ0).
Proposition 5.16. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is closed under C
1-
prolongations, (ii) F is continuous along C1-prolongations, and (iii) dom(F ) is a neigh-
borhood by C1-prolongations of (t0, φ0). If F is locally Lipschitzian about C
1-prolongations
at (t0, φ0), then for every C
1-solutions xi : Ji + I → E (i = 1, 2) of (∗)t0,φ0 , there exists
T > 0 such that
x1|[t0,t0+T ] = x2|[t0,t0+T ].
Proof. Since∥∥∥xi(t0 + ·)− φ∧F (t0,φ0)0 (·)∥∥∥
C1[0,T ]
≤ ‖xi(t0 + ·)− φ0(0)‖C[0,T ] + T · ‖F (t0, φ0)‖E
+ ‖x′i(t0 + ·)− F (t0, φ0)‖C[0,T ],
we may assume
xi|[t0,t0+T ]+I ∈ Λ
1
t0,φ0
(T, δ;F )
by choosing sufficiently small T > 0. Then the conclusion holds because xi|[t0,t0+T ]+I are
fixed points of Tt0,φ0 : Γ
1
t0,φ0
(T, δ;F ) → Γ 1t0,φ0(T, δ;F ), which becomes a contraction from
Lemma 5.11.
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The following are corollaries of Theorem 5.15 from Lemmas 5.6 and 5.7.
Corollary 5.17. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is C
1-prolongable and reg-
ulated by C1-prolongations, and (ii) F is continuous. If F is locally Lipschitzian about
C1-prolongations at (t0, φ0), then for every C
1-solutions xi : Ji + I → E (i = 1, 2) of
(∗)t0,φ0, there exists T > 0 such that
x1|[t0,t0+T ] = x2|[t0,t0+T ].
Corollary 5.18. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is closed under C
1-prolongations,
(ii)
(
H¯, F¯
)
is an extension of (H,F ) with the properties that
• H¯ is prolongable and regulated by prolongations, and
• F¯ is continuous.
If F is locally Lipschitzian about C1-prolongations at (t0, φ0), then for every C
1-solutions
xi : Ji + I → E (i = 1, 2) of (∗)t0,φ0, there exists T > 0 such that
x1|[t0,t0+T ] = x2|[t0,t0+T ].
5.5 Local existence without Lipschitz condition
Here we study the local existence without the Lipschitz condition in the case E = Rn for
some n ≥ 1. We consider the following conditions about the continuity and boundedness
of F .
Definition 5.19. We say that F is continuous about prolongation at (t0, φ0) ∈ dom(F ) if
there exist T0, δ > 0 such that for each fixed β0 ∈ Γ0,0(T0, δ),∫ T0
0
∥∥F 0t0,φ0(u, Iuβ)− F 0t0,φ0(u, Iuβ0)∥∥E du→ 0 (PC)
as β → β0 in Γ0,0(T0, δ). We simply say that F is continuous about prolongations when
F is continuous about prolongations at every (t0, φ0) ∈ dom(F ).
We write (PC)t0,φ0 when the base point (t0, φ0) is specified.
Remark 5.20. When F is locally Lipschitzian about prolongations at (t0, φ0), the conver-
gence (PC)t0,φ0 is obvious by the following reason: there exist T0, δ, L > 0 such that for
all β1, β2 ∈ Γ0,0(T0, δ) and all u ∈ [0, T0],∥∥F 0t0,φ0(u, Iuβ1)− F 0t0,φ0(u, Iuβ2)∥∥E ≤ L · ‖Iuβ1 − Iuβ2‖∞
≤ L · ρ0(β1, β2),
which shows that∫ T0
0
∥∥F 0t0,φ0(u, Iuβ)− F 0t0,φ0(u, Iuβ0)∥∥E du ≤ LT0 · ρ0(β, β0)
holds.
Definition 5.19 is motivated by the following proposition.
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Proposition 5.21 ([27]). Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is prolongable and
regulated by prolongations, (ii) F is continuous, and (iii) there exist T0, δ > 0 such that
Λt0,φ0(T0, δ) ⊂ dom(F ). Then for each fixed β0 ∈ Γ0,0(T0, δ),
sup
u∈[0,T ]
∥∥F 0t0,φ0(u, Iuβ)− F 0t0,φ0(u, Iuβ0)∥∥E → 0
as β → β0 in Γ0,0(T0, δ).
See Appendix E.1 for the proof. See also Proposition 6.3 for the related result.
Lemma 5.22. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is closed under prolongations,
(ii) F is continuous along prolongations, and (iii) dom(F ) is a neighborhood by prolonga-
tions of (t0, φ0). If F is continuous about prolongation at (t0, φ0), then there exist T0, δ > 0
such that for all s1, s2 ∈ [0, T0],
lim
|s1−s2|→0
∫ s1
s2
∥∥F 0t0,φ0(u, Iuβ)∥∥E du = 0 (LB)
holds uniformly in β ∈ Γ0,0(T0, δ).
Proof. By the assumption (iii) and by the condition for F , we choose T0, δ0 > 0 so that
• Λt0,φ0(T0, δ0) ⊂ dom(F ),
• for each fixed β0 ∈ Γ0,0(T0, δ0), (PC)t0,φ0 follows as β → β0 in Γ0,0(T0, δ0).
Let ε > 0 be given. From (PC)t0,φ0 , there is 0 < δ < δ0 such that for all β ∈ Γ0,0(T0, δ),∫ T0
0
∥∥F 0t0,φ0(u, Iuβ)− F 0t0,φ0(u, Iu0¯)∥∥E du ≤ ε/2.
The assumption (ii) indicates that there is r > 0 such that for all s1, s2 ∈ [0, T0],
|s1 − s2| < r =⇒
∣∣∣∣
∫ s1
s2
∥∥F 0t0,φ0(u, Iu0¯)∥∥E du
∣∣∣∣ ≤ ε/2.
By combining these inequalities, for all s1, s2 ∈ [0, T0] and all β ∈ Γ0,0(T0, δ), |s1− s2| < r
implies ∣∣∣∣
∫ s1
s2
∥∥F 0t0,φ0(u, Iuβ)∥∥E du
∣∣∣∣ ≤
∫ T0
0
∥∥F 0t0,φ0(u, Iuβ)− F 0t0,φ0(u, Iu0¯)∥∥E du
+
∣∣∣∣
∫ s1
s2
∥∥F 0t0,φ0(u, Iu0¯)∥∥E du
∣∣∣∣
≤ (ε/2) + (ε/2)
= ε.
Therefore, the conclusion is obtained.
Proposition 5.23 (cf. [19]). Let E = Rn and (t0, φ0) ∈ dom(F ). Suppose that (i) H
is closed under prolongations, (ii) F is continuous along prolongations, (iii) F is lo-
cally bounded about prolongations, and (iv) dom(F ) is a neighborhood by prolongations of
(t0, φ0). If F is continuous about prolongation at (t0, φ0), then for all sufficiently small
T > 0,
S0t0,φ0 : Γ0,0(T, δ)→ Γ0,0(T, δ)
is an well-defined compact map.
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We give the proof in Appendix E.1. See also [19, Theorem 2.2] for this proof.
To obtain a solution by using Proposition 5.23, the Schauder fixed point theorem is
used.
Fact 2 (Schauder fixed point theorem). Let C be a convex subset of a normed linear space.
Then each compact map from C to C has at least one fixed point.
We refer the reader to Granas & Dugundji [6] for fixed point theory.
We give the proofs of the succeeding lemmas and theorem in Appendix E.1 to keep
this paper self-contained.
Proposition 5.24 ([27]). Let E = Rn and (t0, φ0) ∈ dom(F ). Suppose that (i) H is
prolongable and regulated by prolongations, (ii) F is continuous, and (iii) dom(F ) is a
neighborhood by prolongations of (t0, φ0). Then there exists δ > 0 such that for all suffi-
ciently small T > 0,
S0t0,φ0 : Γ0,0(T, δ)→ Γ0,0(T, δ)
is an well-defined compact map with respect to ρ0.
The following is a version of the Peano existence theorem for RFDEs with history
space H.
Theorem 5.25 ([27]). Let E = Rn and (t0, φ0) ∈ dom(F ). Suppose that (i) H is pro-
longable and regulated by prolongations, (ii) F is continuous, and (iii) dom(F ) is a neigh-
borhood by prolongations of (t0, φ0). Then there exits T > 0 such that (∗)t0,φ0 has a
solution x : [t0, t0 + T ] + I → E.
We finally arrive the local existence result without the Lipschitz condition for F .
Corollary 5.26. Let E = Rn and (t0, φ0) ∈ dom(F ). Suppose that (i) H is closed
under C1-prolongations, (ii)
(
H¯, F¯
)
is an extension of (H,F ), (iii) H¯ is prolongable
and regulated by prolongations, (iv) F¯ is continuous, and (v) dom
(
F¯
)
is a neighborhood
by prolongations of (t0, φ0). Then there exists T > 0 such that (∗)t0,φ0 has a solution
x : [t0, t0 + T ] + I → E.
Proof. Applying Theorem 5.25, (∗¯)t0,φ0 has a solution x. From Lemma 5.2, x is a solution
of (∗)t0,φ0 .
6 Mechanisms for continuity of solution processes
The purpose of this section is to find mechanisms for continuity of solution processes by
generalizing the following result obtained in [27, Theorem B].
The main results of this section are Theorems III and 6.7.
6.1 Maximal well-posedness with uniform Lipschitz condition
Proposition 6.1. Let (t0, φ0) ∈ dom(F ) and v0 ∈ E. Suppose that (i) H is C
1-prolongable
and regulated by C1-prolongations, (ii) F is continuous, and (iii) there exist a neighborhood
W of (t0, φ0) in dom(F ), a neighborhood V of v0 in E, and T0, δ > 0 such that⋃
(σ,ψ,v)∈W×V
Λ1σ,ψ(T0, δ, v) ⊂ dom(F ).
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If the map
R+ × E ×H ∋ (t, v, φ) 7→ S(t)(v, φ) ∈ H
is continuous, then for every (σ0, ψ0) ∈W , every 0 < T ≤ T0, and every β0 ∈ Γ
1
0,0(T, δ, 0),
we have
sup
u∈[0,T ]
∥∥F ◦ τvσ,ψ(u, Iuβ)− F ◦ τv0σ0,ψ0(u, Iuβ0)∥∥E → 0
as (σ, ψ, v) → (σ0, ψ0, v0) in W × V and as ρ
1(β, β0)→ 0 in Γ
1
0,0(T, δ, 0).
Proof. Fix (σ0, ψ0) ∈ W , 0 < T ≤ T0, and β0 ∈ Γ
1
0,0(T, δ, 0). By the C
1-prolongability of
H,
[0, T ] ∋ u 7→ τv0σ0,ψ0(u, Iuβ0) ∈ R×H
is continuous. Therefore,
K :=
{
τv0σ0,ψ0(u, Iuβ0) : u ∈ [0, T ]
}
is a compact set of R×H.
Let ε > 0. By the continuity of F , there are a > 0 and a neighborhood N of 0 in H
such that for all (t1, φ1) ∈ dom(F ) and all (t2, φ2) ∈ K,
|t1 − t2| < a and φ1 − φ2 ∈ N =⇒ ‖F (t1, φ1)− F (t2, φ2)‖E ≤ ε.
We choose a neighborhood N ′ of 0 in H so that N ′ +N ′ ⊂ N . We also choose r > 0 so
that
Λ10,0(T, r, 0) ⊂ N
′
since H is regulated by C1-prolongations. For all (σ, ψ, v, β) ∈ R ×H × E × Γ 10,0(T, δ, 0)
and all u ∈ [0, T ],
τvσ,ψ(u, Iuβ)− τ
v0
σ0,ψ0
(u, Iuβ0) =
(
σ − σ0, Iu[β − β0] + Iu[ψ
∧v − ψ∧v00 ]
)
=
(
σ − σ0, Iu[β − β0] + S(u)(v − v0, ψ − ψ0)
)
.
Therefore, there are a neighborhood W ′ of (σ0, ψ0) in W , a neighborhood V
′ of v0 in V
such that for all (σ, ψ) ∈ W ′, all v ∈ V ′, all β ∈ Γ 10,0(T, δ, 0) satisfying ρ
1(β, β0) ≤ r, and
all u ∈ [0, T ],
τvσ,ψ(u, Iuβ)− τ
v0
σ0,ψ0
(u, Iuβ0) ∈ (−a, a) × (N
′ +N ′)
⊂ (−a, a) ×N.
This shows the conclusion.
Theorem 6.2. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is C
1-prolongable and regulated
by C1-prolongations, (ii) F is continuous, and (iii) dom(F ) is a uniform neighborhood by
C1-prolongations of (t0, φ0). If F is uniformly locally Lipschitzian about C
1-prolongations
at (t0, φ0), and if
R+ × E ×H ∋ (t, v, φ) 7→ S(t)(v, φ) ∈ H
is continuous, then there exist a neighborhood W of (t0, φ0) in dom(F ) and δ > 0 such
that the following statements hold for all sufficiently small T > 0:
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1. For every (σ, ψ) ∈W ,
S1σ,ψ : Γ
1
0,0(T, δ, 0)→ Γ
1
0,0(T, δ, 0)
is well-defined.
2.
(
S1σ,ψ
)
(σ,ψ)∈W
is a uniform contraction on Γ 10,0(T, δ, 0) with respect to ρ
0 and ρ1.
3. The map
W × Γ 10,0(T, δ, 0) ∋ (σ, ψ, β) 7→ S
1
σ,ψβ ∈ Γ
1
0,0(T, δ, 0)
is continuous with respect to ρ0 and ρ1.
Proof. By the continuity of F , there are a neighborhood W0 of (t0, φ0) in R × H and
M > 0 such that
sup
(t,φ)∈W0∩dom(F )
‖F (t, φ)‖E ≤M.
From Theorem 3.16,W0 is a uniform neighborhood by C
1-prolongations of (t0, φ0). There-
fore,W0∩dom(F ) is also a uniform neighborhood by C
1-prolongations of (t0, φ0). By com-
bining this property and the Lipschitz condition, there are a neighborhood W1 of (t0, φ0)
in W0 and T1, δ, L > 0 such that
•
⋃
(σ,ψ)∈W1
Λ1σ,ψ(T1, δ;F ) ⊂W0 ∩ dom(F ),
• L-(Lip) holds for all (σ, ψ) ∈W1 and all (t, φ1), (t, φ2) ∈ Λ
1
σ,ψ(T1, δ;F ).
We note that the continuity of F at (t0, φ0) is also used here.
By the assumptions (i) and (ii), F is continuous along C1-prolongations. By combining
this and Proposition 6.1, there are a neighborhood W2 of (t0, φ0) in dom(F ) and T2 > 0
with the following properties:
• supu∈[0,T2]
∥∥F 1t0,φ0(u, Iu0¯)− F (t0, φ0)∥∥E ≤ δ/8,
• For all (σ, ψ) ∈W2,
sup
u∈[0,T2]
∥∥F 1σ,ψ(u, Iu0¯)− F 1t0,φ0(u, Iu0¯)∥∥E ≤ δ/8.
Let
0 < T ≤ min{T1, T2, δ/4M, 1/8L} and W :=W1 ∩W2.
1. Fix (σ, ψ) ∈ W . Let β ∈ Γ 10,0(T, δ, 0). We now check S
1
σ,ψβ ∈ Γ
1
0,0(T, δ, 0). By
the assumptions (i) and (ii), S1σ,ψβ : [0, T ] + I → E is a C
1-prolongation of 0 satisfying
(S1σ,ψβ)
′(0) = 0. For all s ∈ [0, T ], we have
∥∥S1σ,ψβ(s)∥∥E ≤
∫ s
0
∥∥F 1σ,ψ(u, Iuβ)− F (σ, ψ)]∥∥E du
≤
∫ T
0
[∥∥F 1σ,ψ(u, Iuβ)∥∥E + ‖F (σ, ψ)‖E] du
≤ 2MT
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and∥∥(S1σ,ψβ)′(s)∥∥E = ∥∥F 1σ,ψ(s, Isβ)− F (σ, ψ)∥∥E
≤
∥∥F 1σ,ψ(s, Isβ)− F 1σ,ψ(s, Is0¯)∥∥E + ∥∥F 1σ,ψ(s, Is0¯)− F 1t0,φ0(s, Is0¯)∥∥E
+
∥∥F 1t0,φ0(s, Is0¯)− F (t0, φ0)∥∥E + ‖F (t0, φ0)− F (σ, ψ)‖E
≤ L · ‖Isβ‖∞ + (δ/8) + (δ/8) + (δ/8)
≤ {LT + (3/8)}δ.
Therefore, ∥∥S1σ,ψβ∥∥C1[0,T ] ≤ 2MT + {LT + (3/8)}δ
≤ (δ/2) + (δ/2),
which shows S1σ,ψβ ∈ Γ
1
0,0(T, δ, 0).
2. We omit the proof because the proof is obtained by replacing (t0, φ0) to (σ, ψ) ∈W
in Step 2 of the proof of Lemma 5.11. This is possible by the assumption of the uniformly
local Lipschitz about C1-prolongations.
3. From the statement 2 of this theorem and from Lemma C.9, it is enough to show
the continuity of
W ∋ (σ, ψ) 7→ S1σ,ψβ ∈ Γ
1
0,0(T, δ, 0)
at each (σ0, ψ0) ∈ W for each fixed β ∈ Γ
1
0,0(T, δ, 0) with respect to ρ
0 and ρ1. For all
(σ, ψ) ∈W and all s ∈ [0, T ], we have
∥∥S1σ,ψβ(s)− S1σ0,ψ0β(s)∥∥E ≤
∫ T
0
∥∥F 1σ,ψ(u, Iuβ)− F 1σ0,ψ0(u, Iuβ)∥∥E du
+
∫ T
0
‖F (σ, ψ) − F (σ0, ψ0)‖E du
≤ 2T · sup
u∈[0,T ]
∥∥F 1σ,ψ(u, Iuβ)− F 1σ0,ψ0(u, Iuβ)∥∥E
and ∥∥(S1σ,ψβ)′(s)− (S1σ0,ψ0β)′(s)∥∥E ≤ sup
s∈[0,T ]
∥∥F 1σ,ψ(u, Iuβ)− F 1σ0,ψ0(u, Iuβ)∥∥E
+ ‖F (σ, ψ) − F (σ0, ψ0)‖E
≤ 2 · sup
u∈[0,T ]
∥∥F 1σ,ψ(u, Iuβ)− F 1σ0,ψ0(u, Iuβ)∥∥E .
Therefore, the convergence
ρ0
(
S1σ,ψβ,S
1
σ0,ψ0
β
)
≤ ρ1
(
S1σ,ψβ,S
1
σ0,ψ0
β
)
= 2(T + 1) · sup
u∈[0,T ]
∥∥F 1σ,ψ(u, Iuβ)− F 1σ0,ψ0(u, Iuβ)∥∥E
→ 0
as (σ, ψ)→ (σ0, ψ0) follows from Proposition 6.1.
This completes the proof.
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Theorem III stated in Introduction is the result about the maximal well-posedness.
Proof of Theorem III. The local existence and local uniqueness for C1-solutions of
IVP (∗) follows by Corollaries 5.13 and 5.17. From Proposition B.5, the following state-
ments hold :
• For each (t0, φ0) ∈ dom(F ), (∗)t0,φ0 has the unique maximal C
1-solution
xF (·; t0, φ0) : [t0, t0 + TF (t0, φ0)) + I → E,
where 0 < TF (t0, φ0) ≤ ∞.
• The solution process PF defined by (5) given in Subsection 2.2 is a maximal process
in dom(F ).
We now show that PF is a continuous maximal process in dom(F ). For this purpose,
we use Corollary A.7 and Theorems C.3 and C.4.
Step 1. Continuity of orbits
This follows by the C1-prolongability of H.
Step 2. Lower semi-continuity of escape time function
Fix (t0, φ0) ∈ dom(F ). Applying Theorem 6.2, we choose a neighborhoodW of (t0, φ0)
in dom(F ) and T, δ > 0 so that
(
S1σ,ψ
)
(σ,ψ)∈W
is an well-defined uniform contraction on
Γ 10,0(T, δ, 0). Therefore, S
1
σ,ψ has the unique fixed point
η(·;σ, ψ) ∈ Γ 10,0(T, δ, 0)
for each (σ, ψ) ∈W . Let (σ, ψ) ∈W . Then
ξ(·;σ, ψ) := A
F (σ,ψ)
σ,ψ [η(·;σ, ψ)] ∈ Γ
1
σ,ψ(T, δ;F )
is the unique fixed point of Tσ,ψ : Γ
1
σ,ψ(T, δ;F )→ Γ
1
σ,ψ(T, δ;F ), i.e., a C
1-solution of (∗)σ,ψ
from Lemma 5.8. By the maximality of xF (·;σ, ψ), we have T < TF (σ, ψ). Since this holds
for every (σ, ψ) ∈W ,
[0, T ]×W ⊂ dom(PF )
is derived.
Step 3. Equi-continuity
Fix (t0, φ0) ∈ dom(F ). We choose W,T, δ in Step 2. For every (τ, σ, ψ) ∈ [0, T ] ×W ,
we have
PF (τ, σ, ψ) = Iσ+τ [xF (·;σ, ψ)]
= Iσ+τ [ξ(·;σ, ψ)]
= Iτ [η(·;σ, ψ)] + Iτψ
∧F (σ,ψ).
This shows that for each fixed (σ0, ψ0) ∈W , we have
PF (τ, σ, ψ) − PF (τ, σ0, ψ0)
= Iτ [η(·;σ, ψ) − η(·;σ0, ψ0)] + S(τ)
(
F (σ, ψ) − F (σ0, ψ0), ψ − ψ0
)
.
Then the equi-continuity of (PF (τ, ·)|W )τ∈[0,T ] follows by the following reasons:
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• Applying Theorem C.10 (uniform contraction theorem) in view of Theorem 6.2, we
have the convergence
ρ1
(
η(·;σ, ψ), η(·;σ0 , ψ0)
)
→ 0 as (σ, ψ)→ (σ0, ψ0).
This implies the uniform convergence of the first term since H is regulated by C1-
prolongations.
• The uniform convergence of the second term follows by the continuity of F and by
the continuity of R+ × E ×H ∋ (t, v, φ) 7→ S(t)(v, φ) ∈ H.
This completes the proof.
6.2 Maximal well-posedness without uniform Lipschitz condition
Proposition 6.3. Let (t0, φ0) ∈ dom(F ). Suppose that (i) H is prolongable and regulated
by prolongations, (ii) F is continuous, and (iii) there exist a neighborhood W of (t0, φ0)
in dom(F ) and T0, δ > 0 such that⋃
(σ,ψ)∈W
Λσ,ψ(T0, δ) ⊂ dom(F ).
If the semifow
R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H
is continuous, then for every (σ0, ψ0) ∈ W , every 0 < T ≤ T0, and every β0 ∈ Γ0,0(T, δ),
we have
sup
u∈[0,T ]
∥∥F 0σ,ψ(u, Iuβ)− F 0σ0,ψ0(u, Iuβ0)∥∥E → 0
as (σ, ψ, β)→ (σ0, ψ0, β0) in W × Γ0,0(T, δ).
See Propositions 5.21 and 6.1 for the related results. We give the proof in Appendix E.2
because the proof is similar as that of Proposition 6.1.
Proposition 6.4. Let E = Rn and (t0, φ0) ∈ dom(F ). Suppose that (i) H is prolongable
and regulated by prolongations, (ii) F is continuous, and (iii) dom(F ) is a uniform neigh-
borhood by prolongations of (t0, φ0). If the semifow
R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H
is continuous, then there exists a neighborhood W of (t0, φ0) in dom(F ) and δ > 0 such
that for all sufficiently small T > 0,
W × Γ0,0(T, δ) ∋ (σ, ψ, β) 7→ S
0
σ,ψβ ∈ Γ0,0(T, δ)
is an well-defined compact map.
The proof is similar as that of Proposition 5.23. Therefore, we give the proof in
Appendix E.2.
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Theorem 6.5. Let E = Rn and (t0, φ0) ∈ dom(F ). Suppose that (i) H is prolongable and
regulated by prolongations, (ii) F is continuous, and (iii) dom(F ) is a uniform neighbor-
hood by prolongations of (t0, φ0). If (∗)t0,φ0 has a unique solution, and if the semiflow
R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H
is continuous, then there exist a neighborhood W of (t0, φ0) in dom(F ) and T, δ > 0 such
that the following statements hold:
1. For each (σ, ψ) ∈W , (∗)σ,ψ has a solution
ξ(·;σ, ψ) ∈ Γσ,ψ(T, δ) ⊂ dom(F ).
2. Let η(·;σ, ψ) := N0σ,ψ[ξ(·;σ, ψ)] for each (σ, ψ) ∈W . Then we have
ρ0(η(·;σ, ψ), η(·; t0 , φ0))→ 0
as (σ, ψ)→ (t0, φ0) in W .
Proof. 1. From Proposition 6.4, we choose a neighborhood W of (t0, φ0) in dom(F ) and
T, δ > 0 so that
W × Γ0,0(T, δ) ∋ (σ, ψ, β) 7→ S
0
σ,ψβ ∈ Γ0,0(T, δ)
is an well-defined compact map. By the Schauder fixed point theorem (see Fact 2),
S0σ,ψ : Γ0,0(T, δ)→ Γ0,0(T, δ)
has a fixed point
η(·;σ, ψ) ∈ Γ0,0(T, δ)
for each (σ, ψ) ∈W , which belongs to some compact set K of Γ0,0(T, δ). Let
ξ(·;σ, ψ) := A0σ,ψη(·;σ, ψ) ∈ Γσ,ψ(T, δ)
for each (σ, ψ) ∈W , which is a solution of (∗)σ,ψ.
2. We choose a net (σα, ψα)α∈A inW which converges to (t0, φ0). Since (η(·;σα, ψα))α∈A
is a net in the compact set K, there is a subnet(
σh(β), ψh(β)
)
β∈B
of (σα, ψα)α∈A such that
(
η
(
·;σh(β), ψh(β)
))
β∈B
converges to some η ∈ K ⊂ Γ0,0(T, δ). By
the point-wise convergence, for all s ∈ [0, T ], we have
η(s) = lim
β
η
(
s;σh(β), ψh(β)
)
= lim
β
∫ s
0
F 0σh(β),ψh(β)
(
u, Iuη(·;σh(β), ψh(β)
))
du,
which equals to ∫ s
0
F 0t0,φ0(u, Iuη)du
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from Proposition 6.3. Therefore, η is a fixed point of S0t0,φ0 , that is,
ξ := A0t0,φ0η
is a solution of (∗)t0,φ0 . By the uniqueness, we have ξ(·; t0, φ0) = ξ, which is equivalent to
η = N0t0,φ0 [ξ(·; t0, φ0)] = η(·; t0, φ0).
The above argument shows that every subnet of (η(·;σα, ψα))α∈A converges to η(·; t0, φ0),
which is independent from the choice of a subnet. Therefore, (η(·;σα, ψα))α∈A converges
to η(·; t0, φ0). This shows the conclusion.
Remark 6.6. Let (σ, ψ) ∈W . Then for all s ∈ [0, T ] + I, we have
ξ(σ + s;σ, ψ) = η(s;σ, ψ) + ψ¯(s).
Therefore, for all s ∈ [0, T ],
‖ξ(σ + s;σ, ψ) − ξ(t0 + s; t0, φ0)‖E
≤ ‖η(s;σ, ψ) − η(s; t0, φ0)‖E + ‖ψ(0) − φ0(0)‖E .
Thus, under an additional assumption of the continuity of the substitution
H ∋ φ 7→ φ(0) ∈ E,
we obtain the convergence
sup
s∈[0,T ]
‖ξ(σ + s;σ, ψ)− ξ(t0 + s; t0, φ0)‖E → 0
as (σ, ψ)→ (t0, φ0).
The continuity of H ∋ φ 7→ φ(0) ∈ E was assumed in [14] and [20]. In general, the
continuity of the substitution is unrelated to the continuity of the semiflow R+ × H ∋
(t, φ) 7→ S0(t)φ ∈ H.
Example 6.1. Let I = Ir (0 < r <∞), and we consider a seminorm p given by
p(φ) = ‖φ(0)‖E + ‖φ(−r)‖E (φ ∈ C(I
r, E)).
Let H = (C(Ir, E), p) be a seminormed space. Then the following properties hold:
• H ∋ φ 7→ φ(0) ∈ E is continuous.
• For each 0 < t < r, the time-t map S0(t) : H → H is not continuous.
See also [27, Example 3].
In the following theorems, it becomes clear that the continuity of the substitution
H ∋ φ 7→ φ(0) ∈ E is unnecessary, but the continuity of the semiflow is important for the
maximal well-posedness.
Theorem IV is included in the following theorem.
Theorem 6.7. Let E = Rn. Suppose that (i) H is closed under C1-prolongations, and
(ii) there exists an extension
(
H¯, F¯
)
of (H,F ) with the following properties:
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• H¯ is prolongable and regulated by prolongations.
• H is a topological subspace of H¯.
• F¯ is continuous.
• dom
(
F¯
)
is a neighborhood by prolongations of every (t0, φ0) ∈ dom
(
F¯
)
.
If F is locally Lipschitzian about C1-prolongations, and if
R+ × H¯ ∋ (t, φ) 7→ S0(t)φ ∈ H¯
is continuous, then IVP (∗) is maximally well-posed for C1-solutions.
We give the proof in Appendix E.2 because this is similar as that of Theorem III. We
note that the assumption that F is locally Lipschitzian about C1-prolongations can be
replaced with the assumption of the uniqueness of solutions in view of Theorem 6.5.
Remark 6.8. The following properties hold under the assumptions:
1. The semiflow R+ ×H ∋ (t, φ) 7→ S0(t)φ ∈ H is continuous.
2. H is C1-prolongable.
7 Applications to state-dependent DDEs
Throughout this section, let I be a past interval, E = (E, ‖ · ‖E) be a Banach space, and
H ⊂ Map(I,E) be a history space. Let
f : R× E × E ⊃ dom(f)→ E and τ : R×H ⊃ D → R+
be maps, where D := dom(τ). We suppose that τ satisfies
τ(t, φ) ∈ −I (∀(t, φ) ∈ D).
This means that the following cases are considered:
• Case 1: I = I∞. τ is an unbounded function.
• Case 2: I = Ir for some r > 0. τ is bounded.
We consider a class of state-dependent DDEs of the form (4)
x˙(t) = f
(
t, x(t), x(t− τ(t, Itx))
)
.
Then τ is the delay functional of DDE (4). For the given delay functional τ , we introduce
the map
ρτ : R×H ⊃ D → R× E × E, ρτ (t, φ) =
(
t, φ(0), φ(−τ(t, φ))
)
.
DDE (4) can be written as an RFDE with history space H
x˙(t) = Ff,τ (t, Itx),
where Ff,τ : R×H ⊃ dom
(
Ff,τ
)
→ E is the history functional defined by
dom
(
Ff,τ
)
= ρ−1τ (dom(f)), Ff,τ (t, φ) = f ◦ ρτ (t, φ).
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Lemma 7.1. Let (σ0, ψ0) ∈ dom
(
Ff,τ
)
. Suppose that dom(f) is a neighborhood of
ρτ (σ0, ψ0) in R×E×E. If ρτ is continuous, then dom
(
Ff,τ
)
is a neighborhood of (σ0, ψ0)
in D.
Proof. We choose an open neighborhood U of ρτ (σ0, ψ0) in R×E×E so that U ⊂ dom(f).
Since ρτ is continuous, ρ
−1
τ (U) is an open neighborhood of (σ0, ψ0) in D. In view of
ρ−1τ (U) ⊂ ρ
−1
τ (dom(f)) = dom
(
Ff,τ
)
,
the conclusion is obtained.
7.1 Spaces of continuous maps, and history spaces
By using the evaluation map
evH : H × I → E, evH(φ, θ) = φ(θ),
ρτ is expressed by
ρτ (t, φ) =
(
t, evH(φ, 0), evH(φ,−τ(t, φ))
)
.
Therefore, the continuity of τ and evH imply that of ρτ .
The continuity of the evaluation map evH also implies the following:
• H ⊂ C(I,E), and
• the topology of H is finer than the compact-open topology.
We refer the reader to [21, Section 7] for the relationship between the continuity of the
evaluation map and the compact-open topology. Therefore, we arrive the following propo-
sition.
Proposition 7.2. Let I = Ir for some r > 0. Then the following properties are equivalent:
(a) H is closed under prolongations and regulated by prolongations, and the evaluation
map evH is continuous.
(b) H = C(Ir, E)u.
Proof. (b) ⇒ (a) is obvious. We show (a) ⇒ (b). The continuity of evH implies H ⊂
C(Ir, E). This shows H = C(Ir, E) from Proposition 3.1. The continuity of evH also
implies that the topology of H is finer than the topology of uniform convergence. There-
fore, the topology of H is exactly equal to the topology of uniform convergence from
Theorem 3.11.
The next proposition ensures the continuity of
R+ × E ×H ∋ (t, v, φ) 7→ S(t)(v, φ) ∈ H
for the history spaces which consist of continuous maps. See also Remark 3.17.
Proposition 7.3. Let
H :=
{
C(Ir, E)u, when I = I
r for some r > 0,
C(I∞, E)co, when I = I
∞.
Then for every T > 0, (S(t))t∈[0,T ] is equi-continuous at (0,0).
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Proof. Fix T > 0.
Case 1: I = Ir for some r > 0.
For all t ∈ [0, T ] and all (v, φ) ∈ E ×H, we have
‖S(t)(v, φ)‖∞ = sup
θ∈[−r,0]
∥∥φ∧v(t+ θ)∥∥
E
≤ ‖φ‖∞ + T‖v‖E
≤ (1 + T ) · (‖v‖E + ‖φ‖∞).
This shows the conclusion.
Case 2: I = I∞.
Let N be a neighborhood of 0 in H. We choose an integer k ≥ 1 and ε > 0 so that
{φ ∈ H : ‖φ‖C[−k,0] < ε} ⊂ N.
Then for all t ∈ [0, T ] and all (v, φ) ∈ E ×H,
‖φ‖C[−k,0] < ε/2 and ‖v‖E < ε/(2T )
imply
‖S(t)(v, φ)‖C[−k,0] = sup
θ∈[−k,0]
∥∥φ∧v(t+ θ)∥∥
E
≤ ‖φ‖C[−k,0] + T‖v‖E
< (ε/2) + T · (ε/2T )
= ε.
This shows S(t)(v, φ) ∈ N . Therefore, the conclusion holds.
7.2 Lipschitz conditions for state-dependent DDEs
In this subsection, we suppose
H =
{
C(Ir, E)u, when I = I
r for some r > 0,
C(I∞, E)co, when I = I
∞
in view of Subsection 7.1. Then under the assumption of the continuity of τ , ρτ is contin-
uous. The above can be shortly written by
H = C(I,E)co for I = I
r or I = I∞
because the compact-open topology of C(I,E) equals to the topology of uniform conver-
gence when I is compact.
Lemma 7.4. Let (σ0, ψ0) ∈ dom
(
Ff,τ
)
. Suppose that τ is continuous. If f is locally
Lipschitzian, then there exist a neighborhood W of (σ0, ψ0) in R×H and Lf > 0 such that
for all (t, φ1), (t, φ2) ∈W ∩ dom
(
Ff,τ
)
,∥∥Ff,τ (t, φ1)− Ff,τ (t, φ2)∥∥E ≤ Lf · (‖φ1(0)− φ2(0)‖E
+ ‖φ1(−τ(t, φ1))− φ2(−τ(t, φ2))‖E)
holds.
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Proof. Let (σ0, x0, y0) := ρτ (σ0, ψ0). Since f is locally Lipschitzian, there are a neighbor-
hood U of (σ0, x0, y0) in R × E × E and Lf > 0 such that for all (t, x1, y1), (t, x2, y2) ∈
U ∩ dom(f),
‖f(t, x1, y1)− f(t, x2, y2)‖E ≤ Lf · (‖x1 − y1‖E + ‖x2 − y2‖E).
By the continuity of ρτ , there is a neighborhood W of (σ0, ψ0) in R×H such that ρτ (W ∩
D) ⊂ U . Therefore, (t, φ) ∈W ∩ dom
(
Ff,τ
)
implies
ρτ (t, φ) ∈ dom(f), ρτ (t, φ) ∈ ρτ (W ∩D).
This shows the conclusion.
7.2.1 General delay functionals
For a general delay functional τ , a difficulty arise by the following type estimation: For
(t, φ1), (t, φ2) ∈ D,
‖φ1(−τ(t, φ1))− φ2(−τ(t, φ2))‖E ≤ ‖φ1(−τ(t, φ1))− φ2(−τ(t, φ1))‖E
+ ‖φ2(−τ(t, φ1))− φ2(−τ(t, φ2))‖E .
Here we have
‖φ1(−τ(t, φ1))− φ2(−τ(t, φ1))‖E ≤ ‖φ1 − φ2‖∞.
However, the Lipschitz continuity of φ2 is necessary for the estimation of the second term.
Proposition 7.5. Let (σ0, ψ0) ∈ dom
(
Ff,τ
)
. Suppose that τ is continuous. If f is locally
Lipschitzian, and if τ is almost locally Lipschitzian at (σ0, ψ0), then Ff,τ is almost locally
Lipschitzian at (σ0, ψ0).
The proof for I = Ir (r > 0) can be found in [26, Proposition 1.1]. We give the proof
for the case I = I∞. See Definitions 2.21 and 2.22 for the notion of almost local Lipschitz.
Proof of Proposition 7.5. Let (Mk)
∞
k=1 be a sequence of positive numbers. We choose
a neighborhood W of (σ0, ψ0) in R×H and Lf > 0 given in Lemma 7.4. Since τ is almost
locally Lipschitzian at (σ0, ψ0), we may assume the following by choosing W sufficiently
small: there is Lτ > 0 such that
|τ(t, φ1)− τ(t, φ2)| ≤ Lτ · ‖φ1 − φ2‖∞
holds for all (t, φ1), (t, φ2) ∈W ∩D satisfying the conditions
(i) supp(φ1 − φ2) is compact, and
(ii) lip
(
φ1|[−k,0]
)
, lip
(
φ2|[−k,0]
)
≤Mk for all k ≥ 1.
By the continuity of τ , we may also assume that τ(W ∩D) ⊂ [0, k0] holds for some integer
k0 ≥ 1. In view of Lemma 7.4, we have∥∥Ff,τ (t, φ1)− Ff,τ (t, φ2)∥∥E ≤ Lf · (‖φ1(0)− φ2(0)‖E
+ ‖φ1(−τ(t, φ1))− φ2(−τ(t, φ2))‖E)
≤ Lf · (2‖φ1 − φ2‖∞ +Mk0 · |τ(t, φ1)− τ(t, φ2)|)
≤ Lf (2 +Mk0Lτ ) · ‖φ1 − φ2‖∞
for (t, φ1), (t, φ2) ∈W ∩dom
(
Ff,τ
)
satisfying the above conditions (i) and (ii). This shows
the conclusion.
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7.2.2 Constancy of delay functionals about memories
The introduction of the Lipschitz about memories was motived by the property of delay
functionals introduced by Rezounenko [29, 30]. The following property is a generalization
of this property.
Definition 7.6 ([27], cf. [29, 30]). We say that τ is constant about memories if there
exists R > 0 such that for all (t, φ1), (t, φ2) ∈ D,
supp(φ1 − φ2) ⊂ [−R, 0] ⊂ I =⇒ τ(t, φ1) = τ(t, φ2).
We say that τ is locally constant about memories at (σ0, ψ0) ∈ D if there exists a neigh-
borhood W of (σ0, ψ0) in R ×H such that τ |W∩D is constant about memories. When τ
is locally constant about memories at each (t0, φ0) ∈ D, we simply say that τ is locally
constant about memories.
We note that variable delays independent from the dependent variable are trivial ex-
amples of delay functionals which are constant about memories.
Example 7.1. For a, b ∈ R and 0 < λ < 1, the differential equation
x˙(t) = ax(λt) + bx(t) (t ≥ 0) (7)
is the so-called pantograph equation (see [28] for the origin of the pantograph equation).
(7) is a DDE with an unbounded variable delay in view of
λt = t− (1− λ)t, lim
t→+∞
(1− λ)t =∞.
The delay (1− λ)t is independent from the dependent variable.
A nontrivial example of a class of delay functionals which are locally constant about
memories is obtained from the following proposition.
Proposition 7.7 (cf. [27]). Let δ(·) : R → (0,∞) and τ0 : R × E ⊃ dom(τ0) → R+ be
functions. Suppose that δ(·) is continuous. If τ : R×H ⊃ D → R+ is given by −δ(t) ∈ I
for all t ∈ R, and
D =
{
(t, φ) ∈ R×H :
(
t, φ(−δ(t))
)
∈ dom(τ0)
}
,
τ(t, φ) = τ0
(
t, φ(−δ(t))
)
,
then τ is locally constant about memories.
Proof. Fix (σ0, ψ0) ∈ D and take a > 0. Since δ(·) is continuous, inf |t−σ0|<a δ(t) > 0.
Let 0 < R < inf |t−σ0|<a δ(t). Then for all (t, φ1), (t, φ2) ∈ D satisfying |t − σ0| < a and
supp(φ1 − φ2) ⊂ [−R, 0], we have
τ(t, φ1) = τ0
(
t, φ1(−δ(t))
)
= τ0
(
t, φ2(−δ(t))
)
= τ(t, φ2).
This shows the conclusion.
The Lipschitz about memories and the constancy about memories are combined in the
following lemma.
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Proposition 7.8 (cf. [27]). Suppose that τ : R × H ⊃ D → R+ is continuous. Let
(σ0, ψ0) ∈ dom
(
Ff,τ
)
. If f is locally Lipschitzian, and if τ is locally constant about mem-
ories at (σ0, ψ0), then Ff,τ is locally Lipschitzian about memories at (σ0, ψ0).
Proof. We choose a neighborhoodW of (σ0, ψ0) in R×H and Lf > 0 given in Lemma 7.4.
By choosing W sufficiently small, we may assume that there is R > 0 such that
τ(t, φ1) = τ(t, φ2)
holds for all (t, φ1), (t, φ2) ∈W ∩D satisfying supp(φ1 − φ2) ⊂ [−R, 0]. Therefore, for all
(t, φ1), (t, φ2) ∈W ∩ dom
(
Ff,τ
)
, supp(φ1 − φ2) ⊂ [−R, 0] implies∥∥Ff,τ (t, φ1)− Ff,τ (t, φ2)∥∥E ≤ 2Lf · ‖φ1 − φ2‖∞
from Lemma 7.4.
7.3 Maximal well-posedness for state-dependent DDEs
In this subsection, we derive results about the maximal well-posedness of state-dependent
DDE (4) as a consequence of the results obtained in this paper.
Corollary 7.9. Let E = Rn, I = Ir for some r > 0 or I = I∞, and
H = C0,1loc (I,E)co, H¯ = C(I,E)co.
Suppose that (i) f is continuous and dom(f) is open in R×E×E, and (ii) there exists a
continuous map τ¯ : R × H¯ ⊃ D¯ → R+ such that τ¯ is an extension of τ and D¯ is open in
R ×H. If f is locally Lipschitzian, and if τ¯ is almost locally Lipschitzian, then IVP (∗)
for F := Ff,τ is maximally well-posed for C
1-solutions.
Proof. Let F¯f,τ := Ff,τ¯ . Then
(
H¯, F¯f,τ
)
is an extension of (H,Ff,τ ). By assumptions,
F¯f,τ = f ◦ ρτ¯ is a continuous map whose domain of definition ρ
−1
τ¯ (dom(f)) is open in
R×H. From Proposition 7.5, F¯f,τ is almost locally Lipschitzian. Applying Theorems 4.7
and 4.8, Ff,τ is locally Lipschitzian about C
1-prolongations because
F¯ 0,1f,τ = Ff,τ
holds (see the notation in Subsection 4.3). Therefore, the conclusion follows as a conse-
quence of Theorem 6.7.
This is a result of maximal well-posedness applicable for a wide class of state-dependent
DDEs when E = Rn. The following was obtained in [27, Theorem 6.8].
Corollary 7.10. Let I = Ir for some r > 0 or I = I∞, and
H = C(I,E)co.
Suppose that (i) f is continuous and dom(f) is open in R×E×E, and (ii) τ is continuous
where D is open in R ×H. If f is locally Lipschitzian, and if τ is locally constant about
memories, then IVP (∗) for F := Ff,τ is maximally well-posed.
Proof. From Proposition 7.8, Ff,τ is locally Lipschitzian about memories. Therefore, Ff,τ
is uniformly locally Lipschitzian about prolongations from Theorem 4.4. The conclusion
is a consequence of Theorem I.
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A Maximal semiflows and processes
In this appendix, let X be a topological space.
A.1 Definitions
Definition A.1 (ref. [7], [25]). Let Φ : R+ ×X ⊃ dom(Φ) → X be a map. We call Φ a
maximal semiflow in X if the following properties are satisfied:
(i) There exists a function T (·) : X → (0,∞] such that dom(Φ) =
⋃
x∈X [0, T (x))×{x}.
(ii) For all x ∈ X, Φ(0, x) = x.
(iii) For all t1, t2 ∈ R+ and all x ∈ X, if (t1, x) ∈ dom(Φ) and (t2, Φ(t1, x)) ∈ dom(Φ),
then
(t1 + t2, x) ∈ dom(Φ), Φ(t1 + t2, x) = Φ(t2, Φ(t1, x)).
T (x) is called the escape time of x, and the function T (·) : X → (0,∞] is called the escape
time function.
Definition A.2 (cf. [2]). Let Ω ⊂ R ×X be a subset and P : R+ × Ω ⊃ dom(P) → X
be a map. We call P a maximal process in Ω if the map P : R+ ×Ω ⊃ dom(P)→ R×X
defined by
dom(P) = dom(P), P(τ, (t, x)) = (t+ τ,P(τ, t, x))
becomes a maximal semiflow in Ω. We call P the extended semiflow of P.
In this paper, we do not assume the continuity of maximal semiflows and maximal pro-
cesses in advance (see Definitions A.3 and A.4). In [7], the terminology of local semiflows
is used.
By the paraphrase, P is a maximal process in Ω if and only if the following conditions
(the axiom of maximal processes) are satisfied:
(i) P(dom(P)) ⊂ Ω.
(ii) There exists a function T (·) : Ω → (0,∞] such that
dom(P) =
⋃
(t,x)∈Ω
[0, T (t, x)) × {(t, x)}.
(iii) For all (t, x) ∈ Ω, P(0, t, x) = x.
(iv) For all τ1, τ2 ∈ R+ and all (t, x) ∈ R × X, conditions (τ1, t, x) ∈ dom(P) and
(τ2, t+ τ1,P(τ1, t, x)) ∈ dom(P) imply
(τ1 + τ2, t, x) ∈ dom(P), P(τ1 + τ2, t, x) = P(τ2, t+ τ1,P(τ1, t, x)).
We call the above T (·) : Ω → (0,∞] the escape time function of P.
Definition A.3 (ref. [7], [25]). Let Φ : R+ × X ⊃ dom(Φ) → X be a map. We call Φ
a continuous maximal semiflow in X if (i) Φ is a maximal semiflow in X, (ii) dom(Φ) is
open in R+ ×X, and (iii) Φ is continuous.
Definition A.4. Let Ω ⊂ R ×X be a subset and P : R+ × Ω ⊃ dom(P) → X. We call
P a continuous maximal process in Ω if the extended semiflow P is a continuous maximal
semiflow in Ω.
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A.2 Continuity
In this subsection, we investigate the continuity property of maximal semiflows in X.
The continuity property of maximal processes is reduced to that of maximal semiflows by
taking the corresponding extended semiflows.
Let Φ be a maximal semiflow in X with the escape time function T (·) : X → (0,∞].
By definition, (t, x) ∈ dom(Φ) is equivalent to t < T (x). Therefore, this is also equivalent
to [0, t]× {x} ⊂ dom(Φ).
Lemma A.5. The following properties are equivalent:
(a) dom(Φ) is open in R+ ×X.
(b) T (·) is lower semi-continuous.
Proof. (a) ⇒ (b): Fix x0 ∈ X and let T < T (x0). Since (T, x0) belongs to the open set
dom(Φ) of R+ ×X, there are ε > 0 and a neighborhood N of x0 in X such that
[T, T + ε]×N ⊂ dom(Φ).
Therefore, T < T (x) holds for all x ∈ N . This means that T (·) is lower semi-continuous
at x0.
(b) ⇒ (a): Let (t0, x0) ∈ dom(Φ). We choose ε > 0 so that t0 + ε < T (x0). By the
lower semi-continuity, there is a neighborhood N of x0 in X such that
T (x) > t0 + ε (∀x ∈ N).
Therefore, we have [0, t0+ ε]×N ⊂ dom(Φ), which means that dom(Φ) is a neighborhood
of (t0, x0) in R+ ×X.
The following theorem is a corollary of [7, Theorem 15] which was proved by using
the notion of germs. In this paper, we give a direct proof of that theorem. See also [27,
Theorem A.7].
Theorem A.6 ([7]). Φ is a continuous maximal semiflow in X if and only if both of the
following conditions are satisfied:
(i) For every x ∈ X, the orbit [0, T (x)) ∋ t 7→ Φ(t, x) ∈ X is continuous.
(ii) For every x ∈ X, there exist T > 0 and a neighborhood N of x in X such that
(ii-1) [0, T ]×N ⊂ dom(Φ), and
(ii-2) the restriction Φ|[0,T ]×N : [0, T ]×N → X is continuous.
Proof. (Only-if-part). We check that the above (i) and (ii) hold for each fixed x ∈ X.
From Lemma A.5, there are T > 0 and a neighborhood N of x in X such that [0, T ]×N ⊂
dom(Φ). That is, (ii-1) holds. Since Φ is a continuous map, the restricted maps
Φ|[0,TΦ(x))×{x}, Φ|[0,T ]×N
are also continuous. This shows that (i) and (ii-2) hold.
(If-part). Step 1. Setting.
Fix x0 ∈ X. Define a subset
Sx0 ⊂ (0, T (x0))
by the following manner: T ∈ Sx0 if and only if there exists a neighborhood N of x0 in X
with the following properties:
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(1) [0, T ]×N ⊂ dom(Φ), and
(2) Φ|[0,T ]×N is continuous.
By the assumption (ii), Sx0 6= ∅. Therefore,
sup(Sx0) ∈ (0, T (x0)]
exists. Here we interpret sup(Sx0) = ∞ when T (x0) = ∞. If sup(Sx0) = T (x0) is
established, for every T < T (x0), there is T
′ ∈ Sx0 such that T
′ > T . Therefore, by the
definition of Sx0 , we have the following properties:
• T (·) is lower semi-continuous at x0.
• Φ is continuous at each (t0, x0) ∈ dom(Φ).
Step 2. Proof by a contradiction.
From Step 1, it is sufficient to prove
sup(Sx0) = T (x0) (∀x0 ∈ X).
Fix x0 ∈ X. Let
t∗ := sup(Sx0).
We suppose t∗ < T (x0) and derive a contradiction. Let
x∗ := Φ(t∗, x0) ∈ X.
By the assumption (ii), there are T∗ > 0 and a neighborhood N∗ of x∗ in X such that
[0, T∗]×N∗ ⊂ dom(Φ), Φ|[0,T∗]×N∗ is continuous.
We note that one cannot conclude t∗ ∈ Sx0 in general. By the assumption (i), one can
choose t′ ∈ (t∗ − (T∗/2), t∗) so that Φ(t
′, x0) ∈ N∗. Since t
′ < t∗, there is a neighborhood
N ′ of x0 such that
[0, t′]×N ′ ⊂ dom(Φ), Φ|[0,t′]×N ′ is continuous
by the definition of Sx0 . By the continuity of Φ(t
′, ·)|N ′ at x0, we may assume Φ(t
′, N ′) ⊂
N∗ by choosing N
′ sufficiently small. Then for all t ∈ [t′, t′ + T∗] and all x ∈ N
′,
(t′, x) ∈ dom(Φ), (t− t′, Φ(t′, x)) ∈ [0, T∗]×N∗ ⊂ dom(Φ).
Therefore, (t, x) = (t′ + (t− t′), x) ∈ dom(Φ) by the maximality, that is
[t′, t′ + T∗]×N
′ ⊂ dom(Φ).
This shows
[0, t′ + T∗]×N
′ = ([0, t′]×N ′) ∪ ([t′, t′ + T∗]×N
′) ⊂ dom(Φ).
We check the continuity of Φ|[0,t′+T∗]×N ′ . By the pasting lemma in General Topology, it
is sufficient to show the continuity of Φ|[0,t′]×N ′ and Φ|[t′,t′+T∗]×N ′ because [0, t
′]×N ′ and
B FUNDAMENTAL PROPERTIES FORMAXIMAL EXISTENCEAND UNIQUENESS65
[t′, t′ + T∗] ×N
′ are closed sets of [0, t′ + T∗]×N
′. We know the continuity of Φ|[0,t′]×N ′ .
The continuity of Φ|[t′,t′+T∗]×N ′ is obtained in view of
Φ(t, x) = Φ(t− t′, Φ(t′, x))
(
∀(t, x) ∈ [t′, t′ + T∗]×N
′
)
and the continuity of Φ(t′, ·)|N ′ and Φ|[0,T∗]×N∗ .
Then, we obtain t′ + T∗ ∈ Sx0 by the definition, which contradicts t∗ = sup(Sx0)
because
t′ + T∗ > t∗ + (T∗/2) > t∗.
Thus, t∗ = T (x0) follows.
Since x0 ∈ X is arbitrary, this completes the proof.
Corollary A.7. Let Ω ⊂ R ×X be a subset and P be a maximal process in Ω with the
escape time function T (·) : Ω → (0,∞]. Then P is a continuous maximal process in Ω if
and only if both of the following conditions are satisfied:
(i) For every (t, x) ∈ Ω, the orbit [0, T (t, x)) ∋ τ 7→ P(τ, t, x) ∈ Ω is continuous.
(ii) For every (t, x) ∈ Ω, there exist T > 0 and a neighborhood N of (t, x) in Ω such
that
(ii-1) [0, T ]×N ⊂ dom(P), and
(ii-2) the restriction P|[0,T ]×N : [0, T ]×N → Ω is continuous.
Proof. Let P be the extended semiflow of P. Then the continuity of P is equivalent to
the continuity of P. Therefore, the conclusion is obtained by applying Theorem A.6 as
Φ = P .
B Fundamental properties for maximal existence and unique-
ness
B.1 Local uniqueness and maximal uniqueness
Lemma B.1 ([27]). Suppose that IVP (∗) satisfies the local uniqueness for C1-solutions.
Then the following statement holds for every (t0, φ0) ∈ dom(F ): For any C
1-solutions
xi : J + I → E (i = 1, 2) of (∗)t0,φ0 , x1 = x2 holds.
Proof. Fix (t0, φ0) ∈ dom(F ). Let xi : J + I → E (i = 1, 2) be C
1-solutions of (∗)t0,φ0 .
Since
J =
⋃
T∈[0,|J |)
[t0, t0 + T ],
it is sufficient to consider the case J = [t0, t0 + T ] for some 0 < T < ∞. We consider the
set S given by
S =
{
τ ∈ (t0, t0 + T ] : x1|[t0,τ ] = x2|[t0,τ ]
}
.
By the local uniqueness, S 6= ∅. Therefore,
α := sup(S) ∈ (t0, t0 + T ]
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exists. Then x1|[t0,α) = x2|[t0,α), which implies x1|[t0,α] = x2|[t0,α] by the continuity. When
α = t0+T , the conclusion is obtained. We suppose α < t0+T and derive a contradiction.
Let (t1, φ1) := (α, Iαx1) = (α, Iαx2). Then (t1, φ1) ∈ dom(F ), and
x1|[t1,t0+T ]+I , x2|[t1,t0+T ]+I
are C1-solutions of (∗)t1,φ1 . By the local uniqueness, there exists δ > 0 such that
x1|[t1,t1+δ] = x2|[t1,t1+δ]. This means
x1|[t0,t1+δ] = x2|[t0,t1+δ],
which contradicts t1 = α = sup(S). Therefore, we obtain α = t0 + T .
This proof is independent from the class of solutions (see also [27, Lemma 3.3]).
B.2 Maximal solutions
Definition B.2. Let (t0, φ0) ∈ dom(F ). We define a binary relation ≤ on the set of
C1-solutions of (∗)t0,φ0 as follows: For any C
1-solutions xi : Ji + I → E (i = 1, 2) of
(∗)t0,φ0 ,
x1 ≤ x2 ⇐⇒ J1 ⊂ J2 and x1|J1 = x2|J1 .
In this case, x2 is said to be an extension of x1.
The above binary relation satisfies the following properties:
• (Reflexivity) x ≤ x.
• (Antisymmetry) x1 ≤ x2 and x2 ≤ x1 imply x1 = x2.
• (Transitivity) x1 ≤ x2, x2 ≤ x3 implies x1 ≤ x3.
That is, ≤ is a partial order on the set of C1-solutions of (∗)t0,φ0 for each (t0, φ0) ∈ dom(F ).
Lemma B.3. If IVP (∗) satisfies the local uniqueness for C1-solutions, then for all
(t0, φ0) ∈ dom(F ), ≤ is a total order on the set of C
1-solutions of (∗)t0,φ0.
Proof. Fix (t0, φ0) ∈ dom(F ). Let xi : Ji + I → E (i = 1, 2) be C
1-solutions of (∗)t0,φ0 .
Then J1 ⊂ J2 or J1 ⊃ J2. Without loss of generality, we may assume J1 ⊂ J2. Since
x2|J1+I is also a C
1-solution of (∗)t0,φ0 , x1 = x2|J1+I holds from Lemma B.1. This means
x1 ≤ x2, and therefore, x1 and x2 are comparable.
For each (t0, φ0) ∈ dom(F ), a maximal element of the set of C
1-solutions of (∗)t0,φ0
with respect to the partial order is called a maximal C1-solution. From Lemma B.3, a
maximal C1-solution is unique if it exists under the local uniqueness for C1-solutions.
Lemma B.4. Fix (t0, φ0) ∈ dom(F ). Let x0 : [t0, t1] + I → E be a C
1-solution of (∗)t0,φ0
and x1 : [t1, t2] + I → E be a C
1-solution of (∗)t1,φ1, where φ1 := It1x0. Then x : [t0, t2] +
I → E defined by It0x = φ0, and
x(t) =
{
x0(t), t0 ≤ t ≤ t1,
x1(t), t1 ≤ t ≤ t2
is a C1-solution of (∗)t0,φ0.
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Proof. Let t ∈ [t1, t2]. For all θ ∈ I, we have
Itx1(θ) = x1(t+ θ)
=
{
x1(t+ θ), t1 − t ≤ θ ≤ 0,
φ1(t− t1 + θ), θ ≤ t1 − t
=
{
x1(t+ θ), t1 − t ≤ θ ≤ 0,
x0(t+ θ), θ ≤ t1 − t.
This shows Itx1 = Itx. Therefore, for all t ∈ [t0, t2] \ {t1}, we have x˙(t) = F (t, Itx). We
also have
x˙−(t1) = x˙0(t1) = F (t1, It1x) = x˙1(t1) = x˙+(t1),
which shows that x is differentiable at t1 and x˙(t1) = F (t1, It1x). The continuity of x˙ also
follows. Thus, x is a C1-solution of (∗)t0,φ0 .
Applying Lemma B.4, we have the following property under the assumption that
IVP (∗) satisfies the local existence for C1-solutions: If x : J + I → E is a maximal
C1-solution of (∗)t0,φ0 , J = [t0, t0 + T ) holds for some 0 < T ≤ ∞.
Proposition B.5. If IVP (∗) satisfies the local existence and local uniqueness for C1-
solutions, then for every (t0, φ0) ∈ dom(F ), (∗)t0,φ0 has the unique maximal C
1-solution
xF (·; t0, φ0) : [t0, t0 + TF (t0, φ0)) + I → E.
Furthermore, PF defined by
dom(PF ) =
⋃
(t0,φ0)∈dom(F )
[0, TF (t0, φ0))× {(t0, φ0)},
PF (τ, t0, φ0) = It0+τ [xF (·; t0, φ0)]
is a maximal process in dom(F ).
Proof. Step 1. Construction of maximal solution
Fix (t0, φ0) ∈ dom(F ). From Lemma B.3, a maximal C
1-solution of (∗)t0,φ0 is unique
if it exists. We now construct the maximal C1-solution. For each C1-solution x of (∗)t0,φ0 ,
let Jx be a left-closed interval with the left end point t0 satisfying
dom(x) = Jx + I.
Let J :=
⋃
x Jx. Then J is also a left-closed interval with the left end point t0. We define
the map X : J + I → E by It0X = φ0 and
X(t) = x(t) when t ∈ Jx.
From Lemma B.1, this is well-defined. Furthermore, X is a C1-solution of (∗)t0,φ0 from
Lemma B.4. We finally check the maximality of X. Let x be a C1-solution of (∗)t0,φ0
satisfying x ≥ X. By the construction, we have Jx ⊂ J , which implies Jx = J . Therefore,
x = X. Let JX = [t0, t0 + TF (t0, φ0)).
Step 2. Axiom of maximal processes
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Fix (t0, φ0) ∈ dom(F ). Let
xF (·; t0, φ0) : [t0, t0 + TF (t0, φ0)) + I → E
be the maximal C1-solution of (∗)t0,φ0 .
We check that PF satisfies the axiom of maximal processes.
(i) Let (τ, t0, φ0) ∈ dom(PF ), where τ ∈ [0, TF (t0, φ0)). Then by definition,
(t0 + τ, It0+τ [xF (·; t0, φ0)]) ∈ dom(F ).
(ii) dom(PF ) =
⋃
(t0,φ0)∈dom(F )
[0, TF (t0, φ0))× {(t0, φ0)}.
(iii) For all (t0, φ0) ∈ dom(F ), PF (0, t0, φ0) = (t0, It0 [xF (·; t0, φ0)]) = (t0, φ0).
(iv) Let τ1, τ2 ∈ R+ and (t0, φ0) ∈ dom(F ). Suppose
(τ1, t0, φ0) ∈ dom(PF ), (τ2, t0 + τ1,PF (τ1, t0, φ0)) ∈ dom(PF ).
These are equivalent to
[t0, t0 + τ1] + I ⊂ dom
(
xF (·; t0, φ0)
)
,
[t0 + τ1, (t0 + τ1) + τ2] + I ⊂ dom
(
xF
(
·; t0 + τ1,PF (τ1, t0, φ0)
))
,
respectively. From Lemma B.4 and by the maximality, we have
[t0, t0 + τ1 + τ2] + I ⊂ dom
(
xF (·; t0, φ0)
)
and
PF (τ1 + τ2, t0, φ0) = It0+(τ1+τ2)[xF (·; t0, φ0)]
= I(t0+τ1)+τ2
[
xF
(
·; t0 + τ1,PF (τ1, t0, φ0)
)]
= PF
(
τ2, t0 + τ1,PF (τ1, t0, φ0)
)
.
This completes the proof.
C Continuity for families of maps
Let X be a topological space, Y = (Y,V) be a uniform space, and Λ be a topological
space. In this appendix, we consider a family (fλ)λ∈Λ of maps from X to Y and the map
f : Λ×X → Y defined by
f(λ, x) = fλ(x).
For the theory of uniform spaces, we refer the reader to Kelley [21]. In the following, we
briefly recall some notations:
• For V ∈ V, V −1 is defined by V −1 = {(y, y′) ∈ Y × Y : (y′, y) ∈ V }.
• For V1, V2 ∈ V, the composition V1 ◦ V2 is defined by
V1 ◦ V2 = {(y, y
′) ∈ Y × Y : ∃z ∈ Y s.t. (y, z) ∈ V1 and (z, y
′) ∈ V2 }.
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• V ∈ V is said to be symmetric if V = V −1.
• For y ∈ Y and V ∈ V, V [y] is defined by
V [y] = {y′ ∈ Y : (y, y′) ∈ V }.
We note that for every V ∈ V, we can choose a symmetric V ′ ∈ V so that V ′ ◦ V ′ ⊂ V by
the following properties:
• For all U , U ∩ U−1 is symmetric.
• For all U,U ′, U ⊂ U ′ implies U ◦ U ⊂ U ′ ◦ U ′.
C.1 Equi-continuity and joint continuity
Definition C.1. (fλ)λ∈Λ is said to be equi-continuous at x0 ∈ X if for every V ∈ V, there
exists a neighborhood N of x0 in X such that for all (λ, x) ∈ Λ×N ,
(fλ(x), fλ(x0)) ∈ V
holds. We say that (fλ)λ∈Λ is locally equi-continuous at x0 ∈ X if for each λ0 ∈ Λ, there
exists a neighborhood W of λ0 in Λ such that (fλ)λ∈W is equi-continuous at x0.
Remark C.2. By definition, (fλ)λ∈Λ is locally equi-continuous at every x ∈ X if and only
if for every (λ0, x0) ∈ Λ×X, there is a neighborhood W of λ0 in Λ such that (fλ)λ∈W is
equi-continuous at x0. We note that the neighborhood W depends on x0.
Theorem C.3. If f is continuous and Λ is compact, then (fλ)λ∈Λ is equi-continuous at
every x0 ∈ X.
Proof. Suppose that (fλ)λ∈Λ is not equi-continuous at some x0 ∈ X, and derive a contra-
diction. Then there exists V ∈ V with the following property: For every neighborhood N
of x0 in X, there exists (λN , xN ) ∈ Λ×N such that
(fλN (xN ), fλN (x0)) 6∈ V.
Let N denote the directed set of all neighborhoods of x0 in X by the set inclusion.
By the choice of (λN , xN ), (xN )N∈N converges to x0. Since Λ is compact, there is
a subnet (λNα)α∈A of (λN )N∈N which converges to some λ∗ ∈ Λ. Choose a symmetric
V ′ ∈ V so that V ′ ◦ V ′ ⊂ V . The continuity of f implies
f(λNα , xNα)→ f(λ∗, x0) and f(λNα , x0)→ f(λ∗, x0).
Namely, there is α0 ∈ A such that for all α ∈ A, α ≥ α0 implies
f(λNα , xNα) ∈ V
′[f(λ∗, x0)] and f(λNα , x0) ∈ V
′[f(λ∗, x0)].
These relations show that (
fλNα (xNα), fλNα (x0)
)
∈ V
holds for all α ≥ α0, which is a contradiction. This completes the proof.
Theorem C.4. If f(·, x) : Λ→ Y is continuous for every x ∈ X, and if (fλ)λ∈Λ is locally
equi-continuous at every x ∈ X, then f is continuous.
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Proof. Fix (λ0, x0) ∈ Λ×X. We show the continuity of f at (λ0, x0). By the local equi-
continuity, there is a neighborhood W of λ0 in Λ such that (fλ)λ∈W is equi-continuous at
x0. Let V ∈ V and choose a symmetric V
′ ∈ V so that V ′ ◦ V ′ ⊂ V . By the continuity
of Λ ∋ λ 7→ fλ(x0) ∈ Y , we may assume fλ(x0) ∈ V
′[fλ0(x0)] by choosing W sufficiently
small. By the equi-continuity, there is a neighborhood N of x0 in X such that for all
(λ, x) ∈W ×N ,
(fλ(x), fλ(x0)) ∈ V
′.
Therefore, we have
f(λ, x) ∈ V [f(λ0, x0)]
for all (λ, x) ∈W ×N . This shows that f is continuous at (λ0, x0).
C.2 Continuity of global semiflows in uniform spaces
Corollary C.5. Suppose that X is a uniform space and Φ is a global semiflow in X. Then
Φ is continuous if and only if both of the following properties are satisfied:
(i) Φ(·, x) : R+ → X is continuous for every x ∈ X.
(ii) For each T > 0, (Φ(t, ·))t∈[0,T ] is equi-continuous at every x ∈ X.
Proof. (Only-if-part). The property (i) follows by the continuity of Φ. Fix T > 0. Apply-
ing Theorem C.3, (Φ(t, ·))t∈[0,T ] is equi-continuous at every x ∈ X.
(If-part). The property (ii) implies that (Φ(t, ·))t∈R+ is locally equi-continuous at every
x ∈ X. Therefore, the conclusion holds from Theorem C.4.
Definition C.6. Let X be a linear topological space and (T (t))t∈R+ be a family of linear
operators on X. We say that (T (t))t∈R+ is a locally equi-continuous C0-semigroup if the
following properties are satisfied:
(i) (T (t))t∈R+ is a linear semigroup.
(ii) For every x ∈ X, R+ ∋ t 7→ T (t)x ∈ X is continuous.
(iii) For every T > 0, (T (t))t∈[0,T ] is equi-continuous at 0 ∈ X.
Compare the notion of locally equi-continuous C0-semigroups to the notion of equi-
continuous C0-semigroups introduced by Yosida [36].
Corollary C.7. Let X be a linear topological space and (T (t))t∈R+ be a semigroup of
linear operators on X. Then the following properties are equivalent:
(a) (T (t))t∈R+ is a locally equi-continuous C0-semigroup.
(b) R+ ×X ∋ (t, x) 7→ T (t)x ∈ X is continuous.
Proof. For every x ∈ X,
{x+N : N is a neighborhood of 0 in X }
is a local base of x. Therefore, the equi-continuity at 0 implies the equi-continuity at every
x ∈ X. Applying Corollary C.5, the equivalence is obtained.
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C.3 Uniform contraction
In this subsection, we suppose that X = Y = (X, d) is a metric space.
Definition C.8. (fλ)λ∈Λ is said to be a uniform contraction on X if there exists 0 < c < 1
such that for all λ ∈ Λ and all x, x′ ∈ X,
d(fλ(x), fλ(x
′)) ≤ c · d(x, x′)
holds.
Lemma C.9. Suppose that (fλ)λ∈Λ is a uniform contraction on a metric space X = (X, d).
Then the following properties are equivalent:
(a) f is continuous.
(b) f(·, x) : Λ→ X is continuous for every x ∈ X.
Proof. (a) ⇒ (b): Trivial.
(b) ⇒ (a): We show that (fλ)λ∈Λ is equi-continuous at every x ∈ X. Then (a) follows
from Theorem C.4. Fix x0 ∈ X. Let ε > 0. For all (λ, x) ∈ Λ×X, d(x, x0) < ε/c implies
d(fλ(x), fλ(x0)) ≤ c · d(x, x0) < ε.
Since ε is arbitrary, this shows that (fλ)λ∈Λ is equi-continuous at x0.
The following is a uniform contraction theorem.
Theorem C.10. Suppose that (i) (fλ)λ∈Λ is a uniform contraction on X, and (ii) for
each λ ∈ Λ, x(λ) ∈ X is a fixed point of fλ. If f(·, x) : Λ → X is continuous for every
x ∈ X, then x(·) : Λ→ X is continuous.
Proof. Fix λ0 ∈ Λ. We show that x(·) : Λ → X is continuous at λ0 ∈ Λ. Let ε > 0 be
given. By the triangle inequality, we have
d
(
x(λ), x(λ0)
)
= d
(
fλ(x(λ)), fλ0(x(λ0))
)
≤ d
(
fλ(x(λ)), fλ(x(λ0))
)
+ d
(
fλ(x(λ0)), fλ0(x(λ0))
)
≤ c · d(x(λ), x(λ0)) + d
(
fλ(x(λ0)), fλ0(x(λ0))
)
for all λ ∈ Λ. Since f(·, x(λ0)) : Λ→ X is continuous, there is a neighborhood W of λ0 in
Λ such that for all λ ∈W , we have
d
(
fλ(x(λ0)), fλ0(x(λ0))
)
< (1− c) · ε.
This shows that
d
(
x(λ), x(λ0)
)
≤
1
1− c
· d
(
fλ(x(λ0)), fλ0(x(λ0))
)
< ε
holds for all λ ∈W . Therefore, the conclusion holds.
Remark C.11. In Theorem C.10, the completeness of X is unnecessary (see also [1, The-
orem 1.244]). Since fλ is a contraction, a fixed point of fλ is unique if it exists.
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D Lipschitz conditions about prolongations for ODEs
In this appendix, we consider an ODE
x˙(t) = f(t, x(t)) (8)
for a map f : R×E ⊃ dom(f)→ E. ODE (8) can be considered as an RFDE with history
space C(I0, E)u by
x˙(t) = Ff
(
t, I0t x
)
.
Here Ff : R× C(I
0, E)u ⊃ dom(Ff )→ E is defined by
dom(Ff ) = {(t, φ) : (t, φ(0)) ∈ dom(f)}, Ff (t, φ) = f(t, φ(0)).
Therefore, by using the isometry
j : R× C(I0, E)u → R× E, j(t, φ) := (t, φ(0)),
Ff is represented by
dom(Ff ) = j
−1(dom(f)), Ff = f ◦ j.
Proposition D.1. Let I = I0. Then for every 0 ≤ T <∞ and 0 ≤ δ ≤ ∞,
Λ0,0(T, δ) = [0, T ]× B¯E(0; δ)
holds under the identification Map(I0, E) = E.
Proof. (⊂) Let (τ, φ) ∈ Λ0,0(T, δ). Then τ ∈ [0, T ] and φ = I
0
τ β for some β ∈ Γ0,0(τ, δ).
Therefore, we have
‖φ(0)‖E = ‖β(τ)‖E ≤ ‖β‖∞ ≤ δ.
This shows Λ0,0(T, δ) ⊂ [0, T ]× B¯E(0; δ).
(⊃) Let (τ, x0) ∈ [0, T ] × B¯E(0; δ). We consider the map β : [0, τ ] + I
0 → E given by
β(t) := (t/τ)x0. Then for all t ∈ [0, τ ], ‖β(t)‖E ≤ ‖x0‖E ≤ δ. This means β ∈ Γ0,0(τ, δ).
Therefore,
(τ, x0) = (τ, β(τ)) = (τ, I
0
τ β) ∈ Λ0,0(T, δ).
This completes the proof.
For L > 0, the map f is said to be L-Lipschitzian if
‖f(t, x1)− f(t, x2)‖E ≤ L · ‖x1 − x2‖E
holds for all (t, x1), (t, x2) ∈ dom(f). f is said to be Lipschitzian if f is L-Lipschitzian for
some L > 0. f is said to be locally Lipschitzian if for every (t0, x0) ∈ dom(f), there exists
a neighborhood W of (t0, x0) in dom(f) such that f |W is Lipschitzian.
Lemma D.2. Let (t0, x0) ∈ dom(f) and (t0, φ0) := j
−1(t0, x0). Then the following prop-
erties are equivalent:
(a) f is L-Lipschitzian on
(
[t0, t0 + T ]× B¯E(x0; δ)
)
∩ dom(f).
(b) Ff satisfies L-(Lip) for all (t, φ1), (t, φ2) ∈ Λt0,φ0(T, δ) ∩ dom(Ff ).
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Proof. (a) ⇒ (b): For all (t, φ1), (t, φ2) ∈ Λt0,φ0(T, δ) ∩ dom(Ff ),
j(t, φ1), j(t, φ2) ∈
(
[t0, t0 + T ]× B¯E(x0; δ)
)
∩ dom(f)
from Proposition D.1. Therefore, we have
‖Ff (t, φ1)− Ff (t, φ2)‖E = ‖f(t, φ1(0)) − f(t, φ2(0))‖E
≤ L · ‖φ1(0)− φ2(0)‖E
= L · ‖φ1 − φ2‖∞,
which shows (b).
(b) ⇒ (a): For all (t, x1), (t, x2) ∈
(
[t0, t0 + T ]× B¯E(x0; δ)
)
∩ dom(f),
j−1(t, x1), j
−1(t, x2) ∈ Λt0,φ0(T, δ) ∩ dom(Ff )
from Proposition D.1. Let (t, φi) := j
−1(t, xi) (i = 1, 2). Then,
‖f(t, x1)− f(t, x2)‖E = ‖Ff ◦ j
−1(t, x1)− Ff ◦ j
−1(t, x2)‖E
≤ L · ‖φ1 − φ2‖∞
= L · ‖x1 − x2‖E
holds.
This completes the proof.
Proposition D.3. If f is locally Lipschitzian, then Ff is uniformly locally Lipschitzian
about prolongations.
Proof. Fix (t0, x0) ∈ dom(f). We show that Ff is uniformly locally Lipschitzian about
prolongations at j−1(t0, x0). By assumption, there are T, δ, L > 0 such that f is L-
Lipschitzian on (
[t0 − T, t0 + T ]× B¯E(x0; δ)
)
∩ dom(f).
By the triangle inequality, for all (t, x) ∈ [t0 − (T/2), t0 + (T/2)] × B¯E(x0; δ/2), we have
[t, t+ (T/2)] × B¯E(x; δ/2) ⊂ [t0 − T, t0 + T ]× B¯E(x0; δ).
Let
W0 := [t0 − (T/2), t0 + (T/2)] × B¯E(x0; δ/2),
which is a neighborhood of (t0, x0) in R× E. From Proposition D.1 and Lemma D.2, Ff
satisfies L-(Lip) for all (σ, ψ) ∈ j−1(W0) and all (t, φ1), (t, φ2) ∈ Λσ,ψ(T/2, δ/2)∩dom(Ff ).
This shows the conclusion.
Lemma D.2 and Proposition D.3 show that the notion of (uniform) local Lipschitz for
history functionals is an extension of the notion of Lipschitz condition for ODEs.
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E Proofs
E.1 Propositions in Section 5
Proof of Proposition 5.21. By the prolongability of H,
[0, T0] ∋ u 7→ τ
0
t0,φ0
(u, Iuβ0) ∈ R×H
is continuous. Therefore,
K :=
{
τ0t0,φ0(u, Iuβ0) : u ∈ [0, T0]
}
is a compact set of R×H.
Let ε > 0. By the continuity of F , there are a > 0 and a neighborhood N of 0 in H
such that for all (t1, φ1) ∈ dom(F ) and all (t2, φ2) ∈ K,
|t1 − t2| < a and φ1 − φ2 ∈ N =⇒ ‖F (t1, φ1)− F (t2, φ2)‖E ≤ ε.
For all β ∈ Γ0,0(T0, δ) and all u ∈ [0, T0],
τ0t0,φ0(u, Iuβ)− τ
0
t0,φ0
(u, Iuβ0) = (0, Iu[β − β0]).
We choose r > 0 so that
Λ0,0(T0, r) ⊂ N
since H is regulated by prolongations. Then ρ0(β, β0) ≤ r implies that∥∥F 0t0,φ0(u, Iuβ)− F 0t0,φ0(u, Iuβ0)∥∥E ≤ ε
holds for all u ∈ [0, T0]. This shows the conclusion.
Proof of Proposition 5.23. By assumptions, we choose T0, δ,M > 0 so that
• Λt0,φ0(T0, δ) ⊂ dom(F ),
• sup{‖F (t, φ)‖E : (t, φ) ∈ Λt0,φ0(T0, δ)} ≤M , and
• for each β0 ∈ Γ0,0(T, δ), (PC)t0,φ0 holds as ρ
0(β, β0)→ 0 in Γ0,0(T, δ).
Let 0 < T ≤ min{T0, δ/M}.
Step 1. Well-definedness
Let β ∈ Γ0,0(T, δ). Then for all s ∈ [0, T ], we have
∥∥S0t0,φ0β(s)∥∥E ≤
∫ T
0
∥∥F 0t0,φ0(u, Iuβ)∥∥E du ≤MT
because
τ0t0,φ0(u, Iuβ) ∈ Λt0,φ0(T, δ) ⊂ Λt0,φ0(T0, δ)
(see Remark 2.8). This shows S0t0,φ0β ∈ Γ0,0(T, δ).
Step 2. Compactness
E PROOFS 75
The continuity of S0t0,φ0 with respect to ρ
0 follows from (PC)t0,φ0 because
ρ0
(
S0t0,φ0β,S
0
t0,φ0
β0
)
≤
∫ T
0
∥∥F 0t0,φ0(u, Iuβ)− F 0t0,φ0(u, Iuβ0)∥∥E du
holds for every β, β0 ∈ Γ0,0(T, δ).
We consider a closed linear subspace of the Banach space C([0, T ], E)u given by
X := {χ ∈ C([0, T ], E) : χ(0) = 0, ‖χ‖∞ ≤ δ }.
Then the map j : Γ0,0(T, δ)→ X given by
j(β) := β|[0,T ]
is isometrically isomorphic. Let K be the image of S0t0,φ0 , i.e., K = S
0
t0,φ0
(Γ0,0(T, δ)). For
the compactness, it is sufficient to show that j(K) is relatively compact.
Let β ∈ Γ0,0(T, δ). Then for all s1, s2 ∈ [0, T ], we have
∥∥S0t0,φ0β(s1)− S0t0,φ0β(s2)∥∥E ≤
∣∣∣∣
∫ s2
s1
∥∥F 0t0,φ0(u, Iuβ)∥∥E du
∣∣∣∣ ≤M |s1 − s2|,
which shows that S0t0,φ0β is M -Lipschitz continuous. Therefore, by the Ascoli–Arzela`
theorem, j(K) is relatively compact.
This completes the proof.
Proof of Proposition 5.24. The properties
• F is continuous along prolongations,
• F is locally bounded about prolongations
follow by the assumptions (i) and (ii) (see also Lemmas 5.6 and 5.7). The assumption (iii)
implies that there are T0, δ > 0 such that Λt0,φ0(T0, δ) ⊂ dom(F ). Then for each fixed
β0 ∈ Γ0,0(T0, δ), we have∫ T0
0
∥∥F 0t0,φ0(u, Iuβ)− F 0t0,φ0(u, Iuβ0)∥∥E du
≤ T0 · sup
u∈[0,T0]
∥∥F 0t0,φ0(u, Iuβ)− F 0t0,φ0(u, Iuβ0)∥∥E,
which converges to 0 as β → β0 in Γ0,0(T0, δ) from Proposition 5.21. Therefore, the
conclusion is an application of Proposition 5.23.
Proof of Theorem 5.25. From Proposition 5.24, there exist T, δ > 0 such that
S0t0,φ0 : Γ0,0(T, δ)→ Γ0,0(T, δ)
is a compact map. Applying the Schauder fixed point theorem, S0t0,φ0 has a fixed point in
Γ0,0(T, δ) because Γ0,0(T, δ) is a closed convex subset of the Banach space(
Γ0,0(T,∞), ‖ · ‖∞
)
.
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Therefore, Tt0,φ0 also has a fixed point in Γt0,φ0(T, δ) by the diagram
Γt0,φ0(T, δ)
Tt0,φ0
//
N0
t0,φ0

	
Γt0,φ0(T, δ)
N0
t0,φ0

Γ0,0(T, δ)
S0
t0,φ0
// Γ0,0(T, δ).
That fixed point is a solution of (∗)t0,φ0 .
E.2 Propositions and Theorem in Section 6
Proof of Proposition 6.3. Fix (σ0, ψ0) ∈ W , 0 < T ≤ T0, and β0 ∈ Γ0,0(T, δ). By the
prolongability of H,
[0, T ] ∋ u 7→ τ0σ0,ψ0(u, Iuβ0) ∈ R×H
is continuous. Therefore,
K :=
{
τ0σ0,ψ0(u, Iuβ0) : u ∈ [0, T ]
}
is a compact set of R×H.
Let ε > 0. By the continuity of F , there are a > 0 and a neighborhood N of 0 in H
such that for all (t1, φ1) ∈ dom(F ) and all (t2, φ2) ∈ K,
|t1 − t2| < a and φ1 − φ2 ∈ N =⇒ ‖F (t1, φ1)− F (t2, φ2)‖E ≤ ε.
We choose a neighborhood N ′ of 0 in H so that N ′ +N ′ ⊂ N . We also choose r > 0 so
that
Λ0,0(T, r) ⊂ N
′
since H is regulated by prolongations. For all (σ, ψ, β) ∈ R × H × Γ0,0(T, δ) and all
u ∈ [0, T ],
τ0σ,ψ(u, Iuβ)− τ
0
σ0,ψ0
(u, Iuβ0) =
(
σ − σ0, Iu[β − β0] + Iu[ψ¯ − ψ¯0]
)
=
(
σ − σ0, Iu[β − β0] + S0(u)(ψ − ψ0)
)
.
Therefore, there are a neighborhood W ′ of (σ0, ψ0) in W such that for all (σ, ψ) ∈W
′, all
β ∈ Γ 10,0(T, δ, 0) satisfying ρ
1(β, β0) ≤ r, and all u ∈ [0, T ],
τ0σ,ψ(u, Iuβ)− τ
0
σ0,ψ0
(u, Iuβ0) ∈ (−a, a) × (N
′ +N ′)
⊂ (−a, a) ×N.
This shows the conclusion.
Proof of Proposition 6.4. By the continuity of F at (t0, φ0), there exists a neighbor-
hood W0 of (t0, φ0) in R×H and M > 0 such that
sup
(t,φ)∈W0∩dom(F )
‖F (t, φ)‖E ≤M.
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W0 is a uniform neighborhood of (t0, φ0) by prolongations from Theorem 3.15. Therefore,
W0 ∩ dom(F ) is also a uniform neighborhood of (t0, φ0) by prolongations. Then there are
a neighborhood W of (t0, φ0) in dom(F ) and T0, δ > 0 such that⋃
(σ,ψ)∈W
Λσ,ψ(T0, δ) ⊂W0 ∩ dom(F ).
We choose 0 < T < min{T0, δ/M}.
Step 1. Well-definedness
Let (σ, ψ, β) ∈W × Γ0,0(T, δ). Then for all s ∈ [0, T ], we have
∥∥S0σ,ψβ(s)∥∥E ≤
∫ T
0
∥∥F 0σ,ψ(u, Iuβ)∥∥E du ≤MT.
This shows S0σ,ψβ ∈ Γ0,0(T, δ).
Step 2. Compactness
The continuity at fixed (σ0, ψ0, β0) ∈W × Γ0,0(T, δ) follows because
ρ0
(
S0σ,ψβ,S
0
σ0,ψ0
β0
)
≤
∫ T
0
∥∥F 0σ,ψ(u, Iuβ)− F 0σ0,ψ0(u, Iuβ0)∥∥E du,
where the right-hand side converges to 0 as (σ, ψ, β) → (σ0, ψ0, β0) from Proposition 6.3.
In the same way as the proof of Proposition 5.23, S0σ,ψβ is M -Lipschitz continuous for
every (σ, ψ, β) ∈W × Γ0,0(T, δ), and therefore, the compactness of the image follows.
For the proof of Theorem 6.7, let T¯σ,ψ and S¯
0
σ,ψ be the transformations for F¯ , namely,
the transformations obtained by replacing F as F¯ in Notation 1.
Proof of Theorem 6.7. IVP (∗) satisfies the local existence and local uniqueness for
C1-solutions from Corollaries 5.14 and 5.18. Then the following statements hold from
Proposition B.5:
• For each (t0, φ0) ∈ dom(F ), (∗)t0,φ0 has the unique maximal C
1-solution
xF (·; t0, φ0) : [t0, t0 + TF (t0, φ0)) + I → E,
where 0 < TF (t0, φ0) ≤ ∞.
• The solution process PF defined by (5) given in Subsection 2.2 is a maximal process
in dom(F ).
We now show that PF is a continuous maximal process in dom(F ). For this purpose,
we use Corollary A.7 and Theorems C.3 and C.4.
Step 1. Continuity of orbits
This follows by the C1-prolongability of H (see Remark 6.8).
Step 2. Lower semi-continuity of escape time function
E PROOFS 78
Fix (t0, φ0) ∈ dom(F ). Applying Proposition 6.4, we choose a neighborhood W of
(t0, φ0) in dom
(
F¯
)
and T, δ > 0 so that
(
S¯0σ,ψ
)
(σ,ψ)∈W
is an well-defined compact trans-
formation on Γ0,0(T, δ). Therefore, S¯
0
σ,ψ has a unique fixed point
η(·;σ, ψ) ∈ Γ0,0(T, δ)
for each (σ, ψ) ∈W . Let (σ, ψ) ∈W . Then
χ(·;σ, ψ) := A0σ,ψ[η(·;σ, ψ)] ∈ Γσ,ψ(T, δ)
is a fixed point of T¯σ,ψ : Γσ,ψ(T, δ) → Γσ,ψ(T, δ), i.e., a solution of (∗¯)σ,ψ. Let W :=
W ∩ dom(F ). Then W is a neighborhood of (t0, φ0) in dom(F ). From Lemma 5.2,
χ(·;σ, ψ) is a C1-solution of (∗)σ,ψ for each (σ, ψ) ∈W . By the maximality of xF (·;σ, ψ),
we have T < TF (σ, ψ). Since this holds for every (σ, ψ) ∈W ,
[0, T ]×W ⊂ dom(PF )
is derived.
Step 3. Equi-continuity
Fix (t0, φ0) ∈ dom(F ). We choose W,T, δ in Step 2. For every (τ, σ, ψ) ∈ [0, T ] ×W ,
we have
PF (τ, σ, ψ) = Iσ+τ [xF (·;σ, ψ)]
= Iσ+τ [χ(·;σ, ψ)]
= Iτ [η(·;σ, ψ)] + Iτ ψ¯.
This shows that for each fixed (σ0, ψ0) ∈W , we have
PF (τ, σ, ψ) − PF (τ, σ0, ψ0)
= Iτ [η(·;σ, ψ) − η(·;σ0, ψ0)] + S0(τ)(ψ − ψ0).
Then the equi-continuity of (PF (τ, ·)|W )τ∈[0,T ] follows by the following reasons:
• Applying Theorem 6.5, we have the convergence
ρ0
(
η(·;σ, ψ), η(·;σ0 , ψ0)
)
→ 0 as (σ, ψ)→ (σ0, ψ0) in W.
This implies
Iτ [η(·;σ, ψ) − η(·;σ0, ψ0)]→ 0
uniformly in τ ∈ [0, T ] because H¯ is regulated by prolongations.
• The uniform convergence of the second term follows by the continuity of R+ ×H ∋
(t, φ) 7→ S0(t)φ ∈ H (see Remark 6.8).
This completes the proof.
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