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Avec l’évolution assez récente de la gestion de données dans les hôpitaux
et cliniques et la mise en place d’entrepôts de données cliniques (MADEC et
al., 2019), les données de santé deviennent de plus en plus agrégées, variées et
volumineuses. Elles proviennent en effet de différentes sources de données cli-
niques, comme par exemple les admissions et les sorties (CURNS et al., 2010 ;
CHANTRY et al., 2011 ; MILOJEVIC et al., 2014 ; A. BROWN et al., 2016), les exa-
mens biologiques (KALTENBACH et LHERMITTE, 2019), l’imagerie (LAMONTAGNE
et al., 2018), les consultations (HOBBS et al., 2016), les examens histopatholo-
giques/anatomopathologiques (TRUSCHNEGG et al., 2016 ; WRENN, CALLAS et
ABU-JAISH, 2017), les prescriptions (EL EMAM et al., 2009 ; H. XU et al., 2015), etc.
Elles permettent également de suivre l’évolution de la santé de patients de manière
plus précise et par conséquent d’améliorer leur prise en charge (SINGH et al., 2009 ;
BATES, 2010 ; SITTIG et SINGH, 2012 ; MURPHY et al., 2014 ; KING et al., 2014 ; RUSSO
et al., 2016). Ce changement mène à une évolution profonde de la situation clinique
face aux données.
Ainsi, si les données de santé étaient précédemment exploitées dans le contexte
de soins uniquement, nous assistons actuellement à un changement de position-
nement de la communauté scientifique plus global, qui devient alors de plus en
plus intéressée par les données de santé. Par exemple, les rares corpus cliniques li-
brement disponibles pour la recherche, comme MIMIC et ses dérivés (I2B2, N2C2,
etc.), offrent d’énormes possibilités pour la recherche, comme en témoignent de très
nombreux travaux engendrés par ces corpus. Nous présentons ici quelques travaux
seulement réalisés autour de MIMIC-III (A. E. JOHNSON et al., 2016), qui montrent
la variété de besoins et la richesse potentielle de la recherche scientifique : GENTIMIS
et al., 2017 prédisent la durée de séjours à l’hôpital à l’aide de réseaux de neurones
entraînés sur les données de MIMIC-III, PURUSHOTHAM et al., 2018 ; SCHERPF et
al., 2019 proposent le même genre de travaux ; VINCENT et al., 2018 proposent, par
analyse de MIMIC-III, d’étudier la relation entre la pression artérielle moyenne
et la mortalité chez les patients présentant un choc distributif, FENG et al., 2018 ;
SANDFORT et al., 2019 ; J. XU et al., 2019 proposent aussi, par analyse de MIMIC-
III, d’étudier les relations entre différents évènements médicaux. Ainsi, les données
collectées ou produites au cours du processus de soins cliniques peuvent être ex-
ploitées à différents niveaux et dans différents domaines, en particulier en relation
avec la recherche clinique et translationnelle (MEYSTRE et al., 2017).
Dans les entrepôts de données, une partie importante des données existe sous
forme structurée, c’est-à-dire que l’on peut les stocker et afficher de façon stricte et
organisée, comme par exemple le nom d’un patient, sa date de naissance, sa taille,
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son poids, les résultats d’un test sanguin ou encore les codes des concepts de la
SNOMED CT (DONNELLY, 2006), grâce notamment à la mise en place de formu-
laires, d’éditeurs de modèles d’information clinique (archetypes) (MALDONADO et
al., 2009), d’outils de codage automatique (STANFILL et al., 2010), etc. Cependant,
dans les dossiers patients informatisés, la majeure partie des informations détaillées
est toujours stockée sous la forme non structurée : le texte libre. Dans cette situation,
l’absence de méthodes et ressources efficaces de traitement automatique du langage
naturel (TALN) dédiées aux données cliniques, notamment en français, conduit à la
mise au point d’outils limités, ce qui limite sensiblement les possibilités d’explora-
tion et d’analyse de données cliniques.
En même temps, un réel besoin existe de la part des cliniciens et biologistes dans
l’exploration de données cliniques. Prenons l’exemple du recrutement de patients
pour les essais cliniques. Le recrutement de patients pour les essais cliniques est une
étape cruciale pour le bon déroulement des essais (KÖPCKE et PROKOSCH, 2014). Le
temps de recrutement est limité et le nombre de participants doit être suffisamment
important pour permettre une analyse scientifiquement et statistiquement valable.
Souvent, soit le nombre de participants initialement prévu n’est pas atteint soit la
période de recrutement doit être prolongée pour l’atteindre, ce qui peut retarder le
déroulement de l’étude et entraîner un surcoût. Le recrutement est affecté par une
multitude de facteurs : la nature de l’essai (prospectif ou rétrospectif), le nombre
de patients à filtrer, le nombre de participants potentiels parmi les patients filtrés,
le nombre d’hôpitaux participants à l’étude, l’urgence de recruter un patient après
avoir découvert son éligibilité, les fonds disponibles, etc. Avec le développement
des dossiers patients informatisés et des systèmes d’aide à la décision médicale, de
nombreux systèmes d’aide au recrutement pour les essais cliniques ont été propo-
sés mais les problèmes de recrutement persistent (CUGGIA, BESANA et GLASSPOOL,
2011). Afin de faciliter le processus de recrutement, le système a besoin de confron-
ter des critères d’inclusion et d’exclusion aux données des dossiers patients infor-
matisés. Une grande partie de ces données étant textuelles, le développement d’ap-
proches de TALN est donc indispensable. Ainsi, plusieurs travaux y ont été consa-
crés (PAKHOMOV, BUNTROCK et CHUTE, 2005 ; L. LI et al., 2008 ; J. ZHANG et al.,
2010). De plus, la campagne d’évaluation N2C2 2018 a dédié l’une de ses tâches à
la sélection de patients pour les essais cliniques (STUBBS, FILANNINO et al., 2019).
Cette tâche de classification multi-étiquette consistait à déterminer, à l’aide de sys-
tèmes de TALN, si les patients satisfaisaient ou non les critères d’inclusion dans un
essai clinique, tel que calculé à partir de leurs documents cliniques. Le système le
plus performant a atteint une F-mesure de 91 %, un score très élevé démontrant
l’utilité des approches de TALN pour le recrutement de patients (OLEYNIK et al.,
2019).
Notre travail de thèse s’inscrit dans le cadre du projet CominLabs BigClin 1 (Big
Data Analystics for Unstructured Clinical Data). Ce projet propose de développer une
nouvelle représentation des dossiers patients informatisés reposant sur une anno-
tation sémantique fine grâce aux nouveaux outils de TALN dédiés aux textes cli-
niques en français. Démarré en octobre 2016, ce projet, porté par Marc Cuggia et
1. https://project.inria.fr/bigclin/
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Vincent Claveau, a impliqué plusieurs équipes de l’IRISA-Rennes, l’équipe HBD-
CHU Rennes et Natalia Grabar de l’équipe STL-Lille. Officiellement terminé en
septembre 2019, le projet BigClin a généré une vingtaine de publications, plusieurs
outils disponibles sur la plate-forme Allgo 2, ainsi que plusieurs jeux de données
annotées présentés dans ce manuscrit. Le rapport pré-final du projet est acces-
sible librement sur le site web du projet. 3 Puisque l’objectif est d’ajouter efficace-
ment ces informations sémantiques aux données structurées existantes pour être
analysées dans une infrastructure de données massives, le projet abordait égale-
ment les problèmes des systèmes distribués (extensibilité, gestion des données in-
certaines), de la confidentialité, du traitement des flux au moment de l’exécution,
etc. Ce projet montre comment la recherche clinique peut tirer parti du TALN, de
la recherche d’informations (RI) et du raisonnement automatisé pour traiter dif-
férents cas d’usage. Les objectifs spécifiques étaient de développer des méthodes
d’extraction et d’indexation d’informations dédiées aux textes cliniques en français ;
d’exploiter les techniques de fouille de données pour traiter conjointement la re-
présentation générée des informations non structurées des dossiers cliniques et des
informations cliniques structurées existantes ; de développer des méthodes distri-
buées pour assurer à la fois l’extensibilité et le traitement en ligne de ces techniques
de TALN/RI et de fouille de données ; d’évaluer la valeur ajoutée de ces méthodes
sur des données cliniques et dans des cas d’usages réels, notamment l’épidémiolo-
gie et la pharmacovigilance, l’évaluation de la pratique clinique et la recherche sur
la qualité des soins de santé, les essais cliniques, etc.
Les travaux présentés dans ce manuscrit s’inscrivent donc dans ce projet plus
large. Plus particulièrement, nous proposons de travailler sur deux tâches dis-
tinctes : la classification multi-étiquette de textes cliniques et la détection de la néga-
tion et de l’incertitude. Afin de résoudre ces deux tâches, nous proposons différentes
approches reposant principalement sur des algorithmes d’apprentissage profond
entraînés sur des jeux de données annotées. COLLOBERT et al., 2011 ont démontré
la supériorité des réseaux de neurones pour plusieurs tâches typiques du TALN
(étiquetage morpho-syntaxique, reconnaissance d’entités nommées, etc.). Depuis,
l’adoption de ces méthodes pour la plupart des tâches est devenue progressivement
majoritaire dans le domaine. En effet, lors des conférences ACL et EMNLP en 2017,
près de 70 % des articles acceptés reposaient sur des architectures et algorithmes
d’apprentissage profond (YOUNG et al., 2018) et cette tendance semble s’affirmer
au fil des années. Les jeux de données français que nous exploitons sont constitués
d’une part de textes cliniques du CHU de Rennes et d’autre part de textes biomé-
dicaux librement accessibles que nous annotons et rendons accessibles à la commu-
nauté scientifique via un formulaire de téléchargement. La création et le partage de
jeux de données annotées en français est un enjeu important pour la recherche et
le développement d’outils de TALN pour le domaine biomédical. En effet, si peu
de corpus de textes cliniques anglais annotés sont disponibles pour la recherche, les
corpus de textes cliniques français sont bien plus rares encore car la loi interdit leur




de santé peut permettre, après autorisation, d’accéder à des données personnelles
de santé. Dans le cadre du projet BigClin, nous accédons à certaines données du
CHU de Rennes, sur place, à partir d’un serveur dédié.
La suite de ce manuscrit est composée de 4 chapitres.
Dans le premier chapitre, nous présentons un état de l’art en trois parties. La
première partie, Généralités, est consacrée à la revue de trois domaines : le traite-
ment automatique de la langue biomédicale, la classification automatique de textes,
ainsi que l’étiquetage de séquences. La seconde partie de l’état de l’art est consacrée
à la classification multi-étiquette de textes cliniques. Nous y présentons la Classifi-
cation Internationale des Maladies (CIM), les jeux de données annotées et les ap-
proches proposées dans la littérature. La dernière partie est consacrée à la détection
de la négation et de l’incertitude dans les textes. Nous y présentons ces phénomènes
linguistiques, les jeux de données annotées et les approches proposées dans la litté-
rature.
Le second chapitre de ce manuscrit est consacré à la classification multi-étiquette
de textes cliniques. Dans ce chapitre, nous commençons par décrire les textes cli-
niques annotés par le Centre Hospitalier Universitaire de Rennes. Ensuite, nous pré-
sentons les approches par apprentissage supervisé et par système expert que nous
proposons pour la tâche de classification multi-étiquette. Enfin nous présentons le
protocole expérimental ainsi que les résultats obtenus par nos approches sur ces
données.
Dans le troisième chapitre, nous présentons les corpus constitués dans le cadre
de la thèse. La première partie de ce chapitre est consacrée aux corpus biomédi-
caux français que nous annotons. Nous y présentons les règles d’annotation ainsi
que le contenu de chaque corpus et les résultats du processus d’annotation. La se-
conde partie de ce chapitre est consacrée aux corpus biomédicaux brésiliens consti-
tués dans le cadre d’échanges avec l’Université Pontificale Catholique du Paraná.
Nous y présentons le contenu de chaque corpus ainsi que les résultats des proces-
sus d’annotation.
Le quatrième et dernier chapitre du manuscrit est consacré à la détection de la
négation et de l’incertitude dans les textes. Nous commençons par y présenter les
modèles de plongements de mots ainsi que les approches par apprentissage super-
visé retenues pour les tâches d’étiquetage de séquences en question. Ensuite, nous
présentons les protocoles expérimentaux et les résultats obtenus par nos approches
pour chaque étape du processus de détection et nous les comparons à nos données
de référence.
Enfin, dans la conclusion générale, nous revenons sur l’ensemble des contribu-
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14 Chapitre 1. État de l’art
La classification multi-étiquette de textes cliniques et la détection de la néga-
tion et de l’incertitude dans les textes cliniques sont des sujets suscitant l’intérêt de
nombreux chercheurs depuis près de vingt ans (LIMA, LAENDER et RIBEIRO-NETO,
1998 ; CHAPMAN et al., 2001). L’intérêt croissant pour ces tâches s’explique d’une
part, par la disponibilité relativement récente de jeux de données annotées permet-
tant aux chercheurs de répondre aux défis que ces tâches représentent du point de
vue scientifique et, d’autre part, par la nécessité pratique de l’implémentation de
solutions dans les systèmes d’informations hospitaliers.
Dans ce manuscrit, nous abordons deux problèmes différents du TAL biomédi-
cal : celui de la classification de documents (ou de patients) et celui de l’étiquetage
de séquences. Dans les deux cas, ces problèmes se décomposent en trois étapes :
les données en entrée qui sont des documents pour l’un, et des mots/phrases pour
l’autre ; le classifieur qui, dans les deux cas, apprend à classer les documents et
étiqueter les mots de manière supervisée ; et les classes à attribuer qui sont de mul-
tiples codes par document pour l’un et deux étapes de classification binaire pour
l’autre.
C’est sur la base de ces différentes sous-tâches et de ces applications que nous
proposons dans ce chapitre un état-de-l’art. Celui-ci est divisée en trois parties. Dans
la section 1.1, nous abordons plusieurs sujets relatifs au domaine d’application et
aux tâches que nous abordons dans cette thèse : le traitement automatique de la
langue biomédicale, la classification automatique de textes ainsi que l’étiquetage de
séquences. Puis, dans la section 1.2, nous présentons la CIM ainsi que les données
annotées et les méthodes proposées dans la littérature scientifique pour résoudre
le problème de la classification multi-étiquette de textes cliniques. Enfin, dans la
section 1.3, nous présentons les modalités de l’expression de la négation et de l’in-
certitude dans les textes ainsi que les données annotées et les méthodes proposées
dans la littérature pour résoudre le problème de la détection de ces phénomènes.
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1.1 Généralités
1.1.1 Traitement automatique de la langue biomédicale
Le traitement automatique du langage naturel est un domaine de recherche plu-
ridisciplinaire associant, du moins historiquement, l’informatique et la linguistique.
Dans ce domaine, les tâches que les systèmes informatiques cherchent à résoudre
sont relatives à différentes branches de la linguistique telles que la syntaxe (lemma-
tisation, étiquetage morpho-syntaxique, analyse syntaxique, etc.), la sémantique (re-
connaissance d’entités nommées, traduction automatique, génération automatique
de textes, etc.), le discours (résumé automatique, résolution de coréférence, ana-
lyse du discours, etc.), le traitement de la parole (reconnaissance automatique de
la parole, synthèse vocale, etc.), etc. S’il est possible d’exploiter les textes produits
par les systèmes de traduction ou de résumé automatique directement, certaines
tâches de TALN telles que la lemmatisation, la racinisation ou l’étiquetage morpho-
syntaxique sont généralement considérées comme des pré-traitements dont les ré-
sultats sont utilisés pour aider à résoudre des tâches plus complexes.
Les méthodes de TALN reposent sur deux champs d’études de l’intelligence ar-
tificielle : (1) les systèmes experts, raisonnant à partir de faits et règles connus pour
répondre à des questions précises, et (2) l’apprentissage automatique, reposant sur
des algorithmes et modèles statistiques que les systèmes informatiques utilisent afin
d’effectuer une tâche spécifique sans utiliser des instructions explicites mais en ap-
prenant une fonction de prédiction à partir de textes bruts ou annotés.
Ces ensembles de textes sont souvent rassemblés dans un but précis et forment
des corpus. Nous distinguons usuellement deux types de corpus : ceux du domaine
général et les corpus spécialisés. Les corpus du domaine général incluent des textes
de langue générale qui peuvent être de différents genres, tels que le Open American
National Corpus 1 et le British National Corpus 2 ou bien d’un seul genre tels que le
jeu de données 20 Newsgroups 3 (articles de presse) et le Large Movie Review Da-
taset 4 (critiques de films). À l’inverse, les corpus spécialisés contiennent des textes
en langue de spécialité d’un ou plusieurs genres, tels que le corpus GENIA 5 qui
contient 1 999 résumés issus de MEDLINE 6, les corpus de données cliniques des
campagnes d’évaluation i2b2 7 et n2c2 8 ou bien le ACL Anthology Reference Cor-
pus 9 qui est constitué de 22 878 publications scientifiques de linguistique informa-
tique et de TALN.
Le traitement automatique de la langue biomédicale ou TAL biomédical peut
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les informations et la terminologie biomédicales. Dans un premier temps, nous dé-
crivons brièvement les spécificités des textes biomédicaux, puis nous présentons
plusieurs outils pionniers du TAL biomécal.
Textes biomédicaux
Qu’il s’agisse d’une langue de spécialité (CABRÉ, 1998), d’une langue spécialisée
(LERAT, 1995) ou d’un langage technique (CHARNOCK, 1999), selon les différentes
dénominations proposées en linguistique, la langue biomédicale permet à ses ini-
tiés de véhiculer de l’information spécialisée entre eux de façon concise et sans am-
biguïté. Les termes du vocabulaire biomédical sont donc pour la plupart monosé-
miques. Les non-initiés ne maîtrisent pas le vocabulaire spécialisé ou le maîtrisent
seulement partiellement. De plus, les patrons lexico-syntaxiques spécifiques à ces
textes rendent la lecture encore plus difficile. Les personnes non initiées auront donc
une compréhension très limitée des informations transmises par les textes biomédi-
caux. Par conséquent, afin de rendre ces textes compréhensibles pour tout le monde,
plusieurs approches ont été proposées pour la simplification automatique des textes
biomédicaux ces dix dernières années (KANDULA, CURTIS et ZENG-TREITLER, 2010 ;
PENG, TUDOR et al., 2012 ; ABRAHAMSSON et al., 2014 ; KOPTIENT, CARDON et
GRABAR, 2019 ; VAN DEN BERCKEN, SIPS et LOFI, 2019). Les corpus de textes bio-
médicaux sont le plus souvent composés d’articles de revues scientifiques ou de
textes cliniques. Comme nous voyons, il existe de différents types de textes biomé-
dicaux (textes cliniques, textes scientifiques, textes pour les spécialistes, textes pour
les patients, etc.). Pour décrire ces différents textes, et en particulier, les textes scien-
tifiques, nous nous appuyons sur Kevin Bretonnel COHEN et DEMNER-FUSHMAN,
2014 ainsi que sur les références incluses dans les deux paragraphes suivants.
Les articles de revues scientifiques sont généralement séparés en un résumé et un
corps d’article. Ces parties partagent certaines informations. Cependant, la structure
et le contenu des résumés et des corps d’articles sont différents. Les corps d’articles
contiennent des phrases plus longues que les résumés et utilisent beaucoup plus de
texte entre parenthèses. Le texte entre parenthèses présente notamment des diffi-
cultés pour l’analyse syntaxique des phrases et pour la détection de la portée de la
négation et de l’incertitude (K Bretonnel COHEN, CHRISTIANSEN et HUNTER, 2011).
Cependant, il est utile pour plusieurs autres tâches tels que la désambiguïsation
d’abréviations, de noms de gènes, de symboles, etc. D’autre part, la voix passive
et la négation sont plus fréquemment utilisées dans les corps d’articles, alors que
les anaphores pronominales sont plus utilisées dans les résumés. De manière plus
ciblée, les mutations sont mentionnées beaucoup plus fréquemment dans les corps
d’articles que dans les résumés, tandis que les médicaments et les maladies sont
mentionnés un peu plus fréquemment dans les résumés que dans les corps d’ar-
ticles. En conséquence, les outils de TALN performent différemment sur ces textes.
Enfin, les corps d’articles du domaine biomédical sont généralement structurés en
sections plus ou moins standardisées (il s’agit typiquement d’introduction, de ma-
tériel et méthodes, de résultats, de discussion et de conclusion) dont les contenus
diffèrent grandement. Par exemple, les sections matériel et méthodes semblent être la
source de nombreux faux positifs (TANABE et WILBUR, 2002 ; CAMON et al., 2005)
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pour les outils de TALN. Par conséquent, ces sections ont souvent été ignorées lors
de l’évaluation des systèmes d’extraction d’informations, bien que les informations
contenues dans ces sections semblent cruciales pour l’interprétation des expériences
et de leurs résultats. L’attention principale est donc portée aux résumés d’articles.
Cependant, si les résumés décrivent de manière synthétique les articles qu’ils repré-
sentent, notamment à l’aide de nombreux mots clés, ce sont les corps d’articles qui
contiennent les informations les plus complètes et pertinentes (SHAH et al., 2003).
Par conséquent, le traitement des corps d’articles fait l’objet de nombreux articles
de TAL biomédical (CZARNECKI et al., 2012 ; JAIN et al., 2016 ; TRIEU et al., 2019).
Les documents cliniques tels que le compte-rendu d’hospitalisation, le compte-rendu
opératoire ou le dossier de soins infirmier sont également structurés en section. Ce-
pendant, la structure employée pour chaque type de documents peut être diffé-
rente et varier pour un même type de document selon l’hôpital, le professionnel
de santé et la date de rédaction. La segmentation de textes cliniques en sections re-
latives aux informations présentées est un pré-requis pour de nombreuses tâches
de TAL biomédical. Par exemple, afin de déterminer les problèmes de santé ac-
tuels d’un patient, il est nécessaire de faire la différence entre la section antécédents
médicaux et la section diagnostic. Plusieurs travaux de recherche tels que P. S. CHO,
TAIRA et KANGARLOO, 2003 ; APOSTOLOVA, CHANNIN et al., 2009 ; TEPPER et al.,
2012 ; OROSZ, NOVÁK et PRÓSZÉKY, 2013 sont dédiés à cette tâche. D’autre part,
les textes cliniques sont généralement rédigés de manière pragmatique. En consé-
quence, les phrases nominales, où ni le sujet ni le verbe ne sont indiqués, telles que
Pas de fièvre., Abdomen souple, dépressible. ou Tension artérielle à X/X mmHg, fréquence
cardiaque à X battements/min, saturation en air ambiant à X %. sont très fréquemment
utilisées. Compte tenue de l’utilité évidente de ces textes pour la recherche, ils sont
largement étudiés dans les établissement hospitaliers, lors de campagnes d’évalua-
tion (i2b2, n2c2, CLEF eHealth 10, etc.), et certains sont même en accès libre pour
des travaux de recherche (MIMIC 11). Les textes cliniques nécessitent l’application
d’approches de TALN pour de nombreuses tâches telles que l’anonymisation ou
dé-identification qui permet d’exploiter les textes cliniques tout en préservant le se-
cret médical (STUBBS, KOTFILA et Ö. UZUNER, 2015), l’extraction de relations tem-
porelles qui permet de remonter la piste d’effets secondaires (LIN, CHEN et R. A.
BROWN, 2013 ; TOURILLE et al., 2017), la sélection de cohorte pour des essais cli-
niques (STUBBS, FILANNINO et al., 2019), etc.
D’autre part, depuis l’émergence de forums spécialisés en santé, tels que Doc-
tissimo et MedHelp et de Twitter, les textes rédigés en langue biomédicale par des
patients sont désormais largement étudiés, notamment à des fins de pharmacovigi-
lance et d’épidémiologie (C. C. YANG et al., 2012 ; SARKER et al., 2015 ; SINNENBERG
et al., 2017 ; BIGEARD, GRABAR et THIESSARD, 2018). BIGEARD, 2019 décrit les textes
issus des forums Doctissimo comme limités dans leur contenu, c’est-à-dire que les
informations nécessaires pour détecter le phénomène recherché (non-adhérence mé-
dicamenteuse dans le cas de ce travail de recherche) ne sont pas toujours dispo-
nibles, et de qualité orthographique variable. En effet, sur les forums et réseaux
10. https://clefehealth.imag.fr/
11. https://mimic.physionet.org/
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sociaux, les internautes ont tendance à abréger les termes en écartant les voyelles
ou en s’appuyant sur la phonétique des nombres et des lettres. La normalisation
de ces abréviations pourrait sembler facile, cependant, la grande variété de formes
abrégées pouvant exister pour chaque mot ainsi que l’apparition de nouvelles abré-
viations à travers le temps rendent la tâche plus difficile. Par exemple, tomorrow est
rencontré sous de nombreuses formes : 2mo, 2mrw, 2moro, 2morro, 2morow, 2morrow,
etc. Ainsi, l’étude d’un échantillon de tweets trouvait plus de 4 millions de mots hors
vocabulaire créées volontairement et accidentellement par les utilisateurs (F. LIU et
al., 2011). Si ces contenus générés par les internautes contiennent des informations
intéressantes et présentent un potentiel pour la recherche, leur analyse requiert des
méthodes et ressources appropriées.
À l’instar des corpus du domaine général, les corpus de textes biomédicaux
sont généralement annotés dans l’optique de résoudre différentes tâches de TALN.
Ainsi, dans le corpus GENIA, les coréférences, évènements biomédicaux, étiquettes
morpho-syntaxiques, relations ainsi que les termes du vocabulaire biomédical sont
annotés. Dans le corpus QUAERO Médical du français 12 (NÉVÉOL, GROUIN et al.,
2014), ce sont dix types d’entités cliniques qui sont annotés selon les définitions
des groupes sémantiques de l’UMLS (BODENREIDER et MCCRAY, 2003) : Anatomy,
Chemical and Drugs, Devices, Disorders, Geographic Areas, Living Beings, Objects, Phe-
nomena, Physiology, Procedures.
Approches de TALN pour le biomédical
Dans la section précédente, nous avons décrit les différents types de textes bio-
médicaux pour lesquels l’application d’approches de TALN permet notamment
l’extraction d’informations pertinentes pour les chercheurs du domaine biomédi-
cal. Nous avons aussi évoqué plusieurs tâches (anonymisation, simplification, etc.)
et activités (épidémiologie, pharmacovigilance, etc.) du domaine biomédical pour
lesquelles les approches de TALN semblent bénéfiques.
Les premiers outils de TAL biomédical sont proposés sous la forme de systèmes
à base de règles s’appuyant notamment sur des ressources termino-ontologiques
importantes du domaine biomédical. C’est le cas du système de reconnaissance
d’entités nommées de FUKUDA et al., 1998 dédié à la détection de mentions de gènes
et protéines dans des résumés d’articles récupérés sur MEDLINE. C’est aussi le cas
de NegEx (CHAPMAN et al., 2001), système pionnier dédié à la détection de la néga-
tion dans les textes cliniques, et de MetaMap 13, programme permettant notamment
d’identifier les concepts de l’UMLS dans les textes en langue biomédicale.
D’autres programmes, tels que cTAKES 14 (SAVOVA et al., 2010) ou CLAMP 15
(SOYSAL et al., 2018), reposent, selon la tâche et/ou le choix de l’utilisateur, sur des






textes cliniques (identification des sections, étiquetage morpho-syntaxique, détec-
tion de la négation et de l’incertitude, etc.) et en extraire une multitude d’informa-
tions (entités nommées, statut de fumeur des patients, etc.).
Ces dernières années, les systèmes experts, toujours largement utilisés dans le
domaine biomédical, cèdent progressivement la place aux systèmes reposant sur
l’apprentissage artificiel en raison de la disponibilité de jeux de données annotés
volumineux et des avancées du TALN. Ainsi, dans le cadre de la campagne d’éva-
luation de la Conference on Computational Natural Language Learning de 2010 (CoNLL-
2010) (FARKAS et al., 2010), ce sont les approches par machine à vecteurs de support
(SVM) et champs aléatoires conditionnels (CRF) qui sont les plus convaincantes
pour la détection de l’incertitude dans les textes biomédicaux. Lors de la campagne
i2b2 de 2012 (W. SUN, RUMSHISKY et O. UZUNER, 2013), CRF et SVM, souvent
en combinaison avec des systèmes à base de règles, obtiennent de bons résultats
pour les tâches de détection d’évènements clinique, d’expressions temporelles et de
classification des relations temporelles. Lors de la campagne i2b2 de 2014 (STUBBS,
KOTFILA et Ö. UZUNER, 2015), les systèmes d’anonymisation les plus performants
combinaient CRF et règles expertes. Lors de la campagne SemEval-2016, c’est une
approche par SVM exploitant des descripteurs lexicaux, syntaxiques et morpholo-
giques qui est la plus performante pour l’extraction d’informations temporelles dans
des données cliniques (BETHARD et al., 2016). Le système de reconnaissance d’en-
tités nommées biomédicales de HABIBI et al., 2017 combine plongements de mots
(word2vec) et réseau de neurones récurrents (LSTM-CRF) et obtient les meilleurs
résultats sur plusieurs jeux de données du domaine. Lors de la campagne d’évalua-
tion n2c2 de 2018, ce sont les réseaux de neurones récurrents ainsi que les machines
à vecteurs de support (SVM) qui obtiennent les meilleurs résultats pour les tâches
relatives à l’extraction des évènements indésirables liés aux médicaments (HENRY
et al., 2020). Cependant, lorsque les données manquent, comme dans le cas de la
tâche de sélection de cohorte pour les essais cliniques (seulement 288 patients), les
approches à base de règles sont privilégiées (STUBBS, FILANNINO et al., 2019). En-
fin, ces dernières années, les systèmes les plus performants proposés pour la classi-
fication automatique multi-étiquette de textes cliniques lors des campagnes d’éva-
luation de CLEF eHealth adoptent des approches neuronales sequence-to-sequence
(NÉVÉOL, ROBERT, GRIPPO et al., 2018) et transformer (KELLY et al., 2019).
1.1.2 Classification automatique de textes
La classification automatique de textes a pour objectif d’attribuer une ou plu-
sieurs classes à chaque texte en fonction de son contenu. Il s’agit d’une tâche fon-
damentale du TALN avec de vastes applications, telles que la catégorisation de do-
cuments et l’opinion mining, deux tâches largement étudiées en raison de la dispo-
nibilité de nombreux jeux de données annotés (AG News corpus 16, DBpedia onto-
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tâches consistent généralement à attribuer une classe à chaque document. Cepen-
dant, certaines tâches consistent à attribuer une ou plusieurs classes à chaque do-
cument (classification multi-étiquette, multi-label classification). C’est le cas du Toxic
Comment Classification Challenge 20 qui consiste à attribuer à chaque commentaire les
différents comportements toxiques exprimés (toxic, severe toxic, obscene, threat, insult
et identity hate). Un commentaire peut en effet être toxique et insultant à la fois. Dans
ce qui suit, nous présentons les approches proposées pour la classification automa-
tique de textes.
Approches de TALN pour la classification de textes
De nombreuses approches ont été élaborées pour la classification de textes. En
effet, de nombreux classifieurs à base d’arbres de décision, de règles expertes, de
SVM, des k plus proches voisins (KNN), de réseaux de neurones et bayésiens, par-
fois optimisés à l’aide de méta-algorithmes de boosting tels qu’AdaBoost (FREUND
et SCHAPIRE, 1995) ou BoosTexter (SCHAPIRE et SINGER, 2000), ont été proposés.
D’autre part, avant toute classification, l’une des tâches les plus fondamentales à ac-
complir est celle de la représentation des documents et de la sélection des descrip-
teurs. Cette tâche est particulièrement importante pour la classification de textes en
raison de la grande dimensionnalité des descripteurs et de l’existence de descrip-
teurs non pertinents. Les textes peuvent être représentés de différentes façons. La
représentation par sac de mots, très répandue en recherche d’information, consiste à
représenter un document par un ensemble de mots ainsi que leurs fréquences dans
chaque document, et ce indépendamment de l’ordre réel des mots dans le docu-
ment. Il est aussi possible de représenter le texte directement sous forme de chaînes
de caractères, où chaque document est une séquence de mots. Des méthodes de pré-
traitement, telles que la suppression des mots vides ainsi que la racinisation, ont
longtemps été utilisées afin de sélectionner les descripteurs avant la classification.
L’indice de Gini, l’entropie de Shannon, l’information mutuelle, le test du χ2, l’in-
dexation sémantique latente et bien d’autre méthodes de sélection de descripteurs
ont aussi été largement utilisées pour la sélection de descripteurs avant la classi-
fication. Aujourd’hui, la plupart des approches proposées pour la classification de
textes reposent sur les réseaux de neurones à la fois pour générer la représentation
vectorielle des mots (plongements de mots) et pour la classification. Le domaine
de la classification de texte est si vaste qu’il est difficile de couvrir l’ensemble des
approches proposées dans ce manuscrit. Par conséquent, dans ce qui suit, nous pré-
sentons les approches les plus performantes proposées à ce jour sur plusieurs jeux
de données.
R. JOHNSON et T. ZHANG, 2016 proposent plusieurs approches pour la catégori-
sation de documents et l’opinion mining. Celles-ci consistent à entraîner des plonge-
ments de régions textuelles (text region embeddings) en utilisant des couches LSTM
et CNN. Les meilleurs résultats sont obtenus par la combinaison de multiples plon-
gements par CNN et LSTM : 94,1 % d’accuracy sur IMDB ainsi qu’un taux d’erreurs
20. https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
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de 2,90 % sur Yelp (classification binaire), de 0,62 % sur DBpedia et de 6,57 % sur le
corpus AG News.
ULMFiT (HOWARD et RUDER, 2018), pour Universal Language Model Fine-tuning,
est une méthode d’apprentissage par transfert (transfer learning) qui peut être ap-
pliquée à n’importe quelle tâche de TALN. Les auteurs proposent aussi plusieurs
techniques pour le réglage fin (fine-tuning) de modèles de langage (language models).
ULMFiT comprend trois étapes. Dans un premier temps, le modèle de langage est
entraîné sur un corpus généraliste afin de capturer des descripteurs généralistes
dans différentes couches. Ensuite, ce modèle est affiné sur les données de la tâche
cible en utilisant le fine-tuning discriminant (Discr) et un taux d’apprentissage dyna-
mique (augmentation linéaire au début qui décline linéairement ensuite, slanted tri-
angular learning rates, STLR) afin d’apprendre les descripteurs spécifiques à la tâche
cible. Enfin, le classifieur est affiné sur la tâche cible en utilisant le dégel progressif
(gradual unfreezing), le Discr et le STLR, afin de préserver les représentations de bas-
niveau et adapter celles de haut niveau. Cette approche obtient de bons résultats sur
plusieurs jeux de données : 95,4 % d’accuracy sur IMDB ainsi qu’un taux d’erreurs
de 2,16 % sur Yelp (classification binaire), de 0,80 % sur DBpedia et de 5,01 % sur le
corpus AG News.
Basée sur BERT, l’approche de C. SUN et al., 2019 consiste à adapter BERT à
la tâche cible en appliquant plusieurs méthodes de fine-tuning. Empiriquement, les
auteurs déterminent : la couche de BERT la plus pertinente pour la tâche cible, les
parties des textes à tronquer, le taux d’apprentissage nécessaire afin d’éviter le pro-
blème de l’oubli catastrophique (catastrophic forgetting), etc. De plus, plusieurs mé-
thodes de pré-entraînement supplémentaires sont expérimentées afin d’obtenir des
modèles pré-entraînés spécifiques aux tâches, spécifiques aux domaines ou de do-
maines croisés. Des modèles multi-tâches sont aussi obtenus par fine-tuning. Si la
plupart de ces modèles obtiennent de bon résultats sur plusieurs tâches et différents
jeux de données, les meilleurs modèles obtiennent : 95,79 % d’accuracy sur IMDB
et un taux d’erreurs de 1,81 % sur Yelp (classification binaire). D’autre part, BERT
(DEVLIN et al., 2019) obtient un taux d’erreurs 0,64 % sur DBpedia.
XLNet (Zhilin YANG et al., 2019) est une méthode de pré-entraînement autoré-
gressif généralisé qui permet d’apprendre des contextes bidirectionnels en maximi-
sant la probabilité attendue sur toutes les permutations de l’ordre de factorisation.
Cette méthode dépasse les limites de BERT grâce à sa formulation autorégressive.
Actuellement, cette approche obtient les meilleurs résultats sur de nombreux jeux
de données et tâches : 96,21 % d’accuracy sur IMDB ainsi qu’un taux d’erreurs de
1,55 % sur Yelp (classification binaire), de 0,62 % sur DBpedia et de 4,49 % sur le
corpus AG News.
Les approches que nous venons de présenter sont dédiées à la classification bi-
naire ou multi-classe de textes. En 1.2, nous présentons la tâche de classification
à laquelle nous nous intéressons plus spécifiquement dans ce manuscrit. Il s’agit
d’une tâche de classification multi-étiquette de textes cliniques. Dans ce qui suit,
nous présentons plusieurs approches récemment proposées pour la classification
multi-étiquette de textes.
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CHALKIDIS et al., 2019 mettent à disposition un nouveau jeu de données multi-
étiquette composé de documents législatifs de l’Union européenne en anglais
(57 000 documents, 4 271 classes). Plusieurs approches par réseaux de neurones (Zi-
chao YANG et al., 2016 ; WYDMUCH et al., 2018 ; RIOS et KAVULURU, 2018, BERT,
etc.) sont proposées pour la classification et les résultats sont donnés selon plusieurs
critères : pour toutes les classes, pour les classes les plus fréquentes, pour les classes
faiblement présentes et pour les classes sans exemple dans le jeu de données d’en-
traînement (zero-shot learning). Selon les trois premiers critères, BERT est de loin
l’approche la plus efficace, cependant les résultats qu’il montre en zero-shot learning
sont extrêmement faibles. Dans ce contexte, le ZERO-BIGRU-LWAN (Zero Bidi-
rectionnal Gated Reccurent Unit Label-Wise Attention Network), un modèle spé-
cifiquement entraîné pour le zero-shot learning, obtient des résultats très largement
supérieurs à ceux des autres approches.
CARTA et al., 2019 réalisent deux ensembles d’expérimentations dans le but de
comparer plusieurs approches de plongements de mots (Glove, fastText, word2vec,
etc.) pour la classification multi-étiquette de commentaires toxiques. Ainsi, un clas-
sifieur par régression logistique est entraîné sur les données du Toxic Comment Clas-
sification Challenge (1) en combinaison de chaque modèle de plongements lexicaux
conformément aux jeux de données et (2) en validation croisée à 10 plis. Les résultats
montrent que l’utilisation de plongements lexicaux entraînés sur les données du do-
maine surpassent toujours les modèles pré-entraînés généralistes. Par eilleurs, une
baisse de résultats est observée en validation croisée.
1.1.3 Étiquetage de séquences
Dans le domaine du TALN, le terme étiquetage de séquences (sequence labeling)
rassemble les tâches de reconnaissance de motifs et consiste à attribuer une étiquette
catégorielle à chaque token (caractère, mot, ponctuation, etc.) d’une séquence. Parmi
ces tâches, l’étiquetage morpho-syntaxique (part-of-speech tagging, POS tagging), qui
consiste à attribuer à chaque token d’une phrase sa nature (catégorie grammaticale,
ponctuation, etc.), ainsi que la reconnaissance d’entités nommées (named entity recog-
nition, NER), qui consiste à détecter les entités nommées (nom propres et sigles rela-
tifs à des personnes, lieux, entreprises, produits, etc.) dans les textes non-structurés
et à les classer selon des classes pré-déterminées, sont sans doute celles qui ont
reçu le plus d’attention de la part des chercheurs. Ces deux tâches sont représen-
tatives des deux sous-ensembles de tâches d’étiquetage de séquences, d’étiquetage
de tokens et d’étiquetage d’entités/portées. En effet, l’étiquetage morpho-syntaxique
consiste à attribuer une classe à chaque token (Il est un pronom personnel, n’ un ad-
verbe, etc. (exemple 1 plus bas)), tandis que les entités nommées et portées sont sou-
vent composées de plusieurs tokens et étiquetées en BIO (begin, inside, outside) dans
la plupart des corpus (comme par exemple B-ORG : begin organisation ou I-ORG :
inside organisation (exemple 2 plus bas)) :
1. Il/PRO :PER, n’/ADV, y/PRO :PER, a/VER :pres, pas/ADV, de/PRP,
fièvre/NOM, ./SENT
2. Centre/B-ORG, Hospitalier/I-ORG, Universitaire/I-ORG, de/I-ORG,
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Rennes/I-ORG, ./O
Dans ce qui suit, nous présentons une selection d’approches de TALN proposées
pour l’étiquetage morpho-syntaxique ainsi que la NER.
Approches de TALN pour l’étiquetage de séquences
Les premiers systèmes de TALN pour l’étiquetage morpho-syntaxique sont pro-
posés dès les années 1960. Par exemple, KLEIN et SIMMONS, 1963 proposent leur
Computational Grammar Coder, une approche mixte, combinant un dictionnaire de
moins de 2 000 entrées et un système de règles permettant de reconnaître la structure
grammaticale de la phrase et donc d’annoter les mots hors dictionnaires. Testé sur
plusieurs pages de textes scientifiques, ce système atteint plus de 90 % de mots cor-
rectement étiquetés. Cependant, les auteurs indiquent que l’ambiguïté structurelle
dans les langues naturelles est un problème majeur pour le développement de sys-
tèmes de TALN. Dans les années 1990, Eric Brill (BRILL, 1992 ; BRILL, 1994) propose
un système à base de règles qui acquiert automatiquement ses règles et étiquettes
avec une accuracy (exactitude) comparable à celle des systèmes par apprentissage
artificiel qui, dès les années 1980, sont privilégiés pour cette tâche.
Les premières approches par apprentissage artificiel pour le POS tagging sont
proposées dans les années 1980. Ainsi, JELINEK, 1985 propose un système reposant
sur les chaînes de Markov qui atteint une accuracy de 97 % sur le jeu de données
de test. CUTTING et al., 1992 propose une approche basée sur un modèle de Mar-
kov caché (hidden markov model, HMM). Ce modèle est entraîné sur un lexique ainsi
que des textes non-annotés. Il montre de bons résultats avec jusqu’à 96 % des to-
kens correctement étiquetés. D’autre part, SCHMID, 1994b propose TreeTagger, un
système d’étiquetage probabiliste qui estime les probabilités de transition à partir
d’un arbre de décision afin d’éviter les problèmes rencontrés par les systèmes ba-
sés sur les modèles de Markov lorsqu’ils doivent estimer les probabilités de transi-
tion à partir de données éparses. Ce système atteint 96,36 % d’accuracy sur le Penn-
Treebank. SCHMID, 1994a propose aussi Net-Tagger, un système reposant sur les
réseaux de neurones dont les performances sont comparables à celles de CUTTING
et al., 1992. Dans un autre travail, LAFFERTY, MCCALLUM, PEREIRA et al., 2001 pré-
sentent et exploitent les champs aléatoires conditionnels (conditional random fields,
CRF), un framework pour l’élaboration de modèles probabilistes, pour la segmen-
tation et l’étiquetage des données séquentielles. Testées sur le Penn-Treebank, les
performances des CRF sont supérieures à celles des HMM. Depuis 2002, les jeux de
données (entraînement, validation, test) du Penn-Treebank sont standardisées selon
le découpage de COLLINS, 2002. Parmi les approches les plus performantes, le sys-
tème de X. SUN, 2014, qui atteint une accuracy de 97.36 %, repose sur une approche
par CRF et régularisation de structure afin de contrôler le surentraînement struc-
turel. L’approche la plus performante de Z. HUANG, W. XU et YU, 2015 repose sur
un réseau de neurones récurrents long short-term memory bidirectionnel avec prédic-
tion par CRF (BiLSTM-CRF) qui atteint une accuracy de 97.55 %. L’approche de MA
et HOVY, 2016 repose sur un réseau de neurones LSTM-CNNs-CRF bidirectionnel
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où le plongement de caractères pour chaque mot est calculé par un réseau de neu-
rones convolutifs (CNN). Le vecteur résultant de cette opération est concaténé avec
le plongement de mots avant d’être traité par le BiLSTM. Ce système atteint une ac-
curacy de 97.55 %. flair (AKBIK, BLYTHE et VOLLGRAF, 2018), qui atteint une accuracy
de 97.85 %, repose sur un BiLSTM-CRF ainsi que des plongements de chaînes de
caractères contextualisés. Enfin, l’approche de BOHNET et al., 2018 repose à la fois
sur des plongements de caractères et de mots contextualisés au niveau de la phrase
obtenus à partir de BiLSTM suivis de perceptrons multicouches (MLP), ainsi que
sur un Meta-BiLSTM. Dans le modèle Meta-BiLSTM, pour chaque mot, les plon-
gements de caractères et de mots contextualisés sont concaténés puis traités par un
BiLSTM afin de créer un plongement contextualisé supplémentaire. Ce plongement
est ensuite traité par un MLP dont la sortie est traitée par une fonction d’activation
linéaire afin de prédire l’étiquette. Ce système atteint une accuracy record de 97,96 %
Les premiers articles de recherche concernant la NER sont présentés dans les
années 1990. Par exemple, RAU, 1991 propose un système à base de règles, de listes
d’exceptions et d’une analyse de corpus approfondie pour la détection de noms
d’entreprises et de leurs références ultérieures. Afin de détecter ces dernières, le
système de règles génère les variations les plus probables de ces noms. Testé sur plus
d’un million de mots provenant d’articles de presse financière, le système atteint une
accuracy de 95 %.
Cependant, les approches par apprentissage artificiel, telles que les HMM (BIKEL
et al., 1997), arbres de décision (SEKINE, 1998), SVM (ASAHARA et MATSUMOTO,
2003) et CRF (MCCALLUM et W. LI, 2003), sont rapidement adoptées. Le jeu de
données proposé lors de la campagne d’évaluation de CoNLL-2003 (SANG et DE
MEULDER, 2003) est l’un des plus utilisé aujourd’hui. Parmi les approches les plus
performantes sur ce jeu de données, flair obtient une F-mesure de 93,09 %. Le sys-
tème de STRAKOVÁ, STRAKA et HAJIC, 2019 combine un BiLSTM-CRF enrichi avec
les plongements contextualisés de BERT (Bidirectional Encoder Representations from
Transformers) (DEVLIN et al., 2019), ELMo (PETERS et al., 2018) et flair afin d’obte-
nir une F-mesure de 93,38 %. L’approche de JIANG et al., 2019 combine un réseau
de neurones récurrents et I-DARTS (Improved Differentiable Architecture Search), une
version améliorée DARTS (H. LIU, SIMONYAN et Y. YANG, 2019). DARTS est une
méthode de neural architecture search (NAS) visant à automatiser la conception de
réseaux de neurones artificiels qui est basée sur le relâchement de la représentation
de l’architecture neuronale, ce qui permet d’obtenir une NAS efficace en utilisant la
descente de gradient. I-DARTS obtient une F-mesure de 93,47 %. Enfin, BAEVSKI et
al., 2019 présente une nouvelle approche pour le pré-entraînement d’un transformer
bidirectionnel. Ce modèle résout des tâches de type texte à trous, où chaque mot est
effacé et doit être prédit à partir du reste du texte. Proposé par VASWANI et al., 2017,
le tranformer est un modèle d’apprentissage profond basé uniquement sur des mé-
canismes d’attention. Les plongements de mots contextualisés produits par BERT
sont, par exemple, issus de tranformers bidirectionnels. Cette approche obtient une
F-mesure 93,5 %.
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1.2 Classification multi-étiquette de textes cliniques
Depuis 2005, le Programme de Médicalisation des Systèmes d’Information (aussi
connu comme le PMSI), à l’origine présenté comme un outil épidémiologique et de
connaissance de l’activité des établissements de santé, est utilisé comme outil d’allo-
cation budgétaire. En effet, le mode de financement des établissements de santé fran-
çais est désormais basé sur la tarification à l’activité. Ce mode de financement, visant
à réduire les inégalités de ressources entre les établissements de santé, consiste à les
financer selon la nature et le volume de leurs activités. Par exemple, d’après les tarifs
du 1er mars 2019 en Médecine Chirurgie Obstétrique 21, une séance de chimiothéra-
pie pour tumeur est évaluée à 383,11 €.
Afin d’obtenir ce financement, les établissements de santé français doivent rap-
porter les codes issus de la Classification Internationale des Maladies, 10ème révision
(CIM-10) correspondant aux actes médicaux, consultations et autres prestations réa-
lisés. L’étiquetage manuel des documents cliniques étant à la fois complexe et chro-
nophage, le développement de systèmes visant à étiqueter automatiquement ces
documents intéresse fortement les établissements de santé. Dans ce contexte, dès
2007, le Computational Medicine Challenge (PESTIAN et al., 2007) était dédié à l’attri-
bution de codes CIM-9 à un ensemble de rapports de radiologie en anglais. RUCH
et al., 2008 fut le premier travail de ce genre en français.
Dans la suite de cette section, nous décrivons La Classification Internationale des
Maladies, les jeux de données annotés, ainsi que les systèmes les plus performants
proposés pour la classification automatique de textes cliniques avec la CIM-10.
1.2.1 La Classification Internationale des Maladies
La Classification Internationale des Maladies, dont l’appellation complète est
Classification Statistique Internationale des Maladies et des Problèmes de Santé
Connexes, est une classification médicale hiérarchisée contenant plusieurs milliers
de codes relatifs à de nombreux diagnostics et situations cliniques ou sociales. Cette
classification est publiée par l’Organisation Mondiale de la Santé (OMS) et est utili-
sée par de nombreux pays Membres à travers le monde.
La CIM-10 correspond à la 10ème révision de la classification. Elle est composée
de 22 chapitres et 14 400 codes (jusqu’à 16 000 avec les sous-classifications faculta-
tives). Actuellement utilisée par le système de santé français, elle permet d’obtenir
une représentation structurée et standardisée de textes cliniques et sert notamment
d’outil de connaissance de l’activité des établissements de santé. Cette classification
est mise à jour quand jugée nécessaire. Par exemple, la mise à jour du 21/10/2019
a permis d’ajouter le code U07.0 Affection liée au vapotage 22. Comme indiqué, la
classification des codes est hiérarchique. Par exemple, le code A00 Choléra possède
21. https://www.atih.sante.fr/tarifs-mco-et-had
22. https://www.atih.sante.fr/cim-10-fr-2019-usage-pmsi
26 Chapitre 1. État de l’art
plusieurs enfants : A000 Choléra à Vibrio cholerae 01, biovar cholerae, A001 Cho-
léra à Vibrio cholerae 01, biovar El Tor, ainsi que A009 Choléra, sans précision, tel
qu’illustré dans la figure 1.1.
FIGURE 1.1 – Le code CIM-10 A00 Choléra et ses enfants, capture
d’écran du site : https://www.aideaucodage.fr/cim-a00
La CIM-11, publiée en mai 2019, rentrera en application à compter du 1er janvier
2022 23. Conçue pour être plus simple à utiliser que la CIM-10, la CIM-11 adopte
une infrastructure ontologique.
1.2.2 Jeux de données annotées
Par définition, le PMSI s’applique aux données hospitalières et cliniques proté-
gées par le secret médical. Par conséquent, malgré l’existence de grands volumes de
données annotées, il est très difficile d’y avoir accès et de les partager. Depuis 2013, le
CLEF eHealth Evaluation Lab propose chaque année une ou plusieurs campagnes
d’évaluation sur le thème de l’extraction d’information. Depuis 2016, l’une de ces
campagnes d’évaluations consiste à confronter les méthodes de plusieurs équipes
de recherche à l’étiquetage automatique de codes CIM-10. Les données étant sen-
sibles, elles ne sont accessibles qu’après avoir rempli et signé un formulaire d’accord
d’utilisation des données qui contraint le signataire, entre autres, à ne pas redistri-
buer ou divulguer le contenu du corpus à un tiers non autorisé. Dans cette section,
nous décrivons les corpus de données cliniques utilisés lors des campagnes d’éva-
luation de 2016 à 2018 pour cette tâche. En 2019, la tâche impliquait l’annotation
automatique de résumés non-technique d’expérimentations animales en allemand
(KELLY et al., 2019). En 2020, la campagne d’évaluation se concentrera sur le codage
automatique de textes cliniques en espagnol.
Corpus CépiDC. Utilisé lors de plusieurs compétitions (NÉVÉOL, K Bretonnel
COHEN et al., 2016 ; NÉVÉOL, ROBERT, ANDERSON et al., 2017 ; NÉVÉOL, ROBERT,
GRIPPO et al., 2018), le corpus CépiDC a été fourni par l’Institut national de la santé
et de la recherche médicale (Inserm). Le corpus est composé de certificats de décès
collectés auprès de médecins de ville et d’hôpitaux en France entre 2006 et 2015. Les
certificats de décès sont des documents standardisés complétés par les médecins
23. https://www.who.int/classifications/icd/en/
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pour rendre compte de la mort de patients. Conformément aux normes internatio-
nales de l’OMS, les certificats de décès sont composés de deux parties. La première
partie présente les principaux évènements qui ont conduit au décès du patient. La
seconde partie décrit les affections contributives qui ne sont pas directement impli-
quées dans le décès du patient. Les deux parties sont remplies manuellement par
le médecin. Le codage CIM-10 est, quant à lui, est effectué indépendamment du si-
gnalement par le médecin. Les certificats de décès sont stockés dans deux fichiers :
un fichier de texte brut dans lequel le médecin écrit le rapport et un fichier conte-
nant les codes correspondants. Le second fichier peut contenir du texte normalisé
appuyant les décisions de codage. Ce fichier peut être utilisé pour la création de
dictionnaire afin d’assister le codage. Les statistiques présentées dans le tableau 1.1
rendent compte de l’évolution du corpus CépiDC à travers les campagnes d’évalua-
tion successives. Notons qu’entre 2016 et 2018, le nombre de certificats a augmenté
d’environ 46 %. Par ailleurs, depuis 2017, le corpus CépiDC est disponible dans une
version alignée. Dans cette version, exemplifiée dans le tableau 1.2, les lignes des
certificats, le texte normalisé et les codes leurs correspondant sont alignés.
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Corpus CDC. Utilisé lors d’une campagne d’évaluation (NÉVÉOL, ROBERT,
ANDERSON et al., 2017), le corpus CDC a été fourni par les Centres pour le contrôle
et la prévention des maladies (Centers for Disease Control and Prevention, CDC).
Il se compose de certificats de décès en texte libre collectés aux États-Unis au cours
de l’année 2015. Tous les décès rapportés dans ce corpus sont dus à des causes na-
turelles, c’est-à-dire qu’aucun décès lié à une blessure n’y est inclus. Le tableau 1.3
présente les statistiques liées à ce corpus. Notons que CDC contient bien moins de
certificats et de codes CIM-10 uniques que son équivalent français de 2017 mais que
la moyenne de tokens par certificat est bien plus élevée : 52 tokens pour CDC, 6
pour CépiDC.
TABLEAU 1.3 – Statistiques du corpus CDC (NÉVÉOL, ROBERT,
ANDERSON et al., 2017)
Entraînement (2015) Test (2015)
Certificats 13 330 6 665
Lignes 32 714 14 834
Tokens 990 442 42 819
Codes CIM-10 (total) 39 334 18 928
Codes CIM-10 (Unique) 1 256 900
Codes CIM-10 non vu (Unique) - 157
Corpus KSH-HU. Utilisé lors d’une campagne d’évaluation (NÉVÉOL, ROBERT,
GRIPPO et al., 2018), le corpus KSH-HU a été fourni par l’Office central de statis-
tiques en Hongrie (Hungarian Central Statistical Office, KSH). Le corpus se compose
d’un échantillon de certificats de décès en texte libre extraits au hasard et recueillis
auprès de médecins en Hongrie pour l’année de décès 2016. Il n’y a pas de certifi-
cat informatisé dans ce pays : donc contrairement au corpus français, ce corpus ne
contient que les décès signalés à l’aide de formulaires papier, puis transcrits infor-
matiquement.
TABLEAU 1.4 – Statistiques du corpus KSH-HU
(NÉVÉOL, ROBERT, GRIPPO et al., 2018)
Entraînement (2016) Test (2016)
Certificats 84 703 21 176
Lignes 324 266 81 291
Tokens 666 839 167 507
Codes CIM-10 (total) 392 020 98 264
Codes CIM-10 (Unique) 3 124 2 011
Codes CIM-10 non vu (Unique) - 202
Corpus ISTAT-IT. Utilisé lors d’une campagne d’évaluation (NÉVÉOL, ROBERT,
GRIPPO et al., 2018), le corpus ISTAT-IT a été fourni par l’Institut national italien de
statistique (Istituto nazionale di statistica, Istat, ISTAT). Afin de proposer un corpus
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réaliste tout en préservant la confidentialité, le corpus est composé de faux certificats
créés à partir de certificats de décès authentiques correspondant à différentes années
de codage. En effet, chaque ligne d’un faux certificat provient d’un certificat réel
différent, tout en assurant une cohérence thématique et en préservant la chaîne des
causes de décès. La cohérence de l’âge et du sexe a également été préservée. Les
certificats synthétiques ont ensuite été codés comme s’ils signalaient de véritables
décès pour 2016.
TABLEAU 1.5 – Statistiques du corpus ISTAT-IT
(NÉVÉOL, ROBERT, GRIPPO et al., 2018)
Entraînement (2016) Test (2016)
Certificats 14 502 3 618
Lignes 49 825 12 602
Tokens 666 839 167 507
Codes CIM-10 (total) 60 955 15 789
Codes CIM-10 (Unique) 1 443 903
Codes CIM-10 non vu (Unique) - 100
1.2.3 Systèmes de classification
Dans cette section, nous décrivons les systèmes les plus performants proposés
par les équipes de recherche lors des campagnes d’évaluation de CLEF eHealth de
2016 à 2018, ainsi que les résultats obtenus.
Les systèmes de classification sont évalués à l’aide des trois métriques suivantes :
la précision, qui quantifie la pertinence de l’étiquetage, le rappel, qui quantifie la
sensibilité de l’étiquetage, ainsi que la moyenne harmonique de la précision et du
rappel notée F-mesure ou F1.
Précision =
Vrai positi f
Vrai positi f + Faux positi f
Rappel =
Vrai positi f
Vrai positi f + Faux négati f
F−mesure = 2 · Précision · Rappel
Précision + Rappel
CLEF eHealth Evaluation Lab 2016
Lors de l’édition 2016, une équipe se distingue des autres par ses résultats. En
effet, l’équipe Erasmus MC (VAN MULLIGEN et al., 2016) obtient des résultats qui
se positionnent largement au-dessus de ceux des autres équipes (voir tableau 1.6).
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Équipe Erasmus MC. Cette équipe propose une approche basée sur les diction-
naires. En effet, deux terminologies de la CIM-10 sont construites sur la base des
données d’entraînement fournies par les organisateurs. Le Solr text tagger est uti-
lisé avec ces terminologies pour indexer les certificats de décès et générer des codes.
Un filtrage de score de précision est appliqué pour améliorer la précision finale.
Équipe ERIC-ECSTRA. Arrivée deuxième, cette équipe propose deux approches.
La première approche est basée sur l’allocation de Dirichlet latente, méthode pro-
babiliste de la famille des topic models. Cette méthode s’appuie sur les structures
thématiques latentes afin de prédire les codes CIM-10 correspondants. La seconde
approche est basée sur un classifieur SVM avec une représentation des textes par
sacs de mots.
TABLEAU 1.6 – 4 meilleurs résultats sur le corpus CépiDC 2016
(NÉVÉOL, K Bretonnel COHEN et al., 2016)
Corpus Équipe Précision Rappel F-mesure
CépiDC
Erasmus-run2 88,6 81,3 84,8
Erasmus-run1 89,0 80,3 84,4
ERIC-ECSTRA-run2 88,2 65,5 75,2
ERIC-ECSTRA-run1 81,1 61,5 70,0
CLEF eHealth Evaluation Lab 2017
Lors de l’édition 2017, deux équipes se distinguent des autres par leurs résul-
tats (voir tableau 1.7). Les équipes KFU (MIFTAHUTDINOV et TUTUBALINA, 2017) et
LIMSI (ZWEIGENBAUM et LAVERGNE, 2017).
Équipe KFU. Arrivée première sur le corpus CDC, cette équipe propose une mé-
thode par apprentissage profond, sequence-to-sequence, basée sur les réseaux de neu-
rones récurrents. En séquence d’entrée, le système prend le texte brut et donne en
séquence de sortie les codes CIM-10 prédits. Le corpus et le dictionnaire fournis ont
été utilisés pour l’entraînement. Cette équipe ne propose pas de résultats sur les jeux
de données CépiDC.
Équipe LIMSI. Arrivée première sur les jeux de données français et seconde sur
le corpus CDC, cette équipe propose deux approches. La première approche utilise
une méthode par apprentissage automatique supervisé (SVM multi-étiquette, avec
unigrammes, bigrammes et année de codage pour le français). La seconde approche
utilise une méthode hybride, par dictionnaire et SVM multi-étiquette.
Équipe SIBM. Arrivée seconde sur les jeux de données français, cette équipe pro-
pose une approche basée sur une extraction de termes effectuée au niveau de la
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phrase. L’extraction se fait en trois étapes. Lors de la tokenisation, le texte est dé-
coupé en phrases, puis en mots. Les mots vides sont filtrés et la vérification ortho-
graphique est effectuée à l’aide de la bibliothèque Enchant 24. Lors de la sélection des
codes candidats, une méthode basée sur l’algorithme de codage phonétique Double
Metaphone (PHILIPS, 2000) est utilisée pour la recherche approximative de termes.
Les codes candidats sont alors classés par la combinaison de la plus longue sous-
chaîne de caractères en commun et d’algorithmes de correspondance approximative
(fuzzy match). Le candidat avec le score le plus élevé est conservé en tant que code
CIM-10 correspondant à la phrase. Avec le meilleur résultat officiel sur le corpus
CépiDC, cette méthode obtient des résultats largement inférieurs à ceux de l’équipe
LIMSI.
TABLEAU 1.7 – Résultats de la campagne d’évaluation de CLEF
eHealth 2017 (NÉVÉOL, ROBERT, ANDERSON et al., 2017)
Corpus Équipe Précision Rappel F-mesure
CDC
KFU-run1 89,3 81,1 85,0
KFU-run2 89,1 81,2 85,0
LIMSI-run2 89,9 80,1 84,7
CépiDC
LIMSI-run2 87,2 78,4 82,5
LIMSI-run1 88,3 76,0 81,7
SIBM-run1 85,7 68,9 76,4
CépiDC aligné
LIMSI-run2 85,4 88,1 86,7
LIMSI-run1 86,5 86,5 86,5
SIBM-run1 83,5 77,5 80,4
CLEF eHealth Evaluation Lab 2018
Lors de l’édition 2018, une équipe se distingue des autres par ses résultats. En
effet, l’équipe IxaMed (ATUTXA et al., 2018) obtient les meilleurs résultats sur tous
les corpus (voir tableau 1.8).
Équipe IxaMed. Comme KFU en 2017, cette équipe utilise une approche neuro-
nale sequence-to-sequence qui, indépendamment de la langue, encode une séquence
de tokens de taille variable (document, phrase) en une séquence de représenta-
tions vectorielles, et décode ces représentations en une séquence de tokens en sortie
(codes CIM-10).
Équipe IAM-ISPED. COSSIN et al., 2018 utilisent une approche par dictionnaire
afin d’assigner des codes CIM-10 à chaque ligne. Pour chaque phrase, leur système
utilise trois techniques de recherche : par correspondance parfaite, par correspon-
dance d’abréviations et par distance de Levenshtein. La recherche par correspon-
dance d’abréviations utilise un dictionnaire d’abréviations tandis que la distance de
Levenshtein est utilisée pour détecter les fautes de frappe. Deux systèmes sont sou-
mis : un système utilise un dictionnaire de 148 447 termes et 6 392 codes, l’autre un
24. https://abiword.github.io/enchant/
34 Chapitre 1. État de l’art
dictionnaire de 42 439 termes et 3 539 codes. Cette méthode obtient de bons résultats
sur CépiDC aligné.
Équipe LSI-UNED. ALMAGRO et al., 2018 ont exploré deux approches alterna-
tives très compétitives pour l’attribution de codes CIM-10 aux certificats de décès.
La première approche par apprentissage supervisé utilise SVM et réseau de neu-
rones afin de profiter des données d’entraînement en générant des modèles en One-
Vs-Rest (OVR) pour les codes CIM-10 les plus fréquents. Cependant, étant donné
que peu d’exemples sont disponibles pour représenter certains codes CIM-10, une
méthode non-supervisée basée sur des techniques de recherche d’information est
proposée afin d’obtenir un meilleur rappel.
TABLEAU 1.8 – Résultats de la campagne d’évaluation de CLEF
eHealth 2018 (NÉVÉOL, ROBERT, GRIPPO et al., 2018)
Corpus Équipe Précision Rappel F-mesure
CépiDC
IxaMed-run1 87,2 59,7 70,9
IxaMed-run2 87,7 58,8 70,4
LSI-UNED-run1 84,2 55,6 67,0
LSI-UNED-run2 87,9 54,0 66,9
CépiDC aligné
IxaMed-run2 84,1 83,5 83,8
IxaMed-run1 84,6 82,2 83,4
IAM-run2 79,4 77,9 78,6
IAM-run1 78,2 77,2 77,7
KSH-HU
IxaMed-run2 97,0 95,5 96,3
IxaMed-run1 96,8 95,4 96,1
LSI UNED-run2 94,6 91,1 92,8
LSI UNED-run1 93,2 92,2 92,7
ISTAT-IT
IxaMed-run1 96,0 94,5 95,2
IxaMed-run2 94,5 92,2 93,4
LSI UNED-run1 91,7 87,5 89,5
LSI UNED-run2 93,1 86,1 89,5
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1.3 Détection de la négation et de l’incertitude
Le Dictionnaire de l’Académie française (9ème édition) 25 définit la négation
comme l’énoncé qui rejette comme faux, qui déclare faux, une proposition ou un ju-
gement, ou bien, du point de vue de la linguistique, comme la construction utilisée
pour nier ou pour exprimer le refus. L’incertitude y est, quant à elle, définie comme
le caractère de ce qui est incertain, douteux ou imprévisible. Ces définitions géné-
riques n’indiquent aucune piste pour permettre de repérer ces phénomènes dans les
textes, mais laissent supposer une grande variété de réalisations linguistiques.
Ainsi, en 1.3.1, nous décrivons succinctement la négation et l’incertitude du point
de vue de la linguistique. Ensuite, en 1.3.2, nous présentons les corpus annotés avec
la négation et/ou l’incertitude. Enfin, en 1.3.3, nous présentons les méthodes de
détection automatique de la négation et de l’incertitude, par système expert et par
apprentissage supervisé, proposées dans la littérature scientifique.
1.3.1 Négation et incertitude
La négation
Du point de vue de la linguistique, la négation est une opération qui établie
comme fausse une proposition exprimée. Cette opération a été abordée dans de très
nombreux ouvrages. En effet, SEIFERT et WELTE, 1987 recensait près de 3 200 livres
et articles traitant de la négation dans de nombreuses langues. Dans MULLER, 1991,
l’auteur examine toutes les formes de la négation en français, leur syntaxe, leur sé-
mantique, et établit des comparaisons avec les autres langues romanes. HORN, 2001
propose une synthèse des travaux passés et actuels sur la structure, le sens et l’utili-
sation de la négation et des expressions négatives du point de vue de la philosophie,
de la psychologie et de la linguistique.
Dans les textes, les opérations de négation sont construites à partir de marqueurs
que l’on retrouve dans plusieurs catégories grammaticales. Les marqueurs de néga-
tion sont tous les mots, groupes de mots et unités morphologiques qui permettent
d’exprimer la négation. Dans le tableau 1.9, nous présentons une liste non exhaus-
tive de marqueurs de négation dans les langues avec lesquelles nous travaillons :
l’anglais, le français ainsi que le portugais. Nous les classons selon leurs natures
grammaticales, affixes compris. Nous constatons que la négation peut être exprimée
par une grande variété de marqueurs. En outre, nous constatons que certains mar-
queurs sont communs à plusieurs langues. C’est notamment le cas pour les préfixes
im- et in- dans les trois langues, pour l’adverbe jamais en français et portugais, ainsi
que pour les marqueurs non- et absent en français et anglais. D’autre marqueurs sont
spécifiques à chaque langue. C’est le cas du suffixe -less en anglais et de la particule
ne en français, auxquels nous ne trouvons pas d’équivalents dans les deux autres
langues. Par ailleurs, certains marqueurs multi-mots, tels que ni[...]ni et ses traduc-
tions nem[...]nem et neither[...]nor, fonctionnent de la même manière dans les trois
25. https://www.dictionnaire-academie.fr/
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langues. En français, certains marqueurs présentent des ambiguïtés liées à l’homo-
nymie et au contexte d’emploi des termes. Dans les exemples présentés ci-dessous,
les marqueurs et homonymes sont soulignés.
Dans l’exemple (1), le nom commun pas ne doit pas être confondu avec son
homonyme adverbe de négation. Dans l’exemple (2), la phrase contient soit l’ad-
verbe plus comparatif de beaucoup de/davantage de ou l’adverbe de négation plus.
La particule ne n’étant pas utilisée, la désambiguïsation lexicale du mot ne peut
être faite que par le contexte ou les prononciations, plus (comparatif de beaucoup
de) étant prononcé \plys\ et plus (négation) \ply\. Puisque nous travaillons uni-
quement avec du texte libre, la désambiguïsation doit donc être faite au niveau du
contexte, c’est-à-dire des phrases précédentes ou suivantes. Dans l’exemple (3), le
contexte donné dans la phrase précédente confirme l’utilisation de la négation dans
la seconde. Dans l’exemple (4), à l’inverse, son homonyme est employé. En outre,
certains marqueurs de négation, tels que à part, à l’exception de, excepté ou en dehors
de, non seulement ne marquent pas lorsqu’ils sont utilisés après une négation, mais
annulent aussi la négation qui les précèdent. Dans l’exemple (5), la séquence de trai-
tement curateur de la maladie est d’abord niée par le marqueur ne... pas, cependant
cette information est elle-même infirmée par la suite de l’énoncé.
1. Elle n’est soulagée que par la marche et doit donc écouter la télévision en fai-
sant les cent pas dans son salon.
2. Il veut plus d’antalgique.
3. Les douleurs ont disparu. Il veut plus d’antalgique.
4. Il a toujours mal. Il veut plus d’antalgique.
5. Il n’y a pas de traitement curateur de la maladie en dehors de l’allogreffe de
moelle.
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TABLEAU 1.9 – Marqueurs de négation en anglais, français et portugais
Anglais
Adjectifs absent, impossible, negative, unable
Adverbes never, no, not, no longer
Affixes dis-, im-, in-, non-, un-, -less, -not, -n’t
Conjonctions neither[...]nor, rather than
Locutions with the exception of
Noms absence of, lack of
Prépositions except, instead of, without
Verbes exclude, fail, lack, miss, rule out
Français
Adjectifs absent, aucun, négatif, nul
Adverbes jamais, ne pas, ne[...]pas, non, pas
Affixes a-, dis-, im-, in-, non-,
Conjonctions ni, ni[...]ni, sans que
Locutions à la place de, à l’exception de
Noms absence de, carence,
Prépositions excepté, sans, sauf
Pronoms personne, rien
Verbes annuler, éliminer, exclure, manquer, nier
Portugais
Adjectifs negativo, nenhum
Adverbes jamais, não, nunca, tampouco
Affixes a-, des-, im-, in-
Conjonctions nem, nem[...]nem




Bien que la détection des marqueurs de négation présente des difficultés en rai-
son de l’ambiguïté et du contexte, il est bien plus difficile de déterminer leurs por-
tées avec précision. La portée est l’effet de l’opération de négation sur la phrase.
Résoudre le problème de la portée de la négation revient à répondre à la question :
qu’est-ce qui est réellement nié? La portée d’un marqueur de négation s’étend sur
tout ou partie de la phrase (négation de phrase et négation de constituants). Dans
les exemples suivants, les marqueurs sont soulignés et les portées sont en gras.
Dans l’exemple (1), la portée du marqueur s’étend à l’ensemble de la phrase.
Dans le second exemple aussi, cependant, cela n’exclut pas que le patient en ques-
tion a ou non le diabète. Ainsi, dans le cadre d’une application de TAL biomédical,
il conviendra d’annoter la phrase différemment. Dans le troisième exemple, seule
une partie spécifique de la phrase se trouve dans la portée de la négation. Dans
l’exemple (4), la portée du marqueur est modifiée par l’adverbe de fréquence tou-
jours : la chimiothérapie n’est pas exclue. Enfin, le dernier exemple présente deux
instances de négation : la première en rouge, la seconde en bleu. Ici, la portée de la
seconde instance est discontinue. En effet, si la proposition qui précède la première
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instance n’est pas infirmé par celle-ci, la seconde instance l’infirme en raison de la
coréférence entre il et cette proposition.
1. Il n’y a pas de fièvre.
2. Pas d’antécédents familiaux de diabète.
3. Le greffon rénal se recolore immédiatement mais la diurèse ne reprend pas
sur table.
4. La chimiothérapie n’est pas toujours possible.
5. Le retrait du matériel d’ostéosynthèse incriminé n’est pas systématique, ce
qui explique qu’il n’ait pas été proposé à notre patient asymptomatique.
Selon certains linguistes, il serait nécessaire de distinguer la portée de la négation
de son foyer, c’est-à-dire de la partie de la portée la plus explicitement niée. Ainsi,
dans le premier exemple, le foyer correspond au nom fièvre. Dans le cadre de la
création d’un corpus annoté, il conviendra de déterminer les éléments à annoter
(marqueurs, portées et/ou foyers) ainsi que les règles d’annotation à adopter en
fonction des besoins relatifs au domaine d’application.
L’incertitude
Dans cette sous-section, nous clarifions notre compréhension du terme incerti-
tude. De nombreux articles scientifiques (SMITHSON, 1989 ; KRAUSE et CLARK, 1993 ;
BOUCHON-MEUNIER et H.-T. NGUYEN, 1996 ; SMETS et MOTRO, 1997 ; BRONNER,
1997 ; JOUSSELME, MAUPIN et BOSSÉ, 2003 ; FARKAS et al., 2010) en ont proposé leur
classification du point de vue de la linguistique, de la sociologie, de la psychologie,
etc.
Nous nous intéressons ici à l’incertitude linguistique telle qu’elle est décrite dans
VINCZE, 2015. De façon générale, l’incertitude dénote un manque d’information,
c’est-à-dire que le lecteur ne peut pas être sûr de la factualité d’une ou de plusieurs
informations. L’incertitude de ces informations diffère donc de leur affirmation ou
de leur infirmation. Les théories linguistiques associent généralement le concept
logique de modalité épistémique à l’incertitude. En effet, c’est par modalité épis-
témique que « le locuteur exprime son degré de certitude sur ce qu’il asserte »
(QUERLER, 1996). Ainsi, une proposition est incertaine si nos connaissances ne per-
mettent pas de déterminer sa fiabilité en raison d’un manque d’information. En se
basant sur les corpus annotés, VINCZE, 2015 indique que le terme incertitude peut
être utilisé pour couvrir les phénomènes aux niveaux sémantique et discursif à la
fois. Ainsi, les propositions sémantiquement incertaines peuvent être définies en
termes de sémantique conditionnelle de vérité. Nous ne pouvons pas leur attribuer
une valeur de vérité, c’est-à-dire que nous ne pouvons pas affirmer avec certitude
qu’elles sont vraies ou fausses, compte tenu de l’état mental actuel du locuteur.
Alors que certaines instances d’incertitude peuvent être vraies, fausses ou incer-
taines (incertitude hypothétique), d’autres instances sont définitivement incertaines
(incertitude épistémique). Par exemple, dans la phrase Il pleut peut-être., la propo-
sition n’est ni vraie ni fausse et décrit un monde possible mais qui ne coïncide pas
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nécessairement avec le monde réel du locuteur. Il est certain que la proposition est
incertaine (incertitude épistémique). Au niveau du discours, l’incertitude s’exprime
soit par le manque de sources ou de fiabilité des sources, la spéculation, l’impréci-
sion et la subjectivité.
À l’instar de la négation, l’incertitude est exprimée par l’utilisation de marqueurs
dont la portée s’étend sur tout ou partie des tokens de la phrase. Dans le tableau 1.10,
nous présentons une liste non exhaustive des marqueurs d’incertitude dans les deux
langues avec lesquelles nous travaillons : l’anglais et le français. L’incertitude est
principalement exprimée par l’emploi de verbes, conjonctions, adjectifs et adverbes.
TABLEAU 1.10 – Marqueurs d’incertitude en anglais et français
Anglais
Adjectifs/Adverbes problable, likely, possible, unsure, etc.
Conjonctions assuming that, or, and/or, either[...]or, if, etc.
Verbes
may, might, can, would, could, should,
assume, suggest, question, presume, suspect,
indicate, suppose, seem, appear, favor
Français
Adjectifs/Adverbes probable, possible, incertain, suspect, peut-être
Conjonctions en supposant/admettant que, ouet/ou, soit[...]soit, soit[...]ou, si, etc.
Verbes
devoir, pouvoir, supposer, suspecter, sembler
reste à + verbe à l’infinitif,
verbes au conditionnel présent
Contrairement aux marqueurs multi-mots de négation, dont la composition ne
varie pas (à la place de, à l’exception de, etc.), la composition de plusieurs marqueurs
d’incertitude est variable. C’est le cas de l’expression reste à suivie d’un verbe à l’in-
finitif, illustrée dans l’exemple (1), qui est compatible avec un grand nombre de
verbes tels que définir, déterminer, vérifier, établir, démontrer, prouver, etc. C’est aussi le
cas des verbes au conditionnel présent qui constituent à eux seuls un grand nombre
de marqueurs potentiels. En effet, alors qu’en anglais les verbes marquant l’incer-
titude ne changent pas ou peu de forme, en français, les formes du conditionnel
présent de la plupart, sinon de tous les verbes, peuvent marquer l’incertitude. Dans
l’exemple (2), au présent de l’indicatif, le verbe consister ne marquerait pas l’incerti-
tude. En anglais, would consist serait utilisé. Le marqueur would étant très fréquem-
ment utilisé, il serait facilement détecté. Cependant, dans les textes en français avec
lesquels nous travaillons, le conditionnel présent n’est pas utilisé souvent, à l’ex-
ception des verbes devoir et pouvoir. Équivalent français de would + verbe à l’infinitif,
pourrait/pourraient + verbe à l’infinitif est l’un des marqueurs les plus fréquemment
utilisé (comme illustré dans l’exemple 3).
1. L’efficacité des inhibiteurs de H-DAC pour ce type de lymphome est déjà
montré, mais le bénéfice de l’association Romidepsine+CHOP par rapport au
CHOP reste à démontrer.
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2. Une reconstruction anatomique complète et directe consisterait en la recana-
lisation, en ligne droite, de l’ensemble du segment veineux occlus, depuis la
jonction poplitée fémorale jusqu’à la veine iliaque commune.
3. Par conséquent, en bloquant l’action de la protéine « MEK », le médicament à
l’étude pourrait parvenir à stopper la multiplication des cellules tumorales.
Si les marqueurs de l’incertitude semblent être plus complexes que ceux de la
négation, la portée de l’incertitude semble être plus facile à déterminer. Le domaine
médical laissant peu de place à l’imprécision et la subjectivité, dans les textes avec
lesquels nous travaillons, l’incertitude est le plus souvent causée par la spéculation
(exemples 1, 2, et 3) et le manque d’information (exemple 4). La délimitation de la
portée est donc celle de la proposition marquée.
1. Possibilité de subir au moins une leucophérèse.
2. Une reconstruction anatomique complète et directe consisterait en la recanali-
sation, en ligne droite, de l’ensemble du segment veineux occlus, depuis la
jonction poplitée fémorale jusqu’à la veine iliaque commune.
3. Par conséquent, en bloquant l’action de la protéine « MEK », le médicament à
l’étude pourrait parvenir à stopper la multiplication des cellules tumorales.
4. L’efficacité des inhibiteurs de H-DAC pour ce type de lymphome est déjà mon-
tré, mais le bénéfice de l’association Romidepsine+CHOP par rapport au
CHOP reste à démontrer.
1.3.2 Jeux de données annotées
Depuis plus de dix ans, avec la démocratisation des techniques d’apprentissage
supervisé, plusieurs jeux de données de tailles variables, principalement en anglais,
ont été annotés de différentes manières avec des informations relatives à la négation
et l’incertitude. Ces jeux de données ont permis le développement de nombreux
systèmes de détection automatique que nous décrivons dans la sous-section 1.3.3.
Dans ce qui suit, nous décrivons les corpus créés.
Genia Event corpus
Le Genia Event corpus (J.-D. KIM, OHTA et TSUJII, 2008) comprend 1 000 résu-
més MEDLINE. Il s’agit d’un sous-ensemble du corpus GENIA original, qui a été
sélectionné à l’aide des trois termes MeSH human, blood cells et transcription factors.
Pour chaque phrase, trois types d’informations sont annotés : les termes biomédi-
caux, qui sont identifiés et assignés à des catégories à l’aide d’une ontologie ; les
relations entre les termes formant des évènements, qui sont identifiées et assignées
à l’aide d’une ontologie ; les méta-connaissances (le type d’évènement, le niveau de
certitude associé à l’occurrence de l’évènement, la polarité et la source).
1.3. Détection de la négation et de l’incertitude 41
Speculative Text Corpus
Le Speculative Text Corpus (SETTLES, CRAVEN et FRIEDLAND, 2008) est consti-
tué de 850 phrases extraites des résumés PubMed. Chaque phrase est classée comme
certaine ou incertaine. Cependant, aucun marqueur n’est annoté.
BioScope
Le corpus BioScope (VINCZE et al., 2008), est constitué de 3 sources textuelles
différentes, à savoir : (1) comptes-rendus d’examens radiologiques, (2) articles de
FlyBase et BMC Bioinformatics, ainsi que (3) résumés d’articles scientifiques issus
du corpus GENIA. Selon les consignes d’annotations préétablies, cet ensemble de
données est annoté au niveau des marqueurs de l’incertitude et de la négation, et
au niveau de la phrase pour marquer leur portée linguistique. Les portées discon-
tinues ne sont pas prises en compte. Le tableau 1.11 quantifie la composition du
corpus. Ce corpus est disponible au format XML, où chaque phrase et chaque paire
portée/marqueur sont indexées par un identifiant unique.
TABLEAU 1.11 – Statistiques du corpus BioScope
Examens Articles Résumés
Documents 1 954 9 1 273
Phrases 6 383 2 670 11 871
Phrases négatives 13,55 % 12,70 % 13,45 %
Marqueurs de négation 877 389 1 848
Phrases incertaines 13,39 % 19,44 % 17,70 %
Marqueurs d’incertitude 1 189 714 2 769
FactBank
Le corpus FactBank (SAURÍ et PUSTEJOVSKY, 2009) est constitué de 208 docu-
ments et contient un total de 9 488 évènements annotés manuellement pour quatre
valeurs de factualité (certain, probable, possible et underspecified). Les documents sont
issus de TimeBank et du A-TimeML Corpus.
CoNLL-2010 Shared Task
Dans le cadre de la campagne d’évaluation de la Conference on Computational Na-
tural Language Learning de 2010 (CoNLL-2010), trois jeux de données ont été mis à
la disposition des participants (FARKAS et al., 2010). La première tâche consistait à
identifier les phrases qui contiennent des informations incertaines ou douteuses à
l’aide de textes où seuls les marqueurs sont annotés. Le premier jeu de données est
donc composé de paragraphes issus de Wikipedia où apparaissent des weasel words,
c’est-à-dire, des mots et phrases qui donnent l’impression qu’une déclaration spé-
cifique ou significative a été faite, alors qu’il s’agit en réalité d’une revendication
vague et ambiguë. Le deuxième jeu de données est issu de BioScope, mais sans les
compte-rendus cliniques. En effet, la seconde tâche consistait à identifier la portée de
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l’incertitude dans les données biomédicales. Dans ce jeu de données, les marqueurs
d’incertitude et leurs portées sont annotés. Pour cette tâche, l’évaluation était très
stricte puisque seuls les marqueurs et portées exactement identifiées étaient consi-
dérés comme vrais positifs par les organisateurs.
i2b2/VA-2010
La compétition i2b2/VA-2010 (Ö. UZUNER et al., 2011) présentait trois tâches
d’extraction d’informations à partir de dossiers cliniques américains. Une des tâches
concernait la détection d’assertions et de leurs portées. Ainsi, à chaque concept mé-
dical devait être associée l’une de ces six classes : present, absent, possible, conditional,
hypothetical ou not associated with the patient.
*SEM 2012 Shared Task
La première Joint Conference on Lexical and Computational Semantics (*SEM-2012)
proposait une shared task composée de deux sous-tâches : la détection de la portée
et du foyer de la négation (MORANTE et BLANCO, 2012). Le foyer correspond à la
partie de la portée la plus explicitement niée. Un jeu de données a été annoté pour
chaque tâche. Dans l’exemple suivant, la portée est entre crochets, l’objet entre * et
le foyer est souligné.
[John had] never [*said* as much before].
Tâche 1 : Détection de la portée. Le jeu de données CD-SCO est composé d’un
roman et de trois nouvelles de Sherlock Holmes écrits par Sir Arthur Conan Doyle :
— The Hound of the Baskervilles pour l’ensemble d’entraînement,
— The Adventures of Wisteria Lodge pour l’ensemble d’évaluation,
— The Adventure of the Red Circle et The Adventure of the Cardboard Box pour l’en-
semble de test.
Toutes les occurrences de la négation sont annotées, ce qui donne 1 056 phrases
sur 3 899. Pour chaque occurrence, le marqueur et la portée sont annotés, ainsi que
l’évènement nié, s’il y en a un. Les marqueurs et les portées peuvent être discon-
tinus dans ce corpus. Le guide d’annotation a également été publié (MORANTE,
SCHRAUWEN et DAELEMANS, 2011). Parallèlement, une version chinoise de ce cor-
pus a été annotée (Q. LIU, FANCELLU et WEBBER, 2018).
Tâche 2 : détection du foyer. Dans le jeu de données PB-FOC, le foyer de la néga-
tion est annoté pour les 3 993 phrases de la section WSJ de la Penn TreeBank mar-
quées avec MNEG dans PropBank. Contrairement à CD-SCO, toutes les phrases de
PB-FOC contiennent une négation.
À l’instar de nombreux jeux de données, toutes les annotations sont fournies au
format CoNLL-2005 Shared Task. Chaque ligne correspondant à un token et chaque
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annotation sont fournies dans une colonne. Une ligne vide indique la fin d’une
phrase. En plus des annotations relatives à la négation, sont également fournies :
les lemmes, l’étiquetage morpho-syntaxique (PoS-tags) et l’analyse syntaxique de
surface (chunks).
SFU Review Corpus
Le SFU Review Corpus (KONSTANTINOVA et al., 2012) est composé de 400 do-
cuments de critiques de films, de livres et de produits de consommation. Les mar-
queurs de négation et d’incertitude ainsi que leur portée y sont annotés. Les règles
d’annotation sont basées sur celles du corpus BioScope.
MiPACQ
Le corpus MiPACQ (Multi-source Integrated Platform for Answering Clinical Ques-
tions) (ALBRIGHT et al., 2013) est constitué de données cliniques en anglais annotées
par plusieurs couches d’étiquettes syntaxiques et sémantiques. Deux attributs sont
disponibles pour chaque entité UMLS détectée. L’attribut Negation, qui peut prendre
deux valeurs, true ou false ainsi que l’attribut Status, qui peut prendre quatre valeurs,
none, possible, HistoryOf ou FamilyHistoryOf.
CNESP
Le corpus CNESP (Chinese Negation and Speculation corpus) (ZOU, Qiaoming ZHU
et Guodong ZHOU, 2015) est composé de trois sous-ensemble de données : 19 ar-
ticles scientifiques, 311 articles du domaine de la finance ainsi que 821 avis sur dif-
férents produits pour un total de 16 841 phrases. Parmi ces phrases, plus de 20 %
contiennent une instance de négation ou d’incertitude. Les règles d’annotation sont
basées sur celles du corpus BioScope.
1.3.3 Étiquetage automatique
Afin de détecter automatiquement la négation et l’incertitude dans les textes,
la communauté scientifique a principalement proposé des méthodes reposant sur
deux champs d’études de l’intelligence artificielle : (1) les systèmes experts, raison-
nant à partir de faits et règles connus pour répondre à des questions précises, et
(2) la classification par apprentissage automatique supervisé, reposant sur des algo-
rithmes et modèles statistiques que les systèmes informatiques utilisent afin d’effec-
tuer une tâche spécifique sans utiliser des instructions explicites mais en apprenant
une fonction de prédiction à partir de données annotées. Dans cette section, nous
revenons sur les systèmes de détection automatique proposés par la communauté
scientifique. Cependant, de très nombreux systèmes ont été proposés ces vingt der-
nières années. Par conséquent, cette section n’a pas vocation à être exhaustive, mais
à présenter les systèmes pionniers, ainsi que les systèmes les plus performants sur
différents corpus annotés.
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Exploitation de systèmes experts
Un système expert est un programme qui raisonne à partir d’informations sym-
boliques et utilise des règles expertes afin d’essayer d’atteindre les performances
du niveau d’un expert. Pour des tâches spécifiques, il serait possible de construire
un système qui raisonne aussi bien que les spécialistes de ces domaines. Partant de
cette hypothèse, les premiers systèmes dédiés à la détection de la négation et de l’in-
certitude sont proposés sous cette forme. Dans cette section, nous présentons donc
les systèmes de détection de la négation et de l’incertitude qui n’utilisent aucune
méthode par apprentissage automatique.
NegEx. (CHAPMAN et al., 2001) utilisent les expressions régulières pour détecter
les phrases négatives, filtrer les phrases faussement négatives et identifier les termes
médicaux à l’intérieur de la portée des négations. Les termes médicaux indexés par
le système prennent le statut negated ou possible. Ce système a ensuite été adapté à
d’autres langues, telles que le suédois (VELUPILLAI, DALIANIS et KVIST, 2011) et le
français (DELÉGER et GROUIN, 2012).
Negfinder. (MUTALIK, DESHPANDE et NADKARNI, 2001) combinent un analyseur
lexical, qui utilise des expressions régulières afin de générer un automate fini, et
un analyseur syntaxique, qui repose sur un sous-ensemble restreint de la gram-
maire non contextuelle Look-Ahead Left-to-right Rightmost derivation (LALR). Ainsi,
NegFinder permet d’identifier les concepts impactés par la négation dans les textes
médicaux lorsqu’ils sont proches du lemme marquant la négation.
ELKIN et al., 2005 proposent une extension des travaux précédents. Le système
utilise le Mayo Vocabulary Server afin de récupérer un ensemble de concepts médi-
caux présents dans les fragments de phrases. Ensuite, des règles expertes assignent
à chaque concept un statut : positif, négatif ou incertain.
Y. HUANG et LOWE, 2007 proposent d’automatiser la détection de la négation en
combinant les expressions régulières et l’analyse grammaticale. Les négations sont
classées sur la base des catégories syntaxiques et sont indiquées dans les arbres syn-
taxiques. Cette approche hybride permet d’identifier les concepts marqués par la
négation dans les rapports de radiologie même s’ils sont situés à distance des mar-
queurs de négation.
ConText. (HARKEMA et al., 2009) proposent un système expert dérivé de NegEX
et couvrant plusieurs objectifs additionnels. Ainsi, ConText détecte la négation, la
temporalité ainsi que le sujet concerné par ces informations dans les textes cliniques.
Ce système a ensuite été adapté au français (ABDAOUI et al., 2017).
ØVRELID, VELLDAL et OEPEN, 2010 proposent un petit ensemble de règles qui
définissent la portée de chaque marqueur. Pour développer ces règles, les auteurs
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exploitent les informations contenues dans le guide d’annotation du corpus Bio-
Scope, ainsi qu’une analyse manuelle des données d’entraînement pour trouver les
interactions des constructions pour divers types de marqueurs.
KILICOGLU et BERGLER, 2010 proposent une méthodologie pour la détection de
l’incertitude essentiellement basée sur des règles, en exploitant des informations
lexicales et syntaxiques. L’information lexicale est représentée par un simple diction-
naire, alors que l’information syntaxique nécessaire est identifiée grâce aux arbres
d’analyse en constituants et aux arbres d’analyse en dépendances retournés par le
Stanford Parser 26.
ScopeFinder (APOSTOLOVA, TOMURO et DEMNER-FUSHMAN, 2011) est un sys-
tème expert dédié à la détection de la portée de la négation et de l’incertitude dont
les règles sont construites à partir des patrons lexico-syntaxiques extraits automati-
quement du corpus BioScope. La méthode de construction du système fait qu’il est
adaptable aux données de différents domaines.
NegBio. (PENG, X. WANG et al., 2018) repose sur des règles définies à partir de
graphes de dépendances universelles (universal dependency graph ou UDG). Le code
de ce système est disponible en ligne 27.
Les systèmes experts présentés dans cette section arrivent à obtenir de bons ré-
sultats sur les données biomédicales pour lesquelles ils sont développés. Cependant,
pour être appliqués efficacement à d’autres données ou d’autres langues, ces sys-
tèmes doivent être spécifiquement adaptés et testés. Les systèmes par apprentissage
automatique, que nous présentons dans la section qui suit, souffrent moins de ce
problème.
Exploitation de l’apprentissage supervisé
La classification par apprentissage automatique supervisé repose sur des algo-
rithmes et modèles statistiques qui, à partir de paires entrée/sortie, apprennent une
fonction de prédiction permettant d’attribuer une sortie à toute nouvelle entrée sou-
mise au modèle. Par exemple, dans le cas de la détection automatique des mar-
queurs, chaque paire correspond au minimum à mot/marqueur ou mot/marqueur.
Cependant, la plupart des systèmes prennent en entrée plusieurs descripteurs pour
chaque mot. Par exemple, les lemmes et l’étiquetage morpho-syntaxique (part-of-
speech tagging ou PoS) sont très couramment utilisés. Dans les paragraphes suivants,
la plupart des systèmes que nous décrivons ont été proposés après la publication
du corpus BioScope, lors de campagnes d’évaluations ou bien à la suite de la ré-
cente résurgence des réseaux de neurones. D’autre part, les systèmes de détection
présentés ici ne fonctionnent pas nécessairement que par apprentissage supervisé.
En effet, certains systèmes fonctionnent par systèmes experts pour la détection des
marqueurs et par apprentissage automatique pour la portée et inversement. Plus
26. https://nlp.stanford.edu/software/lex-parser.shtml
27. https://github.com/ncbi-nlp/NegBio
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rarement, les méthodes par apprentissage peuvent être utilisées comme système de
secours, quand le système principal échoue. La plupart de méthodes par appren-
tissage supervisé proposées pour la détection de la négation et/ou de l’incertitude
reposent sur les champs aléatoires conditionnels (conditional random fields ou CRF),
les séparateurs à vaste marge (support vector machine ou SVM), ainsi que les réseaux
de neurones artificiels.
LIGHT, QIU et SRINIVASAN, 2004 utilisent un classifieur par SVM afin de sélec-
tionner les phrases spéculatives dans des résumés d’articles de MEDLINE. Les ré-
sumés sont d’abord pré-traités avec SMART (System for the Mechanical Analysis and
Retrieval of Text) (SALTON, 1971) afin d’obtenir la représentation vectorielle des mots.
L’implémentation utilise SVMlight 28 avec les paramètres par défaut et une validation
croisée à 10 plis.
(MORANTE, LIEKENS et DAELEMANS, 2008 ; MORANTE et DAELEMANS, 2009a ;
MORANTE et DAELEMANS, 2009b ; MORANTE, VAN ASCH et DAELEMANS, 2010).
Roser Morante ainsi que ses co-auteurs ont proposé plusieurs systèmes par appren-
tissage pour la détection de la négation et de l’incertitude. Pour la détection des
marqueurs, les systèmes utilisent soit IGTree (memory-base learning) via TiMBL 29
soit un classifieur SVM. Pour la détection de la portée, plusieurs méthodes par ap-
prentissage ont été proposées (IGTree, SVM, CRF). Les descripteurs régulièrement
utilisés sont les mots, les lemmes, l’étiquetage morpho-syntaxique ainsi que l’ana-
lyse syntaxique de surface.
TANG et al., 2010 proposent un système de détection des marqueurs d’incertitude
en cascade qui classe chaque token selon une représentation en BIO (Begin, Inside,
Outsite) en trois étapes. La première consiste à pré-traiter les données avec le GE-
NIA Tagger. La seconde opère deux classifications indépendantes et adaptées à l’éti-
quetage de séquences (CRF++ 0.53 30 et SVMhmm 31) sur les données pré-traitées. La
dernière étape consiste à entraîner un CRF en utilisant les prédictions de l’étape pré-
cédente. Le système de détection de la portée utilise le GDep Tagger 32 afin d’obtenir
de nombreux descripteurs. Finalement, un classifieur par CRF est entraîné dans le
but de détecter le début et la fin de chaque portée.
X. LI et al., 2010 détectent les marqueurs d’incertitude à l’aide un classifieur CRF
(CRF++ 0.51) entraîné avec les paramètres par défaut et selon une représentation en
BIO. Un algorithme glouton est utilisé afin de sélectionner un meilleur ensemble de
descripteurs (mot, lemme, PoS, chunking) pour le classifieur selon les résultats obte-
nus sur les données de développement. En post-traitement, des règles expertes sont
utilisées afin de classer correctement certains marqueurs oubliés ou incorrectement
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de descripteurs lexicaux et syntaxiques dans le but de détecter le début et la fin de
chaque portée.
H. ZHOU et al., 2010 identifient les marqueurs candidats à partir d’une liste de
mots clés puis appliquent un CRF pour corriger les erreurs d’identification. Les
marqueurs récupérés sont utilisés comme descripteurs pour la détection par CRF,
en plus des mots, lemmes, radicaux, PoS et chunks. La détection de la portée est ef-
fectuée à l’aide d’un classifieur CRF qui prédit pour chaque token de la phrase s’il
est le premier ou dernier token de la portée.
J. LI et al., 2010 et Qiaoming ZHU et al., 2010 proposent une approche pour l’ap-
prentissage de la portée de la négation utilisant un système d’analyse sémantique
superficielle simplifiée qui combine des règles expertes, l’élagage et un classifieur
SVM. Étant donné un arbre syntaxique et un prédicat lui appartenant, l’analyse sé-
mantique superficielle reconnaît et assigne à tous les constituants dans la phrase le
rôle sémantique leur correspondant. Le marqueur de négation peut être considéré
comme le prédicat, alors que les constituants de la portée peuvent être considérés
comme les arguments du marqueur de la négation. Deux règles expertes sont adop-
tées pour assigner le rôle d’argument de la portée sur plusieurs constituants dans
un arbre syntaxique donné. Excepté le marqueur de négation et ses ancêtres, tous les
constituants dans l’arbre syntaxique, dont le parent couvre le marqueur, sont collec-
tés comme arguments candidats. Finalement, un SVM est appliqué pour déterminer
si les arguments candidats sont valides.
REI et BRISCOE, 2010 détectent les marqueurs d’incertitude à l’aide d’un classi-
fieur CRF exploitant les descripteurs de l’analyseur syntaxique RASP. Les prédic-
tions du CRF sont ensuite filtrées en utilisant une liste de marqueurs connus, afin
d’augmenter la précision tout en conservant le rappel. Leur système de détection de
la portée comporte trois étapes : premièrement, un système expert, dont les règles
sont basées sur les relations grammaticales de la phrase et l’étiquetage morpho-
syntaxique du marqueur, donne une première prédiction. Ensuite, un classifieur
CRF affine ces prédictions. Enfin, un petit ensemble de règles de post-traitement
est utilisé afin de produire les portées définitives.
(VELLDAL, ØVRELID et al., 2012 ; READ et al., 2012 ; LAPPONI et al., 2012 ;
PACKARD et al., 2014). VELLDAL, ØVRELID et al., 2012 traitent l’ensemble de mar-
queurs en tant que classe fermée. Ce faisant, ils expliquent que l’on peut réduire
considérablement le nombre d’exemples et conséquemment le nombre de descrip-
teurs présentés au classifieur sans perdre en rappel. Le système utilise un SVM
appliqué en utilisant de simples descripteurs n-grammes sur les mots et lemmes,
à droite et à gauche des marqueurs candidats. Pour détecter la portée, le système
combine deux approches. L’une utilise des règles expertes opérant sur des arbres
syntaxiques de dépendance. La seconde utilise un ranking SVM qui opère sur des
noeuds d’arbres syntaxiques des constituants syntagmatiques.
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READ et al., 2012 et LAPPONI et al., 2012 sont deux systèmes proposés par des
chercheurs de l’université d’Oslo dans le cadre de *SEM-2012 Shared Task. Adap-
tation de (VELLDAL, ØVRELID et al., 2012), le système de détection des marqueurs
prend désormais en charge de la détection des marqueurs de négation affixaux an-
notés dans les données d’entraînement et de développement. Dans ce but, le classi-
fieur SVM utilise des descripteurs spécifiques. Le premier descripteur utilise les n-
grammes du début et de la fin de la base à laquelle un affixe s’accroche. Par exemple,
dans le cas du marqueur impossible, les n-grammes [possi, poss, pos, ...] et [sible, ible,
ble, ...] sont utilisés et joints à l’affixe im- et l’étiquette PoS JJ. Le second descripteur
cherche à imiter l’effet d’une recherche dans un lexique pour les chaînes de carac-
tères restantes auxquelles un affixe s’attache aussi, afin de vérifier leurs statuts en
tant que formes de bases indépendantes et leurs étiquetages morpho-syntaxiques.
Ce descripteur a pour but d’éviter de classer comme marqueur de négation les mots
dont la première partie de la chaîne de caractère restante constitue très rarement
le début d’un mot (underlying, underneath, important). D’autre part, un petit en-
semble de règles expertes est développé afin de détecter les marqueurs rares en
post-traitement (neither...nor, on the contrary).
READ et al., 2012. Dans la continuité de (VELLDAL, ØVRELID et al., 2012), ce
système de détection de la portée de la négation combine un système expert et un
ranking SVM. Les règles expertes sont formulées en fonction de patrons cohérents
relevés en alignant constituants syntaxiques et portées. Les règles s’appuient sur la
fréquence des chemins allant du marqueur jusqu’au constituant aligné avec la por-
tée sur la base des annotations dans les données d’entraînement (CD-SCO). D’autre
part, Le classifieur SVM apprend une fonction de rang sur les constituants syn-
taxiques candidats afin de choisir les portées candidates correctes. Les constituants
syntaxiques candidats sont générés en plusieurs étapes : sélection d’instances de né-
gation pour lesquelles l’arbre syntaxique contient un constituant qui s’aligne avec
la portée ; sélection d’un candidat initial en prenant le constituant le plus petit qui
s’étend sur tous les mots dans la portée ; génération d’un candidat subséquent en
traversant le chemin vers la racine de l’arbre. Les candidats dont la projection cor-
respond à la portée sont étiquetés comme corrects, les autres comme incorrects.
LAPPONI et al., 2012 détectent la portée de la négation à l’aide d’un classifieur
CRF et d’un étiquetage en BIO, où les marqueurs de négation sont étiquetés comme
démarreurs de séquence et les tokens de la portée comme chunks. En plus de des-
cripteurs fournis pour chaque token dans le corpus CD-SCO, sont également pris en
considération : la distance entre chaque token et le marqueur le plus proche à droite
et à gauche, les bigrammes et trigrammes vers l’avant et l’arrière des tokens et des
étiquettes morpho-syntaxiques, ainsi que les unigrammes et bigrammes de PoS-tags
lexicalisés (couple forme/PoS-tags). Les représentations syntaxiques sont converties
en représentations de dépendances en utilisant le Stanford Parser. Les descripteurs
récupérés à partir des graphes de dépendances ont pour but de modéliser les re-
lations syntaxiques entre chaque unité et le marqueur le plus proche. Finalement,
un algorithme basé sur des règles expertes est appliqué en sortie du CRF dans le
but d’assigner ou non chaque unité sous la portée d’un marqueur et déterminer les
chevauchements des portées.
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PACKARD et al., 2014. Ce système de détection de la portée de la négation re-
pose sur deux approches. La première est basée sur un système expert par minimal
Recursion semantics (MRS). La MRS est un cadre applicatif pour la sémantique
computationnelle. Il peut être implémenté selon des formalismes tels que la gram-
maire syntagmatique guidée par les têtes et la grammaire lexicale-fonctionnelle. La
seconde approche reprend le système de (READ et al., 2012) et intervient pour la
détection des marqueurs et pour la détection de la portée dans les cas où le LinGo
English Ressource Grammar (ERG) ne peut pas créer de représentation sémantique
fiable pour une phrase.
CHOWDHURY, 2012. Après avoir écarté les affixes marquant la négation, ce sys-
tème collecte automatiquement, dans les données d’entraînement, un vocabulaire
de toutes les unités lexicales qui ne sont pas des marqueurs de négation et dont la
taille dépasse trois caractères. Ensuite, le système les utilise pour extraire des des-
cripteurs qui pourraient être utiles pour identifier des affixes marqueurs de négation
potentiels. Une liste de termes exprimant très probablement la négation est créée à
partir des données d’entraînement en se basant sur leurs fréquences. Les marqueurs
de négation affixaux sont identifiés si l’unité est prédite en tant que marqueur par
le classifieur et possède l’un des affixes collectés dans les données d’entraînement.
Un post-traitement supplémentaire est effectué pour annoter certains marqueurs
présents dans les données d’entraînement mais oubliés par le classifieur lors de la
prédiction sur les données de développement. Finalement, un classifieur CRF est
entraîné sur les descripteurs collectés et utilisés pour prédire les marqueurs de né-
gation sur les données de test. Le système de détection de la portée de la négation
utilise aussi les CRF. Le classifieur est entraîné à l’aide des descripteurs fournis dans
CD-SCO ainsi que par des descripteurs contextuels : lemme du 1er mot de la phrase
correspondante, position du token par rapport au marqueur, présence d’une conjonc-
tion de coordination ou de caractères spéciaux entre le token et le marqueur, etc.
ZOU, G. ZHOU et Q. ZHU, 2013 proposent une approche par classifieur SVM qui
exploite des descripteurs issus de noyaux d’arbres syntaxiques de dépendances et
de constituants syntagmatiques (constituent and dependency trees) pour la détection
de portée de l’incertitude et de la négation. Les résultats obtenus sur le corpus Bio-
Scope montrent que ces descripteurs syntaxiques structurés ont l’avantage de cap-
turer les relations potentielles entre les marqueurs et leurs portées.
QIAN et al., 2016 proposent un système basé sur un réseau de neurones convo-
lutifs (Convolutional Neural Networks, CNN). Les descripteurs pertinents sont récu-
pérés à partir des chemins syntaxiques entre les marqueurs et les unités candidates
dans les arbres syntaxiques de dépendances et les arbres syntaxiques de constituants
syntagmatiques. La couche convolutionnelle concatène ces descripteurs avec leurs
positions relatives en un seul vecteur qui alimente une couche entièrement connec-
tée avec une fonction d’activation softmax pour la prédiction.
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FANCELLU, LOPEZ et WEBBER, 2016 proposent deux approches par réseau de
neurones pour résoudre le problème de détection de la portée de la négation. La pre-
mière utilise un réseau de neurones à propagation avant (feedforward neural network)
et la seconde un réseau de neurones récurrents (recurrent neural network, RNN) Long
Short-Term Memory (LSTM) bidirectionnel. Le système de base prend en entrée une
instance I(n; c), où chaque token est représenté par un vecteur n (word-embedding) et
par un vecteur c qui détermine si le token fait partie d’un marqueur (cue-embedding).
Dans le but d’affiner la prédiction, le système peut aussi utiliser une représenta-
tion vectorielle de l’étiquetage morpho-syntaxique, ainsi qu’un modèle word2vec en-
traîné sur Wikipedia et le corpus CD-SCO. Pour chaque système, la prédiction est
assurée par une couche softmax.
H. LI et LU, 2018 utilisent les conditional random fields (CRF), semi-Markov CRF,
ainsi que les latent-variable CRF pour capturer la portée de la négation. Leur obser-
vation clé est que certaines informations utiles telles que les caractéristiques liées
aux marqueurs de négation, les dépendances de longue distance ainsi que certaines
informations structurelles latentes peuvent être exploitées pour cette tâche.
SERGEEVA et al., 2019 et A. KHANDELWAL et SAWANT, 2020 proposent leurs
adaptations de BERT (DEVLIN et al., 2019) pour la détection de la négation et de l’in-
certitude. SERGEEVA et al., 2019 proposent plusieurs BiLSTM et fine-tuning de BERT
pour la détection de la portée de la négation et de l’incertitude. Toutes leurs ap-
proches utilisent des cue-embeddings afin d’indiquer le statut de marqueur de chaque
token pendant l’entraînement. A. KHANDELWAL et SAWANT, 2020 détectent les mar-
queurs de négation ainsi que leur portée à l’aide d’une version ré-entraînée de
BERTBASE. L’étiquetage des marqueurs est multi-classe (Affixe, marqueur simple,
partie d’un marqueur multi-mot, pas un marqueur) tandis que l’étiquetage de la
portée est binaire (dans la portée, en dehors de la portée). Lors de l’étiquetage de la
portée, les tokens qui sont des marqueurs sont remplacés ou augmentés afin d’indi-
quer au système qu’ils marquent la négation.
Évaluation des systèmes de classification
Les systèmes d’étiquetage sont généralement évalués à l’aide des trois métriques
que nous avons déjà présenté en 1.2.3 : la précision, le rappel et la F-mesure.
BioScope. Étant donné que BioScope n’est pas découpé en ensembles d’entraîne-
ment et de test, les modèles sont uniquement entraînés sur le corpus de résumés
d’articles, puis testés sur les articles scientifiques et examens cliniques. Une valida-
tion croisée à 10 plis permet d’obtenir des résultats sur le corpus de résumés.
Les tableaux 1.12 et 1.13 répertorient les résultats obtenus pour la détection des
marqueurs sur le corpus BioScope. Peu de systèmes ont été développés pour la dé-
tection des marqueurs du corpus BioScope. Cependant, il existe de nombreux ré-
sultats sur les jeux de données issus de BioScope lors de la campagne d’évaluation
de CoNLL-2010. Cette préférence est pragmatique, les jeux d’entraînement et de
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test étant prédéfinis. Concernant la négation, nous constatons que les systèmes de
VELLDAL, ØVRELID et al., 2012 et MORANTE et DAELEMANS, 2009a restent efficace
hors domaine (Articles, Examens) tandis que le système de Qiaoming ZHU et al.,
2010, qui obtient de bons résultats en validation croisée sur les résumés, n’y par-
vient pas. Concernant l’incertitude, Qiaoming ZHU et al., 2010 s’en sort bien mieux
que MORANTE et DAELEMANS, 2009b sur l’ensemble des jeux de données. Cepen-
dant, les résultats chutent fortement hors domaine.
TABLEAU 1.12 – Résultats des systèmes de détection des marqueurs de
négation au niveau des tokens sur le corpus BioScope.
Corpus Systèmes Précision Rappel F-mesure
Résumés
VELLDAL, ØVRELID et al., 2012 93,46 98,73 96,00
Qiaoming ZHU et al., 2010 94,35 94,99 94,67
MORANTE et DAELEMANS, 2009a 84,72 98,75 91,20
Examens
VELLDAL, ØVRELID et al., 2012 96,44 95,90 96,17
Qiaoming ZHU et al., 2010 88,54 86,81 87,67
MORANTE et DAELEMANS, 2009a 97,33 98,09 97,71
Articles
VELLDAL, ØVRELID et al., 2012 85,22 98,25 91,27
Qiaoming ZHU et al., 2010 87,47 90,48 88,95
MORANTE et DAELEMANS, 2009a 87,18 95,72 91,25
TABLEAU 1.13 – Résultats des systèmes de détection des marqueurs
d’incertitude au niveau des tokens sur le corpus BioScope.
Corpus Systèmes Précision Rappel F-mesure
Résumés Qiaoming ZHU et al., 2010 93,14 83,74 88,19MORANTE et DAELEMANS, 2009b 90,81 79,84 84,77
Examens Qiaoming ZHU et al., 2010 91,77 33,33 48,90MORANTE et DAELEMANS, 2009b 88,10 27,51 41,92
Articles Qiaoming ZHU et al., 2010 82,31 73,02 77,39MORANTE et DAELEMANS, 2009b 75,35 68,18 71,59
Les tableaux 1.14, 1.15 et 1.16 répertorient les résultats obtenus pour la détec-
tion de la portée sur le corpus BioScope. Les résultats présentés dans le tableau 1.16
sont rapportés en pourcentage de portées correctes (PPC). Le PPC est défini comme
le nombre de portées correctement annotées divisé par le nombre de total de por-
tées. Concernant la négation, les résultats au niveau des tokens sont globalement
élevés, notamment sur le corpus d’examens cliniques bien que les systèmes soient
entraînés uniquement sur les résumés. En termes de PPC, l’adaptation de BERT de
SERGEEVA et al., 2019 obtient de loin les meilleurs résultats sur le corpus de résumés
mais ne communique pas de résultats comparable pour les autres corpus. H. LI et
LU, 2018 obtient le PPC le plus élevé sur le corpus d’examens cliniques mais ne par-
vient pas à égaler Qiaoming ZHU et al., 2010 sur le corpus d’articles scientifiques.
Concernant l’incertitude, au niveau des tokens, le CNN de QIAN et al., 2016 obtient
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les meilleurs résultats, loin devant MORANTE et DAELEMANS, 2009b. En termes de
PPC, SERGEEVA et al., 2019 obtient à nouveau les résultats les plus élevés sur le
corpus de résumés. Le CNN de QIAN et al., 2016 est le plus performant sur le cor-
pus d’examens cliniques mais ne parvient pas à égaler le SVM de ZOU, G. ZHOU
et Q. ZHU, 2013 sur le corpus d’articles. Ce dernier obtient d’ailleurs des résultats
compétitifs sur les autres corpus.
TABLEAU 1.14 – Résultats des systèmes de détection de la portée de la
négation au niveau des tokens sur le corpus BioScope.
Corpus Systèmes Précision Rappel F-mesure
Résumés
H. LI et LU, 2018 NC NC 92,1
QIAN et al., 2016 89,49 90,54 89,91
MORANTE et DAELEMANS, 2009a 90,68 90,68 90,67
Examens
H. LI et LU, 2018 NC NC 97,5
QIAN et al., 2016 91,97 97,03 94,43
MORANTE et DAELEMANS, 2009a 91,65 92,50 92,07
Articles
H. LI et LU, 2018 NC NC 83,1
QIAN et al., 2016 82,08 84,90 83,46
MORANTE et DAELEMANS, 2009a 84,47 84,95 84,71
TABLEAU 1.15 – Résultats des systèmes de détection de la portée de
l’incertitude au niveau des tokens sur le corpus BioScope.
Corpus Systèmes Précision Rappel F-mesure
Résumés QIAN et al., 2016 95,95 95,19 95,56MORANTE et DAELEMANS, 2009b 89,71 89,09 89,40
Examens QIAN et al., 2016 86,85 93,84 90,21MORANTE et DAELEMANS, 2009b 79,16 78,13 78,64
Articles QIAN et al., 2016 86,78 86,59 86,69MORANTE et DAELEMANS, 2009b 77,78 77,10 77,44
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TABLEAU 1.16 – Résultats des systèmes de détection de la portée au
niveau des portées correctement identifiées BioScope.
Systèmes Résumés Examens Articles
Négation
SERGEEVA et al., 2019 87.03 NC NC
H. LI et LU, 2018 84,1 94,4 60,1
QIAN et al., 2016 77,14 89,66 55,32
ZOU, G. ZHOU et Q. ZHU, 2013 76.90 85.31 61.19
Qiaoming ZHU et al., 2010 81,84 89,79 64,02
MORANTE et DAELEMANS, 2009a 73.36 87.27 50.26
Incertitude
SERGEEVA et al., 2019 89.28 NC NC
QIAN et al., 2016 85,75 73,92 59,82
ZOU, G. ZHOU et Q. ZHU, 2013 84.21 72.92 67.24
Qiaoming ZHU et al., 2010 83,74 68,78 63,49
MORANTE et DAELEMANS, 2009b 77.13 60.59 47.94
CoNLL-2010 Shared Task. Dans ce qui suit, nous présentons les résultats des
meilleurs systèmes sur les jeux de données de la campagne d’évaluation de CoNLL-
2010 qui sont issus de BioScope.
L’évaluation officielle de la tâche 1 n’est pas effectuée au niveau des marqueurs
mais de la phrase. Cependant, une évaluation complémentaire au niveau des mar-
queurs (plus précise) est fournie. Dans le tableau 1.17, nous présentons cette der-
nière. Malgré une amélioration par rapport à son système de 2010, VELLDAL,
ØVRELID et al., 2012 ne parvient pas à égaler les résultats du système de TANG
et al., 2010, qui obtient un bien meilleur rappel que les autres systèmes.
TABLEAU 1.17 – Résultats des systèmes de détection des marqueurs
d’incertitude de CoNLL-2010
Système Précision Rappel F-mesure
VELLDAL, ØVRELID et al., 2012 84,8 77,2 80,8
TANG et al., 2010 81,7 81,0 81,3
J. LI et al., 2010 83,1 78,8 80,9
X. LI et al., 2010 87,4 73,4 79,8
REI et BRISCOE, 2010 81,4 77,4 79,3
VELLDAL, ØVRELID et OEPEN, 2010 81,2 76,3 78,7
Concernant la seconde tâche, dont les résultats sont disponibles dans le ta-
bleau 1.18, l’évaluation était bien plus stricte puisque seuls les marqueurs et por-
tées exactement identifiées étaient considérés comme vrais positifs par les organi-
sateurs. Il n’existe pas de résultats au niveau des tokens individuels pour la por-
tée. Par conséquent, les résultats sont bien plus faibles. MORANTE, VAN ASCH et
DAELEMANS, 2010 obtient les meilleurs résultats lors de la campagne d’évaluation,
tandis que VELLDAL, ØVRELID et al., 2012 parvient à améliorer son système et ob-
tient les meilleurs résultats à ce jour.
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TABLEAU 1.18 – Résultats des systèmes de détection de la portée de
l’incertitude de CoNLL-2010, portées et marqueurs exactement identi-
fiée
Équipe Précision Rappel F-mesure
VELLDAL, ØVRELID et al., 2012 62,0 57,0 59,4
MORANTE, VAN ASCH et DAELEMANS, 2010 59,6 55,2 57,3
REI et BRISCOE, 2010 56,7 54,6 55,6
VELLDAL, ØVRELID et OEPEN, 2010 56,7 54,0 55,3
KILICOGLU et BERGLER, 2010 62,5 49,5 55,2
X. LI et al., 2010 57,4 47,9 52,2
CD-SCO. Dans ce qui suit, nous présentons les résultats des meilleurs systèmes
sur le corpus CD-SCO de la campagne d’évaluation *SEM-2012.
Bien que les tâches de cette campagne d’évaluation ne portent pas sur la dé-
tection des marqueurs, les systèmes soumis reposent tous sur un sous-système de
détection des marqueurs dont la description et les résultats sont donnés. Nous don-
nons les résultats des trois meilleurs systèmes de la campagne dans le tableau 1.19.
Nous constatons que le système de CHOWDHURY, 2012 devance de peu le système
de READ et al., 2012 ; LAPPONI et al., 2012, qui obtient d’ailleurs deux résultats dif-
férents (deux entraînements du même système). Cependant, l’adaptation de BERT
de A. KHANDELWAL et SAWANT, 2020 dépasse de peu ces systèmes hybrides.
TABLEAU 1.19 – Résultats des systèmes de détection des marqueurs de
négation au niveau des tokens sur le corpus CD-SCO
Système Précision Rappel F-mesure
A. KHANDELWAL et SAWANT, 2020 NC NC 92,94
CHOWDHURY, 2012 93,41 91,29 92,34
READ et al., 2012 91,42 92,80 92,10
LAPPONI et al., 2012 89,17 93,56 91,31
Les systèmes d’étiquetage de la portée sont évalués de deux façons : sur les
tokens individuels de la portée, ainsi que sur les portées exactement identifiées.
Nous donnons les résultats des meilleurs systèmes disponibles à ce jour dans les
tableaux 1.20 et 1.20. Pour cette tâche, les systèmes proposés lors de la campagne
d’évaluation sont largement dépassés par PACKARD et al., 2014, FANCELLU, LOPEZ
et WEBBER, 2016 et plus récemment par H. LI et LU, 2018, autant au niveau des
tokens qu’au niveau des portées exactes. A. KHANDELWAL et SAWANT, 2020 ne
donnent la F-mesure de leur adaptation de BERT qu’au niveau des tokens. Elle est
largement plus élevée que celle des autres approches, cependant, la tokenisation
spécifique de BERT génère plus de tokens, ce qui impacte sans doute les résultats.
1.3. Détection de la négation et de l’incertitude 55
TABLEAU 1.20 – Résultats des systèmes de détection de la portée de la
négation au niveau des tokens sur le corpus CD-SCO
Système Précision Rappel F-mesure
A. KHANDELWAL et SAWANT, 2020 NC NC 92,36
H. LI et LU, 2018 Semi o 94,00 85,30 89,40
H. LI et LU, 2018 Latent io 94,80 83,20 88,60
FANCELLU, LOPEZ et WEBBER, 2016 92,62 85,13 88,72
PACKARD et al., 2014 86,10 90,40 88,20
READ et al., 2012 81,99 88,81 85,26
LAPPONI et al., 2012 86,03 81,55 83,73
TABLEAU 1.21 – portée exacte starsem
Système Précision Rappel F-mesure
H. LI et LU, 2018 Semi o 100 69,10 81,70
H. LI et LU, 2018 Latent io 100 69,50 82,00
FANCELLU, LOPEZ et WEBBER, 2016 99,40 63,87 77,70
PACKARD et al., 2014 98,80 65,50 78,70
READ et al., 2012 87,43 61,45 72,17
LAPPONI et al., 2012 85,71 62,65 72,39
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Conclusion
Dans ce chapitre, nous avons commencé par présenter des problématiques liées
au traitement automatique de la langue biomédicale. Nous avons décrit différents
types de textes du domaine biomédical ainsi que les approches de TALN proposées
dans la littérature scientifique pour les exploiter. Ces dernières années, aux articles
scientifiques et documents cliniques se sont rajoutés les textes rédigés par les pa-
tients eux-mêmes sur les forums et réseaux sociaux, impliquant de nouvelles tâches
et approches pour leur exploitation. Par ailleurs, les systèmes à base de règles et de
terminologies, longtemps préférés aux approches par apprentissage artificiel pour
de nombreuses tâches, semblent aujourd’hui être en recul par rapport à ces der-
nières.
Nous avons ensuite présenté plusieurs approches de TALN proposées pour la
classification automatique de textes afin de résoudre plusieurs tâches telles que
l’opinion mining, la catégorisation de textes ainsi que la classification multi-étiquette
de commentaires toxiques et de documents législatifs. Pour ces tâches, les approches
basées sur les réseaux de neurones (CNN et RNN) et sur les transformers (BERT, XL-
Net) sont aujourd’hui les plus performantes. Pour l’opinion mining, la catégorisation
de textes et la classification de commentaires toxiques, la marge de progression est
faible. Au contraire, pour les cas extrêmes de classification multi-étiquette (très nom-
breuses classes, few-shot learning, zero-shot learning), la marge de progression reste
importante.
Dans la sous-section suivante, nous avons présenté plusieurs approches de
TALN pour l’étiquetage de séquences au travers des deux tâches les plus étudiées.
Pour l’étiquetage morpho-syntaxique comme pour la NER, les approches basées
sur les réseaux de neurones récurrents, les tranformers ainsi que les plongements
contextualisés sont aujourd’hui les plus performantes. Pour l’étiquetage morpho-
syntaxique, la marge de progression est faible et ces méthodes n’améliorent que peu
la performance des outils de TALN. En effet, sur les données du Penn-Treebank,
BOHNET et al., 2018 atteint 97,96 % d’accuracy, alors que COLLINS, 2002 atteignait
97,11 % d’accuracy. À l’inverse, sur les données de la campagne d’évaluation de
CoNLL-2003, depuis FLORIAN et al., 2003, environ 5 points de F-mesure en plus ont
été obtenus par les systèmes de NER les plus performants, dont environ 2,5 points
de plus depuis LAMPLE et al., 2016.
Dans la section suivante, nous avons abordé la classification multi-étiquette de
textes cliniques en nous intéressant aux campagnes d’évaluation CLEF eHealth
de 2016 à 2018. Nous avons d’abord présenté la Classification Internationale des
Maladies. Ensuite, nous avons présenté les jeux de données annotées utilisés lors
des campagnes d’évaluation. Ils sont constitués de certificats de décès. Enfin, nous
avons présenté les approches proposées pour la classification de ces textes lors des
campagnes d’évaluation. Ces dernières années, ce sont des approches neuronales
sequence-to-sequence qui ont été les plus performantes sur ces jeux de données. Ce-
pendant, bien que la tâche abordée lors de ces campagnes d’évaluation et les sys-
tèmes proposés soient intéressants, les certificats de décès ne peuvent pas vraiment
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être considérés comme du texte libre mais plutôt comme des documents standardi-
sés où le texte est contrôlé. Cela est particulièrement vrai pour les données alignées
du corpus CépiDC, qui alignent pour chaque ligne le code CIM-10 correspondant,
ce qui facilite grandement la classification pour les méthodes phrastiques proposées
pendant le défi. Dans le cadre de cette thèse, nous utilisons des documents cliniques
contenant principalement du texte libre. Par conséquent, les systèmes proposés pen-
dant ces campagnes d’évaluation ne semblent pas appropriés.
Enfin, la dernière section de cet état de l’art a été consacrée à l’étude de la néga-
tion et de l’incertitude. Nous avons d’abord décrit le fonctionnement de ces opéra-
tions linguistiques. Comme nous l’avons expliqué, ces opérations linguistiques sont
complexes pour plusieurs raisons allant de la variété des marqueurs à la portée dis-
continue. Ensuite, nous avons présenté les jeux de données annotées et librement
accessibles. De tels jeux de données sont peu nombreux et principalement en an-
glais. Enfin, nous avons présenté les approches proposées pour la détection des mar-
queurs de négation et d’incertitude et de leur portée ainsi que les résultats qu’elles
obtiennent. Les systèmes proposés lors des campagnes d’évaluation se ressemblent
(utilisation de SVM, CRF, etc.), et les systèmes les plus performants sont ceux qui
exploitent le mieux les descripteurs lexicaux, syntaxiques ou contextuels. Depuis la
résurgence récente des réseaux de neurones, plusieurs approches ont été proposées
et obtiennent des résultats intéressants. Dernièrement, plusieurs approches basées
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En 1.2, nous présentions brièvement le PMSI, outil épidémiologique et de
connaissance de l’activité des établissements de santé, qui est utilisé comme outil
d’allocation budgétaire depuis 2005. les établissements de santé français sont actuel-
lement rémunérés en fonction des codes CIM-10 qu’ils rapportent. Ainsi, le déve-
loppement d’outils d’aide au codage automatique de textes cliniques français avec
la CIM-10 est devenu une nécessité pour les établissement de santé.
Cette tâche de classification est une thématique de recherche à laquelle les
chercheurs en informatique médicale s’intéressent depuis plus de 20 ans (LIMA,
LAENDER et RIBEIRO-NETO, 1998). En 1.1.2, nous avons présenté les méthodes de
classification automatique de textes proposées par les chercheurs afin de résoudre
différentes tâches. En 1.2.1, nous avons présenté la Classification Internationale des
Maladies, une classification médicale hiérarchisée publiée par l’Organisation Mon-
diale de la Santé (OMS) et utilisée par de nombreux pays membres. En 1.2.2 et 1.2.3,
nous avons présenté les jeux de données annotées ainsi que les méthodes proposées
dans le cadre des campagnes d’évaluation du CLEF eHealth Evaluation Lab de
2016 à 2018 et leurs résultats. Cependant, les textes cliniques français proposés dans
le cadre de ces campagnes, bien d’intéressants, ne correspondent pas à du texte libre
mais plutôt à du texte contrôlé dans une structure standardisée. Par conséquent, les
approches phrastiques proposées lors de ces campagnes nous semblent trop spéci-
fiques pour être utilisées dans le cadre de nos travaux, et notamment peu à même
de de gérer la grande variété d’expressions que l’on peut trouver dans des dossiers
cliniques pour évoquer un évènement médicale encodable par la CIM-10.
Dans ce chapitre, qui s’appuie principalement sur DALLOUX, CLAVEAU,
CUGGIA et al., 2020, nous proposons plusieurs approches pour la classification
multi-étiquette de textes cliniques par apprentissage artificiel que nous entraînons
et testons sur des données réelles provenant du Centre Hospitalier Universitaire
(CHU) de Rennes. Ainsi, dans la section 2.1, nous décrivons le contenu du corpus
de textes cliniques du CHU à l’aide d’une note clinique factice et de statistiques.
Ensuite, dans la section 2.2, nous commençons par présenter l’approche par dic-
tionnaires qui constitue notre point de référence, puis nous présentons les systèmes
de classification multi-étiquette par apprentissage supervisé que nous développons.
Enfin, dans la section 2.3, nous présentons le protocole expérimental et l’analyse des
résultats obtenus pour la tâche classification multi-étiquette de textes cliniques.
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2.1 Jeu de données
Le corpus dont nous disposons contient 28 000 textes cliniques créés au CHU de
Rennes en 2016. Chaque document contient une ou plusieurs notes pour un seul
patient issues d’un seul séjour à l’hôpital. Les textes cliniques que nous manipulons
sont protégés par le secret médical. Par conséquent, nous ne pouvons pas illustrer
ce manuscrit avec des exemples réels. Cependant, bien que la note clinique présen-
tée dans la figure 2.1 soit factice, le format ainsi que le contenu de cette note sont
conformes à ceux des textes cliniques de notre jeu de données.
Dans l’en-tête du document, nous retrouvons les statuts (Professeur, Docteur, in-
terne), prénom et nom des praticiens ayant participé aux actes médicaux réalisés sur
le patient. Nous y retrouvons aussi la spécialité concernée, ici la néphrologie, ainsi
que le lieu et la date de rédaction de la note. Le contenu du compte-rendu d’hos-
pitalisation commence par identifier le patient (prénom, nom, date de naissance),
le contexte de son hospitalisation et la date. Ensuite, les antécédents médicaux du
patient (insuffisance rénale, hypertension artérielle, orchiectomie, etc.) et traitements ha-
bituels (ARA II, LÉVOTHYROX) sont indiqués. Puis, le traitement ou l’opération
proposés au patient sont renseignés, ici une greffe de rein. Le déroulement de l’opé-
ration est ensuite décrit. La date de l’opération, le temps opératoire, le docteur res-
ponsable et le résultat de l’opération sont donnés. Dans le cas présent, les suites de
l’opération, du fait des complications, sont décrites (extubation, diurèse, écho-doppler,
etc.). Enfin, des informations concernant le CHU de Rennes (adresse, numéro de té-
léphone/de fax, services concernés, etc.) sont données. D’autres informations, telles
que les résultats d’examens de biologie médicale présentés dans la figure 2.2, sont
souvent contenues dans ce type de textes.
Nous constatons que ces textes cliniques sont très différents des certificats de dé-
cès présentés dans le tableau 1.2. En effet, là où les certificats de décès sont composés
de phrases succinctes parfois très proches de l’intitulé des codes CIM-10, les notes
cliniques présentent bien plus d’informations relatives aux patients, aux diagnostics
et à leurs prises en charge. Elles sont verbeuses et contiennent beaucoup de bruit. En
conséquence, et bien que les méthodes de tokenisation puissent différer, nos docu-
ments sont beaucoup plus longs que les certificats de décès. D’après les statistiques
présentées dans les tableaux 1.1 et 2.1, les certificats contiennent en moyenne 10
tokens et 4 codes par document, tandis que nos textes cliniques sont composés en
moyenne de 1 345 tokens par document et deux fois plus de codes. Par ailleurs,
nous constatons, d’une part, que le corpus CépiDC compte moins de 4 000 codes
CIM-10 uniques alors que notre jeu de données en compte 6 113, et, d’autre part,
nous constatons que la majorité des codes sont très peu représentés dans le corpus
du CHU. En effet, 3 885 des 5 735 codes présents dans les données d’entraînement
apparaissent moins de 10 fois et seuls 382 codes comptent plus de 100 occurrences.
La figure 2.3 illustre ce problème de représentation. Enfin, là où l’ensemble de test
du corpus CépiDC compte 70 codes non vu dans l’ensemble de test, notre jeu de
données en compte 212.
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Dans la section 2.2, nous présentons les approches qui seront utilisées pour la
classification multi-étiquette des textes que nous venons de décrire.
Professeur [PRÉNOM NOM].






Monsieur [PRÉNOM NOM] né le [DATE] a été à hospitalisé dans le service de Ré-
animation Chirurgicale le [DATE] en postopératoire d’une greffe rénale. Monsieur
[NOM] présente une insuffisance rénale chronique d’origine hypertensive diagnos-
tiquée en [DATE], il est dialysé 6 fois par semaine. Le patient porte une fistule
artério-veineuse radio céphalique droite.
Antécédents médico-chirurgicaux et facteurs de risque cardio-vasculaires : hyper-
tension artérielle, parathyroïdectomie simple, orchiectomie droite pour tumeur.
Traitements habituels : ARA II, LÉVOTHYROX.
Une greffe est proposée au patient. Le bilan est satisfaisant. Le geste a lieu le [DATE]
(Docteur [NOM]). La dernière dialyse a eu lieu dans la matinée du [DATE]. Le temps
opératoire est sans particularité (ischémie froide 5h30, ischémie chaude 25 minutes).
Le greffon rénal se recolore immédiatement mais la diurèse ne reprend pas sur table.
Évolution en service de Réanimation Chirurgicale. L’extubation est réalisée immé-
diatement. Le problème suivant est la diurèse. Le patient nécessitera un remplissage
important, la diurèse ne se produira qu’à la suite de l’administration d’un diuré-
tique, moyennement efficace étant donné que la fonction rénale n’est pas corrigée.
Un écho-doppler est réalisé le soir de la greffe. Il est normal mais ne décrit que le
flux artériel. Étant donné ces difficultés, un second doppler est demandé le jour sui-
vant, afin de voir les axes veineux. Après cet examen, Monsieur [NOM] pourra être
pris en charge en Néphrologie.
Copie pour information : Docteur [NOM PRÉNOM], Pontchaillou CHU RENNES.
CENTRE HOSPITALIER UNIVERSITAIRE DE RENNES.
Hôpital PONTCHAILLOU - [ADRESSE] - Standard [#TELEPHONE].
REANIMATION CHIRURGICALE - Centre Urgences Réanimations - Niveau 1.
Secrétariat : [#TELEPHONE] - [#FAX].
FIGURE 2.1 – Note clinique factice
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Numération formule sanguine : hémoglobine 14 g/dl, plaquettes 220 Giga/l . leu-
cocytes 2.8 Giga/l. Coagulation : TP 103 %, ratio TCA 1.1, ddimères 0.54 µg/ml, fi-
brinogène 3.26 g/l. Acideurique : 424 µmol/l. Calcium : 2.32 mmol/l. Ionogramme
sanguin : natrémie 141 mmol/l, kaliémie 3.9 mmol/l, urée 4.3 mmol/l. créatinine
75 µmol/l avec une clairance à 98.1 ml/min. Troponine : négative ; HBA1C : 5.2 %;
TSH : 1.40 µUI/ml ;. VS : 24 mm CRP 2.8 mg/l. Bilan lipidique : cholestérol total
5.39 mmol/l, LDL cholestérol 1.30 g/l, HDL. cholestérol : 1.25 mmol/l, triglycérides
2.45 mmol/l. Bilan hépatique : bilirubine totale 15.5 µmol/l, ASAT 38 UI/l, ALAT 34
UI/l . phosphatases alcalines 59 UI/l, Gamma-GT 119 UI/l, CPK 51 UI/l. Bandelette
urinaire : négative, pas de protéinurie.
FIGURE 2.2 – Résultats d’examens de biologie médicale
TABLEAU 2.1 – Statistiques descriptives du jeu de données du CHU
Entraînement Validation Test Total
Documents 22 400 2 800 2 800 28 000
Tokens 30 307 091 3 718 715 3 654 599 37 680 405
Codes CIM-10 (total) 182 112 23 010 22 561 227 683
Codes CIM-10 (unique) 5 735 2 824 2 887 6 113
Codes CIM-10 non vu (unique) - 191 212 -
Codes avec - de 10 exemples 3 885 2 320 2 391 4 018
Codes avec + de 100 exemples 382 32 31 455
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2.2 Nos approches
Dans cette section, nous présentons différentes approches que nous développons
pour résoudre la tâche de classification. En 2.2.1, nous présentons l’approche par
dictionnaires qui constitue notre point de référence (baseline). Si les approches par
apprentissage artificiel sont aujourd’hui prédominantes, plusieurs approches de ce
type ont été proposées au cours des campagnes d’évaluation du CLEF eHealth Eva-
luation Lab, soit en méthode principale, soit en complément d’une approche par
apprentissage (VAN MULLIGEN et al., 2016 ; ZWEIGENBAUM et LAVERGNE, 2017 ;
COSSIN et al., 2018). Puis, en 2.2.2, nous présentons différents modèles pour l’ap-
prentissage de plongements de mots et le modèle pré-entraîné que nous utilisons,
puis, nous présentons les systèmes de classification par apprentissage supervisé que
nous développons.
2.2.1 Approche par dictionnaires
Inspirée de COSSIN et al., 2018, bien que moins sophistiquée, notre approche
utilise plusieurs dictionnaires CIM-10 ainsi que la distance de Levenshtein pour
attribuer des codes à chaque phrase de nos textes cliniques. Cette approche servant
simplement de point de référence, la segmentation de nos documents en phrases
n’est pas non plus très sophistiquée. Ainsi, nous séparons chaque phrase sur la base
des signes de ponctuation de fin de phrase et des sauts de ligne.
Les dictionnaires CIM-10 utilisés sont, d’une part, les codes et leur définition,
tels que publiés sur les sites de l’Agence technique de l’information sur l’hospita-
lisation 1 ou Wikipedia 2, et, d’autre part, le dictionnaire2015.csv mis à disposition
lors des campagnes d’évaluation du CLEF eHealth Evaluation Lab. Ce dictionnaire
contient 147 342 entrées relatives à 6 291 codes. 3 500 de ces 6 291 codes sont présents
dans notre dataset, alors que 2 613 codes présents dans notre jeu de données ne sont
pas représentés dans le dictionnaire2015.csv.
Dans le cadre de ces travaux, nous avons essayé de retrouver les entrées de ces
dictionnaires dans nos textes par correspondance exacte (exact matching). Utilisée
par COSSIN et al., 2018 sur les certificats de décès lors du CLEF eHealth Evaluation
Lab 2018, cette approche obtient de bon résultats. Cependant, dans le cas présent,
elle ne retourne que quelques codes pour l’intégralité du jeu de données de test. Le
contenu de nos documents explique cette absence de résultats. En effet, comme nous
l’avons vu en 1.2.2, les certificats de décès sont proprement segmentés en phrases et
le contenu de ces documents est très proche des intitulés des codes CIM-10. Au
contraire, le contenu de nos documents, présenté en 2.1, est très différent. En consé-
quence, nous décidons d’utiliser une méthode de recherche plus approximative, par
distance de Levenshtein. Utilisée par l’approche de COSSIN et al., 2018 afin de dé-
tecter les fautes de frappe, la distance de Levenshtein (LEVENSHTEIN, 1966) entre
deux chaînes de caractères est le nombre minimum de modifications de caractères
(insertions, suppressions ou substitutions) nécessaires pour passer d’une chaîne à
1. https://www.atih.sante.fr/cim-10-fr-2020-usage-pmsi
2. https://fr.wikipedia.org/wiki/Liste_de_codes_CIM-10
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l’autre. Ainsi, elle permet de calculer la similarité entre les entrées des dictionnaires
et les phrases de nos textes cliniques. Le ratio retourné par cette mesure de simila-
rité nous permet de valider ou non chaque code pour chaque phrase selon un seuil
défini empiriquement.
2.2.2 Approches par apprentissage supervisé
Approches pour la représentation vectorielle des mots
Diverses méthodes ont été utilisées pour représenter les mots ou les textes en
tant que vecteurs en entrée des classifieurs. Mentionnons par exemple les modèles
de sacs de mots, tels que le nombre d’occurrences de chaque token dans chaque
document ou TF-IDF (term frequency–inverse document frequency), auxquels l’alloca-
tion de Dirichlet latente (BLEI, NG et JORDAN, 2003) ou l’analyse sémantique la-
tente (DEERWESTER et al., 1990) peuvent être appliquées. Même si ces approches
continuent d’être utilisées, de nouveaux modèles proposant de meilleures représen-
tations des relations sémantiques entre les mots ont été proposés. Dans le cadre de
nos travaux, nous utilisons plusieurs représentations vectorielles de mots basées sur
les plongements de mots (word embeddings), dans différentes langues. Ces techniques
de modélisation du langage et d’apprentissage de descripteurs, où chaque token est
représenté par un vecteur de nombres réels, permettent notamment de réduire la di-
mensionnalité de l’espace vectoriel, ce qui est crucial en apprentissage automatique
pour lutter contre le fléau de la dimension.
Word2vec (MIKOLOV et al., 2013) est un groupe de modèles visant à produire des
plongements de mots à partir du texte brut. L’architecture de ces modèles est com-
posée d’un réseau de neurones artificiels formé de deux couches qui est entraîné
dans le but de capturer le contexte linguistique des mots. Word2vec prend en entrée
un grand volume de textes et produit un espace vectoriel, généralement de plu-
sieurs centaines de dimensions, où chaque mot unique du corpus se voit attribuer
un vecteur lui correspondant dans l’espace. Les vecteurs de mots sont positionnés
dans l’espace vectoriel de sorte que les mots qui partagent des contextes communs
dans le corpus soient situés les uns à côté des autres. Les vecteurs de mots peuvent
être calculés à l’aide de deux modèles d’apprentissage : le modèle CBOW (sacs de
mots continus), qui prédit le mot cible à partir des mots du contexte, et le modèle
Skip-Gram, qui prédit les mots du contexte à partir du mot cible. D’après les au-
teurs, CBOW est plus rapide que Skip-Gram, cependant, ce dernier fait un meilleur
travail pour les mots peu fréquents.
FastText (BOJANOWSKI et al., 2017) est une bibliothèque logicielle pour l’appren-
tissage de plongements de mots et la classification de textes. Elle propose de ré-
sourde le principal problème de word2vec : les mots qui n’apparaissent pas dans le
vocabulaire ne peuvent pas être représentés par le modèle. En effet, word2vec repré-
sente chaque mot rencontré par un vecteur unique sans tenir compte de la structure
morphologique des mots. FastText répond à cette limitation en représentant chaque
mot comme un sac de tous les n-grammes de caractères possibles qu’il contient. Le
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mot est complété à l’aide d’un ensemble de symboles uniques (* dans l’exemple qui
suit) qui aide à distinguer les préfixes et suffixes. La séquence complète est égale-
ment ajoutée au sac de n-grammes. Par exemple, si n = 3, le mot prélèvements don-
nera le sac de tri-grammes suivant : [*pr, pré, rél, élè, lèv, ève, vem, eme, men, ent,
nts, ts* , *prélèvements*]. Le vecteur prend désormais en compte chaque n-gramme
de caractères et le vecteur du mot est la somme de tous les vecteurs n-grammes de
caractères du mot. Avec un corpus suffisamment grand, tous les n-grammes de ca-
ractères possibles peuvent être couverts et, étant donné que les représentations entre
les mots sont souvent partagées, les mots rares peuvent également obtenir des re-
présentations fiables. À l’instar de word2vec, les vecteurs de mots sont calculés par
CBOW ou par Skip-Gram.
Le modèle de plongements de mots pré-entraînés, que nous utilisons pour cette
tâche, est un modèle fastText que nous entraînons sur les 28 000 compte-rendus
d’hospitalisations de notre jeu de données à l’aide de Gensim (REHUREK et SOJKA,
2010). Le modèle est entraîné avec l’algorithme Skip-Gram et les paramètres sui-
vants : 300 dimensions, une fenêtre contextuelle de 5 mots avant et après chaque
mot, un décompte minimum de cinq occurrences pour chaque mot et un échan-
tillonnage négatif (negative sampling).
Approche par réseau de neurones convolutifs
Largement utilisés en vision artificielle et traitement d’images, les réseaux de
neurones convolutifs (CNN) (LECUN et al., 1989) ont également été utilisés avec
succès dans plusieurs tâches de TALN (COLLOBERT et al., 2011 ; Y. KIM, 2014 ;
CONNEAU, SCHWENK et al., 2017). Les CNN reposent principalement sur deux opé-
rations : la convolution et le pooling.
La convolution est une opération mathématique permettant de combiner deux
signaux pour en former un troisième. Ici, les deux signaux en question sont les en-
trées du réseau, c’est-à-dire une matrice de vecteurs de mots par document, et les
noyaux/filtres. Un filtre est une matrice de taille prédéfinie (taille de filtre/région
x dimension des plongements de mots) dont les valeurs sont initialisées aléatoire-
ment et deviennent des paramètres qui seront appris par le réseau. Chaque filtre agit
comme une fenêtre coulissante se déplaçant sur la matrice du texte traité. À chaque
déplacement, le produit matriciel de Hadamard entre les valeurs des deux matrices
est calculé, puis additionné. Les résultats de la convolution d’un filtre sur la matrice
d’un document sont donc les moyennes pondérées des vecteurs de mots obtenues
après tous les déplacements. Une fonction d’activation non-linéaire, telles que tahn
(tangente hyperbolique) ou ReLu (rectified linear unit), est ensuite appliquée sur ces
résultats pour générer les feature maps.
Dans un CNN, la fonction de pooling sert à remplacer les valeurs de chaque fea-
ture map par une ou plusieurs valeurs relatives aux valeurs remplacées. Le max-
pooling remplace les valeurs concernées par la valeur la plus élevée, par exemple le
bloc [9,4,5,7] est remplacé par [9]. L’average-pooling fait la moyenne de ces valeurs
([6,25]).
68 Chapitre 2. Classification multi-étiquette de textes cliniques
L’architecture de notre CNN est présentée dans la figure 2.4. Nous entraînons
ce modèle avec plusieurs ensembles d’hyperparamètres pendant 30 périodes d’en-
traînement chacun. Nous utilisons : (1) quatre tailles de filtre (2, 3, 4, 5), 100, 1 000
ou 2 000 filtres de chaque taille et (2) le max pooling global qui remplace toutes les
valeurs de chaque feature map par leur maximum. Après le pooling, une couche entiè-
rement connectée avec 100, 1000 ou 2000 unités cachées est utilisée afin d’apprendre
les combinaisons non-linéaires des paramètres appris lors de l’opération de convo-
lution. La prédiction est effectuée par une couche entièrement connectée avec une
fonction d’activation sigmoïde. La fonction d’activation sigmoïde calcule la proba-
bilité de chaque classe pour chaque document indépendamment les unes des autres.
En effet, pour chaque classe, la couche sigmoïde sort un nombre entre 0 et 1, et la
classe est attribuée si ce nombre est supérieur ou égal à 0,5. Elle permet donc en
théorie d’attribuer plusieurs codes à chaque texte, ce qui est évidemment impor-
tant pour notre application au codage PMSI. En outre, plusieurs régularisations par
dropout sont appliquées au cours de l’entraînement. Le dropout ou abandon en fran-
çais, est une technique de régularisation qui vise à réduire le surapprentissage dans
les réseaux de neurones en évitant les co-adaptations complexes sur les données
d’entraînement (HINTON et al., 2012). Le terme dropout fait référence à l’abandon
temporaire et aléatoire d’unités du réseau de neurones et de leurs connexions du-
rant l’entraînement. Nous utilisons un dropout de 0,5 (50 % des unités et de leurs
connexions sont désactivées temporairement), valeur qui donne le plus haut niveau
de régularisation (BALDI et SADOWSKI, 2013).
FIGURE 2.4 – Architecture de notre CNN
Pour les tâches de classification multi-étiquette extrême telle que celle-ci, les per-
formances des systèmes proposés dépendent directement de leur capacité à détecter
les descripteurs pertinents pour chaque classe. Dans le cas présent, nos approches
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doivent identifier, dans de longs textes cliniques (1 345 tokens en moyenne), les to-
kens pertinents pour chaque classe (8 classes par document en moyenne). Par consé-
quent, une approche par CNN nous semblent tout indiquée. En effet, le CNN est
conçu pour identifier les descripteurs locaux pertinents dans une structure large et
les combiner pour produire une représentation vectorielle de taille fixe de la struc-
ture, capturant ainsi les aspects locaux qui sont les plus informatifs pour la tâche à
accomplir (GOLDBERG, 2017).
Approche par réseau de neurones récurrents bidirectionnel
En théorie, un réseau de neurones récurrents (recurrent neural network, RNN) est
un réseau qui est capable d’adapter sa décision en tenant compte des données vues
précédemment, en plus des données actuellement vues. Cette opération est mise
en œuvre par le report de l’état de la couche cachée de l’étape précédente à l’étape
présente de l’apprentissage et ainsi de suite.
Cependant, la cellule RNN « classique » souffre du problème de la disparition
du gradient et ne parvient pas à mémoriser à long terme les informations vues pré-
cédemment. Plusieurs architectures de cellule ont été développées pour répondre à
ce problème. Dans le cadre de cette tâche, nous exploitons la cellule long short-term
memory (LSTM). La cellule LSTM (HOCHREITER et SCHMIDHUBER, 1997) est très
efficace pour l’apprentissage de dépendances à long terme grâce à son architecture
à base de « portes ». La « porte d’oubli » décide quelles informations vont être reti-
rées de l’état de la cellule de l’étape précédente. La « porte d’entrée » décide quelles
informations de l’état de la cellule serons mises à jour. La « porte de sortie » dé-
cide quelles parties de l’état de la cellule vont être gardées en sortie de la couche
récurrente.
Les réseaux de neurones récurrents bidirectionnels (BiRNN) (Mike SCHUSTER
et PALIWAL, 1997) connectent deux couches cachées de directions opposées (la sé-
quence est lue à l’endroit et à l’envers) à la même sortie. Par conséquent, la couche
de sortie peut obtenir simultanément des informations sur les états passés et futurs.
Ce contexte additionnel permet généralement aux RNN d’apprendre mieux et plus
rapidement à résoudre une tâche.
Dans le cas présent, notre BiRNN, présenté dans la figure 2.5, utilise des cel-
lules LSTM (BiLSTM) et les couches récurrentes (avant/arrière) sont constituées
de 600 unités cachées chacune. À l’instar du CNN, la prédiction est effectuée par
une couche entièrement connectée avec une fonction d’activation sigmoïde et les
mêmes dropout sont appliqués.
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FIGURE 2.5 – Architecture de notre BiLSTM
Dans la section 2.3, nous présentons notre protocole expérimental ainsi que les
résultats obtenus par les approches que nous venons de présenter sur les données
décrites en 2.1.
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2.3 Expériences de classification CIM-10
2.3.1 Protocole expérimental
Le but de nos travaux est de concevoir une approche efficace pour la classifica-
tion multi-étiquette de textes cliniques. Cependant, d’une part, la composition des
textes que nous exploitons rend difficile la classification par dictionnaire, et, d’autre
part, le manque d’exemples d’entraînement pour la majorité des classes à attribuer
rend l’apprentissage supervisé difficile. Dans ce contexte, nous proposons d’abor-
der ce problème de deux façons. La première revient à utiliser les données d’origine,
c’est-à-dire à classifier les textes cliniques avec la totalité des classes ; la seconde sim-
plifie la tâche en réduisant le nombre de classes soumises au système de détection
automatique. Pour chaque tâche, le seuil de l’approche par dictionnaires pour l’at-
tribution des codes est défini empiriquement. Cela représente 80 % pour la première
et 60 % pour la seconde. Les mesures d’évaluation standards sont utilisées : la pré-
cision, le rappel et la F-mesure.
Réduction de niveau hiérarchique
Comme nous l’avons vu dans la sous-section 1.2.1, la classification internationale
des maladies est une classification médicale hiérarchisée composée de 22 chapitres.
Il serait donc possible de ramener chaque code au niveau du chapitre auquel il ap-
partient et de n’avoir que 22 classes à attribuer. Cependant, une classification à ce
niveau hiérarchique n’aurait que peu d’intérêt d’un point de vue applicatif (pour les
hôpitaux) puisque l’information apportée serait très générique. La réduction de ni-
veaux hiérarchiques que nous proposons consiste à réduire à deux chiffres les codes
à trois et quatre chiffres. Par exemple, les codes A01.0 (Fièvre typhoïde), A01.1 (Pa-
ratyphoïde A), A01.2 (Paratyphoïde B), A01.3 (Paratyphoïde C) et A01.4 (Paraty-
phoïde, sans précision) sont tous ramenés au niveau hiérarchique supérieur, A01
(Fièvres typhoïde et paratyphoïde). Par conséquent, seuls les codes A00 à Z99 sont
exploités, ce qui réduit le nombre de classes du corpus à 1 549 au total, dont 1 501
sont présentes dans les données d’entraînement. Dans point de vue pratique, la ré-
duction des codes CIM-10 à ce niveau hiérarchique présente deux avantages. D’une
part, cela permet d’augmenter le nombre d’exemples par classe tout en réduisant
le nombre de classes soumises au système de classification automatique. En outre,
d’un point de vue applicatif, à l’inverse des chapitres, les codes de ce niveau restent
assez spécifiques pour constituer des classes pertinentes dans le cadre d’un outil
d’aide au codage. Cependant, nous observons qu’ils ne sont pas suffisamment pré-
cis pour être utilisé dans le cadre d’un outil de classification automatique. En effet,
dans notre jeu de donnée, les codes à 3 caractères ne constituent qu’environ 10 %
du nombre total de codes et 164 des 6113 classes. Il s’agit principalement de codes
n’ayant pas de descendants dans la hiérarchie tels que A35 (Autres formes de té-
tanos), A46 (Érysipèle) ou I10 (Hypertension essentielle (primitive)), code le plus
utilisé dans notre jeu de données. Nous présentons quelques statistiques descrip-
tives supplémentaires dans le tableau 2.2. Par rapport aux statistiques présentées
dans le tableau 2.1, après la réduction de niveau hiérarchique, nous constatons une
baisse d’environ 6 % du nombre total de codes. Cela montre que, dans notre jeu
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de données, qui représente un sous-ensemble représentatif des données du CHU
de Rennes, peu de codes à 4 caractères et plus appartenant à la même hiérarchie à
trois caractères se retrouvent dans les mêmes documents. En conséquence, environ
25 % des classes ont plus de 100 exemples contre environ 7 % sans réduction et envi-
ron 38 % des classes ont moins de 10 exemples contre environ 66 % sans réduction.
Autre élément démontrant l’amélioration de la représentativité des classes avec la
réduction, la courbe présentée dans la figure 2.6 chute bien moins brutalement que
celle de la figure 2.3.
TABLEAU 2.2 – Statistiques descriptives du jeu de données du CHU
pour la seconde tâche
Entraînement Validation Test Total
Codes CIM-10 (total) 171 346 21 680 21 255 214 281
Codes CIM-10 (unique) 1 501 1 057 1 087 1 549
Codes CIM-10 non vu (unique) - 31 20 -
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2.3.2 Analyse des résultats
Les résultats obtenus par nos approches pour la tâche de classification multi-
étiquette de textes cliniques sont présentés dans le tableau 2.3. Notons que seuls
les résultats des approches neuronales sont publiés dans DALLOUX, CLAVEAU,
CUGGIA et al., 2020.
Nous constatons que les résultats de notre approche par dictionnaires (DICT)
sont très faibles. La segmentation en phrase étant peu précise et l’approche peu so-
phistiquée, ces résultats ne nous étonnent pas. Comme nous l’avons vu en 1.2.3, les
approches de ce type (VAN MULLIGEN et al., 2016 ; COSSIN et al., 2018) obtiennent
de bon résultats sur les certificats de décès. Cependant, les résultats que nous obte-
nons montrent que ce type d’approches est difficilement adaptable à nos documents
pour la tâche en question du fait de leur faible capacité à gérer des textes libres, et
potentiellement bruités (abréviations non conventionnelles, fautes de frappe, etc.).
Nous constatons aussi que notre CNN est de loin l’approche la plus performante
pour les deux tâches avec une F-mesure de 17 points supérieures à celle du BiL-
STM avec le paramétrage le plus performant. Nos expérimentations montrent éga-
lement que l’augmentation des valeurs des hyperparamètres est bénéfique. En effet,
augmenter le nombre de filtres par taille de filtre permet de gagner 3,33 points de
F-mesure (CNN-100-100 Vs. CNN-1000-100). Augmenter le nombre d’unités de la
couche entièrement connectée permet aussi d’améliorer les performances du CNN
(+1,41 point de F-mesure, CNN-100-100 Vs. CNN-100-1000). En combinant ces deux
hyperparamètres (CNN-1000-1000), le gain total est de 7,53 points de F-mesure. Ce-
pendant, en doublant ces paramètres, le gain n’est plus que de 0,78 point de F-
mesure pour un temps de calcul bien plus long. Il est donc peu probable qu’aug-
menter davantage ces hyperparamètres soit bénéfique.
Comme nous nous y attendions, les résultats obtenus pour la seconde tâche sont
bien plus élevés. +16,27 points de F-mesure pour le BiLSTM et +12,44 points de
F-mesure pour le CNN. La réduction du nombre de classes nous semble être une
option valide pour réduire la complexité de la tâche tout en gardant un niveau de
détail suffisamment élevé pour aiguiller les annotateurs hospitaliers. Cependant,
d’une part, parmi les 1 500 classes restantes, de nombreuses classes sont toujours
sous-représentées dans le jeu de données. Collecter plus de documents annotés
pour l’entraînement pourrait permettre de résoudre ce problème mais les codes
sous-représentés dans notre corpus sont sans doute peu utilisés par le CHU et se-
raient aussi sous-représentés dans les nouvelles données. Une autre possibilité se-
rait d’utiliser des modèles spécifiquement entraînés pour le few-shot learning et le
zero-shot learning, tels que ceux présentés dans CHALKIDIS et al., 2019, afin de dé-
tecter les classes pas ou peu représentées dans nos documents. D’autre part, dans
les rares cas, où plusieurs codes appartenant au même code hiérarchiquement supé-
rieur sont présents dans un document, nous perdons possiblement des informations
importantes car nous ne pouvons affecter chaque classe qu’une seule fois à chaque
document.
Enfin, les résultats que nous obtenons sont bien inférieurs à ceux des systèmes
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proposés lors de la campagne d’évaluation de CLEF eHealth 2018 pour plusieurs
raisons. D’une part, comme nous l’avons démontré, les certificats de décès sont des
textes très courts et structurés tandis que nos textes cliniques sont plutôt longs, ver-
beux et bruités, ce qui complexifie la tâche. D’autre part, certains codes pourraient
ne pas être expliqués par les données textuelles mais plutôt par des données struc-
turées des dossiers patients informatisés. Il faudrait donc pouvoir incorporer ces
données en entrée de nos systèmes de classification. Il est aussi possible que l’an-
notation servant de référence (pour entraîner et évaluer) manque de régularité. En
effet, par gain de temps, les codes non-rémunérateurs, et donc peu prioritaires dans
l’usage comptable actuel du PMSI, ne sont pas systématiquement renseignés par
certains annotateurs alors qu’ils sont renseignés par d’autres. Ces codes peuvent
donc être attribués par nos systèmes à des documents pour lesquels ils n’ont pas été
annotés.
TABLEAU 2.3 – Résultats obtenus par nos systèmes pour la tâche de
classification multi-étiquette de textes cliniques.
Système Filtres Unités cachées Précision Rappel F-mesure
Tâche 1
DICT – – 7,22 3,56 4,76
BiLSTM - 600 65,13 13,87 22,87
CNN 100 100 65,10 20,91 31,65
CNN 1 000 100 53,53 25,97 34,98
CNN 100 1 000 49,16 24,91 33,06
CNN 1 000 1 000 50,52 32,00 39,18
CNN 2 000 2 000 50,29 33,01 39,86
Tâche 2
DICT 5,22 7,25 6,07
BiLSTM - 600 63,09 28,37 39,14
CNN 1 000 1 000 63,06 44,27 52,02
CNN 2 000 2 000 60,18 46,25 52,30
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Conclusion
Dans ce chapitre, plusieurs approches reposant sur des algorithmes d’appren-
tissage profond sont proposées pour la classification multi-étiquette de textes cli-
niques. À l’exception de l’approche par dictionnaires, les approches et résultats pré-
sentés dans ce chapitre ont été publiés dans DALLOUX, CLAVEAU, CUGGIA et al.,
2020.
Concernant les données, nous avons commencé par décrire le corpus de textes
cliniques mis à notre disposition par le CHU de Rennes à l’aide d’exemples et de sta-
tistiques descriptives. Nous montrons que ces textes diffèrent en tout point (struc-
ture, contenu, longueur, bruit, etc.) des certificats de décès utilisés dans le cadre des
campagnes d’évaluation présentées en 1.2.2. Cependant, les certificats de décès sont
les seuls textes cliniques auxquels il est possible d’accéder assez librement en de-
hors des hôpitaux, du moins pour des documents cliniques de langue française. Le
corpus,que nous exploitons dans notre travail, issu du CHU de Rennes, n’est pas
partageable avec la communauté scientifique en raison du secret médical.
Concernant la tâche en elle-même, nous montrons à quel point les classes sont
inégalement distribuées dans le corpus : une large majorité de classes est représen-
tées par moins de 10 exemples. Ces déséquilibres de classe sont un obstacle pour
les approches par apprentissage. Nous tentons de diminuer ce problème en propo-
sant une réduction du niveau hiérarchique afin de réduire le nombre total de classes
et ainsi proposer plus d’exemples par classe, tout en conservant des classes faisant
sens pour la pratique hospitalière.
Dans la section suivante, nous présentons les approches retenues pour la tâche
à accomplir. Nous avons commencé par présenter notre approche par dictionnaires.
Elle constitue notre point de référence et obtient, sans surprise, des résultats très
faibles, bien inférieurs aux résultats de la littérature sur d’autres types de textes
médicaux. Nous proposons ensuite deux approches basées sur des architectures de
réseau de neurones différentes (BiLSTM, CNN). Pour les deux tâches proposées,
le CNN obtient des résultats significativement supérieurs au BiLSTM. Par ailleurs,
nos expérimentations montrent qu’augmenter le nombre de paramètres de notre
CNN en augmentant le nombre de filtres par taille de région ainsi que le nombre
d’unités dans la couche cachée permet d’améliorer grandement ces performances.
Cependant, les limites de l’augmentation de ces paramètres sont vite atteintes, et
le plafond, en terme de résultats, laisse une grande marge à l’amélioration pour
cette tâche de classification rendue complexe par la nature des données et des labels
utilisés. Afin de réduire cette marge, plusieurs approches sont envisageables. En ef-
fet, d’une part, CHALKIDIS et al., 2019 montrent que, dans le cadre d’une tâche de
classification multi-étiquette comparable à la notre, les modèles de langage à base
de transformers sont efficaces pour prédire les classes faiblement présentes dans les
données d’entraînement et que les approches de zero-shot learning améliorent gran-
dement la détection des classes absentes des données d’entraînement. D’autre part,
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l’utilisation de modèles tel que Big Bird (ZAHEER et al., 2020), approche par trans-
formers spécifiquement conçue pour traiter les textes longs, nous semble particuliè-
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Le projet CominLabs BigClin, dans lequel s’inscrit cette thèse, a pour but de
développer de nouveaux outils de TALN dédiés aux textes cliniques en français.
Cependant, les approches de TALN actuelles sont principalement basées sur des al-
gorithmes d’apprentissage profond qui nécessitent un grand volume de textes, soit
bruts si l’apprentissage est non-supervisé, soit annotés si il est supervisé. Le déve-
loppement d’un outil de TALN basé sur une ou plusieurs approches par apprentis-
sage supervisé n’est donc possible que si des corpus spécifiquement annotés pour
les tâches visées sont disponibles. Cependant, dans le domaine médical, les corpus
annotés disponibles pour la recherche dans des langues autres que l’anglais sont
très peu nombreux. Dans ce qui suit, nous nous intéressons aux corpus de textes
biomédicaux en français et en portugais brésilien.
Parmi les corpus de textes biomédicaux français accessibles librement, le Cor-
pus QUAERO Médical du français (NÉVÉOL, GROUIN et al., 2014) contient des
titres MEDLINE et des documents de l’Agence européenne des médicaments an-
notés avec dix types d’entités cliniques définies selon les groupes sémantiques de
l’UMLS (Anatomy, Chemical and Drugs, Devices, Disorders, Geographic Areas, Living
Beings, Objects, Phenomena, Physiology, Procedures). Les corpus médicaux du CRTT
(Centre de Recherche en Terminologie et Traduction) sont annotés en parties du dis-
cours et lemmatisés 1. Le CLEAR - Simple Corpus for Medical French (GRABAR et
CARDON, 2018) contient des versions complexes et simplifiées de documents bio-
médicaux en français.
Il existe très peu de corpus de données biomédicales en portugais annotés et
librement accessibles. Le QTLP Portuguese Corpus for the Medical Domain 2
contient des documents collectés en ligne qui ont été automatiquement détectés
comme étant en portugais et du domaine médical. Chaque document a été auto-
matiquement classé dans l’une de ces quatre catégories : Reference, News/Journalism,
Discussion et Other. Les glossaires MeSpEn 3 contiennent quarante-six glossaires mé-
dicaux bilingues pour différentes paires de langues générées à partir de glossaires
médicaux en ligne gratuits et de dictionnaires rédigés par des traducteurs profes-
sionnels. Le corpus EMEA 4 est un corpus parallèle des langues de l’Union Euro-
péenne constitué de documents de l’Agence européenne des médicaments.
Dans ce chapitre, nous décrivons les corpus constitués pendant cette thèse dans
le cadre de ces projets. Dans la section 3.1, nous décrivons les corpus de textes mé-
dicaux français constitués et annotés par nos soins. Les marqueurs de négation et
d’incertitude, ainsi que leur portée, y sont annotés. Dans la section 3.2, nous pré-
sentons les corpus de textes médicaux brésiliens constitués et annotés avec nos
confrères de l’Université Pontificale Catholique du Paraná (PUCPR) dans le cadre





3.1. Corpus biomédicaux français 81
3.1 Corpus biomédicaux français
Dans le cadre de cette thèse, nous avons constitué deux corpus de textes mé-
dicaux français. Les marqueurs de négation et d’incertitude, ainsi que leur portée,
y ont été annotés par nos soins selon les règles que nous présentons en 3.1.1. En-
suite, en 3.1.2, nous décrivons le contenu du corpus ESSAI et nous présentons le
processus d’annotation et ces résultats. Enfin, en 3.1.3, nous faisons de même pour
le corpus CAS.
3.1.1 Règles d’annotation
Le but final de l’annotation des marqueurs de négation et de l’incertitude et de
leur portée est de déterminer quels évènements de la phrase sont affectés par ces
opérations linguistiques. Nous utilisons ici le terme évènement de manière très gé-
nérale. Il peut s’agir d’un processus, d’une action ou d’un état. Comme nous l’avons
expliqué précédemment, la détection des évènements niés et incertains est impor-
tante car ce ne sont pas des faits. En effet, si nous concevons un système d’extraction
d’informations, ce système doit être capable de discerner les faits des hypothèses et
des infirmations.
Le style d’annotation que nous employons est inspiré des corpus BioScope et
CD-SCO présentés dans la sous-section 1.3.2. À l’instar du corpus CD-SCO et
contrairement au corpus BioScope, les marqueurs ne sont pas considérés dans la
portée et la portée peut être discontinue. Cependant, contrairement au corpus CD-
SCO et à l’instar du corpus BioScope, les portées annotées n’incluent pas tous les
tokens liés aux évènements niés et incertains. Par ailleurs, les versions actuelles de
nos corpus annotés ne couvrent pas la négation affixale.
Dans nos corpus, la négation est définie comme l’implication de la non-existence
de quelque chose. Cependant, la présence d’un marqueur de négation n’implique
pas nécessairement que la phrase soit négative. En outre, l’incertitude linguistique y
est définie de la façon suivante : toute phrase qui déclare possible l’existence d’une
chose, c’est-à-dire que son existence ou pas n’est pas confirmée, est une phrase spé-
culative. Dans ce qui suit, nous détaillons les règles établies pour l’annotation des
marqueurs et de leur portée.
Annotation des marqueurs
Nous avons vu précédemment que la négation et l’incertitude sont exprimées au
moyen de mots ou de combinaisons de mots, appelés marqueurs, qui peuvent être
des verbes, des noms, des adverbes, des adjectifs, etc. Dans les exemples ci-dessous,
les marqueurs sont soulignés. Dans l’exemple (1), n’[...]pas est un marqueur de né-
gation adverbial. Dans l’exemple (2), aucun[...]n’ est un marqueur de négation ad-
jectival. Dans l’exemple (3), probablement est un marqueur d’incertitude adverbial.
Dans l’exemple (4), hypothèse est un marqueur d’incertitude nominal tandis que évo-
quée un marqueur d’incertitude verbal. Les marqueurs peuvent être composés de
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plusieurs mots se suivant, tels que sans aucun (5) ou reste à démontrer (6), ou être dis-
continus comme dans les exemples (1) et (2). Certains marqueurs de négation font
partie de marqueurs d’incertitude. C’est le cas de la locution adverbiale sans doute
dans l’exemple (7) :
1. Il n’y a pas de fièvre.
2. Aucun foyer digestif primitif n’était identifié.
3. Conclusion : occlusion probablement sur bride bien tolérée.
4. L’hypothèse d’une toxicité médicamenteuse était évoquée.
5. Un homme de 58 ans, informaticien sans antécédent personnel et sans aucun
suivi médical, est amené par les pompiers aux urgences après une agression
dans la rue.
6. Le bénéfice de l’association lénalidomide + R-CHOP par rapport au R-CHOP
reste à démontrer.
7. Lors de son examen le médecin trouve devant lui un jeune homme grand et
fort, au physique puissant, mais à l’expression clairement avachie, ce qui fut
sans doute causé par les médicaments.
Les règles d’annotation des marqueurs sont assez simples. Une liste non-exhaus-
tive de marqueurs de négation et d’incertitude a été créée sur la base des marqueurs
annotés dans les corpus BioScope et CD-SCO. Pour l’incertitude, certains mar-
queurs spécifiques au français, tels que l’emploi du conditionnel et reste à + verbe
à l’infinitif, ont été ajoutés à cette liste. Il était demandé aux annotateurs d’annoter
les marqueurs de cette liste. Cependant, les annotateurs avaient la possibilité d’an-
noter également les mots ou combinaisons de mots en dehors de la liste ; si ces mots
marquaient, selon eux, la négation ou l’incertitude. Selon nous, il était nécessaire de
procéder ainsi car il est difficile de recenser l’intégralité des formes, flexions et com-
binaisons de mots que les marqueurs d’incertitude peuvent prendre. La négation
étant une opération linguistique clairement définie, les marqueurs de négation sont
plus faciles à identifier. Cependant, les textes médicaux peuvent également compor-
ter des marqueurs spécifiques, qui doivent alors être identifiés.
Par ailleurs, certains marqueurs de négation font partie de concepts biomédicaux
tels que lymphome non hodgkinien, lymphocytes ni T ni B ou cancer bronchique non à pe-
tites cellules. Dans les premières versions de nos corpus, ceux-ci étaient annotées. Ce-
pendant, à la suite d’échanges avec plusieurs chercheurs en informatique médicale,
nous avons décidé de retirer ces annotations étant donné que ces concepts biomé-
dicaux sont identifiés par leur propre CUI (Concept Unique Identifier) dans l’UMLS
(Unified Medical Language System), respectivement C0024305, C0024265 et C0007131,
qui correspondent à leurs représentations sémantiques complètes. En conséquence,
il était demandé de ne pas annoter les marqueurs faisant partie de concepts bio-
médicaux présents dans la version actuelle de l’UMLS en français. Inversement,
quand aucun CUI ne couvre la séquence complète, le marqueur de négation doit être
annoté. Par exemple, le marqueur non dans la séquence mésothéliome pleural malin
non résécable est annoté puisque le CUI le plus proche de cette séquence, C0812413,
ne couvre que mésothéliome pleural malin. Finalement, l’UMLS étant, notamment en
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français, une ressource très incomplète et en évolution permanente, ces cas ne repré-
sentaient qu’un faible pourcentage des instances de négation.
Annotation de la portée
La portée d’un marqueur de négation ou d’incertitude s’étend sur la ou les par-
ties de la phrase qu’il annule ou met en doute. La portée des marqueurs de négation
et d’incertitude a été étudiée dans de nombreuses publications dont CULIOLI, 1988 ;
MULLER, 1991 ; HORN, 2001 ; VINCZE et al., 2008 ; FARKAS et al., 2010 ; VINCZE, 2015
et peut généralement être déterminée sur la base de modèles syntaxiques dépendant
du marqueur. L’annotation de la portée dépend donc du marqueur, du contexte et
de la structure syntaxique de la phrase. L’annotation de nos corpus se base sur les
observations suivantes :
— La portée des verbes, adjectifs et adverbes s’étend généralement vers la droite
du marqueur,
— La portée d’un verbe s’étend soit jusqu’à la fin de la proposition qui suit ou de
la phrase, ou, dans le cas où ce verbe clos la phrase, sur une ou plusieurs pro-
positions qui le précèdent, voire sur toute la phrase ([...] sont exclus/suspectés),
— La portée des adjectifs attributs couvre généralement toute la phrase (il est
possible que [...]), tandis que la portée des adjectifs épithètes s’étend aux syn-
tagmes nominaux auxquels ils s’attachent (aucune intervention supplémentaire),
— La portée des adverbes phrastiques (probablement, apparemment), s’étend sur
toute la phrase, tandis que la portée des autres adverbes se termine à la fin de
la proposition ou de la phrase,
— La portée des conjonctions s’étend sur les propositions qu’elles intercon-
nectent.
Conformément à ces observations, nous n’annotons pas systématiquement tous
les tokens des phrases négatives et spéculatives que nous rencontrons. Plus spéci-
fiquement, dans les phrases négatives et/ou spéculatives, tout token ne faisant pas
partie d’une séquence explicitement niée ou incertaine ne doit pas être inclus dans
la portée. Dans les exemples ci-dessous, les marqueurs sont soulignés et les portées
sont marquées en gras.
Dans l’exemple (1), mésothéliome pleural malin ne doit pas être inclus dans la por-
tée puisque la phrase ne peut pas être reformulée comme suit : Pas de mésothéliome
pleural malin. À l’inverse, dans l’exemple (2), une autopsie fait partie de la portée
puisque nous pouvons reformuler la phrase comme suit : Pas d’autopsie. Par ailleurs,
dans l’exemple (3), la portée de la négation est modifiée par le token toujours, ce qui
est pris en compte dans l’annotation. En effet, sans l’occurrence de toujours, Le trai-
tement de référence ferait partie de la portée. Dans l’exemple (4), la portée de l’adjectif
probable s’étend à la droite du marqueur jusqu’à la fin de la phrase. Dans l’exemple
(5), la portée du marqueur d’incertitude évoqué s’étend sur l’intégralité des tokens le
précédent.
1. Mésothéliome pleural malin non résécable.
2. Une autopsie n’était pas réalisée.
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3. Le traitement de référence est chirurgical mais celui-ci n’est pas toujours pos-
sible.
4. Comme pour beaucoup de maladies, il est probable que cette différence de
susceptibilité individuelle repose sur une différence dans les gènes.
5. Le diagnostic d’ulcère solitaire du rectum était évoqué.
Nous venons de présenter les règles retenues pour l’annotation des marqueurs
de négation et d’incertitude ainsi que leur portée. Dans les sous-sections 3.1.2 et
3.1.3, nous présentons les corpus de données biomédicales constitués dans le cadre
de la thèse. Plus précisément, pour chaque corpus, nous décrivons les données
(sources, contenu, statistiques), ainsi que le processus d’annotation.
3.1.2 ESSAI : corpus français d’essais cliniques
Un essai clinique est une étude scientifique pratiquée sur l’être humain afin de
développer les connaissances du domaine médical. Les essais cliniques consistent
généralement à vérifier les données pharmacocinétiques (absorption, distribution,
métabolisme et excrétion), pharmacodynamiques (mécanisme d’action) et thérapeu-
tiques (efficacité et tolérance) d’un médicament expérimental ou d’un traitement
connu mais utilisé différemment. Par ailleurs, les essais cliniques peuvent aussi
concerner de nouvelles méthodes de prélèvement, de diagnostic, ou bien d’opéra-
tion chirurgicale. Dans ces documents, les négations fournissent des informations
utiles concernant le déroulement de l’étude, la spécification de la cohorte cible et le
recrutement des patients. Les incertitudes exprimées concernent principalement les
objectifs de l’étude et les évolutions éventuelles de la condition des patients.
Premier corpus constitué dans le cadre de cette thèse, le corpus ESSAI, contient
des protocoles d’essais cliniques en français collectés à partir du registre de l’Institut
national du cancer 5. Chaque protocole se compose de deux documents : le résumé
et la description détaillée.
Comme le montre la figure 3.1, le résumé de l’essai présente l’objectif principal
de l’étude. Dans notre exemple, il s’agit d’étudier la tolérance et l’efficacité d’un trai-
tement. Ensuite, sont décrits les examens, techniques ou traitements expérimentaux
qui seront réalisés. Dans notre exemple, il s’agit de la technique de CHIP. Enfin, les
traitements et leurs administrations sont évoqués. Souvent, d’autres informations
sont données, telles que le suivi des patients ou le mode de délivrance des résultats
aux patients.
5. https://www.e-cancer.fr
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Résumé
L’objectif de cet essai est d’étudier la tolérance et l’efficacité d’une chimio-
hyperthermie intra-péritonéale (CHIP) chez des patientes opérés d’un cancer de
l’ovaire et traitées par chimiothérapie.
La technique de CHIP est une combinaison d’une intervention chirurgicale et d’une
chimiothérapie locale. Elle consiste à baigner la cavité abdominale avec une chimio-
thérapie à forte concentration pour augmenter l’effet sur les cellules cancéreuses.
Dans cet essai, les patientes seront traitées par de l’oxaliplatine pendant 30 min au
cours d’une seconde intervention chirurgicale à visée exploratoire, réalisée après 6
cures de chimiothérapie.
FIGURE 3.1 – Protocole d’essai clinique en français : Résumé
Comme le montre la figure 3.2, la description détaillée est un document bien plus
long que le résumé. Ce document commence par le titre de l’essai, ici CHIPOVAC,
suivi d’une brève description de l’étude. La seconde partie, le résumé scientifique
ou schéma thérapeutique, contient plus ou moins les mêmes informations que le
résumé, parfois reformulées et complétées par de nouvelles informations telles que
essai de phase 2, non randomisé et multicentrique. La partie suivante présente l’objec-
tif principal de l’essai, i.e. Étudier la tolérance et les résultats carcinologiques de l’oxa-
liplatine. Souvent, un ou plusieurs objectifs secondaires de l’étude sont présentés.
Ensuite, les critères d’inclusion, tels que Age ≥ 18 ans et ≤ 65 ans ou Consentement
éclairé signé, ainsi que les critères de non-inclusion, tels que Insuffisance hépatique ou
rénale ou Allergie connue aux sels de platine, sont présentés. Enfin, le critère d’éva-
luation principal de l’étude est donné. Dans notre exemple, il s’agit de Morbidité
chirurgicale..
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CHIPOVAC : Essai de phase 2 évaluant l’oxaliplatine, administré lors d’une chimio-
thérapie hyperthermique intra-péritonéale avec chirurgie, en traitement de consoli-
dation chez des patientes ayant un cancer de l’ovaire.
[essai clos aux inclusions]
Résumé scientifique / schéma thérapeutique
Il s’agit d’un essai de phase 2, non randomisé et multicentrique.
Les patientes incluses dans cet essai auront eu une chirurgie et 6 cures de chimio-
thérapie.
Une exérèse complète de la carcinose péritonéale est pratiquée suivie d’une chimio-
thérapie hyperthermique intra-péritonéale avec de l’oxaliplatine, pendant 30 min à
température efficace.
Objectif principal
Étudier la tolérance et les résultats carcinologiques de l’oxaliplatine.
Critères d’inclusion
Age ≥ 18 ans et ≤ 65 ans.
Cancer de l’ovaire de stade IIIc (FIGO) traité par chirurgie et 6 cures de chimiothé-
rapie.
Données hématologiques : polynucléaires neutrophiles.
Chirurgie antérieure effectuée en 1, 2 ou 3 temps comportant au minimum une hys-
térectomie, une annexectomie bilatérale, une omentectomie totale, et un curage pel-
vien et lombo-aortique.
Chimiothérapie antérieure comprenant 6 cures par un sel de platine.
Exploration chirurgicale réalisée après 6 cures de chimiothérapie. Peut être associée
à des gestes chirurgicaux pour obtenir une carcinose résiduelle macroscopique mil-




Insuffisance hépatique ou rénale.
Score ASA 3.
Allergie connue aux sels de platine.
Critère d’évaluation principal
Morbidité chirurgicale.
FIGURE 3.2 – Description détaillée du protocole d’essai clinique
Dans le tableau 3.1, nous présentons les statistiques relatives au corpus ESSAI.
Deux versions du corpus sont actuellement disponibles : la première est annotée
avec les informations relatives à la négation et la seconde avec les informations re-
latives à l’incertitude.
La version du corpus annotée avec la négation contient 7 247 phrases et 163 425
tokens, soit 22,55 tokens par phrase en moyenne, un vocabulaire de 8 283 tokens, 981
phrases marquées par la négation, 1 064 instances de négation et 56 de marqueurs
de négation différents. Les marqueurs de négation les plus fréquents sont : non/non-
avec 310 occurrences, ne/n’[...]pas avec 221 occurrences, sans avec 180 occurrences et
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absence de/d’ avec 131 occurrences. Les marqueurs de négation les moins fréquents
sont : en dehors d’, exclus, hormis, à l’ exclusion des, etc. avec une seule occurrence.
La version du corpus annotée avec l’incertitude est moins volumineuse que la
précédente et ne contient que 6 601 phrases et 151 070 tokens, soit 22,89 tokens par
phrase en moyenne, un vocabulaire de 7 906 tokens, 631 phrases marquées par l’in-
certitude, 754 instances d’incertitude et 76 marqueurs d’incertitude différents. Les
marqueurs d’incertitude les plus fréquents sont : si avec 190 occurrences, les formes
fléchies du verbe pouvoir avec 120 occurrences, en cas de/d’ avec 110 occurrences,
ainsi que et/ou avec 108 occurrences. Les marqueurs d’incertitude les moins fré-
quents sont : a priori, pour être sûr, supposer, suspicion, etc. avec une seule occurrence.
TABLEAU 3.1 – Statistiques relatives au corpus ESSAI
Négation Incertitude
Phrases 7 247 6 601
Tokens 163 425 151 070
Vocabulaire 8 283 7 906
Phrases marquées 981 631
Marqueurs (total) 1 064 754
Marqueurs (unique) 62 76
Processus d’annotation
Premier corpus constitué dans le cadre de cette thèse, le corpus ESSAI, a im-
pliqué deux annotateurs. Ces annotateurs ont participé à l’annotation manuelle
des marqueurs de négation et de leur portée selon les règles d’annotation établies
en 3.1.1. Cependant, à ce jour, les marqueurs d’incertitude et leur portée n’ont été
annotés manuellement que par un seul annotateur. Par conséquent, aucun accord
inter-annotateurs ni processus d’arbitrage n’a été réalisé pour l’incertitude.
Les accords inter-annotateurs présentés dans ce manuscrit sont calculés avec le
Kappa de Cohen (J. COHEN, 1960) qui permet de mesurer l’accord entre deux an-
notateurs en prenant en compte la possibilité que l’accord se produise par hasard,
ce qui rendrait la mesure plus robuste que le simple calcul de l’accord en pourcen-
tage. LANDIS et KOCH, 1977 proposent d’interpréter les valeurs retournées par cette
mesure de la façon suivante : < 0 : désaccord, 0 – 0,2 : accord très faible, 0,21 – 0,4 :
accord faible, 0,41 – 0,60 : accord modéré, 0,61 – 0,80 : accord fort, 0,81 – 1,00 : accord
presque parfait. FLEISS, LEVIN et PAIK, 1981 considèrent excellents les Kappa supé-
rieurs à 0,75, moyen à bon les Kappa de 0,40 à 0,75 et faible les Kappa inférieurs à
0,40. Ces ordres de grandeurs ne font pas nécessairement consensus dans la com-
munauté scientifique. Cependant, nous estimons qu’un Kappa de Cohen supérieur
à 0,75 doit être le minimum attendu d’un processus réussi lors de l’annotation de
séquences. Nous présentons les accords inter-annotateurs obtenus pour le corpus
ESSAI dans le tableau 3.2.
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Kappa de Cohen
Marqueurs de négation 0,9001
Portées des négations 0,8089
TABLEAU 3.2 – ESSAI : Accords inter-annotateurs obtenus pour les
marqueurs de négation et leur portée
L’accord inter-annotateurs obtenu pour les marqueurs de négation est très élevé
puisque le Kappa de Cohen est de 0,9001. La plupart des désaccords entre annota-
teurs sont liés au préfixe anti-. En effet, 19 occurrences de ce préfixe ont été annotées
comme marquant la négation par le second annotateur. Parmi celles-ci, nous retrou-
vons les termes anti-angiogéniques, anti-tumorale ou encore anti-cancéreuses. Durant le
processus d’arbitrage, il a été décidé de ne pas les annoter, étant donné que le sens
de anti- dans ces concepts médicaux ne correspond pas à la négation du mot pré-
fixé mais plutôt au soin ou bien à la neutralisation de ce que désigne le mot préfixé.
D’autre part, la seule occurrence du marqueur hormis dans la séquence hormis tu-
meur cérébrale et hémopathies a été oubliée par le premier annotateur. Elle est ajoutée
à la version finale du corpus.
L’accord inter-annotateurs obtenu pour la portée des marqueurs de négation est
plutôt élevé. En effet, le Kappa de Cohen est de 0,8089. Cependant, la mesure baisse
de près de 0.1 par rapport aux marqueurs de négation. Nous observons plusieurs
raisons à cette baisse :
— les portées associées aux occurrences de anti- annotées par erreur comportent
plus d’un token (anti-tumorale systémique),
— les portées des marqueurs oubliés comportent plus de tokens que les mar-
queurs (hormis tumeur cérébrale et hémopathies),
— des désaccords apparaissent dans l’annotation des frontières de la portée de
certains marqueurs.
Nous donnons quelques exemples par rapport au dernier cas. Dans l’exemple
(1), le second annotateur fait l’erreur d’inclure chez des patients immunodéprimés dans
la portée. C’est une erreur car le fait est que les patients sont immunodéprimés. Dans
l’exemple (2), c’est le premier annotateur qui fait l’erreur d’annoter la séquence le
rôle de la plupart des anomalies dans la portée du marqueur n’[...]pas. Dans l’exemple
(3), le premier annotateur a annoté une portée discontinue, incluant le sujet des pa-
tients éligibles en amont de la phrase. C’est une erreur car le sujet n’est pas nié. Cette
erreur d’annotation date de la première version des annotations, lorsque les règles
d’annotation étaient en cours d’élaboration.
(AR : annotation retenue, A1 : premier annotateur, A2 : second annotateur)
1. AR : cela n’a pas été démontré chez des patients immunodéprimés.
A1 : cela n’a pas été démontré chez des patients immunodéprimés.
A2 : cela n’a pas été démontré chez des patients immunodéprimés.
2. AR : le rôle de la plupart des anomalies n’est pas bien défini actuellement.
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A1 : le rôle de la plupart des anomalies n’est pas bien défini actuellement.
A2 : le rôle de la plupart des anomalies n’est pas bien défini actuellement.
3. AR : [...] des patients éligibles [...] n’ayant pas satisfait aux critères du proto-
cole sur la progression de la maladie.
A1 : [...] des patients éligibles [...] n’ayant pas satisfait aux critères du proto-
cole sur la progression de la maladie.
A2 : [...] des patients éligibles [...] n’ayant pas satisfait aux critères du proto-
cole sur la progression de la maladie.
Un extrait du corpus dans sa forme finale est visible dans le tableau 3.3. À l’ins-
tar du corpus CD-SCO, le corpus est au format de la campagne d’évaluation de
CoNLL-2005, où chaque information est présentée dans une colonne séparée. De
gauche à droite, les informations données pour chaque token sont : le numéro iden-
tifiant la phrase (ID), la position du token dans la phrase (PT), son lemme, l’éti-
quetage morpho-syntaxique (PoS-tag), ainsi que les annotations relatives à la néga-
tion, marqueur (M–neg) et portée (P–neg). L’étiquetage morpho-syntaxique et les
lemmes sont obtenus avec TreeTagger (SCHMID, 1994b).
TABLEAU 3.3 – Extrait tiré du corpus ESSAI
ID PT Token Lemme PoS-tag M–neg P–neg
1871 0 Aucun aucun PRO :IND B_cue_neg _
1871 1 traitement traitement NOM _ B_scope_neg
1871 2 expérimental expérimental ADJ _ I_scope_neg
1871 3 ne ne ADV I_cue_neg _
1871 4 sera être VER :futu _ I_scope_neg
1871 5 administré administrer VER :pper _ I_scope_neg
1871 6 . . SENT _ _
3.1.3 CAS : corpus français de cas cliniques
Le corpus CAS (GRABAR, CLAVEAU et DALLOUX, 2018), contient des cas cli-
niques en français, tels que ceux publiés dans la littérature scientifique, le matériel
juridique ou de formation. Il a été collecté en utilisant du matériel disponible gra-
tuitement dans des sources en ligne. Les cas cliniques actuellement collectés sont
publiés dans différentes revues et sites Web de pays francophones (par exemple,
France, Belgique, Suisse, Canada, pays africains, pays tropicaux). Ces cas cliniques
sont liés à diverses spécialités médicales (par exemple, cardiologie, urologie, onco-
logie, obstétrique, pneumologie, gastro-entérologie).
Le but des cas cliniques est de décrire des situations cliniques pour de vrais pa-
tients dépersonnalisés ou pour de faux patients. Les cas cliniques courants font gé-
néralement partie des programmes d’enseignement utilisés pour la formation des
étudiants en médecine, tandis que les cas rares sont généralement partagés par le
biais de publications scientifiques pour illustrer des situations cliniques moins cou-
rantes. Quant aux cas cliniques retrouvés dans les sources juridiques, ils rapportent
90 Chapitre 3. Corpus constitués dans le cadre de la thèse
généralement des situations qui se sont compliquées pour diverses raisons : méde-
cin, équipe soignante, institution, système de santé et leurs interactions. A l’instar
des documents cliniques, le contenu des cas cliniques dépend des situations cli-
niques illustrées et des troubles, mais aussi de la finalité des cas présentés : descrip-
tion des diagnostics, traitements ou procédures, évolution, antécédents familiaux,
audience attendue, etc.
La figure 3.3 montre un exemple typique d’un cas clinique du corpus CAS. Le
document commence par l’introduction de la patiente (femme de 44 ans), expliquant
pourquoi elle a été hospitalisée (1). Les phrases suivantes (2) ajoutent des informa-
tions sur les antécédents médicaux de la patiente concernant la maladie de Crohn.
La section suivante (3) décrit les résultats d’examen et de laboratoire obtenus pour
cette patiente. Enfin, la dernière phrase (4) décrit le traitement choisi, ses effets sur la
patiente et l’issue du processus de soins. Dans les cas cliniques, la négation est fré-
quemment utilisée pour faire la description des signes et symptômes du patient et
pour le diagnostic des patients. Elle peut également être utilisée pour la description
de l’évolution du patient.
(1) Une femme de 44 ans était hospitalisée en juillet 1999 pour une diarrhée évoluant
depuis la veille, faite de 8 selles diurnes et 3 selles nocturnes, glairo-sanglantes et im-
périeuses. La diarrhée était associée à des douleurs hypogastriques. Les symptômes
étaient apparus deux jours après le début d’un traitement d’une pharyngite par de la
pristinamycine à la dose de 1 g x 2/jour et de la prednisone à la dose de 40 mg/jour.
(2) Dans ses antécédents, la malade avait eu deux résections iléales pour une ma-
ladie de Crohn sténosante de l’intestin grêle diagnostiquée en 1977. La dernière
intervention avait été réalisée en octobre 1998 pour un abcès de l’anse iléale pré-
anastomotique. Trente-cinq cm d’iléon et 5 cm de côlon droit avaient été réséqués.
Depuis cette date, la maladie de Crohn était quiescente sous un traitement par mésa-
lazine à la dose de 3 g/jour.
(3) L’examen clinique à l’admission était sans particularité, hormis une douleur pro-
voquée à la palpation de la fosse iliaque gauche et de l’hypogastre. Les examens
biologiques montraient une hyperleucocytose à 11,4 G/L et un syndrome inflam-
matoire avec une vitesse de sédimentation à 50 mm à la première heure. L’hémo-
globinémie était normale à 14 g/dL. La coproculture sur milieu enrichi en ampicil-
line mettait en évidence quelques colonies de Klebsiella oxytoca . La coproculture
avec ensemencement de milieux sélectifs pour Salmonella , Shigella et Campylobac-
ter spp. était négative, ainsi que la recherche dans les selles par méthode immuno-
enzymatique de toxine de Clostridium difficile . L’examen tomodensitométrique ab-
dominal montrait un épaississement de la paroi du côlon gauche.
(4) En 24 heures, sous repos digestif et après arrêt des antibiotiques, l’évolution était
favorable avec un retour à l’état clinique antérieur à la colite aiguë.
FIGURE 3.3 – Exemple de cas clinique en français
Dans le tableau 3.4, nous présentons les statistiques relatives au corpus CAS.
Dans le cadre de notre thèse, deux versions du corpus annoté sont actuellement
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disponibles : la première est annotée avec les informations relatives à la néga-
tion et la seconde avec les informations relatives à l’incertitude. Les deux versions
contiennent les mêmes documents. Le corpus annoté est ainsi composé de 200 cas
cliniques, 3 811 phrases et 87 487 tokens, soit 22,96 tokens par phrase en moyenne
et d’un vocabulaire de 10 500 tokens. 832 phrases sont marquées par la négation,
945 instances de négation sont disponibles et 74 marqueurs de négation sont iden-
tifiés. 226 phrases sont marquées par l’incertitude, 945 instances d’incertitude sont
disponibles et 80 marqueurs d’incertitude sont identifiés.
Les marqueurs de négation les plus fréquents sont : ne/n’[...]pas avec 299 occur-
rences, sans avec 264 occurrences et (ne/n’) aucun (ne/n’) avec 85 occurrences et non
avec 70 occurrences. Les marqueurs de négation les moins fréquents sont : absents,
exclure et exclus avec une seule occurrence.
Les marqueurs d’incertitude les plus fréquents sont : les formes fléchies du verbe
évoquer avec 37 occurrences, ? avec 31 occurrences, les formes fléchies du verbe pou-
voir avec 24 occurrences et aurait avec 11 occurrences. Les marqueurs d’incertitude
les moins fréquents sont : affirmait, consisterait, apparemment, certainement et 11 autres
marqueurs ne comptant qu’une seule occurrence.






Phrases marquées 832 226
Marqueurs (total) 945 243
Marqueurs (unique) 74 80
Processus d’annotation
Second corpus constitué et annoté dans le cadre de cette thèse, le corpus CAS, a
impliqué deux annotateurs. Cependant, à l’instar du corpus ESSAI, les marqueurs
d’incertitude et leur portée n’ont été annotés que par un seul annotateur. Par consé-
quent, aucun accord inter-annotateurs ni processus d’arbitrage n’ont été réalisés
pour l’incertitude. À l’inverse du corpus ESSAI, le corpus CAS a d’abord été an-
noté automatiquement en trois étapes :
1. annotation du corpus avec TreeTagger afin d’obtenir les lemmes et l’étiquetage
morpho-syntaxique,
2. annotation automatique des marqueurs de la négation et de l’incertitude (sé-
parément) par un BiLSTM-CRF entraîné sur les données du corpus ESSAI,
3. annotation automatique de la portée des marqueurs détectés à l’étape précé-
dente par un BiLSTM-CRF entraîné sur les données du corpus ESSAI.
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Le système ainsi que les descripteurs utilisés pour l’annotation automatique sont
présentés dans les sections 4.1, 4.2 et 4.3. À la suite de cette annotation automatique,
les deux annotateurs ont manuellement vérifié chaque phrase afin de corriger les
erreurs d’annotation et d’annoter les instances de négation oubliées par le système
de détection automatique selon les règles d’annotation établies en 3.1.1. Nous pré-
sentons dans le tableau 3.5 les accords inter-annotateurs calculés avec le Kappa de
Cohen pour le corpus CAS.
Kappa de Cohen
Marqueurs de négation 0,9933
Portées des négations 0,8461
TABLEAU 3.5 – CAS : Accords inter-annotateurs obtenus pour les mar-
queurs de négation et leur portée
L’accord inter-annotateurs obtenu pour les marqueurs de négation est extrême-
ment élevé, le Kappa de Cohen étant de 0,9933. Dans le cas présent, la majorité des
marqueurs a été annotée automatiquement et seuls quelques marqueurs sont ou-
bliés par l’un ou l’autre des annotateurs. Nous présentons ici quelques exemples.
Dans l’exemple (1), la seule occurrence du marqueur infirmé était oublié par l’un
des annotateurs. N’apparaissant pas dans le corpus ESSAI, le système de détection
automatique n’était pas entraîné à la détection de ce marqueur. Dans l’exemple (2),
l’adverbe non de la locution adverbiale non seulement ne marque pas la négation mais
a tout de même été annoté par le BiLSTM-CRF. Lors de la vérification manuelle l’un
des annotateurs n’a pas repéré cette erreur. Cependant, aucun des annotateurs n’a
repéré l’instance de négation disparition complète non seulement du prurit mais égale-
ment de l’ictère dont le marqueur est disparition et qui peut être reformulée par : plus de
prurit ni d’ictère. Ce marqueur est repéré lors de l’arbitrage et ajouté au corpus. Dans
l’exemple (3), la préposition sans de la locution adverbiale sans doute ne marque pas
la négation mais à tout de même été annotée par le BiLSTM-CRF. Cette erreur ap-
paraît à plusieurs reprises. Lors de la vérification manuelle l’un des annotateurs n’a
pas repéré ces erreurs.
1. Le diagnostic d’abcès était évoqué, mais infirmé au cours d’une exploration
chirurgicale, l’incision ne montrant que des débris nécrotiques sans pus.
2. Les suites ont été simples, avec cette fois une disparition complète non seule-
ment du prurit mais également de l’ictère.
3. Lors de son examen le médecin trouve devant lui un jeune homme grand et
fort, au physique puissant, mais à l’expression clairement avachie, ce qui fut
sans doute causé par les médicaments.
L’accord inter-annotateurs obtenu pour la portée des marqueurs de négation est
aussi plus élevée que pour le corpus ESSAI. En effet, le Kappa de Cohen est de
0,8461. Cependant, à l’instar du corpus ESSAI, le Kappa de Cohen est bien plus
bas que pour l’annotation des marqueurs. Dans le cas présent, les désaccords entre
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annotateurs concernant la portée des marqueurs, en dehors de ceux liés aux mar-
queurs oubliés et erreurs d’annotation non repérées, sont liés à l’annotation de la
ponctuation et du sujet de la phrase.
Dans l’exemple (1), le premier annotateur considère que la virgule fait partie de
la portée. À l’inverse du second annotateur, il annotera tout le corpus de cette façon.
Lors du processus d’arbitrage, il est décidé de ne pas inclure la ponctuation dans la
portée. Dans l’exemple (2), le premier annotateur fait l’erreur d’annoter le sujet de
la phrase, le patient, dans la portée.
(AR : annotation retenue, A1 : premier annotateur, A2 : second annotateur)
1. AR : pas de tabagisme, d’histoire de reflux gastro-œsophagien ou d’ingestion
de caustique.
A1 : pas de tabagisme, d’histoire de reflux gastro-œsophagien ou d’ingestion
de caustique.
A2 : pas de tabagisme, d’histoire de reflux gastro-œsophagien ou d’ingestion
de caustique.
2. AR : le patient n’a eu aucune récidive clinique
A1 : le patient n’a eu aucune récidive clinique
A2 : le patient n’a eu aucune récidive clinique
Un extrait du corpus dans sa forme finale est visible dans le tableau 3.6. Nous
conservons le même format que pour le corpus ESSAI.
TABLEAU 3.6 – Extrait tiré du corpus CAS
ID PT Token Lemme PoS-tag M–neg P–neg
1873 0 Il il PRO :PER _ _
1873 1 n’ ne ADV B_cue_neg _
1873 2 y y PRO :PER _ B_scope_neg
1873 3 a avoir VER :pres _ I_scope_neg
1873 4 pas pas ADV I_cue_neg _
1873 5 de de PRP _ I_scope_neg
1873 6 fièvre fièvre NOM _ I_scope_neg
1873 7 . . SENT _ _
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3.2 Corpus biomédicaux brésiliens
Dans le cadre du projet franco-brésilien FIGTEM et à l’occasion d’une mission
d’un mois au Brésil à l’Université Pontificale Catholique du Paraná (PUPCR), nous
avons participé à l’élaboration d’un corpus constitué de protocoles d’essais cliniques
brésiliens. Les marqueurs de négation ainsi que leur portée y ont été annotés. Nous
décrivons le contenu de ce corpus ainsi que le processus d’annotation en 3.2.1. À la
suite de cette collaboration, un second corpus constitué de textes cliniques brésiliens
a été constitué et annoté par les équipes du partenaire brésilien et mis à notre dispo-
sition. Nous décrivons le contenu de ce corpus ainsi que le processus d’annotation
en 3.2.2.
3.2.1 Protocoles d’essais cliniques brésiliens
Le corpus constitué dans le cadre du projet FIGTEM contient les protocoles
d’essais cliniques qui ont été collectés sur le site web brésilien dédié aux essais cli-
niques 6. La figure 3.4 présente un protocole d’essai clinique brésilien. Sa structure
est similaire au protocole français présenté dans la figure 3.2 en 3.1.2. Chaque pro-
tocole indique :
— le titre public de l’essai (Título Público),
L’influence de la semelle proprioceptive associée à l’acupuncture chez la femme.
— le titre scientifique (Título Científico),
L’influence de la semelle proprioceptive associée à l’acupuncture sur l’équilibre, la posture,
l’activité musculaire, la flexibilité et le profil énergétique des méridiens chez la femme.
— le résumé scientifique/schéma thérapeutique (Texto),
Le groupe G1 (n=15) a utilisé des semelles de chaussures courantes et recevra les informations
pour utiliser la semelle commune 4 heures par jour. Les groupes G2 (n=15) et G3 (n=15) rece-
vront la semelle fabriquée individuellement, après évaluation posturale et clinique et devront
l’utiliser 4 heures par jour. [...]
— les critères d’inclusion (Critério de Inclusão),
Étudiantes universitaires ; sexe féminin ; âge entre 18-30 ans ; sédentaires [...]
— les critères d’exclusion (Critério de Exclusão),
Les étudiantes qui ont une scoliose en S ;[...] ; fractures récentes des membres inférieurs [...]
— un résumé du schéma thérapeutique de l’étude (Design do Estudo).
Essai de traitement, contrôlé randomisé, parallèle, ouvert, avec deux bras.
6. http://ensaiosclinicos.gov.br/
3.2. Corpus biomédicaux brésiliens 95
Título Público :
A influência da palmilha proprioceptiva associada a acupuntura em mulheres.
Título Científico :
A influência da palmilha proprioceptiva associada à acupuntura sobre o equilíbrio,
postura, atividade muscular, flexibilidade e perfil energético dos meridianos em
mulheres.
Texto :
O grupo G1 (n=15) utilizaram palmilhas comum para sapato e receberá a informa-
ção para utilizar a palmilha comum por 4 horas por dia
O grupo G2 (n=15) e G3 (n=15) receberá a palmilha confeccionada individualmente,
após avaliação postural e clínica e terão que utilizá-las por 4 horas por dia
O grupo G2 - também receberá aplicação da acupuntura no meridiano tendino mus-
cular uma vez por semana durante 12 atendimentos com duração de meia hora cada
atendimento. Primeiramente será realizado assepsia do acupunto específico com ál-
cool 70%. A inserção da agulha será entre 1,5 a 30 mm de profundidade, tamanho
25x30mm, individualmente e descartável após o uso. O tratamento com este meri-
diano segue da seguinte maneira : aplicação no meridiano da bexiga ; no acupunto
B67 (localizado no leito ungueal lateral do 5ª dedo do pé) + ID18 (localizado no pro-
cesso do arco zigomático) + tonificação acuponto B67. Aplicação do meridiano da
vesícula biliar ; no acuponto VB44 (localizado no leito ungueal lateral do 4º dedo do
pé) + ID18 + tonificação do VB34 (localizado na cabeça do 4º e 5º metatarso do pé).
Aplicação do meridiano estômago ; acuponto E45 (localizado no leito ungueal do 2
dedo do pé) + ID18 + E41 (localizado na linha da articulação do tornozelo entre o
tendão do tibial anterior e extensor do hálux).
Os grupos serão avaliados na pré, imediatamente após, 30, 60 e 90 dias após a inter-
venção.
O número total de indivíduos para os grupos serão 45, sendo 15 para cada grupo.
Critério de Inclusão :
Estudantes universitárias ; sexo feminino ; idade entre 18-30 anos ; sedentárias ;
ter acesso ao Whatsapp ; aplicativo para smartphones ; afim de para facilitar a à co-
municação.
Critério de Exclusão :
Estudantes que apresentam escoliose em S; alterações vestibulares ; auditiva e ocu-
lares não corrigida ; fraturas recentes em membro inferior ; prótese no membro infe-
rior ; gestante ; IMC > 25.
Design do Estudo :
Ensaio clinico tratamento, randomizado-controlado, paralelo, aberto, com dois bra-
ços.
FIGURE 3.4 – Un protocole d’essai clinique en portugais brésilien
Comme le montre le tableau 3.7, ce corpus est constitué de 3 228 phrases et de
plus de 48 000 tokens, soit près de 15 tokens par phrase. Par ailleurs, le corpus est
constitué d’un vocabulaire de 6 453 tokens uniques, 643 phrases marquées par la
négation (environ 20 % de toutes les phrases) et 819 instances de négation. Un total
96 Chapitre 3. Corpus constitués dans le cadre de la thèse
de 56 marqueurs de négation sont identifiés dans le corpus. Les marqueurs de néga-
tion les plus fréquents sont : não (non, pas) avec 378 occurrences, sem (sans) avec 102
occurrences, ainsi que le préfixe in avec 88 occurrences. Les marqueurs les moins fré-
quents sont negarem (nier), impedem (empêcher), recusa em (refus de), etc. avec une seule
occurrence de chaque marqueur dans le corpus.










L’annotation des protocoles d’essais cliniques brésiliens a impliqué trois étu-
diants de la PUCPR. Le processus d’annotation a été basé sur des règles d’anno-
tation proches de celles utilisées avec le corpus français. Cependant, à l’instar du
corpus CD-SCO, les marqueurs affixaux ont été annotés, ce qui augmente consi-
dérablement le nombre total d’instances de négation (819). Par ailleurs, le manque
de disponibilité des annotateurs a présenté des difficultés. En effet, par manque de
temps, chaque annotateur s’est occupé d’une partie différente du corpus. Il était
donc impossible de calculer un accord inter-annotateurs et aucun processus d’ar-
bitrage n’a eu lieu. En conséquence, de nombreuses irrégularités entre annotateurs
sont à déplorer.
Un extrait du corpus dans sa forme finale est visible dans le tableau 3.8. À l’ex-
ception des deux dernières colonnes, qui n’adoptent pas une annotation en BIO à
l’instar du corpus CD-SCO, nous conservons le même format que pour les corpus
ESSAI et CAS. L’étiquetage morpho-syntaxique est obtenu avec le RDRPOSTagger
(D. Q. NGUYEN et al., 2014). La racinisation est réalisée avec le Portuguese Snowball
Stemmer du Natural Language Toolkit 7 (NLTK).
7. https://www.nltk.org/
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TABLEAU 3.8 – Extrait tiré du corpus de protocoles d’essais cliniques
brésiliens
ID PT Token Racine PoS-tag M–neg P–neg
1712 0 Ausencia ausenc VERB Ausencia _
1712 1 de de ADP de _
1712 2 amputação amput NOUN _ amputação
1712 3 de de ADP _ de
1712 4 membro membr NOUN _ membro
1712 5 superior superior ADJ _ superior
1712 6 . . PUNCT _ _
3.2.2 SemClinBr
Le corpus SemClinBr est constitué de textes cliniques qui ont été fournis par
trois hôpitaux brésiliens et qui sont liés à plusieurs spécialités médicales, telles que
la cardiologie, la néphrologie ou l’endocrinologie. 1 000 documents de nature di-
verse (comptes rendus d’hospitalisation, notes de soins infirmiers, dossiers ambula-
toires, évolution clinique, etc.) ont été annotés manuellement avec les marqueurs de
négation et leur portée.
L’exemple présenté dans la figure 3.5 suit la structure de notes SOAP (Subjec-
tive, Objective, Assessment, Plan), qui correspond à l’organisation typique des notes
cliniques créées par les professionnels de santé. Dans le cas présent, il s’agit de :
— Subjective : paciente nega queixas, nega dor, dispnéia. Restrita ao leito. Dieta via na-
soenteral.,
le patient nie les plaintes, nie la douleur, la dyspnée. Restreint au lit. Régime naso-entéral.
— Objective : paciente em BEG, hipocorada 2+/4, hidratada, eupnéica, afebril. [...],
patient en BEG, pâleur 2 +/4, hydraté, eupnéique, afébrile. [...]
— Assessment : sepse pulmonar em D8 tazocin (não foi realizado doses de ATB por 2
dias). Disglicêmica.,
septicémie pulmonaire dans la tazocine D8 (les doses d’ATB n’ont pas été données pendant 2
jours). Dysglycémique.
— Plan : plano de manter ATBterapia até D10, solicito exs lab, mantenho demais condu-
tas e cuidados de enfermaria..
prévoyez de maintenir la thérapie ATB jusqu’au 10ème jour, solliciter un laboratoire extérieur,
maintenir les autres pratiques et soins infirmiers.
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# Sepse pulmonar em D8 tazocin (paciente não recebeu por 2 dias Atb).
# Previamente HAS/ DM/ DPOC.
# AVE há 2 anos (hemiparesia à E).
# Escara em região sacral e perna E.
# S : paciente nega queixas, nega dor, dispnéia.
Restrita ao leito.
Dieta via nasoenteral.
# O : paciente em BEG, hipocorada 2+/4, hidratada, eupnéica, afebril.
Dados vitais estáveis.
C/P : mucosas úmidas e hipocoradas sem lNM .
CPP : MV+ simétrico bilateralmente , sem RA .
Prec : BCRNF sem sopro .
Abd : globoso, flácido, indolor à palpação.
Ausência de VCM, massas palpáveis ou sinais de irritação peritoneal.
Membros : sem edema, panturrilhas livres, escara em região sacral e perna E.
# A : sepse pulmonar em D8 tazocin (não foi realizado doses de ATB por 2 dias).
Disglicêmica.
# P : plano de manter ATBterapia até D10, solicito exs lab, mantenho demais condu-
tas e cuidados de enfermaria.
FIGURE 3.5 – Exemple de texte clinique en portugais brésilien
Comme le montre le tableau 3.9, SemClinBr est constitué de 9 808 phrases et
de 156 166 tokens, soit près de 16 tokens par phrase. D’autre part, le corpus est
constitué d’un vocabulaire de 15 127 tokens uniques, 1 758 phrases marquées par
la négation (environ 18 % de toutes les phrases) et 2 264 instances de négation. Un
total de 55 marqueurs de négation sont identifiés dans le corpus. Les marqueurs
de négation les plus fréquents sont : sem (sans) avec 1024 occurrences, nega (nier)
avec 408 occurrences, não (non, pas) avec 288 occurrences, ainsi que le préfixe a avec
270 occurrences. Les marqueurs les moins fréquents sont livres de (sans) et cancelada
(annulé) avec une seule occurrence, nunca (jamais) avec 3 occurrences et nem (ni) avec
4 occurrences.







Phrases marquées 1 758
Marqueurs (total) 2 264
Marqueurs (uniques) 55
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Processus d’annotation
Le processus d’annotation de SemClinBr a impliqué sept étudiants ainsi qu’une
infirmière. L’accord inter-annotateurs obtenu pour l’annotation des marqueurs et de
leur portée est plutôt élevé, un Kappa de Cohen de 0,7414. Finalement, l’infirmière
ainsi qu’un médecin ont pris part au processus d’arbitrage. Le processus d’annota-
tion est décrit en détail dans OLIVEIRA et al., 2020.
Un extrait de SemClinBr dans la forme que nous exploitons est visible dans le
tableau 3.10. Nous conservons le même format que pour le corpus d’essais cliniques
brésiliens. Les mêmes outils que pour le précédent corpus sont utilisés pour l’éti-
quetage morpho-syntaxique et la racinisation.
TABLEAU 3.10 – Extrait tiré du corpus de textes cliniques brésiliens
ID PT Token Lemme PoS-tag M–neg P–neg
427 0 Abertura abertur NOUN _ _
427 1 ocular ocul ADJ _ _
427 2 espontanea espontan ADJ _ _
427 3 , , PUNCT _ _
427 4 não nã ADV não _
427 5 responsivo respons ADJ _ responsivo
427 6 . . PUNCT _ _
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Conclusion
L’intérêt pour la détection automatique par apprentissage supervisé de la né-
gation et de l’incertitude s’est accru ces dix dernières années avec la disponibi-
lité de corpus de textes en anglais annotés (BioScope, CD-SCO, etc.). Cependant,
pour beaucoup d’autres langues, le manque de textes annotés, du domaine général
comme de domaines spécialisés, entrave le développement de telles approches.
Dans ce chapitre, deux corpus de textes biomédicaux français ont été présentés.
Le corpus ESSAI est constitué de protocoles d’essais cliniques et le corpus CAS est
constitué de 200 cas cliniques. Ces corpus ont été annotés par nos soins avec les
marqueurs de négation et d’incertitude ainsi que leur portée. Pendant cette thèse,
différentes versions de ces corpus annotés avec les marqueurs de négation et leur
portée ont été présentées dans plusieurs publications. Dans DALLOUX, CLAVEAU
et GRABAR, 2017, nous présentions la première version du corpus ESSAI, dans
DALLOUX, CLAVEAU, GRABAR et MORO, 2018 et DALLOUX, GRABAR et CLAVEAU,
2019, une seconde version était présentée et dans DALLOUX, CLAVEAU et GRABAR,
2019 et DALLOUX, CLAVEAU, GRABAR, OLIVEIRA et al., 2020, nous présentions les
versions d’ESSAI et CAS les plus proches de celles actuellement disponibles. À
l’inverse, les versions annotées avec les marqueurs d’incertitude ainsi que leur por-
tée, que nous avons décrites dans ce chapitre, n’ont connu qu’une seule version à
ce jour (DALLOUX, CLAVEAU et GRABAR, 2019), sans inter-annotation ni processus
d’arbitrage. Il faudra y remédier afin que ces annotations puissent être considérées
comme finales. Puisque ces corpus ne contiennent pas de données sensibles, nous
pouvons les rendre librement accessibles. Un formulaire de téléchargement permet
d’accéder à ces données 8. Depuis octobre 2019, nous avons reçu plusieurs dizaines
de demandes de téléchargement, notamment par des chercheurs de l’AP-HM 9 et de
l’AP-HP 10.
Dans la seconde partie de ce chapitre, deux corpus de textes biomédicaux bré-
siliens ont été présentés. Le premier est constitué de protocoles d’essais cliniques
et le second de textes cliniques provenant de trois hôpitaux brésiliens. Ces corpus,
annotés avec les marqueurs de négation ainsi que leur portée, ont été élaborés en
collaboration avec la PUCPR dans le cadre du projet FIGTEM. Nous les utilisons
dans le cadre de plusieurs publications (DALLOUX, CLAVEAU, GRABAR et MORO,
2018 ; DALLOUX, CLAVEAU, GRABAR, OLIVEIRA et al., 2020). À notre connaissance,
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La détection d’évènements incertains et niés dans les textes est une thématique
de recherche à laquelle les chercheurs en traitement automatique du langage natu-
rel (TALN) s’intéressent depuis près de 20 ans (CHAPMAN et al., 2001), notamment
dans le domaine biomédical dans lequel s’inscrit le projet BigClin. En effet, dans ce
domaine, beaucoup d’informations sont apportées sous forme non structurée, c’est-
à-dire sous la forme de texte libre, et, d’après de nombreux articles du domaine
(CHAPMAN et al., 2001 ; ELKIN et al., 2005 ; DENNY et PETERSON, 2007 ; GINDL,
KAISER et MIKSCH, 2008), la détection de ces phénomènes linguistiques joue un
rôle prépondérant dans de nombreuses tâches d’extraction d’informations. Dans les
textes cliniques, la négation est souvent utilisée pour exclure un diagnostic ou une
prise de médicaments. Quant à l’incertitude, elle prend le plus souvent la forme
d’hypothèses formulées par les médecins avec prudence. Dans le cas d’essais cli-
niques, par exemple, la détection de ces opérations linguistiques peut être cruciale
dans la sélection, ou non, d’un patient. Il faut donc être capable de déterminer la
présence, l’absence ou la possibilité de maladies et co-morbidités, de la prise d’un
médicament, d’une grossesse au moment du recrutement, etc.
Sur la base des jeux de données présentés dans le chapitre précédent ainsi que
des corpus BioScope et CD-SCO présentés en 1.3.2, nous proposons dans ce cha-
pitre plusieurs approches d’étiquetage de séquences par apprentissage artificiel
pour la détection de la négation et de l’incertitude dans les textes. Ainsi, dans la
section 4.1, nous présentons les plongements de mots pré-entraînés ainsi que les
systèmes d’étiquetage de séquences que nous développons. Ensuite, dans la sec-
tion 4.2, nous présentons le protocole expérimental ainsi que l’analyse des résul-
tats obtenus pour la tâche de détection des marqueurs. Enfin, dans la section 4.3,
nous présentons le protocole expérimental, l’analyse des résultats obtenus pour la
tâche de détection de la portée et nous reprenons l’analyse des erreurs publiée dans
DALLOUX, CLAVEAU, GRABAR, OLIVEIRA et al., 2020.
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4.1 Nos approches
Dans cette section, nous présentons les plongements de mots pré-entraînés et les
systèmes d’étiquetage de séquences qui constituent les différentes approches par
apprentissage artificiel que nous développons afin de résoudre plusieurs tâches :
l’étiquetage automatique des marqueurs de négation et d’incertitude ainsi que l’éti-
quetage automatique de la portée de ces marqueurs, et ce, pour plusieurs langues
(français, anglais, portugais brésilien).
4.1.1 Plongements de mots pré-entraînés
En 2.2.2, nous avons présenté différentes méthodes permettant d’obtenir des
plongements de mots pré-entraînés (word2vec, fastText). Les modèles pré-entraînés
que nous utilisons en entrée de plusieurs de nos systèmes d’étiquetage sont entraî-
nés avec ces méthodes. Dans ce qui suit, nous décrivons les modèles utilisés pour
chaque langue.
Modèles pour le français. Nous entraînons un modèle word2vec (w2v-fr) ainsi
qu’un modèle fastText (fT-fr) à partir des corpus suivants : les articles de Wikipe-
dia en français (2017), les corpus ESSAI et CAS, le corpus CRTT, ainsi que le corpus
QUAERO. Les paramètres d’entraînement principaux sont : 100 dimensions, la mé-
thode Skip-Gram, une fenêtre contextuelle de (-5 ; +5) mots, un nombre minimum
de cinq occurrences pour chaque mot ainsi que l’échantillonnage négatif (negative
sampling).
Modèles pour le portugais brésilien. Nous utilisons deux modèles pré-entraînés
téléchargeables sur le site web du NILC 1 (Núcleo Interinstitucional de Linguística
Computacional) (HARTMANN et al., 2017). Un modèle word2vec de 100 dimensions
entraîné avec la méthode Skip-Gram (w2v-pt), ainsi qu’un modèle fastText de 100
dimensions entraîné avec la méthode Skip-Gram (fT-pt).
Modèles pour l’anglais. Nous utilisons deux modèles fastText lors de l’entraîne-
ment et de l’évaluation de nos systèmes d’étiquetage sur les jeux de données du cor-
pus CD-SCO. fT-O est le modèle fastText original de 300 dimensions téléchargeable
sur le site web dédié 2. Ce modèle contient un million de vecteurs de mots entraînés
sur Wikipedia 2017, l’UMBC webbase corpus ainsi que le statmt.org news data-
set. fT-D est un modèle de 100 dimensions que nous entraînons avec l’algorithme
CBOW sur l’intégralité des romans de Conan Doyle disponibles sur le site du projet
Gutenberg 3. Les paramètres d’entraînement principaux sont : une fenêtre contex-
tuelle de (-5 ; +5) mots, un nombre minimum de cinq occurrences pour chaque mot
ainsi que le softmax hiérarchique. Le corpus CD-SCO étant composé d’un roman et
de trois nouvelles de Sherlock Holmes, ce modèle est motivé par l’hypothèse qu’uti-
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mais aussi à l’auteur, permettra de surpasser les modèles entraînés sur des données
génériques. Entraîné sur un volume de données bien plus faible que le modèle ori-
ginal, ce modèle est aussi beaucoup plus léger.
Initialisation aléatoire. Pour toutes les langues avec lesquelles nous travaillons,
nous utilisons l’initialisation aléatoire des poids de nos vecteurs de mots en entrée
de nos réseaux de neurones. Avec cette méthode, les poids sont initialisés très près
de zéro, mais de façon aléatoire. Par rapport à une initialisation des poids à zéro, cela
permet de briser la symétrie et chaque neurone n’effectue plus le même calcul. En
outre, les plongements des autres descripteurs, que nous utilisons pour la détection
des marqueurs (lemmes, parties du discours) et de leur portée (parties du discours et
statut de marqueur), sont toujours initialisés aléatoirement. Pendant l’entraînement,
les poids des plongements sont mis à jour.
4.1.2 Approches pour l’étiquetage de séquences
En 1.1.3, nous avons présenté les approches de TALN les plus efficaces à ce jour
pour l’étiquetage de séquences. Dans ce qui suit, nous présentons les différentes ap-
proches par apprentissage supervisé que nous développons dans le but d’étiqueter
les marqueurs de négation et d’incertitude ainsi que leur portée. Nous commençons
par décrire l’approche par CRF qui constitue notre point de référence (baseline).
Ensuite, nous présentons nos approches par BiRNN. Enfin, nous présentons nos
approches reposants sur les transformers, derniers travaux en date.
Approche par CRF
Les champs aléatoires conditionnels font partie des modèles d’apprentissage au-
tomatique de la famille des modèles graphiques non orientés. Modèles discrimi-
nant des champs aléatoires de Markov, les CRF cherchent à modéliser la probabilité
conditionnelle p(Y|X), pour une séquence d’entrées X et une séquence d’étiquettes
Y. LAFFERTY, MCCALLUM, PEREIRA et al., 2001 définissent les CRF de la manière
suivante :
Soit G = (V, E) un graphe tel que Y = (Yv)v∈V de sorte que Y est indexé
par les sommets de G. Alors (X, Y) est un champ aléatoire conditionnel
si, conditionnées à X, les variables aléatoires de Markov Yv obéissent à
la propriété de Markov par rapport au graphe : p(Yv|X, Yw, w 6= v) =
p(Yv|X, Yw, w ∼ v)
Les CRF modélisent donc conjointement la séquence complète d’étiquettes asso-
ciées à une séquence d’entrées. En d’autre termes, ils permettent de déterminer la
séquence d’étiquettes la plus probable pour la séquence d’entrées.
Dans le cadre de nos travaux, nous utilisons les linear-chain CRF qui permettent
de modéliser les dépendances séquentielles entre les étiquettes successives. D’autre
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part, les CRF permettent d’utiliser une fenêtre contextuelle de descripteurs autour
de chaque token. Dans la figure 4.1, nous présentons un linear-chain CRF dédié à
la détection des marqueurs de négation. Dans le cas présent, la fenêtre contextuelle
devrait permettre d’identifier plus précisément les marqueurs multi-mots. Dans cet
exemple, la fenêtre contextuelle prend en compte le token précédent et ses descrip-
teurs et le token suivant et ses descripteurs. Ainsi, le token pas est représenté par les
descripteurs suivants :
— le token, le lemme et la partie du discours correspondant au token a,
— le token, le lemme et la partie du discours correspondant au token pas,
— le token, le lemme et la partie du discours correspondant au token de.
FIGURE 4.1 – Architecture d’un Linear-chain CRF pour l’étiquetage des
marqueurs de négation avec une fenêtre contextuelle de (-1/+1)
Les systèmes basés sur les linear-chain CRF ont longtemps été parmi les plus per-
formants pour les tâches d’étiquetage de séquences dans le domaine du TALN jus-
qu’à la résurgence récente des réseaux de neurones. Dans ce manuscrit, l’approche
par CRF sert de point de référence (baseline) pour la détection des marqueurs de né-
gation et d’incertitude dans les corpus en français et en portugais brésilien. Pour les
corpus BioScope et CD-SCO, les résultats des systèmes présentés en 1.3.3 consti-
tuent nos points de référence.
Ce système de détection des marqueurs, basé sur les linear-chain CRF, utilise l’al-
gorithme d’optimisation L-BFGS (Limited-memory BFGS), qui calcule approxima-
tivement l’algorithme Broyden-Fletcher-Goldfarb-Shanno en utilisant une quan-
tité limitée de mémoire, comme algorithme du gradient. Pour la régularisation, une
norme L1 de 0.1 ainsi qu’une norme L2 de 0.01 sont appliquées. Les descripteurs
utilisés pour chaque token sont ceux présentés dans la figure 4.1 : les tokens, les
lemmes et les parties du discours. La fenêtre contextuelle optimale (-4/+4) est défi-
nie empiriquement.
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Approches par réseaux de neurones récurrents bidirectionnels
En 2.2.2, nous avons présenté notre approche par réseau de neurones récurrents
bidirectionnel pour la classification multi-étiquette de textes cliniques. Dans le cas
présent, en plus de la cellule LSTM, nous exploitons la cellule gated recurrent unit
(GRU). La cellule GRU (K. CHO et al., 2014) est une variante de la cellule LSTM où
plusieurs « portes » et états sont fusionnés. Le modèle créé par un RNN à cellules
GRU est donc plus simple et, en pratique, cette approche réduit la taille du modèle
ainsi que le temps de calcul nécessaire tout en conservant des résultats équivalents
à ceux d’un RNN à cellules LSTM. La portée de la négation et de l’incertitude peut
s’étendre avant et/ou après le marqueur, de façon continue comme discontinue. Les
BiRNN nous semblent donc particulièrement appropriés pour résoudre la tâche de
détection de la portée.
Dans le cadre de nos travaux, nous utilisons quatre BiRNN, dont une vue d’en-
semble de l’architecture est présentée dans la figure 4.2. Chaque BiRNN exploite
soit des cellules LSTM ou GRU et la prédiction est effectuée soit par une couche
entièrement connectée avec une fonction d’activation softmax soit par une couche
CRF. La fonction softmax est souvent utilisée dans les réseaux de neurones afin de
faire correspondre la sortie non-normalisée d’un réseau à une distribution de pro-
babilité sur les classes de sortie prédites. Elle permet donc d’attribuer une classe à
chaque token. Les couches récurrentes (avant/arrière) sont constituées de 400 unités
cachées chacune. À l’instar du BiLSTM présenté en 2.2.2, plusieurs régularisations
par dropout sont appliquées au cours de l’entraînement. Les descripteurs utilisés
pour chaque token sont : le token, le lemme et la partie du discours pour la détec-
tion des marqueurs et le token, la partie du discours et le statut de marqueur pour
la détection de la portée.
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FIGURE 4.2 – Architecture de nos BiRNN
Approches reposants sur les transformers
Depuis VASWANI et al., 2017, les modèles de langage basés sur le transformer sont
omniprésents dans le domaine du TALN. En effet, comme nous l’avons vu en 1.1.2
et 1.1.3, les transformers surpassent les RNN et CNN sur de nombreuses tâches de
TALN. Ces performances sont dues à plusieurs éléments. Premièrement, le trans-
former est non-séquentiel, c’est-à-dire que les phrases sont traitées en entier et pas
mot par mot. Cela permet aux transformers de ne pas souffrir de problèmes de dé-
pendance à long terme (ou du moins à l’échelle de la phrase). Autre élément clé du
transformer est que la couche d’attention multi-tête (Multi-Head Attention layer) est
basée sur le mécanisme d’attention introduit par BAHDANAU, K. CHO et BENGIO,
2015. Dans un réseau de neurones, le mécanisme d’attention est utilisé pour quan-
tifier l’interdépendance entre les mots en entrée et en sortie et entre les mots en
entrée eux-mêmes afin d’identifier les mots pertinents de la phrase en entrée et de
leur donner plus de poids. L’architecture du transformer repose donc sur la couche
d’attention multi-tête qui consiste essentiellement en de multiples couches d’atten-
tion apprenant conjointement différentes représentations à partir de différentes po-
sitions. Cela est non seulement plus efficace en termes de représentation, mais aussi
en termes de calcul par rapport à la convolution et aux opérations récursives. Enfin,
les plongements positionnels remplacent la récurrence. En effet, pour se souvenir
de la position de chaque token dans une phrase, les plongements positionnels uti-
lisent des poids fixes ou appris qui encodent les informations relatives à la position
spécifique de chaque token.
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BERT pour Bidirectional Encoder Representations from Transformers (DEVLIN et al.,
2019), est un ensemble de modèles de langage monolingues et multilingues pré-
entraînés à l’aide de transformers bidirectionnels de façon non supervisée qui
peuvent ensuite être ré-entraînés soit sur du texte brut afin de les adapter à un
domaine particulier ou de façon supervisée afin d’effectuer une tâche en particu-
lier (NER, étiquetage morpho-syntaxique, catégorisation de documents, etc.). Les
bonnes performances de BERT peuvent être expliquées par plusieurs éléments : les
nouvelles tâches de pré-entraînement appelées Masked Language Model (MLM) et
Next Sentense Prediction (NSP), un large volume de données et une puissance de
calcul conséquente pour l’entraînement. La MLM permet au modèle d’apprendre le
contexte de chaque mot à partir des mots apparaissant à la fois avant et après un mot
donné. La MLM transforme le texte en tokens et utilise la représentation de chaque
token en entrée et en sortie pour l’entraînement. Dans les modèles les plus popu-
laires, 15 % des tokens sont masqués, c’est-à-dire cachés pendant l’entraînement, et
la fonction objectif à pour but de prédire correctement l’identité de chaque token.
À la différence des méthodes bidirectionnelles par concaténation telle qu’ELMo, la
MLM permet d’effectuer un apprentissage directement bidirectionnel à partir du
texte. Quant à la NSP, elle permet au modèle d’apprendre les relations entre les
phrases en prédisant si la phrase suivante d’une paire de phrases est vraiment la
phrase suivante ou non. Dans ce but, le modèle est entraîné sur 50 % de paires cor-
rectes et 50 % de paires aléatoires. Les fonctions objectifs de la MLM et de la NSP
sont entraînées par BERT de façon simultanée.
RoBERTa pour A Robustly Optimized BERT Pretraining Approach (Y. LIU, OTT et al.,
2019) est une version ré-entraînée de BERT qui introduit plusieurs changements
dans la méthodologie d’entraînement : la suppression de la NSP, l’introduction du
masquage dynamique et l’augmentation du volume de données d’entraînement. Le
masquage dynamique consiste à changer les tokens masqués à chaque période d’en-
traînement. Le pré-entraînement de RoBERTa prend une journée en utilisant 160 GB
de données et 1 024 GPU Tesla V100.
Ces modèles sont entraînés sur des données en anglais ou des données mul-
tilingues. Récemment, plusieurs modèles monolingues français, tels que Camem-
BERT (L. MARTIN et al., 2020) et FlauBERT (LE et al., 2020), ont vu le jour. Dans ce
qui suit, nous décrivons brièvement CamemBERT, puis nous présentons les deux
modèles que nous ré-entraînons pour la détection de la négation et de l’incertitude.
CamemBERT (L. MARTIN et al., 2020) est un transformer multicouche bidirec-
tionnel basé sur RoBERTa. La principale différence entre CamemBERT et Ro-
BERTa est l’utilisation du masquage de mots entiers et l’utilisation de la toke-
nisation SentencePiece (KUDO et RICHARDSON, 2018) au lieu de WordPiece (M.
SCHUSTER et NAKAJIMA, 2012). Deux modèles de CamemBERT sont disponibles,
CamemBERTBASE et CamemBERTLARGE, qui utilisent respectivement les architec-
tures originales de BERTBASE et BERTLARGE.
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CamemBERTFine−tuned est notre modèle simplement ré-entraîné de
CamemBERTBASE pour les tâches d’étiquetage de séquences. Pour l’étique-
tage de la portée, la présence de chaque marqueur est signalée par l’ajout du
token [marqueur] dans la séquence. Par exemple, la séquence Pas de fièvre. devient
[marqueur] Pas de fièvre. Ce modèle est entraîné avec un taux d’apprentissage de 3e-5
ainsi qu’un epsilon de 1e-8.
CASmemBERT est notre version adaptée au domaine de CamemBERTBASE. Pre-
mièrement, nous ré-entraînons ce modèle de langage sur plus de 4 000 cas cliniques
pendant 10 périodes d’entraînement à l’aide du script run_language_modeling.py 4.
Puis, nous entraînons ce modèle pour les tâches d’étiquetage de séquences de la
même manière et avec les mêmes paramètres que pour CamemBERTFine−tuned.
Dans la section 4.2, nous présentons notre protocole expérimental ainsi que les
résultats obtenus pour l’étiquetage des marqueurs de négation et d’incertitude par
les approches que nous venons de présenter sur les données décrites dans le cha-
pitre 3, ainsi qu’en 1.3.2.
4. https://github.com/huggingface/transformers/blob/master/examples/
language-modeling/run_language_modeling.py
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4.2 Étiquetage automatique des marqueurs
La détection des marqueurs est la première étape du processus de détection de
la négation et de l’incertitude dans les textes. En 1.3.1, nous avons présenté les mar-
queurs de négation et d’incertitude, piliers des opérations de négation et de l’expres-
sion de l’incertitude. La négation et l’incertitude sont exprimées par de nombreux
marqueurs que l’on retrouve dans la plupart des catégories grammaticales dans les
langues avec lesquelles nous travaillons (français, portugais brésilien, anglais). L’éti-
quetage automatique des marqueurs peut être envisagé de différentes manières.
En 1.3.3, nous avons présenté les approches proposées pour cette tâche. Ces ap-
proches reposent soit sur des ensembles de marqueurs accompagnés de règles ex-
pertes, soit sur des algorithmes d’apprentissage supervisé apprenant une fonction
de prédiction à partir de données annotées. Certaines de ces approches sont hy-
brides, c’est-à-dire qu’elles reposent sur une combinaison de ces deux types d’ap-
proches, afin de tirer le meilleur de chacune. En 4.1, nous avons décrit les approches
par apprentissage supervisé que nous retenons pour la détection des marqueurs et
de leur portée. En 4.2.1, nous indiquons lesquelles de ces approches sont retenues
pour cette tâche ainsi que les jeux de données sur lesquels ces approches sont en-
traînées et testées. Nous rappelons aussi les mesures d’évaluation utilisées. Enfin,
en 4.2.2, nous présentons et analysons les résultats obtenus pour chaque corpus.
4.2.1 Protocole expérimental
Les approches que nous retenons pour la détection des marqueurs sont le CRF,
le BiLSTM-CRF, CamemBERTFine−tuned, ainsi que CASmemBERT, approches que
nous décrivons en 4.1.2. Les descripteurs utilisés en entrée du CRF et du BiLSTM-
CRF sont les tokens, les lemmes et les parties du discours. Les corpus utilisés pour
l’évaluation de nos approches sont les corpus ESSAI et CAS présentés en 3.1, les
corpus brésiliens présentés en 3.2, ainsi que les corpus BioScope et CD-SCO pré-
sentés en 1.3.2.
Pour les corpus français et brésiliens, tous les systèmes de détection sont entraî-
nés et testés sur les mêmes versions randomisées des corpus. Les jeux de données
d’entraînement sont toujours constitués de 80 % des données et les jeux de don-
nées de test de 20 % des données. Les jeux de données de validation sont toujours
constitués de 20 % des jeux de données d’entraînement. Le corpus CAS n’ayant pas
suffisamment d’instances d’incertitude, nous l’utilisons en combinaison avec le cor-
pus ESSAI. CamemBERTFine−tuned et CASmemBERT sont entraînés et testés sur le
corpus CAS.
Étant donné que BioScope n’est pas découpé en jeux de données d’entraînement
et de test, à l’instar des approches proposées dans la littérature, notre BiLSTM-CRF
est uniquement entraîné sur le corpus de résumés d’articles, puis testé sur les articles
scientifiques et examens cliniques. Une validation croisée à 10 plis permet d’obtenir
des résultats sur le corpus de résumés.
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Pour le corpus CD-SCO, nous entraînons deux modèles : (1) le modèle BiLSTM-
CRF qui est entraîné, validé et testé avec les jeux de données d’entraînement, de
validation et de test de la campagne d’évaluation, et (2) le modèle BiLSTM-CRF
(fT-D) qui est entraîné, validé et testé de la même manière mais le modèle fastText
fT-D est utilisé en entrée.
Afin d’obtenir des résultats comparables pour chaque corpus, nous reprenons
les mêmes méthodes d’évaluation que dans l’état de l’art. Les mesures d’évaluation
utilisées sont la précision, le rappel et la F-mesure au niveau des tokens. Cependant,
étant donné que les modèles pré-entraînés basés sur BERT utilisent leur propre al-
gorithme de tokenisation, le nombre final de tokens n’est donc pas identique à celui
d’origine pour tous les jeux de données. Dans le cas présent, cela pourrait avoir un
léger impact positif comme négatif au moment de l’évaluation. Ces résultats sont
donc à prendre avec du recul.
4.2.2 Analyse des résultats
Les résultats présentés dans cette sous-section sont issus de plusieurs de nos pu-
blications. Concernant les marqueurs de négation, la publication de référence est
DALLOUX, CLAVEAU, GRABAR, OLIVEIRA et al., 2020, alors que pour les marqueurs
d’incertitude, il s’agit de DALLOUX, CLAVEAU et GRABAR, 2019. En ce qui concerne
les résultats obtenus sur les corpus anglais, BioScope et CD-SCO, ils ne font pas
partie de travaux publiés sur le sujet. Les versions de nos corpus utilisées dans ces
publications ne sont pas nécessairement celles présentées dans le chapitre précé-
dent, étant donné que nos corpus ont été périodiquement augmentés et que des
annotations ont été harmonisées et corrigées.
ESSAI et CAS
Le tableau 4.1 présente les résultats obtenus sur les deux corpus français. D’une
part, nous constatons que la détection des marqueurs de négation en français semble
être une tâche plutôt simple. En effet, les F-mesures obtenues pour l’étiquetage des
marqueurs de négation sont très élevées (de 93,92 % à 97,58 %). D’autre part, la
tâche d’étiquetage des marqueurs d’incertitude semble être plus complexe : les F-
mesures obtenues sont bien plus faibles (de 86,88 % à 92,12 %). Nous avions constaté
en 3.1 que les marqueurs d’incertitude prennent des formes bien plus variées que
les marqueurs de négation et nous disposons de bien moins d’instances d’incerti-
tude que de négation dans nos corpus. Étant donné la multitude de formes que les
marqueurs d’incertitude peuvent prendre, ainsi que les nombreux contextes dans
lesquels ils apparaissent et expriment ou non l’incertitude, il faudra sans doute an-
noter bien plus d’exemples pour atteindre des performances équivalentes à celles
de la négation. En ce qui concerne l’approche, c’est notre BiLSTM-CRF qui est la
plus performante pour la détection des marqueurs de négation. Nous entraînons
toutes nos approches sur le corpus CAS et, dans le cas présent, les approches par
transformers ne parviennent pas à surpasser le BiLSTM-CRF. Cependant, sans re-
présentation des lemmes et des parties du discours, ces approches parviennent à
obtenir de très bons résultats. Pour les marqueurs d’incertitude, à l’inverse, ce sont
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nos approches par transformers qui sont les plus performantes sur la combinaison
ESSAI+CAS, notamment grâce à des rappels très élevés.
TABLEAU 4.1 – Résultats des systèmes de détection des marqueurs au
niveau des tokens sur les corpus en français.
Corpus Système Précision Rappel F-mesure
Négation
ESSAI CRF 96,05 91,89 93,92BiLSTM-CRF 99,09 93,70 96,32
CAS
CRF 97,05 97,37 97,21
BiLSTM-CRF 96,99 98,17 97,58
CamemBERTFine−tuned 94,97 97,82 96,38
CASmemBERT 95,26 98,64 96,92
Incertitude
ESSAI CRF 91,43 82,76 86,88BiLSTM-CRF 91,00 83,84 87,27
ESSAI+CAS
CRF 93,93 88,82 91,30
BiLSTM-CRF 91,22 87,92 89,54
CamemBERTFine−tuned 87,90 95,02 91,32
CASmemBERT 89,68 94,70 92,12
Corpus brésiliens
Le tableau 4.2 présente les résultats obtenus sur les deux corpus brésiliens. Ces
résultats semblent confirmer la supériorité du BiLSTM-CRF face au CRF. En outre,
comme pour le français, les deux approches fonctionnent moins bien sur les essais
cliniques que sur les textes cliniques. Cependant, nous constatons que les F-mesures
présentées ici sont largement inférieures à celles obtenues sur les corpus français. En
effet, les résultats sur les essais cliniques brésiliens sont inférieurs de près de 6 points
par rapport aux essais cliniques français. La F-mesure obtenue par notre BiLSTM-
CRF sur les textes cliniques est plus convaincante (92,63) mais inférieure d’environ
5 points à celle obtenue sur le corpus CAS. Nous identifions les principales raisons
de l’infériorité de ces résultats.
D’une part, certains marqueurs sont sous-représentés. Dans le corpus d’essais
cliniques, 56 marqueurs différents sont identifiés et les marqueurs não, sem et in re-
présentent près de 70 % des instances de négation. Les 53 autres marqueurs se par-
tagent les 251 instances de négation restantes. Dans le corpus de textes cliniques 55
marqueurs différents sont identifiés et les marqueurs sem, nega, não et a représentent
près de 88 % des instances de négation. Les 51 autres marqueurs se partagent les
274 instances de négation restantes. Parmi les instances de négation restantes, cer-
tains marqueurs n’apparaissent qu’une ou deux fois. C’est le cas de Falta de, negarem,
impedem ou encore recusa em dans le corpus d’essais cliniques. La division de ces cor-
pus en jeux de données d’entraînement, de validation et de test étant aléatoire, si les
instances de négation qui contiennent ces marqueurs se retrouvent dans le jeu de
données de validation ou de test, elles ne seront pas détectées par nos systèmes.
C’est le cas des marqueurs que nous citons et de bien d’autres.
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D’autre part, le corpus d’essais cliniques n’a pas bénéficié d’un processus d’ar-
bitrage. Les désaccords entre annotateurs n’ont donc pas été résolus et affectent à
la fois la précision et le rappel. Par exemple, quelques occurrences de anti- ont été
annotées en tant que marqueurs, mais la plupart ne l’ont pas été, ce qui a provoqué
des erreurs de rappel. Un autre exemple lié au manque d’inter-annotation et d’ar-
bitrage : plusieurs occurrences de marqueurs, tels que não, nehum ou sem, n’ont pas
été annotées, ce qui a provoqué des erreurs de précision.
TABLEAU 4.2 – Résultats des systèmes de détection des marqueurs de
négation au niveau des tokens sur les corpus en portugais brésilien.
Corpus Système Précision Rappel F-mesure
Essais cliniques CRF 90,67 86,08 88,31BiLSTM-CRF 93,51 87,80 90,57
SemClinBr CRF 88,60 90,41 89,49BiLSTM-CRF 94,64 90,71 92,63
BioScope
Le tableau 4.3 présente les résultats des systèmes de détection des marqueurs de
négation sur le corpus BioScope. Dans le cas présent, notre BiLSTM-CRF ne par-
vient pas à surpasser les résultats des systèmes de détection des marqueurs de né-
gation les plus performants. Cependant, nous obtenons une F-mesure de 95,27 % en
validation croisée à 10 plis (écart-type des F-mesures de 2,3 points) sur le corpus de
résumés d’articles scientifiques sans post-traitement. Cette F-mesure est très proche
de celle du système hybride de VELLDAL, ØVRELID et al., 2012 qui est de 96,00 %.
Les F-mesures obtenues par notre système sur les deux autres corpus sont infé-
rieures à celles des systèmes concurrents. Sur le corpus d’examens radiologiques,
notre F-mesure reste élevée mais est inférieure de 2,5 points à celle de MORANTE et
DAELEMANS, 2009a. Sur le corpus d’articles scientifiques, notre F-mesure est infé-
rieure d’environ 10,5 points à celle de VELLDAL, ØVRELID et al., 2012. Ces baisses
sont principalement dues au protocole expérimental globalement utilisé sur le cor-
pus BioScope. En effet, les systèmes sont uniquement entraînés sur le corpus de
résumés d’articles, puis testés sur les articles scientifiques et examens cliniques.
Par conséquent, les systèmes hybrides tels que MORANTE et DAELEMANS, 2009a et
VELLDAL, ØVRELID et al., 2012, reposants à la fois sur des listes de marqueurs et des
méthodes par apprentissage, obtiennent de meilleurs rappels et donc de meilleures
F-mesure.
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TABLEAU 4.3 – Résultats des systèmes de détection des marqueurs de
négation au niveau des tokens sur le corpus BioScope.
Corpus Système Précision Rappel F-mesure
Résumés BiLSTM-CRF 93,39 97,23 95,27VELLDAL, ØVRELID et al., 2012 93,46 98,73 96,00
Examens BiLSTM-CRF 96,49 93,96 95,21MORANTE et DAELEMANS, 2009a 97,33 98,09 97,71
Articles BiLSTM-CRF 90,21 73,09 80,75VELLDAL, ØVRELID et al., 2012 85,22 98,25 91,27
Le tableau 4.4 présente les résultats des systèmes de détection des marqueurs
d’incertitude sur le corpus BioScope. Dans le cas présent, notre BiLSTM-CRF ob-
tient des résultats état-de-l’art pour deux des trois jeux de données. Sur le corpus de
résumés d’articles, notre F-mesure est de 91,40 % (écart-type des F-mesures de 3,1
points), soit environ 3,2 points supérieures à celle de Qiaoming ZHU et al., 2010. Ce
bon résultat est expliqué par une amélioration conséquente du rappel, environ 5,7
points. Cela est sans doute dû à la supériorité des cellules LSTM pour l’apprentis-
sage de dépendances à long terme entre les descripteurs. D’autre part, sur les deux
autres corpus, les résultats chutent fortement. Cependant, sur le corpus d’examens
radiologiques, avec une F-mesure de 50,24 %, notre système reste le plus perfor-
mant à ce jour. Sur le corpus d’articles scientifiques, comme pour la négation, notre
approche ne parvient pas à égaler les résultats du système le plus performant (envi-
ron -2 points).
TABLEAU 4.4 – Résultats des systèmes de détection des marqueurs
d’incertitude au niveau des tokens sur le corpus BioScope.
Corpus Système Précision Rappel F-mesure
Résumés BiLSTM-CRF 93,48 89,42 91,40Qiaoming ZHU et al., 2010 93,14 83,74 88,19
Examens BiLSTM-CRF 86,60 35,39 50,24Qiaoming ZHU et al., 2010 91,77 33,33 48,90
Articles BiLSTM-CRF 88,60 65,66 75,42Qiaoming ZHU et al., 2010 82,31 73,02 77,39
CD-SCO
Le tableau 4.5 présente les résultats des systèmes de détection des marqueurs de
négation sur le corpus CD-SCO. Conformément à notre hypothèse, le modèle fast-
Text fT-D permet d’améliorer les résultats de notre BiLSTM-CRF. En effet, nous
gagnons près de 2 points de F-mesure, ce qui nous permet de surpasser de peu le
système hybride proposé par CHOWDHURY, 2012 lors de la campagne d’évaluation,
mais sans aucun pré-traitement sur les données ni post-traitement sur les prédic-
tions de notre système. Cependant, NegBERT (A. KHANDELWAL et SAWANT, 2020),
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adaptation de BERT pour la détection de la négation, obtient des résultats légère-
ment supérieurs aux nôtres (+0,55 point de F-mesure).
TABLEAU 4.5 – Résultats des systèmes de détection des marqueurs de
négation au niveau des tokens sur le corpus CD-SCO
Système Précision Rappel F-mesure
BiLSTM-CRF (fT-D) 93,61 91,21 92,39
BiLSTM-CRF 92,37 88,64 90,47
NegBERT NC NC 92,94
CHOWDHURY, 2012 93,41 91,29 92,34
READ et al., 2012 91,42 92,80 92,10
Dans la section 4.3, de la même manière, nous présentons notre protocole expé-
rimental ainsi que les résultats obtenus pour l’étiquetage de la portée par les ap-
proches présentées en 4.1 et sur les mêmes données.
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4.3 Étiquetage automatique de la portée
Une fois les marqueurs étiquetés, le plus dur reste à faire. En effet, la détection
de la portée, seconde étape du processus de détection de la négation et de l’incer-
titude dans les textes, est un défi bien plus complexe pour plusieurs raisons évo-
quées en 1.3.1. À l’instar des marqueurs, l’étiquetage automatique de la portée peut
être réalisé à l’aide de systèmes experts, d’algorithmes d’apprentissage supervisé
ou d’une combinaison des deux. Les approches proposées pour cette tâche ont aussi
été présentées en 1.3.3. En 4.1, nous avons décrit les approches par apprentissage
supervisé que nous retenons pour la détection des marqueurs et de leur portée.
En 4.3.1, nous indiquons lesquelles de ces approches sont retenues pour cette tâche
ainsi que les corpus sur lesquels ces approches sont entraînées et testées. Nous rap-
pelons aussi les mesures d’évaluation utilisées, certaines étant spécifiques à cette
tâche. Ensuite, en 4.3.2, nous présentons et analysons les résultats obtenus pour
chaque corpus. Enfin, en 4.3.3, nous reprenons l’analyse des erreurs publiée dans
DALLOUX, CLAVEAU, GRABAR, OLIVEIRA et al., 2020.
4.3.1 Protocole expérimental
Les approches que nous retenons pour la détection de la portée sont les quatre
BiRNN, CamemBERTFine−tuned, ainsi que CASmemBERT. Afin de nous comparer
aux systèmes experts, nous exploitons aussi l’implémentation de French ConText
du SIFR BioPortal Annotator 5. Deux évaluations des annotations produites par
French Context sont proposées.
Les corpus utilisés pour l’évaluation de nos approches sont les corpus ESSAI
et CAS présentés en 3.1, les corpus brésiliens présentés en 3.2, ainsi que les corpus
BioScope et CD-SCO présentés en 1.3.2. Pour ces corpus, le protocole expérimental
est le même que celui décrit en 4.2.1, à l’exception des éléments décrits ci-dessous :
— le BiGRU-S et le BiGRU-CRF sont entraînés et testés sur le corpus ESSAI,
— French ConText est uniquement testé sur le corpus CAS,
— w2v-fr, fT-fr, w2v-pt et fT-pt sont utilisés en entrée de nos BiLSTM,
— fT-O est utilisé en entrée de notre BiLSTM-CRF sur le corpus CD-SCO.
Afin d’obtenir des résultats comparables pour chaque corpus, nous reprenons
les mêmes méthodes d’évaluation que dans l’état de l’art. Les mesures d’évaluation
utilisées sont la précision, le rappel et la F-mesure au niveau des tokens ainsi qu’au
niveau des portées exactement identifiées pour tous les corpus excepté BioScope
pour lequel le pourcentage de portées correctes (PPC) est utilisé dans la littérature.
Le PPC est défini comme le nombre de portées correctement annotées divisé par le
nombre de total de portées.
Rappel : les modèles pré-entraînés basés sur BERT utilisent leur propre algo-
rithme de tokenisation, le nombre final de tokens n’est donc pas identique à celui
5. http://bioportal.lirmm.fr/annotator
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d’origine pour tous les jeux de données. Dans le cas présent, cela a sans doute un
impact positif au moment de l’évaluation au niveau des tokens et un impact négatif
au niveau des portées exactement identifiées. Ces résultats sont donc à prendre avec
du recul.
4.3.2 Analyse des résultats
Les résultats présentés dans cette sous-section sont issus de deux de nos publica-
tions. Concernant la portée de la négation, la publication de référence est DALLOUX,
CLAVEAU, GRABAR, OLIVEIRA et al., 2020, alors que pour la portée de l’incertitude,
il s’agit de DALLOUX, CLAVEAU et GRABAR, 2019. Cependant, les résultats obte-
nus sur le corpus BioScope n’ont jamais été publiés auparavant. Les versions de
nos corpus utilisées dans ces publications ne sont pas nécessairement celles présen-
tées dans le chapitre précédent, étant donné que nos corpus ont été périodiquement
augmentés et que des annotations ont été harmonisées et corrigées.
ESSAI et CAS
Le tableau 4.6 présente les résultats de nos systèmes de détection de la portée
de la négation pour les corpus ESSAI et CAS. Notre première constatation est que
les systèmes basés sur des cellules LSTM donnent de meilleurs résultats que ceux
basés sur les cellules GRU. Nous nous y attendions car l’examen des performances
des RNN sur plusieurs tâches de différents domaines (JOZEFOWICZ, ZAREMBA et
SUTSKEVER, 2015) indique que les cellules GRU donnent toujours de meilleurs ré-
sultats que les cellules LSTM, sauf pour les tâches de TALN.
Quant à French ConText, cette approche obtient des résultats très faibles. French
ConText* compare directement les annotations de référence à celles retournées par
le système expert, tandis que pour French ConText**, nous réannotons le jeu de don-
nées de test afin de ne prendre en compte que les concepts médicaux annotés dans
chaque portée. Par exemple, dans l’instance de négation : ne trouvait pas de lésion
obstructive intestinale, la portée : trouvait[...]de lésion obstructive intestinale devient :
de lésion obstructive intestinale. Dans les deux cas, les F-mesures obtenues sont très
faibles, 29,92 % et 43,94 %. Ces mauvais résultats sont dus non seulement à la dif-
férence entre nos annotations et les concepts retournés par le système, mais aussi
aux erreurs d’annotation commises par le système. Dans l’exemple que nous avons
donné, French ConText n’inclut que le token lésion dans la portée.
Nous constatons aussi que nos BiLSTM obtiennent des résultats stables au ni-
veau des tokens de la portée. En effet, l’écart entre la F-mesure la plus faible et la
plus forte n’est que d’environ un point sur les deux corpus. Cette évaluation ne
permet donc pas de déterminer avec certitude la supériorité d’une approche par
BiRNN par rapport aux autres. Cependant, dans la plupart des cas, nos BiLSTM-
CRF obtiennent de meilleures F-mesures que nos BiLSTM-S lorsque l’évaluation est
plus stricte, c’est-à-dire au niveau de la correspondance exacte de la portée. En effet,
évalué sur le corpus ESSAI, notre BiLSTM-CRF (w2v-fr) obtient une F-mesure de
76,51 %, soit plus de 4 points de plus que le BiLSTM-S le plus efficace. Sur le corpus
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CAS, c’est le BiLSTM-CRF (fT-fr) qui obtient une F-mesure de 88,00 %, soit près
de deux points de plus que le BiLSTM-S le plus efficace. Nous nous attendions à
de tels résultats, car les CRF sont généralement plus efficaces que la couche softmax
pour l’étiquetage de séquences.
Les résultats obtenus par nos approches sur le corpus CAS sont bien plus éle-
vés que pour le corpus ESSAI, alors que ce dernier contient plus d’instances de
négation. Les accords inter-annotateurs obtenus pour le corpus CAS sont plus éle-
vés, l’annotation de ce corpus est donc plus consistante. Cela explique au moins en
partie ces bons résultats, notamment au niveau de la correspondance exacte de la
portée. En effet, afin d’annoter exactement une portée, il est nécessaire que les an-
notations soient régulières dans le corpus. Cependant, ces résultats sont aussi dus
au contenu des documents. En effet, les cas cliniques sont rédigés de manière claire
et concise et ne contiennent pas ou peu d’énumérations et de portées discontinues,
tandis que les protocoles d’essais cliniques semblent rédigés moins consciencieuse-
ment et contiennent beaucoup d’éléments entre parenthèses (plus de 1 500 dans le
corpus) et de phrases complexes contenant plusieurs marqueurs et portées à l’instar
de la phrase suivante :
— Cet essai s’adresse aux patients présentant un lymphome de Hodgkin en échec
de traitement (après autogreffe de moelle ou n’ayant pas pu en bénéficier du
fait de l’absence de sensibilité de la maladie à la chimiothérapie et dans les 2
cas n’ayant pas reçu préalablement d’adcetris).
Récemment, nous avons testé les modèles de langage à base de transformers pour
l’étiquetage de séquences. Entraînés et testés sur le corpus CAS, les deux modèles
que nous utilisons surpassent aisément nos BiRNN autant au niveau des tokens que
de la correspondance exacte de la portée. En effet, avec une F-mesure de 95,21 % au
niveau des tokens de la portée (+4,41 points) et une F-mesure de 90,32 % au niveau
de la correspondance exacte de la portée (+2,32 points), CASmemBERT surpasse
de loin le BiLSTM-CRF (fT-fr). Au niveau des tokens, la tokenisation spécifique à
ces modèles avantage sans doute ces approches car elle produit plus de tokens. Les
résultats seraient sans doute plus faibles à tokenisation identique. Cependant, les
résultats en termes de portées exactes n’étant pas impactés positivement ou néga-
tivement par cette tokenisation, nous pouvons en conclure que ces approches sont
plus performantes que les BiRNN pour cette tâche. En 1.1.3, nous constations que
les approches par transformers surpassent les RNN sur plusieurs tâches d’étiquetage
de séquences. Il n’est donc pas étonnant que ces modèles surpassent tous les autres.
Cela est sans doute dû aux avantages du transformer que nous décrivons en 4.1.2.
Il s’agit typiquement d’une meilleure représentation des relations entre les mots et
de l’absence de problèmes de dépendances à long terme. Notons aussi que CAS-
memBERT surpasse CamemBERTFine−tuned. L’adaptation au domaine du modèle
de langage a bien plus d’impact sur l’étiquetage de la portée que sur l’étiquetage
des marqueurs. Cela est sans doute dû au fait que les marqueurs sont composés de
peu de mots utilisés couramment, tandis que les portées sont composées, en partie,
de mots spécifiques au domaine biomédical.
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TABLEAU 4.6 – Précision (P), Rappel (R) et F-mesure (F1) de l’étiquetage
des tokens de la portée et des portées exactes de la négation.
*Évaluation classique. **Évaluation seulement sur les concepts.
Tokens de la portée Portées exactes
Corpus Système P R F1 P R F1
ESSAI
BiGRU-S 81,52 86,25 83,82 100 52,68 69,01
BiGRU-CRF 83,12 84,42 83,76 100 57,07 72,67
BiLSTM-S 86,21 82,85 84,50 100 55,61 71,47
BiLSTM-S (w2v-fr) 83,54 83,68 83,61 100 56,59 72,27
BiLSTM-S (fT-fr) 80,79 86,41 83,51 100 56,59 72,27
BiLSTM-CRF 84,65 84,09 84,37 100 59,51 74,62
BiLSTM-CRF (w2v-fr) 83,86 83,10 83,48 100 61,95 76,51
BiLSTM-CRF (fT-fr) 82,38 84,84 83,59 100 59,51 74,61
CAS
BiLSTM-S 93,72 87,30 90,40 100 73,21 84,54
BiLSTM-S (w2v-fr) 93,03 88,69 90,81 100 75,59 86,10
BiLSTM-S (fT-fr) 91,50 88,69 90,08 100 72,02 83,74
BiLSTM-CRF 91,87 88,59 90,20 100 68,45 81,27
BiLSTM-CRF (w2v-fr) 91,47 88,29 89,85 100 76,19 86,49
BiLSTM-CRF (fT-fr) 94,82 87,10 90,80 100 78,57 88,00
CamemBERTFine−tuned 90,99 96,67 93,74 100 80,12 88,96
CASmemBERT 93,13 97,37 95,21 100 82,35 90,32
French ConText* 88,78 17,99 29,92
French ConText** 88,78 29,19 43,94
Le tableau 4.6 présente les résultats des systèmes de détection de la portée de l’in-
certitude pour les corpus ESSAI et CAS. À l’instar de la négation, l’évaluation au
niveau des tokens ne permet pas de déterminer avec certitude la supériorité d’un
BiRNN par rapport aux autres. C’est aussi le cas au niveau de la correspondance
exacte de la portée pour le corpus ESSAI. En effet, bien que nous constatons que
les plongements de mots pré-entraînés améliorent le rappel et par conséquent la
F-mesure de nos systèmes, les différences de performances entre la prédiction par
softmax ou CRF sont trop faibles pour déterminer la supériorité d’un système. Ce-
pendant, l’ajout des exemples du corpus CAS à ceux du corpus ESSAI permet à
nos BiLSTM-CRF d’obtenir de meilleures F-mesures que nos BiLSTM-S au niveau
de la correspondance exacte de la portée. Pour ces corpus, l’annotation de l’incer-
titude n’a pas encore bénéficiée d’inter-annotation ni de processus d’arbitrage. Par
conséquent, l’écart creusé par nos BiLSTM-CRF peut être dû à une annotation plus
consistante des instances d’incertitude du corpus CAS. Comme pour la négation,
il est aussi possible que les instances d’incertitude du corpus CAS soient moins
complexes et donc encore plus faciles à étiqueter pour nos BiLSTM-CRF. Nous en-
traînons et testons également nos modèles par transformers sur la combinaison ES-
SAI+CAS. Ici aussi, ces modèles surpassent largement nos BiRNN. CASmemBERT
est à nouveau le système le plus performant. Cependant, à l’inverse de la négation,
les résultats obtenus par CamemBERTFine−tuned sont équivalents en termes de to-
kens (-0,36 point) et plus éloignés en termes de portées exactes (-1,88 point).
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TABLEAU 4.7 – Précision (P), Rappel (R) et F-mesure (F1) de l’étiquetage
des tokens de la portée et des portées exactes de l’incertitude.
Tokens de la portée Portées exactes
Corpus System P R F1 P R F1
ESSAI
BiLSTM-S 89.27 82.14 85.56 100 52.76 69.07
BiLSTM-S (w2v-fr) 88.61 84.42 86.47 100 56.69 72.36
BiLSTM-S (fT-fr) 85.84 84.58 85.21 100 58.27 73.63
BiLSTM-CRF 89.77 83.03 86.27 100 51.97 68.39
BiLSTM-CRF (w2v-fr) 87.85 83.77 85.76 100 55.91 71.72
BiLSTM-CRF (fT-fr) 91.04 79.61 84.94 100 57.48 73.00
ESSAI+CAS
BiLSTM-S 88.90 83.94 86.35 100 57.56 73.06
BiLSTM-S (w2v-fr) 86.20 85.19 85.69 100 58.14 73.53
BiLSTM-S (fT-fr) 85.15 87.46 86.29 100 59.30 74.45
BiLSTM-CRF 89.49 81.16 85.12 100 56.98 72.59
BiLSTM-CRF (w2v-fr) 88.48 85.04 86.73 100 65.12 78.87
BiLSTM-CRF (fT-fr) 89.15 83.14 86.04 100 62.79 77.14
CamemBERTFine−tuned 91,07 88,42 89,73 100 72,99 84,39
CASmemBERT 90,85 89,34 90,09 100 75,86 86,27
Corpus brésiliens
Le tableau 4.8 présente les résultats des systèmes de détection de la portée de la
négation pour les corpus brésiliens. Contrairement aux résultats obtenus sur les cor-
pus français, pour le corpus d’essais cliniques (ESSAI-Br), les résultats sont à la fois
faibles et très instables. En effet, la F-mesure au niveau des tokens obtenue par notre
BiLSTM-S (fT-pt) est de 78,20 %, tandis que le deuxième meilleur score est 74,87 %
et le plus faible de 71,02 %. De plus, ni les scores de précision (de 68,47 % à 78,02 %)
ni les scores de rappel (de 67,25 % à 80,74 %) au niveau des tokens ne sont particuliè-
rement stables. La même constatation peut être faite pour les F-mesures au niveau
des portées exactes. En effet, malgré une F-mesure bien plus élevée au niveau des
tokens, le BiLSTM-S (fT-pt) n’obtient pas la meilleure F-mesure au niveau des por-
tées exactes. Sur ce corpus, nos systèmes ne parviennent pas à apprendre à annoter
les portées aussi efficacement que pour le français. Le manque d’inter-annotation et
d’arbitrage durant le processus d’annotation n’a pas permis, non seulement de cor-
riger les erreurs d’annotation et les oublis, mais aussi d’harmoniser les annotations
produites par les trois annotateurs.
Au contraire, les résultats obtenus sur le corpus SemClinBr, qui a bénéficié d’une
inter-annotation et d’un processus d’arbitrage, sont stables et relativement élevés.
Au niveau des tokens de la portée, notre BiLSTM-CRF (fT-fr) est le système le plus
efficace avec une F-mesure de 84,78 %, soit environ 1,3 point de plus que le deuxième
meilleur score. Au niveau des portées exactes, la F-mesure la plus élevée (83,25 %)
est obtenue par le BiLSTM-CRF (w2v-pt) et le BiLSTM-CRF (fT-fr). La combinaison
de la prédiction par CRF et des plongements de mots pré-entraînés permet d’obtenir
les F-mesures les plus élevées.
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TABLEAU 4.8 – Précision (P), Rappel (R) et F-mesure (F1) de l’étiquetage
des tokens de la portée et des portées exactes de la négation.
Tokens de la portée Portées exactes
Corpus Système P R F1 P R F1
ESSAI-Br
BiLSTM-S 74,40 70,77 72,54 100 30,23 46,43
BiLSTM-S (w2v-pt) 73,10 75,66 74,35 100 37,21 54,24
BiLSTM-S (fT-pt) 75,82 80,74 78,20 100 36,43 53,41
BiLSTM-CRF 78,02 67,25 72,24 100 24,81 39,75
BiLSTM-CRF (w2v-pt) 73,97 75,80 74,87 100 31,01 47,34
BiLSTM-CRF (fT-pt) 68,47 73,76 71,02 100 29,46 45,51
SemClinBr
BiLSTM-S 83,50 83,15 83,32 98,76 68,19 80,68
BiLSTM-S (w2v-pt) 82,46 81,88 82,17 98,73 66,76 79,66
BiLSTM-S (fT-pt) 83,67 81,56 82,60 99,59 69,80 82,08
BiLSTM-CRF 83,07 81,32 82,19 98,75 67,91 80,48
BiLSTM-CRF (w2v-pt) 85,97 81,17 83,50 98,82 71,92 83,25
BiLSTM-CRF (fT-pt) 88,72 81,17 84,78 98,82 71,92 83,25
BioScope
Nous rappelons que, dans le protocole expérimental habituellement utilisé pour
le corpus BioScope, les systèmes sont uniquement entraînés sur le corpus de résu-
més d’articles, puis testés sur les articles scientifiques et examens cliniques. Pour le
corpus de résumés d’articles, les résultats sont obtenus par validation croisée à 10
plis.
Le tableau 4.9 présente les résultats des meilleurs systèmes de détection de la
portée des marqueurs de négation au niveau des tokens sur le corpus BioScope.
Dans le cas présent, notre BiLSTM-CRF obtient les meilleurs résultats publiés à ce
jour sur les corpus de résumés (+ 0,45 point) et d’articles (+ 2,10 points), tandis que
sur le corpus d’examens radiologiques, l’approche de H. LI et LU, 2018 devance
notre système (+ 0,39 point). L’écart-type des F-mesures obtenues pour chaque pli
du corpus de résumés est d’environ 2,52 points. Par ailleurs, les résultats obtenus
sur le corpus d’examens radiologiques sont très élevés malgré le fait que le système
soit entraîné sur le corpus de résumés. Ces résultats indiquent que la plupart des
instances de négation de ce corpus sont très peu complexes. À l’inverse, bien que
nous obtenons des résultats état-de-l’art sur le corpus d’articles scientifiques, les
résultats chutent d’environ 5.7 points de F-mesure (86,81 %) par rapport au résultats
de la validation croisée (92,55 %).
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TABLEAU 4.9 – Précision, Rappel et F-mesure de l’étiquetage au niveau
des tokens de la portée de la négation.
Corpus Systèmes Précision Rappel F-mesure
Résumés BiLSTM-CRF 92,40 92,71 92,55H. LI et LU, 2018 ND ND 92,10
Examens BiLSTM-CRF 95,52 98,76 97,11H. LI et LU, 2018 ND ND 97,50
Articles BiLSTM-CRF 84,78 88,93 86,81MORANTE et DAELEMANS, 2009a 84,47 84,95 84,71
Le tableau 4.10 présente les résultats des meilleurs systèmes de détection de la
portée des marqueurs d’incertitude au niveau des tokens sur le corpus BioScope.
Comme pour la négation, notre BiLSTM-CRF obtient les meilleurs résultats publiés
à ce jour sur deux des trois corpus, tandis que, sur le corpus d’examens radiolo-
giques, l’approche de QIAN et al., 2016 devance notre système de près de 2,4 points
de F-mesure. En effet, malgré des résultats inférieurs en validation croisée, le sys-
tème de QIAN et al., 2016 s’adapte mieux aux données cliniques. Les descripteurs
issus d’arbres syntaxiques utilisés par leur système permettent sans doute de mieux
représenter les portées de ce corpus. Ce n’est pas le cas sur le corpus d’articles scien-
tifiques, pour lequel nous obtenons une F-mesure de plus de 3 points supérieure à
celle de QIAN et al., 2016. Sur le corpus de résumés d’articles, l’écart-type des F-
mesures obtenues pour chaque pli lors de la validation croisée est d’environ 0,97
points.
TABLEAU 4.10 – Précision, Rappel et F-mesure de l’étiquetage des to-
kens de la portée et des portées exactes de l’incertitude.
Corpus Systèmes Précision Rappel F-mesure
Résumés BiLSTM-CRF 95,45 97,02 96,23QIAN et al., 2016 95,95 95,19 95,56
Examens BiLSTM-CRF 81,73 94,89 87,82QIAN et al., 2016 86,85 93,84 90,21
Articles BiLSTM-CRF 87,85 91,88 89,82QIAN et al., 2016 86,78 86,59 86,69
Le tableau 4.11 présente les résultats des meilleurs systèmes de détection de la
portée de la négation et de l’incertitude en pourcentage de portées correctes sur le
corpus BioScope. Sur le corpus de résumés d’articles, les écarts-types des PPC obte-
nus par notre système lors des validations croisées sont de 3,10 % pour la négation et
4,38 % pour l’incertitude. Dans les deux cas, notre système ne parvient pas à égaler
les résultats des systèmes les plus performants.
L’approche de SERGEEVA et al., 2019, basée sur BERT, devance largement les
autres systèmes sur le corpus de résumés, démontrant une fois de plus la supé-
riorité des approches par transformers. Les auteurs ne donnent pas de résultats en
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termes de tokens à cause de la tokenisation spécifique de BERT. Avec l’évaluation
en PPC, cette tokenisation ne peut pas avantager leur système. Cependant, les ré-
sultats de cette approche sur les autres corpus ne sont pas comparables aux autres
car le protocole expérimental n’est pas le même.
Sur le corpus d’examens radiologiques, pour la négation, c’est à nouveau le sys-
tème de H. LI et LU, 2018 qui est le plus performant (+1,2 points par rapport notre
approche), tandis que pour l’incertitude, c’est à nouveau le système de QIAN et al.,
2016 qui est le plus performant (+5,5 points par rapport notre approche). Sur le cor-
pus d’articles scientifiques, pour la négation, c’est le système de Qiaoming ZHU et
al., 2010 qui est le plus performant (+1,8 point par rapport notre approche), tandis
que pour l’incertitude, c’est le système de ZOU, G. ZHOU et Q. ZHU, 2013 qui est le
plus performant (+5 points par rapport notre approche).
TABLEAU 4.11 – Résultats en pourcentage de portées correctes.
Systèmes Résumés Examens Articles
Négation
BiLSTM-CRF 79.80 93,18 62,22
SERGEEVA et al., 2019 87.03 NC NC
H. LI et LU, 2018 84,10 94,40 60,10
Qiaoming ZHU et al., 2010 81,84 89,79 64,02
Incertitude
BiLSTM-CRF 82,35 68,42 62,34
SERGEEVA et al., 2019 89.28 NC NC
QIAN et al., 2016 85,75 73,92 59,82
ZOU, G. ZHOU et Q. ZHU, 2013 84.21 72.92 67.24
Par manque de temps, aucun modèle de plongements de mots pré-entraînés n’a
été utilisé dans le cadre de nos expérimentations sur BioScope. Étant donné les gains
de performance obtenus avec nos modèles pré-entraînés sur les corpus français et
brésiliens, nous pourrions sans doute gagner en performance en utilisant des plon-
gements de mots adaptés au domaine en entrée de notre BiLSTM-CRF.
CD-SCO
Le tableau 4.12 présente les résultats des systèmes de détection de la portée des
marqueurs de négation sur le corpus CD-SCO. Dans le cas présent, notre BiLSTM-
CRF fT-D obtient la F-mesure la plus élevée à ce jour au niveau des portées exactes
(82,41 %). Notre BiLSTM-CRF obtient des résultats légèrement inférieur, tandis que
la F-mesure du BiLSTM-CRF fT-O au niveau des portées exactes chute. Ces ré-
sultats confirment notre hypothèse, selon laquelle le modèle fastText fT-D spéci-
fique au domaine et à l’auteur car entraîné sur les romans et nouvelles de Conan
Doyle, permet d’augmenter sensiblement les résultats. Récemment, NegBERT (A.
KHANDELWAL et SAWANT, 2020), une adaptation de BERT pour la détection de la
négation, surpasse largement notre système au niveau des tokens. Cependant, les
résultats en termes des portées exactes ne sont pas donnés. Il aurait été intéressant
de voir la progression des résultats à ce niveau étant donné que la tokenisation spé-
cifique de BERT est un avantage au niveau de l’évaluation en termes de tokens.
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TABLEAU 4.12 – Précision (P), Rappel (R) et F-mesure (F1) de l’étique-
tage des tokens de la portée et des portées exactes de la négation.
Tokens de la portée Portées exactes
Système P R F1 P R F1
BiLSTM-CRF fT-D 94.38 87.25 90.67 99.46 70.34 82.41
BiLSTM-CRF fT-O 94.37 84.40 89.11 99.41 64.26 78.06
BiLSTM-CRF 95.19 84.40 89.47 99.46 69.58 81.88
NegBERT NC NC 92,36 NC NC NC
H. LI et LU, 2018 94,00 85,30 89,40 100 69,10 81,70
H. LI et LU, 2018 94,80 83,20 88,60 100 69,50 82,00
FANCELLU, LOPEZ et WEBBER, 2016 92,62 85,13 88,72 99,40 63,87 77,70
4.3.3 Analyse des erreurs
Dans DALLOUX, CLAVEAU, GRABAR, OLIVEIRA et al., 2020, nous analysions les
erreurs fréquemment commises par nos BiRNN dans le cadre de la tâche d’étique-
tage de la portée de la négation sur les jeux de données de test des corpus fran-
çais et brésiliens. Nous présentions également plusieurs erreurs résolues par notre
BiLSTM-CRF fT-D par rapport à l’approche de FANCELLU, LOPEZ et WEBBER, 2016
sur le corpus CD-SCO. Dans ce qui suit, nous reprenons cette analyse et nous l’éten-
dons en comparant ces erreurs aux prédictions de CASmemBERT.
Afin d’étudier les types d’erreurs fréquentes, les phrases contenant au moins une
erreur de prédiction ont été examinée manuellement et les causes des erreurs ont été
annotées. Dans ce qui suit, pour chaque langue, nous présentons plusieurs exemples
d’erreurs fréquemment commises par nos systèmes. Dans les exemples ci-dessous,
les marqueurs de négation sont soulignés, les portées sont en gras et les prédictions
sont entre crochets.
Dans le premier exemple, notre BiLTSM-CRF échoue à étiqueter l’adjectif rénale.
Dans de nombreux cas, les portées associées au marqueur sans n’incluent qu’un seul
token, ce qui peut être à l’origine de cette erreur qui impacte le rappel. Cette erreur
n’est pas commise par CASmemBERT dont la prédiction est exacte.
1. Le patient sortira du service de réanimation guéri et sans [insuffisance] rénale
après huit jours de prise en charge et cinq séances d’hémodialyse.
Ce type d’erreur se produit également avec les prépositions manquées (impact
sur le rappel) ou incorrectement incluses dans la portée (impact sur la précision).
Cela se produit surtout avec la préposition française de et la brésilienne da comme
dans l’exemple suivant dans lequel da última consulta a été incorrectement prédit
dans la portée du marqueur nega :
2. NEGA [INTERCORRÊNCIAS DA ÚLTIMA CONSULTA] PRA CÁ
Nie les affections intercurrentes de la dernière consultation à maintenant
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L’erreur présentée dans l’exemple suivant affecte la précision. Ici, le BiLSTM-
CRF prédit à tort que quasiment tous les tokens de la phrase sont dans la portée.
Dans les données de référence, le marqueur aucun se trouve souvent au début des
phrases et dans les phrases avec plusieurs instances de négation. Principalement
entraîné sur ce type d’exemples, le modèle peut tenter de reproduire ces structures
et ainsi provoquer des erreurs de prédiction. Cependant, ici aussi, CASmemBERT
ne commet pas d’erreur et annote parfaitement la portée. Les plongements de mots
contextuels du modèle permettant sans doute de différencier les portées associées
aux différentes positions du marqueur aucun dans les phrases.
3. [Les colorations spéciales (PAS, coloration de Ziehl-Neelsen, coloration de
Grocott]) ne [mettaient en évidence] aucun [agent pathogène].
L’exemple suivant est plus complexe et les erreurs de prédiction affectent à la
fois la précision et le rappel. Dans le cas présent, nous avons deux instances de né-
gation avec les mêmes marqueurs : n’[...]pas. Elles sont identifiées par deux couleurs
différentes. La séquence Le retrait du matériel d’ostéosynthèse incriminé fait partie de
la seconde instance de négation mais se trouve avant la première. La portée de la
seconde instance est donc discontinue. Étant donné que dans la plupart des cas, la
portée de n’[...]pas s’étend à la droite du marqueur jusqu’au premier signe de ponc-
tuation, notre système ne parvient pas à l’annoter. C’est aussi pour cette raison que
la séquence à notre patient asymptomatique est annotée par erreur. Il s’agit de la seule
instance de négation au subjonctif passé dans le corpus CAS. Ici, CASmemBERT
fait mieux mais n’annote pas parfaitement la portée (4’). Deux erreurs sont com-
mises pour la seconde instance : Les tokens à et to (tokenisation SentencePiece) sont
étiquetés par erreur.
4. Le retrait du matériel d’ostéosynthèse incriminé n’[est] pas [systématique],
ce qui explique qu’il n’[ait] pas [été proposé à notre patient asymptomatique].
4’. [Le retrait du matériel d’ostéosynthèse incriminé] n’[est] pas
[systématique], ce qui explique qu’il n’[ait] pas [été proposé à] notre
patient asymp[to]matique.
Les erreurs présentées dans les deux exemples suivants sont dues à des erreurs
d’annotation détectées dans le cadre de cette analyse. Ainsi, dans le cinquième
exemple, le modèle prédit correctement chaque token. Cependant, la virgule suivant
le marqueur pas a été annotée à tort dans la portée. Cette erreur affecte faiblement
le rappel au niveau des tokens mais fortement au niveau des portées exactes. Ici, au
contraire, CASmemBERT fait des erreurs en considérant le second ne de l’instance
comme marqueur alors qu’il ne l’est pas. Ainsi, le token prend et la séquence de to-
kens de l’alcool sont étiquetés dans la portée par erreur. Dans le sixième exemple, ce
sont les tokens ce et est qui ont été annotés par erreur. Cette erreur s’est produite lors
de la pré-annotation automatique du corpus CAS et n’a pas été corrigée. En effet, la
particule n’ a été annotée comme marqueur de négation et sa portée a été annotée
en conséquence. Lors de l’étape d’annotation manuelle, l’annotation de n’ comme
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marqueur a été retirée, cependant ce et est n’ont pas été retirés de la portée. L’im-
pact de cette erreur est le même que pour l’exemple précédent. Pour cet exemple, la
prédiction de CASmemBERT est identique.
5. La patiente ne [fume] pas, ne prend que très rarement de l’alcool et n’[a] pas
[d’allergie aux médicaments].
5’. La patiente ne [fume] pas, ne [prend] que très rarement [de l’alcool] et n’[a]
pas [d’allergie aux médicaments].
6. Ce n’est que 48 heures après la dernière dose que les troubles visuels et les
hallucinations disparaissent complètement, sans [laisser de séquelles].
Les deux exemples suivants sont issus du corpus d’essais cliniques brésiliens.
Dans les deux cas, les irrégularités dans l’annotation posent problème. Dans le
septième exemple, d’une part, notre approche ne parvient pas à annoter tous les
concepts médicaux de l’énumération et, d’autre part, la préposition de est prédite
dans la portée car les prépositions sont généralement annotées dans ce corpus. Par
ailleurs, la préposition de de Ausencia de fait partie du marqueur mais n’est pas an-
notée. Annotée correctement, la portée s’étendrait de diagnóstico à cerebral. Dans le
huitième exemple, d’une part, le système échoue à inclure diagnosticadas dans la
portée et, d’autre part, l’adjectif outras est inclus dans la portée car il fait partie du
syntagme marqué et devrait être annoté. Annotée correctement, la portée s’étendrait
de apresentem à diagnosticadas.
7. Ausencia de diagnóstico [de doenças neuromusculares], [trauma], tumores
ou [abscessos raquimedulares], hemiplegia/ paresia, lesão de plexo ou
[encefalopatia] cerebral.
Absence de diagnostic de maladies neuromusculaires, traumatismes, tumeurs ou abcès rachi-
diens, hémiplégie / parésie, lésion du plexus ou encéphalopathie cérébrale.
8. que não apresentem [outras doenças neurológicas] ou [ortopédicas] diagnos-
ticadas.
N’a pas d’autres maladies neurologiques ou orthopédiques diagnostiquées.
Les trois exemples suivants sont issus du corpus CD-SCO. Les erreurs illustrées
dans ces exemples sont commises par le BiLSTM de FANCELLU, LOPEZ et WEBBER,
2016 mais pas par notre système. Les exemples 10 et 11 sont obtenus en utilisant
leur système 6. Dans le neuvième exemple, la portée prédite par leur système inclut
le début du syntagme verbal I knew dans la portée, sans doute car that est omis (I
knew [that] you could) et ne délimite pas les propositions. Dans le dixième exemple,
leur système fait l’erreur d’inclure le premier syntagme de la phrase, just the word,
dans la portée. Dans le jeu de données d’entraînement, la portée des instances de
négation dont le marqueur est nothing s’étend quasiment toujours, en partie, à la
gauche du marqueur à l’instar des trois exemples ci-dessous :
— ...and yet holmes had said nothing,...
6. https://github.com/ffancellu/NegNN
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— And then you heard nothing until you read the reports of the death in the paper ?
— ...although he would walk in his own ground, nothing would induce him to go
out upon the moor at night.
Leur BiLSTM tente donc de reproduire cette structure. Dans le dernier exemple,
leur système échoue à étiqueter l’auxiliaire can ainsi que le pronom personnel me
dans la portée.
9. You felt so strongly about it that [I knew you could] not [think of Beecher
without thinking of that also].
Votre indignation était telle que j’étais sûr que vous ne pouviez pas penser à Beecher sans
penser également à cela.
10. [Just the word], nothing [more].
Juste le mot, rien de plus.
11. "Well, can [you give] me no [further indications] ?"
Eh bien, ne pouvez-vous me donner aucune autre indication?
Notre BiLSTM-CRF fT-D ne commet pas ces erreurs. Les principales différences
entre notre système et le leur pouvant expliquer ceci sont : (1) la prédiction par CRF
qui traite la séquence en entier et obtient généralement de meilleurs résultats que
la couche softmax pour l’étiquetage de séquences, (2) l’utilisation du dropout qui
minimalise le surentraînement et (3) les plongements de mots adaptés au domaine
(fastText fT-D) qui offrent une meilleure représentation vectorielle des mots en en-
trée du système.
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Conclusion
Dans ce chapitre, plusieurs approches reposant sur des algorithmes d’apprentis-
sage artificiel et profond sont proposées pour l’étiquetage des marqueurs de néga-
tion et d’incertitude et/ou de leur portée. Les approches et résultats présentés dans
ce chapitre ont, pour la plupart, fait l’objet de publications (DALLOUX, CLAVEAU
et GRABAR, 2019 ; DALLOUX, CLAVEAU, GRABAR, OLIVEIRA et al., 2020), elles-
mêmes précédées par d’autres travaux (DALLOUX, 2017 ; DALLOUX, CLAVEAU et
GRABAR, 2017 ; DALLOUX, CLAVEAU, GRABAR et MORO, 2018 ; GRABAR, CLAVEAU
et DALLOUX, 2018 ; DALLOUX, GRABAR et CLAVEAU, 2019).
Nous avons commencé par décrire les modèles de plongements de mots pré-
entraînés que nous utilisons en entrée de nos systèmes d’étiquetage. D’après nos
résultats, l’utilisation de ces modèles permet d’améliorer les performances de ces
systèmes. Par exemple, sur le corpus CD-SCO, le modèle fastText fT-D permet de
gagner environ 2 points de F-mesure pour l’étiquetage des marqueurs, 1,2 point
pour l’étiquetage de la portée au niveau des tokens et environ 0,5 point au niveau
des portées exactes. Sur les corpus français, nos BiRNN utilisant les modèles pré-
entraînés obtiennent des résultats équivalents ou supérieurs à ceux de l’initialisation
aléatoire. Nous faisons la même constatation sur les corpus brésiliens.
Nous avons ensuite présenté les approches développées pour l’étiquetage de sé-
quences : l’approche par CRF constituant notre point de référence pour la détection
des marqueurs sur les corpus français et brésiliens, les approches par BiRNN utili-
sées à la fois pour l’étiquetage des marqueurs et de leur portée et les approches par
transformers que nous utilisons à la fois pour l’étiquetage des marqueurs et de leur
portée. Pour l’étiquetage des marqueurs, les résultats obtenus par notre BiLSTM-
CRF sont quasiment toujours supérieurs à ceux du CRF et les approches basées sur
CamemBERT obtiennent des résultats soit proches soit supérieurs. Pour l’étiquetage
de la portée, lorsqu’ils sont entraînés avec des plongements de mots pré-entraînés,
ce sont nos BiLSTM-CRF qui sont les BiRNN les plus performants. Cependant,
CASmemBERT surpasse significativement tous ces modèles. Nous rejoignons en
cela les conclusions établies sur les corpus anglais, où, lorsque proposées, les ap-
proches basées sur BERT sont aussi les plus performantes.
Après l’analyse de ces résultats, nous avons repris l’analyse des erreurs pu-
bliées dans DALLOUX, CLAVEAU, GRABAR, OLIVEIRA et al., 2020 et l’avons étendu
en ajoutant les prédictions de CASmemBERT pour plusieurs exemples. Cette ana-
lyse nous permet d’isoler les cas difficiles, voire uniques, posant problème à notre
BiRNN le plus performant ainsi que les erreurs d’annotation. Nous y isolons aussi




Dans cette thèse, nous avons apporté des contributions à deux tâches de TALN :
la classification multi-étiquette de textes cliniques et la détection de la négation et de
l’incertitude. Dans cette conclusion générale du manuscrit, nous rappelons la nature
de ces contributions, nous les discutons et proposons des pistes de travail pour les
deux tâches abordées.
Classification multi-étiquette de textes cliniques
Dans le chapitre 2, nous avons présenté les travaux réalisés en collaboration avec
l’équipe Données massives en santé (DMS) du CHU de Rennes pour la tâche de
classification multi-étiquette de textes cliniques (DALLOUX, CLAVEAU, CUGGIA et
al., 2020). Entreprise à la fois à des fins de recherche ainsi que dans la perspective
de la création d’un outil d’aide au codage des textes cliniques, cette tâche est parti-
culièrement importante pour les établissements de santé. En effet, l’automatisation
de cette tâche complexe et chronophage est une thématique de recherche à laquelle
les chercheurs en informatique médicale s’intéressent depuis plus de 20 ans. Ce-
pendant l’automatisation totale de cette tâche dans un futur proche nous semble ir-
réalisable car il est important de prendre en compte que, pour les établissements de
santé, la classification de ces documents ne peut pas être approximative. En d’autres
termes, le codage final d’un texte ne peut pas contenir de codes erronés et, autant
que possible, aucun code valide ne doit manquer, ce qu’aucun système de classifica-
tion automatique ne permet (il faut noter que le codage manuel n’est pas non plus
exhaustif). Mettre en place un système d’aide au codage est cependant possible. Le
codage manuel est très précis mais souffre de deux problèmes que l’outil informa-
tique peut aider à résoudre : il est coûteux, et son rappel est largement améliorable.
Dans ce but, à l’aide du corpus de textes cliniques et d’un serveur équipé de
GPUs mis à notre disposition par le CHU de Rennes, nous avons proposé plu-
sieurs approches s’appuyant sur des algorithmes d’apprentissage neuronal. Com-
paré aux corpus de textes cliniques français utilisés lors des campagnes d’évaluation
du CLEF eHealth Evaluation Lab, d’une part, notre corpus contient bien moins de
documents et nous avons bien plus de classes à attribuer et, d’autre part, les textes
cliniques avec lesquels nous travaillons sont bien plus longs et bruités. Ainsi, même
si la cible (codes PMSI) est similaire, il s’agit bien de deux tâches très différentes. De
plus, dans les données cliniques, la plupart des classes sont sous-représentées. Pour
la classification, nous proposons deux approches neuronales : un BiLSTM et un
CNN. Le CNN surpasse largement le BiLSTM. Si la cellule LSTM est plus efficace
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que la cellule RNN de base pour mémoriser à les dépendances à long terme, la lon-
gueur des textes cliniques avec lesquels nous travaillons (1 345 tokens en moyenne)
semble impacter négativement les performances. En effet, lors d’expérimentations
préliminaires sur les textes de la campagne d’évaluation de CLEF eHealth 2017 qui
sont très courts, le BiLSTM obtenait des résultats équivalents à ceux du CNN. Le
CNN souffre moins de ce problème notamment grâce à la connectivité locale (sparse
connectivity) (GOODFELLOW, BENGIO et COURVILLE, 2016) qui permet de réduire
le nombre de paramètres à estimer tout en rendant leur estimation statistique plus
robuste. En TALN, cela permet d’identifier les tokens pertinents pour la tâche de
classification à accomplir parmi plusieurs centaines/milliers en entrée. Nous entraî-
nons plusieurs CNN afin de déterminer les hyperparamètres les plus efficaces et
gagnons plus de 8 points de F-mesure par rapport au CNN de base. Cependant, les
résultats que nous obtenons restent relativement faibles. Afin d’obtenir de meilleurs
résultats, nous proposons de réduire le nombre de classes à attribuer par le système
tout en augmentant le nombre d’exemples par classe. Cela est rendu possible par la
nature des classes. En effet, la CIM-10 est une classification médicale hiérarchisée
qui contient plus de 10 000 codes relatifs aux actes médicaux, consultations et autres
prestations réalisables. Nous réduisons donc les codes des niveaux hiérarchiques les
plus bas à leur niveau hiérarchique à 3 caractères, ce qui permet de passer de 6 113
à 1 549 classes. Les résultats que nous obtenons alors sont bien plus élevés. Il nous
semble donc que cette réduction est une option valable car elle permet de réduire
considérablement la complexité de la tâche tout en conservant un niveau de détail
suffisant pour aiguiller les annotateurs.
Il est évident qu’il existe une grande marge de progression sur ce sujet. En termes
d’approches, les transformers nous semblent tout indiqués. Cependant, ces modèles
ont une contrainte sur la longueur maximale de la séquence après tokenisation. Par
exemple, BERTBASE ne peut traiter que des séquences de 512 tokens maximum.
Comme nous venons de le rappeler, la plupart des textes cliniques à notre dispo-
sition dépassent cette limite. Plusieurs solutions sont envisageables. La solution la
plus simple serait de pré-entraîner un modèle de langage en augmentant cette limite
à 1024 voire 2048. Cependant, il est très long d’entraîner un modèle de zéro et aug-
menter cette limite le prolongerait davantage. Une autre solution serait de dévelop-
per des techniques de segmentation spécifiques afin de retirer des textes cliniques
les sections ne contenant pas d’informations relatives aux codes CIM-10 annotés.
Par exemple, retirer les sections relatives aux praticiens et au CHU du début et de la
fin du document présenté dans la figure 2.1 permettrait de réduire sa taille tout en
conservant les informations relatives aux évènements médicaux.
Par ailleurs, même si les approches basées sur BERT semblent relativement effi-
caces pour prédire les classes faiblement présentes dans les données d’entraînement
(CHALKIDIS et al., 2019), il sera tout de même nécessaire de collecter davantage de
textes annotés. En effet, d’une part, le corpus dont nous disposons ne couvre que
6 113 des 14 400 codes de la CIM-10 ou, avec la réduction, 1 549 des 2 038 codes à
trois caractères et, d’autre part, 1 621 des 6 113 codes présents ne comptent qu’une
seule occurrence. Ainsi, tel qu’indiqué dans le tableau 2.1, de nombreux codes se
retrouvent absents des données d’entraînement. Par conséquent, afin d’améliorer la
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représentativités des classes rares, il sera non seulement nécessaire d’augmenter le
volume global de données annotées, mais aussi de collecter ces données en fonction
des codes sous-représentés. Cependant, si augmenter le volume global de données
ne présenterait pas d’obstacles majeurs, de tels documents étant produits tous les
jours dans les établissements de santé, certains codes étant rares par nature (codes
relatifs aux maladies rares, d’utilisation particulière, sous-utilisés par les annota-
teurs), il sera sans doute difficile de collecter suffisamment d’exemples pour chaque
code. Aussi, GOBEILL, RUCH et MEYER, 2020 montrent que la prédiction des codes
est sensible à la temporalité. En d’autre termes, pour une année précise, augmenter
le volume de données global permet d’améliorer les performances de leur approche,
mais ajouter des documents d’années passées n’a aucun effet. Le développement
d’approches de few/zero-shot learning pourraient aussi permettre de réduire l’impact
de ces problèmes de sous/non-représentation.
Par ailleurs, approuvée par l’Assemblée mondiale de la Santé en mai 2019, la
CIM-11 deviendra la CIM de référence à partir de janvier 2022 7. Dès son adoption
pour la tarification à l’activité ou l’épidémiologie, il sera nécessaire de ré-entraîner
les outils d’aide au codage par apprentissage, ce qui implique la disponibilité mas-
sive de données annotées. Afin de ne pas être pris de court, il serait préférable de
procéder à l’annotation anticipé de textes cliniques actuels ou passés avec cette nou-
velle classification. Pour les documents annotés avec la CIM-10, la question de la
conversion automatique de leur annotation vers la CIM-11 se pose aussi.
Enfin, nos travaux relatifs à cette tâche sont peu avancés pour plusieurs raisons.
D’une part, les données et capacités de calcul ont été mises à notre disposition plus
de deux ans après le début du projet. En troisième année de thèse, le temps de travail
qu’il était possible de consacrer à cette tâche était très limité. Par ailleurs, il était
impossible d’accéder à ces ressources à distances et les capacités de calcul mises à
notre disposition étaient partagées avec le reste de l’équipe et largement inférieures
à celles de l’IRISA 8. Le manque de temps ainsi que devoir se rendre au CHU et
partager les capacités de calcul nécessaires à l’entraînement de nos modèles nous a
grandement compliqué la tâche.
Détection de la négation et de l’incertitude
Dans les chapitres 3 et 4, nous présentons nos contributions pour la tâche
de détection de la négation et de l’incertitude dans les textes (DALLOUX, 2017 ;
DALLOUX, CLAVEAU et GRABAR, 2017 ; DALLOUX, CLAVEAU, GRABAR et MORO,
2018 ; GRABAR, CLAVEAU et DALLOUX, 2018 ; DALLOUX, GRABAR et CLAVEAU,
2019 ; DALLOUX, CLAVEAU et GRABAR, 2019 ; DALLOUX, CLAVEAU, GRABAR,
OLIVEIRA et al., 2020). Pré-traitement indispensable pour de nombreuses tâches




linguistiques est une thématique de recherche étudiée depuis près de 20 ans. Ce-
pendant, jusqu’à nos travaux, il n’existait pas de corpus français annotés librement
accessibles pour la recherche.
Dans le chapitre 3, nous avons présenté les différents corpus constitués dans le
cadre de cette thèse. Nos deux corpus français, ESSAI et CAS, sont constitués res-
pectivement de protocoles d’essais cliniques et de cas cliniques. Les marqueurs de
négation et d’incertitude ainsi que leur portée y sont annotés. Pour la négation, les
accords inter-annotateurs obtenus sont très élevés. Cependant, les marqueurs d’in-
certitude ainsi que leur portée n’ont été annotés que par un seul annotateur. Par
conséquent, aucun accord inter-annotateur ni processus d’arbitrage n’a été réalisé.
Afin de valider définitivement ces annotations il faudra au moins impliquer un se-
cond annotateur et les harmoniser. Un formulaire de téléchargement permet d’ac-
céder à ces données 9. Nous présentons aussi deux corpus brésiliens. Le premier est
constitué de protocoles d’essais cliniques et a été annoté avec les marqueurs de néga-
tion ainsi que leur portée à l’occasion d’une mission d’un mois au Brésil à l’Univer-
sité Pontificale Catholique du Paraná. Trois annotateurs ont été impliqués. Cepen-
dant, aucun accord inter-annotateur ni processus d’arbitrage n’a pu être réalisé. Par
conséquent, les annotations sont très irrégulières. Le second corpus est constitué de
textes cliniques provenant de plusieurs hôpitaux brésiliens. Les marqueurs de né-
gation ainsi que leur portée y ont été annotés par plusieurs étudiants ainsi qu’une
infirmière. L’accord inter-annotateurs obtenu est plutôt élevé. À notre connaissance,
ces corpus ne sont pas librement accessibles. Il est donc pour le moment impossible
de reproduire les travaux réalisés avec ces corpus.
Dans le chapitre 4, nous avons présenté les travaux réalisés pour la tâche de
détection de la négation et de l’incertitude. Cette tâche peut être divisée en deux
sous-tâches, l’étiquetage des marqueurs et l’étiquetage de la portée. Afin de ré-
soudre ces tâches d’étiquetage de séquences, nous proposons plusieurs approches
par apprentissage profond que nous entraînons sur les corpus dont nous dispo-
sons. Ces approches sont basées sur les réseaux de neurones récurrents bidirection-
nels ainsi que sur CamemBERT (L. MARTIN et al., 2020), une adaptation française
de BERT (DEVLIN et al., 2019). Pour ces deux tâches et sur la plupart des cor-
pus, ces approches obtiennent des résultats soit proches de l’état de l’art soit su-
périeurs. Les approches par transformers sont particulièrement performantes pour
la détection de la portée. Profondément bidirectionnelles grâce à la MLM présen-
tée en 4.1.2, ces approches sont aussi plus robustes grâce à leurs tokenizers par ap-
prentissage non-supervisé indépendants de la langue. Par exemple, SentencePiece
(KUDO et RICHARDSON, 2018), le tokenizer de CamemBERT, implémente plusieurs
algorithmes permettant de segmenter les phrases en subword units tels que le byte
pair encoding (SENNRICH, HADDOW et BIRCH, 2016) ou le unigram language model
(KUDO, 2018). Entraîné directement à partir de phrases brutes, SentencePiece traite
les phrases comme des séquences de caractères Unicode. Il n’y a pas de logique
dépendante de la langue. WordPiece (M. SCHUSTER et NAKAJIMA, 2012), le tokenizer
originellement utilisé par BERT, nécessite une pré-segmentation et son implémenta-
tion du byte pair encoding est légèrement différente de l’originale (GAGE, 1994). Très
9. https://clementdalloux.fr/
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utilisés en traduction automatique, de nombreux modèles de langage sont multi-
lingues (DEVLIN et al., 2019 ; CONNEAU, K. KHANDELWAL et al., 2020 ; Y. LIU, GU
et al., 2020) et nous disposons de corpus annotés en français, anglais, portugais bré-
silien, chinois, etc. Le développement d’un étiqueteur multilingue sur la base de ces
modèles est donc envisageable. Si l’intérêt d’un tel système pour l’étiquetage des
marqueurs nous semble limité, l’étiquetage de la portée pourrait en bénéficier en
raison des similarités de entre les opérations de négation de certaines langues.
Cependant, il reste une marge de progression importante, notamment pour l’éti-
quetage des marqueurs d’incertitude et l’étiquetage de la portée en général. En ef-
fet, les résultats pour l’étiquetage des marqueurs d’incertitude sont bien plus faibles
que pour la négation. Cela est dû à leur diversité ainsi qu’à leur composition. Par
exemple, nos jeux de données ne contiennent pas suffisamment d’exemples de cer-
tains marqueurs. Il faudrait donc annoter bien plus d’instances d’incertitude que de
négation afin d’obtenir des résultats équivalents avec les descripteurs et approches
que nous utilisons. Présenter une plus grande diversité d’instances permettrait aussi
d’améliorer les résultats pour la détection de la portée étant donné que certaines
tournures de phrases peu utilisées posent problème à nos classifieurs. En effet, bien
que les résultats en termes de tokens soient très encourageants, en termes de portées
exactes, des progrès restent possibles. Ainsi, il est non seulement nécessaire d’aug-
menter le volume global d’exemples présenté à nos étiqueteurs, mais aussi de sé-
lectionner les exemples ajoutés à nos corpus en fonction de la rareté des marqueurs
et/ou des portées associées. Cependant, l’incertitude peut être marquée par un très
grand nombre de verbes au conditionnel présent et arriver à couvrir l’intégralité de
ces marqueurs dans nos corpus nous semble complexe, voire impossible. Afin de
fournir des descripteurs plus précis, nous prévoyons de remplacer les annotations
de TreeTagger par celles de Tagex 10, un étiqueteur spécialement entraîné sur des
textes biomédicaux français. En identifiant les verbes au conditionnel présent de
façon plus précise, nos systèmes détecteront plus facilement les marqueurs d’incer-
titude. Une autre possibilité serait de considérer tout verbe au conditionnel présent
comme marqueur par défaut. Des descripteurs syntaxiques supplémentaires (ana-
lyse syntaxique de surface, arbres syntaxiques, etc.) sont aussi envisagés.
Valorisation, transfert
Ces travaux sont valorisés de plusieurs manières. Outre les publications scien-
tifiques citées précédemment, nous avons mis à disposition de la communauté nos
codes, modèles de plongements de mots et données annotées ainsi qu’un outil sous
la forme d’application web. D’une part, les scripts permettant d’entraîner et tester
nos BiRNN dédiés à la détection de la négation et de l’incertitude sont disponibles
sur mon GitHub 11. Les modèles de plongements de mots que nous utilisons dans





de détection de la négation en français par BiLSTM-CRF est utilisable sur la plate-
forme Allgo 13. Par ailleurs, nos corpus annotés ont été téléchargés à de nombreuses
reprises par des chercheurs de différentes institutions telles que le CEA LIST 14,
l’Université de Copenhague et le FBK-ICT 15. Ils ont aussi été utilisés par plusieurs
étudiants en Master 2 Sciences du langage de l’Université d’Orléans dans le cadre de
projets de TALN. Enfin, nos approches les plus récentes, basées sur CamemBERT,
et les données d’entraînement associées sont désormais utilisées par des chercheurs
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Résumé : Avec la mise en place d’entrepôts de
données cliniques, de plus en plus de données
de santé sont disponibles pour la recherche. Si
une partie importante de ces données existe
sous forme structurée, une grande partie des
informations contenues dans les dossiers pa-
tients informatisés est disponible sous la forme
de texte libre qui peut être exploité pour de
nombreuses tâches. Dans ce manuscrit, deux
tâches sont explorées : la classification multi-
étiquette de textes cliniques et la détection de la
négation et de l’incertitude. La première est étu-
diée en coopération avec le centre hospitalier
universitaire de Rennes, propriétaire des textes
cliniques que nous exploitons, tandis que, pour
la seconde, nous exploitons des textes biomédi-
caux librement accessibles que nous annotons
et diffusons gratuitement. Afin de résoudre ces
tâches, nous proposons différentes approches
reposant principalement sur des algorithmes
d’apprentissage profond, utilisés en situations
d’apprentissage supervisé et non-supervisé.
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Abstract: With the introduction of clinical data
warehouses, more and more health data are
available for research purposes. While a signif-
icant part of these data exist in structured form,
much of the information contained in electronic
health records is available in free text form that
can be used for many tasks. In this manuscript,
two tasks are explored: the multi-label clas-
sification of clinical texts and the detection of
negation and uncertainty. The first is studied
in cooperation with the Rennes University Hos-
pital, owner of the clinical texts that we use,
while, for the second, we use publicly available
biomedical texts that we annotate and release
free of charge. In order to solve these tasks, we
propose several approaches based mainly on
deep learning algorithms, used in supervised
and unsupervised learning situations.
