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UNIVERSALITY AND EXTREMAL AGING FOR DYNAMICS OF SPIN
GLASSES ON SUB-EXPONENTIAL TIME SCALES
GE´RARD BEN AROUS, ONUR GU¨N
Abstract. We consider Random Hopping Time (RHT) dynamics of the Sherrington - Kirk-
patrick (SK) model and p-spin models of spin glasses. For any of these models and for any
inverse temperature β > 0 we prove that, on time scales that are sub-exponential in the di-
mension, the properly scaled clock process (time-change process) of the dynamics converges to
an extremal process. Moreover, on these time scales, the system exhibits aging like behavior
which we called extremal aging. In other words, the dynamics of these models ages as the
random energy model (REM) does. Hence, by extension, this confirms Bouchaud’s REM-like
trap model as a universal aging mechanism for a wide range of systems which, for the first
time, includes the SK model.
1. Introduction and Main Results
Aging is one of the distinguishing features of the long-time behavior of the dynamics of a
large class of important disordered systems, which includes mean-field spin glasses. Roughly,
a system ages if its decorrelation properties are time-dependent: the older the system is, the
longer it takes to forget its state, or equivalently, the system is more and more frozen as it ages.
The theoretical modeling of aging had a breakthrough with the introduction of a simple
model, the trap model, by Bouchaud and Dean in the early 90s [Bou92], [BD95]. In this
effective model, traps, representing low energy configurations, reproduce the slow dynamics
seen experimentally while transitions between these trapping states are reduced to those of a
large complete graph. These simplifications allow an elementary detailed analysis. An almost
universal aging mechanism, [BC˘07a], has since emerged, based on this simple model, which
has been proved to be valid very broadly and in particular for Random Hopping Time (RHT)
dynamics of mean-field spin glasses (for a general view of trap models, not restricted to the case
of dynamics of spin glasses, see the lecture notes [BC˘06]). This aging mechanism is as follows: in
a given long time scale (long but still transient, i.e. shorter than the time to reach equilibrium)
the system wanders around among deep traps of a given depth scale, the time spent in shallower
traps being negligible. The time spent in those deep traps sampled by the path of the dynamics
behaves as a sum of independent heavy-tailed random variables, even though, a priori, trapping
times are neither independent nor heavy-tailed. This is usually stated as the fact that the
natural clock of the system converges to a stable subordinator. The aging properties are then
seen as natural consequences of this convergence, through the classical arcsine law. This picture,
which is universal i.e. model-independent, is of course expected to break down for time scales
long enough to reach equilibrium. In those time scales, since the equilibrium properties depend
on the model, the behavior of the dynamics should also depend on the model.
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The universality of stable subordinators has been proved to hold for the RHT dynamics of the
Random Energy Model (REM) in [BBG03a],[BBG03b], [BC˘07a], [C˘G08], and for p-spin models
with p ≥ 3 in [BBC˘08], for a broad range of time scales, i.e times scales t(N) = ecN which are
exponential in the size N of the system but shorter than the equilibration time of the system
(i.e. c should be appropriately small).
However, this does not include the important case of the Sherringhton-Kirkpatrick (SK) spin
glass (the case p=2). The dynamics of the SK model on exponential time scales seems to belong
to a different universality class. On the other hand, the static results about equilibrium REM
universality proved in [BovK06], [BGK08], [BK08] suggest that the dynamics of the SK model
should have REM-like behavior when observed on sub-exponential time scales t(N) = eo(N).
This is one of the results we obtain here. In fact, we consider here the more general question
of the RHT dynamics of mean-field spin glasses on sub-exponential time scales, and show that
they are universal. The limiting picture cannot be linked to an α-stable subordinator, since
here the index α should be zero. In those time scales the process spends most of its time in one
trap, the deepest trap it finds. The clock process is now related directly to what we call the
“maximal process” which is basically the time spent in the deepest trap met by the system at
a given time. Our statements will rely on the natural notion of extremal processes instead of
subordinators. We are then led to introduce a new notion of “extremal aging” well suited to
these time-scales.
In the rest of this introduction we describe the models of spin glasses of whose dynamics we
are studying, and then give our main result about extremal aging. We then proceed to give
the core result, which is the convergence of the suitably normalized clock process and of the
maximal process. We end this introduction by giving an outline of the proofs.
1.1. The Models. Let us describe more precisely the class of models we are considering. Our
state space is the N -dimensional hypercube, SN = {−1,+1}N . The Hamiltonian of the SK
model and the p-spin models at σ ∈ SN is given by −
√
NHN (σ) where
(1.1) HN (σ) =
1
N
p
2
∑
1≤i1,...,ip≤N
Ji1,...,ipσi1 · · ·σip , p ∈ N, p ≥ 2
with Ji1,...,ip i.i.d. standard normal random variables. Here p = 2 is the SK model and p ≥
3 is the p-spin models. We will denote by H the σ-algebra generated by random variables
HN (σ), σ ∈ SN . Then the Gibbs measure at inverse temperature β is given by
(1.2) µβ,N (σ) = Z
−1
β,N exp(β
√
NHN (σ)),
where Zβ,N is the partition function.
We define RHT dynamics (trap model dynamics) as a nearest-neighbor continuous time
Markov chain σN (·) on SN with transition rates
(1.3) wN (σ, τ) =
{
N−1e−β
√
NHN (σ), if dist(σ, τ) = 1,
0, otherwise,
where dist(σ, τ) = #{i : σi 6= τi} is the graph distance on the hypercube. In other words, σN (t)
waits at a site σ an exponential time with mean exp(β
√
NHN (σ)) then moves to one of the
neighbors of σ uniform at random.
We will consider these dynamics on time scales t(N) that are sub-exponential in dimension.
We choose
(1.4) t(N) = exp(αNN)
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with
(1.5) αN = N
−c, c ∈ (0, 1/2).
1.2. Universality of Extremal Aging. We want to investigate aging properties of the RHT
dynamics on sub-exponential time scales t(N). We choose our two-time correlation function to
characterize aging as in [BBC˘08]: for any t, s > 0 and ǫ ∈ (0, 1) let AǫN (t, s) be the event that
the fraction of spins flipped between times t and s is less than ǫ/2, that is
(1.6) AǫN (t, s) = {dist(σN (t), σN (s)) ≤ Nǫ/2}.
Our main result shows a universal aging phenomena in these models for sub-exponential time
scales.
Theorem 1. (Extremal Aging for SK and p-spin models)
For the SK and the p-spin models, for any c ∈ (0, 1/4), for all θ > 0 and ǫ ∈ (0, 1), let
(1.7) t1(N) = t(N), t2(N) = t(N)(1 + θ)
1/αN ,
then
(1.8) P[AǫN (t1(N), t2(N))]
N→∞−→
(
1
1 + θ
)1/β2
.
Moreover, if p 6= 3 the same result holds for any c ∈ (0, 1/2).
Remark 1. The weaker result for p = 3 is due to technical reasons and we do not believe that
the p = 3 case has a different behavior than the other models.
Remark 2. The above result is also true for the RHT dynamics of the REM on the same time
scales t(N) (see [G10]). Hence, the aging properties of the REM is universal for SK and p-spin
models on sub-exponential time scales.
Remark 3. Note that the ratio of the two times t2(N)/t1(N) = e
θNc diverges with N but since
c ∈ (0, 1/2) the logarithmic ratio log t2(N)/ log t1(N) converges to 1 as N →∞. Hence, we can
think of the decorrelation result of Theorem 1 as “just before aging”. We have called this type of
decorrelation behavior extremal aging. The reason for this choice of name will become clear
later (see Theorem 2).
1.3. Extremal Processes as a universal limit for maximal and clock processes. The
proof of Theorem 1 relies on the fact that the trap model dynamics can be constructed as a
random time-change of a simple random walk (SRW) on SN . Our main tool to understand the
RHT dynamics of these models is to study this time change process which is called the clock
process. More precisely, let YN (k) ∈ SN , k ∈ N denote the simple random walk on SN started
from a point YN (0) and let Y denote the σ-algebra generated by it. For β > 0 we define the
clock process SN (k), k ∈ N by
(1.9) SN(k) =
k−1∑
i=0
ei exp(β
√
NHN (YN (i))),
where (ei, i ∈ N) is a sequence of i.i.d. mean one exponential random variables. Then σN (·)
can be written as
(1.10) σN (t) = YN (S
−1
N (t)).
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Let E denote the σ-algebra generated by the random variables (ei, i ∈ N). We will assume
that all the random variables are defined on a common abstract probability space (Ω,F ,P).
Note that the σ-algebras H,Y and E are independent under P.
We also introduce a process which keeps record of the mean waiting time corresponding to the
lowest energy found on the trajectory. For β > 0 we define the maximal process mN (k), k ∈ N
by
mN(k) : = exp
{
−β min
0≤i≤k−1
−
√
NHN (YN (i))
}
= exp
{
β
√
N max
0≤i≤k−1
HN (YN (i))
}
= max
0≤i≤k−1
exp
{
β
√
NHN (YN (i))
}
.
We also set mN (0) = 0.
We are interested in the asymptotic properties of the clock process and the maximal process
on time scales t(N). To this end we need to introduce another scale r(N) given by
(1.11) r(N) = α−1N β
−1√2πN exp(α2Nβ−2N/2).
r(N) will be seen as the proper scaling for the number of jumps of the process σN in the time
scale t(N). Since we are assuming c ∈ (0, 1/2) the above scale is sub-exponential. Note that,
the exponential term α2Nβ
−2N/2 diverges only if c < 1/2. That is the reason we have 1/2 as a
natural upper bound for c, otherwise the number of jumps scale is growing at most polynomially.
The following theorem is our main result about the convergence of the maximal and clock
processes:
Theorem 2. (Convergence of the maximal and clock processes for SK and p-spin models)
For the SK model and the p-spin models, for any c ∈ (0, 1/4), under the conditional distribu-
tion P(·|Y), Y a.s.
(i)
(1.12)
(
mN (·r(N))
t(N)
)αN
N→∞−→ Yβ(K·),
(ii)
(1.13)
(
SN (·r(N))
t(N)
)αN
N→∞−→ Yβ(K·)
weakly on the space of ca`dla`g functions on [0, T ] equipped with the M1-topology where Yβ(·) is
the extremal process generated by G(x) = exp(−1/x1/β2), x > 0 and
(1.14) K = 2β−2p.
Moreover, if p 6= 3 the same results hold for any c ∈ (0, 1/2).
Remark 4. The above Theorem is also true for the RHT dynamics of the REM for the time
scale t(N). Hence, the REM dynamics picture is essentially universal for these models.
Remark 5. For the RHT dynamics of REM the above theorem holds true with a slight difference
in the number of jumps scale r(N). Specifically, in the REM dynamics, the corresponding number
of jumps is α2N times r(N) of Theorem 2, [BG09]. This means that in order to find traps that
are order of t(N) the SRW has to make more steps in the correlated case than it needs to make
in the independent case. Note that this was only a factor of of a constant for exponential time
scales (see Theorem 1 in [BBC˘08] and Theorem 3.1 in [BC˘07a]).
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We will explain in detail the M1 topology in Section 5. Roughly, M1-topology allows several
big jumps made in a short time to produce one bigger jump, and as a result it is weaker than
the usual Skorohord J1-topology. Theorem 2 is not true for J1 topology. Due to the correlations
in the energy landscape, neighbors of a deep point tend to be deep as well so that the clock
process makes several consecutive large jumps. However, in the cases we study it turns out that
these consecutive jumps are made in a very short time interval. Convergence in J1 topology is
sensitive to this kind of jumps made in very short time whereas convergence in M1 topology is
not. Naturally, for the REM model, where no correlations exist, one can expect convergence in
J1 topology and in fact we prove it in [G10].
We will recall the definition of extremal processes in Section 5. One can think of an extremal
process as a continuous version of a record process. It is natural that the maximal process
mN converges to an extremal process. Theorem 2 tells that the clock process is reduced to the
contribution of the lowest energy found on the trajectory and converges to an extremal process
as well.
1.4. Discussion of the results. Let us briefly discuss the results of Theorems 1 and 2. In the
language of trap models, a low energy state corresponds to a site with a deep trap. In the REM
dynamics, on exponential time scales, the energy landscape explored by the dynamics is very
heterogenous. The clock process is carried by the contributions from the deep traps found on
the trajectory and it converges to an α-stable subordinator, [BC˘07a]. The same is basically true
for the p-spin models on exponential time scales, the difference being that a deep trap consists
of a valley of sites with low energies instead of a single site. However, the REM picture for the
dynamics is not valid for the SK model (p=2) on these time scales.
In the REM dynamics, on sub-exponential time scales, eventually the deepest of these deep
traps found on the trajectory dominates the clock process. Roughly speaking, in this case there
are few deep traps and their depths are of the form t(N)x1/αN . As a consequence, the clock
process has no non-trivial limit under any linear normalization. However, one can get a non-
trivial limit by a non-linear normalization as in Theorem 2. Another consequence is that, after
rescaling by t(N), the deepest trap dominates the clock process. This explains why we have
same kind of convergence for the maximal and the clock processes. Briefly, it is enough to check
the convergence of the maximal process in order to prove the convergence of the clock process.
See [G09] and [G10] for details. This picture is similar to the behavior of sums of i.i.d. random
variables with slowly varying probability tails, see [Dar52] and [Kas85].
Theorems 1 and 2 tell that the REM behavior on sub-exponential time scales is essentially
valid for SK and p-spin models. Again, the difference is that a deep trap consists of a valley of
sites with low energies instead of a single site. Moreover, we will see that the radius of these
valleys are proportional to α−2N .
1.5. The Outline of the proofs. The proof of Theorem 2 basically follows the strategy of
[BBC˘08]. Let us define
(1.15) X0N (i) := HN (YN (i)), i ∈ N.
Note that then X0N is a Gaussian process parameterized by N. It is easy to see from equation
(1.1) that
(1.16) E[X0N (i)X
0
N (j)] =
(
1− 2dist(YN (i), YN (j))
N
)p
.
As explained above, the key part of Theorem 2 is the convergence of the maximal process. Hence,
we need to calculate statistics of the maximum of X0N . To do this, we pick another Gaussian
process X1N that has a simpler covariance structure that enables us to precise calculations
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about its extremes. Then, we compare the extremal statistics of X0N and X
1
N using Gaussian
comparison techniques.
However, at the comparison stage we have an added difficulty. As mentioned earlier the
number of jumps scale r(N) is larger in Theorem 2 than in the REM case. The comparison
arguments do not work with this scaling as we are comparing two Gaussian processes on a larger
set. We come over this difficulty by a new re-sampling strategy.
We choose the auxiliary Gaussian process X1N based on the following observations. In the
time scales we are considering the trajectory of the SRW is locally very close to a straight line
in the sense that: i) for times t ≤ ν ∼ Nw, w < 1 the distance from the starting point grows
essentially linearly with speed 1; ii) with a high probability the SRW walk will never return
to a neighborhood of size ν of the starting point in r(N) number of steps. Next, we expect
the energy landscape sampled by the SRW mainly consist of deep valleys whose statistics are
asymptotically independent. Also, we expect that the SRW will be gone through a deep valley
in ν number of steps for ν large enough. On the other hand, for sites inside a valley, by i) with a
high probability dist(YN (i), YN (j)) = |i− j| and the covariance function E[X0N (i)X0N(j)] can be
well approximated by the linear function 1− 2p|i− j|/N . Hence, we choose the replaced process
X1N as a block independent process with block size ν and with the linear covariance function
E[X1N (i)X
1
N(j)] = 1 − 2|i − j|/N for i, j in the same block. This linear covariance structures
allows us to calculate the extremal statistics in detail.
In order to prove Theorem 1 we need to know more about how the jumps of the clock process
occur. We will prove that if we coarse grain the clock process over blocks of size o(N) the
convergence statement of Theorem 2 holds in J1-topology. This means that jumps that are
made in ≤ o(N) steps constitute a jump of the limiting process. Hence, during the time of
one big jump only a negligible fractions of spins are flipped. We will actually prove a stronger
version of Theorem 1:
Theorem 3. Assume the hypothesis of Theorem 2. Under the conditional distribution P(·|Y),
Y a.s.
(1.17) P[AǫN (t1(N), t2(N)) |Y] N→∞−→
(
1
1 + θ
)1/β2
.
Remark 6. Taking the expectation over Y, Theorem 3 implies Theorem 1.
The rest of this paper organized as follows: in Section 2 we obtain the results needed for
the auxiliary Gaussian process, in Section 3 we compare the real and the auxiliary Gaussian
processes, Section 4 contains the random walk results and in Section 5 we present the proofs of
the main theorems.
2. Extremal statistics of the auxiliary Gaussian process
In this section we investigate the extremal distributions of the block independent Gaussian
process X1N (i), i ∈ N where
(2.1) E[X1N (i)X
1
N (j)] =
{
1− 2p|i−j|N ⌊i/ν⌋ = ⌊j/ν⌋,
0 otherwise.
The block size ν is given by
(2.2) ν = ⌊Nω⌋, w ∈ (1/2 + c, 1)
Recall that αN = N
−c, c ∈ (0, 1/2). Hence, ν satisfies
(2.3) N1/2α−1N ≪ ν ≪ N, 1≪ να2N .
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Using the block independence it is enough to study the extremal statistics inside a block. To
this end we define the Gaussian process U = {Ui, i = 1, ..., ν} as a centered Gaussian process
with covariance E[UiUj] = 1− 2p|i− j|/N . Then X1N is r(N)/ν independent copies of U .
As mentioned above, we are interested in the statistics of the maximum of exp(β
√
NUi) on
the scale t(N) = exp(αNN), under the non-linear normalization of taking the αN th power. We
can see that
(2.4) exp(β
√
NUi) ≥ x1/αN t(N)⇐⇒ Ui ≥ αN
β
√
N +
log x
αNβ
√
N
.
We define
(2.5) CN (x) :=
αN
β
√
N +
log x
αNβ
√
N
.
The following proposition describes the statistics of the maximum of Ui for the relevant level
CN (x).
Proposition 1. For all p ∈ N, uniformly for x in compact subsets of (0,∞)
(2.6) lim
N→∞
r(N)
ν
P( max
i=1,..,ν
Ui ≥ CN (x)) = K/x1/β2 ,
where
(2.7) K = 2β−2p.
As mentioned earlier we will compare the real and auxiliary Gaussian processes on a re-
sampled set of indices. Now we describe the details of this re-sampling process inside a block.
Let (qi, i ∈ N) be a sequence of i.i.d. random variables with uniform distribution on [0, 1],
independent from Ui’s. Let us denote by U andW the σ-algebras of Ui and qi, respectively. We
assume that U andW is defined on the common probability space P. Using (qi, i ∈ N), we define
the sequence of random variables (wN,ρ(i), i ∈ N) as wN,ρ(i) = 1 if qi ≤ ρα2N and wN,ρ(i) = 0 if
qi > ρα
2
N . Thus, (wN,ρ(i), i ∈ N) is an i.i.d. sequence of Bernoulli random variables with
(2.8) P(wN,ρ(i) = 1) = 1− P(wN,ρ(i) = 0) = ρα2N .
We want to investigate the maximum of Ui’s on the random set of indices defined by
(2.9) wρ := {i ≤ ν : wN,ρ(i) = 1}.
In order to do this we need to know more about the number of Ui’s that are above the level
CN (x).
Proposition 2. For all p ∈ N and ρ > 0, there exists constants C1(ρ) = C1(ρ;w, β, c, p) and
C2(ρ) = C2(ρ;w, β, c, p), such that uniformly for x in compact subsets of (0,∞), for N large
enough
(2.10) C1(ρ)
K
x1/β2
≤ r(N)
ν
E
[
1− exp
{
−ρα2N
ν∑
i=1
1{Ui ≥ CN (x)}
}]
≤ C2(ρ) K
x1/β2
,
where K = 2β−2p as in Proposition 1. Moreover,
(2.11) lim
ρ→∞
Ci(ρ) = 1, i = 1, 2.
This proposition tells us that when the maximum of Ui’s is above than CN (x), roughly α
−2
N of
Ui’s are also above CN (x). This explains why in the correlated models, in order to find traps of
the order t(N), the SRW has to make α−2N times the number of steps needed in the independent
case. That is the reason we choose α2N as the density in the re-sampling scheme.
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Lemma 1. For all p ∈ N, for any ρ > 0, there exists a constant C(ρ) s.t. uniformly for x in
compact subsets of (0,∞) for N large enough
(2.12) C(ρ)
K
x1/β2
≤ r(N)
ν
P( max
i≤ν,i∈wρ
Ui ≥ CN (x)) ≤ K
x1/β2
,
where K = 2β−2p is as in Proposition 1. Moreover we have,
(2.13) lim
ρ→∞C(ρ) = 1.
The proof of Lemma 1 follows easily from this Propositions 1 and 2:
Proof of Lemma 1. It is clear that
P( max
i≤ν,i∈wρ
Ui ≥ CN (x)) ≤ P(max
i≤ν
Ui ≥ CN (x)).
Then the upper bound follows from Proposition 1.
Using the Bernouilli distributions we have
(2.14) P( max
i≤ν,i∈wρ
Ui ≥ CN (x)|U) = 1−
(
1− ρα2N
)∑ν
i=1 1{Ui≥CN (x)} .
Using the inequality 1− x ≤ e−x, x ≥ 0 we have
1− (1− ρα2N)∑νi=1 1{Ui≥CN (x)} ≥ 1− e−ρα2N ∑νi=1 1{Ui≥CN (x)}.
Hence, by (2.14) and Proposition 2, for N large enough
r(N)
ν
P( max
i≤ν,i∈wρ
Ui ≥ CN (x)) ≥ r(N)
ν
E[1− e−ρα2N
∑ν
i=1 1{Ui≥CN (x)}] ≥ C1(ρ) K
x1/β2
where C1 is as in Proposition 2. Thus, setting C = C1 finishes the proof. 
The rest of this section is devoted to the proofs of Proposition 1 and Proposition 2.
Proof of Proposition 1. Recalling that r(N) = α−1N β
−1√2πN exp(α2Nβ−2N/2) the statement of
Proposition 1 is equivalent to
(2.15) lim
N→∞
β−1
√
2πNeα
2
Nβ
−2N/2
αNν
P
(
max
i=1,..,ν
Ui ≥ αN
β
√
N +
log x
αNβ
√
N
)
= K/x1/β
2
.
It is a well-known fact (see e.g. [Sle61]) that random variables Ui can be expressed using a
sequence of i.i.d. standard normal random variables Zi. Ui’s can be written as
(2.16) Ui = Γ1Z1 + · · ·+ ΓiZi − Γi+1Zi+1 − · · · − ΓνZν ,
where
(2.17) Γ1 =
√
1− p
N
(ν − 1) and Γ2 = · · · = Γν =
√
p
N
.
Observe that
∑ν
i=1 Γ
2
i = 1. Let us define Gi(z) = Gi(z1, . . . , zν) as
(2.18) Gi(z) = Γ1z1 + . . .Γizi − Γi+1zi+1 − · · · − Γνzν .
Hence the probability term in (2.15) is equal to
(2.19)
∫
Rν
dz
(2π)ν/2
e−
1
2
∑ν
i=1 z
2
i 1{ max
i=1,...,ν
Gi(z) ≥ CN (x)}.
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Note that since the distribution of Gaussian process is continuous, a.s. there exists only one
maximum. We partition the domain of integration according to the index of the maximum of
Gi(z)’s. Define
(2.20) Dk := {z ∈ Rν : Gk(z) > Gi(z) ∀i 6= k}.
Then the integral (2.19) is equal to
(2.21)
ν∑
k=1
∫
Dk
dz
(2π)ν/2
e−
1
2
∑ν
i=1 z
2
i 1{Gk(z) ≥ CN (x)}.
On the set Dk we do the following change of variables
(2.22)
zi = bi + Γi
αN
β
√
N if i ≤ k,
zi = bi − Γi αNβ
√
N if i > k.
Then
(2.23) Gi(z) = Gi(b) + (1− 2|i− k| p
N
)
αN
β
√
N.
It will be useful to define
∑k
j=i+1 aj as
∑k
j=1 aj−
∑i
j=1 aj which is also meaningful for i+1 > k.
Using this definition
(2.24) Gk(b)−Gi(b) = 2
k∑
j=i+1
Γjbj .
Combining (2.23) and (2.24) we have
Gk(z)−Gi(z) = 2
√
p
N
k∑
i+1
bj + 2|i− k| αNp
β
√
N
,
as a result Dk is mapped to
(2.25) D′k = {b ∈ Rν :
k∑
j=i+1
bj > −|i− k|αN
β
√
p ∀i 6= k}.
Also,
−1
2
ν∑
i=1
z2i = −
1
2
ν∑
i=1
b2i −Gk(b)
αN
β
√
N − α
2
Nβ
−2N
2
.
Thus, after the change of variables (2.21) is equal to
(2.26) e−α
2
Nβ
−2N/2
ν∑
k=1
∫
D′k
db
(2π)ν/2
e−
1
2
∑ν
i=1 b
2
i e−Gk(b)
αN
β
√
N1{Gk(b) > log x
αNβ
√
N
}.
Hence to finish the proof of Proposition 1 we need to show that
(2.27)
β−1
√
2πNx1/β
2
αNν
ν∑
k=1
∫
D′k
db
(2π)ν/2
e−
1
2
∑ν
i=1 b
2
i e−Gk(b)
αN
β
√
N1{Gk(b) > log x
αNβ
√
N
}
is asymptotically equal to K = 2β−2p for x in a compact subset of (0,∞).
On D′k we do the change of variables a1 = αNβ
√
NGk(b) and ai = bi for i ≥ 2, and hence,
(2.28) b1 =
a1 − αNβ√p(a2 + · · · − aν)
αNβ
√
NΓ1
.
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Denote by D′′k the image of D
′
k under this change variables. We get a factor 1/αNβ
√
NΓ1 from
the Jacobian and we have
(2.27) =
β−2x1/β
2√
2π
α2NνΓ1
ν∑
k=1
∫
D′′k
da
(2π)ν/2
e−
1
2
∑ν
i=2 a
2
i e−b
2
1/2e−a1/β
2
1{a1 > log x}(2.29)
=
β−2x1/β
2√
2π
α2Nν
ν∑
k=1
∫
D′′
k
da
(2π)ν/2
e−
1
2
∑ν
i=2 a
2
i exp(− a1
β2
− a
2
1
2Γ21α
2
Nβ
2N
)×
1{a1 > log x} exp(−b
2
1
2
+
a21
2Γ21α
2
Nβ
2N
)
The last exponential term
−b
2
1
2
+
a21
2Γ21α
2
Nβ
2N
=
1
2Γ21α
2
Nβ
2N
×{
2αNβ
√
pa1(a2 + · · · − aν)− α2Nβ2p(a2 + · · · − aν)2
} −→
N→∞
0
uniformly for all |a1| ≤ αNN 1+δ2 and |a2+ · · ·−aν | ≤ ν 1+δ2 for δ > 0 small enough since ν ≪ N .
The integration (2.29) over the rest of the domain can be bounded by e−N
δ′
for some δ′ > 0
small enough, uniformly in x for x in a compact subset of (0,∞). Thus, up to an exponentially
small error (2.29) is equal to
(2.30)
β−2x1/β
2
α2NνΓ1
ν∑
k=1
∫
D′′k
da
(2π)(ν−1)/2
e−
1
2
∑ν
i=2 a
2
i exp(− a1
β2
− a
2
1
2Γ21α
2
Nβ
2N
)1{a1 > log x}.
Note that D′′k does not depend on the first coordinate and can be written as D
′′
k = R×D¯′′k where
D¯′′k is the projection of D
′′
k to the last ν − 1 coordinates. Hence, (2.30) is equal to
(2.31)
β−2x1/β
2
α2NνΓ1
(∫ ∞
log x
da1 exp(− a1
β2
− a
2
1
2Γ21α
2
Nβ
2N
)
)( ν∑
k=1
∫
D¯′′k
da¯e−
1
2
∑ν
i=2 a
2
i
(2π)(ν−1)/2
)
where a¯ is the projection of a onto the last ν − 1 coordinates. Since α2NN diverges with N , it is
easy to see that the first integral converges to β2/x1/β
2
as N diverges uniformly in x for x in a
compact subset of (0,∞). Also, observe that the second integral does not depend on x. Finally,
Γ1 → 1 as N →∞. Hence, to finish the proof of Proposition 1 we need to show that
(2.32)
1
α2Nν
ν∑
k=1
∫
D¯′′k
da¯
(2π)
ν−1
2
e−
1
2
∑ν
i=2 a
2
i
N→∞−→ K
where D¯′′k = {(a2, . . . , aν) ∈ Rν−1 :
∑k
j=i+1 aj > −|i − k|αNβ−1
√
p ∀i 6= k} and K = 2β−2p.
We use the fact that the integral in (2.32) can be related to random walk with drift. More
precisely, define VN (0) = 0 and
(2.33) VN (k) =
k∑
i=1
(Zi +
αN
β
√
p), k ∈ N,
where (Zi, i ∈ N) is an i.i.d. sequence of standard normal random variables. In other words, VN
is the random walk whose increments are i.i.d. normal random variables with mean αNβ
−1√p
and variance 1. For k ≥ 1 define the events
(2.34) {τN = k} := {V1 > 0, . . . , Vk−1 > 0, Vk < 0}.
UNIVERSALITY AND EXTREMAL AGING FOR DYNAMICS OF SPIN GLASSES 11
{τN = k} is the event that the random walk VN goes below 0 first time in the kth step. Using
the definition of
∑k
j=i+1 aj and D¯
′′
k we have
(2.35)
1
α2Nν
ν∑
k=1
∫
D¯′′k
da¯
(2π)
ν−1
2
e−
1
2
∑ν
i=2 a
2
i =
1
α2Nν
ν∑
k=1
P(τN ≥ k)P(τN ≥ ν − k).
We need the following technical lemma.
Lemma 2. Under the conditions of Proposition 1, there exist positive constants K1 and K2 s.t.
as N →∞
(i) P(τN =∞)× α−1N −→ K1, where K1 = β−1
√
2p.(2.36)
(ii) E[τN , τN <∞]× αN −→ K2.(2.37)
Let τˆN (s) be the usual moment generating function of τN , i.e.
τˆN (s) =
∞∑
k=1
P(τN = k)s
k.
We define
(2.38) dN :=
αN
β
√
p.
Due to a theorem by S. Andersen (Theorem 1, on page 413 of [Fel71]) we have
τˆN (s) = 1− exp
(
−
∞∑
k=1
sk
k
P(VN (k) < 0)
)
= 1− exp
(
−
∞∑
k=1
sk
k
P(
k∑
i=1
Zi < −kαN
β
√
p)
)
= 1− exp
(
−
∞∑
k=1
sk
k
P (Z > dN
√
k)
)
(2.39)
where Z is a standard normal random variable and P is its probability distribution.
Proof of Lemma 2 part (i). Observe that,
(2.40) P(τN =∞) = 1− τˆN (1) = exp(−
∞∑
k=1
1
k
P (Z > dN
√
k))
Let us define random variables YN := Z
2/d2N . Note that
(2.41) YN
N→∞−→ ∞ a.s.
We have
(2.42)
∞∑
k=1
1
k
P (Z > dN
√
k) =
1
2
∞∑
k=1
P (Z2/d2N ≥ k)
k
=
1
2
∞∑
k=1
P (YN ≥ k)
k
=
1
2
E
∞∑
k=1
1{YN ≥ k}
k
Let us define ϕ(u) =
∑⌊u⌋
k=1 1/k. Then
(2.43)
∞∑
k=1
1
k
P (Z > dN
√
k) =
1
2
E
∞∑
k=1
1{YN ≥ k}
k
=
1
2
E(φ(YN )1{YN ≥ 1})
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It is a well-known fact that
(2.44) ϕ(u)− log⌊u⌋ u→∞−→ γ
where γ is the Euler constant. Using (2.41) we have a.s.
(2.45) ϕ(YN )− log⌊YN⌋ N→∞−→ γ.
Using the bound
(2.46) 0 ≤ ϕ(u)− log⌊u⌋ ≤ 1
and (2.41) we can conclude by the dominated convergence theorem that
(2.47) E(ϕ(YN )1{YN ≥ 1})− E(log⌊YN⌋1{YN ≥ 1}) N→∞−→ γ.
It is easy to see that
(2.48) E(log⌊YN⌋1{YN ≥ 1})− E(log YN1{YN ≥ 1}) N→∞−→ 0.
It is clear by the definition of YN that
(2.49) E(log YN1{YN ≥ 1})− 2 log(d−1N ) N→∞−→ 2E(log |Z|).
Hence, we can conclude that
(2.50) P (τN =∞)× d−1N N→∞−→ exp(−E(log |Z|)− γ/2).
and subsequently
(2.51) P (τN =∞)× α−1N N→∞−→ β−1
√
p exp(−E(log |Z|)− γ/2).
This proves part (i) of Lemma 2 with K1 = β
−1√p exp(−E(log |Z|)− γ/2).
Now we calculate K1. For α > 0 we define
(2.52) V (α) =
∫ ∞
0
e−x
2
xα−1dx.
It is easy to see that
(2.53) V ′(α) =
∫ ∞
0
e−x
2
(log x)xα−1dx.
We have
(2.54) V ′(1) =
∫ ∞
0
e−x
2
log xdx
After the change variables u = x2, V (α) is same as
(2.55) V (α) =
1
2
∫ ∞
0
e−uuα/2−1du =
1
2
Γ(α/2).
Thus,
V ′(1) =
1
4
Γ′(1/2) =
1
4
Γ(1/2)(log Γ)′(1/2).(2.56)
It is a well-known result that
(2.57) ψ(x) =
Γ′(x)
Γ(x)
,
where ψ is the digamma function. Using the formula of ψ for half-integer values we have
(2.58) ψ(1/2) = −γ − 2 log 2,
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where γ is the Euler constant. Using (2.56) and the fact that Γ(1/2) =
√
π we get
(2.59) V ′(1) = −
√
π
4
(γ + 2 log 2).
Hence, by (2.54) and the above equality, we can conclude by a change of variables that
(2.60) E(log |Z|) = − log 2
2
− γ
2
.
Hence, we have K1 = β
−1√2p 
Proof of part (ii) of Lemma 2. Using the moment generating function τˆN we have
E[τN , τN <∞] = ∂τˆN (s)
∂s
|s=1 = exp
(
−
∞∑
k=1
1
k
P (Z > dN
√
k)
){ ∞∑
k=1
P (Z > dN
√
k)
}
We know by part (i) of the Lemma 2 that the exponential term above is asymptotically equivalent
to K1αN . Hence, to finish the proof it is enough to prove that
(2.61)
1
α−2N
∞∑
k=1
P (Z > dN
√
k)
N→∞−→ C
for some constant C > 0. Since P (Z ≥ dN
√
k) is decreasing in k we have the bounds
(2.62)
∫ ∞
1
P (Z ≥ dN
√
x)dx ≤
∞∑
k=1
P (Z > dN
√
k) ≤
∫ ∞
1
P (Z ≥ dN
√
x)dx + 1.
Hence, it is enough to prove that
(2.63)
1
α−2N
∫ ∞
1
P (Z ≥ dN
√
x)dx
N→∞−→ C
for some constant C > 0. By substitution
√
x = y we have
(2.64)
∫ ∞
1
P (Z ≥ dN
√
x)dx =
∫ ∞
1
P (Z ≥ dNy)2ydy =
∫ ∞
1
∫ ∞
dNy
e−z
2/2
√
2π
dz2ydy
By switching the order of integration the last term above is equal to
(2.65)
∫ ∞
dN
∫ z/dN
1
e−z
2/2
√
2π
2ydydz =
∫ ∞
dN
e−z
2/2
√
2π
(z2/d2N − 1)dz.
This finishes the proof of (2.63), and consequently the proof of part (ii). 
We begin the proof of (2.32) by rewriting 1
να2N
∑ν
k=1 P(τN ≥ k)P(τN ≥ ν− k). Using P(τN ≥
k) = P(k ≤ τN <∞) + P(τN =∞) this expression can be written as
P(τN =∞)2
α2N
+
P(τN =∞)
να2N
ν∑
k=1
(P(k ≤ τN <∞) + P(ν − k ≤ τN <∞))(2.66)
+
1
να2N
ν∑
k=1
P(k ≤ τN <∞)P(ν − k ≤ τN <∞).
By part (i) of Lemma 2 we know that the first term in (2.66) converges to K := K21 = 2β
−2p.
By part(ii) of Lemma 2 we have for some positive constant C
(2.67)
ν∑
k=1
(P(k ≤ τN <∞) + P(ν − k ≤ τN <∞)) ≤ 2E[τN , τN <∞] ≤ C
αN
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for all N large enough. Using once again part (i) of Lemma 2, the second term in (2.66) is
bounded above C
να2N
. However, since να2N
N→∞−→ ∞ this term converges to 0 as N diverges.
We partition the sum in the second term into two: k = 1, . . . , ⌊ν/2⌋ and k = ⌈ν/2⌉, . . . , ν.
We have
(2.68)
1
να2N
⌊ν/2⌋∑
k=1
P(k ≤ τN <∞)P(ν − k ≤ τN <∞) ≤ 1
να2N
E[τN ; τN <∞]P (ν/2 ≤ τN <∞).
By Cheybshev Inequality and part (ii) of Lemma 2 we have
(2.69) P (ν/2 ≤ τN <∞) ≤ 2E[τN ; τN <∞]
ν
≤ C
ναN
for N large enough. Hence, (2.68) is bounded above by C/ν2α4N which converges to 0 with N .
The estimate of the second partition can be done similarly. Thus, we get
(2.70)
1
να2N
ν∑
k=1
P(τN ≥ k)P(τN ≥ ν − k) N→∞−→ 2β−2p.
This finishes the proof of (2.32) and hence, the proof of Proposition 1.

Proof of Proposition 2. Using the method introduced at the beginning of the proof of Proposi-
tion 1 and the terminology within, r(N)ν E[1 − exp(−ρα2N
∑ν
i=1 1{Ui ≥ CN (x)})] is equal to
(2.71)
r(N)
ν
∫
Rν
dze−
1
2
∑ν
i=1 z
2
i
(2π)ν/2
{
1− exp(−ρα2N
ν∑
i=1
1{Gi(z) ≥ CN (x)})
}
.
Let Dk = {z : Gk(z) > Gi(z) ∀i 6= k}. On Dk, we do the change of variables
(2.72)
zi = bi + Γi
αN
β
√
N if i ≤ k,
zi = bi − Γi αNβ
√
N if i > k.
Then (2.71) becomes
β−1
√
2πN
αNνx
ν∑
k=1
∫
D′k
dbe−
1
2
∑ν
i=1 b
2
i
(2π)ν/2
exp(−Gk(b)αN
β
√
N)×(2.73)
{
1− exp
(
−ρα2N
ν∑
i=1
1
{
Gk(b) ≥ 2
√
p
N
[
k∑
i+1
bj + |i− k|αN
β
√
p+
log x
2αNβ
√
p
]})}
,
where
(2.74) D′k = {b :
k∑
i+1
bj > −|i− k|αN
β
√
p ∀i 6= k}.
On D′k we do the change of variables a1 = αNβ
√
NGk(b) and ai = bi for i ≥ 2. Denote by D′′k
the image of D′k under this change variables. Since the curly bracket term above is always less
than 1, by the exact same way in the proof of Proposition 1 ((2.29) and the paragraph following
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it), up to an exponentially small error the above integral is equal to
β−2
α2Nν
ν∑
k=1
∫
D′′
k
da
(2π)(ν−1)/2
e−
1
2
∑ν
i=2 a
2
i exp(− a1
β2
− a
2
1
2Γ21α
2
Nβ
2N
)×(2.75)
{
1− exp
(
−ρα2N
ν∑
i=1
1
{
a1 ≥ 2αNβ√p
[
k∑
i+1
aj + |i− k|αN
β
√
p
]
+ log x
})}
.
Note that since on D′′k we have
∑k
j=i+1 aj + |i − k|αNβ
√
p ≥ 0 for all i, if a1 < log x the inner
curly bracket term above is zero for all i. Consequently, if a1 < log x the integral in (2.75)
is equal to zero. Using this and the fact that D′′k does not depend on the first coordinate we
can restrict the domain of integration of the above integral to [log x,∞] × D¯′′k where D¯′′k is the
projection of D′′k to the last ν − 1 coordinates. If we do the change variables a1 − log x = y, up
to a small error that vanishes as N goes to infinity uniformly in x on compact subsets of (0,∞),
(2.75) is equal to
β−2
α2Nνx
1/β2Γ1
ν∑
k=1
∫ ∞
0
dy
∫
D¯′′k
da¯
(2π)(ν−1)/2
e−
1
2
∑ν
i=2 a
2
i exp(− y
β2
− y
2
2Γ21α
2
Nβ
2N
)×(2.76)
{
1− exp
(
−ρα2N
ν∑
i=1
1
{
y ≥ 2αNβ√p
[
k∑
i+1
aj + |i− k|αN
β
√
p
]})}
,
where a¯ is the projection of a to the last ν − 1 coordinates. Now we work on
(2.77)∫
D¯′′k
da¯e−
1
2
∑ν
i=2 a
2
i
(2π)(ν−1)/2
{
1− exp
(
−ρα2N
ν∑
i=1
1
{
y ≥ 2αNβ√p
[
k∑
i+1
aj + |i− k|αN
β
√
p
]})}
.
Let W = (W2, . . . ,Wν) be a sequence of i.i.d. standard normal random variables. Then, (2.77)
is equal to
(2.78)
P(W ∈ D¯′′k)E[1 − exp
(
−ρα2N
ν∑
i=1
1
{
y ≥ 2αNβ√p
[
k∑
i+1
Wj + |i− k|αN
β
√
p
]})
|W ∈ D¯′′k ].
Note that the expectation in (2.78) is always between 0 and 1. Since on D¯′′k we have
∑k
i+1 aj+|i−
k|αNβ−1√p > 0 it follows that when y ∼ 0 the argument of the exponential in the expectation
in (2.78) is close to zero. In other words, as y → 0+ we have
E[1− exp
(
−ρα2N
ν∑
i=1
1
{
y ≥ 2αNβ√p
[
k∑
i+1
Wj + |i− k|αN
β
√
p
]})
|W ∈ D¯′′k ]
∼ ρα2N
ν∑
i=1
E[1
{
y ≥ 2αNβ√p
[
k∑
i+1
Wj + |i − k|αN
β
√
p
]}
|W ∈ D¯′′k ](2.79)
∼ ρα2N
ν∑
i=1
P (y ≥ 2αNβ√p(Rk−i + |i− k|αN
β
√
p)|Rk−i > −αNβ−1√p|i− k|),
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where Rk−i is a centered normal random variable with variance |k − i|. The probability term
on the last display is equal to
P
(
Z ≤ y
2αNβ
√
p
√|k − i| − αNβ √p
√
|i − k|
∣∣∣Z > −αNβ−1√p√|i − k|
)
,
where Z is a standard normal random variable. Note that the above term converges to 0 at
least exponentially if αN
√|k − i| ≫ 1. Hence, the contribution from such i to the sum in (2.79)
is negligible. If αN
√|k − i| ≪ 1 the above term converges to 1. The number of such i’s is
o(1/α2N ). Hence, the contribution from these i’s to the sum in (2.79) is also negligible. Finally,
if αN
√|k − i| = c the above term is equal to
(2.80)
P (−c′ ≤ Z ≤ y2c′ − c′)
P (−c′ ≤ Z)
y→0+∼ c′′y.
Hence, for some positive constants c1, c2 independent of k we have for all y > 0
(2.81) (1 ∧ ρc1y)P (W ∈ D¯′′k) ≤ (2.77) ≤ (1 ∧ ρc2y)P (W ∈ D¯′′k).
Hence, the integral in (2.76) is bounded below and above by
(2.82)
1
x1/β2
{
1
α2Nν
ν∑
k=1
P (W ∈ D¯′′k )
}{
1
β2
∫ ∞
0
(1 ∧ cρy) exp(− y
β2
)dy
}
,
with different constants c, for N large enough. After a simple change of variables the second
curly bracket term above is equal to
∫∞
0
(1 ∧ cρy)e−ydy with c = c/β2. Note that with the
notation of the proof of Proposition 1
(2.83)
1
α2Nν
ν∑
k=1
P (W ∈ D¯′′k) =
1
α2Nν
ν∑
k=1
P(τN ≥ k)P(τN ≥ ν − k) N→∞−→ K,
where K is as in the statement of Proposition 1. Thus,
(2.84)
K
x1/β2
∫ ∞
0
(1 ∧ ρc1y)e−ydy ≤ (2.76) ≤ K
x1/β2
∫ ∞
0
(1 ∧ ρc2y)e−ydy,
for some positive constants c1 and c2. This finishes the first part of Proposition 2 with
(2.85) Ci(ρ) =
∫ ∞
0
(1 ∧ ρciy)e−ydy, i = 1, 2.
Moreover, we have for any c > 0
(2.86) C(ρ) =
∫ ∞
0
(1 ∧ ρcy)e−ydy =
∫ 1
cρ
0
cρye−ydy +
∫ ∞
1
cρ
e−y = C
1
ρ
+ e−
1
cρ −→
ρ→∞
1.
This proves the second claim of Proposition 2.

3. Comparison
In this section we compare the extremal statistics of the original Gaussian Hamiltonians of
the correlated mean field models with the block independent Gaussian processes described in
the previous sections. Recall that given a realization of the SRW, YN , the Hamiltonians of the
SK and the p-spin models are given by a Gaussian processes X0N(i) = HN (YN (i)) where X
0
N (i)
is a centered Gaussian process with the covariance structure
(3.1) Λ0ij = E[X
0
N (i)X
0
N (j)] =
(
1− 2dist(YN (i), YN (j))
N
)p
, p ≥ 2.
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Also recall that by X1N we denote the auxiliary Gaussian process that we will use to approximate
the extremal statistics of X0N (i). X
1
N (i), i ∈ N is a Gaussian process with covariance matrix
(3.2) Λ1ij = E[X
1
N (i)X
1
N (j)] =
{
1− 2p|i− j|/N if ⌊i/ν⌋ = ⌊j/ν⌋,
0 otherwise.
Recall that wρ is a random subset of N where P(i ∈ wρ) = ρα2N , i.i.d for i ∈ N, and W
denotes its σ-algebra. Finally, recall that the time scales we are considering are of the form
t(N) = exp(αNN) where αN = N
−c, c ∈ (0, 1/2).
Proposition 3. Fix sequences {tk} and {xk} i.e. 0 ≤ t1 ≤ t2 ≤ · · · ≤ tl = t and 0 < x1 ≤ x2 ≤
· · · ≤ xl,
(i) For p ≥ 2 for any c ∈ (0, 1/2), Y a.s.
lim
N→∞
∣∣P( max
i≤t1r(N),i∈wρ
X0N(i) ≤ CN (x1), . . . , max
i≤tlr(N),i∈wρ
X0N (i) ≤ CN (xl)|Y)−(3.3)
P( max
i≤t1r(N),i∈wρ
X1N (i) ≤ CN (x1), . . . , max
i≤tlr(N),i∈wρ
X1N (i) ≤ CN (xl)
∣∣ = 0.
(ii) For p = 2, p ≥ 4 for any c ∈ (0, 1/2), and, for p = 3 for any c ∈ (0, 1/4), Y a.s.
lim inf
N→∞
{
P( max
i≤t1r(N)
X0N (i) ≤ CN (x1), . . . , max
i≤tlr(N)
X0N(i) ≤ CN (xl)|Y)−(3.4)
P( max
i≤t1r(N)
X1N (i) ≤ CN (x1), . . . , max
i≤tlr(N)
X1N (i) ≤ CN (xl))
}
= 0.
The result of the first part of Proposition 3 is that the extremal distributions of X0N and
X1N are comparable on the diluted random subset of indices wρ. The second part is needed
needed for to extend this comparison to the whole set of indices; that’s where we need stronger
restriction on αN for p = 3.
To prove Proposition 3 we use the well-known interpolation estimate for Gaussian processes.
Theorem 4. (Normal Comparison Lemma, Theorem 4.2.1 on page 81 in [LLR82]) Suppose
ξ1, . . . , ξn are standard normal variables with covariance matrix Λ
1 = (Λ1ij) and µ1, . . . , µn
similarly with covariance matrix Λ0 = (Λ0ij) and ui ∈ R. Let Λhij := hΛ1ij + (1 − h)Λ0ij then
P(ξi ≤ ui : i = 1, . . . , n)− P(µi ≤ ui : i = 1, . . . , n)
≤ 1
2π
∑
1≤i<j≤n
(Λ1ij − Λ0ij)+
∫ 1
0
(1− (Λhij)2)−1/2 exp(−
u2i + u
2
j − 2Λhijuiuj
2(1− (Λhij)2)
)dh.(3.5)
Proof of Proposition 3 part (i). Let Λhij = hΛ
0
ij + (1 − h)Λ1ij . Let l(i) and l(j) be such that
tl(i)−1r(N) < i ≤ tl(i)r(N) and tl(j)−1r(N) < j ≤ tl(j)r(N). Then we use Theorem 4 with
ui = αNβ
−1√N + log(xl(i))
αNβ
√
N
. Note that it is always the case that Λhij ≤ (Λ0ij)+. Then it is not
hard to see that for any sequences {tk} and {xk} we can find a constant C s.t. uniform in
h ∈ [0, 1] for N large enough
exp(−u
2
i + u
2
j − 2Λhijuiuj
2(1− (Λhij)2)
) ≤ C exp(− α
2
Nβ
−2N
1 + (Λ0ij)+
).
18 GE´RARD BEN AROUS, ONUR GU¨N
Hence we have Y and W a.s.∣∣∣∣P( maxi≤t1r(N),i∈wρ X0N (i) ≤ CN (x1), . . . , maxi≤tlr(N),i∈wρX0N(i) ≤ CN (xl)|Y,W)−
P( max
i≤t1r(N),i∈wρ
X1N(i) ≤ CN (x1), . . . , max
i≤tlr(N),i∈wρ
X1N (i) ≤ CN (xl)|W)
∣∣∣∣ ≤
C
tr(N)∑
i<j
1{wN,ρ(i) = wN,ρ(j) = 1}|Λ0ij − Λ1ij | exp(−
α2Nβ
−2N
1 + (Λ0ij)+
)
∫ 1
0
(1 − (Λhij)2)−1/2dh.
Since P(wN,ρ(i) = wN,ρ(j) = 1) = ρ
2α4N we get∣∣∣∣P( maxi≤t1r(N),i∈wρ X0N(i) ≤ CN (x1), . . . , maxi≤tlr(N),i∈wρX0N (i) ≤ CN (xl)|Y)−
P( max
i≤t1r(N),i∈wρ
X1N (i) ≤ CN (x1), . . . , max
i≤tlr(N),i∈wρ
X1N(i) ≤ CN (xl))
∣∣∣∣ ≤
Cρ2α4N
tr(N)∑
i<j
|Λ0ij − Λ1ij | exp(−
α2Nβ
−2N
1 + (Λ0ij)+
)
∫ 1
0
(1− (Λhij)2)−1/2dh.(3.6)
If ⌊i/ν⌋ = ⌊j/ν⌋ then dist(YN (i), YN (j)) ≤ |i − j|, and as a consequence, Λ0ij ≥ Λ1ij > 0.
Hence,
∫ 1
0
(1 − (Λhij)2)−1/2dh ≤ (1 − (Λ0ij)2)−1/2. If ⌊i/ν⌋ 6= ⌊j/ν⌋ then Λ1ij = 0 and
∫ 1
0
(1 −
(Λhij)
2)−1/2dh ≤ C. Hence, (3.6) is bounded above by
Cρ2α4N


tr(N)∑
i<j
⌊i/ν⌋=⌊j/ν⌋
|Λ0ij − Λ1ij |(1− (Λ0ij)2)−1/2 exp(−
α2Nβ
−2N
1 + (Λ0ij)+
)(3.7)
+
tr(N)∑
⌊i/ν⌋6=⌊j/ν⌋
|Λ0ij | exp(−
α2Nβ
−2N
1 + (Λ0ij)+
)

 .
Let us define
Dij = dist(YN (i), YN (j)), Λ
0
d =
(
1− 2d
N
)p
.
(3.7) is bounded above by
Cα4N
N∑
d=0


tr(N)∑
i<j
⌊i/ν⌋=⌊j/ν⌋
(Λ0d − Λ1ij)1{Dij = d}(1− (Λ0d)2)−1/2 exp(−
α2Nβ
−2N
1 + Λ0d
)
+
tr(N)∑
⌊i/ν⌋6=⌊j/ν⌋
(Λ0d)+1{Dij = d} exp(−
α2Nβ
−2N
1 + (Λ0d)+
)(3.8)
+
tr(N)∑
⌊i/ν⌋6=⌊j/ν⌋
(Λ0d)−1{Dij = d} exp(−α2Nβ−2N)

 .
We need the following lemma which will be proved in the next section.
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Lemma 3. Let ||d|| = min(d,N − d). For any η > 0, there exists a constant, C = C(ν, η, c)
such that, Y-a.s. for N large enough, for all d ∈ {0, . . . , N}
(3.9)
tr(N)∑
⌊i/ν⌋6=⌊j/ν⌋
1{Dij = d} ≤ C
{
t2r(N)22−N
(
N
d
)
+ t
r(N)eηα
2
N ||d||
να2N
}
,
and
(3.10)
tr(N)∑
i<j
⌊i/ν⌋=⌊j/ν⌋
1{Dij = d}(Λ0d − Λ1ij) ≤ Cr(N)
d2
N2
1{d ≤ ν}.
By Lemma 3, the first line of (3.8) is bounded above by
(3.11) Cα4N
ν∑
d=0
r(N)d2
N2
(1− (Λ0d)2)−1/2 exp(−
α2Nβ
−2N
1 + Λ0d
).
The second line of (3.8) is bounded above by the sum of
(3.12) Cα4N
N∑
d=0
t2r(N)22−N
(
N
d
)
(Λ0d)+ exp(−
α2Nβ
−2N
1 + (Λ0d)+
)
and
(3.13) Cα2N
N∑
d=0
r(N)
ν
eηα
2
N ||d||(Λ0d)+ exp(−
α2Nβ
−2N
1 + (Λ0d)+
).
Finally, the third line of (3.8) is bounded above by
(3.14) Cα4N
N∑
d=N/2
{
t2r(N)22−N
(
N
d
)
+ t
r(N)
να2N
eηα
2
N ||d||
}
(Λ0d)− exp(−α2Nβ−2N).
We start working on the estimate of (3.12). Let I(u) be
(3.15) I(u) = u logu+ (1− u) log(1 − u) + log 2,
and let JN (u) be
(3.16) JN (u) := 2
−N
(
N
⌊Nu⌋
)
eNI(u)
√
πN
2
.
Using Sterling’s formula we have JN (u)
N→∞−→ (4u(1− u))−1 uniform in u on compact subsets of
(0, 1). Also, there exists a constant c s.t. JN (u) ≤ cN1/2 for all N and for all u ∈ [0, 1]. Hence,
using the definition of r(N), (3.12) is bounded above by
Cα2NN
1/2
N∑
d=0
JN
(
d
N
)(
1− 2d
N
)p
+
exp
{
NΥN,p,β
(
d
N
)}
,(3.17)
where
(3.18) ΥN,p,β(u) := α
2
Nβ
−2 − α
2
Nβ
−2
1 + (1− 2u)p+
− I(u).
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Since αN
N→∞−→ 0, by (3.15) it is easy to see that for all p ≥ 2 there exist positive constants
δ, δ′ and c s.t.
ΥN,p,β(u) ≤ −δ′ for all u ∈ [0, 1] \ (1/2− δ, 1/2 + δ),(3.19)
ΥN,p,β(u) ≤ −c(u− 1/2)2 for all u ∈ (1/2− δ, 1/2 + δ).(3.20)
Then, the sum over d’s such that d/N /∈ (1/2 − δ, 1/2 + δ) in (3.17) is bounded above by
exp(−δ′′N) for some δ′′ > 0 small enough.
Now we estimate the sum in (3.17) over d’s with d/N ∈ (1/2 − δ, 1/2 + δ). Note that
JN (d/N) ≤ c uniformly for d ∈ (1/2− δ, 1/2 + δ). Using this and (3.20) the sum over such d’s
in (3.17) is bounded above by
≤ Cα2NN1/2
∑
d/N∈(1/2−δ,1/2+δ)
(
1− 2d
N
)p
+
exp
{
−cN
(
d
N
− 1
2
)2}
≤ Cα2NN3/2
∫ 1/2+δ
1/2−δ
(1− 2u)p+ exp(−c′N(u− 1/2)2)du
≤ Cα2NN3/2
∫ δ
0
xp exp(−c′Nx2)dx
≤ Cα2NN3/2
∫ δN1/2
0
yp
Np/2
exp(−c′y2) dy
N1/2
≤ Cα2NN1−p/2 N→∞−→ 0,
since α2N → 0 as N →∞ and p ≥ 2. This finishes the estimate on (3.12).
Now we work on (3.13). (3.13) is bounded above by
(3.21) ≤ CαNN
1/2
ν
N∑
d=0
(
1− 2d
N
)p
+
exp
{
NΥ˜N,p,β
(
d
N
)}
,
where
Υ˜N,p,β(u) =
α2Nβ
−2
2
+ ηα2N ||u|| −
α2Nβ
−2
1 + (1− 2u)p+
,
and ||u|| := min(u, 1− u). It is clear that for any p ≥ 2, for η small enough we can find positive
constants δ, δ′ and c s.t. for all N large enough
(3.22) Υ˜N,p,β ≤ −α2Nδ′ for all u ∈ [δ, 1− δ],
and
Υ˜N,p,β ≤ −cα2Nu for all u ∈ [0, δ],(3.23)
Υ˜N,p,β ≤ −cα2N(1 − u) for all u ∈ [1− δ, 1].(3.24)
By this and the fact that α2NN
N→∞−→ ∞ the sum in (3.13) over d’s such that d/N ∈ [δ, 1 − δ]
is bounded above by exp(−δ′′α2NN) for δ′′ > 0 and hence, does not pose a problem. The sum
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over d’s with d/N ∈ [0, δ] in (3.21) is bounded above by
CαNN
1/2
ν
∑
d/N∈[0,δ]
(
1− 2d
N
)p
+
exp
{
−δ′α2NN
(
d
N
)}
≤ CαNN
3/2
ν
∫ δ
0
(1− 2u)p exp(−c′α2NNu)du
≤ CαNN
3/2
ν
∫ δα2NN
0
exp(−cx) dx
α2NN
≤ CN
1/2
αNν
N→∞−→ 0,
since we have N1/2α−1N ≪ ν (recall (2.3)). The estimate for the sum over d’s with d/N ∈ [1−δ, 1]
can be done analogously. Hence, the error term (3.13) goes to 0 as N →∞.
Now we estimate (3.11). (3.11) is bounded above by
(3.25) Cα3N
ν∑
d=0
N1/2
d2
N2
(
1− (1− 2dN−1)p)−1/2 exp{α2Nβ−2N
(
1
2
− 1
1 + (1− 2dN−1)p
)}
Note that since d ≤ ν and ν ≪ N we can find constant c1, c2 such that for all d ∈ {1, . . . , ν}
(3.26) 1− c1 d
N
≤
(
1− 2d
N
)p
≤ 1− c2 d
N
,
for N large enough. As a consequence (3.25) is bounded above by
C
ν∑
d=0
α3NN
1/2
(
d
N
)3/2
exp
{
−cα2Nβ−2N
(
d
N
)}
(3.27)
≤ Cα3NN3/2
∫ ν/N
0
u3/2 exp(−cα2Nβ−2Nu)du(3.28)
≤ Cα3NN3/2
∫ να2N
0
x3/2
α3NN
3/2
exp(−cx) dx
α2NN
(3.29)
≤ C 1
α2NN
N→∞−→ 0,(3.30)
again since α2NN →∞ as N diverges.
Finally, we work on (3.14). Using (3.16), the first term of (3.14) is bounded above by
(3.31) Cα2NN
1/2
N∑
d=N/2
JN
(
d
N
)
exp
{
−NI
(
d
N
)}(
2d
N
− 1
)p
.
We can find constant δ, δ′ and c such that
(3.32) I(u) ≤ −c(u− 1/2)2 for all u ∈ [1/2, 1/2 + δ),
and
(3.33) I(u) ≤ −δ′ for all u ∈ [1/2 + δ, 1].
Then, it can be shown that the first part of (3.14) goes to 0 as N → ∞ completely analogous
to the proof of the estimate of (3.12).
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Note that for η small enough we can find a constant such that the second part of (3.31) is
bounded above by
αNN
1/2
ν
N∑
d=N/2
(
2d
N
− 1
)p
exp(−cα2Nβ−2N) ≤ exp(−c′α2NN)
for some c′ small enough, since α2NN →∞ as N →∞. This finishes the estimate of the second
part of (3.14), and thus, the proof of part (i) Proposition 3. 
Proof of Proposition 3 part (ii). To prove (3.4) we use Theorem 4 with ξ = X1N and µ = X
0
N .
By the same arguments at beginning of the proof of part (i) of Proposition 3 we have for some
constant C {
P( max
i≤t1r(N)
X1N(i) ≤ CN (x1), . . . , max
i≤tlr(N)
X1N (i) ≤ CN (xl))−
P( max
i≤t1r(N)
X0N (i) ≤ CN (x1), . . . , max
i≤tlr(N)
X0N (i) ≤ CN (xl)|Y)
}
≤
C
tr(N)∑
i<j
(Λ1ij − Λ0ij)+ exp(−
α2Nβ
−2N
1 + (Λ0ij)+
)
∫ 1
0
(1− (Λhij)2)−1/2dh.(3.34)
As before, if ⌊i/ν⌋ = ⌊j/ν⌋ then Λ1ij ≤ Λ0ij and subsequently (Λ1ij−Λ0ij)+ = 0. If ⌊i/ν⌋ 6= ⌊j/ν⌋
then Λ1ij = 0, then if Λ
0
ij < 0, (Λ
1
ij − Λ0ij)+ = (Λ0ij)− and if Λ0ij > 0, (Λ1ij − Λ0ij)+ = 0. Also, in
this case, the integral term in the above display is bounded. Hence, (3.34) is bounded above by
(3.35) C
tr(N)∑
i<j
(Λ0ij)− exp(−α2Nβ−2N).
Note that when p ≥ 2 is even the above term is always zero and in this case (3.4) is trivial.
From now on we assume that p ≥ 3 is odd. Let Dij and Λ0d be as before. Using the fact that p
is odd it is easy to see that (3.35) is bounded above by
(3.36) C
N∑
d=N/2
tr(N)∑
|i−j|>N/2
1{Dij = d}
(
2d
N
− 1
)p
exp(−α2Nβ−2N).
Using the inequality (3.9) of Lemma 3 and the definition of r(N) we can see that (3.36) is
bounded above by the sum of
(3.37) C
N∑
d=N/2
α−2N N2
−N
(
N
d
)(
2d
N
− 1
)p
.
and
(3.38) C
N∑
d=N/2
N1/2
να3N
eηα
2
N (N−d)
(
2d
N
− 1
)p
exp(−α2Nβ−2N/2).
We start with the estimate of (3.37). Let I(u) and JN (u) be as defined before. Using the
properties of I(u) and JN (u) we can see that (3.37) is bounded above by the sum of
(3.39) C
∑
d
N ∈[1/2,1/2+δ)
α−2N N
1/2 exp(−cN(d/N − 1/2)2)(2d/N − 1)p
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and
(3.40) C
∑
d
N ∈[1/2+δ,1]
α−2N N exp(−Nδ′)(2d/N − 1)p,
for some appropriate positive numbers c, δ and δ′. It is too see that (3.40) is exponentially small
in N and does not pose a problem. The sum in (3.39) is bounded above by a constant times
(3.41) α−2N N
3/2
∫ 1/2+δ
1/2
exp(−cN(u− 1/2)2)(u − 1/2)pdu ≤ Cα−2N N1−p/2,
where for the last inequality we used the same changes of variables we used in the proof of
Proposition 3. Note that for p ≥ 4, α−2N N1−p/2 converges to 0 with N for any c ∈ (0, 1/2). It
converges to 0 for p = 3 as well if α−2N N
1/2 = o(1) which is the case for c ∈ (0, 1/4) as in the
hypothesis of part (ii) of Proposition 3. This finishes the estimate on (3.37).
Finally, note that for η small enough the sum in (3.38) is exponential small in N . Hence, this
finishes the proof of part (ii) of Proposition 3. 
4. Random walk results
In this section we prove Lemma 3. Let Px denote the probability law of the simple random
walk YN started at YN (0) = x. Let Q = Qk, k ∈ N be a birth-death process on {1, . . . , N}
with transition probabilities pk,k−1 = 1 − pk,k+1 = k/N . Let Pi and Ei denote the law and
expectation of Q conditioned on Q0 = i. Let us also define pk(d) as pk(d) := P0(Qk = d). Note
that, under P0 for any j ∈ N we have dist(YN (0), YN (k)) d= dist(YN (j), YN (j+k)) d= Qk. Finally,
let Td = min{k ≥ 1 : Qk = d}, be the hitting time of d.
A simple calculation shows that the weight of the invariant distribution of Q at d is equal
to 2−N
(
N
d
)
. The following theorem gives a sharp estimate for the difference of pk(·) and the
invariant measure, for k large. It is stated and proved in [BBC˘08] using the coupling technique
of [Mat87] and we do not repeat it here.
Theorem 5. (Lemma 4.1 on page 17 in [BBC˘08])
There exists a K > 0 large enough such that for k ≥ KN := KN2 log(N) for any d ∈
{0, 1, . . . , N}
(4.1)
∣∣∣∣pk(d) + pk(d+ 1)2 − 2−N
(
N
d
)∣∣∣∣ ≤ 2−4N .
Lemma 4. Under the hypothesis of Lemma 3 there exists a positive constant C that does not
depend on d, s.t. Y a.s.
(4.2)
tr(N)∑
i<j
⌊i/ν⌋=⌊j/ν⌋
1{Dij = d} ≤ Ctr(N)1{d ≤ ν},
for all d ∈ {0, 1, . . . , N} and N large enough.
Proof. Lemma is trivially true for d > ν. Now we assume d ≤ ν. Define
(4.3) p(d) = E0[
ν∑
i=1
1{Qi = d}].
Following the same arguments as in the first part of the proof of Lemma 4.2 in [BBC˘08] we have
(4.4) p(d) ≤ 2.
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Now we define the one-block contribution
(4.5)
ν∑
i=1
ν∑
j=i+1
1{Dij = d} =: Z.
Using the upper bound we have
(4.6) E[Z] =
ν∑
i=1
E[
ν∑
j=i+1
1{Dij = d}] ≤ 2ν.
Since Z ≤ ν2 a.s.
(4.7) Var[Z] ≤ ν4.
The left-hand side of (4.2) is stochastically bounded above by
∑m
k=1 Zk where m = ⌈ tr(N)ν ⌉ and
Zk is a sequence of i.i.d. copies of Z. Then using Chebyshev’s inequality
P (Z1 + · · ·+ Zm ≥ r(N) +mE[Z]) = P (Z1 + · · ·+ Zm −mE[Z] ≥ r(N))
≤ 1
r(N)2
mVar[Z] ≤ ν
3
r(N)
.
Since r(N) = exp(cNd) for some d > 0 we have
∑
N
ν3
r(N) < ∞ and by Borel-Cantelli Lemma,
the left-hand side of (4.2) is bounded above by
(4.8) mE[Z] + r(N) ≤ m2ν + r(N) ≤ Cr(N)
for all N large enough for all d ≤ ν. 
Proof of Lemma 3. We start with the proof of (3.10). Note that for i, j where ⌊i/ν⌋ = ⌊j/ν⌋ we
have
(4.9) Λ0d − Λ1ij =
(
1− 2d
N
)p
−
(
1− 2p|i− j|
N
)
=
2p(|i− j| − d)
N
+O
(
d2
N2
)
.
The contribution from the second error term above is bounded by the right-hand side of (3.10)
by Lemma 4. Hence, to finish the proof we need to control the contribution from the first error
term. Define,
(4.10) p˜(d) := E0[
ν∑
i=0
(i − d)1{Qi = d}].
Let us define T 1d = Td and T
k
d = {i > T k−1d : Qi = d}, for k ≥ 2. Then we have
E0[
ν∑
i=0
(i− d)1{Qi = d}] = E0[
∞∑
k=1
(T kd − d)1{T kd < ν}]
= E0[
∞∑
k=1
(T kd − T 1d + T 1d − d)1{T kd < ν}]
≤ E0[(Td − d)1{Td < ν}]
(
1 + Ed[
∞∑
i=1
T id1{T id < ν}]
)
.(4.11)
It is easy to see that P0(Td = d) = 1 · N−1N · N−2N · · · N−d+1N , and thus, P0(Td) ≤ Ce−d
2/N .
Then E0[
∑∞
k=1(T
k
d − d)1{T kd < ν}] is bounded below by
E0[
∞∑
k=1
(T kd − d)1{T kd < ν}|Td 6= d]P0(Td 6= d) ≥ 2(1− P0(Td = d)) ≥ 2(1− Ce−d
2/N ) ≥ C d
2
N
.
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Note that if Td ≥ d + 2k for some positive k then the random walk Qi must make at least k
steps left. Since the probability of any step left is bounded by d/N before reaching d, we have
P (Td ≥ d+ 2k) ≤
(
d+ 2k
k
)(
d
N
)k
≤ C d
2k
Nk
.
As a result we get
E0[(Td − d)1{Td < ν}] =
∞∑
k=1
P0(Td ≥ d+ 2k) ≤ C
∞∑
k=1
d2k
Nk
≤ C
(
1
1− d2N
− 1
)
≤ C d
2
N
.
Hence, we have
(4.12) C1
d2
N
≤ E0[(Td − d)1{Td < ν}] ≤ C2 d
2
N
.
Note that for the second term in (4.11) we have
1 + Ed[
∞∑
i=1
T id1{T id < ν}] ≤ 1 + Ed[Td1{Td < ν}](1 + Ed[
∞∑
i=1
T id1{T id < ν}])
≤
∞∑
k=0
{Ed[Td1{Td < ν}]}k .
Also note that Pd(Td = 2k) ≤
(
2k
k
) (
ν
N
)k
. Using the bound
(
2k
k
) ≤ Ck−1/22k we get
Ed[Td1{Td < ν}] ≤ C
ν/2∑
k=1
2k1/22k
( ν
N
)k
≤ C
∞∑
k=1
(
5ν
N
)k
≤ C ν
N
.
Hence, we have
(4.13) C1
d2
N
≤ p˜(d) ≤ C2 d
2
N
.
Now let us define the one-block contribution from the first error term in (4.9)
(4.14)
ν∑
i,j=1
(|i − j| − d)1{Dij = d} =: ν3Z˜.
Note that Z˜ ∈ [0, 1]. Hence, the contribution from the first error term to the left-hand side
of (4.2) is stochastically bounded above by 2pN ν
3
∑m
k=1 Z˜k, where m = ⌈tr(N)/ν⌉ and Z˜k is a
sequence of i.i.d. copies of Z˜. By above estimates we have
(4.15) C1
d2
N
ν−3 ≤ E[Z˜] ≤ C2 d
2
N
ν−2.
Hence, using Hoeffding’s inequality we get
P (
m∑
k=1
Z˜k ≥ 2mE[Z˜]) ≤ exp(−2mE[Z˜]) ≤ exp(−2mC2 d
2
Nν3
),
and by Borel-Cantelli Lemma we can conclude that the contribution from the first error term
is a.s. bounded above by
(4.16)
2p
N
ν32mE[Z˜] ≤ C 2p
N
ν3
r(N)
ν
d2
N
1
ν2
= Cr(N)
d2
N2
,
for all N large enough. This finishes the proof of inequality (3.10).
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Next we prove the first part of Lemma 3 that is inequality (3.9). For ease of notation let
us define R := tr(N), and let us denote by Ad,η(N) the term inside the curly bracket on the
right-hand side of (3.9), that is
(4.17) Ad,η(N) := t
2r(N)22−N
(
N
d
)
+ t
r(N)eηα
2
N ||d||
να2N
.
We can consider the couples (i, j) with i < j only. We first estimate the sum over pairs (i, j)
such that j − i ≥ KN . Since j − i ≥ KN we have ⌊i/ν⌋ 6= ⌊j/ν⌋. Thus, the left-hand side of
(3.9) is equal to (up to a constant)
(4.18)
R∑
j−i≥KN
1{Dij = d}.
Using Theorem 5, we have for any d and η
E[
R∑
j−i≥KN
1{Dij = d}] =
R∑
j−i≥KN
pj−i(d) ≤ R2(2−N
(
N
d
)
+ 2−4N ) ≤ C1Ad,η(N).
Next, we estimate the variance of the sum (4.18)
Var[
R∑
j−i≥KN
1{Dij = d}] =
R∑
j1 − i1 ≥ KN
j2 − i2 ≥ KN
P (Di1j1 = Di2j2 = d)− P (Di1j1 = d)P (Di2j2 = d).
(4.19)
We can suppose that i1 ≤ i2. Note that if i1 < j1 ≤ i2 < j2 the right-hand side of (4.19)
is zero. Hence, the only non-zero cases are when i1 ≤ i2 ≤ j1 ≤ j2 or i1 ≤ i2 ≤ j2 ≤ j1. Let
us consider the first case only since the second case can be done similarly. If i2 − i1 ≥ KN or
j2 − j1 ≥ KN , by Theorem 5 the difference of probabilities in (4.19) is less than 2−4N . Hence,
the sum in (4.19) over such couples is bounded by R22−4N which is less than N−3A2d,η(N) for
any d and η.
Now, if i2 − i1 < KN and j2 − j1 < KN then by Theorem 5
(4.20) P (Di1j1 = Di2j2 = d) ≤ C2−N
(
N
d
)
.
Now we investigate two separate cases. The first case is ||d|| ≤ (1 − ǫαN )N/2. For such
d using (3.16) of the previous section and the reasoning in the proof of Lemma 3.20 we can
conclude that for N large enough
2−N
(
N
d
)
≤ C exp
{
−I
(
(1− αN ǫ)N
2
)}
≤ C exp (−cǫ2α2NN) ,
for some c independent of ǫ. Thus, for any η > 0 the right hand side of (4.19) is bounded above
by K2NR
2 exp
(−cǫ2α2NN) which asymptotically smaller than N−3A2d,η(N).
For the second case; ||d|| ≤ (1− ǫαN )N/2, note that we have |d−N/2| ≤ αN ǫ/2. For such d
2−N
(
N
d
)
≥ C exp
{
−I
(
(1− αN ǫ)N
2
)}
N−1/2 ≥ C exp(−cα2Nǫ2N)N−1/2.
Hence, since exp(cα2N ǫ
2N)R2 = Cα−2N N exp(α
2
N (β
−2 − cǫ2)N), for ǫ small enough we have
2−N
(
N
d
)≫ N8R−2.As a result, the right hand side of (4.19) is bounded above by CK2NR22−N(Nd )
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and we have
CK2NR
22−N
(
N
d
)
≪ N−3R42−2N
(
N
d
)2
≤ N−3A2d,η(N).
Hence, we have showed that
E[
R∑
j−i≥KN
1{Dij = d}] ≤ C1Ad,η(N), Var[
R∑
j−i≥KN
1{Dij = d}] ≤ N−3A2d,η(N),
for N large enough. Thus, by Borel-Cantelli Lemma, for any d ∈ {0, . . . , N} and η > 0, sum
over couples (i, j) with j − i ≥ KN is Y a.s. less than the right-hand side of (3.9).
Now we consider the pairs i, j where j − i ≤ KN . We separate two cases. First case is
||d|| > (logN)1+ǫ/α2N . Since there are at most KNR couples with j − i < KN and KNR ≪
Rν−1α−2N e
α2Nη||d|| for ∀η > 0 the inequality in (3.9) holds true for those couples for such d.
For ||d|| ≤ (logN)1+ǫ/α2N define K¯N as K¯N = ν
⌈
KN2 logN
ν
⌉
. Then we have
KN2 logN ≤ K¯NN2 logN < KNN2 logN + ν,
and thusly,
K ≤ K¯N < K + ν
N2 logN
.
Since νN2 logN
N→∞−→ 0 we have KN −K N→∞−→ 0. Hence, the difference is negligible and we will
still use KN for K¯NN
2 logN . Note that this way KN is a multiple of ν.
For summation on (3.9) over the pairs j − i < KN we have
(4.21)
R∑
⌊i/ν⌋6=⌊j/ν⌋
j−i<KN
1{Dij = d} ≤
⌈KN⌉∑
k=0
⌈R/KN ⌉∑
l=0
⌈KN ⌉∑
m=jk
1{DlKN+k,lKN+k+m = d},
where jk is the smallest integer such that
⌊
lKN+k
ν
⌋ 6= ⌊ lKN+k+jkν ⌋ , which does not depend on
l. Define the random variables Zl(j, d) as
Zl(j, d) =
1
⌈KN⌉
⌈KN ⌉∑
m=j
1{DlKN+k,lKN+k+m = d}.
Note that (Zl(j, d), l ∈ N) is an i.i.d. sequence of random variables in [0, 1] for fixed j, k and
d.
Let EN := {d : ||d|| < (logN)1+ǫ/α2N , d ≥ N/2}. Denote by 1 the vertex on the hypercube
with all coordinates is equal to 1. Define T1 = min{k ≥ 1 : YN (k) = 1}. Let zd be any vertex
of the hypercube with dist(zd,1) = d. For d ∈ EN
(4.22) P[Zl(jk, d) > 0] ≤
(
N
d
)
Pzd(T1 < KN) ≤
(
N
d
)
eλK log(N)Ezd [e
−λT1/N2 ].
According to Lemma 3.4 of [C˘G08],
(4.23) Ezd [exp(−λT1/m(N))] ≤ (2−Nm(N)λ−1 + ξN (d))(1 + o(1))
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for N log(N) ≪ m(N)≪ 2N , with ξN (d) = 2−N N2
(
N
d
)−1∑N−d
j=1
(
N
d+j
)
1
j . Here we take m(N) =
N2. Since for d ∈ EN , N/2 ≤ d and N − d ≤ (logN)1+ǫ/α2N we have
ξN (d) ≤ 2−NN
2
(
N
d
)−1 N−d∑
j=1
(
N
d+ j
)
≤ 2−NN
2
(
N
d
)−1
(N − d)
(
N
d
)
≤ C2−NN (logN)
1+ǫ
α2N
.
Hence, for those d, for any ǫ′ > 0 small and N large enough NλKEd[e−λT1/N
2
] ≤ 2−N(1−ǫ′), and
by (4.22)
(4.24) P[Zl,k(jk, d) > 0] ≤
(
N
⌈(logN)1+ǫ/α2N⌉
)
2−N(1−ǫ
′).
Hence, the probability of the right-hand of (4.21) is bounded above by
(4.25) P

⌈KN⌉∑
k=0
⌈R/KN⌉∑
l=0
Zl(k, d) > 0

 ≤ R( N⌈(logN)1+ǫ/α2N⌉
)
2−N(1−ǫ
′).
Note that since (logN)1+ǫ/α2N ≪ N we have
(4.26) 2−N
(
N
⌈(logN)1+ǫ/α2N⌉
)
≪ exp(−cN),
for some constant c > 0. Also, R = CN1/2α−1N exp(α
2
Nβ
−2N/2). As a result we have
(4.27) (4.25) ≤ 2−ǫ′′N ,
for some ǫ′′ > 0. Hence, by Borel-Cantelli those d are not even found by the random walk and
satisfy inequality (3.9) for any η > 0.
Now for the case d ≤ (logN)1+ǫ/α2N we look at two separate cases: jk ≤ 2d and jk > 2d.
For the first case note that the number of k’s in {1, . . . ,KN} s.t. jk ≤ 2d is at most KNd/ν .
Also note that then Zl(jk, d) ≤ Zl(0, d). Using the fact
1
NKN
≤ E[
KN∑
i=1
1{D1i = d}] ≤ C 1
KN
,
we get
C1
1
NKN
≤ E[Zl(0, d)] ≤ C2 1
KN
.
Thus, by Hoeffding’s inequality
P (
⌈r(N)/KN⌉∑
l=0
Zl(0, d) ≥ 2r(N)
KN
E[Zl(0, d)]) ≤ exp(−2r(N)ν−1E[Zl(0, d)])
≤ exp(−Cr(N)ν−1 1
KN
),
which decreases at least exponentially. Hence, by Borel-Cantelli Lemma we have
KN
⌈r(N)/KN⌉∑
l=0
Zl(0, d) ≤ 2KN r(N)
KN
E[Zl(0, d)]) ≤ C r(N)
KN
,
for k s.t. jk ≤ 2d.
Now we consider k s.t. jk ≥ 2d. Note that for j ≥ 2d we have Zl(j, d) ≤ Zl(d + 6, d) for N
large enough and
(4.28) C1N
−6 ≤ KNE[Zl(d+ 6, d)] ≤ C2N−3.
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Hence, by Hoeffding’s inequality, for k s.t. jk ≥ 2d
(4.29) P (
⌈r(N)/KN⌉∑
l=0
Zl(jk, d) ≥ r(N)
N3KN
) ≤ exp(−C r(N)
KN
N−6),
which decreases at least exponentially with N . Hence, by Borel-Cantelli Lemma a.s.
(4.30) KN
⌈r(N)/KN⌉∑
l=0
Zl(jk, d) ≤ CKNr(N)
N3KN
≤ C r(N)
N3
,
for all N large enough. Hence, summing over k we get
⌈KN ⌉∑
k=0
KN
⌈r(N)/KN⌉∑
l=0
Zl(0, d) ≤ KNd
ν
r(N)
KN
+ C
r(N)
N3
≤ C
{
dr(N)
ν
+
r(N)
N3
}
.(4.31)
Now, since N3 ≫ να2N for any η > 0 there exists a constant C s.t. for N large enough
r(N)
N3
≤ C r(N)e
ηα2N ||d||
να2N
.
Recall that since d ≤ (logN)1+ǫ/α2N we have ||d|| = d. For any η > 0 we can find a constant C
s.t.
x ≤ Ceηx, ∀x ≥ 0.
Using this fact with x = dα2N we can conclude that for any η > 0 given there exists a constant
C s.t.
dr(N)
ν
≤ C r(N)e
ηα2N ||d||
να2N
.
Hence, for any η > 0 (4.31) is bounded above by the right-hand sight of (3.9) for all large enough
N with a large enough constant C. This finishes the proof of inequality (3.9) and hence, the
proof of Lemma 3. 
5. Proofs of Theorem 1 and Theorem 2
In this section we prove Theorems 1 and 2. We will first prove Theorem 2, that is, we
will prove that, under the non-linear normalization of Theorem 2, the maximal and the clock
processes converge to the same extremal process on the space D([0, T ],R) quipped with the M1
topology. Therefore, we start this section by recalling the definitions and basic properties of the
extremal processes and the M1 topology.
5.1. Extremal processes. Consider a probability distribution function F (x). Define a family
of finite dimensional distributions Ft1,...,tk(x1, . . . , xk) for k ≥ 1, 0 < t1 ≤ · · · ≤ tl and xi ∈ R
by
(5.1) Ft1,...,tl(x1, . . . , xl) = F
t1(∧li=1xi) F t2−t1(∧ki=2xi) · · ·F tl−tl−1(xl),
where ∧ stands for minimum. The family (5.1) forms a consistent family of finite dimensional
distributions. Hence, by Kolmogorov’s extension theorem there exists a continuous time sto-
chastic process (Y (t), t > 0) with finite dimensional distributions given by (5.1). (Y (t), t > 0)
is called the extremal process generated by F or F -extremal.
We will consider the probability distribution Gβ(x) given by
(5.2) Gβ(x) =
{
exp(−1/x1/β2) x > 0,
0 x ≤ 0.
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Since the support of Gβ is non-negative numbers, we can extend the extremal process (Yβ(t), t >
0) generated by Gβ to (Yβ(t), t ≥ 0) by defining Yβ(0) = 0 for all realizations. Thus, by (ii) and
(iii) of Proposition 4.7 on page 180 of [Res87], (Yβ(t), t ≥ 0) has a version in D([0,∞), [0,∞)),
the space of non-negative ca`dla`g functions on [0,∞). For the rest of the paper we will call
(Yβ(t), t ≥ 0) the extremal process generated by Gβ or Gβ-extremal where Gβ is given by (5.2).
Note that in order to check that a stochastic process (Y (t), t ≥ 0) has the finite dimensional
distributions of the Gβ-extremal process it is enough to check that a.s. Y (0) = 0 and Y (t) is
non-decreasing, and for any l ≥ 1, 0 = t0 < t1 ≤ · · · ≤ tl and 0 < x1 ≤ · · · ≤ xl
(5.3) P(Y (t1) ≤ x1, · · · , Y (tl) ≤ xl) =
l∏
k=1
exp
(
− tk − tk−1
x
1/β2
k
)
.
5.2. J1 and M1 topologies. Let D = D([0, T ],R); the space of ca`dla`g functions. The usual
Skorohord J1 topology is given by the metric dJ1 where
(5.4) dJ1(f, g) = inf
λ∈Λ
{||λ− I||∞ ∨ ||f ◦ λ− g||∞}.
Here Λ is the set of strictly increasing functions from [0, T ] onto [0, T ] that are continuous with
a continuous inverse, and I is the identity map on [0, T ].
The M1 topology is also given by a metric, dM1 . For f ∈ D we define its completed graph
Γf by
(5.5) Γf := {(t, z) ∈ [0, T ]× [0,∞) : z = αf(t−) + (1− α)f(t) for some α ∈ [0, 1]}.
We can order points of Γf as follows: (t1, z1) ≤ (t2, z2) if either i) t1 < t2 or ii) t1 = t2 = t
and |f(t−)− z1| ≤ |f(t−)− z2|. Let Πf be the set of nondecreasing continuous functions (r, u)
from [0, 1] onto Γf , with r being the time component and u being the spatial component. Here
(r, u) is nondecreasing for the order on Γf we have just defined. Than the metric dM1 is given
as follows:
(5.6) dM1(f1, f2) = inf{||u1 − u2||∞ ∨ ||r1 − r2||∞ : (r1, u1) ∈ Πf1 , (r1, u2) ∈ Πf2}.
It is easy to see that dM1(f1, f2) ≤ dJ1(f1, f2) for all f1, f2 ∈ D. On the other hand,M1 topology
is weaker than the J1 topology. As an example consider the sequence of functions
(5.7) fn = 1{[1− 1/n, 1)}+ 21{[1, T ]}.
fn converges to f = 21{[1, T ]} in M1 topology but does not convergence in J1 topology.
For tightness characterizations we need the following definitions:
wf (δ) = sup{min(|f(t1)− f(t)|, |f(t)− f(t2)|) : t1 ≤ t ≤ t2 ≤ T, t2 − t1 ≤ δ},(5.8)
w′f (δ) = sup{ inf
α∈[0,1]
|f(t)− (αf(t1) + (1− α)f(t2))| : t1 ≤ t ≤ t2 ≤ T, t2 − t1 ≤ δ},(5.9)
vf (t, δ) = sup{|f(t1)− f(t2)| : t1, t2 ∈ [0, T ] ∩ (t− δ, t+ δ)}.(5.10)
The following is from Theorem 12.12.3 of [Whi02] and Theorem 15.3 of [Bil68].
Theorem 6. The sequence of probability measures {Pn} on D([0, T ],R) is tight in the J1-
topology if
(i) For each positive ǫ there exists c such that
(5.11) Pn[f : ||f ||∞ > c] ≤ ǫ, n ≥ 1
(ii) For each ǫ > 0 and η > 0, there exists a δ, 0 < δ < T , and an integer n0 such that
(5.12) Pn[f : wf (δ) ≥ η] ≤ ǫ, n ≥ n0
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and
(5.13) Pn[f : vf (0, δ) ≥ η] ≤ ǫ and Pn[f : vf (T, δ) ≥ η] ≤ ǫ, n ≥ n0
The same claim holds for the M1 topology with wf (δ) in (5.12) is replaced by w
′
f (δ).
5.3. Proof of Theorem 2. We will first prove the convergence of the maximal process and then
prove that the clock process is dominated by the maximal process. For the former, we start with
proving the convergence of the finite dimensional distributions to (5.3) of the extremal process
Yβ , using the comparison results of Section 3.
Let us define
(5.14) tk(N) = ⌊tkr(N)⌋ − 1, k = 1, . . . , l.
Proposition 4. For every sequence {tk} and {xk} i.e. 0 = t0 < t1 ≤ t2 ≤ · · · ≤ tl = T and
0 < x1 ≤ x2 ≤ · · · ≤ xl, under the assumptions of Theorem 2, Y a.s.
P( max
i≤t1(N)
X0N (i) ≤ CN (x1), . . . , max
i≤tl(N)
X0N(i) ≤ CN (xl)|Y) N→∞−→
l∏
k=1
exp
(
− (tk − tk−1)K
x
1/β2
k
)
,
(5.15)
where K = 2β−2p is as in Proposition 1.
Proof. We use the results of Section 2 to prove the convergence of extremal statistics of X1N (i)
both on the whole i ∈ N and on the resampled cloud wρ.
Let JN (k) := ⌊tkr(N)/ν⌋, k = 0, . . . , l. Then clearly the left-hand side of (5.15) is bounded
above by
(5.16) P(max{X1N(jν+i) : j = JN (k−1), . . . , JN (k)−1, i = 0, . . . , ν} ≤ CN (xk) : k = 1, . . . , l)
By block independence of X1N and Proposition 1, for any δ > 0, for N large enough
(5.16) =
l∏
k=1
P( max
i=1,...,ν
X1N (i) ≤ CN (xk))JN (k)−JN (k−1)
≤
l∏
k=1
(
1− (1 − δ)ν
r(N)
K
x
1/β2
k
)(tk−tk−1)r(N)/ν
≤
l∏
k=1
exp
(
− (tk − tk−1)K(1− 2δ)
x1/β2
)
.
A lower bound can be achieved similarly. Hence,
(5.17)
P( max
i≤t1(N)
X1N (i) ≤ CN (x1), . . . , max
i≤tl(N)
X1N(i) ≤ CN (xl)) N→∞−→
l∏
k=1
exp
(
− (tk − tk−1)K
x
1/β2
k
)
Similarly, using Lemma 2 we have for N large enough
(5.18)
P( max
i≤t1(N)
i∈wρ
X1N (i) ≤ CN (x1), . . . , max
i≤tl(N)
i∈wρ
X1N (i) ≤ CN (xl)) ≤
l∏
k=1
exp
(
− (tk − tk−1)KC(ρ)
x
1/β2
k
)
.
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Note that maxi≤tr(N),i∈wρ X
0
N(i) is bounded above by maxi≤tr(N)X
0
N (i). Hence, by (5.18)
and part (i) of Proposition 3, for any ǫ > 0 given we have Y a.s.
(5.19)
P( max
i≤t1(N)
X0N (i) ≤ CN (x1), . . . , max
i≤tl(N)
X0N(i) ≤ CN (xl)|Y) ≤ e−
KC(ρ)t1
x1 · · · e−
KC(ρ)(tl−tl−1)
xl + ǫ
for all N large enough. On the other hand, by (5.17) and part (ii) of Proposition 3, for ǫ > 0
given we have Y a.s.
(5.20) e−
Kt1
x1 · · · e−
K(tl−tl−1)
xl − ǫ ≤ P( max
i≤t1(N)
X0N (i) ≤ CN (x1), . . . , max
i≤tl(N)
X0N (i) ≤ CN (xl)|Y)
for all N large enough. Recall that by Lemma 1 we have limρ→∞ C(ρ) = 1. Hence, letting
ρ→∞ and ǫ→ 0 finishes the proof of Proposition 4. 
Proof of Theorem 2 part (i). Let S¯N (·) and m¯N (·) denote the rescaled clock process and maxi-
mal process, respectively, that is
(5.21) S¯N (·) = SN (⌊r(N) ·⌋)
t(N)
, m¯N (·) = mN (⌊r(N) ·⌋)
t(N)
.
Recalling the definition of mN (k) and the definition of CN (x) it is easy to see that
(5.22) (m¯N (t))
αN ≤ x⇐⇒ max
i≤⌊tr(N)⌋−1
X0N (i) ≤ CN (x).
Also, by definition m¯N (0) = 0. Hence, since (m¯N (·))αN is non-decreasing, we get the convergence
of the finite dimensional distributions by Proposition 4.
We use the Theorem 6 to check tightness. Since the process (m¯N (·))αN is non-decreasing to
check condition (i) it is enough to check that (m¯N (T ))
αN is tight. In this case, the convergence
of fixed time distribution gives the desired tightness result.
Since m¯αNN is increasing wf (δ) is 0. As a result in order to check (ii) we have to control
vm¯αNN
(0, δ) and vm¯αNN
(T, δ). Again because of the monotonicity, controlling vm¯αNN
(0, δ) boils
down to check that P[(m¯N (δ))
αN ≥ η] ≤ ǫ for small enough δ and large enough N . However, by
convergence of the fixed time distribution it is same as checking P[Y (Kδ) ≥ η] ≤ ǫ/2. We have
(5.23) P[Y (Kδ) ≥ η] = 1− exp(− Kδ
η1/β2
).
Clearly for small enough δ the probability above is less than ǫ/2.
Similarly controlling vm¯αNN
(T, δ) boils down to find δ small enough so that
(5.24) P[Y (KT )− Y (K(T − δ)) ≥ η] ≤ ǫ/2.
Observe that
(5.25) P[Y (KT )− Y ((K(T − δ))) = 0] =
∫ ∞
0
e
−K(T−δ)
x1/β
2 e
− Kδ
x1/β
2 T − δ
x1/β2+1
dx =
T − δ
T
,
then
P[Y (KT )− Y (K(T − δ)) ≥ η] ≤ 1− P[Y (KT )− Y ((K(T − δ))) = 0] = δ
T
.
Hence, (5.24) follows by taking δ ≤ T ǫ/4. 
Proof of Theorem 2 part (ii). We start the proof by showing that the clock process is dominated
by the maximal in the following sense:
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Lemma 5. For any t0, δ > 0 given, Y a.s. there exists a constant A(t0, δ, c) s.t. for N large
enough
(5.26) P(SN (tr(N)) ≤ ANmN (tr(N)) ∀t ∈ [t0, T ]|Y) ≥ 1− δ,
where AN = α
−2
N A.
Proof. By Proposition 4 we can choose ǫ > 0 small enough so that Y a.s.
(5.27) P[
mN(t0r(N))
t(N)
≥ ǫ1/αN |Y] ≥ 1− δ/4.
for all N large enough. Let us denote by BN the event inside the probability above. We partition
SN (tr(N)) according to this ǫ as follows
SN (tr(N)) =
tr(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) ≤ t(N)ǫ1/αN }(5.28)
+
tr(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) > t(N)ǫ1/αN }.(5.29)
We have
E[
tr(N)∑
i=1
1{eβ
√
NX0N (i) > t(N)ǫ1/αN }|Y] ≤
Tr(N)∑
i=1
P[eβ
√
NX0N (i) > t(N)ǫ1/αN |Y] ≤ CTα−2N .(5.30)
Using (5.30) and Cheybshev inequality we get Y a.s.
P[
tr(N)∑
i=1
ei1{eβ
√
NX0N (i) > t(N)ǫ1/αN } ≥ α−2N A1|Y] ≤ E[
α2N
A1
tr(N)∑
i=1
1{eβ
√
NX0N (i) > t(N)ǫ1/αN }|Y]
≤ CT
A1
.(5.31)
Now we define the event
(5.32) CN := {
tr(N)∑
i=1
ei1{eβ
√
NX0N (i) > t(N)ǫ1/αN } ≤ α−2N A1}.
Hence, using (5.31) if we choose A1 large enough we have Y a.s. P(CN |Y) ≥ 1− δ/4, for all N
large enough. Then on CN we have
tr(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) > t(N)ǫ1/αN } ≤ A1α−2N mN (tr(N)).(5.33)
Considering (5.28) we have for C large enough that does not depend on t
E[
tr(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) ≤ t(N)ǫ1/αN }|Y] =
tr(N)∑
i=1
E[eβ
√
NZ1{eβ
√
NZ ≤ t(N)ǫ1/αN}]
≤ Ct(N)tα−2N ǫ1/αN ,(5.34)
where Z is a standard normal random variables. Let us define the sequence of events
(5.35) DN := {
tr(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) ≤ t(N)ǫ1/αN } ≤ A2t(N)α−2N ǫ1/αN}.
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Using (5.34) and Cheybshev inequality, we have for A2 large enough Y a.s. P[DN |Y] ≥ 1− δ/4,
for all N large enough. Note that on the intersection of BN and DN we have
(5.36)
tr(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) ≤ t(N)ǫ1/αN } ≤ A2α−2N mN (tr(N)),
since on BN it is the case that t(N)ǫ
1/αN ≤ mN (tr(N)). Let A = A1 + A2. Then (5.33) and
(5.36) finishes the proof of Lemma 5 since Y a.s. P(BN , CN , DN |Y) > 1 − δ, for all N large
enough. 
Lastly, we show that the rescaled processes non-linearly normalized by taking the αN th power,
(S¯N (·))αN and (m¯N (·))αN , are asymptotically close to each other in Skorohord J1 distance.
Lemma 6. For ǫ > 0 small enough Y a.s. for N large enough
(5.37) P[ sup
t∈[0,T ]
|S¯N (t)αN − m¯N(t)αN | ≥ ǫ] ≤ ǫ
Proof. First note that since S¯N (t) ≥ m¯N (t) for all t we have
(5.38) |S¯N (t)αN − m¯N (t)αN | =
(
S¯N (t)
αN − m¯N (t)αN
)
.
Let t0 > 0. We partition the sum SN (t0) as before:
SN (t0) =
t0r(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) ≤ t(N)ǫ1/αN}(5.39)
+
t0r(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) > t(N)ǫ1/αN }.(5.40)
As in the proof of the previous proposition we have
(5.41) E[
t0r(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) ≤ t(N)ǫ1/αN }] ≤ Ct0t(N)α−2N ǫ1/αN ,
and as a consequence
(5.42) P[
t0r(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) ≤ t(N)ǫ1/αN } > α−2N t(N)ǫ1/αN ] < Ct0.
Also we have as in the same proof
(5.43) P[ max
i≤t0r(N)
eβ
√
NX0N (i) > t(N)ǫ1/αN ] ≤ 1− e−
Kt0
ǫ1/β
2 ≤ ǫ.
We choose t0 small enough so that Ct0 ≤ ǫ/2. Then, on a set of probability less than ǫ we have
that (5.39) is less than α−2N t(N)ǫ
1/αN and (5.40) is zero. Now if we choose N large enough so
that α2αNN close to 1 we have
(5.44) P[ sup
t∈[0,t0]
(
S¯N (t)
αN − m¯N (t)αN
)
> ǫ] ≤ P[S¯N (t0) > ǫ1/αN ] ≤ ǫ.
For t ∈ [t0, T ], using Lemma 5 there exists an A such that
(5.45)
SN (tr(N))
t(N)
≤ Aα−2N
mN (tr(N))
t(N)
∀t ∈ [t0, T ],
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on a set that has probability greater than 1− ǫ. On this event we have
P[ sup
t∈(t0,T ]
(S¯N (t))
αN − (m¯N (t))αN > ǫ] ≤ P[ sup
t∈(t0,T ]
((
A
α2N
)αN
− 1
)
m¯N (t)
αN > ǫ].
Note that
(
A
α2N
)αN N→∞−→ 1. We choose N large enough so that (( A
α2N
)αN − 1) ≤ ǫ2/2. Using
the monotonicity of m¯N and the convergence of (m¯N )
αN to the extremal process Y (K·) we can
conclude that up to a small error the last line above is less than
P[ǫ2Y1(KT ) > ǫ] = 1− e−KTǫ1/β
2
,
which is small for small enough ǫ. This finishes the proof of Lemma 6. 
Now we can finish the proof Theorem 2. By Lemma 6 we have
(5.46) dJ1((S¯N (·))αN , (m¯N (·))αN ) p−→ 0 as N →∞,
where
p→ stands for convergence in probability. This convergence in probability of the Skorohord
J1 distance between S¯
αN
N and m¯
αN
N , and the convergence of m¯N (·)αN to Y (K·) on M1 topology
finishes the proof of part (ii) of Theorem 2. 
5.4. Proof of Theorem 1. In order to prove the extremal aging result we consider the coarse
grained process
(5.47) S˜N (t) =
1
t(N)
SN (ν⌊ tr(N)
ν
⌋),
and prove that the convergence statement of Theorem 2 holds for this process in J1 topology.
Proposition 5. Under the assumptions of Theorem 2, Y a.s.
(5.48) S˜N (·)αN N→∞−→ Yβ(K·) in D([0, T ], J1).
where K = 2β−2p.
Proof. We first show that the traps from different blocks that are deeper than δ1/αN t(N) has a
Poisson structure. With the notation as before recall that CN (δ) = αNβ
−1√N + log(δ)
αNβ
√
N
and
define the measure HδN (dx) on [0, T ] as follows
(5.49) HδN (dx) =
Tr(N)/ν∑
k=0
1{ max
i=kν+1,...,(k+1)ν
X0N (i) ≥ CN (δ)}δkν/r(N)(dx)
Lemma 7. ∀ǫ > 0, Y a.s. HδN converges to a homogeneous Poisson point process with intensity
ρδ ∈ (0,∞).
Proof. To prove this we use Proposition 16.17 of [Kal02] which states that it is enough to prove
that for any interval I ⊂ [0, T ], Y a.s.
(5.50) lim
N→∞
P[HδN (I) = 0|Y] = e−ρδ|I| and lim sup
N→∞
E[HδN (I)|Y] ≤ ρδ|I|,
where |I| is the Lebesgue measure of I.
We do not need any additional estimates to prove the equations above. Take I = [a, b]. Note
that
(5.51) P[HδN (I) = 0|Y] = P[ max
i=ar(N),...,br(N)
X0N (i) ≤ CN (δ)].
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By Proposition 4 we have Y a.s.
(5.52) P[HδN (I) = 0|Y] N→∞−→ e
−K(b−a)
δ1/β
2 .
Note that then it must be the case that ρδ = K/δ
1/β2 . Considering the second condition, it is
easy to see that E[HδN (I)|Y] is equal to
⌊br(N)/ν⌋∑
k=⌊ar(N)/ν⌋
P( max
kν+1,...,(k+1)ν
X0N (i) ≥ CN (δ)|Y).(5.53)
We use the block independent Gaussian process X1N . Note that for pairs (i, j) in the same
block we have Λ0ij ≥ Λ1ij > 0 where Λ1ij stands for the covariance of X1N . Thus, by the Gaussian
comparison theorem, we have
(5.53) ≤
⌊br(N)/ν⌋∑
k=⌊ar(N)/ν⌋
P( max
kν+1,...,(k+1)ν
X1N (i) ≥ CN (δ)) ≤
(b − a)r(N)
ν
P(max
1,...,ν
X1N(i) ≥ CN (δ)).
And by Proposition 1 the last term above converges to ρδ|I|. 
Now we can finish the proof of Proposition 5. Checking the convergence of finite dimensional
distributions and condition (i) and the second half of (ii) of Theorem 6 is completely analogous
as for the original clock process S¯αNN . Hence, we only have to prove that for any ǫ and η given
we can choose δ small enough so that Y a.s.
(5.54) P[wS˜αNN
(δ) ≥ η|Y] ≤ ǫ
for N large enough. Let
wf ([τ, τ + δ]) = sup{min(|f(t2)− f(t)|, |f(t)− f(t1)|) : τ ≤ t1 ≤ t ≤ t2 ≤ τ + δ}.
Let us define S˜N,δ(·) as
(5.55) S˜N,δ(t) := t(N)
−1
⌊tr(N)/ν⌋ν∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) ≤ t(N)δ1/αN }.
It is clear that
(5.56) S˜N,δ(t) ≤ t(N)−1
tr(N)∑
i=1
eie
β
√
NX0N (i)1{eβ
√
NX0N (i) ≤ t(N)δ1/αN }.
Using this, for any ǫ and δ given by the equation (5.31) in the proof of Lemma 5 (setting
C = Ct/η/2) Y a.s.
(5.57) P[S˜αNN,ǫ(t) ≥ η/2|Y] ≤ ǫ/2,
for all N large enough.
We will use the following inequality for 0 ≤ α ≤ 1 and x, y ≥ 0
(5.58) (x+ y)α ≤ xα + yα.
Consider the case Hǫn([τ, τ + δ]) = 0. Then using (5.58) and the monotonicity, we have
(5.59) wS˜αNN
([τ, τ + δ]) ≤ (S˜N (τ) + S˜N,ǫ(τ + δ))αN − (S˜N (τ))αN ≤ S˜αNN,ǫ(T )
In a similar way, for the case HǫN ([τ, τ + δ]) = 1 we have
(5.60) wS˜αNN
([τ, τ + δ]) ≤ 2S˜αNN,ǫ(T ).
UNIVERSALITY AND EXTREMAL AGING FOR DYNAMICS OF SPIN GLASSES 37
Using the last two inequalities above and Lemma 7 we can conclude that Y a.s.
P[wS˜αNN
([τ, τ + δ]) ≥ η|S˜αNN,ǫ(T ) ≤ η/4,Y] ≤ P[HǫN ([τ, τ + δ]) ≥ 2|Y] ≤ C
K
ǫ
δ2.
Using
(5.61) wS˜αNN
(δ) ≤ max{wS˜αNN ([τ, τ + 2δ]) : 0 ≤ τ ≤ T, τ = kδ, k ∈ N},
we get that P[wS˜αNN
(δ) ≥ η|Y] bounded above by
T/δ∑
k=0
P[wS˜αNN
([kδ, (k + 2)δ]) ≥ 2|Y] ≤ P[S˜αNN (T ) ≥ η/4|Y] +
T/δ∑
k=0
P[HǫN ([kδ, (k + 2)δ]) ≥ 2|Y]
≤ ǫ/2 + C(T/δ)Kδ2/ǫ
which is less than ǫ for δ small enough. Hence, we have checked the first part of condition (ii)
of Theorem 6. This finishes the proof Lemma 7.

Proof of Theorem 1. We will actually prove the result of Theorem 1 for a.s. Y, that is, we will
prove Theorem 3. Then taking the expectation over Y gives the result.
Recall that, for a fixed realization Y, we are interested in the probability of the event
AǫN (t(N), t(N)(1 + θ)
1/αN ) = {dist(σN (t(N)), σN (t(N)(1 + θ)1/αN )) ≤ Nǫ/2}.
Let RN be the range of S˜N . We have
(5.62) {RN ∩ (1, (1 + θ)1/αN ) = ∅} ⊂ AǫN (t(N), t(N)(1 + θ)1/αN )
since if {RN ∩ (1, (1 + θ)1/αN ) = ∅} the random walk σN makes less than ν steps in [t(N), (1 +
θ)1/αN t(N)]. As a result, the overlap between σN (t(N)) and σN ((1 + θ)
1/αN t(N)) is O(ν/N).
Conversely, if {RN ∩ (1, (1+ θ)1/αN ) 6= ∅} then there exists a u s.t. S˜N(u) ∈ (1, (1+ θ)1/αN ),
that is, S˜αNN (u) ∈ (1, 1 + θ). By Proposition 5, for η > 0 small enough
P[S˜αNN (u+ η) ∈ (1, 1 + θ)] ≥ 1− δ
However, it implies that the random walk makes at least ηr(N) steps and with a very high
probability the overlap is 0. As result we have
(5.63) P[RN ∩ (1, (1 + θ)1/αN ) = ∅|Y](1 + o(1)) = P[AǫN (t(N), t(N)(1 + θ)1/αN )]
Since RαNN is the range of S˜
αN
N and the fact that extremal process Yβ(K·) does not hit points
we have
(5.64) P[RN ∩ (1, (1 + θ)1/αN ) = ∅|Y] N→∞−→ P[{Yβ(Ku) : u ∈ [0,∞)} ∩ [t1, t2] = ∅].
By the Proposition 4.8 on page 183 in [Res87], the range of Yβ , {Yβ(Ku) : u ∈ [0,∞)} are
the points of a Poisson point process on [0,∞) with mean measure µ((a, b)) = log(b1/β2/a1/β2).
Hence,
P[{Yβ(Ku) : u ∈ [0,∞) ∩ (1, 1 + θ)} = ∅] = exp(−µ((1, 1 + θ))) =
(
1
1 + θ
)1/β2
.

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