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Capítulo 1 
Introducción 
Esta memoria constituye una contribución a la base matemática de la Tomografía de 
Difracción para el problema inverso de backscattering^ para la ecuación de Schrodinger. De 
hecho, probaremos detalladamente que las singularidades del potencial q están contenidas 
en la aproximación de Born QB en la escala de Sobolev Hilbertiana en dimensiones 2 y 3. 
En este sentido podemos afirmar que la Tomografía de Difracción es lo que en el contexto 
de la Geofísica se entiende como una esquema de migración para este problema (véase [B]). 
La formulación matemática de este hecho viene dada por el siguiente teorema: 
Teorema 1.0.1. Sean n G {2,3} , a > Q, y q e W^"'^(R") una función real de soporte 
compacto. Entonces, módulo una función C'^{M."), se cumple que q — qB & l¥^'^(R"), para 
todo f) €R tal queQ< ¡3 <a+ ^. 
Queremos insistir en el hecho de que este resultado nos brinda la reconstrucción de 
las singularidades del potencial q a partir de la amplitud de backscattering. De hecho, si 
consideramos un potencial q cuyas singularidades formen una subvariedad de dimensión n—1 
(una hipersuperficie) de manera que q £ W"'''^{M.") para cualquier a < | pero q ^ H^2'-2(R"), 
la ganancia de prácticamente media derivada de q — qB respecto de q nos garantiza que q — qs 
es una función continua. Y no hay que olvidar que la aproximación de Born qs es conocida. 
Para situarnos en el problema que nos ocupa haremos un breve recorrido por la ecuación 
de Helmholtz en la sección 1.1, puesto que el comportamiento asintótico de la solución del 
caso homogéneo en un dominio exterior tiene un papel relevante en el planteamiento del 
problema inverso. 
Para tratar el problema inverso de scMtering, las estima^iontís de la resolvente del lapla-
ciano que se han usado tradicionalmente han sido la.s de Agmon (véase [A]). Sin embargo, 
para el caso de potenciales en V o en clases peores, las fSitimaciones adecuadas son las 
' El término bachicattermg puede traducirse del inglés corno retrodLspersión. 
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de los trabajos [KRS] o [RVe]. En la sección 1.2 se muestran las que necesitamos en esta 
memoria. 
Para la presentación del problema inverso es imprescindible primero describir el pro-
blema directo, tarea que abordaremos en la sección 1.3. También definiremos un concepto 
clave en nuestro contexo: la serie de Neumann-Born de la amplitud de scattering. 
En la sección 1.4 planteamos el problema inverso de scattering, describiendo los tipos de 
problemas más usuales e introducimos la serie de Neumann-Born de los datos de backscat-
tering. 
Por fin, en la sección 1.5 presentamos una descripción de los resultados obtenidos, mar-
cando las líneas de trabajo que articulan esta memoria, así como una explicación de los 
contenidos de la misma. 
Constantes. Empleamos la letra C para denotar una constante cualquiera que puede 
calcularse en términos de cantidades conocidas. El valor exacto de C puede entonces cam-
biar de una línea a otra en un cálculo dado. La ventaja es que nuestros cálculos presentan 
tma apariencia más simple, puesto que continuamente absorbemos factores "extraños" en 
el término C. 
1.1. La ecuación de Helmholtz 
El mismo procedimiento para encontrar la solución fundamental del operador de Laplace 
en K", puede usarse en el contexto de la ecuación de Helmholtz. Puesto que la solución 
fundamental con polo en el origen es singular en este punto, podemos usar coordenadas 
polares para buscar soluciones fuera del origen. 
La ecuación de Helmholtz homogénea 
(A + fc2)w(a;) = O, x e R" , (1.1.1) 
tomando u{y) = uj{y/k), puede reducirse al caso fc = 1 para u. 
Buscamos pues soluciones radiales de la ecuación de Helmholtz para A: = 1 con polo en 
el origen. Teniendo presente que el operador de Laplace en coordenadas polares se escribe 
Aix = Urr + ^—^ Ur, esto nos conduce a ecuación diferencial ordinaria 
n - 1 
Urr A Ur+U — Q. (1-1-2) 
r 
El cambio u(r) = r"'^"~^'/-^v{r) transforma (1.1-2) en la ecuación de Bessel de orden A = 
(n - 2) /2: 
Vrr + - Vr + \ l 5: V = O . 
r \ r^ / 
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Tomamos el conjunto fundamental de soluciones complejas conjugadas con polo en el origen 
conocidas como funciones de Hankel H^ (r) y H^ (r) de orden X de primera y segunda 
especie respectivamente. Nótese que escogemos las fimciones de Hankel en lugar de las 
funciones de Bessel como soluciones de la ecuación de Bessel, puesto que estamos interesados 
en soluciones con singuleuridad en el origen. Además, las funciones de Hankel satisfacen 
las condiciones de radiación entrante y saliente en el infinito (véanse (1-2.1) y (1.1.4)), 
propiedades que no tienen ni las funciones de Bessel ni las de Neumann. 
A fin de tener la condición de radiación saliente nos quedamos con la función de Hankel 
de primera especie y obtenemos la solución radial de (1.1.1) normalizada con polo en el 
origen dada por 
donde Cn = 2¿(2^)(l-2)/2 • 
El método de desarrollo en series de potencias de la teoría de e.d.o. nos suministra el 
comportamiento asintótico en el origen de las funciones de Hankel de primera especie. 
De hecho, las fimciones de Hankel de primera especie satisfacen los siguientes cuatro 
resultados (véase [W]): 
Lema 1.1.1. Las funciones de Hankel de primera especie verifican 
ííW(r) = - Í r ( A ) 0 y , szX^O, 
i í « ( r ) = - l o g r , 
TT 
cuando r —> O, donde T{X) denota la función Gamma. 
Lema 1.1.2. Se cumple 
¿^r)(.) = ií«,(r)-^H«(.), 
H'^lrir)=r-'l{H'^\r)r-'), 
H^}l{r)=e'^-H^^\r). 
A partir de los lemas 1.1.1 y 1.1.2 se obtiene el siguiente 
Lema 1.1.3. Sea r = \x\. Se verifica 
'^-M. = \ + Oír---''') 
si r —> O, donde a;„_i denota la medida de la esfera unitaria en K" . 
Para obtener el comportamiento asintótico en el infinito de ((>{x) es necesario el siguiente 
lema. 
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Lema 1.1.4. Sea A > 0. 5e cumple 
1 
cuando r —> oo . 
Paxa ver la demostración de los tres resultados siguientes consúltese [CKl]. 
Los lemas 1.1.3 y 1.1.4 permiten demostrar la siguiente 
Proposición 1.1.1. Permitamos el abuso de notación (/>{x,y) = 4>{x — y). Esta función 
en la variable x es una solución fundamental con polo y de la ecuación de Helmholtz. Su 
comportamiento asintótico cuando r = \x — y\ —* oo viene dado por 
Más aún, <j){x, y) satisface la llamada condición de radiación de Sommerfeld saliente: 
^ <P{x, y) - ik<l>{x, y) = o(r-("-i)/2) ^ ^-^^ ^^ 
ar 
uniformemente para y en conjuntos compactos, cuando r = \x — y\ —>• oo . 
También introducimos el resultado análogo a la proposición 1.1.1 para la derivada normal 
de la solución fundamental. 
Proposición 1.1.2. Sea D un dominio C^ y consideremos la derivada normal F(x,y) = 
g ' {y) • Entonces F es solución fundamental del operador de Helmholtz en {x y^ y] , cuyo 
comportamiento asintótico cuando |a;l -^ - oo viene dado por 
Oí/y 
Además, F satisface la condición de radiación de Sommerfeld saliente uniformemente para 
y&dD. 
Teorema 1.1.1. Sea fí un dominio exterior, es decir, el complementario de un dominio 
acotado D. Supóngase que u es solución de la ecuación de Helmholtz homogénea en Q tal 
que u e C^{ü) n C^(ñ) si dD eC^ yue C^{n) n C{ñ) si dDeC'^ . En este último caso 
supondremos la existencia de la derivada normal como el siguiente límite para x g dD: 
dxL 
-—(x) = lím v(x) • Vuíx - hv{x)), dv h-^o 
uniformemente en dD, donde ¡/(x) denota el vector normal unitario exterior a D en el 
punto X € dD. Entonces las condiciones siguientes son equivalentes: 
1. (Condición de radiación de Sommerfeld saliente) 
•l-u(x) - iku{x) = o(r-("-i^/2) ^ 
or 
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cuando r = |a;| ^ oo uniformemente en x = f e S"~^ 
2. (Condición de radiación L^ saliente) 
iku 
2 
dar = o . 
3. (Fórmula de representación exterior). Para todo a; € O se tiene 
u{x) = ^ ^ (^|^(y)0(ar,y) - t x ( y ) ^ f e l ( y ) ) da{y). (1.1.5) 
Como corolario de este teorema se puede demostrar el siguiente resultado, aplicando 
las expresiones asintóticas de la solución fundamental y su derivada normal dadas por las 
proposiciones 1.1.1 y 1.1,2 en la fórmula de representación (1.1.5). 
Corolario 1.1. Sean u y Q, como en el teorema 1.1.1, y supóngase que u satisface la 
condición de radiación de Sommerfeld saliente. Entonces 
uix) = C „ f c ( " - i ) / 2 ^ ^ ^ Uoo{x/\x\) + o(|x|-("-i)/2), 
cuando |x| -^ c» . La función i¿oo se conoce como campo lejano o amplitud de scattering de 
u y venfica 
donde x = x/\x\ G 5"~^. 
1.2. La resolvente del laplaciano 
Sea e ^ 0. La solución fimdamental (¡¡e del operador de Helmholtz pertmrbado A + fc'^+ie 
satisface 
donde 0^ designa la transformada de Fourier de 0^. Se puede demostrar que la distribución 
temperada (—1 |^^  + fe^ + ie)~^ tiene límite cuando e ^ 0+ o e —> 0~ . Estos límites se 
denotan por (—j^ P + A;^  + ¿0)~^ y (—|íP + k"^ — ¿0)~^, respectivamente. La transformada 
inversa de la primera distribución es la solución fundamental saliente 4>{x) del operador de 
Helmholtz. La transformada de Foiu-ier inversa de la segunda es la solución fundamental 
entrante 4>ent que satisface la llamada condición de radiación de Sommerfeld entrante 
^ <Pe.t{x) + ik<Pent{x) = o ( r - ( " - l ) / 2 ) , (1.2.1) 
cuando r = \x\ ^> oo , y que resulta de conjugar la condición (1.1.4) (con y = 0). 
Este hecho puede expresarse en el siguiente principio de absorción en el límite: 
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Teorema 1.2.1. Supóngase que f e CQ°(M") . Sea u^ la solución única del problema 
{A + k^ + ie)ue = f, 
en R" . Entonces 
u — lím Uí 
es solución saliente de la ecuación de Helmholtz, tomándose el límite en el sentido débil. 
Por tanto, la solución saliente de la ecuación en M" 
(A + k'^)u = f 
es la función 
u{x) = <t){x- y)f(y)dy, 
donde 0 se define en (1.1.3) y además 
Se puede extender la fórmula de una variable 
lím (t + is)~^ = v.p.- + ÍTTS . 
e—O" t 
a la expresión 
(_l^|2 + fc2 + ,o)-i ^ « - p - r ^ ^ + ^'^''- (^•2-2) 
donde dak es la medida inducida por la medida de Lebesgue n-dimensional sobre la esfera 
centrada en el origen y de radio k G M+ (véanse las pp. 209-236 en [GS] y el capítulo 3 de 
[Ru2]). 
Definición. La resolvente saliente del laplaciano R+{k'^) se define como el operador que 
tiene por multiplicador de Fourier asociado la distribución temperada (—l^ i'^  + A;^  + ¿0)~^. 
Dicho de otro modo, es el operador de convolución con la solución fimdamental ssdiente de 
la ecuación de Helmholtz definida en (1.1.3). La resolvente entrante del laplaciano fí_(/c'^) 
es el operador que tiene por multiplicador asociado (-j^i'^ + k- ~ ¿0)~' . 
A partir de (1.2.2) podemos escribir para J- £ R" : 
R^(k^)(f){T) = v.p. í r-^ ,/f\.-, d^ + ~d^k* /(x). (1.2.3) 
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1.2.1. Est imaciones para la resolvente 
Vamos a hacer un recorrido por las principales estimaciones que se conocen para la 
resolvente del laplaciano concluyendo en la estimación dada por la proposición 1.2.1 que va 
a desempeñar un papel crucial en el control del término j-ésimo de la serie de Neumann-Born 
para los datos de backscattering, como veremos en la sección 4.1. 
En primer lugar, enunciamos la estimación de S. Agmon (véase [A]) 
Lema 1.2.1. Sea 7 > ^ . Entonces se cumple 
\\R+{k^Kf)h2^<ck-'\\fU2, 
para cierta constante C > O independiente de k y f. 
Agmon y L. Hórmander dieron una estimación mejor que ésta (véa.se [AH]): 
s u p f 4 / |ñ+(A:2)/pdxV < C f c ^ ' V f 2 ^ / l / l ' d x V . 
C E . Kenig, G. Ponce y L. Vega obtuvieron una estimación aún mejor que es invariante por 
dilataciones (véase [KPVl]): 
\R^_{k'^)f(x)fdxY <Ck^^ Y, (2^/ IffdxY. 
(^o,ñ) - / j ^ _ ^ \ JB^ + i\B^ 
donde C es independiente de fc y / . 
Kenig, A. Ruiz y C.D. Sogge probaron la siguiente estimación autoadjunta (véase [KRS]): 
Lema 1.2.2. Sea r eR tal que o bien ~ <p-}:<^,sin>2,o bien | < p - i < 1, 
si n = 2 . Entonces 
\\R+{k^){f)\\Lr < Ck"i^-Íy^f\\^r' , (1.2.4) 
para cierta constante C > O independiente de k y f. 
Con el siguiente resultado semilocal, Ruiz y Vega consiguieron estimaciones lejos de la 
línea de dualidad (t. r) donde | + ^ = 1 (véa.se ÍRVe]). 
Lema 1.2.3. Sean A: > O, í 6 K ía/ gue ^ ^ < | - i < ^ y f e L'(R"). Entonces existe 
una constante C > O independiente de k y f tal que 
sup (~ í \R. {k')if){x)\'dx] ' < Cfc-^/^+"(i4) | l / | |^ , . 
R.ro \ • " JB(XOM) I 
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De hecho, si 7 > 5 se cumple 
t|fí+(fe2)(/)||^.^ < C f e " ^ í ^ | | / | U * , (1.2.5) 
i|ií+(fc2)(/)||i. < C7fc-^HÍT 11/11 ,^, (1.2.6) 
donde \ — \ = ¿ i > \ ~ \ ~ ¿ 1 y C no depende ni de k ni de / . Veámoslo. Para 7 > ^ 
tenemos 
. +CXD . 
/ \f{x)\\l + | a : r 2 7 r f ^ ^ ^ / | / ( ^ ) | 2 ( i + ¡^ | ) -27d^ 
+ í |/(x)|2(l + |x|)-2^dx 
<CJ2 \í{x)\^2--'^^dx+ \f{x)\'dx 
j=0 •'B^j + í -¡Bi 
+00 . . 
= C 7 ^ 2 - 2 - ^ - / \f{x)\'dx+ \f{x)fdx 
<Csup~[ \f{x)\''dx, 
R,xo • " JB{XO,R) 
donde expresamos j = 1/2 + e, s > O. Hemos probado que 
11/11^2 < C sup ( i / \f{x)\' 
1 
\ 2 
2 j ^ I 
Aplicando este hecho al lema 1.2.3 para las resolventes saliente y entrante R+{k ) en el 
caso j — 5 = ;¿Y, se obtienen las estimaciones (1.2.5) y 
ll^-(fc')(/)IL2, < C f c - ^ ^ l l / l l i . . (1.2.7) 
Ya que el adjunto de ií_(fc^) es la resolvente saUente, la expresión (1-2.7) nos conduce por 
dualidad a (1.2.6). 
Por fin, enunciamos la estimación que nos interesa (véase el lema 3.4 en [Rui]). Escribi-
mos Re{k'^){f){x) := e-»*^^-^i2+(A;2)(e''=^-()/(-))(a:). 
Proposición 1.2.1. Sean r y t tales que Q < \ — \ < ^ ^ 2/ O < 5 - ^ < ; ^ , k > O y 
a > 0. Entonces existen S, S y una constante C > O independiente de k tales que para toda 
/ e W?''(M") se verifica 
\\Reik^){f)\Uvy < Ck-'+'^^T-'r^WfW^^,,. (1.2.8^ 
Más aún, se pueden escoger los exponentes S. 6 de la forma 
1 / I 1 
S = S{r) = 7(n + 1) 
n + 1 V2 r 
(1.2.9) 
1.2 La resolvente del laplaciano 
5 = S{t) = 7(n + 1) 1 1 
n + 1 \t 2 
(1.2.10) 
donde j es cualquier número real mayor que | , de manera que O < 6{r) < 7 , O < S(t) < 7 , 
y 
. . . . í 7, sil-í=0,it = 2), 
(^  u , Sí j 2 — „ + l ; V'' — n+3 >• 
Necesitaxemos la siguiente extensión del teorema de interpolación de Stein-Weiss para 
espacios de Lebesgue con diferentes exponentes (véase el corolario 5.5.4 en [BL]). 
Teorema 1.2. Supongamos que 1 <Po,Pi,qo,Qi < 00, y que T es un operador tal que 
T:LP°{wo) -- i""(tío), 
T:LP'{wi) -^ L^'i-Si), 
y es acotado en los dos casos con normas MQ y Mi respectivamente. Entonces 
T : LP{w) -> L^iw) 
también es acotado con norma M verificando 
M < M^-^Mf, 
donde 0<0 <í, y 
1 1-6» e 1 1-61 e 
- = + —, - = + - , 
P Po Pi Q Qo qi 
Demostración de la proposición 1.2.1 
El operador R0{k^) conmuta con las derivadas fraccionarias por tratarse del multipli-
cador de Fourier dado por 
T (iíe(fc2)(/)) (O = (-IÍ+kef + fc2+ior'Tm • 
Por ello, nos podemos reducir al caso a = 0. Puesto que la norma en j y es invariante por 
modulaciones, es suficiente probar la estimación 
l!ñ+(fc')(/)!lL:,,^, < C f c - i + ^ ( i - ^ ) | | / | | i | ^ ^ ^ . (1.2.11) 
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Considerando el plano cartesiano con las coordenadas (x, y) dadas por 
1 1 1 1 
tenemos la intención de obtener la estimación de la resolvente (1.2.11) para (x,y) variando 
en el cuadrado [O, —^í ^ [Oí ; ¿ T 1 ' minimizando el exponente de la potencia de k todo lo 
que se pueda. En la figura 1.1 expresamos en el eje vertical perpendicular al plano xy el 
exponente de k cambiado de signo que corresponde a la estimación de la resolvente para 
cada r, t. 
Empezamos por interpolar las estimaciones (1-2.4) y (1.2.6) correspondientes a los pun-
tos (^+T' T+T) ' (Oj Í ¿ T ) d^ nuestro plano, para obtener estimaciones a lo largo del segmento 
que une dichos puntos. Aplicando el teorema de interpolación 1.2 al lema 1.2.2 en el caso 
r = ^ ^ (cuando p — ~ = ^^ toma el valor mínimo posible) y a la estimación (1.2.6) 
obtenemos 
\\R+ik^)f\\^^^±2<Ck^i ^ ^ " + M I / I I L ' I ( ( I + M ) ^ I ) , (1-2-12) 
donde Sr = 7<i(l - (^ - ^)(n + 1)), Y O < ^ - i < ^ +1 
A continuación, tomando combinaciones lineales convexas de los pimtos del segmento 
de extremos ( ^¿YJ Í Í+T) , (O, ^¿Y) y el pimto (7^X1,0) generamos el triángulo de vértices 
(;¡+i) ; ¿ T ) 7 (O, ; j ^ ) , ( ;¿ j i 0). Así, interpolando la estimación (1.2.12) para cada ti tal que 
^ 1 1 1 
0 < - - - < íi 2 - n + 1 
y la estimación (1.2.5) obtendremos la expresión deseada (1.2.11) en el triángulo 
í{x,y)eR^ • . 0 < y < ^ , - ^ ^ y < x < ~ 
I n + l n + 1 n+ 
Para ello aplicamos el teorema 1.2 con las condiciones 
2n + 2 2n + 2 
n + ó n — 1 
WO = (1 + \x\)^' ,Wi^l,Wo = l, Wx{x) = (1 + |x|)-27 , 
1 _ 1 - 6 1 61 1 _ 1 - 6 » e 
n—1 ^ n+3 
donde las expresiones de la última línea nos indican el rango para r, t: 
„ 1 1 1 1 1 1 1 1 1 
0 < _ - _ < . 1 < < 2 r ~ n + 1 r 2 n+l ~ t 2 ~ n + l 
Puesto que la condición i = -¿¿^ + | implica O = ^— — ^ ^ , el teorema de interpolación 
nos dice 
w{x) = (1 + I^D-T"-" = (1 + la:|) '^-*<'-). 
1.2 La resolvente del laplaciano 
- expórtente de k 
11 
i _ i 
t 2 
Figura 1.1. Gráfica de las estimaciones de la resolvente. 
Se puede expresar íi en función de r y í usando que las condiciones 4 = ^r-^ + a»+2 y 
^ ^ n±i _ szd implican 
1 n + 3 e 
t¡^ t{l-e)~ 2n + 2 1 -9 
_ [4(n + 1) + (n + 3)(n - l)t]r - 2(n + l)(n + 3)t 
2(n + l)2í(r - 2) 
Con las condiciones que tenemos el teorema 1.2 nos da 
w{x) = (1 + \x\f'7¡i^-'^) ^ (1 + i^i)tá(í) 
Hemos demostrado la estimación (1.2.11) con las restricciones 
1 1 1 1 0 < < 
~ 2 r ~ n+1 n + 1 
1 1\ 1 1 1 < < 
2 rj~t 2 ~ n + l 
Para conseguir estimaciones en la segunda mitad del cuadrado que nos queda, desde 
el punto de vista geométrico tomaremos combinaciones lineales convexas del segmento de 
extremos ( ¿ j ' ^ ) ' (^' ñ+l) ^ ®^  origen. Para ello, interpolamos la estimación 
con las restricciones 
\\R+{ñ{f)h\ <ck 
1 
-1 + 2 
1 
i \t2 n)\ l/ll (1.2.13) 
1 
- Í2 2 ~ n + 1 Í2 ri n + 1 
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y la estimación de Agmon. Aplicamos el teorema 1.2 con las condiciones 
Po = Í2 , Pi = 2, 5o = r i , gi = 2, p = í , g = r , 
wo = (1 + |a;()*^ (^*=), 1^ 1 = (1 + |x!)'^ , tío = (1 + kD-^i-^^^i), ííi(x) = (1 + 1x^27 
1 i - e e 1 1-6» 6» „ ^ , 
0 < é » < 1, r ri 2 ' í Í2 2 
siendo ahora el rango para r, t: 
„ 1 1 1 1 1 1 1 1 
0 < - - - < , 0 < - - - < -2 r ~ n + 1 ~ t 2 - r 2 n + 1 
En las condiciones que estamos el teorema 1.2 nos da 
wix) = (1 + |x|)*'*(*'^4(i-^)(l + ¡xD-r*" (1.2.14) 
= (1 + |a:|)á(í2)í(i-e)+7íe _ (;L_2.15) 
Aclaremos en primer lugar los pasos para expresar 6 en función de r y í. De la condiciones 
1 1-e O 1 1-e e i i i 
r n 2 ' í Í2 2 ' Í2 r-1 n + 1' 
se deducen las expresiones 
„ 2 r i - r „ 1 - ^ n + 1 
' Í2 = 2í -—— , ri = Í2 r ri - 2 ' -^  2 - 0í ' n + 1 - Í2 ' 
respectivamente, de las cuales se obtiene una ecuación polinómica de segundo grado en O 
que tiene por soluciones ^ = 1, y 
^ = l + (" + l ) ( J - ^ ) • (1-2.16) 
Ahora expresar Í2 en términos de r y í es sencillo: 
_ l~6 _ 2{n+l){r~t) 
*' - ^* 2 ^ ^ ' ( 2 - í ) r + (n + l ) ( r - í ) " ^ -^^ "^^^ 
A partir de las fórmulas (1.2.16) y (1.2.17) y retomando las identidades (1.2.14)-(1.2.15) se 
llega a 
w{x) = (1 + !x|)"W . 
El teorema de interpolación nos dice 
w{x) = {1 + \x\y^^'''^n^^-'\l + l^r^'-» 
= (1 + |a;|)~*('"i)r(i-«)-7í-e ^ 
Por la fórmula (1.2.17), 
n + 1 _ 2 ( n + l ) ( r - í ) 
r\ = Í2 
n + l - Í 2 (2 - t)r + (n - l){r - t) 
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En virtud de esta última expresión y de la fórmula (1.2.16) podemos escribir 
w{x) = (1 + |a;|)-'-*M . 
Queda vista entonces la estimación (1.2.11) con las restricciones 
2 r - n + 1' - t 2 ^ n+1 \2 r 
y también en todo el rango de valores para r y t dado por 
o < i - i < ^ , o < i - l < ' 
2 r - n+l ~ t 2 ~ n + l 
n 
1.3. El Problema Directo 
En esta sección estudiaremos algunos resultados concernientes al problema directo de 
scattering y algimas propiedades de la solución de scattering necesarias para establecer 
el problema inverso. Consideramos el operador de Schrodinger H — —A + q{x), x G M", 
para un potencial q que toma valores reales. En la teoría de scattering se consideran las 
autofunciones generalizadas de este operador, que son las soluciones del siguiente problema 
{^ ' (1.3.1) 
donde la función Ug satisface la condición de radiación de Sommerfeld saliente: 
-—Us{k,d,x) -ikus{k,e,x) = oir"^), 
cuando r = |a;| —> oo. Estas soluciones son la respuesta a la acción de una onda plana 
incidente Ui{k,6,x) = e^*'^'^, x G R", con número de onda k, dirección de incidencia 6 y 
energía fc^. 
Teniendo en cuenta que la onda incidente w, es una solución entera (es decir, en todo el 
espacio) de la ecuación de Helmlioltz y suponiendo que u cumple (1.3.1), la paxte difractada 
i¿s satisface la ecuación 
(A + k^)us = qui + qus. (1.3.2) 
Aplicando el operador de la resolvente saliente a ambos lados de (1.3.2), gracias a la condi-
ción de radiación, se obtiene la llamada ecuación integral de Lippmann-Schwinger 
u{k, e, x) = Ui{k, e, x) + R+{k^){q{-)u{k, 6, •)){x). 
Escribiendo R+{k'^) como el operador de convolución con la solución fundamental saliente 
de la ecuación de Helmholtz 4>k (véase (1.1.3)), tenemos que 
u(k, 6, x) = Ui(k, 0,x)+ / 4>kix - y)q{y)u(k, 6, y)dy. (1.3.3) 
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El tratamiento del problema directo (existencia y unicidad) está basado en las estima-
ciones a priori para la resolvente del laplaciano utilizando la ecuación integral (1.3.3), más 
un argumento de perturbación que puede ser o bien con teoría de Fredholm aplicada al 
operador 
Tfc(/) := R+{e){qf), 
(véase [CKl]) junto con el teorema de unicidad de Rellich y el principio de continuación 
única de Jerison-Kenig en el caso de potenciales reales, o bien a través de la serie de Neu-
mann, llamada en este contexto serie de Neumann-Born, suponiendo que la energía es 
suficientemente grande con fc > feo > O, donde feo depende de cierta cota a priori para el 
potencial q. A modo de ejemplo enunciamos la siguiente proposición (véase [Ru2]): 
Proposición 1.3.1. Sea q & U de soporte compacto y r > | , fe > 0. Supongamos que 
0 < a < l — ^ y \ — h = \- Entonces existen una única solución de scattering Ug y una 
constante 0 > O tales que para todo fe > feo 
II¿?"" I^ILP'((X>-/^ ) < ck'^^^-'hh.n.^.j, 
para algún feo > O ?/ cierta constante C independiente fe, q y Ug. 
Si q tiene soporte compacto, Ug es solución saliente de la ecuación de Helmholtz ho-
mogénea (A -I- fe^)us = O en el exterior del soporte de q y, en virtud del corolario 1.1, el 
comportamiento asintótico de Ug viene dado por 
\x\J \x\ 
cuando |a:( —> -l-c». La función z¿oo : K x S"~^ x S"~^ ^ C se conoce como el campo lejano 
o amplitud de scattering. Se puede probar (véase página 53 en [Ru2]) el siguiente 
Lema 1.3.1. [Definición de la transformada de Fourier en scattering. ] Sea v solución saliente 
de la ecuación de Helmholtz no homogénea con fuente f 
Av + k^v ~ / , 
donde f e Co^(K"). Entonces se cumple, cuando \x\ -^ +oo, 
n - l e^^l"''! X n - l 
vix) = Ck-2-—--^v^(k, —) + o{\x\ 2-). 
X 2 X 
Más aún, se tiene que 
X ' X 
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Este lema nos brinda una identidad que se puede generalizar por densidad mantenien-
do la condición de que / sea de soporte compacto para funciones menos regulares, in-
cluso distribuciones de soporte compacto. Si q tiene soporte compacto, haciendo f{x) := 
q{x)u{k, 6, x) en tal generalización, obtenemos la ecuación integral 
Uoc{k, e,^) = C í e-'^Wyq{y)u{k,0,y)dy, (1.3.4) 
que satisface el campo lejano de las autofunciones generalizadas del operador H con onda 
incidente Ui{k,0,x) = e'*^ '^^ . 
Substituyendo la ecuación de Lippmann-Schwinger en la ecuación integral (1.3.4) de-
ducimos el desarrollo en serie de Neumann-Bom de Uoo'-
Uoo{k,0,uj) 
- / e-"^^^-'yyq{y)dy + Y.¡ e-''"^yiqR+ik^)y{q{-)u,ik,d,-)){y)dy 
+ í e~"''^-y{qR+{k^)r{qi-)uik,e,-my)dy, 
cuyo término lineal en q nos da la transformada de Fourier del potencial q en las llamadas 
esferas de Ewald que definimos a continuación. 
Definición. Se define la esfera de Ewald para cada fc > O y ^ G S"~^ fijos como la esfera 
de centro —k6 y radio k que se puede describir por {k{ui — 6) : u G S^~^}. 
Escribimos más sintéticamente 
m 
u^{k,e,w) = q{0 + Y.Qj+i{q)ik,e,ij) + R:,ik,e,Lj), (1.3.5) 
donde ^ := k{Lü — 0), el término j-ésimo viene dado por 
Q*iq){k,e,Lü) := [ e-^'^-y{qR+{e)y-\q{-)é'''<-^){y)dy, (1.3.6) 
JR" 
y el resto por 
R:,{k,eM-= I e-'>''^y{qR+{e)r{q{-)u{k,e,-)){y)dy. 
El problema también resulta interesante si el potencial no es de soporte compacto. 
En este caso su comportamiento en infinito clasifica a los potenciales como de corto o 
largo alcance, y se toma la expresión (1.3.4) como definición de la amplitud de scattering 
(consúltese [ERl]). 
• ^ y 
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1.4. El Problema Inverso 
El problema inverso de scattering consiste en la recuperación del potencial q a partir de 
las mediciones del campo lejano Uooik,6^uj). Observemos que WQO depende del número de 
onda fc, de la dirección incidente ^ y de la dirección del receptor uj G S^~^. 
El problema inverso partiendo del conocimiento de u^c para todos sus parámetros es 
un problema sobredeterminado y se sabe que hay unicidad (en el caso de la ecuación de 
Schrodinger). De hecho, basta con conocer Uoo{k,Oo,Lü) para los ángulos incidentes OQ de 
una semigeodésica de la esfera unitaria. Sin embargo, esta recuperación se hace a través de 
la transformada de Fourier q{^) para lo cual hay que medir la amplitud de scattering en 
parámetros 6Q y LO que sean ortogonales. La medición en este caso requiere que el número 
de onda tienda a infinito (véase [Ru2]). Esto es algo que en las aplicaciones prácticas se 
tiende a evitar. Más concretamente, se tiene la siguiente proposición (véanse [PSe], [Ru2]): 
Proposición 1.4.1. Sea q un potencial de soporte compacto en ¿""(R"), con r > n/2. 
Supóngase que OQ G 5"~^ es ortogonal a ^ y sea {6j : j > 1} una sucesión de puntos de la 
esfera S"^^ tal que lím Oj = OQ. Entonces 
.lím ^(qsOíO-^gíO, 
a , 
donde q¿ denota la aproximación de Bom de ángulo fijo Oj que se define en (1.4.12) para 
q real. 
Si bien en la práctica se mide la llamada aproximación de Bom g¡, (véase (1.4.1)) para 
aproximar el potencial, un problema más débil que el problema inverso de scattering, pero 
de gran importancia es el problema de la recuperación de singularidades. Este problema 
consiste en estudieír si las singularidades del potencial están contenidas en la aproximación 
de Bom, es decir, en responder a la pregunta de si q^  — qb es ima función más regxilar 
que q. En este trabajo medimos las smgularidades en la escala de Sobolev Hilbertiana, es 
decir, queremos saber si a partir de un potencial q en el espacio Vl^"'^(R") se cmnple que 
q — qt, G lV''^(R"), donde P > a. Éste es el problema central de esta memoria. 
Otro problema importante es el de la reconstructibiüdad que consiste en una serie de 
métodos contructivos que aproximan numéricamente el potencial a partir de los datos del 
campo lejano. 
A la vista de la sobredeterminación del problema inverso con datos globales, tiene sentido 
considerar la recuperación de g a partir de un conocimiento parcial de Uoc- En función de la 
información parcial del campo lejano de la que se parte, se distinguen diversos problemas 
inversos de scattering. Los problemas más estudiados son los sigmentes: 
• (a) Scattering inverso de ángulo fijo: se supone conocido u¡:^{k,6o,iü) para todos los 
valores de fc,a; y una sola dirección incidente OQ. El problema está formalmente bien deter-
minado en cualquier dimensión. 
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Para potenciales pequeños con cierta regularidad, Stefanov probó la unicidad (iinicidad 
local), así como la unicidad genérica en espacios de Sobolev con cuatro derivadas (véase 
[S]). 
Estudiando los términos no lineales de la serie de Neumann-Born, Ruiz demuestra que las 
singularidades principales del potencial q, medidas en la escala de Sobolev, están contenidas 
en su aproximación de Born de ángulo fijo, para dimensiones n = 2 y n = 3 (véase [Rui]). 
Un ingrediente clave aquí son estimaciones no autoadjuntas L^ para la resolvente similares 
a las de Ruiz y Vega que se han descrito más arriba (véeise [RVe]). 
• (b) Problema inverso de energía fija: se supone conocida la ampUtud para todas las 
direcciones y un solo número de onda k. El problema está formalmente bien determinado 
en el plano y sobredeterminado en dimensión mayor. 
Nachman y Novikov y Ramm probaron la unicidad y la reconstructibilidad, para n > 3 
(véanse [Na], [No], [R]), mientras que para n = 2 el problema permanece abierto, aunque 
Sun y Uhlmann obtuvieron la recuperación de singularidades (véase [SUl]), así como la 
unicidad genérica (véase [SU2j). 
• (c) Problema de datos de retroceso o problema inverso de backscattering: se supone 
conocida la ampütud de scattering para ángulos incidente y receptor opuestos y todos los 
números de onda (el eco). El problema está formalmente bien determinado en cualquier 
dimensión. 
La unicidad para potenciales pequeños en la llamada clase de Priedrich fue demostrada 
formalmente por Prosser (consúltese [P]), y por Lagergren para clases diferentes en dimen-
sión n = 3 partiendo de un potencial q con derivada en L^ (consúltese [L]). Eskin y Ralston 
(consúltense [ERl], [ER2], [ER3]) probaron la unicidad genérica (véase una demostración 
simplificada en [S] supuesto q con cuatro derivadas). 
Ola, Páivárinta y Serov probaron que las singularidades de q están contenidas en la 
aproximación de Born qB para los datos de backscattering, que definimos más abajo, en 
dimensión 2. Ellos demostraron que si g € Hfim.'^) entonces q - qg (^ W°'+^''^{R'^), módulo 
una fimción continua y acotada, donde e := mín{2a, -^f^} — Q, con a > O usando la 
notación 
íf«(]R2) .= {y. g: X/{^) : (1 + \x\^f2f e H^" '2(M2)}. 
En realidad, la estimación del término j-ésimo, para j > 3, en [OPS], tiene que cambiarse 
por la estimación que obtuvieron Ruiz y Vargas en [RV], donde se mejora el e de [OPS] 
en dimensión n = 2 y se suministra un resultado similar en dimensión n = 3. Greenleaf 
y Uhlmann probaron la recuperación de las singularidades conormales utilizando métodos 
hiperbólicos (consúltense [GU] y [U]). 
En las aplicaciones prácticas en (a) y (c) se substituye q por 
qbiO-=Uaoik,e,uj), (1.4.1) 
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donde k,uj, 6 están determinadas por la relación ^ := k{uj — d). En los casos de ángulo fijo 
y de retrodispersión, este cambio de variables es un difeomorfismo. La función gj se conoce 
como la aproximación de Bom. 
Haciendo LJ = —6 en (1.3.5) se deduce el desarrollo en serie de Neumann-Bom para los 
datos de backscattering: 
m 
u^{k,6,~e) - q{~-2k9) = Y,Qj^(l){''^k6) +^{-2ke), (1.4.2) 
donde el término j-ésimo de la serie y el resto vienen dados en el lado de Fourier por 
QM{0--= Í e^'''y{qR+{k')y-\q{-)e''''<-^){y)dy, (1.4.3) 
^ ( e ) : - / e*'-nqR+{e)riq{.)uik,e,-)){y)dy, 
y expresamos ^ prácticamente en coordenadas polares con ^ = —2k6, k > O, O £ 5"^^. 
Nótese que fc y ^ se obtienen a pajtir de ^ biunívocamente mediante 
k-^^, ^ = - | . (1.4.4) 
Aplicando este cambio de variables ^ = ~2k6 {k > O, O G S"^^) de Jacobiano dí, = 
{2k)"-^dkda{d), se tiene 
q{x)= ¡ é''<q{íÍ)d^= r f e-^''''''>q{-2ke){2kY'^dcT{9)dk. (1.4.5) 
Jw- Jo Js"-^ 
Substituyendo la serie de Neumaim-Born (1.4.2) en (1.4.5) y despreciando la parte no lineal 
de ésta, la expresión (1.4.5) motiva la definición de qi, para los datos de backscattering dada 
por 
qB{x):=2"'^ n í e-'^'''''%oo{k,0,-e)k"-'^da{e)dk. (1.4.6) 
Jo Js"-^ 
Esta definición (1.4.6) es equivalente a (1-4.1) con ,^  = —2k6 (iiaciendo uj = —6), donde k 
y 9 están determinados por ^ mediante (1.4.4). En efecto: 
miO = / qB{x)e'~^'''^dx 
= [ e- '^«2"- i / A,"-! / e-2'fe^%oo(fc,6»,-6>)da(é')áfcda; 
= / e-"< í e'^-i'uoo{\a/'¿,-^'/\^'\,e/md^'dx (1.4.7) 
= "oo(iíi/2,-^/icu/iei), 
donde el cambio de variables ^' = —2k0, k > O, 6 e S"""^, explica la igualdad en (1.4.7). 
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Sin considerar el resto en (1.4.2) se puede escribir: 
oo 
g^~^q{0 = Y.QÁqm, C€R"- (1-4.8) 
Volviendo al problema de ángulo fijo, para cada 9 G 5"^^ fijo, se cumple 
g (x)= / e - € g ( O d í = / e " - « 9 ( 0 d e + / e'^<mdÍ (1.4.9) 
= f í e'*^^-("-^)g(fc(a;-^))fc"-i|u;-6>|2d(7(w)dA; (1.4.10) 
+ n í e'''''<''+^^{k{uj + e))k''-^\Lj + efd(T{Lj)dk. (1.4.11) 
Jo isn-1 
En la primera integral de la suma en (1.4.9) hacemos el cambio de variable ^ = /c(a; — 6) 
y en la segunda el cambio ^ = k{u) + 9), donde fc > O, o; G 5"~^. Ambas transformaxiiones 
conllevan los cambios de medida 
di, = k"-^\uj - 9\^da{i^)dk, 
d^ == k''-^\u + 0fda{uj}dk, 
respectivamente y constituyen un difeomorfismo en cada imo de los semiespacios 
{e G K" : ^ ^ < 0}, 
{^  e M" : C • é» > 0}. 
Substituyendo la serie de Neumann-Born (1.3.5) en (1.4.10)-(1.4.11) y despreciando la parte 
no lineal de ésta, en el caso de un potencial real q de manera que q(^) = ?(—Oi ^^  expresión 
(1.4.10)-(1.4.11) se escribe: 
í f gto.(a;-e)y^^^^ Q^ w)A:"-i Iw - e\^da{uj)dk 
Jo Js^~^ 
+ r í e'*^^-('^+^)uoo(fc,-é',a;)fc"-i|a; + é»|2(Ía(a;)dfc 
Jo Js"~^ 
= 2Re [ r I e'*^('^-^'uoo(A:,6i,w)fc"^V - e\^da{u})dk\ , 
puesto que las relaciones de simetría que se tienen para potenciales reales implican que 
[ f e'fc^-("+»)ttoo(fc,-6',a;)fc"-i|a; + 6i|2dor(a;)dA; 
= r f e'''''-^^-^Koo{k,9,uj)k"'^\ij~efd<j{Lj)dk. 
Jo Js"'^ 
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Este hecho motiva definir la aproximación de Born para los datos de ángulo fijo y q real 
como 
q%{x) := 2Re ( /"^ /" e"^^-('^ -^)tioo(fc,6', a;)A;"-i|a; ^ e\^d(j{u))dk\ . (1.4.12) 
La definición (1.4.12) resulta ser equivalente a (1.4.1), donde k y u) están biunívocamente 
determinados por ^ con O fijo mediante las expresiones 
fc = J ^ , u = e + 2{e-ai, (1.4.13) 
2 ^ • ^ 
siempre que ^-9^0, donde ^ = ||r. 
Toda la metodología sumada al conjunto de procesos numéricos que se emplea para 
la reconstrucción de qf, a partir de la amplitud de scattering se denomina Tomografía de 
Difracción. Comparando las expresiones (1.4.6) y (1.4.12) observamos que la construcción 
de g¡, a paxtir del campo lejano «oo es mucho más difícil para los datos de ángulo fijo que 
para los datos de retrodispersión. De hecho, el cambio de variables (1.4.13) es singular en 
todo el plano {^  : ^ • 0 == 0}, mientras que el cambio ^ = —2kd sólo es singular en el origen. 
Esto expüca que la Tomografía de Difracción para los datos de ángulo fijo sea mucho más 
complicada que pitra el caso del backscattering. 
No obstante, la cuestión básica de saber cuánta información sobre el verdadero potencial 
q contiene qi, permanece abierta. Por tanto, no se conoce la fundamentación matemática 
rigurosa de la Tomografía de Difracción. En [Rui] se justifica débilmente el esquema de 
migración para el scattering inverso de ángulo fijo. Esta memoria junto con el trabajo de A. 
Ruiz y A. Vargas (véase [RV]) pretende suministrar una base matemática a la Tomografía 
de Difracción mediante la reconstrucción de las singularidades del verdadero potencial para 
el operador de Schrodinger a través de la aproximación de Born (esquema de migración 
para los datos de backscattering). 
1.5. Contenido de la Tesis Doctoral 
Este trabajo contribuye a la fundamentación matemática de la Tomografía de Difracción 
para la ecuación de Schrodinger a partir de los datos de retrodispersión, que se establece 
matemáticamente en el teorema 1.0.1, esto es, en la ganancia de ^ derivada de q ~ qB 
respecto del potencial q en la escala de los espacios de Sobolev Hilbertianos en dimensiones 
2 y 3. 
El problema físico del backscattering inverso es difícil de analizar debido a la influencia 
de los fenómenos de dispersión múltiple. En nuestro contexto, la expresión matemática de 
estos fenómenos viene dada por los términos no lineales de la serie de Neumann-Born. 
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El efecto de la dispersión múltiple es muy fuerte y las estimaciones que se conocen para 
los términos de dispersión múltiple son débiles. En esta memoria se obtienen estimaciones 
mejores para los términos de dispersión triple en el caso bidimensional y de dispersión 
cuádruple en el caso tridimensional, que junto a los resultados de [RV], nos conducen al 
teorema 1.0.1. 
En el apéndice C.2 mediante una fórmula de integración por partes que nos permite 
pasar las derivadas del término Qj{q) al potencial 5, se demuestra que para obtener el 
teorema 1.0.1 podemos permitirnos la reducción O < a < | . De este modo, el teorema 1.0.1 
se deduce de los dos resultados siguientes: 
Teorema 1.5.1. Sean Q<a<lyq& W"'^(E^) una función real de soporte compacto. 
Entonces q-qs^ ^^''•^(E^) + ^'^(R^)^ para todo (3 real tal que O < (3 < a+^ . 
Teorema 1.5.2. Sea q G W°'''^{M.^) una función real de soporte compacto, con O < a < | . 
Entonces q - qs & W'^ÍM^) + C ° ^ ( R 3 ) , para cualquier p eR tal que O < l3 < a + ^ . 
Segmdamente vamos a indicar el camino para llegar a estos teoremas. A. Ruiz y A. Var-
gas en [RV] probaron las siguientes estimaciones para la dispersión múltiple (véase (1.4.8)): 
Proposición 1.5.1. Sea q € W"''^{R"), O < a < n/2 y j e {2,3,...}, Supongamos que q 
tiene soporte compacto. Entonces Qj{q) G íF^'2(K") + C°°{R"), para todo /3 < f3j, donde 
' i ( Í -2) + f ( j - l ) , sia<l y n = 2, 
J (.-3)(f + f) + l . i < a < l , n = 2, 
] ^ + {j-l)^-l, siO<a<l y n = 3, 
. ( i - 3 ) (5 + 1) + I - sil<a<l y n = 3. 
Nota. Obsérvese que siempre que O < a < f, se tiene pj > a + ^ , tanto para n = 2 y 
j > 4, como para n = 3 y j > 5. 
En dimensión 2 también dieron una estimación mejor para el término de dispersión doble 
Q^iq) (véase la proposición 1.5.2 más abajo), deduciendo que si q cumple las condiciones 
del teorema 1.5.1 entonces q - qs & ^''•^(R^) + C°°(M?), para todo /3 G R tal que 
/?<(r^' ''rj' , (1-5.2) 
[ 1 , s i | < a < l , 
obteniéndose la ganancia de derivada en la parte rayada que se muestra en la figura 1.2. 
De este modo el teorema 1.5.1 conlleva una mejora de este hecho para | < Q < 1, como 
se aprecia en la figura 1.3. 
Además, la ganacia de derivada (1.5.2) no permite sacar provecho de la citada fórmula 
de integración por partes para extender el resultado a cualquier Q > 0. 
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Las estimaciones conocidas para el término cúbico Q-i{q) de la serie de Neumami-Born en 
2d no son suficientes para concluir lo que queremos. Pfira probar el teorema 1.5.1 necesitamos 
el primer resultado original de esta memoria que nos brinda un mejor control de la dispersión 
triple en dimensión 2 (véase [Re]): 
Teorema 1.5.3. Sea q una función de soporte compacto perteneciente al espacio VF"'^(]R^), 
conQ < a < 1. Entonces Qz{q) £ ^^^'^(M^) + C'^{R'^), para cualquier (3 e R tal que 
O < /3 < a + 1. Además, para todo ¡B así, existe una constante C{a, f3,q) > O que depende 
de a, [3 y del soporte de q tal que 
\\Q3{q)\\w0.2 < C{a,í3,q) ( | k | |L2 | |g | | ^^ i , , + \\q\^j^,) \\q\\^^,, . (1.5.3) 
Nota. Observamos que el término de dispersión triple en dimensión 2 resulta mejor de lo 
que esperábamos con la ganacia de 1~ derivada respecto al potencial. 
Figura 1.2. Ganancia de derivada de q — qs respecto de q obtenida en [RV] en 2d. 
0 
» a 
Figura 1.3. Mayor ganancia de derivada de q — qs} respecto de q en 2d. 
El control del término de dispersión doble en dimensión 2 viene dado por la siguiente 
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Proposición 1.5.2. Sean a G R con 0<a<lyqG ^^"'^(E^) de soporte compacto. 
Entonces Q2{q) G Wf^^'^{R^) + C'^{R'^) para todo ¡3 tal queQ < (3 < a + \ , y además existe 
una constante C{a, /3, q) > O que sólo depende de a, (3 y del soporte de q tal que 
\Q2{q)\\w^,2<C{a,l3,q)\\q\\..,\\q \WC,2 • (1.5.4) 
En dimensión 3, a partir de las estimaciones para el término general de la serie de 
Neimiann-Born de la proposición 1.5.1, y una mejora de dicha estimación paira los términos 
de dispersión doble y triple ^2(9) y Q^iq) (véanse las proposiciones 1.5.3 y 1.5.4 más abajo), 
los autores citados deducen que en las hipótesis del teorema 1.5.2 se cumple g — gs G 
W ^ ' 2 ( R 3 ) _^  coo(i[j3^^ paj-a |-Q¿Q ^ e K tal que 
/?< a + 
si Q < 3/4 , 
1 + a / 3 , si 3/4 < a < 3/2 . 
(1.5.5) 
Este hecho se puede expresar mediante la siguiente figura donde la parte rayada de nuevo 
representa la ganancia de derivada de q ~ qB respecto de q: 
Figura 1.4. Ganancia de derivada de q — qs respecto de q obtenida en [RV] en 3d. 
Se consigue mayor ganancia de derivada para 3/4 < a < 3/2 en el teorema 1.5.2 como 
indica la figura 1.5. 
Aquí también queremos señalar que con la ganacia de derivada expresada en (1.5.5) no 
podríamos generalizar el resultado a cualquier a > 0. 
La estimación que proporciona la proposición 1.5.1 para el término cuártico Q4{q) en 
3d no permite concluir lo que queremos. La clave para probar el teorema 1.5.2 reside en 
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el segiindo resultado original de la memoria que nos da ima estimación más precisa de la 
dispersión cuádruple en dimensión 3: 
Teorema 1.5.4. Sea q € W"''^{M.^) una función de soporte compacto, con O < a < | . 
Entonces Q4{q) e W^'^^j^S) _^  C"=^(R='), para cualquier p e M tal que O < /3 < a + ^ . 
Además, existe una constante C{a, P,q) > O que depende de a, ¡3 y del soporte de q tal que 
\Q4{q)\ Vy3,2 < Cia,f3,q)(\ <l\\h + \\q\\^-^.M\Í- + M^-lM\w~e,4qh^ (1-5-6) 
+ Iklli2|kl . 1. w~i^- . . ) m\w'-,2 (1.5.7) 
donae e:=a+i—P>0. 
Las siguientes proposiciones suministran el control de los términos de dispersión doble 
y triple en 3d. 
Proposición 1.5.3. Sea q e W^"'^ (M^) una función de soporte compacto, con O < a < | . 
Entonces Qziq) € W ' ^ ' 2 ( R 3 ) + C"*(M3) , para cualquier ¡3 & R tal que O < (3 < a + \ . 
Además, para todo ¡3 así, existe una constante C{a,l3,q) > O que depende de a, (3 y del 
soporte de q tal que 
\Q2Íq)\\w^.2<C{a,f3,q)\\q\ 
W'T. i,2ll9llvya,2. (1.5.8) 
Proposición 1.5.4. Sea q g Vy'^(R^) una función de soporte compacto, con O < a < | 
Entonces Qsiq) e W<^'^(M.^) + C ^ ( R 3 ) , para cualquier f3 eM. tal que O < ¡3 < a+í . Más 
aún, para todo ¡3 así, existe una constante G = C(a,/3,q) > O que depende de a,j3 y del 
soporte de q tal que 
\\QÁQ)\\W^.2 <c\\\q\\Í2 + \\q\\^^^^M\w-^,^ + M\LA\q\\^-\^., 
donde e := a+\— 0 > Q. 
19111^ 0,2 (1.5.9) 
Figura 1.5. Mayor ganancia de derivada de q — qs respecto de q en 3d. 
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En el capítulo 2 se tratan los términos bilineal y trilineal de la serie de Neumann-Born 
para los datos de backscattering en dimensión 2, exponiendo las técnicas analíticas que nos 
conducen a la demostración de la proposición 1.5.2 y el teorema 1.5.3. En cuanto al término 
bilineal se completan los detalles de la prueba de la estimación obtenida en [RV]. 
En el capítulo 3 probaremos la ganancia de media derivada de los términos Q2{q), Qsio) 
y Qi{q) respecto del potencial q, módulo una función C"^(K^) en dimensión 3, obteniendo 
así las proposiciones 1.5.3, 1.5.4, y el teorema 1.5.4. A este empeño dedicaremos las secciones 
3.1, 3.2, 3.3. En este caso, simplificaremos la prueba del control de Qiiq) y completaremos 
la demostración de la estimación para Qaiq) en [RV]. Para facilitar la presentación de los 
argumentos hemos optado por ubicar en la sección 3.4 algunos resultados clave en el estudio 
de los términos cúbico y cuadrático. 
En el capítulo 4 se deducen los teoremas 1.5.1 y 1.5.2 a partir de los resultados obtenidos 
en los dos capítulos anteriores. Para ello, en la sección 4.1 se describe la demostración 
de la proposición 1.5.1, así como el método que nos permite eludir el término de resto 
en la serie de Neumann-Born, sacrificando regularidad en las estimaciones de la citada 
proposición a cambio del decaimiento necesario para garantizar la convergencia de la serie. 
La demostración de los teoremas 1.5.1 y 1.5.2 propiamente dicha se introduce en la sección 
4.2. En la sección 4.3 se compara la ganancia de regularidad de q — qg obtenida para los 
datos de backscattering con la que se tiene partiendo de datos de ángulo ñjo, como probó A. 
Ruiz. 
Al final de la memoria dedicamos un apartado a la formulación de las conclusiones 
principales derivadas de este trabajo, así como algunos comentarios y conjetmras suscitados 
por nuestras conclusiones. 
La memoria se completa con varios apéndices. En el apéndice A presentamos algunos as-
pectos de notación y definimos algunos conceptos matemáticos básicos del Análisis Armónico 
entre otros, utilizados en la memoria. En el apéndice B se exponen cuatro resultados técni-
cos que se utifizan continuamente en los capítulos 2 y 3. Los dos primeros se encuentran en 
el artículo [RV]. Como hemos comentado más arriba, en el apéndice C se demuestra una 
fórmula de integración por partes que permite pasar las derivadas de Qj{q) al potencial 
q. También se describe la manera de aprovechar esta ventaja para permitir la reducción 
O < a < n/2 a la hora de probar el teorema 1.0.1. En el apéndice D se demuestra una esti-
mación producto para espacios de Sobolev con los pesos adecuados necesaria para deducir, 
junto con la estimación local de la resolvente estudiada en el apartado 1.2.1, la proposición 
1.5.1. Esta estimación producto se deduce de una más general basada en el Anáfisis de 
Littlewood-Paley y en estimaciones conocidas del operador maximal de Hardy-Littlewood. 
Capítulo 2 
Dispersión doble y triple en 2d 
En este capítulo se tratan los términos Q2{Q) y QSÍQ) en dimensión 2. Esta labor es 
fundamental para abordar la demostración de la ganancia de media derivada de la fvmción 
q — QB respecto del potencial q, módulo funciones en C^(R^) , en la escala de Sobolev 
Hilbertiana suministrada por el teorema 1.5.1. 
El capítulo se desglosa en dos secciones dedicadas a demostrar la proposición 1.5.2 y 
el teorema 1.5.3, respectivamente. La sección 2.2 describe rigirrosamente el contenido del 
artículo [Re] publicado recientemente en Inverse Problems. 
2.1. Ganancia de regularidad de Q2{q) respecto de q 
En esta sección vamos a probar en detalle la ganacia de media derivada del término 
cuadrático, módulo la clase C°°(M^), respecto del potencial que se establece en la proposi-
ción 1.5.2. Para ello enunciamos la siguiente expresión que admite el término Q2{q) en 
cualquier dimensión y que se desprende de la fórmula (1.2.3) para la resolvente saliente 
(véase el lema C.2.1): 
Proposición 2.1.1. Sean n>2yr¡€R"\ {0}. Entonces 
Q^)ÍV) = v.p. í ^^"^T/^ ^ff '^ + S / ?(^  - ^QiOdaiO • (2.1.1) 
Notación. Para ?? € M^  \ {0} , escribimos 
?7r f 
Q{q)iv) ••= yi q{V' Omda{0, (2.1-2) 
ÍR2 ^ • (í? - 4) 
Se divide la demostración en dos partes: primero acotaremos el término esférico que 
aparece en (2.1.1), y en segundo lugar, estimaremos la parte de valor principal. De hecho, 
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dedicamos las dos subsecciones que siguen para demostrar que 
Q{q) e Ty°+5'2(M2) ^ p(g) ^ W^''^{R^) + C°°(M2) , 
para a,l3,q como en la proposición 1.5.2. 
El término esférico está en un espacio de Sobolev mejor respecto del potencial sin necesi-
dad de simaarle una función de C°°(M^). 
El resultado fimdamental para estimar el término valor principal es el lema 2.1.2, que 
hemos colocado en la subsección 2.1.3 de resultados clave con el propósito de facilitar la 
exposición de los argmnentos. 
2.1 .1 . Est imación del término esférico Q{q) 
Para probar la proposición 1.5.2 empezamos por estimar el término esférico de la ex-
presión para Q2{q){'n) ^ n (2.1.1). De hecho, vamos a demostrar que Q{q) € W^''^{M?), para 
todo /3 G M con O < (3 < a + ^ , donde Q{q) se define en (2.1.2). Por tanto, incluyendo el 
caso P = a + ^ vemos más de lo que necesitamos. 
Lema 2.1.1. Sean ao^Ryqe W'^°''^{R^) n W''^''^(M?). Entonces s¿ /3 = «o + | se tiene 
\\Q{q)\\w0.2<C{ao)\\q\\ 
para cierta constante C{ao) que sólo depende de QQ. 
Demostración. La región del plano {f € K^ : ji^ | > ¡rj — ^ | } , con rj ^ O, es el semiplano 
cerrado que no contiene al origen y tiene por frontera a la mediatriz del segmento dado por 
77. Dada la simetría en ^ y r; — ^ del integrando en la expresión (2.1.2), podemos escribir 
—'—•— Í T T í Q(q)(n) = 2— qiV-Omda{0, 
m J{ier{r,):m>\i-r,\} 
y trabajar lejos del origen. Nótese que 77 — ^ es el simétrico de ^ respecto de | . Entonces 
= 47r2 / \nH [ qin - OmdcriO ^Iví'^dr, 
= 47r2 / I / q{v - OmdaiO ^\v?^-W 
Hacemos la división r(r/) n {^  e M^  :| ^ |> | T/ - ^ |} = r+(77) U r_(77), donde T+{r¡), T-{r}) 
son cada uno el subconjunto de r(r/) n {^  € R^ :( ^ (>| Í? — ^ |} contenido en uno de los dos 
semiplanos que tienen por frontera la recta determinada por T/. r+(T/) está contenido en el 
semiplano orientado positivamente respecto de rj y r„(r/) en el otro. Analíticamente 
r+(r/) = { í € r ( 7 / ) : | ? | > | 7 ? - e | , ? - í ^ > 0 } , 
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donde z/ denota el vector ortogonal a rj orientado positivamente respecto de TJ, esto es, 
v = (—7?2,^ i) y í? = (íyi,'?2)- Véase la siguiente representación gráfica de r+(T/): 
4-
orientación positiva 
Figura 2.1. Cuadrante r+(í7) de la circunferencia r(77). 
Sean /+, 7_ las integrales en los correspondientes cuadrantes de r(í/): 
/+ := / I / q{v-OmdcTÍ^)^\vf^-^dv. 
Por la desigualdad de Cauchy-Schwartz en L'^{r+{r]);da), 
Vl^f'-^drí I+= Í I q{v- OmdcjiO 
< / l ^ r ' ' / mv - afdaiO f imfdaiOdv 
= í f \ri?^-^\m? I \qir¡-a'dH^'}daiOdrí, 
7R2 Jr+ir,) Jr+in) 
donde esta última integral en la medida da(^)dri tiene por dominio: 
(2.1.4) 
(í?,0 6 K ^ x 1^ f • (í - ^) = O, lei > Ir? - í u • í^  > o | 
El lema B.2 nos permite cambiar el orden de integración en la integral (2.1.4) y escribir 
/ + < / / \vf^''im\' í \q(v-afd<ria^-^da{r,)d^ 
1 ^ = / m)\^ f í mrj-afdaiOlrjf^-'dair,)-
ÍM2 yA_({) 7r+(?í) i 
donde, para cada ^ G K^ \ {0}, A_(^) denota el segmento contenido en la recta A(^) tal que 
uno de sus extremos es ^, es de longitud |^| y que está orientado negativamente respecto de 
^. Analíticamente 
A_(0 = {7? e M2 : C G r+(r/)} = {r, € M^  : ^  . (^  _ ^) = o, ICI > 1^  - 7 / U • í. > 0} 
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-{r /eA{O: | í l> le- í7U-í^>0}. 
Nos damos cuenta de que la condición ^ • ^ > O obliga a situarse a r; en el citado segmento 
orientado negativamente respecto de ^. Sea ahora 
para cada ^ € M'^  \ {0}. Se verifica la siguiente 
Afirmación 2.1.1. Para todo ^ eM.^\ {0} y (3 GR existe una constante C(/3) > O que sólo 
depende de (5 tal que 
iF+(oi<c(/3)iiQi|2^_^jír. 
Demostración. Suponemos que ^ e M^  \ {0} está fijo y establecemos el sistema ortonormal 
{61,62} orientado positivamente, donde ^ = j^jei. Escribimos ;? = |^|ei—se2, conO < s< \^\, 
parametrizando así el punto 77 € A_(^) por s. Ya que la longitud de A_(^) es |^| tiene que 
ser s < |^|. Sabiendo que da{r]) = ds y denotando h{s) := \r]\ = (|^p + s^)^, 
Jo Jr.ínis)) 
A continuación, para cada s fijo, parametrizamos el punto ^' £ T+{ri{s)) por el ángulo 6 
que forman ^' — ^ ^ y ei: 
^ ' ^ ^ + ^ ( c o s 0 e i + s e n e e 2 ) 
= 2 [(1^ 1 + ^^^) cos6')ei + (-S + h{s) sen61)62], 
donde — o^ < ^ ^ —60 + f i con ^o el ángulo que forman ^ y r]{s), que cumple 
|r?(s) —f | s 
Se tiene 
vis) - í ' = r,is) - ^ - ^ ( c o s ^ e i +senee2) 
= 2^'^' ~ /i(s)cos^)ei - - ( s + /i(s) sen0)62-
Recordando que el determinante de la matriz ortogonal que transforma el sistema de refer-
encia canónico en {ei, 62} tiene valor absoluto uno, se cumple que 
MO = ( { — ^(^) sen A +(\ h{s) eos e) y d6l = ^ de. 
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Y podemos escribir 
riíl 
r.i.-lCH.rl -00+1 9 ( 2 (1^ 1 ^ '*(*) ^ °^  ^ )^ i ~ 2 ^ * "^  '^ ^^ ^ ^^ ° ^ ^^ ^ dOds. 
(2.1.5) 
Consideramos el cambio de variables de (s,^) a j / = {vi,y2) dado por 
2/ = »7(s) - e'(s,^) = ^(1^1 - /i(s) cose)ei - -{s + h{s) sen0)e2. 
Se tiene 
d{V\,V2) 
d{s,e) 
-Iftfecos^ | / i(s)sen^ 
i ( l + ^ s e n ^ ) - i / i ( s )cos0 - ( s + /i(s) sen ^) = " 2 2/2, 
de donde d^á^ = r ^ dv. 
Omitamos ahora las dependencias paramétricas para tener más claridad. Sea 7 el ángulo 
que forman ^ y ^. Dado que r\ S A_(^), se tiene que C Y C pertenecen a r+(7;), luego I7I no 
puede superar el ángulo entre T; y el otro extremo del cuadrante de circunferencia r+(7/), 
ángulo que vale |^. Así, I7I < ^. Es evidente que 7 concide con el ángulo entre í¡ — T\ y 
^~T], luego |í/2| = \y\ IC0S7I > \y\^ , y \y2\ ~ \y\- Como consecuencia de que O < s < |^| se 
tiene h(s) ~ \^\. Por todo ello, la expresión (2.1.5) se puede acotar por 
7R2 \y\ 
y queda probada la afirmación 2.1.1. 
Por tanto, nos queda 
G 
2 
La estimación del término 
se hace de manera análoga llegando también a que 
I- < CW) \\q 
,|2/3-2 dr¡ 
^'\.^4,J9"' 
' V V P - , , . W^'2' 
Indiquemos las modificaciones que se llevan a cabo. La expresión análoga a (2.1.4) ha de 
ser la misma substituyendo r+(r/) por T^{T]), donde ahora se integra en la subvariedad de 
(r/,e)€ = í• (?- ' / ) = o, m>\T,~^\, í í /<ol . 
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Después se aplica el lema B.2 y se obtiene 
I-< I \m? I í m - Ofda{av\'^~'da{v)§:, 
donde, para cada ^ € M^ \ {0}, A+(^) denota el segmento contenido en la recta A(^) tal que 
uno de sus extremos es ^, es de longitud |^| y que está orientado positivamente respecto de 
^. Analíticamente 
A+{0 = {v^MO--\^\>\í-vl^-^<o}-
Definimos, para ^ e M'^  \ {0}, la función -F-(0 igual que F+{^) substituyendo los dominio 
de integración A_(^) por A+(^) y T-{ri) por r+(77). Prácticamente la prueba de que 
para todo ^ S R^ \ {0}, es idéntica a la de la afirmación 2.1.1 salvo las sigmentes aprecia-
ciones. La forma en que se expresa rj G A+(^) en fimción del parámetro s = |^ — 7y| € [O, |^ |] , 
viene dada por rj = |^|ei+se2. El parámetro 6 para ^' € r_(7;), ahora cumple ^o~f < ^ < ^o-
La expresión para r/ — ^' en función de ^ y s es 
í]-^' = -{\^\ -h{s) eos e)ei + --{s-h{s) sen9)62, 
donde h{s) = (|^p + s^)2, lo cual provoca que en el cambio de variables de {s,6) a, y = 
yisi + 2/2^2, la expresión de 2/2 se modifique como ^(s — h{s) sen^). Concluimos pues que 
\\Q{q)\\w0.2 < Cm i|g||^,_i,.lk||^^-_i,.. (2.1.6) 
Podemos elegir /3 = ao + | ya que el término de la derecha de la desigualdad en (2.1.6) es 
finito por hipótesis {q € W^"''.2^]^2j p ^r-^,2^ ^ ^^^^ termina la prueba del lema 2.1.1. 
a 
Veamos ahora que el lema 2.1.1 y el lema B.l implican que el término Q(q) dado por 
(2.1.2) pertenece al espacio W^'^{M?), para todo /3 < a + | . Dado que el soporte de q es 
compacto y se verifica O < 5 < §, para n = 2, en virtud del lema B.l, 
Ikll^^.i,, < C\\q\\L2 < +00. 
Para a > O, W"''^{R'^) c W°'''^{R'^). De este modo, q G ^""'^(M^) n W-^''^{R'^). Aplicando 
el lema 2.1.1 al caso ao = a obtenemos 
\\Q{q)\\^.^.2 < c{a) \\q\\^a,2\\q\\^^^.2, (2.1.7) 
de donde se deprende que Q{q) e W°''^^'^(M?). Asimismo, q e W^~2'^ (K^) implica que 
Q{q) e L 2 ( R 2 ) , por el lema 2.1.1 en el caso QQ = - 5 . Luego Q{q) G W'^+^-'^{R'^)r\L'^{U'^) = 
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Finalmente, queremos observar que estando en las hipótesis de la proposición 1.5.2, para 
todo /3 e M con /3 < a + ^ se cumple 
\\^~^xJ'Q{q)\\wB.2 < C{a) ||?||^_i.,||9||vi..,2. (2.1.8) 
En efecto: 
J\v\>10 J|7;i>10 
Vya+l/2,2 , 
JM>W 
donde e : = a + i - / 3 > 0 y \r]\~^^ < 1, y la estimación (2.1.7) nos conduce a (2.1.8). 
2 .1 .2. E s t i m a c i ó n del t é r m i n o valor p r i nc ipa l P{q) 
Vamos a controlar el término valor principal de la expresión (2.1.1) para QQÍQJÍV) • 
Queremos demostrar que P{q) € Wl^''^{MP) + C'=°{R^), para todo ^ tal que O < /? < a + i 
estando a y g en las hipótesis de la proposición 1.5.2, donde P{q) se define en (2.1.3). 
Por la simetría del integrando en (2.1.3) respecto de ^ y 7/ — ^, se cmnple 
Las singularidades de la integral (2.1.3) son los puntos ^ del plano tales que C(?7 —C) ~ O, 
esto es, el conjunto T{T]). En primer lugar, dividimos el plano en un anillo r^(r/) que 
contiene a la circunferencia de singularidades T{T]) y su complementario. Seguidamente des-
componemos el anillo F^ (r/) en coronas diádicas tratando de estimax los términos integrales 
correspondientes a esas coronas. De hecho, consideramos la partición de M^  introducida en 
(A.0.3) añadiendo la condición |^| > \T] — í,\, y para jo el menor entero tal que jo > 
1 ^ log2((5o), donde 5o aparece en el enunciado del lema 2.1.2. Manteniendo las notax^iones 
de la expresión (A.0.3), definimos 
r;Av) ••= {í e r.-(r/) : lel >\ri~ ^ | } , T*ir,) := {^  € r,(í?) : \^\ > \r, ~ C\h (2.1.9) 
floiri) ^= {^ e E 2 : I je - II - J | ¡ < 2-^-i¡r7|, \^\ > |r, - í | | , (2.1.10) 
r^( '?) := j e e R' : | | Í - | | - Y | < I , I ? I > I ^ - C | } . (2.1.11) 
con jo ^ j ^ N y \T]\ > 2^° . Nótese que j < N -t^ 2^ < \T]\. ASÍ, también definimos para 
jo < j < oo 
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y empleamos la notación obvia para Pj-{q){T]) y Poo{q)(r¡) lue corresponden a las regiones 
r*_ (T]) , r^(7?), respectivamente, sin multiplicar por la función característica. Tenemos que 
Jo 
N 
{^ e ffi' : 1^1 > Ir/ - ?|} = U r*{rj) U f^v) U T* (r,), 
3o 
3=30 
para todo r/ G M^  con |T;| > 2^°, donde las imiones son disjuntas. Por tanto, 
N 
2 ^^'^" Jo \ miv) = p¡AqM + E ^)(^) + -f^)(^) 
+CX1 
Pj-iqm + E ^:'(9)(^) + P^(i)M • 
]=]0 
Demostraremos que en las hipótesis de la proposición 1.5.2 se cumple 
11^"' ( x * í ^ ) lltv .^2 < C(a,/?,Q) |k||^^_x,,||g||^^„.., 
para cierta constante C{a, /3, q) que sólo depende de a, /3 y el soporte de 5 y tomando x* con 
un Co suficientemente grande que en particular debe verificar que CQ > máx{2-"', j--, 10} i 
para el ¿o del lema 2.1.2. 
En primer lugar, probemos la estimación 
paia. cierta constante C{a,/3,5o) que sólo depende de a, /3 y Jo-
Supongamos que ^ e r*_ (rj). Tenemos 
Jo 
IVKa.2! (2.1.12) 
\^-iv-0\ ^~i 
+ í 
>M2-io+i,^j^2-^o|77l2, 
donde la desigualdad se debe a que s 2 > 2-^°+^\T]\ . El conjunto r*_(77) consta 
de ima parte acotada T^.^{T]) y otra que no está acotada T'^.^{r¡): 
Jo Jo 
Jo 
3o 
3o 
eR':\^\>\V-^\ e -
c 
<(2 - 2-^O+1)M}, 
(r/) := {e e M^ : |^| > ¡^  _ |^^  |^ _. | | > (2"! + 2-^'>+')\r,\} . 
í,(.):={e-
Escribimos, entonces Pj-{q){ri) = PL(q){r)) + P'^~{q){v), donde para fc = 1,2 
3o Jo Jo 
pk 
Jo 
^)('7) := / Jr 
mQiv ~ o 
o 
d^. 
dr) 
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Se cumple que 
•'o J\n\>io ^0 
J\r,\>W Wrl_(»7) 1^ 1 I 
= 22^ 0/• |^|2/3-4[/ mmv-mA 
Jlrj\>W y^l-iri) j 
< 2 2 i o í |,,|2/3-4/" \q{Qq{r^-Q\^d^C\vUr^))d7i (2.1.13) 
7|,,¡>io JT^An) ° 
<22^«C2,7r/ I»? ! ' ' ' - ' / |9(09(^-Ol'rfíd7/ (2.1.14) 
< 2^^-011, I f \vf^-^mmv-Ofdr,di, (2.1.15) 
donde Cj^ := | (1 — 2"-'''+^). La desigualdad en (2.1.13) se deduce de la desigualdad de 
Cauchy-Schwartz. En el paso de (2.1.13) a (2.1.14) téngase en cuenta que 
cHr]-iv)) < Í:\BÍV/2;CJM)) = cl7r\vf. 
Si ^ e r^_(í7) se verifica que |^| ~ \r¡\, ya que \ri\ < 2|^| y 
Jo 
1^1 < ^ - ? + ^  < C,M + ^  = (1 - 2-^0+1)17/1. 
2 2 ^ ^^o ' -" • 2 
También | T / - ? | < J f + ^ - f < ( l ~ 2-^°+^)\ri\ < \r]\, por lo que 
1 1 
< 
desprendiéndose de todo ello que 
De este modo, pasamos de (2.1.15) a 
<c í í ier- i^9(oi , ., 
lo 
2 
dr]d^ 
<C í \if''^'\m\' í ^-^drjd^ 
<C f |?rig(Op/ ^ d r ? d í 
•/|íl>l ÍR2 l^ /l 
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<C\\q\\%^ML-W^^' 
para todo /? < o; + i , donde C sólo depende de /? y jo- Obtenemos que 
\T-'\xP]Am\w^.- ^ c{P,h)Mw'^A\q\\^-W^^i' (2.1.16) 
Vamos con el término P'^-{q){r})- Supongamos que ^ e r^_(r/). Se cumple |íy| < 2|^| y 
3a 3o 
\^-iv-0\ (M.|í-i|) M 
2 
donde Jfl + f _ 2 
S 2 
> ¥ + l í l"¥ = ieUy 
^ 2 
M > ( 2 - i + 2 - ^ o + i ) | r ; | - M 2-m+i I 
Luego 
> 2-^o+Í\ri\^r] ~ ei^l^l = C|í/|2|7? - e|5. 
Resumiendo, si ^ € r^_(77), |C • (Í7 -- ^) | > C'l^l^\v - ^\^- Tenemos 
3o 
^0 ' "^ J\n\>10 0^ 
<c í inf^íí 
J\r¡\>w W r 
^^^^^^^-fd^] d. 
<C í 1^ 1"/ 1 ^ ^ / 
<C\\q\ 
w~h^ y|77|>io Jr 
m) 2 
T~d^'dTi 
-d^drj 
^ ' • 7|n|>10 ./|r,|<2|£| fKaiei 
d^dr] 
< chñrj im)? í \vf^-'dvd^-
w '• J\e.\>i Jw<M<2\i\ 
(2.1.17) 
(2.1.18) 
La desigualdad en (2.1.17) se debe al desigualdad de Cauchy-Schwartz en el espacio de 
Hilbert L'^{T'^._ (77); £^). Para un ^ fijo, pasando a coordenadas polares se tiene 
3a 
7lO<|r,|<2|í| ./lO<|í,|<2|í| 
< / |7?|2^-3+2^dí? = 27r / 
Jw<\j)l<2\í¡ Jlt 
m 
10 
r^^-^+^'rdr 
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27r 
2f3-l + 2e ^1^' " ^ > 
^ ^""" o 2 / 3 - l + 2 £ i ^ i 2 / 3 - l + 2 £ _ •"" r,2Q|£:|2a 
2/3~l + 2£ 1^ ' " a '^' ' 
con e := (a + 5) ~ /3 > O y suponiendo a > 0. Acotamos (2.1.18) por 
2 
En el caso a = O escribimos 
r2|€ 
(2.1.19) 
/ \rj\^^-^drj = 27r / r^^^^^^r < - | ^ 2^^~'\^ff'-', 
iio<|??|<2|í| Jio 2 / 3 - 1 
donde 2/3 - 1 y^  O y sigue siendo cierta la expresión (2.1.19), ya que /3 < Q + i = 5 implica 
que l^ l^ '^ "^ < 1 = I^P" si 1^1 > 1. Por tanto, existe una constante C{a,f3,jo) que sólo 
depende de a, /3 y jo tal que 
^^'[xPUq)\\U,,, < C(a,/3,jo) ||Q|| • 1 ,||9 
Jo ^ ^ - ^ , 2 l l • / l l H ' « , 2 • 
(2.1.20) 
De (2.1.16) y (2.1.20) deducimos (2.1.12). 
Estimación de los términos de las coronas. 
Por la desigualdad de Minkowski, 
j=J0 
Sij>joy4er*(r?), 
W0.2 
00 00 
J=JO 
Ijy/'.s 
•i»! lí-(,-OÍ = ( f + |í-il) 
de donde deducimos que 
l ^ ) ( . ) | < 2 ^ - X ( 2 . . o o ) ( l . l ) / ^'^^^'^'^^^ 
< 2^+'X(2.-S+oo)(l^l) / 
Además, 
> M 2 - . - i | ^ | = 2-^--^|r?p, 
I T , | 2 ^ • 1^1-
r*(^)c{Ce: l í - ^ 1 I*?! <2--^+'\r,\, ! ^ | > | r ? - e | } , 2' ' 2 ' 
por lo que aplicando el lema clave 2.1.2 al caso 5 = 2^-'+^, sabemos que existen 7 > 1 y 
C{a,P,6o) > O tales que para todo entero j verificando 5 = 2"-'+' < 5o (esto es, j > jo), 
tenemos 
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Podemos escribir 
Y,\\T-\XPM) 
J=30 
W0.-
< C(Q,,/3,(5o)||g|Ua,2||g|L.,_i 
' H ' - J ' 
observando que la serie \ J 2 •'^ '*' '^ converge puesto que 7 > 1. 
J=3o 
Estimación de la parte singular próxima a r{T]). 
(2.1.21) 
Vamos a probar la estimación 
W " 3 " 
(2.1.22) 
donde elegimos x* con CQ > 10 y CQ > j ^ , para el ¿o del lema 2.1.2, y C(a,/3,<5o,q) es 
una constante que sólo depende de a, j3, 5Q y del soporte de q. Hasta ahora hemos evitado 
la región singular r(?7). El dominio r^(Tj) la contiene. Para acotar el valor principal de la 
integral en T*^{ri), integramos en dos anillos a una distancia radial £ > O de la circunferencia 
singular y pasamos al límite cuando e —> O"*". Escribimos; 
Poo(g)(í7) = lím dc, 
donde 
rt{ri):={^eR':E<k^^ 
rrW := {e G p2 . : e < 
. M < 2 -
(2.1.23) 
(2.1.24) 
(2.1.25) 
vale d=f 
^ 2 
Consideremos el cambio de variables ^' = (f){^), C G rj(r /) , que envía ^ a su simétrico 
4' € Tf{r¡) respecto de r(í;) en la dirección radial con centro en | . La recta que pasa por ^ 
y tiene la dirección del vector ^ — f corta a r{ri) en un punto A. La distancia d entre ^ y A 
. Luego, 
r = 4>{Í) = ^ + 2d ^ ^ - =rj-^+\T,\ 
Es fácil comprobar que 
? 2. 
•5 2 
^ 2 (2.1.26) 
m^¡ M 2 ^ 2 2 . (2.1.27) 
Haciendo 0(4) = (01(0; <?^(O)i donde 
c. _ 2i 
st 2 
? 2 
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para i = 1,2, se verifica 
dMO 
-l + l^ l 
<96 
? 2 
2 
í-i 
1-fP 
3 
— 3 vu - -^)K^2 - —, 
'^ 2 
96 i + N 
f - 2 
S 2 
16-fP 
Para todo C € F^ (77), |Z3(/>(^ )| es el valor absoluto del determinante 
i(€) 301 (€) 
9íi 9C2 
302 (g) 902 (g) 
agí 9Í2 
1 1^1 
Dado que í 2 < ^ — e < |r/i, podemos escribir 
!i>'^(e)l 
^ 2 
í 2 
f _ 2 
"s 2 s 2 
e - f + W - 2 f - 2 s 2 
Esto es. 
í 2 
|D</.(OI = l + 2 
1 + 2-
¥ "» 2 
í 2 
s 2 
Además, sabiendo que 
•s 2 < 
\v\ 
.-2e+J^(e-?) 
1^1 
^ 2 
^ - 2 s 2 
- 2 • 
S 9 
- 2 ( e - | ) + l^ 'l 
M-2 f _ a s 2 
e-i 
2^ 
^ 2 1 V 2 
(2.1.28) 
Es decir. 
i*)-{| = 2(M_|e^|¡), (2.1.29) 
Aplicando la transformación ^' = (j){í,) a la primera integral en (2.1.23), obtenemos 
Jvt(rí) f - W - n Jrz Te-(TÍ) -^ (í) • {ri - ^m 
40 Capítulo 2. Dispersión doble y triple en 2d 
Sabemos que: 
|r?| 0(O-('7-'A(O)=(f + |<^(e)-||)-( 
^ (r? - e) = 
Se cumple 
^ 2 ( • ! ) • ( 
2 
M 
2 
?- (2.1.30) 
PUl){v) = lím iva. I 
-0+ Jr- M 
mo)Qiri-m)^j^^^^^^, Qim^-0 
-^ (0 • iv - m) ^(^-o 
9(í)9(r? - o 
0(0 - i 2Z _ 1 2 1 2 2 I 2 I 
qmiv - o 
m) - i 
\Dm\ \w 
d^ 
lím I / ímmiv-m)-qiv-om ,^ (^^ 1^ ^  
§p. 
Km í / £-0+ L Jj-^ 
m -1 
D4>md^ 
I2I 
L 0 ( 0 - i 
9(0(0)9(^-0(0)-9(^-09(0 
in) l?P- 0 ( 0 - ! 
/ . 
g(Og(^ - o 
Z)0(C)|dC 
d^ 
mq{v - O 
+ 2 
lím 
rrW 
/ 
0(0 - f ' -
9(09(^ -
l iP- 0(0 
0 li 
2 
2 
-
e 
C-
_ 2 
2 
2 
2 
dO i g(09(^ - O O ( r / - 0 
[/. 9(0 (O)9( í? -0 (0 ) -9 ( r? -09(0 (2) l iP- 0(O^i 
r7(2) 
1^0(01'^  
dC] 
+ 2 
mqiv - O 
w(lil + | 0 (O- i | ) - | í - ! 
g(09(^ -0 
w(lil + !0(O-il)(¥ 
dc 
f _ 2 
S 9 
dc 
==: Hm(/f + / | + / | ) , 
£^0+ 
donde la tercera igualdad se debe a (2.1.28), y la cuarta se desprende de que, gracias a 
(2.1.27) y (2.1.30): 
l i l ' - 0(0- 2|' O ( ^ - 0 
(ifI + |0(O - f I) (lil - I? - i|) (lil + |í - i|) (ifl - 1^  - §1) 
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^-i\ + m + \m-i\ 
(ül 
(lll 
+ l<A(0' 
+ 10(0 -
- i i ) ( ¥ + r 
- i i)(¥+e-
- l ) ( M -
2 
- i ) ( M -
" ^ " 
- c-
-?) 
-i|) 
(iii + i0(o-fi)(¥ + |e-i|) 
Para |r/| > CQ, los términos |7| | , | / | | pueden acotarse superiormente por un término de 
la forma 
19(09(^ ^01 J{q){ri):=Cx 
(rt) m 
d^, (2.1.31) 
donde 
rUv)--=<^€ < i , l í l > l ' ? - ^ l 
Veámoslo. Sean ^ eV^ {r]) y rj €M. tal que \r]\ > CQ- Sabiendo que 2 " ^|Í?| < 1, se verifica 
^ 2 > 
También, ¡f + \(f)(^) - f | > -f. Por lo que 
1^1 
- i V - l N> 1^1 i > M 2 4 
(M.|,(o^i|) 
^ 2 >¡M\ 
y l/fl queda acotado superiormente por (2.1.31), si \ri\ > CQ. ES claro que | | r /p es una cota 
inferior del denominador del integrando en /f, de donde se deduce que l/fl está acotado 
superiormente por (2.1.31). 
Recordemos que x* denota a la función característica del complementario de la bola 
centrada en el origen de radio CQ > 0. Si elegimos CQ > ^ (para el ¿o del lema 2.1.2) 
entonces se verifica que J(g)(í?) < ^ ( Q + ( Q ) ) iv) i para 6 = I/CQ , siguiendo la notación del 
lema 2.1.2 (ya que 1 = A\r)\ < 4 - | Í / | , y r^(íy) C T*j_{r]); véase la notación de la nota 
2.1.1). De este modo, podemos aplicar el lema 2.1.2 en el caso S = ^ ( < SQ) y obtener la 
existencia de una constante C{a, /?, 6o) > O sólo dependiente de a, /? y 6o tal que 
Por otra parte, 
r 
\\J{q)\\w^,2 < C{a,(3,6o) |kllw.a,2||g||^^_i 
q{4>{0)QÍV - 4>iO) ~ QJV - ^mO 
(2.1.32) 
(v) \W 0(0 
q{4>{0mv - 0(0) - qiv - 09(0 
\w 0(0 
!^0(OMC 
^ 
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M q{<p{miv^m)~Qiri-om ^ ? 2 
lip •/•(O " i •í 2 
d^. 
Puesto que í, €T^ (77) y suponiendo que \r]\> C(}>lO,se cumple que 
M _ |c_!Z 
2 r 2 < 2 - ^ ^ - ^ | r ? | < l , y 
í? >M_2--M>M_i>4, 
por lo que 
Esto es, 
0 < 
M _ U - 2 2 P 2 
í " ? 
< 1. 
1^ 11 < 3 
< 3 
L \q{mmv - HO) - Qiv - mo\ r r W 
i 
l iP- < (^C)-i 
di 
l9W0) [?(^-<^(0) -9(^-0 ] 
r^W liP 0(0 - i 
+ 3 I 
di 
\q{v - O [9(< (^0) - 9(01 
r^W \w-m-^ d^ 
=: Jl{q){v) + J2{q){v) • 
El término Ji{q){r]) puede estimarse a partir de la estimación de Calderón (véase la sección 
§2 en [H]): 
\9ix) - giy)\ < C (M(V5)(x) + M{S/g){y)) \x~y\, c.t.p., (2.1.33) 
suponiendo que g £ W^^P{W) := {h G S'{W) : V/i e L P ( E " ) } , para algún p > 1. En 
particular, 
\qiv ~ 4>iO) - qiv - 0\ <c(MiVq)(v - (/>iO) + M^KV - O) m) - i\, 
y aplicando (2.1.29), para \T¡\ > CQ nos queda 
[M{Vq){rj ~ <A(0) + M(Vg)(77 - O] \q{<P{0) 
\Ji{q){ri)\<Cx 'ir,) I 
-•jRqM + JÍiqíiv)-
^iO - i de 
Sea / := M(Vg). Haciendo C' = <^{Í,), se tiene C = <^ ~ (fO = ^ - ?' + jí?} | | r r i | , y 
M _ if _ 21 
W ( e ' ) i = 1 + 2 ¥- i r - i i le-ii 
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Se cumple 
J¡{q)iv)=X*iv) f{r,-C)m')\ 
rt(v) ? 2 ^ I2I 
\Dr\a\d^' 
<X 
•<" \L 
••L 
fiv-oma 
(r?) s 2 
d^' 
+ 
f{v-e)\qm le •' _ 2 1 
í('/) f ' ^ 2 ? 2 + iii le-li 
< 
<C7x*(»?)ií(g)(í?), 
donde Kiq){v) •= ¡v (r,) ^'''^~^\^¡^^^'^^ d.^'- En virtud de los lemas 2.1.3 y B.4, se verifica 
donde C{a, ¡3, q) sólo depende de a, /? y de spt q. Por tanto, 
JI{Q)\\WÍ}'^ ^ C-Ca,/?,?) lkllw'".2ll9llw-4 
'W-2> 
(2.1.34) 
Tenemos que 
J!iqM<CX M{Vq){r,-OMm 
iv) 
d^, 
ya que si ,^  G r~(77), entonces |(/)(^ ) - ^\ < 2, y por el lema B.l, \q{(piO)\ < CMq{í) 
para cierta constante C > O que depende de spt q. En virtud del lema 2.1.3 aplicado a las 
funciones T~^{Mq) y / , y por el lema B.4 (recordando que O < Q < 1), obtenemos 
\\4mwí^,2 < C\\T-\Mq)\\wcAñ^-^^a < C{a,p,q) ||g||vi.a.2|k||^^i,, -
Esta última estimación y (2.1.34) nos conducen a 
\\Mq)\\W0.2 < C{a,f3,q) Mli^.AM^^^^a • 
De manera análoga, la estimación de Calderón, el lema B.l que nos garantiza que 
\q{V-0\<CMqirj~cj^iO) 
(puesto que si ^ G r~(í?), entonces |< (^^ ) - ^| < 2), y los lemas 2.1.3 y B.4 son las her-
ramientas que nos permiten obtener 
'\J2mw^.2<Cia,P,q)]\q\\^^,M W ^ 2 -
Se cumple 
X*mPoo{q}iv}\ = X\V) lím |/í + / | + /f I < C \Ji{q){v) + J2{q){il) + J{q){r})] , 
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y concluimos (2.1.22) 
\\:F-\x*íQqmw0-^ < c[\\Mq)U.,,2 + l!J2(9)!lw«3,2 + \\J{q)\\w0.2] 
<Cia,P,So,Q)\\q\\wa.2\M^~i,2-
De las estimaciones (2.1.12), (2.1.21), (2.1.22) deducimos que para todo /3 e M tal que 
0 < / 3 < a + | , s e cumple 
\\J'^'x*:FP{q)\\^,,,<C{a,f3,q)\\q\\^^.Jq\\^^,,, (2.1.35) 
donde X* ^ X ya que CQ > 10. Esta estimación (2.1.35) y la estimación (2.1.8) para el 
término esférico garantizan la estimación (1.5.4) de la tesis de la proposición 1.5.2. 
Como el lector habrá apreciado, a la hora de acotar la norma del término P{q) ha 
sinrgido la necesidad de restringir las frecuencias al complementario de una bola centrada 
en el origen, exigiéndose que la ganancia de | derivada respecto de q sea módulo una 
función de C°°(R'^). En efecto, se tiene: 
P{q) = ^ - 1 ([1 - X*]m) + ^-' {x*P(^)) 
donde la primera función está en C°°(R^) por ser la transformada inversa de una función 
de soporte compacto. La estimación (2.1.35) nos dice que T~^ x*^P{l) G W^'^{M?) si 
0 < / 3 < a + 5 , 0 < a < l . Dicha estimación es cierta para /3 = O y T~^ x* ^ P{q) ^ i^(K^) • 
2.1.3. Resul tados clave 
En este apartado se estudian los resultados clave que se aplican en la estimación del 
término de valor principal P{q) que aparece en la expresión de Q2(?)(?/) y se define en (2.1.3). 
A tal efecto, el lema 2.1.2 constituye el resultado principal y se demuestra minuciosamente. 
El lema 2.1.3 es una variación de éste. 
Lema 2.1.2. Sea r? G K^ \ {0} . Denotamos 
QU^M ••= X{á-^oo)(hl) / , '^^^^f!^2'^^' d^' (2-1-36) 
donde r+(í7) := {e e R ' : il? - i! - iill < S\r]\, 1^1 > ir? - í U - «^  > 0}, con v = (-r?2,7?i) y 
r; = (7/1,772). Supongamos que a y 0 son números reales verificando que a > /?— 5 . Entonces 
existen ¿o > O 2/ 7 > 1 tales que, para todo á S M con Q < 5 < ÓQ, 
\\QÍm\w0,2 < C(a,,/3,<5o)á^lÍ5|!vi..,2||9||^.,^i,„ 
para cierta constante C{a,/3,do) sólo dependiente de a, (3, So y con 7 = 7(0,/3). 
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Nota 2.1.1. Este resultado también es válido si en lugar de integrar en el lado de Fom-ier 
en r^(??), lo hacemos en el dominio 
rKr/) := {^ e M2 ^ | | í - | | - | | | | < 5\r,\, \^\ > |r, - ^\} , 
esto es, toda la intersección del anillo de centro ^ y radios ^ ^ 6\ri\ con el semipleno alejado 
del origen {^: \^\ > \v ~ ^\} • 
Lema 2.1.3. Sean a,/3 e M+ U {0} tales que p < a + ^, y f,g £ ^^"'^(K^) n ^ ^ ^ ( M ^ ) . 
Escribimos 
HQÁ!.9)){ri) ••= X*(í?)n / l / (05(^ - 0\dcr{0 , 
donde r^(r?) = {^  e E2 : ¡ |^ - r]/2\ ~ \rj\/2 \ < 1, \^\ > \v~^\} y X* se dije con CQ > 200. 
Entonces existe una constante C{a, /?) > O sólo dependiente de a, ¡3 tal que 
\\Q*{f.9)\\w^.2 < C(a,í3) \\í\\w<.a\\9\\^-^a • 
Nota 2.1.2. Compárese este lema con el lema 2.1.2 substituyendo las ocxurencias de q que 
se aplican a ^ y 7y — ^ por dos funciones / , g cuando moralmente consideramos 6 ~ |Í/|~^ • 
Heurísticamente tratamos un término similar con el anillo con 5 del orden de \r¡\~^, y en la 
estimación afirmamos la misma ganancia de derivada que en el lema 2.1.2. 
Demostración del lema 2.1.2 
Sea B := B{r], 16¿|7?|). Escribimos Q+(g)(T/) = ÍO(T/) + h{r}), donde 
Io{v)-=X{5-^,oo){\v\) I r-j2 ^ í . 
Jrj(T¡)nB Ivl 
hiv) ••= X{ó'\^)i\v\) / ^ [-12 '^• 
Jr¡{v)\B \V\ 
Se tiene 
\wi^-'- í \vnhm'dv= í \€^''{¡ \qm{^-0\ddi dr, 
< í H^^'^ I m " eoi'de' / m)?d^dr^ (2.1.37) 
= 1 í \V\'^^' í \q{V - aM'imMdr,, 
J\r,\>S--^Jr¡{,!)\B Jr¡{r,)\B 
donde la desigualdad de Cauchy-Schwartz en el espacio de Hilbert L'^{T^{'n)\B; d^) explica 
la desigualdad en (2.1.37). Para ^ G T'^(r]), ICI Y 1^1 son comparables para 6 suficientemente 
pequeño, es decir, si ¿ < ¿o , para una constante ¿o > O que se ñjará más Eulelsinte. De hecho, 
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2 — lí! — ("^ 0 + 1)|??| • En efecto: la condición |^| > \r¡ — ^ j nos dice que ¡r/| < 2 | ^ ¡ , y por 
o t ra parte , | í | < k — o + 2 < (^ " + 5)i^l + 2 < («^ o + I)!??!, puesto que se cumple que 
_ R •Y- < ¿I771, por estar ^ en el anillo 
Ts{r¡) := U e <M 
(2.1.38) 
Nótese que si /9 > 2 , |r/|2/3-4 < 22/3-4¡^|2/3-4 ^ mientras que si /? < 2 , |r/|2/3-4 < (^ )2 /3 -4 |^ |2 /3 -4 
Para cierta constante C > O que depende de /3, ¿o , y cambiando el orden de integración en 
^ y 77 en vir tud del teorema de Fubini, se verifica 
J\r,\>S-^ Jr+ir,)\B Jr+{r,)\B 
<C [ m'^'^imf í I \q{v~Ofd^'dvdi, 
^|C|>(2á)-i •/Ai-(€)^r+(„)\B 
donde A¡"(0 := {?? e K^ : í € rj{T]) \ B}. Sea, para cada ^ € M^ \ {0} 
FÍ{0--= Í I \q{v~afd^'dV-
JA-{i)Jr+{r,)\B 
Entonces se cumple 
Afirmac ión 2 .1 .2 . 
para todo ^ G M^ \ {0} . 
D e m o s t r a c i ó n . Se tiene que, para SQ suficientemente pequeño, A¿ (^) está contenido en 
EsiO := {r/ G M ^ |(r? - O • | | | < 4<5|^|, 16S\^\ < ^ • iv ^ O < 2 | ^ | } , 
siendo ^-^ el vector unitario ortogonal a (, orientado negativamente respecto de ^. Sea {ei, 62} 
im sistema de referencia ortonormal orientado positivamente tal que ^ = |C|ei. Para TJ G 
A¡"(^) c Es{í,), podemos escribir r] = reí - se2, donde |^|(1 - 45) < r < \^\{l + 46) y 
16<5|^| < s < 2 |^| . Sea h{r,s) := ¡77I = (r^ + 5^)2. Consideramos el cambio de variables de 
V = (^1; 172) en (r, s) donde podemos suponer que Í?I = r y 772 = —s, puesto que el giro en el 
plano que transforma el sistema canónico de referencia en {61,62} tiene determinante uno. 
Luego, | 5 t a ) | = i . Se cumple 
/•2|íl /•Iíl(l+4á) /• 
F * ( 0 < / / / \qirei~ 862-aladearás. 
Para r, s fijos con 7/ = reí — «62, parametrizamos la variable ^' G r^(í7(r, s)) \ B por f y ^; 
7*61 — S69 
^' = V h(r,s)t (eos ^61 + sen0 62) 
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donde -~0o + 16S < 0 < -OQ + | , taníio = ^ y \ - 5 <t < \+5. Nos queda 
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reí - 862 - C' reí ~ 562 — í/i(r, s)(cos&ei + sen ^62) 
í - — th{r, s) eos ^ 1 ei + ( ^ -^ ^ th(r, s) sen ff j e^ 
- ( r - 2í/i(r, s) eos ^ )ei — ;^(s + 2í/i(r, s)sen^)e2. 
Aplicamos el cambio de variables (^(,^2) ~^ (^> ^)- Com o^ antes, no importa referir las coor-
denadas de ^' al sistema canónico, sino a {61,62}. De manera que 
f' = I - + th(r, s) eos ^ ) 61 ~ ( Q ~ th{r, s) sen 0 I €2 
y se tiene 
9(í,0) 9í 9é» 
2 
h(r,s) COS0 —th{r,s)send 
h{r,s) send th{r,s)cosO 
• th{r, s) eos 6 — sen 0 
sen ^ eos 0 
= t{r^ + s^). 
Así. 
FiiO 
rm /•|SI(i+4á) A+s r-0o+^ (X 1 \ 
< / / / / 5 -(r-2í / icos6i)ei - - ( s + 2í/ísen6')e2 165|í¡ 7]5|(l-4á) -2-
X th(r,sfd0dtdrds. 
En esta región i?¿, /i(r, s) < 2|$¡. Luego 
/•2|{| /•|«l(l+4á) /-l+á /-eo + f 1 1 
FliO<C / / / | g ( - ( r - 2 í / i c o s 6 l ) e i - - ( s + 2í/isen6»)e2)| 
X l^l^dé'ídídrds. 
Para t, r fijos tomamos el cambio de variables (^, s) —> u = (wi,M2) dado por 
íx = 7?(r,s) -^ ' ( r , s , í ,6 ' ) . 
donde 
Ul = - ( r - 2th{r,s) eos0), U2 = ^;^(s + 2í/i(r, s) sen0). 
Calculemos el término jacobiano. 
íh(r, ,s)sen6' -tj^f-^ cos0 
-th{r,s)cos0 - i ( l + 2ísené '^f^) 
m ds 
du2 dv.2 
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Se tiene que: 
th{r, s) 
th{r,s) 
th{r, s) 
th{r, s) 
sen^ 
sen^ 
' h{r^s eos 6 
COS0 -Ul + 2ts^) h{r 
sen^ 
2 
sen 9 
ts 
sen-'é' 
ts 
ts 
h{r,s) h{r,s) cos^e 
h{r,s)J' 
h{r, s) 
-th(j 
- > 
1 
— 7;.o -
•, s) sen 0 
2 
+ 2th{r, 
s(4í2 _ 
^th = 
s) sen 9) 
1) 
-2th(r, s) 
4 
+ --t^s-4 
sen^ s 
" 4 + 
1 s 
5 
— — 4 
- í ^ s 
í^s 
Entonces 
duidu2 1 ;U2 
S(4í2 - 1) 
dsd9. 
2 ' 4 
En este punto de la demostración omitimos la dependencia paramétrica de las variables rj 
y ^' para clarificar la notación. Dado que ^' G T^tiv) \ -S, \v — í'l ~ |íí2|: Sea 7 el ángulo 
que forman rj — ^' y e^- Se cumple IwaI = i^ j COS7, J7I < 7o < f, y C0S7 > eos70. Podemos 
escribir que |u2( = (ií(cos7 < \u\ y \u-i\ = \u\ COS7 > eos70 |u|. Tenemos 
4 
dsda \2U2 ~ S(4í2 - 1) duidu'z • 
Además, 
|2u2 - s(4í^ - 1)1 > 2|U2| - s\At^ -l\> 2cos7o \u\ - 2\í,\ \4t^ - 1| 
> 2 eos 7o |u| - 8|4|á((5 + 1) > 2 eos 7o |ii| - 8¿(1 + 5f\r]\ 
> 2cos7o jií| — Ki+<^r, 
(2.1.39) 
(2.1.40) 
(2.1.41) 
En la segunda desigualdad de la línea (2.1.39) aplicamos que s < 2\í\. Pasamos de (2.1.39) 
a (2.1.40) gracias a que \~ ^ <t < i + á implica que \\t^ — 1| < 4í5(á + 1). La segunda 
desigualdad de (2.1.40) se debe a que |^| < | í - | | + Jfl < M + ¿|j^| + M = (l + í)|7,|. Puesto 
que ^' ^ B{^,\%&\^\), \r} - ^\ > 16S\ri\ y - l ^ ^ > 8¿jr/j, que explica el paso de (2.1.40) a 
(2.1.41). Elegimos ¿o tal que Üd|eL < 2 eos 70. Se cumple 
: i+á )2 (2íi2 - «(4í^ - 1)1 > 2 COS70 \u 
para todo 6 < SQ. Escribimos 
H>c\u\, 
f /•|íl(l+4¿) r-¿+S 
FÍiO<C / / \qiu)f\u\-H\^\^dtdrdu 
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= C\Í,? í \q{u)W\~'5m£.\du = C\if5'' í \q{u)\M~'du, 
de donde -F^(C) < C'iíl^ <^ l^!9!l^ ;^ _i ^^ quedando probada la afirmación 2.1.2. 
W - 2 . 
D 
Retomando la expresión (2.1.38) obtenemos que, para todo 5 < SQ'-
\\h\\%,.<C6^qf , í l^f^-'Wm'd^-
^ ' 7|í|>(2<5)-i 
Ya que |^| > (2(5)~\ entonces \^\^^^ < 2^^S'^^, donde e := Q - ( /?- | ) > 0. Podemos escribir 
donde C depende de a, /?, 6Q . De esta manera, haciendo 7 := 1 + e > 1, se cumple 
\\h\\w^,2<C5''\\q\\^^.,Ak\\w^a- (2.1.42) 
Acotemos ahora la norma del término IQ . Tenemos 
\h\\%,,. = f \v?^Mv)fdv 
7R2 
= / l^ r^ i / \mQÍV-0\d^^dr, (2.1.43) 
<[ \V\'^-' Í mmv-0\^di^\rj{v)nB)dv (2.1.44) 
<CS^ í \T1?^-^ í immv ~ Ofd^dv (2.1.45) 
<CS^ [ \vf^-^ [ imQiv - Ofd^dv. (2.1.46) 
En el paso de (2.1.43) a (2.1.44) aplicamos la propiedad 
/ f{x)dx ^ < C"{A) í \f{x)\'^dx, 
JA JA 
que se verifica en cualquier dimensión n, para todo subconjunto A de H" £"-medib]e, y que 
se desprende de la desigualdad de Holder en el caso p = 2. El paso de (2.1.44) a (2.1.45) se 
basa en que C^{T+{rj) n B) < C^iB) = C5'^\n?. 
Si \í — r]\ < 16á|7?! podemos escribir 
lí! - 1^  - 77 + í?| > H ~ I? - 1^ > 1^1 ~ 16<5|r/| > C'(¿o)|r/|, 
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con C'{So) := 1 - IQSQ > Q , si ÓQ < ^ . En. particular, puesto que \r]\ > 5"^, tenemos que 
líl > C'{So)S~'^. Además, 
!?l <\í'-r]\ + \v\ < lQS\r,\ + \r]\ < (1 + WSoM, 
para todo O < d < ¿o. Por tanto, en la región \^ — T]\ < l^ l^^ ?!) con O < S < SQ < j ^ , se 
cumple \r]\ ~ |^|, con constantes sólo dependientes de So- En estas condiciones nótese lo 
siguiente 
Por todo ello y por el teorema de Fubini, a partir de la expresión (2.1.46) podemos escribir, 
para todo O < S < So'-
i |C|>C'(5o)á-l ./{7,:!r,-í|<165!r,!} 1^ " 5 | 
= cs'í imm''"'í %#^'?^^ 
= cs'í \mñ^\''-'í ^ ^ ^ ' ^ 
<cs^-^i4l.^..jmU.^, 
donde e := a — (/? — i ) > O, y el último paso se debe a que S < So < I- Obtenemos^ 
ll/ollvV/5.2 < C¿-^|l9llwa.2||Q|l^_i,, , (2.1.47) 
donde 7 := 1 + e > 1. De las estimaciones (2.1.42) y (2.1.47) se deduce 
\\QÍiq)\\w>^,2<CS-y\\q\\^^,4q\\^^,^,, 
para todo O < 5 < áo y con 7 > 1, donde C sólo depende de a.ff.So- Hemos probado el 
lema 2.1.2. 
D 
Demostración del lema 2.1.3 
En este caso, el anillo rj^(T/) tiene semianchmra 1, con lo que de acuerdo con la nota 2.1.2 
se debe pensar que S es del orden de A . Se siguen las mismas líneas de demostración del 
^Salta a la vista que el término /o es ''mejor" que / i . De las estimaciones que tenemos se desprende que 
¡)||vVfl,2 
í-2.1.47). 
!Uo|vví<  < Cá^''^||g|| ..-_^,2li'?IL,fl-^.2 • Pero para nuestro propósito es suficiente garantizar la estimación 
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lema 2.1.2 con esa apreciación. Hacemos Q*{q) =: Ío + -^ i de manera similar al caso anterior, 
tomando la bola B := Biji, 100). Tiene sentido considerar esta bola si CQ > V^ 100. Nos 
restringiremos al dominio T+^{ri) := {^  e r^(r?) : ^  • i/ > 0} , con v := {-r]2,rii), puesto que 
el otro caso se trata de forma idéntica. Tratamos pues, los términos /¿", I^, que denotan 
las expresiones obvias. 
Aplicando la desigualdad de Cauchy-Schwartz como en (2.1.37) y cambiando el orden 
de integración en ^ y r;, obtenemos 
ütfw^a < I í^ in?'-' í mv-a'damMdr,. 
J\v\>Co JT+.{,^)\B JrUri)\B 
Si ^ € r¿,(í;) \ B , las cantidades ¡ |^ y |r/| son comparables. Por el teorema de Fubini, 
¥t\\%,,2<C f | ? r - 2 | / ( 0 ! ' / / \9iv~a'dedvd^. (2.1.48) 
donde A¿„(0 := {T? e K^ : ^ G T+^{v) \ B , \r]\ > CQ} . Para ^ G E^ \ ^g} , se cumple 
G+iO := / / mv - e}\^dí'dT1 < C|í | HfflU i , , . (2.1.49) 
Prueba de la estimación (2.1.49) 
Puesto que en este caso se procede de manera similar a la prueba de la afirmación 2.1.2, 
nos limitaremos a comentar los cambios necesarios. 
Las condiciones ^,^' G T^^ir]), \r¡\ > CQ implican que |^| < (1 + ^ j |7;|, y 
\Ú ^ ( l + ¿ ) 1^1' (2-1-50) 
y ya que |Í?| < 2|^ | , se sigue teniendo que \r]\ ~ |^|, Consideramos una referencia ortonormal 
{61,62} del plano tal que ^ = |^|ei y escribimos r; = reí - 862. Los rangos de valores para 
r, s considerados son \r-\Í\\ < 4Co*, y 16 < s < 2| í | , donde C^ := 2+ ^ . Para^' G r¿(77), 
se cumple ^ - 1 < \r]\t < ^  + 1. Por tanto, |í - | | < |^ < 2í|[' siendo el dominio de la 
correspondiente integral en f: 
L ^ ^ < t < - + ^ . (2.1.51) 
Para £,' eT^(r])\B , sigue siendo cierto que 1»? - ^'| ~ ÍU2I, con eos 7 > eos 70 , para cierto 
ángulo 70 que podemos suponer de coseno mayor que 1/5, por ejemplo, y siendo 7 el ángulo 
que forman 77-^' y 62 • Para acotar el jacobiano del cambio de variables (a, s) *^ {ui,U2) = u, 
con u = Tj - ^', hay que aplicar las siguientes consideraciones. Por (2.1.51) y la condición 
1^1 > M > ^  , se verifica 2í + 1 < 2 + § . También de (2.1.51) se deduce !2í - 1| < g - . 
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Por ambas cosas, jéí'^ - 11 < Q ( 2 + 2C^/CQ)\^\-^ . Sabiondo (2.1.50), \ri\ < 2\Í'\, y que 
\r) — ^'1 > 100 , porque í,' ^ B , podemos escribir 
(l + l / C o ) - < M < 2 < M . 
Tenemos 
| 2 í i 2 - . « ( 4 í ^ - l ) i 
> 2|U2! " •'*i4í^  - l! > 2cos7o |u| - 2|^i \4t'^ - 1| 
> 2 eos 70 |"i - 2Co*(2 + 2C^/Co) 
= 2COS70 \u\ - 2Co*(2 + 2C*o/Co){l + l /Co) ( l + I/CQ)-' 
> 2COS70 !?i| - 2Co*(2 + 2C(;/Co)(l + 1/í^o)-^ • 
Vamos a demostrar que existe uii CQ > O tal que 
2COS70 |'u| - ¿ C Ó ( 2 + 2Co7C^o)(l + 1/CoM > \u\/lOO. ¿o 
Recordando que Cg = 2 + 2/CQ , es fácil ver que 
lím ¿(7o*(2 + 2Co7Co)(l + l /Co) 8 
25 
(2.1.52) 
Por tanto, existe un CQ de manera que la expresión a la que se toma el límite en (2.1.52) 
tome un valor menor que ^ + ^o = 2 eos 70 — -^ , donde EQ := 2 eos 70 — ¿ — i¿o • Nótese 
que SQ > O, por cumplirse que eos 7o > 5 > ^ + ogg • Para ese CQ , se tiene que 
|2u2 - s(4í'^ - 1)1 > |u | /100 . 
Siguiendo las líneas de la prueba de la afirmación 2.1.2, las aclaraciones anteriores deberían 
conducirnos a que 
G+{Í) <C " ' ^ ? ' \g(u)\'-\u\-H\^\''dtdrdu 
^C\^? f | f f ( í i ) ñ « r i 4 C o * C o * | e r ^ d « - C ! í ! / \g(u)\M-^du. 
Nótese que 
Queda probada la estimación (2.1.49). 
D 
A p;u-tir de (2.1.48) y en virtud de la estimación (2.1.49). obtenemos: 
i/r¡i;,.„ícw-.,,,^^,__,i"- i/(í)iX 
2.2 Ganancia de regularidad de Q^[q) respecto de q 53 
De donde. 
\\n\\w>^.2<C\\f\\^.,.^,M\,^. ' . .• (2.1.53) 
Aplicando la desigualdad de Cauchy-Schwartz como en (2.1.44). se prueba que 
J\r,¡>Co Jri(,,)nií 
J\r]\>Co JB 
En esta región |íyj '^ |C¡, y N T ' < 7^ l^ / - í l " ' , por lo quf' cambiando el orden de integnición 
en ^ y r/ por el teorema de Fubiui y proc<ídi(!ndo d(> inan(!ra análoga al ca-so lo en la prueba 
del lema 2.1.2. se obtiene 
\\I^\\w>^.2<C\\f\\^^,, ..,||.r/l|^., ^.,. (2.1.54) 
De las fórmulas (2.1.53) y (2.1.54) de deduce la estimación deseada. 
D 
Las estimación (1.5.4) de la proposición 1.5.2 se sigue de las estimaciones (2.1.8) y 
(2.1.35). Queda entonces demostrada la proposición 1.5.2. 
2.2, Ganancia de regularidad de Qsiq) respecto de q 
En esta sección vamos a probar en detalle la ganacia de casi una derivada del término 
cúbico, módulo una función de la clase C'^(R'^), respecto del potencial que se establece en 
el teorema 1.5.3. Empecemos por expresar la siguiente 
Proposición 2.2.1. Para n > 2 y T] eR" \{0}, 
q{Í)q{T] - T)q(T -~ Q Qsi,m=v.p. . : " : " ' , - 1 " . d^dr (2.2.1) 
+ 2^v.p.í f ^íM!L_!Mp_i)rf,(^)d, (2.2.2) 
\V\ j R " 7 r ( •^  ' ' rir,) T • (7/ - T ) 
-r^ Í í 9ÍÍ)9(^ - )^'?(^  - í) '^ (^^ i^ í^C) • (2.2.3) 
\Vr Jrir,) JUr,) 
Esta caracterización del término cúbic:o se deduce de la fórmula (1.2.3) para la resolvente 
del laplaciano (véase la nota C.2.1). En primer lugar, acotaremos el término esférico que 
aparece en la expresión de Q:>,(q){r]) en (2.2.3). y en segtmdo lugar, (^timaremos la parte 
de valor principal en (2.2.2). Respecto del otro término de valor principal en (2.2.1). nos 
limitaremos a comentar algmios detalles técnicos que puerian resultar novedo.sos al final del 
capítulo. 
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Notación. Para todo r; e M'^  \ {0} , consideramos las siguientes notaciones 
^ ) ( ^ ' ) --=1^ Í I 9(09('? - r)q{r ~ O da{T)dc{0 • v (2.2.4) 
\W Jr(n) Jr{v) 
Q^)ÍV):=^V.P.Í í ^ i M ! L ^ ( p í ) r f , ( e ) , . . (2.2.5) 
\m JR2 7r(7,) T-{rj~ r ) 
Para un potencial q en las hipótesis del teorema 1.5.3 vamos a probar que 
Q'{q), Q"(q) e W-'^'2(K2) + C - ( K 2 ) , 
para cualquier Í3 tal que O < 3 < a + I. Veremos esto en las dos subsecciones que sigtien. 
2.2 .1 . Est imación del término esférico Q'{q) 
Dividamos el conjunto r(r/) x r(r/) en dos regiones 
nv) ••= | ( ^ , r ) e r{r,) X r(7,) : 1^  - rj > j ^ l 
//(r,) := | ( ^ . r ) G T(n) x r(í?) : |^ ^ r | < M 
Podemos escribir Q'{q) = <5/(9) + Q'[¡{q) • donde 
Q^)(^) ••=é2 I I ^(OQÍV - T)q{T - O da{T)d, HO, 
Q^KV) •=rT, Í í qmiV - T)q{T - O da(T)da{0 . 
para todo r/ e M^ \ {0} . Formulamos las siguientes afirmaciones: 
1^-' {xQ^))\l^^,,, < <^iP-<i) M\l4q\\w^-^^..^ • (2-2-6) 
para cualquier e > O, y además 
| | ^ " ' ( x W ) [ i , , , , <í^(^:.5-9) (ll9ÍÍL^!l'?llv^,^Í2 + ll<7!IÍ2) MwB~^.s.2. (2.2.7) 
donde O < 3 + e < 2 y C(e, /3, q) es mía constante positiva que sólo depende de e. 3 y del 
soporte de q. 
Demostración de la afirmación Í2.2.6) 
Sabemos que II{r]) C //<(?/) U //>('/) como consecuencia de la condición ¡^  — T| < j ^ , 
donde 
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„,,„)„ lí_,l<M,,„_„.|„_,|<C|,_i.)|„| 
y (C,T) G r(r/) X T{T]) . En efecto: Supongamos que (^.r) € //{?/). Si |^| < ^ |r;l entonces 
\T\ <\T-S.\ + \ Í \ < ^ + ^ Ir/j. Luego ( Í , T ) e //<(r;). Si |^ i > ^ |r/| se tiene 
Ir? - íi = (!r/|2 - | íñ5 < (|7?|2 - i ¡r;|2)i = ^ i^ l^, y 
Ir? - r | < |r, -^  íl + 1^  - r | < ^ |ry| + M , 
de forma que {E,.T) € II>{r]). 
Se cumple 
¡ÓS9)(f/)¡ < A [ Í \m<Kv - T)rKr - 01 '/T(r)ria(0 
^ ^ K;l J Jllir,) 
m)'Kv-T)qÍT~0\da(T)da(0 
+ A í [ mniv - r)q(T ~ 01 da{T)da{0 
'¿Q^qXrj). 
(2.2.8) 
donde Q'ii^{q){r]) := | ^ / / / / ^ ( ^ ) \q{Í)q{T) - T)q{T - Oi d<T{T)dcT(í,), y la última igualdad 
se obtiene haciendo los cambios de variable í ' = 7^ — ^, T' = r/ - r en la integral (2.2.8) 
y cambiando el orden de integración en ^' y r ' por el teorema de Fubini y usando la 
propiedad de simetría (O^) € //>(?/) <=> (r,O € II>(^]- Aplicando la desigualdad de 
Cauchy-Schwartz a la expresión integral de Q'¡¡ {q){r]) y las propiedades de la región IIy{T]) 
podemos escribir 
V > / !H/J,^ •/{r;:|7)]>10} ' 
< 
donde F(r,) := / ir„)xrf.) i'?(^'" ^')Prf'T(r')'i'T(n y 
/ \ri?'~' I m)\ 
X / \q(T^ 
Jriv) 
T)\^daÍT)da-(^)F{j])d7]. 
C: 2 :== 1 ^ J_ 
7 2 ^ 100 
Sabemos que 
{(r/.f)eIR^xIR2. |,,| > iO,^er(ri), JO > ( 1 - Q)!/?;} 
c {(7?.0 e K2 X M^. j^j > 1.1^ ,1 < (1 _^  C2)'"M0 •»? G AíO}. 
(2.2.9) 
(2.2.10) 
(2.2.11) 
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y por el lema B.2, podemos cambiar el orden de integración en ^ y ?? y estimar la expresión 
{2.2.9)-(2.2.10) por 
/ ^ r l T / H ' ' ' " ' / ig(r?-r) |2Mr)F(r?)da(í?)de 
i{í6íR2:|í|>i} líl Jn(í) yr(^) 
<C\\q\\h í ^ r l T / N " ' " ' / ig(^- r )pda(r )da(r?)d^ , (2.2.12) 
donde íí(^) := {rj e A(0 : \v\ < (1 - C'2)^^|C|} , Y usamos que F(r/) < CJÍ^IIIQH^^ . Veamos 
esta última desigualdad. Si engrosamos la curva r(77) hasta 
r i ( , y ) : = | T e M 2 : | | T - | | - M j < i | , (2.2.13) 
por la parte (1) del lema B.l tenemos: 
F{rj) <C f f Mq{T - O^árdai^ < C\\Mq\\l, a{r{T,)) < C\v\ hWh , (2.2.14) 
donde la última desigualdad se sigue de la acotación del operador maximal de Hardy-
Littlewood en Í,^(M"), la identidad de Plancherel y de que la medida de r(í7) es 7r|T/|. 
Análogamente: 
/ \qÍTi^T)fdcTÍT)<C í \Mq{ri-r')fdT'<cf\Mq{x)fdx<C\\q\\l,. 
Jr{ri) JFIÍT,) 7K2 
Obviamente, si 77 G O(^) entonces |^| ~ |r;|. La expresión (2.2.12) está acotada por 
^ii«iiÍ3 / ^-^m'^-'<^mo)cii<c\\q\\UM%0-.+..^-
J{íeR2:|í|>i} 141 
Así hemos probado la estimación (2.2.6). D 
Demostración de la afirmación (2.2.7) 
Haciendo el cambio de variable T = r] ~ T' , tenemos 
m i v ) = r ^ / / mqiv - r')q{T' - o da{T')da{i) 
\m J Jlín) 11(7,) 
= ¿ / / ,, qm{r)q{ri -^ r - O da{T)da{0 . 
m J J{{í,r)erir,)xr{r,y.\i-{r,-T)\>^} 
Obsérvese que si ¡ryj > 2 podemos escribir 
{ ( í , r ) G r ( r / ) x r ( r , ) : | ^ ~ ( / 7 - T ) i > i A } = ( J I,{n) U Ioo{rj), 
donde para cualquier fc € Z tal que 1 < A; < [logj \r]\] denotamos: 
hiv) ••= [i^.r) e r{rj) X r(r,) : \Í - T\ ^ 2-^!r,|, |^ - (r; - r)\ > M | , (2.2, 15) 
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looiv) ••= | (€ , r ) e r(7?) X r(,,) •.\^-r\<i,\^-{n- T)\ > ^ \ . 
Nótese que el caso fc = cx) es necesario puesto que la unión desde fc = 1 a A: = [logg \r)\] 
tan sólo podemos asegurar que abarca el conjunto de los ^ , r tales que |^ — r | > 1. 
Para cada fc > 1 definimos 
Q^KV) := ¿ / / mm-rHiv - r - 0\dcT{T)da{0 X{n:\v\>2^}iv), 
i'/l J Jikiv) 
y la misma expresión para Ioo{v) j multiplicando por x • Para cualquier rj con I77) > 10; 
+00 
y entonces para probar (2.2.7) usamos que 
+00 
< 
WI3 
-toe 
Sea £ > 0. Para todo fc > 1 afirmamos: 
WQ'H(9)iiú'fl.^ í^  ^(e./3.9) 2--''= i|«IU2¡kll^^-1,2|k|lvi,3-i+.,2. (2.2.7a) 
Supongamos que O < /3 + £ < 2 . Entonces afirmamos: 
IIQL(9)IIVV^.2 < C(£, A?) llílU^ (||9l|^^-i,2ll9llwí-i+.,2 + ||9||L2||g||^,_3+,,,) , (2.2.7b) 
donde C{e. /?, g) > O sólo depende de £, /? y del spt g. 
En las siguientes demostraciones para estas estimaciones (2.2.7a), (2.2.7b) hacemos uso 
de las notaciones del lema 2.2.1 que constituye la herramienta fundamental para obtenerlas 
y ubicamos en la subsección 2.2.3 de resultados clave por cuestiones de claridad. 
Demostración de la estimación (2.2.7a) 
Hacemos h(ji) = l\{r]) U /fe(/?), donde 
2^'=|T/| 
llij))--=\{t. T) e ifc(r/) : |T - r/l > 
ÍÍ{ri):=\{Í.r)^lM--\r-vi\< 
100 
2-k 
100 j • 
Para cada j e {1,2} , definimos Q'^j {q)iv) de manera obvia multiplicando por X{,,:\,^\>2''}{v) • 
Por la desigualdad de Cauchy-Schwartz, y para \r¡\ >2^,je {1, 2} : 
Q\M){V) <A\ÍÍ \q{Oq{r)fda{T)daiO (2.2.16) 
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^ 1 1 m-T'-0\''da{T')da{0\ • (2-2.17) 
Empecemos con Q'H iq) • Por el lema B.l y procediendo de manera similar a como lo hicimos 
en (2.2.14), tenemos: 
/ / \mQ{r)\^da{T)da{i)<C\\q\\lJ |g(r)pda(r), (2.2.18) 
donde ^¿(T/) := ÍT G r(T/) : ¡T? - r | > ^ ^ | • Ya que JT/j-^ ^ < 2''^"'' y por el lema B.2, 
\\Q'AQ)\\%,a < C2'^^%\\1, f \n\^P-^+^^ I \q{r)\^da{r) 
x / / \q(^-r'-~£,')\Hcr{T')da{Í')dri 
X / / |g(r?-T'-^')P<^<^(^')í¿o-(Ocío-(^)á^ 
"' Jik{n) 
= C2-^^>^\\q\\lJ '&F,{r)dr 
< C{e,l3,q)2--'^^ \\q\\l, ||gf^_,_, \\q\\%,^,^,,, , 
donde la última desigualdad se sigue de la parte (i) del lema 2.2.1 con Ci = 1/100, y 
ífc(T) ,nfc(r) se definen en (2.2.36), (2.2.39). 
Puede acotarse el término Q',2{q){'n) de manera similar. En primer lugar, estimamos el 
factor 
I í \mqir)fda{r)daiO 
J Jlliv) 
por C\\q\\l, /5^(^) m)?d<j{0 , donde ^^iv) •= {? e r(,7) : \v ^ ^\ > m 2"'i^l} - usando 
el lema B.l como más arriba. A fin de estimar la expresión |!<9J2(9)||?Í^Q,2 como antes, 
procedemos análogamente de manera que la variable ^ ahora actúa justamente como la 
variable r antes, obteniendo que 
llQ%(9)ll?^..,.<C2-2-llalli, f \Éi^F,iOd^ 
< C(e„3,<7)2-^^''^ Mi, !kli;^,_i,, \\q\\ty,-.+..2 
49 donde la última desigualdad se desprende de la parte (¿) del lema 2.2.1 con Ci — j^g . 
Queda vista la estimación (2.2.7a). 
D 
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Demostración de la estimación (2.2.7b) 
Escribimos Ioc{r)) C llciv) U l'Liv) i donde 
iLiv) ••= {(e,T) e r{r,) X r(7?) : |r - el < 1 J r | > 1} y 
lUv) ••= {(e, T) G T{V) X r(í7) : |r -- el < 1, |T| < 1} . 
Denotamos Q', {q){ri) de la manera obvia (multiplicando por x), para j = 1,2. A fin de 
estimar el cuadrado de la norma de Sobolev de Q', {q) ,j = 1,2, aplicamos la desigualdad 
de Cauchy-Schwartz como en (2.2.16),(2.2.17). Por el lema B.l, para /^(ry), podemos hacer 
\q{T] - r ' - e')l ^ CMq{r] - 2T') , para cierta constante C que depende del sptq, ya que 
l ( ^ - 2 T ' ) - ( r ? - r ' - r ) l = i e ' - r ' ! < l , 
y para / ^ (TJ) , hacemos \q{ri - i' - T')\ < CMq('q - r ' ) , puesto que 
1^  ^ ^'_ / ^ (^  _ ^ ')| = ¡^ '1 < 1^'_ '^1 + |/ | < 2. 
Además, sabiendo que lí' — r ' | < 1 podemos escribir 
/ / Mq{r] - 2T'fda(S,')da{T') <C í Mq{T] - 2r')^do-(r') 
(igualmente con Mq(T] — r'), para I^{^))- Acotamos la integral que involucra a q{^) por el 
lema B.l. Cambiamos el orden de integración en T,r¡ por el lema B.2, y finalmente apUcando 
los apartados (M) y {iii) del lema 2.2.1 (dado que O </? + £ < 2), se obtiene 
\\Q'i^mw^.2 < C{e,f3,q) {\\q\\Uq\\l^^^.Ml,-..s.2 + lkllÍ2| |gf^, . .3, , ,) , 
y 
nw ._M,2 / ^ . , '••'-""f^_.,J|g|lM|gl,H..->... ||g',^(9)j|^^,,. < Cie,p,q) lkl|2 ..J|g|lM|gf' 
Esto termina la demostración de la estimación (2.2.7b). 
A partir de las estimaciones (2.2.7a), (2.2.7b) podemos escribir 
^ " ' ( x W ) | | j y 3 . , <C:(£,/3,g)||g||¿2(||9||^._i,,||9||vVa-i«.2 + ||<7lÍL2||9!i^,„j.,,,), 
quedando probada la afirmación (2.2.7). 
O 
De (2.2.6) y (2.2.7), escogiendo c = Q + l - / 3 s e deduce la estimación 
ll^''x^Q'(9)llvv<i.2<t^(Q,,3,g)(||5||/.2||í| |^_i,, + |k||i.)||9|ÍH.a,2, (2.2.19) 
para todo 3 tal que O < 3 < a + 1. 
Nota. Para que se verifique la acotación (2.2.7) necesitamos que O < 3 4- e < 2, y para ese 
£ esto se cumple puesto que /3 + s = a -t- 1 y O < o < 1. 
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Para controlar la norma de Sobolev no homogénea de ^~^X^Q'{<l) falta ver que la 
función está en L^(E^). Substituyendo /3 por O en (2.2.6) y eligiendo cualquier e tal que 
O < £ < 1 deducimos que 
ya que q G W^"(^~^)'^ (M^) por el lema B.l gracias a que q G L'^{R^). La afirmación (2.2.7) 
se cumple en el caso /3 = O para cualquier e tal que O < e < 2. De este modo, si elegimos e 
con O < e < 1 (de manera que q G ^^'^^^^^'•^(S?)) la acotación (2.2.7) con /? = O nos dice 
que T~^ (xQ^) & i^(K^) • Queda visto que 
^ - ' (xQ^)) e L^R^). (2.2.20) 
Escribimos 
Q'{q) = T-' ((1 - x) mq)) + ^-' ( x W ) , 
donde el primer término es ima fimción perteneciente a la clase C°° (M?), y el segundo está en 
Wl^'^(E?) para a,/? y Q en las hipótesis del teorema 1.5.3 gracias a (2.2.19) y (2.2.20). De 
este modo, hemos terminado con el término Q'{q) • 
2.2S. Estimación del término valor principal "mixto" Q"{q) 
Queremos probar que Q"{q) G W^'^{M.^) + C ° ° ( R 2 ) para todo /3 tal que O < /3 < a + 1 
para a y q como en el enunciado del teorema 1.5.3, donde el término Q"{q) se define 
en (2.2.5). Las singularidades en la integral en la variable r que tenemos en (2.2.5) son 
aquellos pimtos r del plano tales que T • {TJ — T) = O, es decir, los puntos de la circunferencia 
r(7/). Esta situación ya aparecía en la integral (2.1.3) para el término de valor principal 
P{q) correspondiente al término cuadrático. No debe sorprendernos pues, que utilicemos 
aquí también la partición del plano M^  introducida en (A.0.3)^. En este caso, tomamos 
Jo = jii siendo ji el menor entero tal que ji > I — log2((5i), para el Si del lema 2.2.2. 
Para ji < j < +oo , escribimos 
Q^(?)('?)! Q'-i^Úiv) denotan las expresiones obvias para los dominios roo(í7),r.-(í7) (sin 
la función característica). Si T; G M ,^ con |T/| > 2^ ^ : 
iV 
^Ahora no añadimos la condición |4| > lí — r;| en las expresiones de F ~{ri)Sj(r})Soo{ri). Recordemos 
que el término cúbico no goza de la propiedad de simetría en las regiones |^| > Ir; — 5 | , | í | < |ÍÍ ~ í | , como 
ocurría en el término esférico Q2(q) • 
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QU~q)iri) + E ^ ( ' í ) + Q^)(v) • 
j = j i 
En esta subsección demostraremos que en las hipótesis del teorema 1.5.3 se cumple 
ll^-'x*^Q''(g)llH.3.2 < C(a,/3,g) (||g|iÍ2 + | M | i 2 M ^ _ i , , ) 1|9||^^„.., 
para x* con CQ suficientemente grande que en particular debe cumplir CQ > máx{2^i, j - , 10}, 
para el ¿i del lema 2.2.2. 
Comprobemos que se cumple la estimación análoga a (2.1.12): 
\\:F-\xQ';-{q))\\w0.2 < C{e,p,h,q) \\q\\^0-^+.A<l\\l2. 
para e > 0 , /3 + £ > l y C{e,f3,ji,q) sólo dependiente de e, /?, ji y sptg. 
Se tiene 
Q''-(ci)iv) 
(2.2.22) 
< r T 3 / / mmv - T)q{T - ^)\da{0d7 
< 1^1 í I mmV~r)fda{OdT í í \q{T'~ Ofdaiadr' 
donde hemos apUcado que si r £ F •- (íy) entonces 
| T - ( Í ? - T ) | > c{hM\ 
y la desigualdad de Cauchy-Schwartz. También sabemos que 
/ / \q{r'- a'daiadr'= í í \q{T'- a'dr'dai^ 
Jr.-MJriri) Jr{r,)Jr (r,) 
< í f \q{x)fdxda{^')=7TMq\\l2. 
Jr{ri) ÍR2 
Así, obtenemos 
< ^-^\\Qh4 í [ mmv-~r)\^da{Od 
Gracias al lema B.l y a la acotación del operador maximal M en ¿^(M^), 
/ \mfd(7Í0 <C í (Mqix)fdx < C\\Mqf¡j < C\\q\\l, . 
Jr{n) Jriir,) 
donde ri(77) = {x e M^  : ja: - 2| - M | < i j . Tenemos 
Q''-{<1){V) |7?|2 'r,-{v) 
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\\r-\xQUq))fw^a<CM\J \vf^'' I m-r)fdrdr,. (2.2.23) 
Para T G r--( í?) , obsérvese lo siguiente. Si |T — ^¡ > (^ + 2"-^ "^'"^ ) \r)\ se cumple 
\ri - r | > ^_V\ \v\ ^  / I 2 M > Q + 2-^-^+i-i) M = 2-^ -^ +1 M 
y si | r — ^1 < (2 — 2 -íi+i) \T]\ entonces 
i»?--r¡ > !r?l > i i - Q - 2 - - \r,\=2-i^+'\r,\. 
Es decir, |r/| < 2^^ ^\T] — T\ . Para c > O tal que /3 + e > 1, este hecho nos permite acotar la 
expresión (2.2.23) por 
CMh í \V\-'-'' í Ivf^-^+^'lqiv - r)fdrdr) (2.2.24) 
7|,,|>io ^r (T,) 
-'1 
C^lkllÍ2 / \V\-'-^' í \v-r\'^^-'+'^\q{v^r)fdTdv (2.2.25) 
7 |T, |>IO " 'r (Í?) 
C|kl!Í2|kll'u.a,2 / Ivr^'^'drj < Cis,f3,h,q) \\q\\U\<l\\wP^^+s,2 • 
J\ri\>W 
< 
< 
Al pasar de (2.2.24) a (2.2.25) usamos que /3 + e - 1 > 0. Nótese que J¡ K^Q 1^1 '^ '? - 1-
Concluimos la estimación (2.2.22). 
Estimación de los términos de las coronas. 
En virtud de la desigualdad de Minkowski, tenemos 
0 0 
j = j i 
W0,-
< 
VÍA/í,2 
1^/3,2 
X) 
Si j > 1 y r e rj(r/), |T • (r; - T ) | > 2~^~''^\T]\'^ , de donde se desprende que 
\Qf{q){riy\ < 2'^\V.+OO)Í\V\)T^ f j \qm{r, - T)q{T - 01 da{0d7 
(2.2.26) 
Se cumple 
r , (7y )c<^re < 2-^+1 M} 
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y aplicando el lema 2.2.2, que constituye la clave de la convergencia de la serie (2.2.26), 
al caso 8 = 2~-^+\ sabemos que existen 7 > 1 y C = C(ái,£,/3,q) > O tales que para todo 
j e {1,2,3,...} verificando 2"^+^ < ¿1 (es decir, j > j i ) , es cierto que 
| ^ - ' ( x Q ^ ) ¡ | ^ ^ ^ , < C2^'+2(2-^-«r||q||^,_,+„. {\\qh4Q\\^^^,2 + II9IIÍ2) , 
donde £ > O satisface O </? + £ < 2. Podemos escribir 
00 00 
= CiS,,e,f3,q)\\q\\^,-.^.,2{\\q\\L4q\\^^-l2 + Ml2) • (2.2.27) 
00 
La serie 2_. 2^''''''^^' converge porque 7 > 1. 
Estimación de la parte singular próxima a T{T]) . 
En este apEirtado trataremos el término Q'¿^{q). Como se verá en seguida la clave del 
control de este término reside en el lema 2.2.2 y el lema 2.2.3. Vamos a probar esta 
estimación: 
\\:f-Hx* QÍiqMw^,^ < c [ hUAM^-^a + Iklli^  ] Mw^-^^^^^, (2-2.28) 
para cierta constante C > O sólo dependiente de e, /3, ¿i y del soporte de q, suponiendo 
X* con Co > 10 y Co > y-, para el 5i del lema 2.2.2 y dado que O < /3 + e < 2. Para ello, 
procedemos de manera similar a como acotábamos el término de valor principal Poc{q) para 
Q2{q) • Análogamente a (2.1.23), escribimos 
QU,M = h ' ^ { l +í~ ] [ ^ ^ ^ f c ^ f c ^ r f - Í O c í r , (2.2.29) 
donde 
•>2 . . ^ L "1 Ttiv) -.^ir&R'-.sK r--^ ^ ^ < 2-^'-'\v\}, y \m ^„_iv- i i 
r7{v):^{r&M.^:e<f 
2 
r - | | < 2 - ^ - ^ M } . 
Haciendo el cambio r ' = 4>{T) en la primera integral en (2.2.29), donde (f) se define en 
(2.1.26), obtenemos 
ktM Mr,) ^' • (^  - ^) 
mqiv' HrmiHr) - o 
Jf^MJrin) 4>{T) • {ri - <t){T)) 
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Se verifica 
, q'yCiqi'n - T)q{T - ^) 
r-iv-r) 
4>ÍT) • {TI - <P{T)) 
daiOdr 
D9{T)\ 
6^0+ L JY- ÍTi) JV 
qiOqiV - 'í>{r))q{HT) - O " m^iv - r)q{T - O 
+ 
+ 
/ / 
/ / 
Jr; (n)Jr 
iv) Jr{r,) 
QÍ^)q(.v ^ T)q{T - o 
m I \W W-i 
D(t)(T)\dai^)dT 
Vi 
2212 
2 l Hr) - \ 
\D4>{T)\daiOdT 
q{Oq{v - T)q{r ~ O 
riMJnn) 
d(j{£,)dT 
h'm 
r/l (T -{rj- r ) ) 
9 ( 0 [qirj - <Í>{T))q{<p{T) - g) - q{r} - r)q{T - Q] 
iv) Jnn) 1^1 
(¡iOqiv - T)q{T - O 
+ 2 
Jf7(ri)Jr{ri) \n\( 
l~ I 
i p - Hr) - i 
D(t>{T)\da{OdT 
fl + Hr) - f ) • 
• d(7Í^)dT 
q{i)q{n - r)q(T - O 
(^)J^(^)\n\{\l\ + \<t>{r)~l\)[ 2 ^ 1 ' 21 
daiOdr 
=: lím (ííf + Kf + Kf), 
donde hemos aplicado las identidades (2.1.27), (2.1.28) y (2.1.30) (para la variable r ) así co-
mo la igualdad 
1 1 2 
liP 0(r) T-{T)-T) (iii + i'AW-ii)(¥ + K- f l ) ' 
Con |r;| > Co, los términos l/ífl, | K^\ pueden acotarse superiormente por 
\qm(V - r)qir ~ ^)\ 
,{n) Jrin) H 
donde 
J{q){v)-=Cx 'iv) í f • da{^)dT, (2.2.30) 
TocC??) r e r - 1 2 < 1 
Para acotar la norma de J{q), tomando CQ > j - (para el ¿i del lema 2.2.2) basta controlar 
la norma del término Q'giq) con ó = 1/Co, siguiendo la notación del lema 2.2.2, ya que si 
\r)\ > Co entonces Todv) (^ ^siv), Para 6 = I / C Q . Por el lema 2.2.2 en el caso S = -¿^{< ¿ i ) , 
existe una constante C = C{e, (i, di,q) > O tal que 
\J{q)\\w^.2 < C (||qk.||g||^^,,i..!|g||jv,-...,2 + llglli2||<?||^ i.,^ , fe,2 ) (2.2.31) 
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Por otra parte, 
K-^J- [ f g ( 0 [g(^ ^ <P{rm{cP{r) - O - q{v ~ T)q{T ~ Q 
^ \v\Jf7(v)Jr( 
-M-lrM l i i ^ -kw-? 
daiOdi 
+ -I í 
\v\ JfTM Jr( 
qJO [QÍV - (^irm{4>ir) ^ O - qJV - TMT - Q I ' 21 
S Í T e r , - ( í 7 ) y | r? !>10, 
ii!^ w- i I r - 21 r 2i 
dai^di 
0 < 2 I 2l 
r - íi 
' 21 
< 1. 
Esto es. 
l^fl< -i í 
-L I 
H Jr-{r,)Jrin) 
|g(Og(0(r) - o [g(r? - 0 ( r ) ) - qjv ~ r)] | 
\W~\4>ir)~'j 
m)q{v - r) [q{4>ir) - Q - qJT - Q] 
da{^)di 
\w '/'H-? 
- dai^dr 
= Í{T{Mq)){v) + HJ2Íq))iv)), 
donde 
hl i r r ( n ) 7 r ( 
>/2(5)(r;) 
Jr^ir,)Jr(,,) 
- I I 
\w 4>{r) - \ 
- d(7{^)dT, 
mmv - T ) [ g ( 0 ( r ) - O - g ( r - O ] 
\w ^ir) - ? 
d(T(^)dr. 
Por la estimación de Calderón (véase (2.1.33)), 
M{'7q){ri - <P{T)) + M{Vq){T] - r ) \HJÁ<i)m\<c^i f 
<t>{r) ~ ? + |2| 
^ Í2l 
><\m)q{'í>ÍT)-0\MOdT 
<c{j^{j¡{q))iv) + nJ!{q)M): 
donde 
^ ( J i (q ) ) ( r ; ) := ^ / [ | g ( 0 M(Vg)(r? - <^(r)) g(0(r) - 0 1 ¿^^(0 dr, 
nJUimv)) ••= 7^2 í Í m)M{Vq)iri~r)qi<PÍT)~0\dc7Í0dT. 
Recuérdese que / := MiVq) • Se cumple 
1 
J¡{q){v) = -ri2 í I f{V'r')\qm{r'-0\\D^~HT')\da{OdT' 
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con la notación 
\m Jrt(v)Jv(r,) 
\v\'Jrt{^)Jr{n) k 
<3f(5(^), 
^i-^daiOdr' 
fiV-r')\qmir'-0\ da{^)dT', 
(r,) ^r(íí) 
roo(r/) = Í.T' e K^ : < 1 }• 
Aplicando el lema 2.2.3 y el lema B.4, tenemos 
\\T-' X*^Kiq)\\^,,, < C\\q\\^,.,^,,4\\qU2\\fh2 + WqW-.Jfh^ 
<C{\\q\\ Ii2 -r \\q\\^-í,2m\\L^ ) l!9iivv/3-i+e.2 
para cierta constante C = C{e, f3, q) > 0. Así, tenemos 
:f---\*TJl{q)\\^^^^<c[\\q\\l4q\\^,.,^,,, + \\q\\^^rJ^^^^ 1 ^ - 5 . -
IL2 | |9 | |L2J 
(2.2.32) 
(2.2.33) 
Se cumple 
<cí I 
|g(0|M(VQ)(r/~T)Mg(T-0 
|g(0|M(Vg)(?7-r)Mg(T-0 
in) Mr,) \V\'^ 
da{Í)dT 
da{C)dT 
ya que si T £ F^ (TJ), entonces \4>{T) — r | < 2 x 2 ^ ^ | ' 7 | < 2 , y por el lema B.l, 
mÍT)^0\<CMq(T~0, 
para cierta constante C > O que depende del sptQ. De nuevo, por los lemas 2.2.3 y B.4, 
podemos escribir 
J^-'X^J'JÍÍQ) M//S,2 < C{e,í3,q) (1 q\\h 'W^T. Í . 2 Í | 9 | I L 2 ) i|Q|lvV3-l+e,2. 
Esta última estimación y (2.2.33) conducen a 
con C = C{e,f3,q). Análogamente, por la estimación de Calderón, 
Mq)iv) <Tl2 i I l9(0 (¡ijl - ^) AÍV<?(0(T) - 0\da{0 dr 
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+ ^  Í í \mqiV^r)MVq(T~0\dcT(Odr 
^-^ l~ í l^ (^ ) ^9 (^ - 't>ir)) MVq{4>{T) ~ OI daiO dr (2.2.34) 
+ ri2 L í \m)Q{v-r)MVq{T-0\da{OdT.^ 
donde la última desigualdad se deduce del lema B.l usando que 
\qiV-T)\<CMq{r,-ci>ÍT)). 
Tomando el cambio de variable r ' = 0(r) en la integral (2.2.34) nos queda 
%{q){n)<-^ Í I m) Mqiv - r ') MVq(r' - ^| da(0 dr' 
+ 7 ^ / / m)q(v-r)MVqÍT^O\da{OdT. 
Por fin, el lema 2.2.3 y el lema B.4 nos conducen a 
para concluir que 
W0.- < 
C{e,0,q) (l g|l22 + |l9||^^_i,,||9lli2j||9i|j^^_,+,.,, ) 
\\^-''x*y'Q'L{q)\\w0,2 
<c 
<C{e,í3,Suq) 
suponiendo que O < /3 + £ < 2 
J'-'x*:FMq)\\^,,, + \\T-'x*^Mq)\\w0,2 + \\J{q)\\w3.^ 
9ll£2| |g | |^,3-i+.,2 + ||g||^^-l,2ll9||L2||9||^v'/3-'+^.2 
Se cumple Q"{q) = T"^ {\\ - x*\ Q^í) + ^~^ {x* Q ^ ) , donde el primer término 
es una función que pertenece a la clase C"^(R^), y el segundo pertenece a ^^'''^(IR^) en 
virtud de la estimación 
\\r-\*TQ"{q)\\^,,, < Cia,P,q) (II9IÍÍ2 + ||9|li2||g||^_ 1,,) My,^ (2.2.35) 
dado que x* < X (por ser CQ > 10) y que se deduce al tomar e = a + \-0 en (2.2.22),(2.2.27) 
y (2.2.28). Nótese que para ese e en particular se cumple la condición \ < (i + e <2 puesto 
que O < Q < 1. Para /3 = O y e = l i a s estimaciones (2.2.22),(2.2.27), (2.2.28) nos dicen que 
T''{x*Q^))^L\R^ 
Hemos visto que Q"{q) G W^''^{'^^) + ^^ (E^) para cualquier /? con O < /? < a + 1 
siempre que ay q estén en las hipótesis del teorema 1.5.3. 
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2.2.3 . Resul tados clave 
En esta subsección enunciamos y demostramos algunos resultados esenciales para el 
control del término de dispersión triple Q3{q) en 2d. 
Empezamos con el siguiente lema que permite demostrar la afirmación (2.2.7) que resulta 
clave para acotar la norma del término esférico en el espacio W'^''^{M?). 
Lema 2.2.1. Sean e > O y k e {1,2,3,...} . Sea Ci > O . Denotamos 
Fk{T) := I 17/12/3-3+2- [ [ \q(r^ - r ' - 0?da{T')da{í,')da{rj), (2.2.36) 
H{T) := / |í7!2^^-3+2- / {Mq{,^ - 2T')fda{T') da{rj), (2.2.37) 
JK(T) Jr{ri) 
G{T) := i |í?|2^^3+2s f ^Mq{r^ - T')fda{T')da{r,), (2.2.38) 
JMT) JMn) 
donde 
^k{r) ••= {v e A(r) •.\v-r\>C, 2~''\rj\} , (2.2.39) 
$(7,) := { r ' G T{rj) : \T'\ < 1} y A(r) := {r¡ G A(T) : \v\ > 10} , (2.2.40) 
y Ikiv) se define en (2.2.15). Entonces 
(i) Si r G M^ \ {0} , Fkir) < C(e,/3) ||g||^(5_i+^,2 > donde C{e,f3) sólo depende de s y f3. 
(ii) Para todo r G M^  tal que \T\ > 1, y para todos (3, e tales que O < /3 + c < 2 existe 
una constante C{e,(5,q) sólo dependiente de s, P y sptq que verifica 
H{T)<C{e,í3,q) ( l k f ^ , _ . + , . + |k||Í2|T|2/5-2+2-) , 
{ai) Para todo r G K^ \ {0} tal que |T| < 1, y suponiendo que O < /3 + £ < 2 .• 
donde C{e,f3,q) sólo depende de e, j3 y sptq. 
Nota. Nótese que F^;(r) está uniformemente acotado en k. 
Demostración del lema 2.2.1 
• Prueba de {i). Para r fijo, establecemos un sistema de referencia ortonormal {61,62} 
de K^ respecto del cual se escribe -^  = |r¡ei . Escribimos 77 = |r|ei + se2 , s G M, donde 
da{ri) = ds. Sea h[s) := \r¡\ = {\T\^ + s^)? . Puesto que \s\ > Ci2~'^h(s), tenemos que 
\s\ > Ci2~'' \T\ . Se cumple 
Ffe(r) < / h{sf'-^+^' í [ ¡qivis) -T'~ a?da{T')da{e)ds. 
J\sl>Ci2'''\r\ J Jlkivis)) 
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Consideramos el cambio de variables dado por 
y T" 
, r/(s) ^ h{s) 
•u, 
2 2 
con u,v e S^. Se cumple que da{^') = C h{s)da{v), y da{T') = C h{s)da{u). Puesto que 
hjs) 
100 \v{s) - ?' - T'I > -^ , sabemos que \u + v\ > 1/50 . Se cumple |w - v| < 4 • 2"'=. Escribimos 
F,{r) <C í h{sf^-'+'' í í 
J\S¡>CI2-I'\T¡ Js^JA{v,k) ¡>Ci 
7Vi2'= 
Hs), 
<c 
~[ • / | 5 | > C I 2 - ' ' | T | JAJ JAJ \ ¿ 
{u-\- v) j d(T{u)da{v)ds 
da{u)da{v)ds, 
donde yl(í;, fc) := {u e S^ : \u~v\ < A-2~'' y l+u-v > 1/5000} y {^ ^ : j G {1,2,..., Ari2*^ } } 
es un recubrimiento de solapamiento finito de la circunferencia S^. Cada Aj es un arco de 
diámetro 2~'^/50 y A'^ i una constante. También, 
Áj := {u e S^ : \u-v\ <4- 2~* , |M + f | > 1/50 , para algún v G Aj} . 
Dados V € Aj y u G Aj se verifica |M + ?;| > j ^ . En efecto: sabemos que existe un v' G Aj 
tal que \u + v'\ > 1/50 y tenemos 
1 ], 2-'' 
\u + v\ > \u + v'\ - \v-v'\ > 
50 diám Ai > 
1 1 1 
50 50 ~ 50 100 100' 
Parametrizamos la variable u como sigue 
u = eos ^  ei + sen 6e2 , ^ G [0,27r) 
con da{u) = dO . Por el teorema de Fubini, 
iVi2*= . ^ 
Fk{r) <cy2 / ~ '^ (*) 
^ JAj y |s |>Ci2- '=|r | J{u(0)eAi} 
2/3-l+2e Hs) {u{e) + v) d9dsda{v). 
Para j G {1, ...,-/Vi2''} y v G Aj fijos pero arbitrarios, aplicamos el cambio de variables 
{s,e) ^ \= (Al, A2) G M^  dado por 
A = -l^(u{e)+v) = - ^ ( ( c o s ^ + t;i)ei + (sen^ + ^'2)62). 
Se cumple dX = l^ (i+ (^^ )-^ )l rfsd^. Para cualquier j , sea el cono propio 
'u + v^ 
Hi r <0,v e Aj, u G Aj 
La familia de conjuntos {Hj : \ < j < Ni2^] tiene constante de solapamiento independiente 
de k. Para 6 en nuestro dominio de integración se cumple \u(e) + t'| > jgg y, por tanto, 
his) ~ I Al. Además, 
\u{0) + v\^ _^ 1 
20000 
|2 
l ^ /3 - l+e ,2 
70 Capítulo 2. Dispersión doble y triple en 2d 
Sabemos que para s con \s\ > C\ 2~^ \T\ , también se tiene^ \s\ > C(Ci)2"'^/i(s). Se verifica 
a-{Aj) ~ 2^*^. Nos queda 
iVi 2'' iVi 2* 
<C f iA|2'3-2+2 |^g(A)i2dA = C7!|g|| 
• Prueba de {ii). 
Seguimos las mismas líneas del punto anterior pero ahora no necesitamos el recubrimien-
to de solapamiento finito para S^. La variable s toma valores reales en toda la recta real. 
De la misma forma, aplicamos el cambio r ' = ^ ^ ^ "2 " ' ^^^ u e S^ y parametrizamos u 
por O € [0,27r). Hacemos el cambio de variables (s, 6) ^ X = (Ai, A2) dado por 
A = 7/(s) -2T'{9) = -h{s)u{e) = -/i(s)(cos(9ei + sen6'e2). 
Ahora dX = \s\dsde = (h{sf - ¡rp )5 dsd6, esto es, dsdd = — T ^ ^ ' y 1^1 = K») ^ l'^ l • 
Así, obtenemos 
H{r) <( í ^ + f ) \Xf>''^+'^Mq{Xf r 
\^{|A|>(l + |rP)2} A|r|<|A|<(l+|rP)2}y (|A|2 - |T|2)2 
=: J i + J2 • 
La primera integral no presenta dificultades, de hecho, Ji < C||9!|?r,3_i+j 2' PO'' ^^  lema B.4 
suponiendo que O < /3 + £ < 2 . Por la parte (2) del lema B.l, Mq{X) < C||g||i2 y tomando 
coordenadas polares obtenemos J2 < (^ 1191112 kP^"^"''^^ • 
• Prueba de {iii). 
Sea T 6 R2 \ {0} tal que |r| < 1. Siguiendo el mismo esquema que en el último pimto, 
parametrizamos la variable 77 por s G M, hacemos el cambio r ' = ^ ^ -\- - ^ u, con u & S^, 
y parametrizamos u por 0 e (0,27r]. Finalmente, hacemos el cambio (s, 0) —> A = (Ai, A2), 
dado por A = T]{S) - T'{0) = i [(|r| - h{s) cos6)ei + (s - h{s)send)e2] • En este caso, el 
Jacobiano de este cambio es dsdO = Ty-r íiAidA2 . La condición |T|, | T ' ( ^ ) | < 1 garantiza que 
el ángulo que forman r — r]{s) y T'{0) - r]{s) está uniformemente acotado por un ángulo 
agudo. Recuérdese que h{s) > 10. Así, IA2I ~ |A|. Esa condición también implica que existe 
una constante positiva C < 1 tal que |A¡ = \r¡{s) - r'{6)\ > Ch{s), luego h{s) ^^^ |A|. Se 
cumple 
G(r) <C f I \f'-^+'^Mq{Xf ^ < ¿7 ¡l.^-^ (Mq) ||2 , , 
J{\€U^:\X\>C'} \X\ ^ 
De hecho, de la condición \s\ > Ci 2 |T| se desprende la desigualdad 
(l + (Ci)=)í 
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y el lema B.4 acaba la prueba. 
D 
El lema siguiente resulta esencial para acotar el término Q'Uq) en (2.2.21). Si ensan-
chamos la curva r(r}) hasta el anillo rsir]) definido abajo (fórmula (2.2.42)) en la integral 
en la variable r de la expresión del término esférico Q'{q){r]) en (2.2.4), cabe esperar que 
la regularidad de la transformada de Fourier inversa del término así obtenido sea la misma 
que la de Q'{q). De hecho, este lema 2.2.2 se prueba de la misma manera que la prueba del 
control de Q'{q) • 
Lema 2.2.2. Sean /? e M, e > O tales queO < ¡3 + e <2 y q£ W^-^+ '^2(]jj2-) ^^^ función 
de soporte compacto. Escribimos 
Wiv) ••= X(S-\+oo)i\v\)A Í í \qm{v-r)q{r~-0\dcT{OdT, (2.2.41) 
\V\ Jr¡(n) Jr(r,) 
donde 6 > O yTs{r]) es el anillo dado por 
^siv) {^eE^:¡|r-||™M|<%|} (2.2.42) 
Entonces existen constantes Si > O, C(e,f3,Si,sptq) > O, 7 > 1 tales que para todo S con 
0<d <di: 
IIQá('Z)llw/3,2<C7(£,/3,ái,sí>íg)5^!|9l!;4.,-i+.,2(ikllL2||g¡|^_i,, + l l a l l i . ) . 
El siguiente resultado desempeña un papel fundamental para controlar el término central 
Q'^iq) correspondiente a la parte singular próxima a r(77) en Q"{q). Más concretamente, 
este lema se invoca justo después de aplicar la estimación de Calderón para evitar las sin-
gularidades y realizar las manipulaciones necesarias tomando cambios de variable y usando 
la parte (1) del lema B.l para obtener las expresiones 
7 ^ 1 I m)MWq{v-T)qÍT-0\d<r{OdT, 
\W Jrur,) Jv(v) 
7^ í [ m)M^q(v-r)Mq{T-0\daiOdr, 
A9 í I m) Mq(ri ^ T) MVq{T - Ó\d(JÍOdT, 
T^ í I m)Q{V-r)MVq{T^O\dcr{Odr. 
A la vista de estos términos, el lema 2.2.3 siempre lo aplicamos en el caso en que la 
función que se aplica a £, tiene la transformada inversa de soporte compa/;to y las funciones 
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que se aplican ar / — r y r — ^ pueden ser el resultado de aplicar el operador maximal 
de Hardy-Littlewood a funciones cuya transformada inversa tiene soporte compacto. En 
particular; las funciones que tienen por argumento r; — r y r — ^ no son necesariamente 
la transformada de Fourier de una función de soporte compacto. Dicho lema se prueba 
siguiendo las líneas de demostración del lema 2.2.2 como veremos en la subsección 2.2.5. 
Lema 2.2.3. Sean Í1J2J2. e W°'^'^{W^) n W-^^'^{B?), donde O < a < 1. Supongamos que 
/ i tiene soporte compacto y que /2, fs no tienen por qué ser de soporte compacto. Sean 
también P < a+ I y e := a+ 1 — f3. Denotamos 
HQ:ihJ2j3mv)--=X*iv)A Í f \fiiOMv-r)MT~0\da{OdT, 
\W JTOOM Jrin) 
donde Tac{T]) = {T G K^ : | ¡T — ri/2\ — \r]\/2\ < 1} y x* ^^ c%e con CQ suficientemente 
grande. Entonces existe una constante C que sólo depende de a, (i y del sptfi tal que 
\\Q'l{fl,f2,f3)\\iY0,2 
< C ll/l|ll,2||/2||L2|l/3|lvy;3-i+e,2 + | | / l ||j^-1,2 II/2| |L2 ll/3|lvi/,a-i+E,2 + | | / l |lvy/3-l+s,2||/2||L2 ||/3||z,2 
Nota 2.2.1. Compárese este lema con el lema 2.2.2 en el caso 5 ~ |r/|~^ con tres funciones 
diferentes. Considérese que esencialmente trabajamos con un término similar sobre un anillo 
con ó ~ |?7|~^, y en la estimación afirmamos la misma ganancia de derivadas que en dicho 
lema. 
2 .2 .4 . P r u e b a de l l e m a 2.2.2 
Como ya adelantábamos en la subsección anterior, la estrategia que usaremos para pro-
hax el lema 2.2.2 consiste en seguir las líneas de demostración presentadas en la subsección 
2.2.1 para acotar la norma del término esférico Q'{q) definido en (2.2.4). Al final de este 
apartado enunciamos y demostramos el lema 2.2.4, cuyo papel es fundamental en la prueba 
del lema 2.2.2. 
Empezamos por dividir el dominio r¿(r/) x r(77) en dos subconjimtos: 
I'iv) ••= { ( r , 0 e Ysiv) X T{r,) : |^ - r | > M | y 
Il\il) := | ( r , 0 e TM X r(r?) : | e - r | < M | . 
Escribimos 
Ó ^ ) ( r / ) :=X(á-i,+oc)(!'/l)A / / \qm{ri-r)q{T-0\da{OdT, 
y 
QÍ¡M){^ñ := X(á ^+oo)(l'?l) A / / m)q{ri - r)q{T ~ 0\ da{Odr , 
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para cualquier 77 G R^ \ {0}, de modo que Q '^(g) = Q'¡¡{q) + Q",¡s{q). Suponiendo que q 
tiene soporte compacto, vamos a demostrar las siguientes afirmaciones 
\\Q"iAq)\\w^,2 < C{e,f3,6^)6'+^ {MLÚQW^-^,. + Mh) lkllu..-i..,2, (2.2.43) 
y si además O < /? + e < 2 , 
\\QUl)\\w0.^<C{e,í3,S,,q)5'+'2 (\\qh2\\q\\^_.^, + \\q\\l,) M^,^,,.., , (2.2.44) 
para todo S con O < S < Si . 
El lema 2.2.2 se desprende de estas dos afirmaciones (2.2.43) y (2.2.44). 
Demostración de la afirmación (2.2.43) 
Hacemos 11^{rf) C //<(??) U / />(T/ ) , aplicando la condición ¡^  — T| < j ^ como en la 
prueba de (2.2.6), donde 
/ 4 ( ^ ) := Ur^O e r,(7?) X r(;?) : ¡^  - r | < j ^ , 1^ 1, \r\ <h^ + ± \ \ A ^ y 
IlUv) ••= | ( r , 0 e r , ( r , ) xr(r , ) : |e - r | < M , |.^  ^ ^|, |r, - r | < í ^ + J ^ j | r ; | | . 
Definimos 
í?5¡^9)(ry) ^ = ^ ( * - ^ + o o ) ( ! ^ l ) ¿ / / ^ , mmV-r)qir^O\da{^)dr, 
y Qf^q){v) de manera obvia, cumpliéndose que Q'¡,¡{q){v) < Q'¡,s {q)(v) + Q"ns {<l){v) • 
Nótese que los términos Q'^^s {q)ir]), Q'¡js ÍQ}ÍV) no son simétricos, luego tendremos que 
acotarlos por separado. 
Estimación de la norma de Q"i¡ (?) • 
Por la desigualdad de Cauchy-Schwartz, 
\\Q'iAl)\\%.. < í , \V?'^'I f \mü{n-r)?drda{0 
x í f \q{T'-0?dr'da{C)dr] (2.2.45) 
J Jni(r,) 
< I Ir?!'""' í \m? (2.2.46) 
X í \q{r]~TfdTdaiOFHri}dr,. (2.2.47) 
./*.(77)n/?(í,-rSr) 
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donde 
* ( r ; ) : = { í e r ( r ? ) : i e j < C 2 ! / ? i } , 
^M := {r € r¿(í?) : \T\ < C^Wl}, (2.2.48) 
F'{r,)= í I Iqir'-Or-dr'daiO-
J ir(r,)xrí(77) 
y C2 = - ^ + j¿Q. Puesto que 
{(77,0 e R ' x E ^ : 1^1 > ¿ - i ^ ^ g ^ ( ^ ) } 
C {(r?,0 G 1^ X M2 : 1^1 > ¿-1 j ^ j > M , ^ e A(e)} , 
O2 
y en virtud del lema B.2, podemos cambiax el orden de integración en ^ y íy y estimar la 
expresión (2.2.46),(2.2.47) por 
/ ^ / \V\''-' í ,^  \q{v-r)fdrF\r,)daiv)d^ 
/R2 KI 7ÍÍ5(Í) 7í,j(,,)nB(e;M) 
< es Mi J \^GÍiOd^ (2.2.49) 
donde la última desigualdad se debe al apartado (i) del lema 2.2.4, que enunciamos y 
probamos más adelante en esta subsección, G'f(^) se define en (2.2.71), y 
QsiO ••= {V e A{0 •• Wl > S-', \V\ > 1 ^ } • (2.2.50) 
Para deducir la desigualdad en (2.2.49) hemos aplicado que F^(r/) < C¿|í7p||5||^2 • Demostremos 
esta estimación. Tenemos 
F'{V)= [ í \q{T'^a^dT'da{e) 
< í [ \q{x)\''dxda{a<C\vMh^ 
Jr(n) JK2 ' (7,). 
donde hacemos el cambio de variables x = T' — ^ ', para cada ^' € ^{r]). Teniendo en cuenta 
la condición I77I > 6'^, se obtiene 
F\rj) < C\v\\\q\\l. < C\rj\\\q\\l,5\v\ = C5\r,fMl,. 
Hemos probado que existe una constante C" > O que no depende de S tal que: 
\\Q"risJq)\\w^^2 < Cd'^'\\qU.\\q\\^^_^Jq\\,^,,_,,,,,. (2.2.51) 
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Estimación de la norma de Q" ¡ (q). 
De nuevo, en virtud de la desigualdad de Cauchy-Schwartz, cambiando el orden de 
integración en ^ y r? por el lema B.2, y haciendo F^{T]) < CS\ri\'^\\q\\j^2, se tiene 
\\Q'k^i)fw,,2 
<C5\\q\\lJ ^-^ í \r,f0~^í \q{r^~r)fdrda{r,)d^, (2.2.52) 
donde 
Es:=U€R^:\^\>^l-CÍ ^ 4 , 
A(í) = {r, e A(e) : !?| < N < (l - C l ) "^ l^l} . 
En la integral en r] de la expresión (2.2.52) podemos poner el dominio A(^) puesto que en 
la región //>(??) se cumple que |^| ~ \r]\: 
lei = {\V\' - Ir? - e n ^ > (Ir/P - CMr = ^ T ^ l \V\ • 
Por otro lado, para todo rj € A(^), tenemos 
f \qiV-r)\''dT< í \q{x)\'dx=\\q\\l.. 
Además, si^eEs se verifica a ÍA{0) < C\^\, y ! í r ' ~ ' " < (l - C|)"*'+^''^'¿^+2^ . Por 
todo ello, podemos acotar la expresión (2.2.52) por 
cs\\q\\h í ^ier-v(A(0)rf?<c¿wi./" m)f\^\''~'d^ 
= es \\q\\l. í m)ñ^\'^~'^''\^r'^''d^ < Cie)S'^'^ MUqf^,-.,.a • 
JES 
Hemos probado la estimación 
que junto con (2.2.51) nos conduce a la afirmación (2.2.43). 
• 
Demostración de la afirmación (2.2.44) 
Aplicando el cambio de variables T = r] - r' en la integral 
/ / \qmiV-r')q(T'-^)lda{OdT', 
J JiHv) 
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deducimos que 
Q"s{<l)iV) = X{í-i ,+oo)(i'7Í) j - p 
J i{(r,€)er5(„)xrc,,):|€-(^-^T)|>i2¿} 
Obsévese que si ¡77I > 2 podemos escribir 
{ir.O^Ts{v)xnv):\^~{V-r)\>^}= () 7|(r/) U/¿ (T?) , 
donde para cada k tal que 1 < A; < [log2 |Í?|] : 
4ÍV) ••= {(r,C) e r,(,7) X r(r?) : |e - r | ~ 2-%\, \^ - (v - T)\ > ^ 
100 
100 
Para todo k G {1, 2,...} definimos 
Q ^ ) ( T / ) • • = X ( ¿ - ^ + o o ) ( W ) ¿ / / \Qm{r)q{v-r'0\da{OdT. 
Si \T]\ > 2 (ái < i ) se tiene: 
+00 
iLiv) ••= { ( r , 0 e Tsiv) X nr,) : ¡^ ^ r\ < I, \^ - (v-T)\ > ^ } . 
k=l 
y por la desigualdad de Minkowski, 
+00 
||Q';.(9)llíy..2 < Y. \\Q'k^^)\\w^.^ + \\Q'k{q)\\w^,2. 
k=l °° 
Afirmamos que para £ > O y A; G {1,2,3,...} : 
\\Q';i{q)\\w0,^ < C¿i+-/2 2-'=^/2 \\q\\l, (||9Í|^^,_.+... + | |g | |^ ,_3^„.) , (2.2.44a) 
y también 
[ B, s iO< /3 + £ < 2 , 
donde 
A := CS'^'Mr.2 {WqW^-^JqU>^^..... + ML4<l\\,y3--i,.,2 + ML^QWW^-^^^.^) > 
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Demostración de la estimación (2.2.44a) 
Consideramos la descomposición /^(r?) = ll'^{r]) U ll'^{r]), donde 
Ik'iv)--=[{r:0e4{v)--\r-^v\>2''^'^ , (2.2.53) 
I¡''ÍV) ••= {(r ,e) e ll(r,) : |r - r/| < 2 ' ' ^ ^ . (2.2.54) 
Para j £ {1,2}, denotamos 
Q'¡^.siq){v) •=X{s-^,+oc){\v\)X{n:\r,\>2''}iv)r-^ 
I I , \mQÍr)q{V-r'^)\da{OdT 
• Empezamos con el término Q"i^s{q) • Vamos a probar la siguiente estimación; 
'k 
\\Q'¡rÁq)\\w^,2 < C5'+'^ 2-'=^/2||9l|2, (||9||(^,^,,„, + ||g||^^,._3,,,,) . (2.2.55) 
Hacemos una división más: 
l'/(r,)=lli{r,)Ullfiv),donde 
lliiv) ••= { ( r , 0 e Il'\v) : |r | > Iry - r | } , (2.2.56) 
lliiv) ••= {iT,0 e Il'\v) : ¡rj < Iry - r l} . (2.2.57) 
Usamos las notaciones Qji,s{q)ÍT]), Qji,s{q){'n) i con el significado obvio multiplicando por 
k,a k,b 
las funciones características X{5'\+oo)(\'n\) i X{t^:\r,\>2''}iv), de manera que 
QM^Kv) = QMq)[ri) + Q¡^q)iv) • 
'k k,a k,b 
Por razones técnicas, si fc > logoíl/lOOOá) el término Q i.s {q) debemos dividirlo en dos más: 
k,a 
QA,i{q] = Q¡^.^ iq) + Q,^.f («)> 
'k,a 'k,a,l 'k,a,2 
donde para j £ {1,2}: 
Q'p7~{q){v) •=X{5-^,+oo)M)X{^:\r,\>2>'}(v)-r73 k,a,j l'/l 
X / / mMT)qir¡-^~T)\da{OdT, 
y además, 
lliiiri) := {(r,e) e /¿;^(r,) : 2 - * ^ ^ < |,, _ r¡ < lOS\rj\'^ . 
llÍM---{i^'0&Civ)--\ri'r\>10S¡rjl}. 
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N o t a 2.2.2. Si fc < loggí 1/1000(5) (es decir, 2^ =^ J^i > loíir/i) basta restringirnos al término 
Q i,j (g), puesto que ll'%) C 1IÍ2ÍV) • 
k,a.2 
Empecemos por el caso -^^'^^(Í?)- Las condiciones |r?| > á~^, i?7| > 2*^  implican que 
|r;j"^/2 < á^/2 ^ |7y|~ /^2 < 2~*^'/2. Luego \r]\^^ < S^^^2~^^^^ . Teniendo en cuenta esto y por 
la desigualdad de Cauchy-Schwartz: 
Q';:r{qM < á^/22-'=-/2|r,|-3+- ( f í m)<Íir)\'daiOdT] ' (2.2.58) 
x\ í [,, m - r ' - Ol'^daiadA . (2.2.59) 
Para (r,^) G Ij^-'^iiv); se cumple j ^ | ~ \T]\ con constante dependiente de ¿1 < 1/1000. 
En efecto: 
|í7l > lí! > |í7 - T - ^ - Ir/ - r | > M - 10á!r,| > ( ^ 0 ~ ^^^') ''''" 
Por tanto, para cada rj fijo, podemos escribir: 
/ / , , \qm{r)?da{OdT < í \q{r)\^dT [ m)?da{0 
<ll9llÍ. / , imi'daiO-
•^{íer(r,):!í|>(^-ioái)M} 
Además, 
/ í \q{ri-r'~afda{OdT' 
<l í \q{ri-T'-0?dT'da{0 
JT(r,) JTSÍV) 
< I I \^{x)\^dxda{í:)=i,\r)\\\q\\l, 
Jr(n) v/s2 
En virtud de las estimaciones que acabamos de ver tenemos 
i2/3-3+2e IQ,M (?)|P^,a..<C¿2+-2-*=^||5||4, í lr,{ 
X í m)\^daiOdv 
V{íer(r,):|í|>(ji;-ioái)H} 
= Có-2+-2-'=='lkllÍ2 /" -^^^ '^^  
/ R 3 ICI 
X / \vf'-'^'^da{v)d^ 
J{v&Mí)-\í\>i^-WSi)\r,\} 
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donde se aplica el lema B.2, la propiedad |^| ~ |Ty|, y que la medida del conjunto 
es del orden de |^|. Queda vista la siguiente estimación 
llQ.i,. m\w0,2<C5'^''H-''^'^\\q\\l4q\\^,^,^,,,. (2.2.60) 
Sigamos ahora con el caso f^c'„ 2(^) • Para cada T] fijo, acotando por el operador maximal 
de Hardy-Littlewood por la parte (1) del lema B.4 y análogamente a la estimación (2.2.18), 
tenemos 
/ / , \qm{r)?da{£)dr < C\\q\\% í |<z(r)|2¿r. 
Por todo eUo, aprovechando que I??! > S~^ y cambiando el orden de integración en las 
variables r, rj, por el teorema de Pubini, se cumple 
\\Qi^.s {q)\\%,,2<C5^+'2-'''\\q\\l2 í \q{T)fGÍ{T)dT 
<C6''+'2-''^^\\qtLM?w,-....^ 
donde la última desigualdad se desprende del apartado (M) del lema 2.2.4 y Gjír) se define 
en (2.2.72). Hemos visto que 
IIQrM {q)\\w^,2 < C5'^^^2-'^''^\\q\\l4q\\^,^^,.,2. (2.2.61) 
'k,a,2 
De las estimaciones (2.2.60),(2.2.61) y por la nota 2.2.2 llegamos a que para cualquier entero 
A; > 1 se cumple 
\\QMq)\\w^,2 < C5'+H-''''^q\\U\q\\w^-^^-.,2 . (2.2.62) 
k,a 
Por otra parte, siguiendo los mismos pasos que en el caso I^laAv). obtenemos 
\\QMq)\\U2 < CS^2-'^ Mh I \q{r)?GÍ{r)dr 
donde la última desigualdad se desprende del apartado {iii) del lema 2.2.4 y GI(T) se define 
en (2.2.73). Aplicando la sencilla fórmula ^Ja + b < y/a + y/b, para a, 6 > O, y obviando el 
factor 2~* , llegamos a 
\\Qjr,{qn^,.2 < Cál+^/22^'=-/2||g||i. {\\qU,-u-..2 + M.^s-i^..) • (2-2.63) 
A partir de (2.2.62) y (2.2.63) se deduce (2.2.55). 
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• Seguimos con el término Q"2,s{<l) • En este caso vamos a ver la estimación siguiente 
\\Q';2A.q)\\w^.2 < C<5^+'"/22-^-/2 |i<7|iÍ.ik!|^^„,__3,,,, . (2.2.64) 
Aquí también usamos que ¡r/j"^ < 5^/'^2~^'^^'^ . Aplicando la desigualdad de Cauchy-
Schwartz como en (2.2.58),(2.2.59), teniendo en cuenta que si (T,^) £ /¿.' (ry) (con A: > 1) y 
\v\ ^ ^~^ se cumple 
! e ! > | r - ( , - r ) | - i r , - r | > ^ - 2 - ^ J ^ > Í ^ . 
i ' ? " í l > \T^Ú-\n-T\ > 2-'^-Hn| - 2 - ^ ' M = — 2~*^ |r?j > —^-^Ó-K 
I / ' , 1 _ I ' , 1 1 / ¡ - I /! ^ Q Q ^ Q Q I / i - -^QQ 
y que 
/ / , \qm{T)?dcj{OdT 
< í \q{T)\'dT I \m?dcT{0: 
JR^ J{í€r(v) •• l'j|<20o|í|,!í,-í|> J j 2 " í - i } 
y cambiando el orden de integración en ^ y r/ por el lema B.2, se obtiene 
\\Q';2.s{q)\\l,.,<CS'2-''^\\q\\l, j m) |2 
2/3-5+2e 
!'/¡ {r,eA(í): |r/|<200iíi,|7,-í|> j f 2 - ' ' á - i } 
X / JT/ 
X / / ^ láír? - r - r')|2da(í')rf^'rf^(^)'^ 
<Cd'2-''\\q\\lJ imi^GliOd^ (2.2.65) 
< ^ ^ - 2 + e 2 - f c . | y 4 ^ y | 2 
vi 2 ' 
El apartado (iv) del lema 2.2.4 explica la última desigualdad y la expresión GI{^) se define 
en (2.2.74). La desigualdad en (2.2.65) se deduce de la propiedad |^| ~ \T]\ . Queda vista la 
estimación (2.2.64). 
De las estimaciones (2.2.55) y (2.2.64) se deduce la estimación (2.2.44a). 
n 
Demostración de la estimación (2.2.44b) 
Hagamos una descomposición niíís. Escribimos I^{r]) = /^¿^(r/) U Ic¿ {r]). donde 
^^'( ' / ) :={(r .0e4(r / ) : i í l> l} . 
^x'('/):={{T.0e/4(í?):|e!<i} . 
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Para j e {1,2}, denotamos 
• Empecemos con el término Q'\,s(q). 
Aplicamos la desigualdad de Cauchy-Schwartz como en (2.2.58).(2.2.59). La integral en 
r que nos queda la acotamos usando la identidad de Plancherel; 
/ \q{T)fdT < \\q\\l,. 
Para (r',^') e /Í¿*(/?) se tiene |(r; - ^' - r ') - {rj - 2^')\ = |^' - r'i < 1 , entonces, por el 
apartado (1) del lema B. l , 
| í ( ^ " í ' - r ' ) | < C M r / ( r ; 2 0 , 
verificándose 
f í \q{r¡ - r - r ')pdT'da(í') <C í (Mq{r, - lí,')? C'{B{(,'. 1)) daiO 
J JikHn) •Inri) 
= C f {Mq(r, ^ 2e)?da{a • 
Jr(„) 
Por todo ello, usando que si \T]\ > 6~^ entonces |T/|"~^"'^^ < d'^ +'^ .^ y cambiando el orden de 
integración en las variables ^, T; por el lema B.2, obtenemos 
donde la función H se define en (2.2.37) y la última desigualdad se deduce del apartado («) 
del lema 2.2.1, suponiendo que ü < 0 + e < 2. Hemos probarlo que 
WQ'IUinw^.^ < cs'+'Mc^ {M^ iM\w'^ >•=- + ikll/.^ ü'?!!,,,. i....) • (2.2.66) 
suponiendo que O < 0 + s < 2 . 
• Vamos a estimar el término Q'V *(</)• Volvemos a hacer Canchv-.Schwartz como en 
(2.2.58),(2.2.59). Es fácil ver que 
IL lí'(v) mnÍTfd(T{^)dT<C'aqV{\2. 
Puesto que si (r ' .^') € í^~^\ri) entonces 1?7 - (,' ^ r ' - (T? - r ' ) : - ií'; < 1 , por el lema B. l 
|g(r;-_^'-r ')l < CA/^ír^-r ' ) - Además, {T'.£,') e l'Í^(r]} también impura que \T] r'i ~ ¡r/j; 
¡m > Iv - T'\ > \ri\ -' \T'\ > ¡Til - 2 > (1 - 2di)!?/;. 
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teniendo presente que \T'\ < ¡ '^ — T'\ + |^'| < 2 , y que \r]\ > ó"^ > 5j"^ . Aplicando de nuevo 
que \ri\~'^''^' < 5^ +^^  , la acotación |ry — r'¡ > (1 — 2¿i)áj ' , y el teorema de Fubini, tenemos 
J|r'l<2Í¡r;-T'|>C 
lkllÍ2 í \xf^~'+^'\Mq{x)fdx. (2.2.67) 
J|xl>C 
< 
Por el lema B.4, sabemos que la integral en (2.2.67) está acotada por C'||<?||?r,/5_2+e 2 i ^^  
l < / ? + e < 3 . Y s i O < / 3 + e < 2 : 
/ \xf^-'+^^Mq{x)fdx< í \x\^f'-'-^'^\Mq{x)fdx<C\\q\\%,_,^,,,. 
J{\x\>c} m^ 
Luego, hemos demostrado lo siguiente 
•^^  i C'^^+^l|9!IÍ2lkllvv/3-i+.,2, s i 0 < / í + e < 2 . 
La estimación (2.2.44b) se obtiene a partir de (2.2.66) y (2.2.68). 
D 
Es evidente que de la demostración de (2.2.44a) se puede deducir la estimación 
I1Q';.(9)IIH'/3.2 < C¿1+^/2 2-'= '^/2 ||g¡|Í2||</||,v/'-+e,2. (2.2.69) 
k 
También de obtiene fácilmente de la prueba de (2.2.44b): 
\\Q'kig)\\w>^.2 < C5'+' (||g||Í2 + \\q\\^^^,M\L^) Mws-^^^,-^ • (2-2.70) 
Finalmente, de las estimaciones (2.2.69),(2.2.70) se desprende la afirmación (2.2.44). 
D 
Para concluir la demostración del lema 2.2.2 sólo nos queda probar el siguiente lema. 
Lema 2.2.4. Sean ^, r G R^ \ {0} y fc > 1, e > O. Recordemos que Ci = -75 + jgo • 
Denotamos 
GUO--= í |í?P-'/ ^ \qiv-T)fdTdaiv), (2.2.71) 
GUT) := / |7?|2^-^+2. í í 1^ ^^  _^,_ r')fda{adr'dv, (2.2.72) 
G¡{r) := í |7;|2'5-6+2c f f ¡^ (^  „ ^. „ r')fda{e)dr'dv, (2.2.73) 
GiiO ••= f \rf^-'^'' í [^ ^ \q{ri - í ' - T')fda{OdT'da{rj), (2.2.74) 
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donde nsiO, *<5(^ ) se definen en (2.2.50), (2.2.48) y /¿f(T?), I^'^r,), ll'\v) en (2.2.56), 
(2.2.53), (2.2.54), respectivamente, y además 
LS{T) - {Í7 G R2 : r e T¡{r]), Ir/ - T| > IQ6\7]\, |T| > |Í/ -^  r |} , (2.2.75) 
AKr) := {r/ e E 2 . |^| > ¿-i ^ ^ ^ Ts{r,), |^ - r | > — |7?1, |r | <\r,^ T\) , (2.2.76) 
4Q 
A|.fc(C) := {í? € A(0 ••\n-^\>^ 2-'=¿-i}. 
Entonces existen (5i > O, C = C(ái) > O íaZes gue pora iodo ¿ e R con Q < 5 < 6\ se 
cumple: 
(^^)G!(C)<CT2W;,„3,„, . 
Demostración del lema 2.2.4 
• Prueba de (¿). Sea {ei,e2} una referencia ortonormal en R"^, tal que ^ = |$|ei . 
Escribimos T] = |^|ei + se-z, donde s £ K, da{rj) = ds, y h(s) := \T)\ = {\í,f + 5^)5 . Sea 
í(^) := ((C2)-2 _ 1)5 1^ 1. Se cumple que 
Hs) > \^]/c2 ^ \s\ > m • 
Tenemos 
GÍ{0<S^' Í h{sf^-''+^' I \q{n{s)~-r)fdrds, (2.2.77) 
J\3\>m i*¿(r;(s))nB(e^) 
Para todo s fijo, hacemos el cambio de variables r = {T\,T2) -+ (t,d) dado por 
r = = ^ + í ^ « ( ^ ) , 
donde «(6») = cos6'ei + senee2 , con ií - 1| < 2(5 y (9 € [O, 27r). El término jacobiano es 
dT=\ th{sfdtde. Para cada t, existen ángulos 71 {s, í), 72(5, t) tales que 
0<liis,t) <72Ís,t) <2n, 
\T\<C2his) <:» Ms,t)<S<l2{S:t). 
La fórmula (2.2.77) está acotada por 
- l + 2 ¿ /•72(s,t) ^ r l  S,i) / „ / • , ) fitg) 
J\s\>ue)J\-2S Jji(s.t) V ^ ^ 
2 
2.9-l+2e, h{sY-'-'+^^d9dtds 
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r\+2d f /•72(s,í) / 
C8^^ t / í ( 
Jl-2S J]s\>líf) J-yi(s,t) \ 
'vis) Ms) 
t^u{0))\ his) 2/3-1+2S dOdsdt. (2.2.78) 
Pa ra t fijo, consideramos el cambio de variables polares (s.O) -^ A = (Ai, A2) dado por 
, , \F\ — th(s)eos9 s — th(s)sen0 
A = Aiei + Asea = 7/(5) - r = ^^^^  ^ ei + Y ^2 • 
Calculemos el término jacobiano: 
-ai eos g 9(Ai,A2) 
d{s,0) 
y de lucimos dOds 
th(s) senO 
2h{s) 2 
th{s)cosí 1 (1 _ ts sen B \ 
2 {^ h(s) ) 
th{s) / St \ 1 / S ( í 2 - 1 ) 
jüTZy, r d\id\2 • Es cierto que h{s) ~ |A|: 
HS)<\T,{S)^T\ + \T\<\X\+C2h{s) 
Además, se verifica 
s{t' ~ 1) 
[1 - C2] h{s) < |A| < (1 + Si)h{s). 
+ h > 1-^21-
S{t^ - 1) 
> C|A| - C'S\X\ > C\\\ - C'5i\X\ = C{Si)\X\, 
debido a que |A| ~ IA2I y a las desigualdades | s | < (|^|^ + s^) ^ = h{s) < j ^ ^ |A|, y 
| í 2 - l | = ( í + l ) | í - l | < (2 + 2¿)2¿ = 4¿ + 4^2 < 8 á . 
Nótese que elegimos 81 ta l que C — C'Si > O. Demostremos que \\\ ~ IA2!. Consideramos 
dos casos. En primer lugar, supongamos que 
m á x { | í ! , | T | } > 1^1 
M E n este caso, las condiciones Calr/I > | r | , | ^ | y |4 - T | < ^ implican que ^ , T están 
en un único semiplano de los dos determinados por 77, í í ^ := {^ G M'^  : ^ • i^  > 0} y 
H"^ :— {£, £ ^ : £, • V < Q) , donde P = (-??2,^i) • Suponiendo que ^ , T £ i í ^ , se cumple 
que el ángulo 7 entre T — T] y £,—r] es menor o igual que un ángulo del orden 7^^^^ + 0{6), 
cuando á -» O, donde 7 ^ ^ es el ángulo entre p - T] y p - T) , donde p,p € H^ n T{r]) y 
IPI = ¥ - T I = ^ W , | P | = C 2 W . Se tiene 
/max - 2 ' - 2 12 12 ' 
donde 7 es el ángulo entre ~r] y p — r], ya que sen 7 = ^ > sen f^ , y esto implica 7 > -j^ . 
El caso ^, T e H^ es idéntico sólo que p,peH^. 
Supongamos ahora que máx{ |^ | , j r |} < ^ . Sean p' y f? los únicos puntos de T{ri) que 
distan ^ del origen. Entonces el ángulo entre r - 7 7 y ^-r¡ es menor o igual que un ángulo 
del orden 7!^- + 0(S), cuando á -^ O, donde 7^^^^ es el ángulo entre p' - v Y (^ ~^ V Y vale 
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Por tanto, las condiciones r G T^ÍT}) , ^ G r{r¡), | ^ | , \T\ < C2\T]\, |T - ^ | < ^ implican 
que 
|A| > IA2! = ¡A |cos7> |A|cos(7máx + 0 ( á ) ) > |A|cos(7^áx + Cái) , 
donde -y^náx = ^^^{imáx^ Tmáx) = ff y 1^ constante eos (7niáx + C'í 1) es positiva porque 
O < 7máx + C6i < I (para Si suficientemente pequeño). Hemos probado que |A| ~ IA2I. 
Se verifica fácilmente que Ji^25 tdt = 4S. La, expresión (2.2.78) está acotada por 
C j i + 2 - / |í(A)p|A|2^-2+2-áA. 
• Prueba de {ii). Para un ry e K^ \ {0} fijo, se puede probar que 
sup | r ^ r o | = -S\v\, 
| r |> | r , - r | ^2 ) 
donde TQ es la proyección de r sobre r(7/) que verifica 
To = Ar , para cierta A G M, y T • (rj — TQ) = O. 
Puesto que el máximo de la función (1 + ¡5)/ ( l / 2 + á + (5^ ) 2 y^le -\/2 , para ¿ > O , podemos 
escribir, para todo r e r¿{Ti), con | r | > \r¡ - T\ : 
\T - rol < V2S\r]\ < V262\T\ < AS\T\ . 
Sea {61,62} una referencia ortonormal del plano tal que r = | r | e i . Para rj € A ¿ ( T ) , 
tomamos el cambio de variable (771,7/2) -^ {r, s) dado por Í? = TQ + (T? - TQ) = reí + «62, 
donde TQ = re í , ry - TQ = 562 , dcr{T]) = drds y 
(1 - 4S)\T\ < \T\ - | r - rol < r < | r | + | r - ro| < (1 + 4 á ) | r | . 
Sea 7 el ángulo entre T - -q y TQ - r]. Entonces 
\s\ = \ri-T\ eos 7 > C'lv - r | > C'10S¡T]\ > C ( ¿ i ) ¿ | r | , (2.2.79) 
y a q u e s e n 7 = | r - r o | / | í ? - r | < ^/2 6\r}\/\r]-T\ < >/2/10 . La última desigualdad en (2.2.79) 
usa que | r | < (1 + Si)\r]\. Así, 
/.(l+4á)|rl r 
GÍ{T)<C / h{s,rf^'-'+'-' 
J(1^4S)¡T\ " ' |5 |>C(<5I)<5|T-| 
X í í \q{rei + ,S62 - r ' - ^')fda{^')dT'dsdr . 
J J ríÍ(riir,s)) k. 
donde h{s,r) := \T]\ = (r^ + 5^)2 . No vamos a utifizar las relaciones que satisfacen ^' 
y r ' entre sí que dependen de k. Para r fijo, hacemos los cambios ^' - 2ii£l ^|—LÍ!!) y ^ 
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T' = 2Í|ll + íM££Í u ^ donde uG S^t ~ 1\ < 26 y u = cosí?ei+sen6'e2 , donde 6^  e e{t,v) 
y paxa cada í, v definimos el dominio &(t. v) := {9 € [O, 27r) : ^ < \v + tu{0)\} , consecuente 
con la condición de partida I»? — ?' — T'¡ > |r?|/100. Se cumple 
dcT{i')dT' = Cth(s,rfda{v)dsdd. 
Tenemos 
/•(l+4á)|r| /• rl+2S 
GÍ{T)<C / / ft(s,r)2'3-2+2^ / t 
J{1-4S)\TI J¡S\>C(SI)SIT\ JI-2S 
\q(~^^^^^itu{0) + v))fdedaiv)dtdsdr. 11 
leit,-
Con '^r, t fijos, hacemos el cambio de variables {6, s) <-> (Ai, A2) dado por 
A = 7 ? - e ' - T ' = ~ ^ ^ ^ ^ ( í u ( 0 ) + i O (2.2.80) 
= ~f^lii<^os9 + vi)ei + {tsene + V2)e2] • (2.2.81) 
Se verifica dX = '"' '*^"'^' dsdO . De la condición |^' — (»? — r ' ) | > JQQ deducimos que si 71 
es el ángulo entre ^' — 2 7 '^' ~ 2 ' entonces existe un ángulo 72 con O < 72 < TT tal que 
O < 71 < 72, y 
l + u{6) • V = 1 + eos 7i > 1 + eos 72 > O. 
Tenemos 
t + u-v>l ~2di+u-v = {í + u-v) ~25i > 1 + eos 72 - 2ói, 
donde la constante 1 + eos 72 — 2Si es estrictamente positiva para un 5i adecuado. Puesto 
que d € 0{t,v), se verifica 
TK < l*"W + v\<t + l<2{l + Si), 
y, por tanto, |A| = ^^ \tu{6) + Í;| ~ h{s,r). Se obtiene 
f f{l+iS)\T\ rl+2S /• J \ 
GÍ{r)<C / / / | A r - 2 + 2 e | ^ ( ^ ) | 2 ^ ¿ , r f , ¿ , ( , ) 
<CS í |Ap'3-2+2-|5(A)|2dA. 
JS2 
• Prueba de {iii). Proyectamos -^  sobre r(77) desde 77 . Más precisamente, TQ es la proyec-
ción de r sobre r(í7) en el sentido de que TQ e r{rj), TQ — T] — X{T -~ r/), para algún escalar 
A, de forma que TQ • (r; — r) = O. Escribimos q en términos de T G K^ fijo como sigue: 
ri = To + (7 - To) = To + r{T - To), 
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donde ¡r¡ > > 1 y TQ = ( r •w)w , con w := | ^ . Nótese que | r? - ro | = \r\ \T-TQ\ . Por simetría 
con el caso anterior, si r G ^^{T]) y |T | < |r? - r | se verifica 
\T - rol < V2á|r/!. (2.2.82) 
Pa ra determinar el rango de valores que toma r debemos observar que si r € TÍ{T¡) y 
| T | <\r] — T\ entonces 
| T y - r | > ( V 2 + e)(5|?7|, (2.2.83) 
para cierto e = e((5i) > 0 . Para entender esto tengamos en cuenta que para un r así, se 
verifica 
| í ? - r | > ^ / - + á 2 _ ¿ | ^ | ^ 
y además 
i + ¿2 - ¿ > (v^ + e)¿, 
para todo á G M tal que Q < 5 < 5\, con 
- 1 + V 3 + 2 e 2 + í v ^ 
d\ < ;= . 
2 + 2e2 + 4 \ / 2e 
Podemos escribir 
,„i _ h - T-ol > | T / - T ¡ - | T - T O | ^ !?? - T| - v^¿|í/| (T TOI - |T~ro| - y/2S\ri¡ 
> ^ ' ( '^1)1^-^1 > g ' ( ¿ i ) 2 - " |r?|/100 ^ ^ ( ¿ ^2-'^<5-l 
á|T/| - S\ri\ 
donde es oportuno aclarar que la primera desigualdad de la segunda línea se deduce a partir 
de la propiedad (2.2.83). De hecho, dicha propiedad impUca 
Elegimos la misma referencia ortonormal de K^ que en {ii). Expresamos rj € A¿(r) respecto 
de esta referencia. Parametrizamos UJ por 7 : 
uj = eos 7 6 1 + sen 7 62 . 
Teniendo en cuenta que r = |T|ei y TQ = ( r • ÜJ)UJ = | r | c o s ^ 7 e i + ( r icos7 sen7e2 , se 
cumple: 
T} = (T • ui)uj + r{T - ( r • w)a;) 
= ( Í T | C O S ^ 7 + r\r\{\ - cos^7))ei + ( |T1COS7 sen 7 - rjrl c o s 7 s e n 7 )fí2 
= \T\ [ (COS^7 + rsen2 7 ) e i + (1 - r ) c o s 7 sen 7 62] • 
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Calculemos el término jacobiano del cambio de variables (r/i,?72) ~^ (iT)') '• 
d{r,-i) ' ' 
IV? ^ seii(2 7)(r — 1) 
•eos7 sen7 — cos(2 7)(r ~ 1) 
1 
= | rp I sen^7 cos(2 7){l - r) + - s e n ^ ( 2 7 ) ( r - 1) 
= | rp( r - l ) sen^7, 
de forma que dr] = \T^\r — 1\ sen^ ^drdj . Tenemos 
GI{T)< f f h{r,jf^~'^+^'\Tf\r^l\sei?j 
IL 
.'(Vir,-!)) 
\q{v{r,l] - ^' -r')\'da(X')dT'd'ydr 
donde h{r,-f) := \TI\ = |T|(cos^7+r2 sen2 7)2 y D^{r) := {7 € [0,27r) : h{r,^) >5 ^}.Para 
r, 7 fijos, consideramos los mismos cambios que en el caso anterior para £,',T', y obtenemos 
r l + 2 á 
GÍ{r)<c[ I f II t 2/3-3+2ei |2 h{rnr'-'^''\r\ 
X |r — ljsen^7 \q 
N22'' 
h{r,^) (v + tu{e)) I deda{v)dtd-fdr 
<C 
^ " , . 1-1+25 f r 
2 ^ - 3 + 2 £ . |2 
X |r — 1| sen 7 /i(r,7) {v + tu{6)) d0da{v)dM^ dr, 
donde {Bj : j € {1,2,3, ...,iV22''} } es un recubrimiento de solapamiento finito para la 
circunferencia unitaria S^ tal que cada Bj es un arco de diámetro -gg- , y N2 una constante 
adecuada. Además, para cada v € S^ y t e [1-26,1 + 26], definimos 
efc(í,í;):={^e[0,27r) : \v - tu{e)\ < 2-''+^ , \v + tu{e)\ > j ^ } . (2.2.84) 
Para j,t ñjos definimos el dominio Ój{t) para 6 como sigue: 
éj{t) := {e G [0,27r) : \v~tu{e)\ < 2^''+^ . \v + tu{e)\ > — para algún v e Bj} . (2.2.85) 
En esta notación (2.2.85) omitimos la dependencia de k por simplicidad. Obsérvese que si 
V G Bj y O € &j{t) entonces \v + tu{6)\ > jgg. Para comprobarlo téngase en cuenta que 
existe un v' G Bj tal que |i»' + tu{0)\ > -gg. Luego. 
\v + íu((9)| > \v' + tuie)\ - \v - v'\ > i - - — > - L . 
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De ahí se deduce que existe un ángulo 72 G (O, n) tal que O < 71 < 72 < TT, donde 71 es el 
ángulo que forman u{6) y v. 
Pai& j , 7 , u . í fijos, aplicamos el cambio de variables {0,r) -^ (Ai,A2) = A análogo a 
(2.2.80),(2.2.81), donde el dominio para A está contenido en el cono propio dado por 
H*{t) := {-p{tu{e) + v) : p>0,veBj,e£ Gjit)} . (2.2.86) 
La familia de conjuntos {HUt) : 1 < j < N22''} tiene una constante de solapamiento 
independiente de k. Calculemos el término jacobiano. Se tiene: 
a(Ai,A2) ^ 1 
d{r,e) 4 
^ ^ {vi +tcos9) - / i(r , 7)í sen 6 
^^{v2+tsen9) h{r,-i)t eos 6 
\th{rn)^^^{u{e).v + t), 
donde dh{r,"j) dr \T\ ^^^í^^ r - E s t o es, (cce^ 7 +r^ sen-^  7 )2 
^^ ^ th{r,-/)\u{e)-v + t\\T\\r\ sen^7 ^^^^ ^ t\u{e) • v + t\\T\'^ \r\ sen^7 ^^^^ 
4(cos2 7 + r^ sen^ 7)2 4 
Se tiene (para ( 5 i < i ± ^ ) , 
t + u{e) •v>{í + u{e) • f) " 2(5i > 1 + eos 72 - 2¿i > 0. 
La condición |t; + tu{0)\ > j ^ nos garantiza que |A| ~ h{r,j). Tenemos que acotar 
Sabemos que 
r - l I 
r - 1 
r 
= 1 -
1 
r 
< l + ^ < C ' ( á i ) ( l + 2'=(5) . 
Finalmente, nótese que |A| ~ h{r,'Y) > 5 ^. Se tiene 
rl+2á r IN22'' 
GÍ{T) <C2-^ Í Í g XHmW |Ap^-3+2e|^(^)|2 A ^ 2^ A ^^^^ 
Jl-26 y|A|>Cá-i \~¡ ' I ^ ' 
''S í \X\''^-^+^'\q{\)fdX + 5^ f \Xf^''+^'\qiX)\^dX 
/ | í(A)p|Ap^-2+^^dA+/ \q{X)\'\X(^ < CS^ 2-^ |2/3-3+2e 
• Prueba de {iv). Sea {61,62} una referencia ortonormal del plano tal que ^ = |^jei. 
Escribimos ?? = |^Í6i + S62 , con h{s) := |íy| = {\£,\^ + 5^)5 y |s¡ > ^ 2-''5~^ . 
Hacemos los cambios para ^ ' , r ' como más arriba. Considerando el recubrimiento de S^ 
del caso anterior, tenemos: 
1(0 < / l+2á 
i s |>C2- ' ' á - i Js^Jl-2S í f 
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X í L ( _ M £ l ( i , + íu(5»))| d0dtda{v)ds 
-f^{v + tu{e))\ dedsdtda{v), 
donde 0fc(í, v), Qj{t) se definieron en (2.2.84), (2.2.85). Para j , v, t fijos, aplicamos el cambio 
de variables {s,0) —> (Ai,A2) dado por 
X = r,-^'~r' = -'^{v + tuie)), 
con dAic¡A2 = C\s{t + u{9) • v)\ tdsdO. Por estar v € Bj y 6 en éj{t), ya sabemos que 
t + u{6) • V está acotado inferiormente y que |A| ~ h{s). Todo esto nos permite escribir: 
GiiO <CY,2-^ / |Q(A)|2|A|2/5-3+2e2fc¿¿^¿í < Có^qf , , , 
donde H*{t) se define en (2.2.86). 
Queda probado el lema 2.2.4. Esto termina la demostración del lema 2.2.2. 
2.2.5. Esbozo de la demostración del lema 2.2.3 
La prueba del lema 2.2.3 se basa en la demostración del lema 2.2.2 con la consideración 
de que 6 es del orden de |í/|~^. Por consiguiente, hay que seguir las líneas de la prueba del 
lema 2.2.2 substituyendo las ocurrencias de q que se aplican a^, r/ — r y r — ^ por / i , /2 y 
/a, respectivamente, así como el dominio Ts{r¡) por roo(í7), la función característica X((j-i,oo) 
por X* y el decaimiento |?7|'^ por | Í / |~^. 
El lema 2.2.3 se aplica en el control del término <5'¿,(q)- Sin embargo, debemos tener en 
cuenta que todos los casos de aplicación se caracterizan por que la función / i que se aplica 
a ^ es la transformada de Fourier del potencial q de soporte compacto, mientras que las 
funciones /2, /a que se aplican ar/ — r y r — ^ pueden ser q pero también Mq o AÍVg, donde 
M denota el operador maximal de Hardy-Littlewood. 
Este hecho obliga a marcar una diferenciación en las líneas de demostración del lema 
2.2.2 en axjuellos puntos de la prueba donde se exija la compacidad del soporte de q cuando 
la ocurrencia de q no se aplica a la variable f, ya que nuestras funciones ¡2, /a no tienen 
por qué ser de soporte compacto. 
Esta situación únicamente se da en el caso /¿^(r/) a la hora de probar la estimación 
(2.2.44b), donde se aphca la parte (1) del lema B . l a la ociurrencia de q que tiene por 
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argumento i] ~ ^' — T' y que se corresponde con la fimción / s , haciendo 
\q{V~Í'-r')\<CMq{r,-20 
en el caso /o¿ (ry) y 
en el caso Io¿ (??)• 
\q{v^^'-r')\<CMqir]-T') 
A continuación exponemos una demostración alternativa para el control del término 
Q'í {fiT ¡2, ís) sin acotar ninguna de las funciones /2, / s por el operador maximal y sin 
exigir la compacidad de sus soportes, donde 
^ ( Q L ( / i ' / 2 . / 3 ) ) ( ^ ) ~ X * ( ^ ) ^ / / \ímh{T)h{V~r-0\da{Í)dT, 
y 
lociv) ••= {(?, T) G r(77) X roo(í?) : 1^  - T| < 1, |r/ - ^ - r | > |r;|/100}. 
Vamos a demostrar la estimación 
| | Í ? L ( / I ' / 2 . / 3 ) I I H . ^ . 2 < C{P) Í I / 2 | | L 2 ( | | / I | | ^ ^ „ I , . | | / 3 | U / Í - I , 2 + | | /3 | |L2 | | / I | |^^ ,_3/2 .2) . (2.2.87) 
Para ello, hacemos la división looiv) = ^ ^iv) U I^iv)^ donde 
Iloiv) ••= mr) e Tiv) X r^irj) : |^ - r | < 1, |r? - ^ - r | > |7?|/100, 2|^| < |r/|}, 
Iliv) ••= {(t r) e T{ri) X T^{rj) : \^ - r\ < 1, \v ^  ^ - T\ > \r}\/100, 2|e| > |/?|}. 
Denotamos 
HQ"iJfiJ2,h)){ri) ••= X*{V)T^ I I \fi{0f2ÍT)f3{v~^-r)\dai0dT, 
\V\ J Ji^in) 
con idéntica expresión para I^{r¡). 
Control de la región I^{T))-
Por la desigualdad de Cauchy-Schwartz, para |r/| > CQ se tiene 
IHQ'h {hJ2,h))(.v)f < A í í \fmh{V-^-r)fda{^)dT (2.2.88) 
\V\ J JiUri) 
X / / \f2{T')fdaie)dT', (2.2.89) 
y además gracias a la condición |^' — r ' | < 1 que se satisface si (^',r') G / ¿ ( Í ? ) , se cumple 
Í Í \h{T')?da{i')dT'< [ \f2{T')? I da{í!)dT'<C\\h\\l,. 
J Ji}„{v) Jr^iv) Jr{7j)nB{T',i) 
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De este modo, podemos escribir 
\Q"n ( / i , /2, /3)!i^. . . <C\ml, j \r^?^-' í !/iU)|2 
J{\ri\>Co} Jr{r,)nB,,^y2 
X / \h{rj-^~T)fdTdaiOdv (2.2.90) 
yroc('7)nB(5,i)nB(r,-í,|r,|/ioo)= 
<Cm\l. [ ^-^^H'iOdi, (2.2.91) 
donde 
H*{0 := I ií?P^-' / \h{ri - i - T)fdTda{rj). 
JA(€)nB||j|nB¿^ Jr^{n)nB{(,i)nBiri^av\/woy 
La última desigualdad se deduce CEimbiando el orden de integración en las variables ^ y r/ 
aplicando el lema B.2. 
Vamos a probar la siguiente 
Afirmación 2.2.1. Sea ^ G M^  \ {0}. Entonces 
Demostración. Sea {61,62} una referencia ortonormal del plano tal que ^ = |^|6i. Para-
metrizamos 77 G A(^) por s e M.: rj = \^\ei + S62 y denotamos h{s) := ( ¡^^ + 5^)2. Las 
condiciones |7;| > 2|^| y |r/| > CQ se expresan ahora como |s| > j{^), donde 
JiO ••= máx ^ m \ V ^ H ^ I X(o,Co)(lel) + 3ií!\(co.oo)(l?l)-
Nos queda 
H*{0= [ Ksf^-^'f \Mse2~T)fdTds. (2.2.92) 
Obsérvese que la condición original \r] - ^ — T\ > ^ garantiza que \r¡ - ^ ~ T\ ~ \T¡\. De 
hecho, por estar T] - ^ e T{T}) y r € roo(T/) también se cumple 
1(7? - O - r | < |T,| + 1 < ¡7/1 + M = (^ 1 + I _ ^ |^|. 
Esta propiedad en términos de s se traduce como -^ < \se2 — T¡ < (l ^ ^)^í(s) . 
Seguidamente, cambiamos la variable bidimensional r por las variables í, 0: 
r = ^ + —^t{cos9ei +sen(9e2) 
= ^iil^l + Ks)tcose)ei + {s + h{s)t sen 9)e2l (2.2.93) 
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donde |í - 1| < -¡j^ < •¿- y 9 e A{s,^) con la notación 
Ais, t, ^ ) -.={0 e l-TT, TT) : |T - C¡ < 1, T e roo(e + sea), 
h{s)/ÍOO <\T- seal < (1 + l/Co)/i(s)}, 
donde T = T{^,s,t,6) viene dado por (2.2.93). Se cumple dr = ^^^^^^dtdO. La expresión 
(2.2.92) está acotada por 
\ [ h{sf^-' í f ^°t (2.2.94) 
4 J\s\>m JA{SM) Ji-^ 
X \h{-l/2 [(|^¡ + h{s)tcose)ei - (s - h{s)tsene)e2])\'^dtdeds. (2.2.95) 
Para cada t fijo, tomamos el cambio de variables (s, 0) —> (Ai, A2) = A que viene dado por 
X = r) — £^~T = 562 — T, esto es 
\^\ + h{s)tcosO s — h{s)tsenO 
Ai = ^ , A2 = . 
El término Jacobiano viene dado por 
2 dsdO = — —^ —-— dX. 
IA2 + s{fi - 1)/2| 
Para acotarlo téngase en cuenta que \s\ < h{s) < C\X\, ya que |A| ~ h{s), así como las 
desigualdades 
Cojco \Co^ C¡) ¡ f ^ _ l | ^ ( í + l ) | í _ l ¡ < 2 ( l + - ) _ = 4 ( - + ^ ) < _ , 
y por último que |A| ~ ¡A2I. Este último hecho se debe a que las condiciones r g Tcai^l), 
|r - 1^ < 1, 1^1 < ^ y I??! > Co > 10 hacen que el ángulo 7 que forman V — ^ Y V - ^ - T 
esté controlado de forma que |cos7| > C > O, para cierta constante universal C, como 
consecuencia de que con tales condiciones r está forzado a estar fuera de un cono no convexo 
de vértice T] — ^ y eje de la dirección de ^. 
Por todo ello, se tiene 
IA2 + s(í2 - 1)/2| > IA2I - \s{t^ - 1)1/2 > C|A| ^ ' ' ^ ' 
Co 
para ciertas constantes C, C > O, donde elegimos CQ > *" 
c • 
Concluimos entonces la prueba de la afirmación 2.2.1 con la siguiente acotación 
H*iO<C í ^ ^ ' t í |A|2'3-2|/3(A)|2dAdí = C| | /3 '1 + 7^ 
G 
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A partir de la expresión (2.2.91), por la afirmación 2.2.1 se obtiene 
| |Qj i„( / l , /2 , /3) l l t i - . ,2<C|! / i l |^_ i , , | l /2 | l£2 | i /3 l l^V3- i . . . (2.2.96) 
Control de la región l'^{r¡). 
Aplicamos la desigualdad de Cauchy-Schwartz como en (2.2.88)-(2.2.89) y de nuevo 
aprovechamos la condición \^' — T'\ < 1 de Ioo{f]} en la estimación 
IL \f2{rTda(adr'<C\\h\\l2. iv) 
Nótese que para cada rj se cumple 
fÍ \fi{OMv-^-r)\'da{OdT 
<í \M0\^ í \Mv^^-r)\^dTda{0 
< [ IfíiOf [ \h{x)\'dxdcr{0 
= C\\h\\h í IfíiOfdaiO. 
Así, por todo lo dicho y cambiando el orden de integración en ^ y r/ por el lema B.2 y 
sabiendo que |^| ~ |?/|, escribimos 
\m ifiJ2,m%,,. <C\\h\\U\h\\l2 í Ivf''-' I m)\'da{Odrj 
<C^tl/2|IÍ2||/3|IÍ. / | / i (OP / \vf^-'dairj)d^ 
<C||/2llÍ. | | /3llÍ2 / | / l ( O ñ C r - ' d í , 
donde en la última desigualdad debe tenerse presente que la medida (T(A(^) n Salí I) es del 
orden de |^| gracias a que las cantidades \^\ y \rj\ son comparables. Hemos probado que 
I I Q ' ; 2 ^ ( / I , / 2 , / 3 ) I ! V ^ W < < ^ I I / 2 | | L H I / 3 | | L 2 | | / I | | ^ , _ 3 / 2 . (2.2.97) 
A partir de las expresiones (2.2.96) y (2.2.97) obtenemos (2.2.87). 
2.2.6. Ideas clave para controlar el término valor principal "puro" 
En esta subsección esperamos convencer al lector de que se puede controlar la norma en 
el espacio W'^ '^-^  del término de valor principal dado por la expresión (2.2.1). Para ello, nos 
limitaremos a comentar las cuestiones técnicas más relevantes evitando tediosas repeticiones 
de argumentos ya presentados anteriormente. 
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Al descomponer la integral (2.2.1) en función de la partición de Mp presentada en (A.0.3), 
para cierto jo € Z+, debemos tratar un término de la forma 
/ / g ( 0 9 ( ^ - y ) g ( ; - 0 ^ ¿ (2.2.98) 
para jo < j,k < N .L& clave del asunto radica en el resultado análogo al lema 2.2.2 adaptado 
para acotar los términos de las coronas (2.2.98) y cuya demostración se basa en las técnicas 
utilizadas para probar dicho lema: 
Lema 2.2.5. Sean q,a,P como en el teorema 1.5.3 y 61,62 > 0. Usando la notación en 
(2.2.42), escribimos 
>^^(ár\+oo)(l'?l)^{í,-\+oo)(l'?l)-
Entonces existen ¿ > O, 7 > 1 y una constante C{sptq,a,(3,6) que depende de sptq,a,l3 y 
6 tales que O < C{sptq,a, f3,6) < +00, y 
\\QsuS2Í(l)\\w0.2 < Cisptq,a,p,6)6'¡S'¡ ||g||^<,,2, 
para Si, 62 cualesquiera que cumplan O < 61,62 < 6 . 
En la partición de M^  citada se elige jo como el menor entero tal que 2"^" < 6. 
La estimación de la parte singular cercana a la variedad r(77), esto es 
G,)ÍV) := v.p. í f J^f'^\-f'^r% d^dr, 
Jr^in) Jr^iv) K • (?? - Oí ¡r • iv - T)] 
donde Too{r]) se define en (A.0.4), se realiza compensando signos. Manteniendo las nota-
ciones (2.1.24)-(2.1.25) (quitando la condición |,^ | > \T) — ^¡) tomamos límite cuando £ —»• 0+ 
en la expresión 
ií +/ )(í +/ ) «f'''-:'^':-«^.r. 
\M{r,) Jr-{n)J \Jrt(v) Jr7{n)J í? ' (^ " Oí [r • iv - r)] 
Las cantidades ^ • {i] - O Y ''' ' iv ^ T) tienes signos diferentes en T~{r]) y r+(77). En los 
casos de alternancia de signos, como por ejemplo 
/ / 
^miv-rmr^o,^^^^^ 
'MJr-{n) K - ( í ? - 0 1 [ T - ( í ? - r ) ] 
se deben sumar y restar los términos adecuados para cancelar las singularidades utilizando 
la siguiente estimación para las diferencias segundas, válida para una frmción de soporte 
compacto q y consecuencia de la estimación de Calderón (2.1.33): 
\q{z) -q{z^x + y) + q{y) - q{x)\ < C\z -x\\x-y\iMWD^q\)(x) + M^i\D^q\)iy) 
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r MH\D'q\){z) + MHlD'qÚiz - X + y ) ) . 
Cabe esperar la misma ganancia de derivada del término de valor principal (2.2.1) res-
pecto del potencial que la obtenida para Q'{q) y Q"(q) en las subsecciones 2.2.1, 2.2.2. Este 
hecho, junto a las estimaciones (2.2.19), (2.2.35), nos conduce a la expresión (1.5.3) y pone 
fin a la demostración de teorema 1.5.3. 
Capítulo 3 
Dispersión doble, triple y 
cuádruple en 3d 
En este capítulo se estudian en profundidad los términos Q2{q), Qsiq) y QÍÍQ) en di-
mensión 3. Estos resultados permiten probar la ganancia de media derivada de q — qs 
respecto del potencia! q. módulo una función C^IR^) en la escala de Sobolev Hilbertiana 
en dimens'ón 3. deduciendo el teorema 1.5.2. 
En las secciones 3.1, 3.2. 3.3 presentamos las demostraciones de las proposiciones 1.5.3, 
1.5.4 y del segundo resultado original de esta memoria, esto es, el teorema 1.5.4, respectiva-
mente. Para clarificar nuestra exposición hemos reservado la sección 3.4 para los enunciados 
y las demostraciones de las herramientas clave para controlar los términos Qsiq) y Q4{q)-
3.1. Ganancia de regularidad de Q2{q) respecto de q 
En esta sección vamos a exponer la demostración de [RV] de la ganacia de media derivada 
del término cuadrático, módulo la clase C^{R^), respecto del potencial que se establece en 
la proposición 1.5.3. 
Como ocurría en el caso bidimensional debemos acotar el término esférico que aparece 
en (2.1.1). así como la parte de valor principal. 
En este caso vuelve a darse la ganancia de i derivada por parte del término esférico 
respecto de q sin considerar funciones de la clase C^iW'^). 
El resultado clave de la estimación del término valor principal es el lema 3.1.2 de la 
subsección 3,1.2. 
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3 . 1 . 1 . E s t i m a c i ó n del t é r m i n o esférico S{<i) 
Para probar la proposición 1.5.8 eiupezainos por estimar el termino esférico de la expre-
sión para Q2{Q)('I) PH (2.1.1). Antes una notación. 
Notación. Sea r/ e R-' \ {()} . Escribimos S(¡j){r]) := ¡^ /f.¡,^ ) q(r/ - C)(?(0 da{^). 
Vamos a probar el siguiente 
Lema 3.1.1. Sea q como en la proposición 1.5.3. Entonces, para todo 3 € 9. tal que 
3 < a + 5 , 
\\S{q)U,.,<C\\q\\[A\q\\w..2- (3.1.1) 
Demostración del lema 3.1.1 
Por simetría nos podíuuos reducir al dominio de integración 
r ( 7 ; ) n { í e R ' ' : : í ! > ! r ; - ^ | } . 
Por nif^tiones técnicíus dividimos este conjunto en 8 regiones F-* (r;) con la siguiente propiedad: 
si ^, í,' € TJ{ri), entonces el ángulo entre los vectores rj — í, y rj — í^' es menor que j . Usaremos 
tísta propiedad para afirmar que si ^.E,' € T^rj). se tiene 
Esta descomposición se hace de la siguiente manera. Consideramos el plano {r/}-*- ortogonal 
a T) que pasa por el origen, establecemos una referencia y tomamos coordenadas polares r, 
9 en este plano. Lo dividimos en ocho sectores angulares, A^, j = 1.2, ... 8 , de manera que 
se cumple — -^— < (? < '^ en el sector A-*. Definimos 
rJ(T,) := r(r/) n {^  e K^  : P ( Í ^  r,) e A \ \^\ > ¡n ^ ^\}. 
donde P es la proyección ortogonal sobre el piano {//}^ . Fijemos j e {1, . . . . 8 } . Sea 
i'/1 irj(n) 
'rj(r,) 
Haremos una descomposición más de P(V/). Para k = 1 [log., ;?;|j. definimos el anillo 
ri(,;) := {í e P(r?) : ¡^-^ rji--^ 2^'¡rn) . 
y 
r ^ ( / / ) : = { Í G P ( ; ; ) : i^ ^ r,i < 1} . 
[li'K-í'/l! 
de manera <iue ^(r/) C (^ I !-('') '•~' ^ '^ (''^ • '^ "^^ '^  "^ > 1 • denotamos 
" — 1 í 
" ''Vlni' 
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y Qoc{q){T]) de manera obvia para el dominio rio(^) sin multiplicar por la función carao 
terística. Empecemos con QKq) • Aplicando la desigualdad de Cauchy-Schwartz. 
|QÍ(9)(r/) 
Tenemos 
\W JrUr,) Jriír,) 
S3 
5(¡)('?)| Ivf^dr, 
<2-^'' í M'^-''+''' [. \q{ri - OfdaiO Í imfdaiOdv. 
Para ^ e M^  \ {0} , denotamos 
A¿(0 := {r/G K-^  : í e r i ( r / ) } . 
Por el lema B.2, podemos cambiar el orden de integración para obtener 
donde la última desigualdad se desprende de que si .^  G r¿(7/) se cumple \T]\ ~ |^|, como 
consecuencia de la condición )^| > |^ — r;|. En virtud de la siguiente afirmación y haciendo 
£ = 0 + 5 — 5 > 0 , llegamos a 
WMWw^.-^ < C2-'%h4<}\\w..2. (3.1.2) 
Afirmación 3.1.1. Sean ^ e M^  \ {0} , A; > 1. Denotamos 
:Fk(0--= Í Í \q{V-afda(e}\vr'dairj). 
Entonces 
n-(0 < C\\q\\l, . 
Demostración. Para rj e Afc(^), podemos escribir t} = E, + ru, para algún r > O, M±^ , 
|u| = 1. Denotamos h{r) := \rf\ = (JCi^  + f^)^ • Se cumple da{r]) = rdrda{u), donde da{u) es 
la medida natmal sobre la circimferencia unitaria 5^ en el plano {^}-^ , y r ~ 2^'^|^|. Para 
u £ S^ fijo, tomarnos una referencia (ei, e^, 63} en R^ tal que ?i = 63 . Entonces ^ = (íi, Í2> 0) 
y V = {^]-í.2.r). Escribimos para ^' G r^iv) = rfc(r/(r.íi)) y u G 5 ' fijo, 
^ ^ Mr) , 
^ 2 2 ' 
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con d(j[E,') = \ri\^d(j{v). Tomamos coordenadas esféricas en S- . 
V = (sen0 eos 9, seiKpsenO, eos é) • 0<(J)<TT,Q<8<2IT. 
Para r.u fijos, sea A{r,u) := {{(p.9) e [0,7r] x [0,27r) : £,'{r,u,(p,0) G rfc(íy(r))} . Entonces 
da{v) = sen4>d(pd9 . Obtenemos 
/ / / / rft(r) sen<^ 
M€l J JA{r,u) 
2 
d4>d9drda{u). 9 ( o (^ 1 "^  ^^^^ ^^^ ^sen0, 2^ — /i(r) sen^ sene?!), r — h{r) eos 
Para u fijo, hacemos el cambio de variables A = (Ai, A2, A3) <-^  (r, (¡), 9), dado por 
A = 7/ — ^' = - (^ 1 — h{r) eos 6sen0,^2 — h{r)sen9sen(¡),r — h{r) eos (j)) . 
Se tiene dA = 2~^h{r){T¡ — ^') • u seiKpdrd(l)d9. Usando que ^,^' G Tkii]) garantizan que 
(r; — ^') • u ~ |A| ~ r , se deduce 
M0< í í \q{X)fdXda{n) = CMh. 
D 
Vamos con el término QÍOÍQ) • Por la desigualdad de Cauchy-Schwartz, el lema B.l y 
por ser la medida de r¿o('?) una constante independiente de \r]\, se cumple 
1 
Tenemos 
\\Q^oo{q)\\%,,. < C\\q\\l f \V\''-' I m)?da{Odri. 
Jw JrUri) 
Para ^ G M^ \ {0} , denotamos 
A4(e) := {7? G M3 : ^ e TUri)} • 
Por el lema B.2, podemos cambiar el orden de integración para obtener 
\\QLÍQ)\\%,.. < C\\q\\l, í m)f I Ivf^-'daivÚ 
<cMh í I m)ñi?'~''da{n)d^, 
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donde la última desigualdad se desprende de que si ^ £ Tidv) se cumple |r/| ~ |^|, como 
consecuencia de la condición |^¡ > ¡^  — r/|. Puesto que A¿o(^) C B{^, 1), podemos escribir 
WQLÍQYWWP.^ < C\\qh4<l\\w0-^,2 • (3.1.3) 
Para todo j e {1, ... ,8} , por (3.1.2) y (3.1.3), se tiene 
+00 
fc=l 
para todo /3 < a + 5 . De donde se deduce (3.1.1). 
n 
3.1.2. Estimación del término valor principal 
Por el mismo argumento ya usado en el caso bidimensional, el ingrediente principal para 
estimar la parte de valor principal de Q2((Z)('?) es el siguiente 
Lema 3.1.2. Sean a,q como en la proposición 1.5.3. Para O < á < 1, escribimos 
QMiri) ••= XiS-K+oo){\v\) í ^^^^fl~^^ d^ , 
dondeT¡{r]) = UeR^ : \^ - ^\ - ^ < S\ri\, \^\ > \r] ~ ^¡^ Entonces 
\\Qsmw^-2 < CS''\\qh2\\q\\w^.2 , 
para cierto 7 = 7(0;) > I y para todo (3 eR tal que /3 < a + | . 
Demostración. Se trata de adaptar la prueba del lema 3.1.1 al caso en que engrosamos la 
esfera r(77) vma distancia radial de S\ri\. Para 2~*^  > S y j = 1, ... ,8 , consideramos un S\T]\-
entorno de Tj^{r]) y le quitamos la bola B{r], lOQS\r]\). Al conjunto resultante lo denotamos 
por r¿j.(r;). También definimos para ^ G K^ \ {0} , 
A continuación se sigue el esquema de la prueba del lema 3.1.1. Nos limitamos a indicar las 
modificaciones necesari£is para estimar el término 
QUQ)ÍV) := X(.-i,+oo)(|r?l) l^ ^^^ ^ ^ ^ ^ | p ^ d4 . 
Como antes, por la desigualdad de Cauchy-Schwartz, se tiene 
Q's.kii)iv) 
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Por el teorema de Pubini y la propiedad !^ ¡ ~ |7;|, 
Para probar el resultado análogo a la afirmación 3.1.1, para ^ fijo, todo r] G A;^ (¡,(^ ) puede 
escribirse como rj = {I +1)£, + ru, para algún í ~ ¿, r > O, i¿ G {Q-^ , \u\ = 1. Entonces 
dr] = r\^\dtdrda{u). Tomamos coordenadas esféricas en T¡f,{r]) 
^' = —1- (1 + s) — (eos 0sen0, sen^sen^, eos 0 ) , 
con s ~ (5 y u = ey,. Entonces d^' = |r/| sencj) dsd(¡)d6. Para u, t, s fijos aplicamos el mismo 
cambio de variables que en la afirmación 3.1.1. Sólo queda usar algunos argumentos del final 
de la prueba del lema 2.1.2. 
n 
3.2. Ganancia de regularidad de Qsiq) respecto de q 
En esta sección vamos a probar en detalle la ganacia de media derivada del término 
cúbico, módulo la clase C°^(M.^), respecto del potencial que se establece en la proposición 
1.5.4 
3 .2 .1 . E s t i m a c i ó n de l t é r m i n o esférico 
Empezamos por estimar el término esférico (2.2.3) de la expresión para Q3{q){r]) • 
En el caso tridimensional mantendremos la notación para Q'{q) que señalábamos en 
(2.2.4). 
Lema 3.2.1. Sea q como en la proposición 1.5.4- Entonces, para todos (3 >0, e > O, existe 
una constante C{e,(3, sptq) > O que sólo depende de e, (3 y el sptq tal que 
\\Q'{q)\\w^.2 (3.2.1) 
< C{6,í3,sptq)\\q\\^,_.^,,, [\\q\\% + | |?| |^^_i,,| |9||,^-,. + ||(¿|lL2||g||^_ i_, J . (3.2.2) 
Demostración del lema 3.2.1 
Una diferencia importante de este caso respecto del término cuadrático es la ausencia 
de simetría entre (f | > (Í? ~ C| y |C| < Iv - Cl • Descomponemos el conjunto r(r]) x r(í7) en 
dos regiones 
m := | ( í , r ) e r(r,) x r(r,) : j ^ - rj > M | 
y 
/ / ( r , ) : = | ( C . r ) e r ( , y ) x r ( r ; ) : | e ~ r | < M | . 
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Escribimos 
Q^M ••'-]^l I 9(09(^ - r)qir - O da{T)da{0 , 
y la expresión análoga para Q'¡j{q) • El lema 3.2.1 se desprende de las siguientes afirmaciones 
\\Q'liq)\\w0:^<Ci^,sptq)\\q\\l4q\\^,-^.,, (3.2.3) 
\\Q'iimw>^,2 < C{s,f}) | k | | ^ ,_ i+„ , [\\q\\^^iJq\\w^s,2 + lkllL2||g| |^_i_,J , (3.2.4) 
donde £ > 0. 
Demostración de la afirmación (3.2.3) 
Si hacemos el cambio de variables r = r/ — r ' en la integral 
/ / mQ{ri - r')q{T' - ^)da{Í)da{T') 
se obtiene 
Q^iqM = A Í L , , , Qm{r)q{r, -T-0 da(Oda{T). 
\W J i{|€-(^-r)|>M}nr(„)xr(r,) 
Consideremos la siguiente descomposición, 
r ( r ? ) x r ( 7 , ) n < J l r , - í - r | > J ^ ' UU{4(r?)U4(r,)), 
•^  fc=i 
donde 
Ikiv) ••= {(?, r) e r(ry) X r(7y) : 1^  - T| ~ 2'%\, |r( < I ^ M Í ? - í - r | > J | ^ | . 
De acuerdo con esta partición, también definimos para fc > 1, 
Q^M - ^ A í [ \mQÍr)q{v - í - r ) | dai^dair), 
y la expresión correspodiente para Q'~ (q)iri) • Las variables ? y r juegan papeles simétricos, 
de manera que Q~ (q) = Q'j^ (q), puesto que 
/ / \mqir)q{v-~Í-r)\da{Oda{T) 
= Í í \q{r)qmiv ~r- 0\da{r)da{0 
J Jhin) 
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Luego, podemos escribir 
f I \'KT)<M)fÁn - T - O! dait,)da{T) 
Q^){'l)\<2Y^Q^){>¡) 
k=l 
Vayamos con el término Q'¡ {q), para un A: > 1 fijo. Por la desigualdad de Cauchy-Schwartz, 
m)QÍr)fdaiOdai 
\q{r,~e-r')\'da(adaÍT') 
Sea ri(7/) el l-entorno de r( í / ) , esto es 
r , ( 7 , ) : = U e K ^ 2Í 2 < 1 (3.2.5) 
De manera similar a como procedimos en (2.2.14) en 2d, en virtud de la parte (1) del lema 
B.l, se cumple 
/ m)fd<r{0<C Í |A/g(C)|2dí < C|iA/g||i. < Cllglii, . (3.2, 
Jr{r,) Jriir,) 
6) 
Por tanto. 
í4(Q)(r;) < C\\qh-^~ i Í \q{T)\^da(T)] ' 
Nótese que si (^, r) € hd) • SP tiene 
| T | > | e - r | - ! ^ i > 2 - ' ^ - ' i / 7 | - i r ! ^ \T\>2~''-^\^\. 
De este modo, cambiando el orden de integración en T y r;. por el lema B.2, 
^ /" / !</('/ -£.' - T')rda{ada{T')daÍTj)dT 
<C2'mi^J lq(r)H I,."-' 
./a-' JMr) 
"< I I mi - í ' - r')rda{i')d(r{T')da{ri)dT. 
.1 Ji^í,,) 
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Usando la siguiente afirmación en el caso [ÍQ = 2/3 ~ 4 se obtiene 
!IQ4(5)IU-.,. <C(Aspt<?)2-t ||9|!i.||gl|^,._^,,. 
y por tanto, hemos demostrado la afirmación (3.2.3). 
D 
Afirmación 3.2.1. Para T e M^  \ {0} y /3o € M , escribimos 
Gkir) := í f í \qiv - C - T')\^da{Oda(T')\rf<^da{r)). 
J.\(r)J Jhiv) 
Entonces 
Gt(r)<C(/ío)2-2^' / \q{X)f\\f''+''d\. 
Demostración de la afirmación 3.2.1 
Para rj € A(T) podemos escribir i) ~ T + sz, con Z±T , \z\ = 1, s > 0. Entonces 
da{ri) = sdsda(z), siendo da{z) la medida sobre la circunferencia unitaria S^ contenida en 
el plano {T}^ . Escribimos 
^ 2 2 2 2 
con i' e S"^ . u £ S'^ . Luego, 
d(T{í!) = \r}?diy{u), da{T') = \r)\^da{v). 
Teniendo en cuenta que si i^'.r' e //C(Í?) entonces se verifican las condiciones 
|u - wl < 2''=+2 , l + u-v> 5000 ' 
deducimos que 
/ / / \q(Ti^^'^T')\^da{£;)da(T'M^dcr{ri) 
< 
\{T)J Jhin) 
2 
3o+4 n I í 
Jo JS' JS^ JEI,(V} 
'-^iu..^) h{sf''^''da{u)da{v)da{z)sds, 
donde kis) := ¡T)\ = {!r|2 + s'^)^ , Ek(v) := {u e S^ : \u - v\ < 2-^+'^ , 1 + u • v > ^ } . 
Hagamos una descomposición más. Sea T>k = {Aj : 1 < j < 2'^ *''} una familia de casquetes 
Aj de diámetro r^^ - recubriendo la esfera S^ . Para cada j , sea 
Áj ;=- < u e S'^ : ni - v\ < 2"^^'^ ,l + u- v > ~~ . para algún ?• € AA . 
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Se puede elegir V^ de manera que los conjuntos Aj tengan soiapamiento finito con constante 
independiente de fe. Para v & Aj y u ^ Aj se cumple \u + v\ > -^ (<^ 1 + u- v > 2oooü)-
En efecto: existe un v' e Aj tal que I + u • v' > -¡^ (<^ \u + v'\ > -^) y se tiene 
1 2™*^  1 1 1 
\u + v\ > \u + v'\ — \v — v'\ > > = — - • 
' ' - ' ' • ^ - 50 50 ~ 50 100 100 
Tomamos coordenadas esféricas para u en la referencia canónica, 
. r]{s,z) h(s) T + sz h{s), /, , „ , ,x 
^ = 1 ^—^u = 1 (eos tf sen<p, sen^sem^, eos (p). 
Se cumple da{u) = sexiípdcpdO. Denotamos 
Dj := {(0,6») e [0,7r] x [0,27r) : u{4>,e) e Áj} . 
Por tanto 
h{s) (u + v) h{sf''+'^da{u)da{v)da(z)sds 
h{s)^+'^da{u)d(T{v)d(j{z)sds 
n í í H 
o2A: 
^ 2 oo . . . I /h(s ) 
" ~{Jo Js^ JAj JÁj I \ 2 
= y ] / í í í í 9 ( ^ ( w ( ' A > ^ ) + i ' ) ) ft(s)''°+'*sen<^#d6ld(T(í;)dcr(2)sds. 
~ ^ 7o 7sl JAj J JDj I V 2 J 
Para z, j , v fijos cambiamos de coordenadas. Hacemos el cambio (5,0.4>) ^ A = (Aj, A2, A3), 
dado por 
X = ^' + T' -ri = —;r"(w + v) = ——(eos 9sen<p + Vi, sen^sen</> +V2, eos 0 + U3), 
donde se escribe v = (fi. V2,i'3) en la referencia canónica de M^  . Calculemos el Jacobiano 
de la transformación: 
g(Ai,A2,A3) _ 1 
9(s,6»,0) 8 
s/i(s) sen0 
^ ^ ( c o s ^sen(^ +Vi) -/i(s) senísen^ /i(s) eos 0 eos 
^ ^ ( sen^seiKp + V2) /i(s) eos 6sen(j) h{s) senO eos ( 
^ ( eos (/) + t'a) O --/í(s) sen0 
eos ^ sen(¿ + vi — senO eos 9 eos (; 
sen^ sen(^ + V2 eos ^ sen^ eos </> 
eos (p + V3 O — sen<^ 
sh{s) semp {l + u-v), 
a(Ai,A2,A3) _ 5ft(s)sen,^(l+u(rf>,e).r) „ . . 
a(s,6»,í,) — 8 • -^ ^"^^ J y 1» fc ^ j 
1 
20000 
de donde se desprende que J{s,d,(¡)) = 
fijos, sabemos que si {((>. 6) £ Dj entonces 1 + u{4), 6) • v > 
está acotado inferiormente por Csh[s) sen?). Sabiendo que la condición |^' + T' - Í/| > j^L 
garantiza que h(s) ~ |A(, es cierto que 
22* 
. Por tanto, el Jacobiano 
~ J Jo /s-i JAJ J JDJ 
9 | ^ ( u ( 0 . e ) + iO h{s)'^+'^ sen(í>d(l)deda{v)da{z)sds 
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2' 
j^l JS^ JAj JHj 
donde Hj denota el cono convexo 
L ^ ^ i + i ^ j . u,v&Aj,r>Q\ . 
Ya que los conjuntos Hj tienen solapamiento finito y la medida del casquete Aj es del orden 
de 2""^ *^ , finalmente obtenemos 
22ft 
3=1 •'"i ( 22k \ 
E ^ ^ í W l^(A)ñAp«+'dA < C2^2/c í iq(^x)f\\f°+^dX. 
Queda vista la afirmación 3.2.1. 
a 
Demostración de la afirmación (3.2.4) 
En primer lugar, nótese que si {£,,T) G II{r]) entonces o bien |C|, |T( < í - ^ + -j^ g) \r]\, 
o bien \r¡ - $,\, \r] - T\ < (^ + ^ ) \ri\. En efecto: si |^| < ^\T]\ se cumple 
M<ie-r| + ie i<( f+ ^ ) M . 
Si ICI > ^\v\ se tiene ¡rj - ^\ = (|77p - j^P)^ < ^ | ? ? | , y podemos escribir 
| r / - r | < | r / ^ í | + | e - r | < í ^ + ^ J M . 
Se verifica que II{f]) C / /< (?/) U / /> (T/) , donde 
//<(^) := U,T) e //(;?) : IÍIJTI < Í ^ + ^  j 1^11 , 
7 / > ( 7 / ) : = | ( e , r ) e / / ( r ? ) : |ry - ^1, |»7 - T| < ( ^ + ^ J M | . 
Escribimos 
í j í ^ g ) ! ^ ) •= ¿ / / l9(05(^ - T)5(r - e)| díT(Od^(r), 
'<{V) 
y la expresión análoga para el dominio II>iri). Los cambios de variable í, ~ vj-í.', T ~ T]~T' 
conducen a la identidad 
/ m')q{r} - T'MT' ~a\ da{(,')da{T') 
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I \qir)q(r] - mii ^ T)\daiOda{T), 
JlUM 
lo que junto a la propiedad de simetría {£,,T) G II<{r)) <=^ {T-O ^ -'^ ^<(^ )7 demuestra la 
igualdad Qn-, {q) = Qji^ (q) • Entonces 
QQq){v)\<'¿Q¡Zrq)(v)-
En este caso la estrategia será descomponer el conjunto II<{ri) como sigue 
Ihiv) ••= {(e , r ) e //<(;?) : lei ~ 2-'=l7?i, lel > Irl} , 
Thiv) ••= {(e,r) e //<(í?) : \T\ ^  2-^-|r/|, |Ci < | r |} , 
cumpliéndose 
4-CX3 
II<{V)C U(77fe(r7)U//fc(í?)) . 
fc=i 
Para fc > 1, definimos de manera obvia los términos Q'f.{q), Q'^iq) asociados a los dominios 
//fc(í?), J/fc(í/), respectivamente, en el lado de la transformada de Fourier. Afirmamos que 
\\Qk{q)\\w^.2 < C{e)2''%\\^^_ijq\\^-.,4q\\,^.s^i^s.2, (3.2.4a) 
\K.iq)\\w^,2 < C(e)2-''%\\^,^i^,_, [M^^Í,M\W-^.2 + lkllx2||9||^_i^,,J . (3.2.4b) 
Demostración de la estimación (3.2.4a) 
Como de costumbre, aplicamos la desigualdad de Cauchy-Schwartz, 
QÍW){V)\^ <TLÍ I l9(09(r? ~ T)\^da{()da{T) (3.2.7) 
x f í \q{T'- Ol^daiadair'). (3.2.8) 
J Jlhin) 
Integramos y cambiamos el orden de integración en ^ y en r , por el lema B.2: 
\\Qk{q)fwp,2 
< 
"i 
X 
/ \vf^-' í \m? [ \q{v^r)fFlir,)da{T)da{Odri 
/ \q{Ti-T)\^d^{^)Fl{ri)da{r,)d^ (3.2.10) 
<C(5)2-2-'=||g||J^,_,.,/" M g ! i r 3 ( ^ ) d ^ (3 2,11) 
<Cie)2-''''Ml , , í mOWr^'d^ [ !g(A)nA|2«-i+2^-dA, (3.2.12) 
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donde denotamos 
m ••= L e A(^) : lel < l ' ^ + ^ " 1 Irylj , (3.2.13) 
A{V,0 ••= ¡r e Tin) : \r\ < h l + ±-\ \n\, \^ - r\ < ^ \ , (3.2.14) 
y F^{ri), F 3 ( ^ ) se definen en (3.4.1), (3.4.3). Además, pasamos de (3.2.9)-(3.2.10) a (3.2.11) 
en virtud de la parte (i) del lema 3.4.1, teniendo en cuenta que \^\ ~ 2"'^|77|, y por tanto 
Fliv) < 2-'\vñqf.^,, < C\r,m • IklP. 1 , . 
La parte {iii) del lema 3.4.1 permite acotar (3.2.11) por (3.2.12). 
Queda probada la estimación (3.2.4a). 
D 
Demostración de la estimación (3.2.4b) 
Dividimos el conjunto likiv) en dos regiones IIkj{ri), j = 1,2, donde 
ñk^iiri) := { ( í , r ) € / / . ( T ? ) : |,ei > S-'^-^IT/I} , 
ThMv) ••= {(C,r) e Tíkiv) •• \C\ < 2-'="2|r/|} . 
Denotamos Q'^Aq), j = 1,2, de manera obvia. La norma de Q'i-iiq) se acota de la misma 
forma que el término anterior Q'f.{q) • Nótese que si {^',T') G IIk,\{ri) entonces {T',£,') £ 
Akiif), donde Ak{ri) se define en (3.4.4). Luego, en virtud de la parte (i) del lema 3.4.1, si 
1^1 > 2^''^^|í?| se cumple 
Ilr \q{T' - afdaiadair') < C2~>'\vñqf.r , < C\rj\ \^\ !|gf . 
La fórmula (3.2.4a) es cierta substituyendo Q'j,(g) por Q'^ , ^{q) • 
Vamos con el término Q'^. ^{q) • Para (4,r) e Ilk^ir]), se tiene que |C — T| > 2~''~^\r]\: 
\^-r\> \T\ - lel > 2-^-i|77| - 2-^ =^ 217,1 = 2-'=-2|r;|. 
Aplicamos la desigualdad de Cauchy-Schwartz como en (3.2.7), (3.2.8). Si integramos y 
cambiamos el orden de integración en ^ y ;;, sacando provecho de la propiedad |T| ~ 2~''\r)\, 
sacrificando un e de derivada para que converja la suma en k de las normas de todos los 
^^2(9)! '^ os queda 
\\QUm%,.<C{s)2-'''' f ^ / \V\''-'^'' (3.2.15) 
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X / \r\"^'\q{ri^Ttda{T)Fl{ri)da{ri)d^ (3.2.16) 
< C{e)2-^-<^Ml, f ^-&-^ F\0 di (3.2.17) 
<C{e)2-^^^Ml, í | | g £ d ^ / \q{X)f\X\^^-'+'^dX. (3.2.18) 
donde £(^) , A(7j,0 , f | ( ^ ) > F^iO se definen en (3.2.13), (3.2.14), (3.4.2), (3.4.3), respecti-
vamente. Pasamos de (3.2.15)-(3.2.16) a (3.2.17) por la propiedad |r|~2e < |^|-2e ^ y p^j. i^ 
parte (ii) del lema 3.4.1, teniendo presente que si (^', r ' ) G Ilkfiiv) entonces (r', ^') £ Bfe(í?), 
definiéndose Bfeí^ ?) en (3.4.5). La parte {ii) del lema 3.4.1 permite acotar (3.2.17) por 
(3.2.18). Hemos visto que 
Esto termina la prueba de la estimación (3.2.4b), la afirmación (3.2.4) y el lema 3.2.1. 
D 
3.2.2 . Est imación de los términos de valor principal 
Como ocm-ría con el término cuadrático, el control de los términos de valor principal 
(2.2.1), (2.2.2) se realiza mediante ligeras modificaciones de la demostración de la estimación 
del término esférico Q'{q). Dejamos los detalles al lector. Aclaremos, sin embargo, un detalle 
técnico. Puesto que aquí no tenemos simetría entre los casos |^| > |T? — ^|, y |^| < |T/ — ^|, 
debemos considerar ambos casos por separado. En el segundo, para S « 1, necesitaremos 
definir 
M 
2 
Así como 
^ 2 < %l,(í-|)-^<o}. 
Para ^ € Ts{r]), sea ^ la proyección de ^ sobre r(ry) definida por ^ • (^ - rj) = O. Para 
z = ^ / | 4 | , tenemos 4 = (C • z)z • Entonces ?? = C + ''(C - O para algiin r > > 1. Teniendo en 
cuenta esto, vemos que cualquier T] G A.¿{Í) puede escribirse como r] = (^-z)z + r(^—(^-z)z) 
para algún r > > I, z e S^. Además, para ^ fijo, el ángulo entre ^ y z es menor que cS. 
Finalmente, tenemos que controlar un término próximo a las singularidades en las inte-
grales de valor principal. Como en el caso del término cuadrático, esto se consigue compen-
sando signos y utiUzando la estimación para las diferencias segundas que ya señalamos en 
2d: 
\qiz) ~qiz^x + y)+ q{y) ^ q{x)\ < C\z -x\\x-y\{ M\\D^q\){x) + M^{\Dm){y) 
+ M\\D^\){z) + MWD^\){Z -x + y)). 
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3.3. Ganancia de regularidad de Q4(g) respecto de q 
En esta sección vamos a probar en detalle la ganada de casi media derivada del término 
cuártico, módulo una función de la clase C°°(M.^), respecto del potencial que se establece 
en el teorema 1.5.4. En primer lugar, consideramos la siguiente caracterización del término 
cuártico obtenida a partir de la expresión para la resolvente saliente (1.2.3) (véase la nota 
C.2.1). 
Proposición 3.3.1. Para n > 2 y r¡ eR"\{0} , 
\v\ V Un Jrirj) F • (í? - T)] [</'•(??- 0)] 
\vr Jw Jr{r,) Jr{v) </> • (»? - 0) 
- n i / / / ^(í)3(^ - ^)«('^ - '^)^('^ - ^) daiOda{T)daic^). (3.3.6) IW Jr(ri) 7r(7í) 7r(rí) 
Entraremos en detalle a la hora de acotar el término esférico que aparece en la expresión 
de Qi{q){r¡) en (3.3.6). Como ocurría con los términos anteriores de la serie de Neiunann-
Born, el término esférico es la base para entender la estructura del término cuártico. Los 
términos de valor principal (3.3.1),(3.3.2),(3.3.3),(3.3.4),(3.3.5) se controlan de manera sim-
ilar a la parte esférica descomponiendo el espacio en coronas diádicas de manera análoga 
a las estrategias estudiadas en esta memoria en dimensión 2 para Q2{q), Qi(q)- Por esta 
razón, omitiremos el control de dichos términos de valor principal. 
Notación. Para todo ?/ e K^ \ {0} , escribimos 
P^)i^) ~r¡3 Í í I «(^)9(^ ~ ^)9(^ - '^)^(0 " O da{OdaÍT)da{^). 
m Jrir,) Jr(r,) Jr(r,) 
3.3 .1 . Est imación del término esférico P'{q) 
Vamos a ver que P'(q) e ^ '^^ •^(M^) +(^00(113) ^ ^^^^ ^^¿^ p ^^^^ ^^^ que O < /3 < a + 1 / 2 . 
Consideramos la descomposición: r{r])^ = /(rj) U //(í?) U III{r]) U IV{ri), donde 
I{v):=mr,4>)erir,f : [c(> - ^\ > ^ , \cí> - T\ > ^ } , 
Iliv) := {{^,r,cl>)eT{vf ^ ^ - 1^ > ^ ' 1^  " 1^ < ^ } > 
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Illiv) := {(C, r, cp) e ririf : |^ - ^| < M , ¡0 - r | > | ^ } , 
Denotamos PÍ{q){v) - ^ / / //(^) QÍOQÍV " r)q{T ~ S)q{4, - £) dcT{Í)da{T)da{<p), y 
P'jj{q)ir]), P'JJJ{Q){V) 1 •Pjv(9)(^) ®^ manera análoga. Se cumple 
P'iq) = P'j{q) + P'jj{q) + P'jjj{q) + P¡y{q). 
Formulamos las siguientes afirmaciones siendo O < e < 1: 
\\P¡mw,.2 < C {\\q\\l. + \\q\\^^i,M\h) \\q\\w^^y2,2, (3.3.7) 
\\^~' {xHP'iim \\w^.2 < C (llílli. + M^^^.jQWh) M^^^m.2, (3.3.8) 
\\P¡V{Q)\\W^.2 < c {\\q\\^-^^,M\w-.M\L^- + MhM^^^^-e..^) lkll^.-i+.,2, (3.3.9) 
donde C > O sólo depende de a, /3 y del soporte de q. 
Nota. La afirmación (3.3.8) se verifica si —1 < /3 < 2, pero esta condición se cumple para 
cualquier /? S M tai que ~1 < j3 < a + 1/2 donde Q < a < 3/2. Por otra parte, el término 
P'jjj(q) también satisface la estimación (3.3.8) puesto que P¡i{q) = P'niiq) como se deduce 
de la siguiente identidad tomando los cambios de variable ^'=77 — T,T '= íy — ^,(/) '= 77 — </>: 
í [ í m^iv - r)q{T - ci>)q{4> - Od<j{Oda{T)da{cl>) 
J J Jiii(v] 
= í í í ^(e')9(^ - r')qÍT' - cP')q{^' - í')cía(^')da(r')¿a(<^') 
J J JllM liiin) 
A partir de las afirmaciones (3.3.7), (3.3.8), (3.3.9) se obtiene que en las hipótesis del 
teorema 1.5.4 existe una constante C{a,(5,q) > O que depende de a,/3 y del soporte de q 
tcd que 
W í ' Í,2II<?||W-^,2||?IIL2 \\P'{q)\\w^.2 < C(a,/3,g) (| |g||i, + ||g||^_i,,||g||Í2 + \\q\ 
donde e:=a + l-'0><^. 
Haciendo /? = O en estas afirmac'ones (3.3.7), (3.3.8), (3.3.9) se deduce que la función 
J - i ixHP'il))) está en L^iR^). Y de hecho, r~' {xHP'k))) e W<^''^{R^) para todo f3 
con 0 < / 3 < « + l /2. Sabiendo que la función (1 - x) ^{P'{q)) tiene soporte compacto se 
concluye que 
P'iq) e W^'^iW^) + C^iR^). 
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Demostración de la afirmación (3.3.8) 
Haciendo el cambio de variable cp = rj — <f)', se tiene 
P[ÁQM = A Í Í Í 9 ( 0 9 ( ^ " r)qÍT ^ 4>')q{<P' - O da{0da{T)da{4>') 
H J J Jiiiv) 
^W I J J~ ^^ ^^ ^^ "^  ~ ^^^^^ ^ '^^ "^^^^^ - -^  -^  6 da{Oda{T)da{<l)), 
donde Tliv) := {(?, r, </)) € T{nf : (4, r, r/ - <^ ) e / / (T? )} . ^ 
Para ÍJ G K^ fijo con |í7| > 2, descomponemos el dominio de integración II{T]) como 
sigue: 
_ [log2('7)l _ 
/7(?7)= U IIkir})Ulh{r))UlI^{tj), 
donde para 1 < fe < [log2 \r]\], escribimos 
Ilooiv) := | | r / - T - 01 < i ^ , Ir/ - e - 01 > ^ , !</. - ei < l } , 
donde (^, r, 0) e r(r?)^ . Para cada fe > 1 se define 
í W ? ) ( r ? ) - - = ^ / / _ ^ ^ l9( í )«( ' / - r )9( r + 0^7?)| (3.3.10) 
X \q{v - </> - OM'^(Oíí^(T)díT(0) x(í?), (3.3.11) 
y la expresión análoga para Pyj (q), Pii^{q) • Para |í/| > 10 se cumple 
fc=i 
y por la desigualdad de Minkowski, 
fe=l !
| +00 
' f e = l W/3,2 
fc=l 
Para todo entero fe > 1 afirmamos que 
Pii.mw^.^ < C2-''/^q\\U\q\U,-l.., (3-3.8a) 
'w''^ ^ 
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il^ 7/.(9)llvv'*s.= < C2-'=/2 (ii?iU2 + Ikll^^.,!,^) MU\<l\y,-^,,, (3.3.8b) 
P^/.o^)lll^í3.2 < i ^ „ ,, „ 1,2 I, II 1 o^n (3.3.8c) 
La expresión (3.3.8) se deduce de estas tres estimaciones. En las demostraciones para es-
tas estimaciones hacemos uso de las notaciones del lema 3.4.2 que constituye la herramienta 
fundamental para obtenerlas y ubicamos en la subsección de resultados clave por cuestiones 
de claridad. 
Demostración de la estimación (3.3.8a) 
Por 'a desigualdad de Cauchy-Schwartz y para \r}\ > 2^ : 
íW9)(r?)<T^íy'y^^ \m^ir + <p^n)\''da{0da{r)da{4')\ (3.3.12) 
x( Í í Í \QÍri ' r')q{v ' 0' " O \''daie)da{T')dai^')] ' . (3.3.13) 
\J J Jihi'n) } 
Acotando por el operador maximal de manera análoga a como hicimos en (3.2.6), en virtud 
de la parte (1) del lema B.l, se verifica 
J JT(r,)xT(n) 
<C i j Mq(x + (p-rifdxda((p) 
<C f í Mq{xfdxda{(t>) < C \r}?\\q\\l2 . 
JT(r,) JM? 
donde ri(7;) se definió en (3.2.5). Por este tipo de argimiento, también es cierto que 
I \q{r¡-r')\^da{r')<C\\q\\i,. 
Jrin) 
Téngase en cuenta que si {Í,-T,(j)) G Ilkiv) entonces 
Por todo ello, y cambiando el orden de integración en ^ y r? por el lema B.2, 
\\PnM)\\%,.2 < C\\q\\h I \ri^^-' f m t 
I j m '0'~ 0?da{i')da{ci>')da{^)dv 
J JBkM 
X 
CMÍ2 í m)\' í 'Y~\V\''-' 
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X / / \q{v -<!>'- Ofda{e)da{cp')da{r,)d^ 
J JBkir,) 
<C2%\\iJ ¡mfHliOd^ 
'H^'^S' 
donde la última desigualdad se desprende de la parte (i) del lema 3.4.2 y íf¿(f) se define 
en (3.4.12). Además 
Bkiv) := {(C',0') € Tin) X Tin) : ^ ~ 4>'\ < 2''+'^ , |T, - </>' - ^ > | ^ | - (3.3.14) 
Hemos probado la estimación (3.3.8a). 
G 
Demostración de la estimación (3.3.8b) 
Hacemos Ilhiv) ~ Hkiv) U Hkiv); donde 
Tll{r,):={{^,T,^)eTh{ri) • ¡r /- <^  - r | < 2-*^-3|^| J ^ 
Illiv) ••= {(^,r,</>) e Thiv) ••\V-^^-T\> 2~''-^\r,\} . 
Denotamos por P~j (q){'rj) las expresiones análogas a (3.3.10)-(3.3.11) para los dominios 
/?fc(T?),conje{l ,2}. 
Caso IIf,(r]). 
En esta región, se cumple 
1^7 - r | > 1^1 - ¡77 - r - ^1 > 2-''-^\v\ ~ 2~''-^\n\ = 2-''-^\r,\. 
Por la desigualdad de Cauchy-Schwartz para \T]\ > 2'^: 
~W\IIIñ' '^ ^^-"^ "^^  ~ T)fda{0daÍT)da{4>) j (3.3.15) 
^ \ l I ITI' |5(T ' + 0' - Ty)g(í? -4>'~ e.')?do{0d<j{T')da{4>')\ . (3.3.16) 
De nuevo, usando el argumento aplicado en (3.2.6), en virtud de la parte (1) del lema B.l, 
se cumple J^, -. \q{^)\'^da{^) < C||5|| |2, y en virtud del teorema de Fubini y dicho lema, 
para cada ^',<p' ^ T{r)), se tiene 
í \q^r' + cp'-n)\^daÍT')<CMl,. 
Jr(r,) 
116 Capítulo 3. Dispersióv íhMe, triple y cuádruple en 3d 
Por tanto, 
í\Aq){r}) < ~ ( í | í( í?-T):^da(r) 
^ ÍT?I V{Ter(T)):l7,-r|>2"*^-3ir,|} y 
xX{lr,\>2^}iV)\\q\\híJI^ \q{v - <P'- afMOdaié')] . 
Tomando el cambio de variable C, — r] - T , y cambiando el orden de integración en C y Í? 
por el lema B.2, podemos escribir 
"* J^' "'{Cer(r,):ici>2-«=-3M} 
x í í \q{r} ^ 4>'~ OfdaiOdcrié')dv 
J JBdrñ 
« 3 ^{';eA«):|Cl>2-*^'3|j,|} |(,| 
X / / \q{v - <í" - afda{ada{<p')da{ii)dC 
C\\q\\l,2' í m)\^H¡{C)dC<C2-'^\\q\\l4q\\ 
donde la última desigualdad se desprende de la parte (i) del lema 3.4.2 y 5fc(í?), ^¿(C) se 
definen en (3.3.14), (3.4.12). Por tanto, 
11^77 (^9)II^ ,-.,2 < C2''^^q\\l4q\\^,.^,,. (3.3.17) 
— 2 
Caso //fc(r)"). 
—2 -~2 —2 
Consideramos la descomposición //;.(?/) = Ilk^aiv) U J/j¡. ¿(T/) , donde 
í í L ( ^ ) ••= {(? , r ,^) e / / í ( r , ) : | í 7 - r | < |< |^} , 
/?L(r?):={(?,r,<íí.)e/Jfc(^) : | r / - rj > |<&|} . 
Escribimos para / € {a, 6} , 
Pí72^(g)(r7) := X{|^ |>2'=}W | ^ / / _ ^ 2 | g { O í ( ^ - r ) | 
X |9(T + 0 - 77)g(?7 - (¿> - 01 do-(^)díT(r)(ícT(0). 
~ 2 
Empecemos con la región IIf.^\^7]). Si |^ 1 > 2~*|r;| podemos seguir las líneas de la 
demostración del caso Ihiv) • De modo que si hacemos una división más, a saber / / ^ (^77) = 
^fc,«,!('?)U//fc.„,2(fi)-(londe 
Tl'L.Ári) : - { ( í . r .o ) € /7L(r/) : k^ j > 2-''-|;?i} , 
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con las notaciones obvias para J-'{ P~2 (q) )(T/) , j € {1,2} . podemos escribir 
\\Pjj2 {q)\\w0a<C2-'''^q^(Í4q\\^,-^,2- (3.3.18) 
Así, nos limitamos al caso IIka2{l) •> donde |^| < 2~^\r¡\. Se tiene 
1^1 <\4>~^\ + I?! < 2-'+'\v\ + 2-'=|í7| = 3 . 2-%\. 
Aplicando la desigualdad de Cauchy-Schwartz como en (3.3.12),(3.3.13) y haciendo 
/ \q{r^~r')\^da{r')<C\\q\\y, 
Jr(n) 
utilizando la parte (1) del lema B.l, nos queda 
nPrr' Í9)){V)<-^(L \qmir + <í>^v)fda{Oda{T)da{<P)] 
'Bkir,) 
Tomando el cambio de variable C ^ V " ^ ^ tenemos 
11^ 77^  ÍQ)fw>^.2 < CMl^ í |»7l'''-' / imfdaiO (3.3.19) 
X / / \q{4>-C)fdaiC)dai<t>) (3.3.20) 
x / / \qiv - 4>'- e)\''dai^')dai^')dr] (3.3.21) 
<C\\q\\h f \V?^-' í \mfdcriO (3.3.22) 
Ju^ Jr{r¡) 
x / / \q{v - <l>'- Ofda{^')da{(í>')dr] (3.3.23) 
<CMh I mf^HÍ(Ode (3.3.24) 
< C 2 - ^ ' = | | g | | ; _ . J | g | | i . | k l i ; , _ ^ , , , 
donde Bkiri) es similar al conjunto Bk{ri) definido en (3.4.5) cambiando los roles de ^', T' y 
ciertas constantes positivas que no impiden aplicar la parte {ii) del lema 3.4.1, estimando 
(3.3.19)-(3.3.21) por (3.3.22)-(3.3.23). Cambiamos el orden de integración en ^ y T/, por el 
lema B.2, pasando de (3.3.22)-(3.3.23) a (3.3.24). La última desigualdad se desprende del 
lema 3.4.2, y Bk{ri), Hl{í,) se definen en (3.3.14), (3.4.12). Hemos probado que 
IPr,- (9)llvy/3,2 <C2-'=||g||^^„^,,|lg||i.||(?||^.,3..>,3. (3.3.25) 
'k,a.2 
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Sigamos con la región IIi^^{r]). En esta región se cumplf \r¡ — T\> 2~^~'^\T}\ : 
| 7 ? ^ T 1 > | r ? - < p ^ T | - | ( / ) | > 2 " ' = " 3 | r ? | - h - T | ^ | r / - r | > 2^*^'*|íyi. 
Esta condición nos permite seguir las líneas de demostración del caso II^.{ri), obteniendo 
\\Pril^i<l)\\w^.^ < C2^*/2||gi|i,| |q|(^,_x_,. (3.3.26) 
De (3.3.18), (3.3.25), (3.3.26) se deduce 
\\Pr,liQ)\\w^•^<C2''/'{\\qh2 + M^_^^,)\\q\^^^^^^^^ (3.3.27) 
Por fin, la estimación (3.3.8b) se desprende de (3.3.17) y (3.3.27). 
a 
Demostrac ión de la estimación (3.3.8c) 
Aplicando la desigualdad de Cauchy-Schwartz como en (3.3.15)-(3.3.16), usando el ar-
gumento aplicado en (3.2.6), en virtud de la parte (1) del lema B.l, que permite obtener 
/ \g{T' + ^'-rj)\dai4>')<C\\q\\l,, í \q{rj - T)\'da{r) < C \\q\\ 
JvM Jr(n) /r(,,) y ,,
para 7/ £ M^ , r ' e r(7?) fijos, teniendo en cuenta que si Hv~4>'~Í') ^ {v~'2^')\ = lí^'^C'l < 1 
entonces 
\q{V-<l>'~0\<CMq{ri-2a, 
también por la parte (1) del lema B.l, y además 
/ / \mfda{cl>)da{0< Í m)\^^{m,l))da{0=C í m)fda{0, 
Jviv) ^r{r,)ne(í,i) Jr{r,) Jr(r,) 
se llega a 
ñZlqKv) < ~ Iklli. ( / m)\^da(0 Í Mq{rj - 2efda{a] ' • (3.3.28) 
Por la estimación (3.3.2C) y cambiando el orden de integración en £, y rj por el lema B.2, 
obtenemos 
\ñUq)\\ln...<CMlJ ML f |,^  
JR^ i? I ÍA(í)nB(o,io)^ 
/ Mqiii ~ 2efda{C)da{n)d^ X 
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'w-i'^"-^"^^ ) W L , 1 , . si - l < / 3 < 2 , <C\\q\t.Jq\\í. 
lj^/S-1,2 > "* 2 ^ 1^ ^ 2 
W^~^' 
donde la última desigualdad se deduce de la parte (n) del lema 3.4.2. 
Quedan vistas la estimación (3.3.8c) y la afirmación (3.3.8). 
Demostración de la afirmación (3.3.7) 
Haciendo el cambio de variable (¡) = rj — <p', se tiene 
PÍioíiv) = J^J 1 1 9 ( 0 í (^ " r)qÍT - <t>')q{<t>' - O da {Oda {T)da {<!>') 
^ W l I r ^^^^^^"^ ~ ^^^^^ ^"^^ ''^^^'^ -<t>-0 da{Í)da{T)da{<t)), 
donde 7(r,) : - {($, r, ^) G T{r,f : (^, r, Í? - ^) G /(r,)} . 
Para rj eM.^ fijo, consideramos la descomposición I{T]) = Iiirf) U /i(r/) U /2(^), donde 
/ i ( , , ) : = | | , ^ ~ r | < i ^ , | < A | < | 7 , - r | , | r ? - T - < / , | > M , | r / - í ^ < / ) | > M | , 
/ i W : = { l ^ - r | < i ^ , H > | r , - r | , | r ? - r - 0 | > i ^ , | r ? - $ - ^ 0 | > M | , 
a 
hiri) := I le?:) - T! > — , lí? - T - (¿I > - ^ , b - í - (A! > — 
^2i>'/; -^  iv^  ' - 400 ' " ^' -- 100 ' " ^ ^' - 100 }• 
donde {^,T,(/>) G TÍT})^ . Denotamos por Pj^{q){r)), Pj^{q){r]), Pi2{q){r]) las expresiones 
análogas a (3.3.10)-(3.3.11) para los dominios correspondientes sin multiplicar por xiv)-
Para todo T; G K^ \ {0}, 
Pí{q){v)\ < Í%ÍQM + I\{q){v) + ñMiv), 
y también 
\\P'ÁQ)\\W^.2 < \\Ph{Q)\\w^,2 + WPJMWWS.^ + \\Pi2mwB.2. 
Formulamos las siguientes afirmaciones 
\\PiÁQ)\\w^,2<CMl4q\\^,__.^,, (3.3.7a) 
\\PjSq)\\w^.2<C\\q\\l4q\\^,-^.., (3.3.7b) 
\\Phmw0.2<C\\q\\^__^Jq\\l,M\^s-i,2. (3.3.7c) 
A continuación exponemos las demostraciones de estas estimaciones, de las cuales se 
deduce la expresión (3.3.7). Para ello el lema 3.4.2, situado en la última sección de este 
capítulo, desempeña un papel fundamental. Utilizaremos las notaciones de dicho lema. 
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Demostración de la estimación (3.3.7a) 
En esta región se cumple |Í? — T| > g^g . Efectivamente: 
Aplicando la desigualdad de Cauchy-Schwartz como en (3.3.15)-(3.3.16) y estimando para 
Tj e M ,^ (p' £ r(í/) fijos como sigue 
í \m\''d<T{o, í wiv ^'p'- a?daia < c NIIÍ^ 
aplicando la parte (1) del lema B.l, se llega a 
ÍUQ){r}) < ¿ Iklli. ( / ,„, mv - r)\^da{r) 
IBM 
donde 
BiT)) := { ( r ' , ^ ' ) G Tir}f : |r ' - 0'| < M , |^ - r ' -- <^ '| > i ^ | . (3.3.29) 
Haciendo Q = r] — T y cambiando el orden de integración en ^ y 77 por el lema B.2, tenemos 
que 
'\Ph\?w,,2<C\\q\\\J \mf í ,, ~\V 
JE? JU 
^ l„|2/3-4 
{')eA(c):|í|>Í2i} ICI 
X / /" \q{r' + (p' -T})fdcx{T')da{4>')d(T{7])dC 
J JB(Í7) 
X í / \q{r' + 4>'~V) fda{OdcT{,p')dairi)dC 
J JBÍn) 
donde la última desigualdad se desprende de la parte {i) del lema 3.4.2 para k = I. Nótese 
que B{r]) C Bx{r]) de acuerdo con la notación en (3.3.14). 
Hemos demostrado la estimación (3.3.7a). 
D 
Demostración de la estimación (3.3.7b) 
Consideramos la partición I\{r]) = h^aiv) U h.biv) > donde 
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y la notación usada en (3.3.10)-(3.3.11) para Pj {q){r]), con I e {a,6} . 
En la región Ii^iv) se verifica |Ci > 55^ • En efecto: 
i e j> | , , -^-<^l_ i^_0l>M_M^M.. 
isi - 1/ s H^\ \i v\ - Q^Q 200 200 
Podemos seguir el mismo esquema de la demostración del caso Ilkiv) para k = 1, inter-
cambiando los papeles de los factores q{T] — </> — O Y 9Í''' + 4'~ l) • Como indicábamos más 
arriba, nótese que B{T]) C -BI(Í?) , de acuerdo con la notación en (3.3.14) y que estamos en 
las condiciones de la parte (¿) del lema 3.4.2 para fc = 1. Se tiene 
\\P7jq)\\w^,.<C\\q\\l4q\\^,_.,,. 
En la región -hfi{T]) se cumple |Í/ — r | > |g^ . En efecto: 400 
" ' - ' ' ^' '^ ' - 200 400 400 
Por tanto, la prueba para el caso Ii(r}) es válida en éste, deduciéndose 
\\P7jw^^^<C\\q\\Uq\\^0^i..-
Queda vista la estimación (3.3.7b) 
D 
Demostración de la estimación (3.3.7c) 
Sea 77 G M^  \ {0} . En el término Pi2Íq)i'r]) las ocurrencias de q tienen más interacción 
entre sí, de manera que sólo podremos acotar por el operador maximal una sola ocurrencia 
de q (aplicando la parte (1) del lema B.l). Consideramos una familia de puntos de la esfera 
unitaria 5^ {6j : I < j < M} con J\í suficientemente grande para obtener im recubrimiento 
de la esfera r(7;) formado por M casquetes Jj{r]) de centro ílj{r]) y radio K\T]\ , para cierta 
constante K > O tal que AA ~ ^ , donde para cada j 
^jiV) = l + Y^i' (3.3.30) 
cumpliéndose 
donde 
M' M 
m Jjj(ri)Jx„{T)JYr,(4:) 
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X \q{r] - é- ^)\da{£,)da{4))da{T) x[v) -
y 
X,{T) := {<P e r(n) •  l<^  - r | > j ^ , |r? - <^  - r | > J ^ } , (3.3.31) 
Y,(cP) := U e r(r?) : I,, - ^ - 1^ > i ^ } . (3.3.32) 
Fijamos j G {1, . . . ,M}- En este apartado tomaremos una referencia ortonormal de M.^ 
{ei, 62,63} tal qae ei = 6j, de acuerdo con la notación en (3.3.30). En la expresión integral 
para Pjj(q){T)), aplicamos la desigualdad de Cauchy-Schwaxtz como en (3.3.12)-(3.3.13). 
Para cada j , rj fijos, por el teorema de Fubini, se cumple 
[ í í mmr + ct>-v)\'dcr{Od<j{q>)da{T) 
Jjj(r,) JXr,(T) JYr,(4>) 
I \m? I I \q{T + 4>-r])?da{4>)da{T)da{0. 
Jr{r,) Jjjir,)JXr,{T) 
< 
Además, 
Í í í \q{v-r')q{rj-^'~a\^da(C)dai4>')daÍT') 
Jjjir,) JXr,(T') JY„{,¡>') 
< í í í \qiri-r']qirj^<í>'-afda{e)dai4>')daÍT') 
= I m^r')\^da{T') f I \q{rj-4>'-e)?da{ada{^' 
Jv{n) Jr{n) JYr,(4>') 
< C \\q\\l. f Í \qiV -^'P'- e)fda{e)dai4>'), 
.Irír,) JYM') 
acotando por el operador maximal en virtud del lema B.l en la última desigualdad. Por 
todo ello y cambiando el orden de integración en ^  y 77 por el lema B.2, podemos escribir 
\\PjÁ<D\\l^a <C\\q\\h í \V\^^-' í \m\' [ I \q{r + ci>-r^)\^da{4>)da{r) 
X / / \q{r}-4>'-Í')\''da{í!)d<j{cP')da{í,)dT^ 
= C\\q\\lJ ^^ í \V?^-' ¡ I \q{r + ct>-r,)fda{<^)dair) 
X / / \q{r]-<i>' -í,')\^da{í;)da{4>')da{r^)d^. 
Fijamos í G R^ \ {0} y denotamos 
GM)--= í I ^ P " ' / í \q{T + é-r^)\^da{c¡>)da(r) 
X /" / m^0'~O?da{Oda{4>')da{rj). 
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Expresamos r/ € A(^) en coordenadas polares en el plano como rj = í_ + sz, con s > O y 
z e {C}^, \z\ = 1- Se verifica da{r]) = sdsda(z). Sea h{s) ;= I;?] = (|^|^ + 5^)2. Nos queda 
GAO = í r ^^'^^^~' I I l«(^ + -P - (í + sz))\Ha{4>)dcT{r) 
X í f \q{í, + sz ~ <p' - i')\^da{i')d<j{<¡>') sdsda{z) 
<CMh [ r^sf^-' (3.3.33) 
Js^ Jo 
X í I \q(^ + sz~4>'-í')\'^da{^')d(TÍ(p')sdsda{z), (3.3.34) 
donde la última desigualdad se desprende de la siguiente 
Afirmación 3.3.1. Sean 1 < j < AA, ^  G M ,^ z € {^ l""", con \z\ = 1, y s> 0. Entonces 
Í I \q{T + 4>~{^ + sz))\''da{<l>)da{T) (3.3.35) 
Jjj(s,z) JXS,AT) 
<ch{s)Ml,, 
donde C es independiente de s,z,í,. 
Demostración de la afirmación 3.3.1 
La variable ^ está fija a lo largo de esta demostración y para simplificar la notación 
hemos omitido la dependencia respecto de (, en las notaciones Jj{s,z), XS,Z{T), h{s). 
Expresamos r, tp en coordenadas esféricas respecto de la referencia {61,62,63}: 
£ + sz h(s) 
T = — 1 (sen tp eos Sei + sen i/' sen 6 62 + eos ipe^), (3.3.36) 
(j) = — 1—— (sen C eos 7 61 + señasen 7 62 + eos C 63), (3.3.37) 
con ipX & [O, T], á,7 e (-TT.Tr]. Se verifica 
da{(j))da{T) = h{s)'^ sentpsení^d'ydQdSdilj-
Nótese que si r e Jj{s,z) entonces r pertenece al "cuadrado curvilíneo" en la esfera r(í^) 
que contiene al casquete Jj{s, z) dado por 
(i/-,*) G [2 ~ ^ 0 ' ^ + ^0j ^ [-£o,£o], 
donde eo = £o(^) cumple seneo = 2/Í. Para cada C, G [O, TT] y xp,5, definimos 
X*(C,V',<5):={7e(-7r,7r] : ,^  G X,,,(r)} 
7 G (—TTJTT] : — (1 — ) < sen t/) eos (5 sen C eos 7 
OUUU 
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+ sen íp sen S sen ^  sen 7 + eos y; eos C < 1 — 
oUUUU 
La expresión integral (3.3.35) está acotada por 
J%-Eo J-eo Jo JX'(^,i,,5) 2 
donde 
A(j,s,-0,¿,C,7) ••= T + (p-í] = -)— ((sení/) cosa + sen^ 0057)61 
+ (sen•i/' sena + seni^ sen7) 62 + (cosí/' + cosC)e3)-
Pe. razones técnicas dividimos el dominio correspondiente para los ángulos ip, ^, Ci 7 en 
dos partes A\, A2'-
Al•.=-^{{^P,5,(:^) •• l c o s ( V ' - C ) l < l - 1 0 ~ ' } , 
A2:={{^,S,C,l) •• !cos(í/;-C)|> 1 - 1 0 - 9 } , 
donde {ip,S,C) G [ | - eo , f + eo] x [-^ ^o, eo] x [O, TT], y para cada tp, 5, C fijos 7 pertenece 
al conjunto X*{(^,ip,6). De este modo, (3.3.35) queda acotado por 
^ ( / / / / ^ J 1 1 1 )'^(^)'sen^senClQ(A(j,s,i/;,á,C7))l'í¿7'¿Cd<5diA-
Nota. Elegimos M suficientemente grande para tomar el radio del casquete Jj{'r]) con 
Estimación en el dominio Ai. 
Si K < i ^ entonces | cosi/;| <2K < 10~^. Se tiene 
1 — 10^9 > |cos(^ - 01 > | s en^ senCI - | cos^ cos^l 
> y/l " 10-10 senC - 10"^! cosCl 
= \ / l - 1 0 - 1 0 ^ i _ c o s 2 C -10-5 | cosC | , 
y 
cos^ C + 2 • 10^5(1 - 10-9)1 cosCl + (1 - 10-9)2 ^ (^  _ ^Q-iO) > o , 
donde el discriminante dv.1 correspondiente polinomio cuadrático en | eos C | es 
A = 4 • 10-^(1 - 10-i°)(2 - 10-9) ^ Q ^ 
de manera que C satisface 
IcosCl > --(1 - 10-9)10-5 + Vl0-9(1 - 10-i0)(2 - 10-9) > 3 • 10' 
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Teniendo en cuenta que | eos ^ | < 10 ^ , | eos C | > 3 • 10 ^ , se cumple 
I senC cosip cos(ó — 7) — senip co&C,\ (3.3.38) 
> \sentl! eos el ~ |senC cost// cos(¿ — 7)! > | sen^ cosCI ^ |senC cos^| (3.3.39) 
> 3 • l O ^ V l - 10-10 - l O ' V l - 9 • 10-10 ~ 2 • 10"^ . (3.3.40) 
Para j,s,S fijos hacemos el cambio de variables (C, 7 , ^) -^ A = (Ai, A2, A3), dado por 
h{s) ((seni/; cosa + senC eos7)61 
(sen ip sen S + sen C sen 7) 62 + (eos ip + eos C) 63). 
(3.3.41) 
(3.3.42) 
Se verifica 
9(Ai,A2,A3) 
9 (C ,7 ,^ ) 
/i(s)'^senC |senC costp cos{5 — 7) — sen'í/» cosC| 
En virtud de los teoremas de Fubini y Toneli y las estimaciones (3.3.38),(3.3.39),(3.3.40), 
tenemos 
J J J JAI 
h{s)'^ senip sen(^  \q{A{j, s,ip,6X, 7))fd'y dC, dSdip 
<C r í h{s)\q{X)\'^d\dS 
J-eo Jm? 
Hs) I \q{X)?dX. 
7 K 3 
C 
Estimación en el dominio A^-
Ahora aplicamos el cambio de variables {ip , S, j) -^ A = (Ai, A2, A3), dado por (3.3.41)-
(3.3.42) para cada j , s, Q fijos, cumpliéndose 
d (Al, A2 , A3) /i(s)^ sen V sen(^ |sen((5 —7)! 
d{ip,S,j) 
Como consecuencia de que |^ ^ | | < eo se verifica que (cost/)| < 2«;. En particular el seno 
de ip está acotado inferiormente. 
Por otro lado, ya que 7 G X*{(^, 1/), 5) sabemos que la expresión 
sen ip eos S sen C eos 7 -|- sen ip sen S sen ^ sen 7 + eos ip eos C 
= cos(^ — C) cos(á — 7) + eos y) eos C (1 ~ cos{6 — 7)) 
toma valores entre - ( 1 - 1/5000) y 1 - 1/80000. Tenemos 
1 
1 - 80000 
> I cos('i/' — C)cos(i5 — 7) + cos'í/' cosC (1 — cos{6 — 7))] 
> I cos{ip — C)cos(á — 7)1 — Icosí/) eos el (1 — cos(6 — 7)) 
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> ( 1 - 1 0 - ^ ) | C O S ( ¿ ^ 7 ) | - 2 K | C O S C | ( 1 - C O S ( ¿ - 7 ) ) . 
Si cos{6 — 7) > O nos queda 
1 > (1 - 10"^ + 2«:|cosC|)cos(¿-7) ~2K|COSCÍ, 
80000 - ^ 1 siy V /y I -.1 
y, por tanto, 
, 1 - 1 / 8 0 0 0 0 + 2K| eos Cl 1 - 1/80000 + 2K; 
''°'^' ~^^~ 1 -10^9+2«I eos ci - — r n F ^ — • 
En cambio, si cos(á — 7) < O se cumple 
1 L _ > _ ( l - lO"'' - 2K| eos Cl) cosía - 7) - 2K| eos C| 
80000 ^ ^ I siy V fy I SI 
> - ( 1 - 10^^ - 2K) cos(¿ - 7) -2K!COSC|-
Teniendo en cuenta que K es menor que ^^^— (y de hecho, mucho menor suponiendo 
K < -^%-), se tiene 
1 - 1 / 8 0 0 0 0 + 2K Icos Cl 1 - 1/80000 + 2K: 
^os{6 - 7) > r - 10-9 - 2K - ' 1 - 1 0 - 9 - 2 K • 
Deducimos la estimación 
1 - 1/80000 + 2/t 
I cos(á — 7)1 < 1 - 10-9 _ 2K ' 
de la que se desprende que | sen(á — 7)| está acotado inferiormente por una constante es-
trictamente positiva que únicamente depende de K. 
Por todo ello junto a los teoremas de Fubini y Toneli, se verifica 
I j I I Hs)*sen^senC\q{A{j,s,ilj,S,C,'y))?d-fd(;dSd7p 
<C í í h{s)\q{X)fdXdC 
Jo JR3 
h{s) í \q{\)\ Ch{s) I \q{ )\^d\. 
JR3 
Hemos demostrado la afirmación 3.3.1. 
G 
En (3.3.34) cambiamos las variables ^ ' ,0 ' a coordenadas esféricas como hicimos en 
(3.3.36), (3.3.37): 
f + sz h(s) 
4' = —r 1—~~ (sen 0 eos 6ei+ sen 9 sen 6 €2+ eos 9 63), 
(j)' = — ~ 1 ^ (senC'cos7'ei + sen C'sen7'62 + cosC'e3), 
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donde 8 , C' e [0,7r], O,-y' G (—7r,7r]. Se cumple 
da{í;)d(j{4>') = h{sf sen 6 sen C' dO dS di dC,'. 
Para cada 6 6 [O.TT] y C'>7', definimos 
F*(e,C',7') := {6 e i-TT^TT] : ^ e F,,,(.^')} 
= {^  e (—TTJTTJ : sen0eos^senC'eos7' 
+ sen e sen 6 sen C' sen 7' + eos 9 eos C' > - (l - 1/5000)}. 
Retomando la expresión (3.3.33)-(3.3.34), ésta está acotada por 
/• /"OO /*7r rir rTT r 
CMI2 / h{sf^ / / / s e n e sen C' 
JS^Jo Jo J-7vJ0 JY'(0,Q',Y) 
X |g(-B(j, s, e , 6», C', i))fde de di dC s ds da{z) 
roo rTT r-K rn r 
= C\\q\\l2 ¡ Hsf^ / / / senOsenC' 
Jo Jo J—KJO ^v'*(e,c',7') 
X \q{B{j,s,Q,e,C',i))\^dededidCsds, 
donde 
5(j ,s ,e,6l ,C' ,7 ') : = ? 7 - ^ ' - í ' = ^ Y ^ ( ( s e n e c o s 6 l + senC'C0S7') ej 
+ (sen0 sen(9 + sen^' sen7') 62 + (eos© + cosCO^s)-
A continuación para j , (', 7' fijos tomamos el cambio de variables (s, &,d) —> /x = (^1, /i2, M3) 
dado por 
ii = T)^4>'~e = B{j,s,e,e,C,i)-
El Jacobiano de esta transformación viene dado por 
a(/i l , /X2,M3) 
d{s,0,e) 
sh(s)senG ,_ ^ ^1 „ , (1 + sen 0 sen C eos 6 eos 7 8 
f sen 0 sen C' sen O sen 7' 4- eos 0 eos ^'). 
Obsérvese que dicho cambio de variables conlleva una expresión de s como función de /j, 
que va a depender de los parámetros j , (^', 7'. Por tanto, la función h presenta la misma 
dependencia paramétrica 
h{s)=^h(fi,j,C\Í) 
(recordemos que omitimos la dependencia de ^). Sin embargo, en el dominio de Integración 
donde estamos las cantidades h{s) y |//| son comparables. De hecho, para C 6 ^J?(0') se 
tiene 
M<|r , -<A ' - Í ' | <N . 
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Este hecho «e tbriinüa eii tériiiiiios ele hus variables angulares y de .5 de manera obvia teniendo 
presente cjue 
|B(j,.s.e.é',C'^7')l ^ \V - o' - C'l = - ^ (1 + sene senC' cos0 cos f 
+ sen0 senC' sen9 sen"/ 4- cos0 cosC')^ -
y recordando la condición 
sen 0 eos P sen Q' eos 7' + sen 0 sen O sen Q' sen 7' + eos © eos Q' > ~ (1 - 1/5000). 
Podemos concluir que 
Jo Jo JR-^ 
y por tanto, hemos probado las siguientes acotaciones 
r.;,(9)l!„.«<C^II'?ll;,.4.2ÍlailÍ2||gi!^^,,_i,.. y 
m.('?) l !ú- . . . <ak!!„,. . . . l la!iÍ2Í|<j|!^^,3->.. . 
Esto termina la demostración de la estimación (3.3.7c), así como la afirmación (3.3.7). 
G 
Demostración de la afirmación (3.3.9) 
Este caso se inspira totalmente en la metodología empleada para controlar la parte 
Q'[¡{q) del término cúbico. 
Empezamos por observar que IV[T]) C IV^{ri) U IVy{q). donde 
IV<{ri) ••= {(C.r,0) £ IV{r,) : j^l, |r|, jo| < (^^ + 1=) ¡A . 
IV>(r¡):= I ( e r, ©) e/V'(r/) : ¡r/- í |, j ; / - rj . |r; - oj < ( l . + ^ \ \ n \ \ . 
De hecho, si |^| < 4^ k/i entonces 
vi 
I y í'i líl í* -^, l'/i entonces |f/ - ^| < -U ií/i, y se tier 
I" - '^ ' ^ "^ - '^ " ^^  "'^^^^m) •"' • '^' '^ -^  '^ ^ ^^  ^ ^^  - -^  ^ ( 4 ^ 71 
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Escribimos 
^{PivM)) (^) ^= l i / / / m)Q{v - r)\ (3.3.43) 
X \q{T - 4))q{4> - 0\d(r{0da{T)da{4>), (3.3.44) 
y la expresión análoga para P¡v>{q){v) • Haciendo los cambios de variable í, = T] ~ Í', 
T = r¡-^T',4> = ri — é'a la integral 
í í í m'mV - r')q{T' - <p')q{<i>' - Ol da{í:)d<r{T')da{ó'). 
J J JlVy(l]) 
se llega a que PiVy{q){r}) = P[v<{q){ri). Y Por tanto, 
\ñ7{q){Tl)\<2P';Zi(¡)ir,). 
Consideramos la descomposición /K<(r/) C I ) (iVkiv) U ^ ^fc(f/)) , siendo 
k=l 
IVkiv) - {( í - r ,0) G /V<(r,) : \4>\ < \^\ ~ 2-'^|r7!} , 
ÍVk(T)) := {(C.r,0) G /Kc(r7) : \^\ < \4>\-^ 2~%\} . 
Denotamos por PiVk{q){v)i Pjv (?)('?) 1^ mismas expresiones que en (3.3.43)-(3.3.44) 
para los dominios IVi^{v¡), IV^iv)- Se verifica 
\\Piv{q)\\w^.2 < 2 Y, {\\PivM\\w0-^ + \\PívM)\\w0-^) • 
k=\ 
Vamos a probar las estimaciones 
\\PivM\\xv^.'^<C2-^'\\q\\^.^Jq\\^.-,,M\L4q\\,^,, ^ . , 2 • (3.3.9a) 
r ,T , (9)I ÍH'« < 02-^"^ M^__^,M\^^,M\<ihAq\\^, -i..,2 (3.3.9b) 
+ C2'^'^||Ql!^_>_,.,|k!li.¡|(?||^,_.^.,,,, (3.3.9c) 
donde e > O. 
Demostración de la estimación (3.3.9a) 
Por la desigualdad de Cauchy-Schwartz, 
ñ^q){r])<-^ ( / / / ^ , . \mq(ri--T}fda{Odcj(r)da(<p)] 
X ( / / / \q{T' -' ó')^K0' - e)?da{Odrr(T')dr7{<¡>')] . 
\.J J Jnií'i) / 
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Para rj £'M? , 4>' £ ^ij}) fijos hacemos 
/ \q(r'~<p'tda{T')<C\\q\\l,. 
Jrin) 
acotando por el operador maximal en virtud del lema B.l, como hemos hecho varias veces. 
Sabiendo además que a{T{T])) = TT ¡ryp , nos queda 
\Pmiq)fw0.2<C\\q\\l2 f \ri\^'-' í lüiOfí !g(r? - T)pda(r)da(0 (3.3.45) 
X /" í m ^ e)fdaie)daicp')dri (3.3.46) 
J JCk{v) 
<C\\qf..Ml^[ M''-' í \m\' (3.3.47) 
x2-%\'^ f \q{r] - T)fdcr{T)da{Odv (3.3.48) 
<C2-^''\\qf ,M\h í imf í \V\'^-' (3.3.49) 
^T£ Í m - r)fda{r)da{ri)d^ (3.3.50) 
<C2-''^q\\l^.Jq\\l-.^J\q\\lM\l,-^,... (3.3.51) 
donde 
Akiri) ••= { í e Tirj) : 1^ - 2-'\rj\, |e| < ( ^ + -;= ) \v\ 
B^ir,) := | r G T{r,) : \^ - r\ < ^-^ , \T\ < (j^ +~] \rj\\ , (3.3.52) 
1 1 
,50^72 
J_ _1 
,50 "^72 
Ckiv) : - { ( r , <^ ') e r(7,)2 : 1 '^ - í'! < ^ , |<A'| < \a - S-'^líylj , 
A*(0-{.eA(0:|ei<(¿ + ^ ) l 4 , 
y la parte (i) del lema 3.4.1 permite acotar (3.3.45)-(3.3.46) por (3.3.47)-(3.3.48). Pasamos 
de (3.3.47)-(3.3.48) a (3.3.49)-(3.3.50) por la propiedad \^\ ~ 2~''\r]\, y cambiando el orden 
de integración en ^ y r/ por el lema B.2. Finalmente, acotamos (3.3.49)-(3.3.50) por (3.3.51) 
por la parte {iii) del lema 3.4.1. 
Hemos probado la estimación (3.3.9a). 
D 
Demostración de la estimación (3.3.9b)-(3.3.9c) 
Consideramos una división más: IV/¿{T]) = IVi^aiv) U IV^^biv): donde 
ÍVkAv) := {(^,T,0) G ñ'.iv) : 1^ > 2 - ' ' - 2 | Í ; | } , 
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Paxa I G {a, b}, empleamos la notación Pj^ {q) para referirnos a la función cuya 
transformada de Fourier en rj viene dada por la expresión integral (3.3.43)-(3.3.44) en el 
dominio IV¡¡.¡{T]). 
En la región ÍVk,a{v) se tiene que \^\ < |<^ | < 2-''+^r}\, y 2~''-'^\r]\ < \C\ < 2-''+^\T]\ , 
luego los pasos de la demostración del caso IVk{ri) nos conducen a 
\\Pívj9)\\w^.^ < C2-^ \\q\\^-^Jq\\w--'^.2M\iAÚ^,-^-,.,2 • (3-3.53) 
En el dominio IVk.biv) se cumple \C - </>{ > 2"''~^J77|: 
En este caso, podemos acotar la cantidad \\Pjy (9)||?i^ fl,2 Por una expresión similar a 
(3.3.45)-(3.3.46) substituyendo Ak{ri) por el conjunto 
C 6 T{v) : lel < 2-''-'\n\, Id < ( ^ 1 + i = ^ | r , | | 
y el dominio Ck{r]) por el conjunto 
|(C',<;6') e Tinf : 2-^-'\r,\ < \4>' " í'l < | ^ , 1^ 1 < l^'l ~ 2-'=|r,|| . 
Por la parte (ii) del lema 3.4.1, cambiando el orden de integración en ^ y r/ por el lema 
B.2, multiplicando y dividiendo por Í3¿- y aplicando que | | fc < 22^(~'=~2), y finalmente por 
la parte (MÍ) del lema 3.4.1 se obtiene 
\\PívJl)\\w0^^ ^ -^2-^ *= lkll^^^i-.,.l|q|iÍ2|kll^^.-i+e.2 • (3.3.54) 
Las expresiones (3.3.53) y (3.3.54) nos conducen a la estimación (3.3.9b)-(3.3.9c). 
Esto termina la demostración de la afirmación (3.3.9) y, por consiguiente, la acotación 
del término esférico P'{q)-
U 
3.4. Resultados clave en 3d 
En este apartado enunciamos y demostramos dos lemas clave para el control de la 
parte esférica correspondiente a los términos de dispersión triple Qz{q) y cuádruple Qi{q). 
Concretamente, el lema 3.4.1 es esencial para probar las afirmaciones (3.2.4) y (3.3.9) y 
el lema 3.4.2 desempeña un papel fundamental en las demostraciones de las afirmaciones 
(3.3.7) y (3.3.8). 
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Lema 3.4.1. Sean £ e K , A : G Z , £ > 0 , f c > l . Denotamos 
Fkiv) ••= í í \q{r' - afdaiOdair'), (3.4.1) 
Fkiv)-= í í \q{T'^ e)\'da{^')dair') ^ (3.4.2) 
J JBM 
FH0--= Í Ivl""^''^^' [ \qiv-r)\''da{T)da{r,), (3.4.3) 
donde 
Akiv) ••= | ( r , r ' ) G T{rj) x T{v) : |r' | < |í'l < 2-'=+i|r;| J ^ ' - r ' l < M | , (3.4.4) 
Bkiv) := { ( í ' . r ' ) G Akiv) : 1^ - T ' | > 2-'=-2|^| | ^ (345) 
?/ L(^), A(TI,^) se definen en (3.2.13), (3.2.14). Entonces 
iii)F^irj)<C\r,\\\q\\l,. 
(iü) F^O <C¡^s\\f^-'+''m>^)\'dX. 
Demostración del lema 3.4.1 
• Prueba de (i). 
Caso k grande {k > ko)-
Expresamos ^ ' , T ' en coordenadas esféricas: 
í' = \ + -yw = o + 2 ^^ "^^ "^  *^ °^  ^' ^^^^^^"^^^ eos 4>), (3.4.6) 
T) \TI\ TI \TI\ 
T' = - + —V = - + -—(sen^ eos 5, sen /^j sena, eos V»), (3.4.7) 
donde u, v G 5^ , ( ,^ V G [O, TT] , 0 , á G [—TT, TT) . Se verifica 
da-(C') = \r]fd(T{u) = |7/psen(?í)(í(/>d6', 
daíj') = (í?pdCT(t;) = JTypseni/'di/'cíJ. 
Escribimos las expresiones (3.4.6), (3.4.7) en una referencia de R^ (61,62,63), donde 
61 := - | ^ , e 2 G {ei}-'-,e3 G {61,62}-'-, jej| = l , j = 1,2,3. Para tal referencia, las 
condiciones \T'\ < \^'\ < 2 ' ' '+^ |T; | , fc > fco, para fco suficientemente grande, garantizan que 
los ángulos satisfagan las relaciones 
2 - " ^ ^ ^ ' 2 
|6>| < 2-*=+^ , \5\ < 2-''+3 
TT 
- ^ < 2 -fc+3 
Estas condiciones implican que 
|^'(0, ^) - T'(T/Í, ¿)| ~ |í7| máx{|?A - 0|, |e - 6\} , (3.4.8) 
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donde 
| r (<A,^)-T'{^,¿) | -^ ¡ {sen0 eos 9 — senip eos S, seiKp sen9 — senip sena, eos 4> — eos ip) | 
Esta propiedad es consecueneia de que el ángulo que forman u,v G S'^ es suficientemente 
pequeño para que sea del orden de la distancia \u - v\. Pero veámoslo rigiurosamente. Te-
nemos 
|e'(<p,0)-r'(V,<5)! 
\V\ [sen i^jíi eos '^9 + sen^ip eos ^S — 2sen<psemp eos 9 eos S 
+ sen^^sen^^ + sen^ipsen^S - 2 sencf) senip sen9 senS 
+ eos ^0 + eos Í^/» — 2 eos (¡) eos ip] ^ 
M 
2 
M 
2 
eos ip ~ 2 eos 0 eos ip]' [ sen (^/) + sen^^ — 2 sen^ sem/; eos {9 — S) + eos f^lí) 4 
-[2(1 — eos 9 eos V ~ sen^seni/) eos (^ — < )^)]^  • 
Por una parte, 
11 — eos 9 eos íp — sen(f>semjj eos {9 — d)\ 
= |1 — eos {ip — (p) + sen0sen'^(l — eos {9 — S))\ < 
2 
puesto que para cualquier número real a:, |1 — eos x\ < ^ . 
Por otra parte, sabiendo que 1 — eos x = 2sen^( | ) , j seny\ > ^ , con |y| < 1, 
1 — eos {ip — (p) + sen(psen%p{l ^ eos (9 — S)) 
n (ip — (p\ o í9 — 5 
2 sen I —-— I + sent/) senV'2 sen 
^-<¡>? , \e-5\ 
> 2 sen 
^-(p Csen^ 9-5 >CU-c¡>\^ + \9-6\^]. 
2 ) \ 2 
Para obtener la última desigualdad basta que \<p> — '(l)\,\9 — 5\ < 2, pero esa condición la 
tenemos si fco > 3 • Recuérdese que \ip - (p\, \9 - 5\ < 2^**+* . 
Por tanto, 
1^ ' - r'l ~ \v\ (IV - 4>f + \0- ¿|2)5 ^ |,,| má^{\i; - <p\, \9 ^  S\} . 
Para k > ko , podemos escribir 
'\V 
J J J JD(k) q\ ---(v{ip,S) - u{(p,9)) ) | \r¡\ sencp semp díp d(pd6d9 , 
donde 
D{k) := [{9,S,4>,V^) e [ -^ ,^ f X [0,^]2 : \9\,\S\, ^
" 2 1 < 2-*=+^ (3.4.9) 
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Vamos a cambiar de coordenadas. Podemos elegir dos posibles cambios. Tomaremos {ip, 6,9) 
o bien {é, íp, 9), como nuevas coordenadas para 
= — [(sen-i/» eos 5 — sen0 eos 9)ei + (sen?/'sena — sen(/>sen0)e2 + (eos x¡) — eos <i>)e-i\ . 
En el primer caso, el Jacobiano viene dado por 
Mtp,e,s) 
En el segundo, 
d{^,9,5) —— sen -0 sen^l sen{9 ^ ó)|. 
d\ 
d{4>,^,9) —— sen(p I sen0 eos ^p eos {S — 9) — sen ^p eos 
Imponemos que fco > 4, a fin de tener | sen(^ — ¡5) | > '-^-^ . Se cumple 2 
Mi',0,S) >C\rjf\9-6\. 
Además, 
|sen0 eos yj cos{S — 9) ~ semp eos (p\ = \sen{(f> — i¡)) ~ señé cos^(l — cos(á — ^))| 
> |sen(0 — %'){ ~ \seií4> cosV'(l — cos(á — ^))| > — sen(^| cos |^-^^ — 
= -[10 — i/.'| - sen(/)| cos^ í/^ Ká — 9'f-\. 
Luego 
JÁ4>. V', ^) > ^ sen,^[ \é-i>\- sen0| cos^|(á -9f]. 
Si \9 — 8\>i\i¡} — (p\ se verifica que 
máx{|6> - (5|, 1^ - 01} = \9-^\. 
Consideramos las coordenadas (^, 9,5) para r ' - ^'. Por (3.4.8), se tiene 
J i (^ , 9,6) > C\r]f máx{\9 -d\,\^-<p\}> C\r]f^-^ = C\r]\'^\X\. 
\m 
Entonces 
Si \9 — 6\ < \rp ~ <p\ entonces 
májc{|^ - d\. \xp - 01} = |i/i - ó\. 
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Tomaremos las coordenadas (ÍA, 0,9) para r ' - C' • Eligiendo fco > 5 , se cmnple \(t)-'ip\<\, 
y podemos escribir 
sen(f)\ cosi¡\{5 - Of < (á - Of < (i^ ^ 0)^ < i¡(^ - ^ | . 
Y deducimos que 
\ri? J2Í4>,'>P,0) > ^sen(p\(j)~il;\. 
Aplicando (3.4.8) de nuevo, 
Entonces 
y-k+3 
W~'2' 
Caso k pequeño {k < feo)-
Recubrimos la esfera T{ri) por una familia finita {Aj : I < j < N3} de casquetes de 
100 radio 4gg para cierta constante N^ > O, cumpliéndose 
ÍV3 
Tin) ==\jAj. 
Para cada casquete Aj , podemos elegir una referencia {ei, 62,63} de modo que si expresamos 
^', T' en coordenadas esféricas como en (3.4.6),( 
garanticen que los ángulos 4>,ip,9,S satisfagan 
3.4.7), las condiciones ^' G Aj y \T'~^'\ < ^ 
6-
TT 
-5\< , 
' - 100' 0 -
TT 
— 2 
1 
, V ' -
TTl 3 
^1 - 100 
Tal referencia se construye como sigue. Sea Oj el centro del casquete Aj . Tomamos ej := 
^^^^^ = H2ip , e2 G {e i}^ , 63 e {61,62}^. Puesto que si C' G Aj y \T' - C'I < M 
el ángulo que forman u y v está acotado por -^ , se puede probar la propiedad (3.4.8) 
idénticamente a como hicimos en el caso k > ko . 
Se tiene 
N3 
líJL <CN3 q[f{vii;,S)~u{4>,e)) 2 4 771 sencj) sentp dip d(j) dS dO, 
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donde D no depende de j y se define como 
D:= U9,S,<p,^)e[-Tr,TTf x[0,iTf : \e - ó\, n i V 
2! 
- 100 J 
A continuación, procedemos de la misma forma que en el caso anterior aplicando los mismos 
cambios de variables para obtener la integral en A = (Ai, A2, A3). Nótese que en este caso 
también gozamos de la propiedad | sen(^ — ¿)1 > 2"^  • ^^ integral en el ángulo extra genera 
una constante en lugar del factor 2"*^, deduciéndose para k < ko 
D 
• Prueba de (ii). La demostración sigue las mismas líneas que la prueba de la parte (¿) 
con las siguientes variaciones suscitadas por la propiedad Í C ' - T ' | > 2-''-'^\r]\. Para empezar, 
tal propiedad nos dice que 
máx{i<?;.-íí)|.ié'-¿|} >C2- '=, (3.4.10) 
puesto que |^' — r ' | ~ |Í/| m.áx.{\<p — ilj\, \6 ^5\} . Por consiguiente, podemos añadir al dominio 
D{k) (véase (3.4.9)) la condición (3.4.10). Este hecho permite acotar los jacobianos J i , J2 
como sigue: 
í Ji(^, e, s) > C2-'=|7?!3, si\e-5\>\<p-^\, 
1 J2(<^,í/',^)>C2-fc|r/|3, si 1^  - ¿I <!</.-VI. 
Una vez que obtenemos la integral en A , la integral correspondiente al ángulo extra genera un 
factor 2"*^  que cancela el 2*^  procedente de las acotaciones en (3.4.11). Si fc < fco consideramos 
estas observaciones para im casquete fijo Aj del recubrimiento de la esfera r(7;) usado en 
ese caso. 
D 
• Prueba de {iii). Seguimos las líneas de demostración de la afirmación 3.1.1. Expresamos 
T) e L{^) en coordenadas polares en el plano {S,}-^: rj = ^ + ru, con r > O, u e {^}^ , 
|u| = 1. Denotamos h{r) := \T]\ = (|^p + r^) ! . Puesto que |^| < (^ + -^j \r)\, es cierto 
que r > 0,9|^|. Se cumple d(7{r]) = rdrda{u), donde da{u) es la medida natm-al sobre la 
circunferencia S^ en el plano {^}^ . Para u e S^ fijo, tomamos una referencia {61,62,63} 
en R^ tal que u = 63. Entonces ^ = (Ci,6>0) y j] = (^1,^2,0- Escribimos para r e 
^ + ru hir) „ 
con da{T) = h{r)'^da{v). Tomamos coordenadas esféricas en 5^ respecto de la refi^rencia 
citada: 
V = (sen© eos 6, sen© señó», eos 0 ) , O < © < 7 r , - 7 r < 0 < 7 r , 
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con da{v) = senQdQdd. Para r,u fijos, sea M{r,u) := {(0,0) £ [0,7r] x [-7r,7r) : 
T(r,M, 0,^) e A(^,r,w)}. Obtenemos 
F\S,)< I r I I r/i(r)2/'+2-sene 
Js^ Jo,9\i\ J JM{r,u) 
(I \ 2 
Q I - (^ 1 - h{r) eos ^sen0,^2 - /i(r)sen^sen0,r - h{r) eos 0 ) 1 d&d6drda{u). 
Para u fijo, hacemos el cambio de variables A = (Ai, A2, A3) <-> (r, 0 , 9 ) , dado por 
A = ?7 — r = - (^ 1 — h{r) eos ^sen0,^2 — /i(r)sen^sen0,r — h{r) eos 0 ) . 
Se tiene dA = - ^ sen0 jr ~ h{r) eos 0 | dr d0 ¿6». 
Ya que T € A(^, r, u) sabemos que |r| < ( -^ + ^ ) I??! Y por tanto. 
Luego teniendo en cuenta que (©, ^ ) G M{r, u) se cumple que |A| ^  h{r). Además, se verifica 
IC ^  "í"! ^ 50 y si ángulo 7 que forman T] ~ ^  y rj — T satisface | COS7I > C > 0. Esto es, 
1(77 — )^-(7y —T)| ~ |?7—$! |?7 — T|. Esta propiedad nos dice que |r —/i(r)cos0| ~ |A|, puesto que 
u- (j] — T) = IZLJZ1£2^ EU nuestro dominio de integración se tiene que \r — h{r) eos 0 | ~ r: 
¡r — /i(r) eos 0 | ~ |A| ~ h{r) ~ r, 
donde la condición h{r) ~ r se deduce de que r > 0,9|4|. 
Concluimos que 
F\0< í í \qiX)f\\f^-'+''dXda{u). 
a 
Lema 3.4.2. Sean ^ e M ^ \ { 0 } ? / /3 ,7GR, fceZ íaZes quel-y+ll < 3 y k > 1. Denotamos 
Hl{Í):=¡ \V\'^-' Í í \qiV--^'-afdaie)da{<l>')da{ri), (3.4.12) 
H\0~ í \ri? I Mq{v~2a^da{ada{v), (3.4.13) 
ÍA(í) ir(,,) 
donde Bkirj) se define en (3.3.14). Entonces 
{i)Hl{0<C2-^'^¡^,\X\^3~'\qiX)\^d\. 
(i¿) HHO < C\\T-' (Mq) f, ^ ^ < C\\qf. ^  
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Demostración del lema 3.4.2 
• Prueba de (¿). Para r] G A(^) escribimos TI = í, + sz y h{s) := |Í;| = (|^|2 + s^) ^ donde 
,s > O y 2 G {í}^ , |z| = 1. Se cumple da{ri) = sdsda{z), donde d(T{z) es la medida sobre 
la circunferencia unitaria 5^ en el plano {£,}^ • Se tiene 
H'm = r f h{sf^'' í f |g(e + sz -4>'^ a?da{adcr{4>')da{z)sds. (3.4.14) 
Jo Js^ J JB,,(S,Z) 
Hacemos el cambio de variables para í^', 4> : 
, £, + sz h{s) , e, + sz h{s) 
^ 2 2 ' ^ u , u.v € S 2 2 
con da{^') = C h{s)'^da{v), do'(0') = C h{s)'^da{u). El dominio de integración para v,u 
viene dado por 
[v,u) eS^ xS^ : \u~v\<2 -k+2 1 + 
1 ] 
u • V > > , 
- 5000 J ' 
ya que |^' - 4>'\ < 2-''+^h{s) impUca \u - v\ < 2-'=+2 ^ y ^^ + gz ~ cP' -^ C\ > ^ implica 
1 + u-v > gjjjg . Sea {Dj^k : j e {1, ... ,No2'^^} } un recubrimiento finito de la esfera unitaria 
S^ con constante de solapamiento independiente de k tal que Dj^k es un casquete de radio 
j ^ y NQ una constante adecuada. Para cada j definimos 
Djk := <u e S^ : \u--v\ < 2"'"''"^ , l + u-v> -—-, para algún v G Djk > • 
I OÜUU J 
La expresión (3.4.14) está acotada por 
<^tíí í L "(' 
~{ Js' JDj^k Jo JDj,k 
\20 -I H^) I NX d(j{u)sdsd(j{v)da{z). (3.4.15) 
Nótese que para cada j e {1, . . . , A'o2^ *^ } dados u g D^ ^  y v € £>j,fe se cumple |u +v | > •^. 
Veámoslo. Puesto que u G D^]^ existe un v' G Dj_k tal que 1 + u • v' > 1/5000, y por tanto, 
|u + v'\ > 1/50. Se tiene 
\u + v\>\u + v'\ --\v -~v'\> diámDj,fe 
OU 
"" 50 50 - 50 ~ 100 ~ loó' 
Tomamos coordenadas esféricas para u respecto de la referencia canónica de M :^ 
u= (cosSseni/i, señasen i/), cos)/'), (3.4.16) 
con da(u) — sempdipd9. Acotamos (3.4.15) por 
~¡ Js^ JDJ,I, JO J JD'J^ 
h{s) 2í3 QÍ-'^{u{'P,e) + v)) sen t/i dipd6 s ds da{v)da{z), 
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donde u{i^,0) viene dado por (3.4.16), y D*j^ := {{^,9) e [0,7r] x [O, 27r) : u(^,6l) G Dj^k} . 
Obsérvese que para {ip, 6) e D*^. se verifica 
\u{'^,e) + v \ > ^ . (3.4.17) 
Para cada z e S^, j ^ {1,..., Aro2^ '=} ,y v e Dj^k fijos consideramos el cambio de variables 
(s, 9, tjj) <-^ (Al, A2, A3) = A dado por 
A = C + s^ " 0' - r = - ^ {u{^, 9) + v) 
h{s) , 
= — (eos 9 sen ^ + u i , sen 9 sen ip + V2 , eos ip + V3) , 
donde V = (VI,Í;2,I '3). ES cierto que dX = Ms)seni,\i+u{^,e)-v\ ¿^¿^¿Q Q ^ ^^ condición 
(3.4.17) se deduce que jA| ~ h{s). Definimos la siguiente familia de conjuntos con constante 
de solapamiento independiente de k: 
Hj,k •= {r{u + Í;) : ue Dj^k , v e Dj^k , ^ < 0} . 
Teniendo presente que a{Dj^k) ~ 2~^* ,^ tenemos 
<C2-^^ ¡ I yy^^{X)\\\\'f^^'\q{XWd\ 
<C72-2'= / |A|2^-i|g(A)pdA. 
D 
• Prueba de {ii). Escribimos 77 = ^+sz , con \z\ = 1, z € {^}"'", s > O, da{Tj) = sdsda{z). 
Escribimos h{s) := \ri\ = (¡^P + s^)^. Para cada s,z fijos hacemos ^' = ¿ ^ + - ^ u , donde 
u £ 5^ y a su vez expresamos u en coordenadas esféricas respecto de la referencia canónica: 
u = (sen 6 eos 9, sen 9 sen 9, eos 0 ) , 
con 9 e [O, TT] , ^ G [O, 2TT) . Sabemos que 
daiC) =Ch{sfda{u) = C h{sf senQ d9de. 
Para cada z fijo hacemos el cambio de variables (s,9,9) —> (Ai, A2, A3) = A dado por 
A = ?7 — 2^' = —h{s)u = —h{s) (sen 9 eos 0, sen 9 sen^, eos 0 ) , 
verificándose dX = sh{s) senGdsdOd9. Puesto que h{s) = \X\, nos queda 
HHÓ <C f \XV+'Mq{XfdX < C IlílP^í,,,,/,,,, 
donde la última desigualdad se obtiene del lema B.4 en el caso n = 3 , a = (7 + l) /2, ya 
que J7 + 1¡ < 3 . 
D 
Capítulo 4 
Prueba de los teoremas 
concluyentes 
En este breve capítulo vamos a demostrar de manera concisa los teoremas 1.5.1 y 1.5.2 
que se extraen como consecuencia de los resultados estudiados en los dos capítulos prece-
dentes y que expresamos de manera sintética en dimensión 2 y 3 de la forma siguiente. 
Teorema 4.1. Sean n e {2,3}, O < a < n/2, y q e W'^(R") de soporte compacto. 
Entonces, módulo una función C°°(R"), se cumple que q — qa^ W^''^{W^), para todo /3 £ M 
tal que O < /3 < a + 5.. 
Para lograr este objetivo dedicamos la sección 4.1 a estudiar las estimaciones conocidas 
para el término general de la serie de Neumann-Born. En la sección 4.2 presentamos la 
demostración de los teoremas 1.5.1 y 1.5.2 sin estimar el resto de la serie de Neumann-
Born. 
Finalmente, en la sección 4.3 comparamos la ganancia de regularidad de q — qs respecto 
de q que hemos conseguido en el teorema 4.1 con la obtenida para los datos de ángulo fijo 
en [Rui]. 
4.1. Estimaciones de los términos j-ésimos 
En esta sección vamos a probar las estimaciones del término j-ésimo de la serie de 
Neumann-Born (1.4.8). El procedimiento que usaremos se basa en las estimaciones de la 
resolvente del laplaciano estudiadas en la sección 1.2 y constituye un método general de 
acotación de la dispersión múltiple no muy preciso pero suficiente para nuestro propósito. 
Demostración de la proposición 1.5.1 
Recordemos que el término j-ésimo de la serie de Neumann-Born de la amplitud de 
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backscattering viene dado por 
donde k > O y 9 e S"~^ vienen determinados por la relación ^ = ~2kd. Se verifica 
QM(0 = x^iOQ^m + (1 - x*(0)QMiO • 
Puesto que el segundo término es una función de soporte compacto su transformada inversa 
de Fourier pertenece a la clase C^(K") . Pasando a polares de la forma ^ = -2k0, k > O, 
6 e 5"~^, en el lado de la transformada de Fourier, podemos escribir 
r ^ i2kf^+^-' f í e^^'''-y{qRe{e)y-' 
2 
r+oo 
'ÍQ){y)dy da{6)dk 
< C „ 2 2 ^ / ^^2/3+n-, / ¡¡^qE^^k')y~^{q)\\l,^^„^da{e)dk. (4.1.1) 
Sea V £ CQ°(K") tal que íp = 1 en el soporte de q. Entonces, por la desigualdad de Cauchy-
Schwartz y para 5 = S{r) con r = 2, donde S{r) se define en (1.2.9), se tiene 
\\iqRe{k'')y-\q)\\LHMn) = \\q^Roiñ{qR0{ñy-\q)\\L^iUn) 
<k\\LHRn)URe{k^)(qRe{k')y-Hq)\\mRn) 
< C\\qU2^^n)\\Ro{k^){qRe{k^)y-Hq)h^, 
-á(2) 
En virtud de la estimación para la resolvente saliente dada por la proposición 1.2.1 en el 
íi 2 — n + 1 ' caso a = O, r = 2, í = í i , con la condición O < ^ - ^ < j ~ , siendo 6 = S{t) con í = í i , se 
cumple 
|ñ,(/c2)(9ñ«(fc2))J-2(g)||^ < ^ ^ - l + "í (ñ-2)||(gJí^(fc2)),-2(^)|| ^ 
„, , , ) - . , . . . . , , ^ ^ " ' ^ M t , ) 
donde S{t) se define en (1.2.10). A su vez, aplicando la estimación para el producto de 
espacios de Sobolev dada por la proposición D.3 con QI = «2 = Q, Q3 = O, p = í i , pi = 2, 
P2 = 7'2 , 7' = á(íi) > 7 = -S{r2), y las condiciones 2a > n ( i + ~^ - j-) > O, ti < 2, ti < r2, 
tenemos 
\\(qRgik')y-\q)\\ t, < C(sptq,ó{r2),S{ti)) \\q\\w'^.2\\Reik^)(qReik'')y'Hq)\\^.^,r, . 
I( t i ) - i ( r 2 ) 
Aplicando reiteradamente las proposiciones 1.2.1 y D.3, con pesos adecuados en los espacios 
de Sobolev, se obtiene 
\\Re{k^){qRo(k')y-~{qnLi„.^, < Cfc^^lÍ9lK„7Lkllvvo.2 < Ck-r^MiyL 
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donde omitimos la dependencia de la constante respecto de los pesos, la última desigualdad 
se deduce del lema D.l, los í¿, r¿ están sujetos a las condiciones 
0<¡--'2<^i' z = l , . . . , J - 2 , 
0 < i - J - < ; ¿ T , ¿ = 2 , . . . , j - l , 
O < 1 + J- 3— < e ?' — 1 1 — 1 
0< i + i - f < ^ , 
íi <mín{2,r¿+i}, i = l , . . . , j - 2 , 
y a d e m á . , , , : = - ( , - l ) + ^ g ( i - i ) + i - - l - ) . 
Sea e > O fijo, pero arbitrario. En dimensiones 2 y 3 podemos elegir {r¿,í¿} de forma 
^^^^ Ti - -^ = '^/'^ - "'/^ + - A'^ < i < j - '^)^ y T^ - 7:¡ = máx{£, | - ^ } , siempre que 
a < n/2 . Podemos escribir 
donde 
- - 5 ( 2 ) - " - • I V ^ ° 
, n-li^fl a\ n - 1 , f 1 2a1 
=-o-i)+-^g(2+^-ñj+-^"^"^r'2-T} 
. . ,N n ^ l , . ^, / I a \ n - 1 , f 1 2 Q ) 
Pasando al límite cuando e —> 0+, 
donde7j := - ( j - l ) + 2 ^ ( j - 3 ) ( l / 2 - Q / n ) + ^  máx{0, 5 - ^ } . Retomando la expresión 
(4.1.1), llegamos a 
donde la integral que aparece es convergente si 2/3 + 27^ + n < O, es decir, si /3 < - f - 7j . 
Pero para n G {2.3} se cumple - f - 7j = í^j, donde /3j se define en (1.5.1). En particular, 
para /? < dj se verifica 
llQ,.(g)!i,^,, < c ~ L = (^^y '' MLAWVWL • (4.1.2) 
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A fin de evitar el control del resto en la serie de Neumann-Born, la siguiente proposi-
ción garantiza, módulo una función C^ , la convergencia de la serie de Neiunann-Born en 
W0'^(M"), para /3 < a + | . En este resultado se sacrifica regularidad respecto de las es-
timaciones de la proposición 1.5.1, a cambio de la ganancia de decaimiento mediante una 
potencia negativa de CQ . 
Proposición 4.1.1. Sean n E {2,3}, j > 4 si n = 2 y j > 5 si n = 3. Supongamos 
que q G Vl^"'^(M") es una función de soporte compacto, con O < a < n/2, y que CQ > 1. 
Entonces, para cualquier /3 G M íaZ que p < a + ^ : 
15/4 \\Qjmw>^,2 < C{a,/3)C¿'''' 2C7o * ll^lii^.,^ \<lh4q\\w''^,2 (4.1.3) 
Demostración de la proposición 4.1.1 
Sea e = e(a, (3) := (Q + | ) -/3 > O . Teniendo en cuenta que 2/3 = 2(/3j-e)- |-2(a+|-/3j), 
donde 0j se denota en (1.5.1), y que a + ^ < (}j para nuestro j , escribimos 
\\QjÍQ)\ WÜ.-2-
J\Í\>CQ 
< c^'^-^^ 
. Q°'H-0i 
^0 IQ. W^J •/3,-E,2 
-í-0j20i Co ll9ÍlL^kllÍ;i,2 
: C{a, (3) 2^ ^ Cf '^^^^'"'MLAM'^U^ 
donde la última desigualdad se desprende de la fórmula (4.1.2) en el caso 0 = Pj - e. 
Observemos que 
/3^0j<a + --pj<< 
-fj + | , s i a < i , y n = 2, 
- | i + f , s i i < Q < l , y n = 2, 
- i j + | , s Í Q < | , y n = 3 , 
. - f i + f ' s i | < Q < | , y n = 3 . 
Por tanto, /? - /?j < - ^ j + x ' P*^^ '^ o'^ ^ •? como en el enunciado, O < a < | , y n e {2, 3} 
Además, en las mismas condiciones 2^^ < 2-' . De todo ello se deduce (4.1.3). 
D 
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4.2. Prueba de los teoremas 1.5.1 y 1.5.2 
Ya estamos en condiciones de probar los teoremas 1.5.1 y 1.5.2 de manera conjunta, 
para n = 2,3. El desarrollo en serie de Neumann-Born (1.4.8) nos permite escribir 
q-qB= J"-' {x*q^^q) + ^'^ ((1 " X*) Q^q) 
donde J^-^ (^{1 - x*) qs^) está en C°^(M"). 
Es suficiente tomar CQ > 1000 para asegurar las estimaciones que conocemos para las 
cantidades ||Q2(?)|lvi'a,2, l|Q3(Q)||jy/3,2 en 2d dadas por la proposición 1.5.2 y el teorema 
1.5.3 en (1.5.4), (1.5.3) (con O < /3 < a + | ) , así como las estimaciones para ||<92(5)|lvV/3,21 
11^3(5)llvv;3,2, ||Q4(9)|lty/3,2 en 3d dadas por las proposiciones 1.5.3 y 1.5.4 y el teorema 1.5.4 
en (1.5.8), (1.5.9), (1.5.6)-(1.5.7). Eligiendo Co > (2||5||j^a,2)'* se obtiene la convergencia de 
la serie 
5]Í2CoMI?llvyc.2) , 
j=k ^ ^ 
para cualquier fc G Z+ . Por la proposición 4.1.1, 
+00 
Eil'3i(9)l!ú.í,2 <C"(a,/3,Co)||Q||¿2i|g|!3^,..., s in = 2, 
+00 
^a ,2 , si n — 3 , 
j=5 
para cierta constante C"(a, /3, CQ) > O. Por tanto, tomando 
Co := máx{1000, (2||g||t^a,2)'*} + 1, 
se verifica que T'^ (x*qB~^q) € ^ ' ^ ( M " ) , para todo P<a + ^,siqe W''''^{W) y 
O < a < n / 2 . 
n 
4.3. Comparación con el scattering inverso de ángulo fijo 
Recordemos que este problema inverso consiste en recuperar el potencial a partir de 
la amplitud de scattering Uoc(k,0,üü) suponiendo fija la dirección incidente 0. Esta sección 
tiene por objeto comparar la recuperación de singularidades del potencial q a partir de los 
datos de backscattering en la escala de los espacios de Sobolev Hilbertianos (presentada en 
el teorema 4.1), con la obtenida en [Rui] a partir de los datos de scattering con ángulo fijo, 
en dimensión 2 y 3. Allí se distingue entre dos aproximaciones de Born que, manteniendo 
nuestra notación, podríamos expresar como sigue: 
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Definición. 
(i) Llamaremos primera aproximación de Bom de q de ángulo fijo O a. la, función q^ dada 
por 
4(0:=Uoc(fc.^,^ ')-
donde ^ := k{uj - 0), con k = ^ , LO = 0 + 2{0 • £^)^, f = [|. Esta definición se 
corresponde con la dada por (1.4.12) (para q real). 
(ii) Suponemcs 9 € S"'^' fijo. Para qi, 92 funciones de soporte compacto, se define el 
operador 
Q.¡(quq2)(k.u;) := / e-^'^-'y q,{y)R+{k'){q2{-)e^'''-^-^)iy) dy ^ 
donde k > O y ui £ ¿'"^'. Nótese que cometemos el abuso de notación Q2 ('/' Q)ik''^) ^ 
Q^{q){k,e,u)) (véase (1.3.6)). 
(iii) Sea X una fundón de corte regular cuyo soporte contenga al soporte del potencial q. 
Definimos la segunda aproxmación de Bom de q de ángulo fijo 9 como la función 5^ 2 
dada por 
(^2Í0 ••=?BÍ^)-Q2(xqB-XqB){k.uj). 
donde í^ = k[íjj ~ 9). 
Los corolarios 1 y 2 en [Rui] se pueden resumir en el siguiente 
Teorema 4.3.1. {n ~ 2/Á). Si q es una función real de soporte compacto perteneciente al 
espacio W"-~{R"), con O < Q < n/2. entonces q- q%€ W'^-'^{W) para todo ,3 < Í3i, donde 
3 •= / T^ + 3 • ** " = 2 . 
\ ^ • SI n = 3 . 
El teorema 2 en [Rui] afirma 
Teorema 4.3.2. (n = 2.3). Sea q una función a valores reales de soporte compacto 
perteneciente a IF'^'^(R"), Q e M. entonces q - q% 2 ^ W^-'^iW) para todo d < 62, donde 
j^.^í ^ + f l«- sin = 2. 
\ ^} a . SI n = 3 . 
Por un lado, la sí'gunda aprtiximación de Born contiene nuLs singularidades del potencial 
(lue la primera para los datos de ángulo fijo. También observamos que q — qs tiene más 
regularidad (lue q q'}j a lo largo de to(io el intervalo O < a < n/2 con una ganancia de la 
fracción ^-j^ de derivada y 5 - ^ de deri\'ada en dimensión 2 y 3. respectivamente. 
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Por otro lado, en dimensión 2 se verifica que q ~ QB GS más reguhir que q - q¡¡ ^ en 
el intervalo O < a < i con una diferencia de ^^^^ derivixdas. En el intervalo | < a < 1, 
9 ^ 9B, 2 pasa a ser más regular con una diferencia de ^^g-^ derivadas. 
Y en dimensión 3, q — qs es más regular que q — g^ 2 ^n el intervalo O < a < | con una 
diferencia de i — ^ derivadas. En el intervalo ^ ^ OÍ < ^, q — q^g 2 P^sa a ser más regular 
con una diferencia de ^ — ^ derivadas. 
A la vista de los resultados conocidos para ángulo fijo, la ganancia de regularidad de 
los términos de dispersión múltiple depende de la regularidad que se suponga a priori en 
el potencial. En cambio, para los datos de backsmttering hay una ganancia de ^ derivada 
independientemente de Q. En particular, esa ganancia de derivada se tiene para datos poco 
regulares, que son los de interés físico. 
Como hemos visto, para O < a < 3/5 y O < a < 9/8 en dimensión 2 y 3. respec;tivamente, 
la aproximación de Born para datos de retrodispersión recupera más singularidades del 
potencial que para datos de ángulo fijo, siendo en ese caso el esquema de migraíúón más 
exacto para datos de backscattering que para ángulo fijo. 
Conclusiones y comentarios 
En esta memoria hemos justificado matemáticamente ei uso de la ai>roximación line-
al (Tomografía de Difracción) para aproximar el potencial electrostático en el contexto 
del backscattering. La Tomografía de Difracción suministra aplicaciones interesantes en el 
campo de la Medicina, la Geofísica y otras áreas. 
Más concretamente, hemos probado que las singularidades del potencial q están con-
tenidas en la aproximación de Born q^ en la escala de Sobolev Hilbertiana en dimensiones 
n = 2 y n = 3. 
Para conseguirlo, partiendo de las estimaciones conocidas para los términos no lineales 
de la serie de Neumann-Born, la clave ha residido en el tratamiento de los términos cúbico 
y cuadrático en 2d y 3d, respectivamente. Es decir, hemos analizado matemáticamente 
los fenómenos de dispersión triple en 2d y dispersión cuádruple en 3d en el caso de la 
retrodispersión. De este modo, tras una larga serie de laboriosos cálculos se concluyen los 
dos resultados originales presentados en la memoria y que vienen dados por los teoremas 
1.5.3 y 1.5.4. 
Sin embargo, un análisis detallado de la demostración nos revela la estrategia que hay de 
fondo. Se distingue una cantidad considerable de casos para Uegar a una situación que nos 
permita componer un abierto de M", como por ejemplo un cono, a partir de dos variables 
que recorren subvariedades de dimensión n - 1 que forman un ángulo entre ellas, eligiendo n 
variables transversales entre sí y controlando el resto de variables de forma conveniente. Esta 
estrategia depende fuertemente de la dimensión del espacio euch'deo M" y de la multiphcidad 
de la dispersión. Por ejemplo, tal situación se da en la siguiente expresión (véase (3.4.12)) 
que encontramos en el lema 3.4.2 de la sección 3.4 
/ Ivf^-' í í \q{ri~4>'-0?da{0dcj{cj,')da{r,), (4.3.1) 
donde 
Bkiri) := |(e',<^') e r(r,) x T{rj) : \^' - 0'| < 2->'+^rj\, |^ - ^' - ^'| > M | . 
Para completar una variedad de dimensión n sumando dos subvariedades de la esfera 
T{T)), éstas no pueden ser tangentes. Este hecho puede compararse en algún sentido al efecto 
regularizante que produce la convolución de dos medidas soportadas en hipersuperficies que 
o bien satisfacen ciertas propiedades de curvatiura, o bien ciertas condiciones de tranver-
salidad entre sí. Aunque en este caso no se puede hablar de convolución, puesto que las 
hipersuperficies donde están soportadas las medidas consideradas pueden depender tam-
bién de las variables involucradas. De hecho, la dependencia paramétrica respecto de rj del 
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dominio de la integral Jp^ ^^  q{S,)q(rj - ^) da{Í) que aparece en la expresión T{Q2{q)){r]), no 
es ninguna convolución. 
Los resultados en esta memoria para dimensión 2 y 3 pueden extenderse a potenciales que 
no tienen soporte compacto, supuesto lui decaimiento apropiado en el infinito y midiendo 
las singularidades en la escala de los espacios de Sobolev con peso. Para simplificar nos 
hemos reducido al caso de soporte compacto. 
El tratamiento que hacemos de los operadores Qj{q) para j = 2,3 en dimensión n = 2 
y para j = 2,3,4 en dimensión n = 3 requiere una complejidad técnica considerable que 
no sabemos si se puede generalizar a cualquier dimensión. De momento sólo estamos en 
condiciones de asegurar que la obtención de la ganancia de \ derivada de la serie de 
Neumann-Born respecto de q en cualquier dimensión n > 2, exige tratar unos cuantos 
términos por separado. Y como hemos comentado más arriba, las técnicas utiüzadas para 
estudiar tales términos presentan una dependencia muy fiíerte de la dimensionalidad. En 
particular, en dimensión mayor habría más dificultad para controlar el término de dispersión 
doble, pero en el caso de los términos de mayor dispersión tenemos más libertad debido a 
que aparece una casuística más amplia en la elección de las n Vctriables transversales que 
han de generar un abierto de M". 
Observando el salto en la ganancia de derivada respecto a q del término cuadrático 
al cúbico y el aspecto de las estimaciones generales en la proposición 1.5.1 en dimensión 
2, podemos esperar que cada término de la serie de Neimiann-Born gane media derivada 
respecto al anterior, formulando la siguiente hipótesis 
para todo /3j G E tal que O < /3j < Q + ^ , con j > 2, suponiendo que q es una función de 
soporte compacto y g € W^"'^(K^), O < a < 1. En dimensión 3 esta hipótesis posiblemente 
no se cumpla si nos basamos en la experiencia del estudio de los tres primeros términos no 
Uneales de la serie de Neumann-Born anafizados en esta memoria. 
El fenómeno de dispersión múltiple es mucho más fuerte para datos de retrodispersión 
que para ángulo fijo, siendo más difícil de controlar en el primer caso, como sugiere el hecho 
de obtener la misma ganancia de media derivada respecto de q en los términos Q2{q), Qsí?), 
Q4{q) en 3d, a diferencia del crecimiento en j de la ganancia de derivada de Qj{q) en el 
ángulo fijo (véase [Rui]). 
El uso de la Tomografía de Difracción en el caso de la retrodispersión está mucho más 
extendido que en el caso de ángulo fijo como consecuencia de la dificultad de recuperar la 
aproximación de Born q% a partir del campo lejano de ángulo fijo, como revela la identidad 
(1.4.12) debido fundamentalmente a las singularidades del cambio de variables í, = k{uj - 6) 
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en el hiperplano {^  £ M" : ^ • 0 = 0}, frente a la simplicidad de la expresión (1.4.6) para la 
aproximación de Born para datos de backscattering. 
A la vista de lo expuesto en la sección 4.3, la segunda aproximación de Born q^ 2 para 
los datos de ángulo fijo parece contener más "información"' del potencial q que la primera q^ 
en la escala de Sobolev Hilbertiana. A partir de los resultados estudiados en esta memoria 
y de las estimaciones conocidas de los términos de dispersión múltiple de ángulo fijo, para 
un potencial poco regular (y, por tanto, de mayor interés físico) el esquema de migración es 
más preciso para datos de retrodispersión que para datos de ángulo fijo. 
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Apéndice A 
Notación y definiciones 
En este primer apéndice veremos algunos aspectos de notación y algunas definiciones 
que se utilizan a lo largo de la memoria. 
Notación específica 
Para demostrar una acotación complicada a menudo formulamos una serie de afirma-
ciones de las que se sigue la acotación. Normalmente, la prueba de las afirmaciones se 
seguirá de otra serie de estimaciones que habrá que probar. Este método se emplea para 
estimar el término esférico Q'{q) en el apartado 2.2.1, para demostrar el lema 2.2.2 en el 
apartado 2.2.4, para probar el lema 3.2.1 en la subsección 3.2.1, y en la acotación del término 
esférico P'{q) en la subsección 3.3.1. 
Introducimos a continuación alguna notación que aparece con frecuencia en este trabajo. 
Sean ry, ^ e K" \ {0} . Denotaremos por T{r]) y A(^) a la esfera de centro r;/2 y radio |r7|/2, 
y al plano que pasa por ^ ortogonal a £,, respectivamente: 
r ( 7 / ) : = | x G M " : k ^ ^ | = M | , (A.0.1) 
A(í) := {x e R" : ^  • (x -^  í ) = 0} . (A.0.2) 
Para q G M" y jo £ F^ ' fijos, el espacio euclídeo K" se puede descomponer en la siguiente 
unión disjunta 
¿i = < r 
r : 2 -^ -> | , 7 ¡< 
I 2 i 2 ! - m 
{-!- - Í ! -^i>- -}• 
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donde N = N{ri} := ¡log., |7/|] y para que 2"-^'"^ < 2"-'»+^ se exige que 2^ » < 8\T]\. Por tanto, 
í"= Ur.('y) uf^('?)ur^^-(r/) (A.0.3) 
donde 
r^^ (r,) := <! r e R" 
Tjir)) := ¡TeW 
- { ' roc.( ' /) := r e 2 
2 I ^ " 
2 
M 
2 
Obsérvese que Fool'/) C r^oír/) , donde 
Ir ^-5 
i 2 
< 1 (A.0.4) 
Definimos la forma nuiltilineal Qj{fi..... fj) en el lado de la transformada de Fourier 
por 
J'ÍQAñ fj))iO 
donde £, = -2fce , eon 9 € 5 " - ' . fc > O. fc = | í i / 2 . 6 = ~^/\C\, y la resolvente R+{k'^) se 
define en la sección 1.2. 
Pa ra cada j > 2. usamos la notación 
Qj(q) ••= ^-Hx*Qjig)), (A.0.5) 
donde Qj{q) se define en (1.4.3) y x * ( 0 = 1 si \C\ > CQ, X*{0 = O si ¡^| < CQ, para cierta 
constante CQ > 0. 
También escribimos Q j ( / i fj) = T^^ {x*T{Qj{fi / ? ) ) ) • Nótese el abuso de 
notación Qj{q) = Qj{q q) y Qj{q) = Qj{q. ... .q). 
Multi-índices 
Sea A- e N tal que k '2 2. Denotamos "onio .S\. al gjtipo de las permutaciones de orden k 
que se define como el conjunto de las aplicaciones biyectivas de {1.2 A'} en {1.2 A'} 
dotado de la operación de composición. 
Dados dos enteros a.b t ak^ que ( ) < / ) < « . se denota el coeficiente binómico 
h blia~hV.' 
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Para un multi-índice ¡3 = (p^ ..... 0") e N" , escribimos fñ := /jM • . . . - / í " ! , y de-
n 
notamos el orden de 3 como \0\ := ^P^ • Dados dos multi-índices .¿3,7 € N" , con 
fc=i 
/3 = (/3^ , . . . , /3") . 7 = (7^ , . . . , 7") , la expresión /9 < 7 significa que 0'^ < 7'^, para 
todo k e {1, ... n} . 
Operadores diferenciales 
Sea a = (QI, . . . . Q „ ) un multi-índice. Definimos el operador diferencial D'' por 
^'^"(x) = r H ^ . . . — u ( . ) , 
o también, 
D'" = £) ' ; • . . . D"" , donde D, = i. ' ^ 
Sea p(^) un polinomio 
|a]<Tn 
Se define el operador diferencial p{D) por 
p{D) = J2 «°'^ '*-
a\<rn 
1 La transformada de Fourier J^ : 5(M") —> 5(R") es un isomorfismo. De hecho J^T 
J^^^T = / . En particular, para u 6 5(K"), se verifica la fórmula de inversión 
uix) = (27r)-"/2 f 2 ( 0 e " « d í . 
Derivando bajo el signo de la integral o integrando por partes, vemos que 
7R" 
Por tanto, para cualquier pofinomio p{^) se cumple 
T{p(D)um = p(Oui^) • 
Este hecho motiva definir en general para cualquier función 0(^), 
0 ( D ) = 7 - ^ 0 ( 0 ^ . 
Recordemos al operador de Laplace A = ^ + . . . + •^. También definimos para 0 € R, 
Los operadores D^'^ y A"'^ a menudo reciben el nombre de potencial de Riesz (o integral 
fraccionaria) y potencial de Bes.sel de orden 3. respectivamente. 
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Est imaciones del operador maximal de Hzirdy-Littlewood y pesos 
Se define el operador maximal de Hardy-Littlewood paxa bolas centrad;is como sigue: 
M / ( x ) = s u p — i - ^ / \f{y)\dy 
r>0 \B{x,r)\ JB(x,r) {x,r) 
El operador M está acotado en i^(K") si 1 < p < +oc. Además, existe una constante 
C > O tal que para cualquier A > O, 
£"({x e R" : M/(x) >\))<C ^^4^ • 
Definición. Un peso es una función medible, no negativa y localmente integrable. Sea 
p € R tal que 1 < p < +oo. Se define la clase de pesos Ap como el conjunto de pesos w que 
satisfacen la llamada condición Ap, a saber, que existe una constante C > O independiente 
de o; y r tal que 
^ ' „ , . / w(y)dy ( / w(y) p~^ dy] < C 
y(B))P JB ^^' \JB J ^ 
paxa toda bola B centrada en a: € M" y de radio r > 0. La condición Ap es equivalente a la 
análoga con cubos en lugar de bolas. 
El corolaxio 7.13 en [D] afirma 
Teorema A . l . Sea 1 < p < +oo. Entonces M está acotado en LP{w) si y sólo si w € Ap . 
Espacios de Sobolev 
Utilizaremos los espacios de Sobolev Hilbertianos no homogéneos y homogéneos 
W"''^{R") = {f e S'{R") : A" / e L 2 ( M " ) } , 
W'".2(K") = {/ G <S'(K") : D " / G L^{R")}, 
así como los espacios de Sobolev con peso 
donde a,S e M y I < p < oo. Para disponer de una norma en el espacio homogéneo 
W'^'2(M»), éste debe definirse como el espacio de todas las distribuciones temperadas, 
módulo polinomoH, / G S'/V para las cuales la expresión 1^ 1*^ / es una función en L^. 
Si identificamos dos distribuciones temperadas en W'^ "'2(M") cuya diferencia sea un poli-
nomio la cantidad ||/||i^,.a.2 := ||| • ¡""ÍWL^ es una norma. 
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Funciones valoradas en espacios de Banach 
Dados dos espacios de Banach A, B, C{A, B) denota al conjunto de aplicaciones lineales 
y continuas de 4^ en B. Por VÍA) denotamos el espacio de Bochner-Lebesgue de funciones 
medibles valoradas en A y con potencia \f{x)\^ integrable con respecto a la medida de 
Lebesgue. L^{A) designará el conjunto de las funciones esencialmente acotadas / a valores 
en A tales que se anulan fuera de un compacto £ C K". A ese compacto E le llamamos 
soporte de / . 
Apéndice B 
Algunos resultados 
En este apéndice enunciamos y demostramos algunos resultados utilizados con frecuencia 
en los argumentos estudiados en los capítulos 2 y 3. 
Empezaremos por el siguiente lema en [RV]. 
Lema B . l . Supongamos que el soporte de q está contenido en la bola unitaria. Entonces: 
(1) Si t e' e R" verifican ¡^  ^ '^1 < 3 entonces \q{0\ < CMq{^'). 
(2) \\qh^<C\\q\y. 
(3) Para 0<,3<^yaeR, \\q\\^;ya-a,2 < C'lklItV". 2 ' ¿onde C depende del tamaño del 
soporte de q. 
Demostración. 
Sea ((> G Cg°(M") una función de corte tal que i?í) = 1 en la bola unitaria. Entonces, dado 
que q = q<p, q = q* 4>, de lo que se puede deducir (1). Se cumple 
m)\<CíníMq{e)< \Mq{a?d^' <C\\qh2, 
para cada ^ G K", donde el primer paso es por (1) y en el último aplicamos que el operador 
maximal M está acotado en L^(]R"), con lo que se prueba (2). Para probar (3) podemos 
suponer que a = 0. Notemos que 
|2 r ¡/iícWi r \A¡<:\\2 
<MfLoo f T^di+M\\l2<C\\q\\l„ 
donde se tiene en cuenta que /3 < f implica que la integral J^^^^^ j^dí, es convergente y 
que P es positivo para tener |^|~^^ < 1 en la segunda integral a la derecha de la igualdad 
en (B.0.1). Aplicamos (2) en el último paso. 
D 
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Consideremos la siguiente subvariedad de E^" , F := {(77, C) £ R" x E" : C • (? " J?) = 0} . 
V es un fibrado que puede describirse desde el punto de vista de las secciones esféricas 
V = { ( r ; , e ) e K " x M " : ? € r(r7)} . 
o de las secciones planas y = { ( Í ; ,^ ) e M" x E" : T] £ A(^)} . En este contexto, el siguiente 
lema en [RV] nos permite cambiar el orden de integración en ^ y 77. 
Lema B.2. Sea V := {{'r],i) G E"xR" : ^ •{í,—r}) = 0}. Consideremos las secciones esféricas 
T{r}) y las secciones planas A(^) definidas en (A.0.1), (A.0.2). Sea da^{í,) la medida sobre 
T{r]) inducida por la medida de Lebesgue n-dimensional dí, y dcr^{rj) la medida inducida 
sobre A(^) por la medida de Lebesgue n-dimensional drj. Entonces 
da,(^)d7? = ||dfTí(»;)de. 
Demostración del lema B.2 
Sean ^ € M" \ {0} y r/ € E". La proyección ortogonal (con signo) del vector ?/ — ^ sobre 
la variedad {A^ : A e M} viene dada por TIT " (^Z ~ £,)• Sea el (5-entorno de A(^) contenido en 
el semiespacio {77 € M" : .f • ?/ > 0}: 
A á ( í ) : = { r z e M " : 0 < í | - ( r 7 - ^ ) < < 5 } . 
Sea Vs := {(77,^) G H" x M" : 77 e As{0}- Podemos escribir 
dar^{T])d^ = líni - xvsiv^Odvd^-
o—^ü o 
Supongamos que 77 € Aá(^). La proyección ortogonal de 77 sobre la variedad {A^ : A G E} es 
un punto ^0 € r(77), puesto que ^0 - ?? y ío son ortogonales. Nótese que 
Ií-?o| = | | |-(r7-0t<<^-
Luego, la condición O < T|I • (77 - f) < á nos dice que existe un ^0 € r(77) de la forma 4o = A ,^ 
para algún A > 1, tal que |C — Col < á- Consideremos la sección de V¿ para 77 = 770 G E": 
Vs,r,o ••= {e e E» : (770,4) e Vs} = {4 e M" : 770 G A¿(4)}. 
Entonces (, G V¿-.^ ^ si y sólo si existe un 4o € r(77o) tal que 4o = A 4, con A > 1, y |4 - 4oi < ¿• 
Podríamos decir que dada una dirección radial, con centro en el origen, los puntos de esa 
dirección que pertenecen a F^ .^ ÍO son aquellos que distan menos que 6 del 4o en esa dirección 
y que están en el segmento {A4o : O < A < 1} . En tres dimensiones F¿,,(, es la región 
limitada por dos esferas de Ewald tangentes en el origen y centradas en puntos del segmento 
{A770 :0 < A < 1}. 
Apéndice B. Algunos resultados 161 
Hay muchas formas de hallar la medida inducida por d£, sobre r(77o), tantas como formas 
de "ensanchar" la variedad r(r/o)- De hecho: 
donde (/)( ,^?7o,¿) es la función de ensanchamiento y corresponde a la longitud máxima con 
que hemos engrosado la variedad r(ryo) en la dirección de la normal. Se tiene: 
hm 1 XV, iV, Odvdi = lím ^ ^ lím ^ ^ xv, {v, Odvd^ 
= lím^íÍ^d.,(Odr,. 
Se puede demostrar que íp{^,r¡,S) = ¿cosa + o{S), cuando (5 —> O, donde a es el ángulo 
comprendido entre ^ y 77, y se verifica 
hm ;:—- = eos a = —- , 
S^o ó \T]\ 
concluyendo que 
da^{r])d^ = lím - xvs iv, Odvd^ = j - j dar,ií,)drj. 
D 
Lema B.3. Sea / : M" --> C una función medible y (f{x) una función no negativa, radial, 
decreciente en \x\ e integrable. Entonces existe una constante Cn que sólo depende de la 
dimensión n, tal que 
1(^ * f)ix)\ < C7„||vp||ii(En)M/(x), c.t.p. a: e M" . 
Demostración. Por una parte, existe una constante C^ sólo dependiente de n tal que 
fc=—00 
De hecho, se tiene 
/ íp{x) dx 
i{2''<|x|<2''+i} 
> / (^(2'=+i)dx = ^(2*=+»K_i / r^-'dr 
J{2*-<|.T|<2'<+1} hl' 
= ^Zizi ,^(2'=+i)(2"('=+i) - 2"*=) = ^ ^ ^ (2" - l)í/7(2''+^)2"''. 
n n 
donde (T„_I es la medida de la esfera unitaria 5 " ^ ' y se cumple 
+oc^  + 0 0 -r^^ -r jKj « 
2-" V (^2'^ )2" -^= Y^ ^{2'+')2-'^<-^^!-^— X; / ^(^dx 
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= ; / •Xix) dx < +00 . 
Esto es, 
k=—oo 
Sea jr G M" .Se verifica 
I(V'*/)WI 
< / ip{y)\fix^y)\dy< í ^ V'(2'=)X{2*<|3,|<2*+i}(í/) l/(a^ ^ 2/)l # 
+00 ^ 
V ip{2'') X[2''<\y\<2k+^}{y)\fix~y)\dy 
^—oc 
+00 . 
^ ^(2 '=) / | / ( x - t / ) | 
r - L ^íly|<2*+i} 
 CXD 
< ^) / | | d y 
fe=--oo 
+00 . 
+00 +0C 
< 
fc=—c» fc=—00 
n4"a;„ 
donde tj„ es la medida de la bola unitaria i3(0,1) = {x e M" : |i¡ < 1} 
D 
Lema B.4. Sean a £ M con \a.\ < n/2, y q una función de soporte compacto perteneciente 
al espacio W°'''^{m."). Entonces conste una constante positiva C que depende del soporte de 
q tal que 
\¡^'\Mq)\\^^,,<C\\q\\^^,, y (B.0.2) 
\\T-' (MV5) 11^.,, < C \\q\y^,,. (B.0.3) 
Nota. La expresión (B.0.2) es consecuencia de las estimaciones conocidas para el operador 
maximal de Hardy-Littlewood en L^(IR") con pesos (véase el apéndice A) y no exige que la 
función q sea de soporte compacto. 
Demostración del lema B.4 
Para todo a e K con \a\ < n/2, existe una constante C > O tal que 
TI 
!|jr-i(AfV9)|l^^„.. < C 5 ] !!(•), g(-)|lwc,2, 
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donde [{•) j q{-)]{x) := Xjq{x), x = {xi, ... ,x„) € R". Para comprobar esto usaremos las 
estimaciones del operador maximal en LP con pesos (véase el teorema A.l). 
En el caso de un peso radial de la forma \T]f, para probar la condición de pesos A2 
podemos restringirnos a bolas centradas en el origen. Es fácil probar, cambiando a coorde-
nadas polares, que s i - | < a < | y S e s una bola centrada en el origen, la cantidad 
1 
JB JB {mB)?jB 
es independiente del radio de B. Esto es, el peso w{r]) = |r/p" satisface la condición A2. De 
hecho, se puede demostrar que la función \x\^ es un peso Ap sólo si —n < P < n(p — 1). Se 
puede consultar una prueba de este hecho en la página 681 en [Gr]. Por el teorema A.l, M 
está acotado en el espacio I/^(|7y|^"), si \a\ < n/2. Podemos escribir: 
i |^"i {MVq) l!l^Q,2 
•\M{Vq)\\Ulr,\^ca^) < ^ l | V 9 | | Í 2 ( | , | 2 a r f ^ ) 
19qÍTj) 
dT]j vrdv 
cJ2Í IH(-). <?(•))' ivWlvrdr,. (B.0.4) 
Fijamos j G {1, ... ,n}. Tomemos una función de Schwartz •0 tal que '0 = 1 en el 
soporte de q. Se cumplirá que las seminormas en la clase de Schwartz de la función g # 
dependerán del soporte de q. Así, existe una constante C que depende del soporte de q tal 
que 
dtp (O < c 1 + le n+1 
Para todo 77 e M" , se verifica 
l^( -ii-)j q{-) )(V)\ = \n -i(-)j V'(-) 9(-) )(r?)| 
<c 
íV'(-))*9)WI *^T''^  < c 1 +1 • l"+l q\ iv) 
1 + In+l !L1(K") 
Mq{v) • 
En la última desigualdad hemos aphcado el lema B.3. Obsérvese que la fimción ^_ |^^ n+i 
es radial, no negativa, decreciente e integrable. Absorbiendo en la constante C la norma 
||1/(1 + I • r+^)||Li(R"), a partir de (B.0.4) podemos seguir con 
<Cy ¡ \Mq{7i)\' \vf"drj = C ||Mg||Í.(|^p„) < í^||<7llÍ2(|^p.) = CM%^,,. 
Terminamos la prueba del lema B.4 señalando que para nuestro a también se tiene 
\\J''^{Mq)\\wc..2 = l|Aíq|ÍL2(|,,i2") < C'II^IU^d^pa) = C\\q\\^^,2. 
D 
Apéndice C 
Reducción al caso o^  < f pa ra 
n = 2,3 
El resultado concluyente de esta memoria nos dice que si 7 € W"'^(M") es una función 
de soporte compacto y a > O entonces q ~ qe pertenece al espacio VF'^ -^(M"), módulo 
una función C"^(iR"), para todo (3 < a + 1/2 en dimensión n = 2,3. En este apéndice 
pretendemos justificar que para obtener esto es suficiente suponer la reducción a < n/2, 
como demostramos en el apartado C.2. La clave de tal reducción reside en una fórmula de 
integración por partes que estudiamos en el apartado C.l. 
C.l. Regla de Leibniz para la dispersión múltiple 
En esta subsección vamos a probar la fórmula de integración por partes para el término 
Qj{q) que enunciamos en el siguiente 
Teorema C.1.1. Sejín aeN"-.jeZ,j>2,yqe Vy '^^ '-^ ÍM") una función de soporte 
compacto. Entonces 
,h + ...+0j=a'^' '" '•'• 
i3 i , . . . ,3 j>0 
Escribiendo la resolvente saliente del laplaciano R+(k^) como el operador de convolución 
con la solución fundamental saliente de la ecuacirSn de Helmholtz <p{x} = (pk(x) definida en 
(1.1.3], se deduce 
Q^){^2ke) = j e''"'^q{y) {R+ik'),))'^' (c-''^'"') {y)dy 
= / r'"'''''q{x,)W(0^,(xt XM)q(TM))e""'-''dT. 
16.') 
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y que 
^ ( Q , ( / i , . . . , / i ) ) ( - 2 M ) 
donde dx = dxi • ... • dxj , y a;¡ G M" , para cualquier I = 1, ...,j . 
Sabemos que T(D^Qjiq)) {-2ke) = (-i2ke)°'Qj{q){-2ke). Escribimos 
QMh2k9) 
= í e'2^*-^q(xi) n (M^I ~ x,+i)g(a;;+i)e-'*=^(^'-^'+^) ) dx 
donde hemos apücado el cambio de variables xi = xi+yi, para I € {2, ..., j}, con la notación 
yi = O, dy = dyj • ... • dy2 . Puesto que Z?" (e'"'^) = (¿a)" e"*'^  , para cualquier a G M" , se 
cumple que 
{-i2ke)°'Q¡{qj{-2ke) 
= (-l)H í í {D^,e^^'''--^)q{x,)Yl(Myi~yi+i)q{xi+yi+i)e''"''-^''-"+'^) dydxi 
J - 1 
r r e^^'^'-^^D^\qix^)l[(Myi~yi+i)qixi+yi+i)e-"''-^'"^'"^'^) dydxi 
0i+...+(}j=a 
0i,...,l3j>O 
X n («^ fc^ í/^  - yM)e~'''''^'"~'"^''^D^'+'q{xi+yi+i)) dydxi., 
1=1 
donde hemos apücado la fórmula de Leibniz: 
/3i,.-,/3fc>0 
suponiendo regularidad suficiente. Deshaciendo el cambio xi = Xi + yi, obtenemos 
{~i2kerQM(~2ke)= Y. ,, , ""' . , / e"=^-iD^'<?(xi) 
/3i,... ,í3j>0 
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X 
1=1 
y termina la prueba del teorema C.1.1. 
N o t a . De la prueba de este teorema C.1.1 se deduce también la fórmula 
D''QÁQ)= E , . , • " ' ^^,QjiD''^q,.--,D0^q), (C.1.1) 
0i+...+0j=a 
/3i,.../3j>0 
/3i!- . . . -Pjl^'' 
donde q se supone en las hipótesis de dicho teorema. 
C.2. Ganancia de ^ derivada para cualquier a >0 
En este apartado nuestro objetivo es probar el teorema 4.1 sin la restricción a < n/2, 
es decir, queremos probar el teorema 1.0.1. 
Una consecuencia de la estimación (1.5.4) es el siguiente 
T e o r e m a C.2 .1 . Sean Q G M, con O < a < 1, y qi,q2 € M^"'^(K^) funciones de 
soporte compacto. Entonces ^2(91,92) G W^''^{E?), módulo una función C°°(K^) , para 
cualquier P GR tal que O < /? < Q + ^ . Además, para cualquier /? así, existe una constante 
C{a,f3,qi,q2) > O que depende de a,P y de los soportes de 91,92 í« ' Que 
11^2(91,92)|lvví),2 <C(a , /3 ,91 ,92) niáx{ | |g i | |^a ,2 , | |92 | |^c .2}. 
Antes de pasar a la demostración de este teorema veamos la siguiente fórmula que admite 
la forma bilineal Q2{fi, f2) en cualquier dimensión como consecuencia de la expresión (1.2.3) 
que admite la resolvente del laplaciano. 
L e m a C.2 .1 . Sean n eZ, n>2 y rj eW \ {0}. Entonces 
nQ2(fij2}M = v.p. f ^ ^ f . y ^ : / ^ ^ + S / /i(^)-^2(r? - O daiO- (C.2.1) 
N o t a . La expresión (C.2.1) revela la propiedad de simetría de la forma biUneal Q2. Haciendo 
/ i = /2 = <7 en dicha expresión se deduce la identidad (2.1.1). 
D e m o s t r a c i ó n de l l e m a C.2.1 
Dado 7/ e E " \ {0}, sean fc > O y 0 G 5 " " ^ tales que Í/ = -2fc(9, es decir, fc = M y 
ices 
HQ2Uuf2m)= f e''^'-yf,{y)R+{e)if2Í-)e'''<-^){y)dy. 
6 = - A . Enton  
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A partir de (1.2.3) se obtiene 
RAk')f{x) = v.p. í e«-€ ¿i^l,, d^+% fc"-2 / í{ku^)e^'^-'^da{u,). {C.2.2) 
Por tanto, 
+ ? fc""' / e'''''hiy) í h{koJ - ke)e'''y^ da{u;) dy 
Se tiene 
dondp la última desigualdad se deduce del cambio de variable x = — fc^ — ^ y de la identidad 
-\ke + x\^ + k'^ =x-{r¡~x): 
-\kd + xp + fc2 = -(fc^ + |i¡2 + 2fc6>. x) + fc2 = - |x |2 + 'q-x = x-{r]~x). 
Además, 
^2 = ^ fc"--' / f2{kiü - fc^) /" e*(^+-)-Vi(2/) dy da(üj) 
= ^ A;"-2 / /2(fcw - kO) fi{-ke - küj) do-(w) 
= ? ^ " ' í A(a:)/2(r? - x) da(x) = ^ / /i(a:)/2(r/ - x) da{x), (C.2.3) 
^ ^r(r,) m Jr(ri) 
donde la primera igualdad en (C.2.3) resulta de aplicar el cambio de variable w —> a; dado 
por X = —k9 — küJ = ^ -^ J^w con Jacobiano da{x) = k"'~^da{ui). 
D 
Siguiendo las líneas de la demostración del lema C.2.1 mediante la fórmula (C.2.2) se 
obtienen las siguientes expresiones para las formas Q3(/i, /2, /s), Qiifi, /2, h-,h)'-
nQ3Ífij2j3mn) 
M 
K • (r/ ~ 01 [r-(V- r)] 
. , , , . / / O/3(^^;;r) /2(r-0^^^ 
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m JRn ir(^) r • (?7 - T) 
\v\ hn Jrin) r-{ri-T) 
\W Jr{r,) Jrij!) 
( 
'{v-0]lr-{T]-r)][4>-iv-cl>)] 
M " ' • A. L L [ - ( r ? - r ) ] [ 0 . ( , - ^ ) ] - '^ '^ (^ ^^ '^^ ^ 
'"".r, í í í /i(0/4(^ - ^)Mr - cj,)U't> ~ o , . . , ,,. 
H '•'• L L L K-(r/-0][-(.-r)] "'^'^'''^'^^ 
\W ir(T,) Í R " Mn) T-{r]-T) 
—^i-.p. / / / —-7-—— da{£,)d(j{T)d(f) 
'Á I í I fmhiV~r)h{r-cf>)M4>-0dai0da{T)daict>). 
m Jr(fi) Jrír,) Jrír^) 
Nota C.2.1. En el caso fi=f2 = h = U = q estas expresiones para Q3 y Qi dan lugar 
a las correspondientes para Qsiq), Qi{q) en (2.2.1)-(2.2.3), (3.3.1)-(3.3.6). En el lado de 
Fourier para el término cuártico con /^ = 5, j = 1, . . . ,4, las variables ^, r juegan papeles 
simétricos en el sentido de las igualdades: 
v.p. / / / 
Jr(n) Jr(ri) J»' 
QÍOQÍV - r)qÍT - (l>)q{(j> - Q 
/ (/7 v{-n) JK" C • (»7 - í ) 
d^do-(T)(ic7(0) 
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Demostración del teorema C.2.1 
El operador Q2 es una forma bilineal simétrica que satisface la identidad^ 
Q2{qi,q2) = - [^2(91 + 92, gi + «2) - QIÍQI - q?- qi - 92) 
Tenemos 
11^2(91, 92) !lvi-/3.2 
< ^ [\\Q2{qi+q2,qi+q2)\\wí¡.2 + \\Q2{qi-q2,qi~q2)\\w0.^] {C.2A) 
< ^ ^ " ' ^ ¡ ' ^ ^ ' ^ ' ^ [\\qi+q2\\^-^Jqi+q2\\wc^,2 + Iki - Q2||^-:,.iki - 92!!;^-^] (C.2.5) 
< '^^" '^^ ' ' ' '^ '^ [\\qi\\,^-^Jqi\\w'-2 + !Í9ill^^-i,2llg2Ílv^... 
< 2C{a,P,quq2) máx{||gi||^<,,2, ||92||^a,2}, 
donde pasamos de (C.2.4) a (C.2.5) aplicando la estimación (1.5.4) de la proposición 1.5.2 
a las fimciones 91 + 92 , 9i - 92 G W°'''^{R^). 
D 
Siguiendo la pista a las ocurrencias de q en la demostración del teorema 1.5.3 se puede 
probar el siguiente 
Teorema C.2.2. Sean a e R, con O < a < 1, y qi,q2,q3 e W°'''^{M.'^) funciones de 
soporte compacto. Entonces Q3{qi,q2,q3) G W^''^{M?) + C°^{M?), para cualquier P €M. tal 
que O < /3 < Q:+ 1. Además, para cualquier ¡3 así, existe una constante C{a, (3, gi,92,93) > O 
que depende de a, ¡3 y de los soportes de 91,92,93 tal que 
\\Q3{qi,q2,q3)\\we,2 
< C ( Q , / 3 , 91,92, 93) Yl {h<T{l)h4qa{2)\\^^,-^.2 + Uail)\\L4q<T{2)\\L2) | |9a(3)l l íva,2. 
Idea de la prueba. 
Ya sabemos que el término triUneal (53(91,92,93) admite una descomposición similar a 
las expresiones (2.2.1)-(2.2.3) con 91,92,93 • Si nos centramos en el término esférico 
• ? " ( Q ' ( 9 I , 9 2 , 9 3 ) ) ( Í 7 ) : = T ^ / / qimsiv - r)q2Ír - Od<j{T)da{^), 
y empleamos la misma técnica para acota- la norma de Sobolev que en el caso de im sólo 
potencial 9 estudiada en la subsección 2.2.1, observamos que la cantidad 
|i^-i(x^(Q'(9i,92,93)))!iv^.fl,2 
'La cual recuerda a la identidad de polarización que se verifica en todo espacio pre-Hilbert (H, < , > ) : 
3 
< u. I! > = I 2_^ II" "^  ' ''II ' > PE»rf todos u, V e H. 
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está acotada por una expresión de depende únicamente de e := a + 1 - p y de las normas 
de 91,92,93 en los espacios W~^'^, L^, W"''^ . 
Es importante señalar que en la prueba de la estimación (2.2.6) hay una reducción por 
simetría que no podemos hacer con tres funciones diferentes. Con un sólo potencial q, para 
acotar el caso II{r]) nos limitamos al caso / /> (//) por simetría. Pero se cumple 
<?//< (91,92,93) = <5//> (93,92,91), 
con la notación 
^(Q//<(9i,92,93))(»?) := ^ / / UOUV - T)92(T - Í)da(T)da{Í), 
^(Q/ /> (93 ,92 ,9 i ) ) ( í ? ) :=^ / / UmÁ^-'r)q2{r-i)dcj(T)da{i). 
m Jii>{r,)Jr{n) 
Sin embargo, esto no es problema, ya que 
\\^~^ (x-^(<5//<(9i,92,93))) llvVfl.2 ^ C'II9IIIH"3-I+^.2||93|IL2||92||L2, 
11-^"^ (x-^(<?//>(9i,92,93))) llvV/3,2 < C||93||u^a-x+e.2||9i||L2||92||L2-
ü 
Sean a y 9 como en el teorema 1.0.1 para n = 2. Para todo /3 G R tal que 0 < a+ ^, 
formulamos las dos afirmaciones siguientes 
\\Q2{q)\\w0.^ < C(a,/3,9) máK ||L>T9||^„_,„,,,, (C.2.6) 
171 < H 
\\Q3Íq)\\w0.2 < Cia,¡3,q) mápc ||£>^9ll^a-M.2, (C.2.7) 
donde la constante C{a, /?, 9) > O depende únicamente de Q, /? y el soporte de 9. 
Para ver estas estimaciones nos será útil el siguiente lema técnico. 
Lema C.2.2. Sean n>2,k>í y j >S. Entonces 
V V ffl _fk + n - l \ , 
^ ^ 71!...7,! V fc ) 
7 I > - - - , 7 Í > 0 
donde el primer sumatorio se toma sobre los multi-índices /3 € N" de orden k, y para cada 
f3, el segundo sobre las listas ordenadas de longitud j , (71, •••7j) G (N")-', de multi-índices 
3 
con las condiciones 'yi>0,l<l<j,y ^ 'ji = /3. 
1=1 
Demostración del lema C.2.2 
Hagamos un poco de combinatoria. Recordemos la fórmula del multinomio que dice que 
si xi, ...,xi son números reales cualesquiera y m 6 N, se verifica 
m! (xi + ...+x,r= Yl X?' 
ai!...a,! 
ai , . . . ,a/>0 
ai+...-f-ai=m 
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01 Tenemos V^ / 
7i:---.7j>0 
\f3\=kii + ...+tj=0"^^"" ''•'' 
2_. 2 ^ 1^1 ^ii ••• Z^ 
-vil ^11 .i—^ ^ n | -7'?! 
i/3|=fc 7 f , - . 7 j > 0 ' 1 - - ' Í - 7r, . . . ,77>0 ' 1 - - - ' J -
7Í + ...+7)=/3' 7r + . . .+77=3" 
|/3|=fe |/3|=fc 
n 
: / X «{(/?!,... ,/3") : X]/3 ' = / c , / 3 ' > 0 , l < ¿ < n } 
donde hemos expresado los índices de sumación /3, 7¡ € N" como /3 = (/J'^ , ... ,/3"),7¡ = 
(7/, ... , 7 " ) , con 1 < í < i . El último paso se deduce por técnicas combinatorias^. 
D 
Demostración de la estimación (C.2.6) 
Se verifica 
11^2(9)Ilv ;^3.2 < Y. \\D^Q2{q)\\ws-i<^l^ (C.2.8) 
|7|=[a] 
^ E E (^)\\Q2ÍD-"'q,D-^"^«q)\\^,^,^,, (C.2.9) 
|7| = [a]0<7o<7 ^ "^ 
Pasamos de (C.2.8) a (C.2.9) por la fórmula de integración por partes (C.1.1) y la de-
sigualdad triangular. La última desigualdad se explica por el teorema C.2.1 aplicado a las 
funciones D'^°q,D'^~''°q e W^"~H.2^£2^ ^ .^^ ^ O < a - [a] < 1. Sabiendo que para cada 7,70 
máxíllD^Ogf^o.l^i,,, l ir '^-^^ílP^.-H.J < máx | |D -^9 | | ^» -H ,2 , 
|7|<M 
y que por el lema C.2.2 en el caso k = [a].j = 2.n = 2 
E E (:)=2'"'(i+H), 
|7|=[af] 0<7o<7 
^Es oportuno aquí señalar que e! número de soluciones enteras de la ecuación diofántica xi + • • • + xt = m 
con las restricciones Xj > 0 , V<j<k (entendiendo por solución una lista de enteros (xi, ...,1*:), todos ellos 
no negativos, cuya suma vale T7I) coincide con el número de formas distintas de distribuir m bolas idénticas 
en k cajas numeradas. 
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obtenemos (C.2.6). 
D 
Demostración de la estimación (C.2.7) 
Repitiendo el paso de (C.2.8) a (C.2.9) en este caso, tenemos ||Q3(g)|lvvfl,2 
< Y. \\D''Q^{q)\\w^-i.^a 
l7l = H 
|7| = H 71+72+73=7 ' ' ' 
71.72,73 >0 
<c(a,/3,g) Y. E :réj:^^ 
|7| = H 71+72+73=7 ' ' ' <T€53 
71,72,73 >0 
aess 
donde la última desigualdad se desprende del teorema C.2.2 aplicado a las funciones 
cumpliéndose O < a — [a] < 1. Sabiendo que para cualquier 7 G N" , se cumple 
| |£»^g||^_i, , WD-^qU^ , Wq\\^^.,^,a < Wq\\w.-i.i2 , 
y que por el lema C.2.2 en el caso k = [a],j = 3,n = 2 
E E v ^ = '"^ '^ ' + '"í^ ' 
|7| = H 71+72+73=7 ' ' ' 
71,72,73 >0 
obtenemos (C.2.7). 
D 
A partir de la estimación (1.5.8) de la proposición 1.5.3 se deduce el siguiente 
Teorema C.2.3. Sean a e R, con Q < a < 2,/2, y qi,q2 e W'^''^{R^) funciones de 
soporte compacto. Entonces (52(91,92) G ^^^'^(M^), módulo una función C°^'{R^), para 
cualquier f3 €M. tal que O < /3 < Q + 5 . Además, para cualquier fí así, existe una constante 
C{a,(3.q\,q2) > O que depende de a, f3 y de los soportes de qi,q2 tal que 
'ÚQ2Íq\,q2)\\w0.2 <C(a,f3,qi,q2) máx{\\qi\\'¡ycc,2,\\q2\\wa.2} • 
Demostración del t eorema C.2.3 
La demostración del teorema C.2.1 basada en la identidad de polarización 
^2(91. 92) = ^ [í?2(?l +92,91 +92) ~Q2(9l -92,91 -92)J 
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es válida en este caso con la salvedad de que ahora se aplica la estimación (1,5.8) a las 
funciones q\ + q2 , qi - q2 & W°'''^{M.^) . 
a 
Siguiendo la pista a las ocurrencias de q en la demostración de la proposición 1.5.4 se 
puede probar el siguiente 
Teorema C.2.4. Sean a eR, con O < a < 3/2, y 91,52,93 e W"^'^{R^) funciones de 
soporte compacto. Entonces ^3(91, 52,93) G W^'^(M^) + C^(K^) , para cualquier P €'M. tal 
que O < /3 < Q + 1/2 . Además, para cualquier (3 así, existe una constante C{a, 0,91,92,93) 
estrictamente positiva que depende de a, (3 y de los soportes de 91,92,93 tal que 
IIQ3(9i,92,93)11,^/3,2 (C.2.10) 
< C 7 ( a , / 3 , 9 i , 9 2 , 9 3 ) ( X ] l!9<T(i)llL2!|9^(2)llL2||9a(3)llvv'<:<.2 (C.2.11) 
+ Yl ll«r(l)ll^y-i,2ll'^r(2)llvi^-=,2||9r(3)lllya,2 (C.2 .12) 
re53 
+ Y^ l l9a ; ( l ) IU-i - . ,2!kcü(2)IL2 | |9^3) l lvvc ,2) , (C.2 .13) 
cutSa 
donde e := a + \~ [i > Q. 
Idea de la prueba. 
Para controlax el término esférico 
HQ'{lU<l2,qMri)-=T^ ¡ i qi{0Uv-r)q2Ír~0dcT{T)da{0, 
¡VI Jr(7]) Jr(ri) 
seguimos los mismos pasos de la demostración para el caso de un sólo potencial del lema 
3.2.1 en la sección 3.2.1. En la prueba de este lema introducíamos las definiciones Q'¡{q), 
Q'i^io)^ Q'j (9), Q'IIÍQ)! Qii<iq): Qii>iq)- Extendemos estas definiciones al caso de tres 
funciones 91,92,93 de manera obvia. Haciendo esto se pierden propiedades de simetría. No 
podemos afirmar que <5/^(91,92,93) = Q-^(91,92,93), ni Q//^(91,92,93) = <9//>(9i,92,93) • 
Más bien se tiene 
Q'4(9i,92,93) = Q7^(93,92,9i), Q/i<(9i,92,93) =<?//>(93,92,9i) • 
Pero se cumple 
\\Q'l,{quq2,q3)\\wP,2 < C2-'=/2||gi||^.l|93||^2Í|92|!^,_i,,, 
l|g~ (91, 92,93) Ilv^ ,^2 = \\Q'j,{q3.q2,qi)h.-0,2 < C2~''/^\M^4qsh2\\q2\\^,_.,, , 
y por tanto, 
IIQ'/(9i,92,93)||vt.^,2 < C||9i||¿2||93|k2||92||^a-i,2-
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De las estimaciones 
l|(?/i'>(gi:g2,?3)|lvi./3,2 = Il<?//<(93,g2,gi)|líy/j,2 
< C-í Il92 11^ -^1,2 lk3|lw'-e,2 + l|g2||i2||qí3||^^-l-.,2 ) lkl|l^^í!-l+.,2 , 
se deduce 
ll<3//(9i,92,g3)i|,v/3,2 <C{\\q2\\^,^^2\\qi\\^-cA(lÚ^a-\+e,2 
+ lk2||L2||gi||^„i_^_2||93||^^_i^,_2 
+ lk2||^^-i,2lk3llvv-.,2|ki| |^^^-i+,,2 
+ I ! 9 2 Í I L 2 | | Í 3 | | ^ ^ _ I - , , 2 I | 9 I | | J ^ / 3 - I + . , 2 ) • 
Por todo ello, la expresión (C.2.11)-(C.2.13) acota la norma de Q'{qi,q2,<}3) en el espacio 
W^''^. Los términos de valor principal se t r a t an de manera similar. 
D 
Siguiendo la pista a las ocurrencias de q en la demostración del teorema 1.5.4 se puede 
probar el siguiente 
T e o r e m a C.2 .5 . Sean a G M, con O < a < 3 / 2 , y 91,^2,53,94 ^ W " ' ^ ( E ^ ) funciones 
de soporte compacto. Entonces (54(91,92,93,94) £ W ' ^ ( M ^ ) + C°°(K^) , para cualquier 
f3 € M tal que O < /? < a + 1/2. Además, para cualquier /? así, existe una constante 
C(a,/3,9i ,92,93,94) > O que depende de a, ¡3 y de los soportes de qi,q2,q3,q4 tal que 
11^4(91,92,93,94)|lvi/3.2 
< C ( Q , / 3 , 9 I , 9 2 , 9 3 , 9 4 ) ( X ] lkcr(l)llL2|k<7(2)llL2|l9a(3)llL2|k<7(4)llw'".2 (C.2.14) 
a"6iS'4 
+ Yl ll9r(l)ll^^,-^,2l|9T(2)llL2|kr(3)lli.2||9r(4)llw'c,,2 (C.2 .15) 
TeS4 
+ X ] ku(l)\\^y-l2ku(2)\\w-eAQu,(3)\\L4<lu^(4)¡\w^,2 (C.2.16) 
+ Yl ll9p(i)llvi^-i-=.2Íl9p(2)llL2||9p(3)||¿2||9p(4)||i^a,2 ) , (C.2.17) 
peSi 
donde e := a + | — ,5 > 0. 
Idea d e la prueba. 
Para controlar el término esférico 
^(í^ ' (9i ,52,93,94))(??) 
~ r ñ [ í I MOQÁV - r)Ur - 0)92(0 - O da{í,)dcr{T)da{c}>), 
m^ Jr(n) Jrír,) Jrin) 
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s<; siguen law líiiciis de chnuostracióii para el caso de un sólo potencial estudiado en la sección 
3.3.1. Si extendemos las definiciones P',{q). P',¡{q). P'nM). P'n (<?)• P¡V<{(l)- Pi\>{q) que 
allí aparecen al caso de cuatro funciones qi.(¡2-Q3:qi se vuelve a perder simetría. Haciendo 
^' = T] — T, T' = Tj ~ ^, 0' = q — 0, se cumple 
^{P¡ií{Q\,Q2.q:i-q4)) (r)) 
\W J J Jiüin) 
= TJ^ÍÍI í i ( ' / -- r')q,{OU'¿^ ~ OUr' - 0') da{T')da{^')dcj{é') 
\m J J Jíiiiv) 
= r ñ í í í í i ('^  " ^')'íi(í')<7:U0' - emr' - <P') da[£,')da{T')da(4>') 
\m J J Jii{,¡) 
= n a / / / í i ( í ' ) í i ( ' / - r')q2{r' - <>')q,{cí>' - ^ da{í,')dcj{T')da{<i^) 
m J J Jll(n) '{'i) 
= J^ {P¡i((iA,q-i,'i2-qi)) (Ji) • 
También, aplicando los cambios de variable ^' = r] — ^, T' = rj — r. ó' = r] — ó, tenemos 
•^(Í'/V>(9l.92-93.<?4))(J?) 
== r F / / / íi(^)94(f/ - T)q-i{T - 0)q2{O - O d(T{Oda{T)da{0) 
inr J J i/v>{r,) 
= rñ [ í Í ^i{^/ ^  aUr')q3(0 - r'me - ^) daiadaÍT')dai0') 
m J J JIV<{T,) 
^ri3 í Í í Ur')qi{V - aU^' - ó')qÁ0' - r') da{T')da[Oda{é') 
= T {Piv^ (</4, 93.92.9i)) {r}) • 
Pero esto no supone ningún problema para llegar a la tesis del teorema C.2.5. De hecho, 
las estimaciones 
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nos conducen a 
\P'uii<li-q2.q3,q4)\\wa.2 = l|/ '//(94, Í3, 92, <7i) 
< C ( | | 9 4 | | L 2 + |k4| |^^.4,J|kl | | i2| |(/2l |L2|!g3|l^^,.4, 
\Piv>{q\-q2.q3.qi)\\wa,2 = \\Piv^{qi,q3,q2,qi)\\wi3-2 
< c{\M^._^j\q,\\^,^MML4qú^^,,-^,..,. 
+\\q4^^-^-e,2\\qÚL4q2\\LAM^^,,-\^.,2)• 
+!l9il!^^, le.2\\q:ú\L4q2h2\\qA\\^.„ ^.,,2 
+ik3li^ }¡.2\Mw '^MMiMlqi'ú^y^i ^,.:,2 
+ \\q4^. !¡ e,2lkí:ill//2!!(72|i¿2||í/l|i^^,,, >,,,2)-
También se cumple 
\\P¡(qi-q2,q3,q4)\}wa.2 < C(\\qi\\i2\\q2\\[;2\\q4\\L2\\q3\\^,, ^.^ 
+ \\qi\\^^,-^.2\\qéiAq3\\L4q2\\^^,0-^ .2) •• 
El tratamiento de los términos de valor principal nos conduce a estimaciones del mismo 
tipo. De todo ello se concluye que efectivamente la expresión (C.2.14)-(C.2.17) acota la 
norma de Qi{q\.q2-q3-qi) en el espacio W'^''^. 
D 
Para a Y q como en el teorema 1.0.1 con n = 3, aplicando la fórmula de integra<;ión por 
partes (C.1.1) y como consecuencia de los teoremas C.2.3, C.2.4 y C.2.5 se demuestran las 
siguientes estimaciones en 3d 
^Q2(q)Ua.2 < Cia, fi,q) mAx \\D\f^„ , „ , , . (C.2.18) 
h l<H 
!iQ3('?)llvv3.2 < Ciaji.q) máx ^qf^^,^ ^„, , , (C.2.19) 
Í7l<H 
ílQ4(<?)!ÍH.a,2 < C ( Q , / ? . 9 ) m á x | | L > \ ! | ^ „ _:„ , , , (C.2.20) 
I7l<¡a! 
donde la constante C(a,3.q) > O depende únicamente de a, 8 y el soporte de q. Estas 
expresiones se obtienen de manera idéntica a como procedimos en dimensión 2 para deducir 
las expresiones (C.2.6), (C.2.7). 
Siguiendo las líneas de demostración de la proposición 4.1.1, vamos a probar la siguiente 
P r o p o s i c i ó n C . 2 . 1 . Sean n e {2,3} , a € 1 ta.l que O < o < n/2 , q\,....qj e l^V'-'-^ÍK") 
funciones de soporte compacto y CQ > 1. Entonces, para cualquier íi C-_ R tal que ¡i < o + 5 : 
QMx qjn,,,,.2<C(a.B)C¡-''^ Uc^^ m^}q4,y..-^l , (C.2.21) 
donde j > 4 .si n = 2 y j > 5 .s? n = 3. 
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Demostración. Pasando a las coordenadas polares ^ = —2k0, fc > O, ^  G 5" ^, en la 
integral 
dC, 
y siguiendo los mismos pasos que en la demostración de la proposición 1.5.1 para llegar a 
la fórmula (4.1.2), se obtiene 
\\Qjmwr,2<C ^ — ( ^ y ' \\qih-2ll\\qi\\w^.2 , (C.2.22) 
VPj ~T \ ^ / ^^ 2 
para todo r e E tal que T < f3j , donde (3j se definió en (1.5.1) . 
Sea 6 = t{a,P) := (a + l) - p > 0. Puesto que 2/? = 2(f3j ~ e) + 2(a + | - 0j), y ya 
que a + 2 < /3j , para el j del enunciado, tenemos 
\\Qi{qi,...,qj)\\wf<.2 
J\í\>Cn 
<c 
.a+^~f3j í |^l2(/3.-)|^(Q,(gi,...,g,.))(e)|^dC 
J\£\>Co 
C'o ^ ^liQj(9i'----9j)llvy%-=.2 
<CCo-
a+i - /3 ,2^ í -^ /C7o 
¡lVa,2 , 
1=2 
donde la última desigualdad se desprende de la fórmula (C.2.22) en el caso t = f3j — £. Ya. 
observamos en la prueba de la proposición 4.1.1 que 13 — (3j < —JJ + ^TY que 2^í < 2^ . Se 
cumple 
j 
Ikilli^ n Il9'llw'".2 < máx ||%1|^„,2. 
í=2 
De todo ello se deduce (C.2.21). 
D 
Sean a y q como en el teorema 1.0.1 y j > 4 s i n = 2 , y j > 5 s i n = 3 . Para todo 
/3 e K tal que /3 < Q + | , afirmamos que 
J 
(C.2.23) \\Qiiq)\\w0.^ < C{a,í3,n,Co)r^ 2C^ ' máx Wq^.-'.^ia 
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Demostración de la estimación (C.2.23) 
Repitiendo el argumento usado en (C.2.8), (C.2.9), tenemos 
\\QÁi)\\w^,2 < J2 \\D-'Qjiq)\y,_,^,, 
!7|=la| 
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|7| = H 7 1 + - + 7 J = 7 " • • ' • ^^' 
7i.---.7í>0 
| 7 | = H 7 i + . . . + 7 , = 7 ^ 1 - - ^ ^ - ^ -^-' ^ 
7i>---.7j">0 
La estimación (C.2.21) de la proposición C.2.1 explica la desigualdad de la última línea, 
teniendo presente que las funciones D'^^q^ ..., D'^íq g PF'^~H'2^]j"^ QQQ ¿g soporte compacto 
y que j3 - [a] < {a - [a]) + \ , con O < a - [a] < 1 < n / 2 . Por el lema C.2.2 aplicado al 
caso A; = [a], se tiene 
H = [al7i+-+7,=7'^^'-^^''- ^ t"*! ^ 
7i .-- >7j>0 
Finalmente deducimos la estimación (C.2.23), para cierta constante C(a,/3,n,Co) > O que 
sólo depende de a,/3, n, CQ. 
D 
Ya estamos en condiciones de demostrar el teorema concluyente de esta memoria. 
Demostración del teorema 1.0.1 
Sabemos que 
qB~q = Y. Qjiq) + J-^ ((1 - X*) q^q) , 
j=2 
donde T'^ f (1 - x*) Q s ^ ) e C^ÍM"). Si CQ > (2 máx ||r'^í||w'«-|a¡.2 ) la serie 
V / V l7l<H / 
+ 0 0 
^ V |7|<[«1 
J 
+ 0 0 
converge para cualquier fc € Z . Por la afirmación (C.2.23), las series / ] IIQj(g)lltya,2; 
j = 4 
+00 
V^ ||Qj(9)livva,2 convergen para n = 2 y n = 3, respectivamente. Si CQ > 1000 se cumplen 
i=5 
las estimaciones para ||¿?2(9)|lvi'/3,2, ||Q3(?)|lvi//3,2 en 2d dadas por (C.2.6), (C.2.7), así como 
las estimaciones para ||<32(g)l!vi//3,2, llQ3(9)|lvya,2, \Q^{q)\wB.i en 3d dadas por (C.2.18), 
(C.2.19), (C.2.20). Por todo ello, tomando 
CQ := máx \ 10000, (2 máx \\D'^q\\woc-[c.].2] \ + l, 
[ V l7l<[al / J 
00 
se garantiza que la serie ¿ j Q j í ' í ) converja en el espacio W^''^(R."), para todo f3 < a + 1/2 . 
Apéndice D 
Producto de espacios de Sobolev 
En este apéndice demostraremos la estimación producto de espacios de Sobolev dada 
por la proposición D.3, que enunciamos más abajo. Este resultado aplicado con los pesos 
adecuados que aparecían en la estimación de la resolvente (1.2.8) (véase la subsección 1.2.1), 
junto con dicha estimación, permite obtener las estimaciones del término j-ésimo de la serie 
de Neumann-Born estudiadas en el capítulo 4. 
Empezamos introduciendo la siguiente proposición (véase [CW]) cuya demostración se 
basa en el análisis de Littlewood-Paley haciendo uso de los paraproductos de Bony y en 
estimaciones conocidas para el operador maximal de Hardy-Littlewood. 
Proposición D . l . Sean a > 0, 1 < p < oc . Entonces 
WfgWw-.p < C (!|/||L,X \\g\\w''.'>2 + WgWm WfWw^^^^) , (D.0.1) 
donde 
1 1 1 1 1 ., ^ /, , 
- = — + — = — H , g2,r2 G (l ,oo), 9i,ri e (l,oo . 
P qi 92 ri r2 
Nota. Existe un resultado más preciso (véase el teorema A.8 en [KPV2]): Sea O < a < 1. 
Entonces 
D"{fg) = gD°f + fD'^g + E, 
donde para todos ai, 02 e (O, a) y p,qi, 92 tales que ai+a2 = ay-^ + -^ = ~ se verifica 
\\Eh^<\\D"'f\\Ln\\D^'g\\Ln. 
Como consecuencia de la proposición D.l se obtiene la siguiente estimación sobre pro-
ductos de espacios de Sobolev debida a Zolesio (consúltense [G] y la sección §3.5 en [TI]). 
Proposición D.2. Sean QI , 02, Q3 > O, as < QI , «3 < a2 y pi, P2, p tales que 
. 1 1 Ix « 
ai + a2 - as > n( 1 ) > O, 
Pi P2 P 
181 
182 Apéndice D. Produi Lu de espacios de Sobolev 
y Pj > p, j = 1.2. Entonces 
ÍI /Í /!IH'"3-P(S.") < C'ii/lln'ai-Pl(Rn)||<7Í|l.V'«2-i'j(S'i) . (D.0.2) 
En todos lo.s casos en que aplicamos esta estimación producto una de las funciones tiene 
soporte compacto. Este hecho nos permite aplicar la estimación producto con los pesos que 
aparecen en la estimación de la resolv^ente del laplaciano dada por la proposición 1.2.1. De 
hecho, se tiene la siguiente 
P r o p o s i c i ó n D . 3 . Sean Q I , «2. «.3 . Pi<, Pa, P como en la proposición D.2. Supongamos 
que f tiene soporte compacto. Sean 7, 7 ' e M. Entonces 
\\fs\\w";^-"(R") ^ ^ ( « p í / ' ^ ' - i ' ' ) ll/llví'<n-pi(R")ll9l!iv^"-'-P2(a") • 
Antes de demostrar la proposición D.2 conviene recordar el teorema de inmersión de 
Sobolev. 
Def in ic ión . Dados dos espacios de Banach {X. \\ • \\x), {Y. || • ||y-), se dice que X se sumerge 
continuamente en V si X C F y la inclusión ¿ : X —> 1' es continua, esto es. existe una 
constante C > O tal que para todo x € X. 
\\XI\Y<C\\X\\X. 
T e o r e m a D . l . Sean aeRyl<p<oc. 
(i) Supongamos que Q < a < ^. Entonces el espacio de Sobolev VV'" 'P(M") se sumerge 
de manera continua en £ ' ( R " ) siempre que 
1 1 _ Q 
p q n • 
(ii) Supongamos que O < a = ^ . Entonces W ' ^ ' P ( K " ) se sumerge de manera continua 
en ! " ( » " ) SI ^ <q< ÍX. 
(iii) Si^ < a < oc entonces toda función de 1 V ' ° P ( K " ) puede modificarse en un conjunto 
de medida cero de manera que la función residtante sea uniformemente continua. 
N o t a D . l . De la par te (i) del teorema D. l también se desprende que s\a < a' y a' ~a < ~ 
el espacio W" •P(1R") se sumerge de manera continua en U'"-9(M"). donde 
i - i - ^^' ~ " 
p q n 
D e m o s t r a c i ó n de la propos ic ión D . 2 
Nos HmitaremoH al caso ptMir donde la diferencia (\\ -t- n-i - a:i es nu'nima: 
i\\ + 02 ~ O} := n(— -i ) > O . 
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Suponemos en primer lugai- que «i < «2- Por la nota D. l , 
\\íg\\w«'i'V < CWfgWwi-po , 
donde — ^ 
PO 
I __ 02_ai PQJ. JJ^  proposición D. l , existen (72-'"2 G (1-oc). ^ i . r i e (Loe] tales 
que 
1 1 1 1 1 
Po q\ 92 r i r2 ' 
y además, 
li/5l|w-i.po < C ( | | / | U . i | k l k - i . . 2 + |b|i/,n||/||vv.>,.-2) . 
Elegimos q\.q2,ri y r2 = p\ tales que 
J_ ^ _1. „ 5Ü 
P\ q\ n 
1 J^ _^  «2 - fti 
P2 fft n 
Por la par te (i) del teorema D.l y la nota D. l , 
Jl/IU"! < C\\f Wwi-pi , WgWw^í'K < C WgWwi-pi , 
obteniéndose (D.0.2). Si 02 < ai hacemos 
||/5l|w-'"3-p < C\\f g\\w'^2.po 
< C" ( ll/ll/."' Ilí'llivaí-^ + Il5ll/.n ||/llii"'2.'-2) 
< c\\f\\w"i-pi\\g\\w"2-P2, 
donde -— - = "^^"^ . v se eligen r/i, qo = p-i, r\. r-i tales que 
J_ J_ J_ _1_ J_ 
Po 91 92 ri r2 • 
JL i . - Í^ 
V\ q\ n ' 
1 1 _ «1 - «2 
Pi r2 n 
1 J_ __ ^ 
P2 ri n 
La constante en (D.0.2) depende de « i . «o.'i.T debido a la influencia de la-s constantes 
que aparecen en las inmersiones de Sobolev, pero omitimos tal dependencia por claridaíL 
D 
La proposición D.3 se sigue de la proposición D.2 y del siguiente 
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Lema D . l . Sean C 6 CQ^'{W^) , 0 < a < l , l < p < ( X ) . Definimos el operador de 
multiplicación T^(/) '•=(,!• Sean 7 ,7 ' números reales cualesquiera. Entonces T^ admite 
una extensión acotada de W"'^(R'^) en W^y'^(R"). 
Demostración del lema D . l 
Empecemos por el caso Q = 1. Se cumple 
n 
diCf) 
dxi 
1 
j=i 
f ^ + C^ 
dxj dxj r 
y sabiendo que (, es función de Schwartz, 
lie fh", = iic(-) /(•) (1 +1 • \r'h^ = iic(-) (1 +1 • ir'^^ /(•) (1 + 
< IIC(-) (1 + 1 • ir'-^IÍL- ll/IL? = c(c,7,7')ll/L^ 
Análogamente, 
dxi 
= lid 4-1. n7'-7r£L¿ f n +1 • inll 
< 
da-) 
C^(£'C,7,7')II/IIL^ 
II/IL? 
\LP 
Por tanto, 
dxj c(.)(i + | . | r ' - ^ ^ ( i + i-i) dxi 
<C{Cl,Í) df dxj i? 
¿p 
df 
dxj iiíc(/)iij^i., < c(c,Dc,7,y) I I / I ILP+E 
<C(C,Dr ,7 ,7 ' ) | |AVL! ; 
-C(C,DC.7.7 ') l l / l lw^p-
A continuación vamos con el caso a = 0. Veamos que r<; : LÍJ(K") -^ L^,(M"): 
IITC(/)ILP, = iic(-) (1 +1 • i r ' - ^ /{•) (1 +1 • in i tP 
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<i!c(-)( i + i-ir '-^iiL-ii/iiL? 
= C ( C , 7 , 7 ' ) I I / I I L -
En virtud del método de interpolación compleja, a partir de las estimaciones 
rc(/) | |^,,i .p<Ci(C,£'C,7,7')ll/llw^.p, 
\\Tdf)\y,<C2{Cn,i')\\ñ^, 
r ^ 
se obtiene para todo O < Q < 1, 
rc(/)iivy;- < [5i(c,^c,7,7')r[4(c,7,7')]'"ni/iiiv--
De hecho, el espacio interpolado complejo (L^, W '^^ )[g] coincide con W-^"^ , donde O < ^ < 1. 
a 
Demostración de la proposición D.3 
Sea C G Co^(R'') tal que C = 1 en spt / . Téngase en cuenta que la elección de ^ está condi-
cionada por el soporte de / . El resultado se sigue de la proposición D.2 y del lema D.l, 
como se observa en el siguiente cálculo; 
WfgWwr^ = llC(/9)llw7.^  <c(spt/,7')ll/fflk"3.P 
= C(spt/ ,7 ')l l /(C5)lk°3.P 
< C(spt / ,7 ' ) ||/||w'>l.Pl||Cfflk«2,P2 
< C'{spt/,7',7) ll/llH'°i.Pi||í/|lvy^^2.P2 , 
donde omitimos en las constantes la dependencia de 01,02,0:3 por clsiridad. 
ü 
Enunciamos la versión vectorial del teorema de Calderón-Zygmund para integrales sin-
gulares. 
Teorema D.2. Sean A.B espacios de Banach y T un operador que manda L'Q'{A) en 
la clase de las funciones medibles a valores en B, que admite una extensión acotada de 
U{A) en U[B) para algún r G (1, c»]. Sea K : M" \ {0} —* £(A, B) una función medible y 
¡ocalmente integrable fuera del origen (es decir, la integral de \\K(x)\\^j^gj en los compactos 
de M" que no contienen al origen es finita). Supongamos que T está asociado al núcleo de 
convolución K, esto es que para toda f e L^{A) y todo x ^ sptf se verifica 
Tf{x)^ [ K{x-y)-f{y)dy. 
Si el núcleo satisface la condición de Hórmander vectorial 
\K{x-y)^K{x)\\c(A,B)dx<C, y^O, i x\>2\y\ 
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entonces T se extiende como operador acotado de 1^{A) en IJ'[B), sil < p < oo , y también 
admite una extensión que manda L^{A) en L^'°^{B). 
Definición D . l . Sea (j) e C|f (M") una función de corte tal que (p > O, y 
\ o, si 151 > 2. 
Escribimos xp{£) := (;ó(^ ) —(p(2^). Las funciones T^^ip , %! tienen media cero ya que tpiO) = 0. 
Definimos 
Nótese que t¡)k{i) = '4)\{2~*'+^í) , fc > 1. Aplicando la identidad i/»(^ ) := 0 ( 0 - 0(2?), se 
tiene 
= • •. = ^fc(e) + i^k-ÁO + •••+ MO + 4>{0 • 
Luego, podemos escribir 
fc k 
0fc(e) = E^^(o+'?^(í) = E^j(^) ' 
con la notación "Í/JQ = </> • Y se verifica 
oo 
^ Vfc = 1 en R" . 
fe=0 
Obsérvese que las funciones ipk, 4>k están soportadas en anillos diádicos y bolas diádicas, 
respectivamente: spt V'fc = Afc , fc > 1, spt (j>k = i?2*+i , fc > O. Además 
^m = { 
o, si 1^1 e [0,2'^-!] u [2*^+1,00), 
l -0 fc_ i (O, si|e|G[2'=-l,2'=], ( fc>l ) 
0fc(O, si |C|e[2^2'=+l] , 
Definimos una partición de la unidad de Littlewood-Paley como la sucesión de funciones 
{tPk : k> 0}. 
Definición D.2. Manteniendo las notaciones de la definición D.l, para / , 5 € Lj^(W^) se 
define el paraproducto de Bony de f y g como 
Tf9 := ^ MD)f ^k+6{D)g . (D.0.3) 
A:>0 
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Utilizaremos los siguientes resultados que se enmarcan en la teoría de Littlewood-Paley. 
El primero se refiere a funciones cuya transformada de Fourier está soportada en anillos 
diádicos y en el otro las funciones en el lado de Fourier están soportadas en bolas diádicas. 
Lema D.2. Supongamos que a eU. y sptfk C {^  e M" : jBo2'= i^ < |^| < Bi2'=+^}, para 
ciertas constantes positivas Bo,Bi y k>0. Entonces 
fc>0 fc>0 
Si fk = Í^k{D)f, para alguna / , la desigualdad inversa también se cumple. 
Lema D.3 . Supongamos que Q > O ?/ spí/^ C {^  G K" : |^| < B 2*^ } , para cierta constante 
B > O y k >Q. Entonces se cumple (D.0.4). 
Demostración del lema D.2 
Empecemos por probar la desigualdad inversa con fk = ipk{D)f, para cierta / , suponien-
do cierta la expresión (D.0.4). Para ello, tenemos que demostrar la estimación 
II (Y, 22'=«|A-"^,(Z))/|2) 511 ,^ < C II/IUP . (D.0.5) 
k>0 
Definimos el operador T que manda funciones de L^ en la clase de las funciones medibles 
Z^-valoradas como sigue: 
Tfix)-{gk{x))k>o, (D.0.6) 
donde gk{x) = 2^°'A~'^^kiD)f{x). Este operador está asociado al núcleo de convolución 
K{x) - {2>'-J^~\{r''M-W))k>o , (D.0.7) 
donde K está en las hipótesis del teorema D.2 para A ^ C y B = l'^, como veremos a 
continuación. La condición 
II Víí(ar) 11 (^^ ,5) < j ^ , X € M" \ {0} , 
es más fuerte que la de Hórmander. Sea mfc(^) := 2''°'{£,)~°''ipk{^)- Si ? ^ A^ es obvio que 
p - ^ m f e l O I l C l c r ^ , (D.0.8) 
para todo multi-índice 7 e N". Supongamos que .f € A/^ . Se cumple 
70 eN" 
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donde |D^«(Í)^"! < C \(,\'"~^''«^ . y 
ya que i/' g 5(M"). Por tcinto, 
0<-,o<7 ^"'''^''^ 
< C | í j " Y ] I ' Wp"-ÍTol|^|lT)!-!-/! 
Píira 1 < j < /i. se veriñca 
0<70<7 
O"(í,'nfc(0) íjD^mfc(0 r D^-'-^m.-íí). si 7j > 0. 
donde PJ = (O, . . . , 1 0) , 7 = (71 7,,). Aplicando (D.0.8) deducimos 
i^"'((-)jm^-(-))(OI<Clei'-i^l. (D.0,9) 
Se tiene 
dXj k=Oj=l 
E E / e''-%"í*(Odí 
Además, 
•'^^ E ('•^) •'^' \l\=n+2 
h¡=n+2 
|7Í=r!+2 
E 
ir-L E / e"<D''{{-)jm,iMOdt 
De este modo, por (D.().9) 
,-h 
< c 
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y también 
C 
\vK{x)y < - -^ +2-
Si \x\ > 1 ya tenemos que j|VA'(x)j|¡2 < -njTfTT- Supongamos que O < |x| < 1. Puesto que 
(0,1] = M(2"'"^2~'^^] . podemos escribir que |x| ~ 2^' para algún / > 1. 
Por un lado. 
k=Oj = \ •'^^ 
e"«C,mfc(Odí <C 
<C 
k=Oj=l-'^'' 
¿2*^ 2*=" / -^(r,)dr, 
' r 
' ¿^ -~ - - | j . j n + l • 
fc=0 
Por otro lado, usando que 
<c 
2-^ 
\x n+2 
tenemos 
k>i j=i •'^'' 
El operador T manda L'{R") en L'^{l'^): 
^ 2- ' C 
< C —^ < 
i r r f i|2 ir/ 
< c ¿ / i^ fc{0/(OI'dí < cii/iii, 
fc=0 -^  '^'= 
En virtud del teorema D.2 T admite una extensión acotada de Z/^(R") en U'{fi) para todo 
p tal que 1 < p < oc . Queda entonces demostrada la estimación (D.0.5). 
Nótese que coiLsiderando la desigualdad inversa en (D.0.4) para —o. también se obtiene 
\\{Y^2~^'-\vkiD)fnH,,<C^A-«fl„ (D.0.10) 
k>0 
Probar (D.0.4) es equivalente a demostrar que 
i f ,p • 
*>0 k:-() 
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Para una función g e L^ fija, y para cierto entero m que depende de BQ,BI tal que 
spt fk y el anillo Afe' son disjuntos si |fc — k'\ > m, se tiene 
k>0 fc>0 l>0 k>0 
= 1 E T. {fk,Í^k+j{D)g)\ 
\j\<m k>0 
k>-j 
oo « 
= 1 E E / Mx)Í'k+j{D)g{x) dx\ 
\j\<m k>0 •^'*" 
oo ^ 
i j | < m /fc>0 • '®" 
fc>-j 
oo « 
| j | < m fc>0 
fc>-j 
oo -
= 1 E E 2 ' " / 2*"A-"/fc(x) 2-(fc+i)"A«V'fc+j(i?)5(2r) ü!x| 
| j | < m fc>0 ^^ 
k>-j 
/• °° 
= I E 2 '" / E 2'="A^"/fc(x)2-(fc+J)«A-í^fc+,(D)g(x)dx| 
| j | < m •^*" fc>0 
. oo 1 '^ 1 
< 2 " " E / (E2''lA""/fcW|')ME2"''lA"^fc(-C')5(2^)!')'áa; 
| j |<Tn'^' '^" fc>0 fe>0 
oo oo 
<C||(^22'="|A-"Ap)^||^,||(5]2~2'=«|A>,(Z))3|2)^||^,, 
fe>0 fc>0 
oo 
<C||(^22'^'^|A-/,f)^||„|H 
fc>0 
donde la última desigualdad se desprende de (D.0.10) en el caso / = A°'g. Por todo ello y 
el teorema de Riesz, 
iV^ / f c |Lp=sup{ |<^ / fe , f f ) | : \\gh„'<l} 
fc>0 K>0 
oo 
<C||(^2^^"|A-/fc| ')^|l^,. 
fc>0 
G 
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Demostración del lerna D.3 
Si en la definición D.l substituimos la función (p por $ dada por 
1 o , si 1^1 > 2S , 
y definimos í", $fc, í'/j de la misma manera a partir de $ como definíamos tp, 0^, f^c a partir 
de (p, en particular se tiene que ^kiO = 1 si |^| < i?2* ,^ pudiéndose escribir 
fe 
/fc = *fe/fc = X ] * i A , 
j=0 
y se cumple 
Tenemos 
fe 
j=o 
OO fc 
fc-0 k=0 1=0 
O O O O 
1=0 k=l 
OO OO 
/=0 fc=í 
CXI 
fe=/ 
donde la última desigualdad se desprende de la estimación (D.0.4) del lema D.2 aplicada a 
la sucesión 
OO 
{*,P)(E/^)U-
k=l 
Téngase en cuenta que los soportes son adecuados: 
OO 
sptH^i{D){Y,h)) C spt J-l-, = {e : i?2 ' - i < lei < 5 2'+!}. 
k=l 
Denotando ujk = 2*^"/^, queremos probar que 
OO OO OO ||(5322'«|*K¿?)E2-'=-a;,p)Í|U.<C||(5^Kp)l¡Up, 
1=0 k=l fe=0 
es decir, que el operador T definido sobre las sucesiones {u!k}k>o G L°°{l'^) por 
OO 
r(M}fe>o) - {2'^^iiD)Y,2-'"'uJk}i>o 
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admite ima extensión acotada de IJ'{l'^) en IJ'{P). Para cada Z > O se tiene 
oo oc 
k=l 
oo 
k=l 
oo 
= (^2"( ' - '=)^"ivl /¡)*^,(x) 
k=l 
= / K'{x - y) • {^k{y)]k>Q dy , 
k=l k=l 
2"('-*^)jr-iíí¡(a;), s i f c> / , 
O, si fc < Z. 
donde K'{x) = {K¡^{x)}i,k>o , y 
Probaremos que T está acotado en Lp'if') y la condición 
\\yK'{x)\\ciPp)<^^, x e M " \ { 0 } , (D.O.U) 
obteniendo por el teorema D.2 en el caso A = B = 1^ e\ resultado deseado. 
Para I > O escribimos A'¡ := {^ : B2'-^ < |^| < 5 2'+^}. Por la propiedad de sola-
panL>jnto finito de estos anillos y la identidad de Plancherel, se cumple 
oo oc 
1=0 k=l 
oo - oo 
= X^22'«/ \-^i{D){Y,2-'-cükix))fdx 
;=o -^ K" k=i 
OO -. OO 
1=0 -^^'l k=l 
oo - oo oo 
í=0 •'^í k'=l k=l 
oo . 
= C* i|{Wfc}fc>o||¿2(;2) , 
oo 
donde resulta esencial que Q > O para que la serie E 2'^ " '^^ '^ '^  esté acotada para cada I > 0. 
k'=l 
De manera análoga al estudio del núcleo del operador T definido en (D.0.6) que hacíamos 
en la prueba del lema D.2, la condición (D.0.11) se puede explicar como consecuencia de la 
siguiente propiedad de decaimiento de las derivadas del multiplicador de T : 
oo 
E | £ > " r n i f e ( 0 ! < C | e r N , (D.0.12) 
fc=0 
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donde a € N" , I > O, y m;/c(0 := K[f,{^). Sabemos que 
mik{í) 
2"('-'=)i]^;(^), si fc > Z > O, 
O, si Z > A; > 0. 
Si fc > /: 
Supongamos que ^ G A^ = s p t * ; . Entonces, sabiendo que ^ G 5(R"), 
|£''^TO;A:(OI < C2-"'=|e|«-lTli(Z)Tí')(2-'C)| < C2-«*^ |^ | " - ITI . 
Recordando además que a > O, se deduce (D.0.12): 
oo oo 
k=0 k=l k>l 
<c2-"iei""i^' <ci?r'^'. 
Se cumple ||Vír'(x)||£(p,;2) = \\VK'ix)\\i2 < \\VK'{x)\\ii y también 
dT~^mik{x OO OO n ivií'(.)ii,.<EEE 
¿=0 fc=0 j=l 
Para cada ¿,A: > O, 
dxi 
oo oo n 
EEEi-^^'(-*(-)."i/^(-))w 
/=0 k=Qj^l 
oo oo n 
¡=0 k=0 j=l JA' 
e'^HjmikiOd^ 
JA', > ixV JA' ,. i'^ -', „ E ('"^y -^^'l |7l=n+2 
¡71 ="+2 
( - 1 ) " 
de 
E (* )^ |7l=n+2 
|7l=n+2 
E / e--«D^((.),m,fe(.))(Ode-
Por tanto, 
oo oo n | |V i f ' ( a : ) | bx<EEE^^ / , E l^ (^(-).-^ í;.(-))(0|de 
Z=0 fe=0 j = l ' ' • ' ^ í | 7 | = n + 2 
oo n „ . oo 
^ E E M ^ / , E El^'((-)im,.(.))(0|de. (D.0.13) 
/=0 j - 1 ^ ' ^ ^ / ! 7 H n + 2 fc-0 
oo 
De (D.0.12) se deduce E ¡^''((Oj "íifc(-))(í)l < C iCI^'''^', acotándose (D.0.13) por 
fc=o 
oo „ . oo „ - / 
1+2 lT. |n+2 
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Hemos visto pues 
Siguiendo las mismas líneas de demostración que en el lema D.2 para obtener la estimación 
|lVií'(a:)¡¡;i < T-M+TJ donde el núcleo K se define en (D.0.7), separando los casos |a;| > 1 y 
o < |x¡ < 1 se llega a 
a 
Seguidamente presentamos la demostración de la proposición D.l siguiendo las líneas 
indicadas en el capítulo II de la referencia [T2]. 
Demostración de la proposición D . l 
Vamos a expresar el producto fg en términos de los paraproductos de Bony. Se cumple 
f9 = f*g= i^i^kf] * (Xl^*^) = l](V'fe/)*(V'j^) 
\A;=0 / \fc=0 / j,k>0 
= '^{'4'0f + ÍJlf+ ••• +V'fc-5/)*'í¿'fc+lff 
fc>5 
fc>5 
+ Yl (v'j/)*(V'fc5) 
\j-k\<5 
= Y l {^k-ñT) * (V'fc+l a) + J2 (< f^c-5 9 ) * (^fc+1 / ) 
k>5 fc>5 
\j-k\<5 
= Xjr(^fc_5(£>)/) *^(^fc+i(D)5) + YH<l>kMD)g) * n^k+i{D)f) 
fe>5 /c>5 
+ Y. nMD)f)*nMD)g) 
|j-fei<5 
= HY1 ^k-5{D)f i^k+i{D)g + Y <l>kMD)g ipk+i{D)f 
k>5 fc>5 
+ Y ^ÁD)fMD)9)-
\j-kl<5 
Por tanto, 
fg = Tfg + T,f + R{f,g). 
donde Tjg se define en (D.0.3) y el término del resto viene dado por 
Rif,9)--= Y Í'jiD)fMD)9. 
\j~k\<5 
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Basta que demostremos 
\\Tfg\\wo'.P < C'! | / |UÍI | |5 | |H'". ' Í2 , 
\\R{f<9)\\w'^'p < C'II/IIL''I||5||W«.''2 . 
La transformada de Fourier del producto (t>k{D)f ipkJ^^{D)g está soportada en lui anillo 
diádico: 
sptT{cPkiD)f i^k+ÁD)9) = spt [n^k{D)f) * T{i>k+ÁD)g)\ 
C s^%T{^k{D)f) + sptT{ÍJk+6{D)g) 
c spt (pk + spt iph+e 
C {í : 602*^-1 < 1^1 < 65 2*^+1}. 
Por la desigualdad (D.0.4) del lema D.2 en el caso /^ = 4)k{D)f ipk+6{D)g, se cumple 
\\Tf9\\w'^,v = \\Y,4>k{D)f V/c+6p)3||v^..p < C||(^22*^-|0fc(£))/ ^^+^0)9?)^^,. 
fc>0 fc>0 
Se verifica 
10, {D)í{x)\ = i^ ^Vfc * I{x)\ < f ¡J^^'M^ - y) f{y)\dy 
ifcrt / \f{y)\ 
< C 2 ' = " / , ¿' X, ^1 dy (D.0.14) 
= C 
O/CTI 
l + |2fc(.)|n+l 
2fcn 
* / (x) 
donde la desigualdad en (D.0.14) se deduce de que por ser 0 función de Schwartz, para todo 
zeR: 
y el lema B.3 explica la desigualdad en (D.0.15). Hemos probado la estimación puntual 
\(pk(D)fix)\<CMf{x), c.t. a ; e R " . (D.0.16) 
Por tanto, 
||T/í7l|vv.,P < C7 | | M / ( ^ 2''"'\ÍJk+6ÍD)9f)^ !!„ 
fc>0 
\L12 
fc>0 
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< C ||A//|i/,n !i (Y. '¿''"U^k{D)gfY\},,,, (D.0.17) 
k>ü 
<C'! ¡ / |k . i i i í / i ÍH"- '2 . {D.0.18) 
donde la desigualdad recíproca de (D.0.4) en el lema D.2 explica la últ ima desigualdad. 
Teniendo presente la notación d .^ = O si fc < — 1, se verifica 
\j'k\<5 k-M) 
La transformada de Fourier de ti'k{D)y (0k+-y(D) - 0i .„y{D))/ está soportada en una bola 
diádica: 
spt^(i/ 'fc(D)í, {0k+rÁD) -^ 0k^6{D))f) = spt [T(C'k(D)g) * T{{0k+5{D) - <Pk-6ÍD))f)\ 
C spt J^(t.i.(Z))g) + spt J-((0;^.+5(£') - 4>k-6{D))f) 
C spt í/'A: ^ spt {(pk+5 - <Pfc-tí) 
C 5(0,66-2*'"). 
Por el lema D.3 en el caso /^ = il'k{D)g(4>k+ó{D) ~ 0k-is{D))f, y aplicando la estimación 
(D.0.16), se cumple 
fc=o 
X ; 
k=0 
•X I 
<CpIf{Y-¿''''W'k{D)gf)' 
fc=0 
y terminamos aplicando la desigualdad de Holder y procediendo de la misma forma que en 
(D.0.17)-(D.0.18). 
n 
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índice de Notación 
En la siguiente tabla resumimos algunas notaciones usadas en este trabajo. 
T transformada de Fourier 
T~^ transformada inversa de Fourier 
¿?(x, r) bola de centro x € M" y radio r > O en M" 
Br bola centrada en el origen de radio r > O en M" 
S{x. r) esfera de centro x e M" y radio r > O en M" 
5 " - ! esfera unitaria 5(0,1) de R" 
£" medida de Lebesgue n-dimensional 
a medida de HausdorfF (n — l)-dimensional en E" 
Uk medida inducida por £" sobre la esfera 5(0, fc), con fc > O 
w„_i medida de la esfera unitaria en M": a{S^^^^ 
spt / soporte de una fimción / 
£)" jP-i|^|°:f, c o n a e M 
A" derivada fraccionaria de orden a : J-~^{^)'^J^, con a G R 
(p{D) ^^^(?Í)(^)J?-', para una función </)(^ ) 
V conjunto de los polinomios con coeficientes en C y n variables reales 
p' exponente conjugado de p que verifica ^ + 4^  = 1, con 1 < p < +oo 
||/|¡¿p(iu) norma en LP con peso dada por (/jj„ \f{x)\P'w{x)dx)^ 
||/||¿p norma en W con peso dada por (Jjj„ \f(x)\P{l + \X\YPdx)^ 
LQ° clase de las funciones esencialmente acotadas de soporte compacto 
S{W) clase de Schwartz en M" 
5'(]R") clase de las distribuciones temperadas en R" 
^a,P(K») espacio de Sobolev {/ e S'{W) : A" / G L P ( R " ) } 
1^«'2(M") espacio de Sobolev homogéneo {/ e 5'(R") : D^f G L'^{R")} 
W^''' espacio de Sobolev con peso {/ G 5'(M") : | | A " / | | ¿ P < +cx)} 
{•, •} producto escalar en L^(E"): {f , g) = J^n f{x)g{x) dx 
Ak aniUo diádico {^  G R" : 2^"^ < \^\ < 2*^ +1} , con fc G Z 
\x\ ~ 2-'=lí7Í 2-'=-i|7/| < l^l < 2"'=+i|77|, donde a;,r/ G R" , fc G Z 
M operador maximal de Hardy-Littlewood 
r(Tj) | x G R" : |x - §1 = M \ donde T? G R" \ {0} 
A(e) {x G R" : <e • (a^  - í ) = 0}, donde ^ G 1 " \ {0} 
r(7/)3 r(7?) X r(r/) x r(r?) 
X función característica del conjunto {rj 6 R" : \T)\ > 10} 
;\;* función característica del complementario de la bola Bcgj con CQ > O 
Xu oc) función característica del intervalo real (a, CXD), donde a G R 
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Q * { q ) { k . O , ^ ) ténniíio j-csiiiio cié la SÍTÍC de Neumaiin-Bom para datos globales de 
scatterinfj 
R^{k,6.iü) resto de la serie de Neuniaiin-Borii para datos glo!)ales de scattering 
Qj(q) término j-ésiino de la serie de Neumann-Born para datos de backscat-
tering 
Rjn resto de la serie de Neumann-Born para datos de backscattering 
QÁq) {:F-'x*nQM) 
R+{k^) resolvente saliente del laplaciano 
Re(k'^)if){-r) e-'*'*^/í+(fc2)(e'*^6{)/(.))(2-), xeR" 
u^{k,d,u>) amplitud de scattering o campo lejano con número de onda k, 
direcx'ión incidente O y dirección saliente u; 
(]h aproximación de Borii del potencial pa ra la ampl i t ud de scattering 
(¡H aproximación de Born del potencial p a r a da to s de backscattering 
(fif primera aproximación de Born del potencial para datos de ángulo fijo 6 
q^ff 2 segunda aproximación de Born del potencial para datos de ángulo fijo O 
Sk grupo de las permutaciones de orden A; e N 
-X 
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