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POSITIVE SOLUTIONS OF NONLOCAL FRACTIONAL BOUNDARY
VALUE PROBLEM INVOLVING RIEMANN-STIELTJES INTEGRAL
CONDITION
FAOUZI HADDOUCHI
Abstract. In this paper, we investigate the existence of positive solutions for a nonlocal
fractional boundary value problem involving Caputo fractional derivative and nonlocal
Riemann-Stieltjes integral boundary condition. By using the spectral analysis of the
relevant linear operator and Gelfand’s formula, we obtain an useful upper and lower
bounds for the spectral radius. Our discussion is based on the properties of the Green’s
function and the fixed point index theory in cones.
1. Introduction
Differential equations with fractional derivative related to nonlocal conditions have been
discussed as valuable tools in the modeling of many physical phenomena in natural sciences
and engineering, such as physics, chemistry, biology, economics, aerodynamics, viscoelastic-
ity, control theory, earthquake, traffic flow, and various material processes [26, 27, 28, 29,
30, 31, 32, 33, 34, 36, 37, 38, 35, 39, 12, 40, 41, 8].
Recently, some interesting results about the existence of positive solutions for nonlinear
fractional differential equations involving the Riemann-Stieltjes integral boundary condition
have been reported [2, 10, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 3, 23, 24, 25].
In [1], the authors established the existence of positive solutions for the nth-order singular
nonlocal boundary value problem{
u(n)(t) + λa(t)f(t, u(t)) = 0, 0 < t < 1,
u(0) = u′(0) = . . . = u(n−2)(0) = 0, u(1) =
∫ 1
0 u(s)dA(s).
(1.1)
where a(t) have singularity, f(t, x) may also have singularity at x = 0, and
∫ 1
0 u(s)dA(s) is
given by a Riemann-Stieltjes integral with a signed measure.
In [22], Y. Wang et al., studied the following singular boundary value problem of a
nonlocal fractional differential equation{
Dαu(t) + q(t)f(t, u(t)) = 0, 0 < t < 1, n− 1 < α ≤ n,
u(0) = u′(0) = . . . = u(n−2)(0) = 0, u(1) =
∫ 1
0
u(s)dA(s),
(1.2)
where α ≥ 2, Dα is the standard Riemann-Liouville derivative. The existence and multi-
plicity of positive solutions are obtained by means of the fixed point index theory in cones.
In [4], Q. Song and Z. Bai considered the following boundary value problem of fractional
differential equation with Riemann-Stieltjes integral boundary condition{
Dαu(t) + λf(t, u(t), u(t)) = 0, 0 < t < 1, n− 1 < α ≤ n,
u(k)(0) = 0, 0 ≤ k ≤ n− 2, u(1) =
∫ 1
0 u(s)dA(s),
(1.3)
where Dα is the Riemann-Liouville derivative. They used a fixed point theorem and the
properties of mixed monotone operator theory to get the existence and uniqueness of positive
solutions.
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In [5], T. Lv et al., investigated the following fractional differential equation with multi-
strip Riemann-Stieltjes integral boundary conditions{
Dαu(t) + f(t, u(t), Dβu(t)) = 0, t ∈ (0, 1),
u(0) = Dβu(0) = 0, u(1) =
∑m
i=1
∫
Ii
u(s)dA(s),
(1.4)
where 2 < α ≤ 3, 0 < β < 1, Ii ⊂ (0, 1), i ∈ {1, . . . ,m}, and D
α is the standard Riemann-
Liouville derivative. By using the Leggett-Williams fixed point theorem, the existence result
of positive solutions is obtained.
In [6], X. Zhang et al., studies the existence and uniqueness of positive solutions of the
Riemann-Liouville fractional differential equation


Dαu(t) + f(t, u(t), Dα−1u(t), Dα−2u(t), . . . , Dα−n+1u(t)) = 0, t ∈ (0, 1),
Dα−iu(0) = 0, i = 3, 4, . . . , n,
Dα−2u(0) =
∫ 1
0 u(s)dB1(s),
Dα−1u(1) =
∫ 1
0
u(s)dB2(s),
(1.5)
where Dα, Dα−i are the Riemann-Liouville fractional derivatives, n − 1 < α ≤ n, n ≥ 3
(n ∈ N), f : [0, 1] × Rn+ → R+ is continuous, R+ = [0,∞),
∫ 1
0
u(s)dBi(s) are Riemann-
Stieltjes integrals, where Bi (i = 1, 2) are nondecreasing functions. The existence results are
abtained via the use of fixed point theorems on cones in partially ordered Banach spaces.
In [7], X. Zhang et al., used the fixed point index theory in cones to study the existence
of positive solutions to the singular fractional differential equation with signed measure{
(−Dαu)(t) = f(t, u(t), Dβu(t)), t ∈ (0, 1),
Dβu(0) = 0, Dβu(1) =
∫ 1
0 D
βu(s)dA(s),
(1.6)
where Dα, Dβ are the Riemann-Liouville fractional derivatives,
∫ 1
0
u(s)dA(s) is denoted by
a Riemann-Stieltjes integral and 0 < β ≤ 1, 1 < α ≤ 2, α−β > 1, A is a function of bounded
variation and dA can be a signed measure, f(t, x, y) may be singular at both t = 0, 1 and
x = y = 0.
In [9], A. Cabada and G. Wang obtained a sufficient condition for the existence of a
positive solution to the fractional boundary value problem{
Dαu(t) + f(t, u(t)) = 0, t ∈ (0, 1), 2 < α < 3
u(0) = u′′(0) = 0, u(1) = λ
∫ 1
0
u(s)ds, 0 < λ < 2,
(1.7)
where Dα is the Caputo fractional derivative and f : [0, 1]× [0,∞)→ [0,∞) is a continuous
function.
Motivated by the results mentioned above, and inspired by the work in [9], in this paper,
we are concerned with the following nonlocal fractional boundary value problem with a
Riemann-Stieltjes integral boundary condition{
Dαu(t) + f(t, u(t)) = 0, t ∈ (0, 1),
u(0) = u′′(0) = 0, u(1) = µu(η) + βγ[u],
(1.8)
where the function f : [0, 1]× [0,∞)→ [0,∞) is continuous, 2 < α ≤ 3, η ∈ (0, 1), µ, β ≥ 0,
Dα is the standard Caputo derivative. γ is a continuous linear functional given by the
Riemann-Stieltjes integral
γ[u] =
∫ 1
0
u(s)dA(s),
with the function A : [0, 1] → R of bounded variation. A can includes both sums and
integrals, which implies that the nonlocal boundary conditions of Riemann-Stieltjes inte-
gral type is a more general case than the multi-point boundary condition and the integral
boundary condition. In the special case when A(s) = s, β ∈ (0, 2), and µ = 0, our problem
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reduces to the boundary value problem (1.7). It is worth noting that our results generalize
and extend results in [9].
The rest of the paper is organized as follows. In section 2, we present some theorems
and lemmas that will be used to prove our main results. In section 3, we investigate the
existence of at least one positive solution for (1.8), and an example is given to illustrate our
result.
2. Preliminaries
Definition 2.1. Let E be a real Banach space. A nonempty, closed, convex set K ⊂ E is
a cone if it satisfies the following two conditions:
(i) λK ⊂ K for all λ ≥ 0;
(ii) K ∩ (−K) = {0}.
If K −K = E, i.e., the set {u− v : u, v ∈ K} is dense in E, then K is called a total cone.
If K −K = E, K is called a reproducing cone.
Definition 2.2. An operator T : E → E is completely continuous if it is continuous and
maps bounded sets into relatively compact sets.
Definition 2.3. The Riemann-Liouville fractional integral of order α for a continuous func-
tion f is defined as
Iαf(t) =
1
Γ(α)
∫ t
0
f(s)
(t− s)1−α
ds, α > 0,
provided the integral exists, where Γ(.) is the gamma function, which is defined by Γ(x) =∫
∞
0
tx−1e−tdt.
Definition 2.4. For at least n-times continuously differentiable function f : [0,∞) → R,
the Caputo derivative of fractional order α is defined as
cDαf(t) =
1
Γ(n− α)
∫ t
0
f (n)(s)
(t− s)α+1−n
ds, n− 1 < α < n, n = [α] + 1,
where [α] denotes the integer part of the real number α.
Lemma 2.5 ([12]). For α > 0, the general solution of the fractional differential equation
cDαx(t) = 0 is given by
x(t) = c0 + c1t+ ...+ cn−1t
n−1,
where ci ∈ R, i = 0, 1, ..., n− 1 (n = [α] + 1).
According to Lemma 2.5, it follows that
Iα cDαx(t) = x(t) + c0 + c1t+ ...+ cn−1t
n−1,
for some ci ∈ R, i = 0, 1, ..., n− 1 (n = [α] + 1).
To prove our results, the following lemmas are needed in our discussion.
Lemma 2.6 ([10]). Let P be a cone in Banach space E, and Ω be a bounded open subset of
E with θ ∈ Ω. Suppose that A : P ∩Ω→ P is a completely continuous operator. If µAu 6= u
for every u ∈ P ∩ ∂Ω and 0 < µ ≤ 1, then i(A,P ∩Ω,P) = 1.
Lemma 2.7 ([10]). Let P be a cone in Banach space E, and Ω be a bounded open subset of E.
Suppose that A : P ∩Ω→ P is a completely continuous operator. If there exists u0 ∈ P \{0}
such that u−Au 6= µu0 for every u ∈ P ∩ ∂Ω and µ ≥ 0, then i(A,P ∩ Ω,P) = 0.
Lemma 2.8. (Krein-Rutman, see[11, Theorem 19.2]) Let P be a total cone in a real Banach
space E and let L : E → E be a compact linear operator with L(P) ⊂ P. If r(L) > 0, then
there exists ϕ ∈ P \ {0} such that Lϕ = r(L)ϕ, where r(L) is the spectral radius of L.
Consider the nonlocal fractional boundary value problem
Dαu(t) + h(t) = 0, t ∈ (0, 1), (2.1)
u(0) = u′′(0) = 0, u(1) = µu(η) + βγ[u], (2.2)
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where α ∈ (2, 3] and h ∈ C[0, 1].
For convenience, we denote Λ = µη + βγ[t].
Lemma 2.9. Let Λ 6= 1. Then for any h ∈ C[0, 1], the fractional boundary value problem
(2.1)-(2.2) has a unique solution which can be expressed by
u(t) =
∫ 1
0
H(t, s)h(s)ds,
where
H(t, s) =
βt
1− Λ
∫ 1
0
G(t, s)dA(t) +
µt
1− Λ
G(η, s) + G(t, s), (2.3)
and
G(t, s) =
1
Γ(α)
{
t(1− s)α−1 − (t− s)α−1, 0 ≤ s ≤ t ≤ 1;
t(1− s)α−1, 0 ≤ t ≤ s ≤ 1.
(2.4)
Proof. By applying Lemma 2.5 the equation (2.1) is equivalent to the following integral
equation
u(t) = −
∫ t
0
(t− s)α−1
Γ(α)
h(s)ds+ c1 + c2t+ c3t
2,
where c1, c2, c3 ∈ R are arbitrary constants. Conditions u(0) = 0 and u
′′(0) = 0 imply that
c1 = c3 = 0, i.e.,
u(t) = −
∫ t
0
(t− s)α−1
Γ(α)
h(s)ds+ c2t.
In particular, we obtain
c2 = u(1) +
∫ 1
0
(1− s)α−1
Γ(α)
h(s)ds.
Therefore, we have
u(t) = −
∫ t
0
(t− s)α−1
Γ(α)
h(s)ds+ tu(1) +
∫ 1
0
t(1− s)α−1
Γ(α)
h(s)ds. (2.5)
From (2.5) and (2.2), we get
u(1) = µ
(
−
∫ η
0
(η − s)α−1
Γ(α)
h(s)ds+ ηu(1) +
∫ 1
0
η(1− s)α−1
Γ(α)
h(s)ds
)
+β
∫ 1
0
(
−
∫ t
0
(t− s)α−1
Γ(α)
h(s)ds+ tu(1) +
∫ 1
0
t(1− s)α−1
Γ(α)
h(s)ds
)
dA(t),
which, on solving, yields
u(1) =
−µ
1− Λ
∫ η
0
(η − s)α−1
Γ(α)
h(s)ds+
µη
1− Λ
∫ 1
0
(1− s)α−1
Γ(α)
h(s)ds
−
β
1− Λ
∫ 1
0
(∫ t
0
(t− s)α−1
Γ(α)
h(s)ds
)
dA(t) (2.6)
+
β
1− Λ
∫ 1
0
(∫ 1
0
t(1− s)α−1
Γ(α)
h(s)ds
)
dA(t).
Replacing (2.6) in (2.5), we get
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u(t) = −
∫ t
0
(t− s)α−1
Γ(α)
h(s)ds+
∫ 1
0
t(1 − s)α−1
Γ(α)
h(s)ds−
µt
1− Λ
∫ η
0
(η − s)α−1
Γ(α)
h(s)ds
+
µη
1− Λ
∫ 1
0
t(1− s)α−1
Γ(α)
h(s)ds−
βt
1− Λ
∫ 1
0
(∫ t
0
(t− s)α−1
Γ(α)
h(s)ds
)
dA(t)
+
βt
1− Λ
∫ 1
0
(∫ 1
0
t(1− s)α−1
Γ(α)
h(s)ds
)
dA(t)
=
∫ t
0
t(1− s)α−1 − (t− s)α−1
Γ(α)
h(s)ds+
∫ 1
t
t(1− s)α−1
Γ(α)
h(s)ds
+
µt
1− Λ
∫ η
0
η(1− s)α−1 − (η − s)α−1
Γ(α)
h(s)ds+
µt
1− Λ
∫ 1
η
η(1 − s)α−1
Γ(α)
h(s)ds
+
βt
1− Λ
∫ 1
0
(∫ t
0
t(1− s)α−1 − (t− s)α−1
Γ(α)
h(s)ds+
∫ 1
t
t(1− s)α−1
Γ(α)
h(s)ds
)
dA(t)
=
∫ 1
0
G(t, s)h(s)ds+
µt
1− Λ
∫ 1
0
G(η, s)h(s)ds +
βt
1− Λ
∫ 1
0
∫ 1
0
G(t, s)h(s)dsdA(t)
=
∫ 1
0
H(t, s)h(s)ds.

Lemma 2.10. The Green’s function G(t, s) defined by (2.4) satisfies
(i) G(t, s) ≥ 0, for all t, s ∈ [0, 1],
(ii) (t− tα−1)Ψ(s) ≤ G(t, s) ≤ Ψ(s), for all (t, s) ∈ [0, 1]× [0, 1], where
Ψ(s) =
(1− s)α−1
Γ(α)
.
Proof. (i) If 0 ≤ s ≤ t, then
Γ(α)G(t, s) = t(1 − s)α−1 − (t− s)α−1
= t(1 − s)α−1 − tα−1
(
1−
s
t
)α−1
≥ t(1 − s)α−1 − tα−1(1− s)α−1
= (t− tα−1)(1 − s)α−1
≥ 0, since (t− tα−1) ≥ 0, for all t ∈ [0, 1].
For s ≥ t, we have Γ(α)G(t, s) = t(1− s)α−1 ≥ 0.
So,
G(t, s) ≥ 0, for all t, s ∈ [0, 1].
(ii) If s = 1, then the result follows immediately. Now we suppose that (t, s) ∈ [0, 1]× [0, 1).
If t ≤ s, then
Γ(α)G(t, s) = t(1 − s)α−1 ≤ (1− s)α−1.
So,
G(t, s) ≤
1
Γ(α)
(1− s)α−1 = Ψ(s).
On the other hand, we have
Γ(α)G(t, s) = t(1− s)α−1 ≥ (t− tα−1)(1− s)α−1.
So,
G(t, s) ≥ Ψ(s)(t− tα−1).
If s ≤ t, then
G(t, s)
Ψ(s)
=
t(1− s)α−1 − (t− s)α−1
(1 − s)α−1
≤
t(1− s)α−1
(1− s)α−1
≤ 1.
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So,
G(t, s) ≤ Ψ(s).
On the other hand, we have
G(t, s)
Ψ(s)
=
t(1− s)α−1 − (t− s)α−1
(1− s)α−1
≥
(t− tα−1)(1 − s)α−1
(1 − s)α−1
= (t− tα−1).
So,
G(t, s) ≥ Ψ(s)(t− tα−1).
Thus,
(t− tα−1)Ψ(s) ≤ G(t, s) ≤ Ψ(s), for all t, s ∈ [0, 1].

In the remainder of this paper, we always assume that
(H1) 0 ≤ Λ < 1;
(H2) A is a function of bounded variation, and gA(s) ≥ 0, for all s ∈ [0, 1], where gA(s) =∫ 1
0
G(t, s)dA(t).
Lemma 2.11. H(t, s) defined by (2.3) satisfies
(i) H(t, s) ≥ 0, for all t, s ∈ [0, 1],
(ii) ρ(t)Φ(s) ≤ H(t, s) ≤ Φ(s), for all (t, s) ∈ [0, 1]× [0, 1], where
Φ(s) =
β
1− Λ
gA(s) +
µ− Λ + 1
1− Λ
Ψ(s),
and
ρ(t) = (η − ηα−1)(t− tα−1).
Proof.
H(t, s) =
βt
1− Λ
gA(s) +
µt
1− Λ
G(η, s) + G(t, s)
≤
β
1− Λ
gA(s) +
µ
1− Λ
Ψ(s) + Ψ(s)
≤
β
1− Λ
gA(s) +
µ− Λ + 1
1− Λ
Ψ(s).
H(t, s) =
βt
1− Λ
gA(s) +
µt
1− Λ
G(η, s) + G(t, s)
≥
β(t− tα−1)
1− Λ
gA(s) +
µ(t− tα−1)
1− Λ
Ψ(s)(η − ηα−1) + Ψ(s)(t− tα−1)
≥
β(t− tα−1)
1− Λ
gA(s)(η − η
α−1) +
µ(t− tα−1)
1− Λ
Ψ(s)(η − ηα−1)
+(η − ηα−1)Ψ(s)(t− tα−1)
≥
(
β
1− Λ
gA(s) +
µ− Λ + 1
1− Λ
Ψ(s)
)
(η − ηα−1)(t− tα−1).

Set E = C([0, 1],R). It is well known that E is a Banach space with the norm ‖u‖ =
supt∈[0,1]|u(t)|. Let P = {u ∈ E : u(t) ≥ 0, t ∈ [0, 1]}. It is easy to see that P is a cone in
E. Let us define a nonlinear operator A : P → E by
Au(t) =
∫ 1
0
H(t, s)f(s, u(s))ds, u ∈ E, (2.7)
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where H(t, s) is defined by (2.3). Then the existence of a positive solution of the boundary
value problem (1.8) is equivalent to the existence of a nontrivial fixed point of A on P . For
a > 0, we define linear operator Ka by
Ka = aK, where (Ku)(t) =
∫ 1
0
H(t, s)u(s)ds, u ∈ E.
Clearly, Ka : P → P is a completely continuous linear operator. By virtue of the Arzela-
Ascoli theorem, A is completely continuous and satisfies AP ⊂ P .
Lemma 2.12. The spectral radius of the operator Ka satisfies
aτ1 ≤ r(Ka) ≤ aτ2, (2.8)
where
τ1 =
η − ηα−1
1− Λ
∫ 1
0
(s− sα−1)
(
βgA(s) + (µ− Λ + 1)Ψ(s)
)
ds (2.9)
τ2 =
1
1− Λ
(
β
∫ 1
0
gA(s)ds+
µ− Λ + 1
Γ(α+ 1)
)
(2.10)
Proof. It is easy to show that ‖K‖ = maxt∈[0,1]
∫ 1
0 H(t, s)ds. By Lemma 2.11 and the defi-
nition of G(t, s), we have
‖K‖ = max
t∈[0,1]
∫ 1
0
H(t, s)ds
≤
∫ 1
0
Φ(s)ds
=
β
1− Λ
∫ 1
0
gA(s)ds+
µ− Λ + 1
1− Λ
∫ 1
0
Ψ(s)ds
= τ2.
Hence for any n ∈ N⋆, using the recursive approach, we get
‖Kn‖ = max
t∈[0,1]
∫ 1
0
∫ 1
0
. . .
∫ 1
0︸ ︷︷ ︸
n times
H(t, sn−1)H(sn−1, sn−2) . . .H(s1, s)dsn−1dsn−2 . . . ds
≤ (τ2)
n.
By this inequality and the Gelfand formula of spectral radius, we obtain that
r(K) = lim
n→∞
n
√
‖Kn‖ ≤ τ2.
On the other hand, for all n ∈ N⋆, we have
‖Kn‖ = max
t∈[0,1]
∫ 1
0
∫ 1
0
. . .
∫ 1
0︸ ︷︷ ︸
n times
H(t, sn−1)H(sn−1, sn−2) . . .H(s1, s)dsn−1dsn−2 . . . ds
≥ max
t∈[0,1]
∫ 1
0
∫ 1
0
. . .
∫ 1
0︸ ︷︷ ︸
n times
ρ(t)Φ(sn−1)ρ(sn−1)Φ(sn−2) . . . ρ(s1)Φ(s)dsn−1dsn−2 . . . ds
≥ max
t∈[0,1]
ρ(t)
∫ 1
0
Φ(s)ds
(∫ 1
0
ρ(s)Φ(s)ds
)n−1
≥ τ2(η − η
α−1)
α− 2
(α− 1)
α−1
α−2
(∫ 1
0
ρ(s)Φ(s)ds
)n−1
.
From Gelfand’s formula, we get
r(K) = lim
n→∞
n
√
‖Kn‖ ≥
(∫ 1
0
ρ(s)Φ(s)ds
)
= τ1.
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
3. Main result
By imposing appropriate assumptions upon nonlinearity f(t, u), we can prove the follow-
ing existence result for problem (1.8).
Theorem 3.1. Let f : [0, 1] × [0,∞) → [0,∞) be continuous. If f satisfies the following
conditions
(C1) There exist a ∈ (0, τ−12 ) and c > 0 such that
f(t, x) ≤ ax+ c, for (t, x) ∈ [0, 1]× [0,∞);
(C2) There exist b ∈ [τ−11 ,∞) and δ > 0 such that
f(t, x) ≥ bx, for (t, x) ∈ [0, 1]× [0, δ],
where τ1 and τ2 are given by (2.9)-(2.10). Then BVP (1.8) has at least one positive solution.
Proof. Let W = {u ∈ P : u = λAu, λ ∈ [0, 1]}. We will prove that W is a bounded set in
P . If u ∈ W , then from (C1) we have
u(t) = λAu(t)
≤
∫ 1
0
H(t, s)f(s, u(s))ds
≤
∫ 1
0
H(t, s)(au(s) + c)ds
= a
∫ 1
0
H(t, s)u(s)ds+ c
∫ 1
0
H(t, s)ds
= (Kau)(t) + cσ(t),
where
σ(t) =
∫ 1
0
H(t, s)ds
=
t
1− Λ
∫ 1
0
(
βgA(s) + µG(η, s)
)
ds+
∫ 1
0
G(t, s)ds, t ∈ [0, 1].
So,
((I −Ka)u)(t) ≤ cσ(t).
The condition a ∈ (0, τ−12 ), implies that r(Ka) < 1, and so (I −Ka) has a bounded inverse
operator (I −Ka)
−1 which is given by
(I − Ka)
−1 = I +Ka +K
2
a + ...K
n
a + ....
Since Ka(P) ⊂ P , it follows that (I −Ka)
−1(P) ⊂ P . So we have
u(t) ≤ ((I −Ka)
−1cσ)(t), for t ∈ [0, 1]. (3.1)
By (3.1), we have ‖u‖ ≤ ‖((I −Ka)
−1cσ)‖, that is, W is bounded.
By selecting R > max
{
δ, sup{‖u‖ : u ∈ W}
}
and ΩR = {u ∈ E : ‖u‖ < R}, then we have
u 6= λAu, for u ∈ ∂ΩR ∩ P , λ ∈ [0, 1].
From Lemma 2.6, we have
i
(
A,ΩR ∩ P ,P
)
= 1. (3.2)
On the other hand, by (C2) we have r(Kb) ≥ 1, and since Kb(P) ⊂ P , then by Lemma 2.8, we
know that there exists ϕ0 ∈ P \{0} such that Kbϕ0 = r(Kb)ϕ0 and ϕ0 = r(Kb)
−1Kbϕ0 ∈ P .
Now we show that
u−Au 6= λϕ0, for all u ∈ ∂Ωδ ∩ P , λ ≥ 0, (3.3)
where
Ωδ = {u ∈ E : ‖u‖ < δ}.
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We may suppose that A has no fixed points on ∂Ωδ ∩ P (otherwise, the proof is finished).
Assume by contradiction that there exist u0 ∈ ∂Ωδ∩P and λ0 ≥ 0 such that u0−Au0 = λ0ϕ0,
then λ0 > 0, and by (C2), it follows that (Au0)(t) ≥ (Kbu0)(t). Thus
u0 = Au0 + λ0ϕ0 ≥ Kbu0 + λ0ϕ0 ≥ λ0ϕ0.
Let λ∗ = sup{λ : u0 ≥ λϕ0}, then λ
∗ > 0 and u0 ≥ λ
⋆ϕ0. Since Kb(P) ⊂ P , we have
u0 ≥ Kbu0 + λ0ϕ0
≥ Kbλ
⋆ϕ0 + λ0ϕ0
= λ⋆r(Kb)ϕ0 + λ0ϕ0
= (λ⋆r(Kb) + λ0)ϕ0,
which contradicts the definition of λ⋆. So (3.3) is true and by Lemma 2.7 we have
i
(
A,Ωδ ∩ P ,P
)
= 0. (3.4)
By (3.4)and (3.2), we get
i
(
A, (ΩR \ Ωδ) ∩ P ,P
)
= i
(
A,ΩR ∩ P ,P
)
− i
(
A,Ωδ ∩ P ,P
)
= 1.
Therefore, A has at least one fixed point in (ΩR \Ωδ)∩P which means that boundary value
problem (1.8) has at least one positive solution.

Example 3.1. Consider the boundary value problem (1.8) with α = 52 , β = 1, µ = 2, η =
1
7 ,
f(t, u) = 1− t+ e
t
4
−u, and
A(t) =


0, t ∈ [0, 37 );
2, t ∈ [ 37 ,
4
7 ),
1, t ∈ [ 47 , 1].
Putting
G(t, s) =
1
Γ(α)
{
G1(t, s), 0 ≤ s ≤ t ≤ 1,
G2(t, s), 0 ≤ t ≤ s ≤ 1.
Thus
gA(s) =


2G1(
3
7 , s)− G1(
4
7 , s), 0 ≤ s <
3
7 ,
2G2(
3
7 , s)− G1(
4
7 , s),
3
7 ≤ s <
4
7 ,
2G2(
3
7 , s)− G2(
4
7 , s),
4
7 ≤ s ≤ 1.
Consequently
gA(s) =
1
Γ
(
5
2
)


2
7 (1 − s)
3
2 − 2(37 − s)
3
2 + (47 − s)
3
2 , 0 ≤ s < 37 ,
2
7 (1 − s)
3
2 + (47 − s)
3
2 , 37 ≤ s <
4
7 ,
2
7 (1 − s)
3
2 , 47 ≤ s ≤ 1.
So, Λ = µη + β
∫ 1
0 tdA(t) = 2
1
7 + 2
3
7 −
4
7 =
4
7 < 1, and gA(s) ≥ 0. The boundary value
problem (1.8) becomes the fractional five-point boundary value problem{
D
5
2 u(t) + f(t, u(t)) = 0, t ∈ (0, 1),
u(0) = u′′(0) = 0, u(1) = 2u(17 ) + 2u(
3
7 )− u(
4
7 ).
(3.5)
On the other hand, by calculation, we have
τ−11 =
(
η − ηα−1
1− Λ
∫ 1
0
(s− sα−1)
(
βgA(s) + (µ− Λ + 1)Ψ(s)
)
ds
)−1
≈ 57.3423,
τ−12 =
(
1
1− Λ
(
β
∫ 1
0
gA(s)ds+
µ− Λ + 1
Γ(α+ 1)
))−1
≈ 0.523515.
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Next, let us choose a = 25 , c = 3, b = 58, and δ =
3
200 . Using the Mathematica software,
we easily check that
f(t, u) ≤ 1 + e
1
4
−u ≤
2
5
u+ 3, for all (t, u) ∈ [0, 1]× [0,∞),
f(t, u) ≥ e
t
4
−u ≥ e−u ≥ 58u, for all (t, u) ∈ [0, 1]×
[
0,
3
200
]
,
So f(t, u) satisfies the conditions (H1) and (H2). Consequently, by Theorem 3.1, the
problem (3.5) has at least one positive solution.
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