In this work, we are interested in structure learning for a set of spatially distributed dynamical systems, where individual subsystems are coupled via latent variables and observed through a filter. We represent this model as a directed acyclic graph (DAG) that characterises the unidirectional coupling between subsystems. Standard approaches to structure learning are not applicable in this framework due to the hidden variables, however we can exploit the properties of certain dynamical systems to formulate exact methods based on state space reconstruction. We approach the problem by using reconstruction theorems to analytically derive a tractable expression for the KL-divergence of a candidate DAG from the observed dataset. We show this measure can be decomposed as a function of two informationtheoretic measures, transfer entropy and stochastic interaction. We then present two mathematically robust scoring functions based on transfer entropy and statistical independence tests. These results support the previously held conjecture that transfer entropy can be used to infer effective connectivity in complex networks.
Introduction
Complex networks are capable of modelling a wide array of important phenomena in both natural and artificial environments [1] . This work focuses on a particular complex network which comprises spatially distributed dynamical systems. We represent this network as a type of probabilistic graphical model termed a synchronous graph dynamical system (GDS) [2, 3] . We are interested in structure learning for synchronous GDSs whose structure is given by a directed acyclic graph (DAG) , that is, the problem of inferring directed relationships between hidden variables from an observed dataset. We propose a solution based on the concept of transfer entropy, which is a measure that detects the directed information-theoretic dependency between random processes [4] . Specifically, we prove, under certain technical assumptions of the system, that the maximum transfer entropy graph is the optimal information-theoretic model. We then employ this result in developing a number of mathematically robust scoring functions for the structure learning problem.
This structure learning problem has applications in a wide variety of areas due to its usefulness for performing efficient inference in discrete-time dynamical systems, in addition to understanding the system's complex structure. Dynamical systems are characterised by a map that describes their evolution over time and a read-out function through which we observe the latent state. These systems are ubiquitous in the literature due to their ability to model many real-world phenomena. Our research focuses on the more general case of a multivariate system, where a set of these subsystems are spatially distributed and unidirectionally coupled to one another. The problem of inferring this coupling is an important multidisciplinary study in fields such as multi-agent systems [5, 6] , ecology [7] , neuroscience [8, 9] , and various others studying artificial and biological systems [1] .
A main challenge in structure learning for DAGs is the case where variables are unobserved. Exact methods are known for fully observable systems [10] , however, these are not applicable because the state variables in dynamical systems are latent. Our goal in this paper is to exploit results from differential topology in inferring hidden coupling. Specifically, the main focus of this paper is to analytically derive a measure for comparing a candidate graph to the underlying graph that generated a measured dataset. Such a measure can then be used to solve the two subproblems that comprise structure learning, evaluation and identification [11] , and hence find the optimal model that explains the data.
Our approach in deriving a measure that can be used to solve the evaluation problem can be described in terms of model selection. It is desirable to select the simplest model that incorporates all statistical knowledge. This concept is commonly expressed via information theory, where an established technique is to evaluate the encoding length of the data, given the model [12, 13, 14] . The simplest model should aim to minimise code length [15] , and therefore we can simplify our problem to that of minimising KL divergence for the synchronous GDS. Using this measure, we find a factorised distribution (given by the graph structure) that is closest to the joint distribution. We first analytically derive an expression for this divergence, and build on this result to present principled methods for evaluating candidate graphs based on a dataset.
The main result of this paper is a tractable expression of the KL divergence for synchronous GDSs. We show that this measure can be decomposed as the difference between two well-known informationtheoretic measures, stochastic interaction [16] and collective transfer entropy [17] . We establish this result by first representing discrete-time multivariate dynamical systems as dynamic Bayesian networks (DBNs) [18] . In this form, both the joint and factorised distributions cannot be directly computed due to the hidden system state. Thus, we draw on methods from differential topology for state space reconstruction to reformulate the KL divergence in terms of computable distributions. Using this expression, we develop two scoring functions based on transfer entropy and independence tests.
The significance of this result is that it provides a rigorous foundation for model selection in synchronous GDSs. As we will show, maximising transfer entropy minimises the KL divergence in these systems. Interestingly, transfer entropy has already been used in practice for inferring effective networks [19] with encouraging empirical results. Our work lends mathematical justification to this approach under the given circumstances, and contributes to new potential applications of structure learning in robotics, complex systems analysis, and other areas.
Related Work
A complex network is a graph with non-trivial topological features that gives rise to emergent behaviour not typically seen in more traditional fields of graph theory [1] . This concept was popularised by the seminal work of Watts and Strogatz [20] on small-world networks and Barabási and Albert [21] on scale-free networks. Since then, most of the complex network literature focuses on characterising the structure and dynamics of known biological, physical, and artificial networks [1] . We instead focus on the structure learning problem, a general paradigm in machine learning where the goal is to infer relationships between the variables within a system [22] . In particular, we are interested in systems whereby the subsystems are unidirectionally coupled to one another. Besides complex networks, these types of systems have been introduced under a variety of more specific terms, such as spatially distributed dynamical systems [23, 9] and master-slave configurations [24] . The defining feature of these networks is that the dynamics of each subsystem are given by a set of either discrete-time maps or first-order ordinary differential equations (ODEs). In this paper we use the discrete-time formulation, where a map is obtained numerically by integrating ODEs or recording observations at discrete-time intervals [23] .
An important precursor to network reconstruction is inferring causality and coupling strength between complex nonlinear systems. In this work, we restrict our attention to methods that determine conditional independence (coupling) rather than causality; algorithms of this kind are applicable when the experimenter can not intervene with the dataset [25] . In early work, Kolmogorov [26] introduced the concept of classification of dynamical systems by information rates, leading to a generalisation of entropy of an information source [27] . Following this, Granger [28] proposed Granger causality for quantifying the predictability of one variable from another. Although this measure has been used numerous times in identifying coupling, a limiting assumption of Granger causality is the key requirement of linearity, implying subsystems can be understood as individual parts [7] . Schreiber [4] extended the ideas of Granger and introduced transfer entropy using the concept of finite-order Markov processes to quantify the information transfer between coupled nonlinear systems (although this idea was expressed earlier by Marko [29] as an information-theoretic interpretation of predictability). Interestingly, it was recently shown that the two approaches are linked in linearly-coupled Gaussian systems (e.g., Kalman models [18] ), where transfer entropy and Granger causality are equivalent [30] . However, there are clear distinctions between the concepts of information transfer and causal effect (see, e.g., the analysis in Lizier and Prokopenko [31] ).
Recently, a number of measures have been proposed to infer coupling between distributed dynamical systems based on state space reconstruction theorems [7, 9, 3] . Sugihara et al. [7] assumed Granger's definition of causality as a quantification of predictability and proposed a method labelled convergent cross-mapping (CCM). CCM involves collecting a history of observed data from one subsystem and uses this to predict the outcome of another subsystem. This history is the delay reconstruction map described by Takens' Delay Embedding Theorem [32] . Similarly, Schumacher et al. [9] used the Bundle Delay Embedding Theorem [33] infer causality and perform inference via Gaussian processes. Although the algorithms presented in these papers can infer driving subsystems in a spatially distributed dynamical system, the results obtained differ from ours as inference is not considered for an entire network structure, nor is a formal derivation presented. Finally, we recently presented similar work on deriving an information criterion for learning the structure of distributed dynamical systems [3] . However, the criterion we proposed was both only asymptotically optimal and required parametric modelling of the probability distributions. In this paper we extend this framework by proposing two scoring functions: one that is comparable to the information criterion presented in [3] in that it is applicable for discrete and linearly-coupled Gaussian variables; and another that allows for non-parametric density estimation techniques and thus make no assumptions about the underlying distributions.
A major contribution of this paper is a formal proof that maximising collective transfer entropy in a network reveals the information-theoretically optimal structure. A related line of inquiry is recovering effective networks: networks that reveal the "effective structure" of an observed system [34, 35] . Using transfer entropy to infer effective networks has become a popular transdisciplinary analysis technique, e.g., in computational neuroscience [8, 19] ; multi-agent systems [36, 5] ; financial markets [37] ; supply-chain networks [38] ; and gene regulatory networks [39] . However, there is a dearth of work that provide formal derivations for the use of this measure in inferring effective structure. Most of the results build on Schreiber's work [4] and assume the system to be composed of finite-order Markov chains; we extend this notion by showing that transfer entropy can also reveal the effective structure of distributed dynamical systems. In prior work [3] , we have connected the log-likelihood ratio of a distributed dynamical system and transfer entropy. However, in this paper we arrive at this result directly by considering the minimal code length of the graph structure and present scores based on this result.
In order to evaluate the quality of a network structure, we adopt the framework of DBNs [18] . In Bayesian network (BN) structure learning literature, there is an already mature research topic called the evaluation problem, which is aimed at deriving a measure that can be used to score candidate graphs, given a dataset [11] . A number of mathematically sound techniques exist for the evaluation problem in a fully observed BN [40, 41, 42, 43] , most of which can be readily extended to the DBN case [44] . With hidden variables, however, these guarantees do not hold and authors will often rely on heuristics. Russell et al. [45] and Binder et al. [46] use gradient descent to find parameters with possible hidden variables, and then extended their work to continuous nodes and DBNs. Kwoh and Gillies [47] use an ad hoc method to invent hidden nodes for unexplained data. Bishop et al. [48] focused on solutions for cases specific to a sigmoid network with mixtures. Although most methods for structure learning are aimed at finding a local maxima, Chickering et al. [49] propose using the decomposability of the functions for efficient Monte Carlo methods that avoid this caveat. In general, the above measures are derived for general BNs without any assumptions on the structure, and give only heuristic solutions. Our approach is derived specifically for multivariate dynamical systems, and we are thus afforded simplifying assumptions that allow us to develop a mathematically rigorous solution. Interestingly, the analogous concept of maximising mutual information has been previously derived as a measure to recover fully observed BNs [15, 40, 50] and DBNs [51] .
Background

Notation
In this work we consider a collection of stationary stochastic temporal processes Z. Each process Z i comprises a sequence of random variables
for countable time indices n ∈ N. Given these processes, we can compute probability distributions of each variable by counting relative frequencies or by density estimation techniques [52, 53, 54] . 1 We use bold to denote the set of all variables, e.g., z n = z is given by the parent set 
Learning Nonlinear Dynamical Networks
We are interested in modelling discrete-time multivariate dynamical systems, where the state is a vector of real numbers given by a point x n lying on a compact d-dimensional manifold M. A map f : M → M describes the temporal evolution of the state at any given time, such that the state at the next time index x n+1 = f (x n ). Furthermore, in many practical scenarios, we do not have access to x n directly, and can instead observe it through a measurement function ψ : M → R M that yields a scalar representation y n = ψ(x n ) of the latent state [33, 23] . We assume the multivariate system can be factorised and modelled as a DAG with spatially distributed dynamical subsystems, termed a synchronous GDS. This definition is restated from [3] as follows. Definition 1 (Synchronous graph dynamical system (GDS)). A synchronous GDS is a tuple (G, x n , y n , {f i }, {ψ i }) that consists of:
• a finite, directed graph G = (V, E) with edge-set E = {E i } and M vertices comprising the vertex set V = {V i };
• a multivariate state x n = x i n , composed of states for each vertex
• an M -variate observation y n = y i n , composed of scalar observations for each vertex y i n ∈ R; • a set of local maps {f i } of the form f i : M → M i , which update synchronously and induce a global map f : M → M; and
The global dynamics and observations can therefore be described by the set of local functions [3] :
where υ f i and υ ψ i are additive noise terms. The subsystem dynamics (1) are a function of the subsystem state x i n and the subsystem parents' state x ij n j at the previous time index, i.e., f i :
n+1 is a function of the subsystem state alone, i.e., ψ i : M i → R. We assume the maps {f i } and {ψ i }, as well as the graph G, are time-invariant.
The discrete-time mapping for the dynamics (1) and measurement function (2) can be modelled as a DBN in order to facilitate structure learning of the graph [3] . DBNs are a probabilistic graphical model that represent probability distributions over trajectories of random variables (Z 1 , Z 2 , . . .) by a prior BN and a two-time-slice BN (2TBN) [44] . To model the maps, however, we need only to consider the 2TBN B = (G, Θ), which models a first-order Markov process p B (z n+1 | z n ) graphically and consists of: a DAG G and a set of conditional probability distribution (CPD) parameters Θ. [44] . Given a set of stochastic processes (Z 1 , Z 2 , . . . , Z N ), the realisation of which constitutes a dataset
To model the synchronous GDS as a DBN, we associate each subsystem vertex V i with a state variable X i n and an observation variable Y i n ; the parents of subsystem
. From the dynamics (1), variables in the set Π G (X i n+1 ) come strictly from the preceding time slice, and additionally, from the measurement function (2) 
. Thus, we can build the edge set E in the GDS by means of the DBN [3] , i.e., given an edge X i n → X j n+1 of the DBN, the equivalent edge V i → V j exists for the GDS. The distributions for the dynamics (1) and observation (2) maps of M arbitrary subsystems can therefore be factorised according to the DBN structure such that [3] 
The goal of learning nonlinear dynamical networks thus becomes that of inferring the parent set
Network Scoring Functions
A number of exact and approximate DBN structure learning algorithms exist that are based on Bayesian statistics and information theory. We have shown in prior work how to compute the loglikelihood function for synchronous GDSs. In this section, we will review the literature on structure learning for DBNs, focusing on the factorised distribution in Eq. (3). Then, we present our proposed approach to structure learning based on conditional KL divergence.
We focus on the methods for learning the synchronous GDS structure using the score and search paradigm [22] , which can be stated as: given a dataset D = (y 1 , y 2 , . . . , y N ) of multivariate observations, find a DAG G * such that
where g(B : D) is a scoring function measuring the degree of fitness of a candidate DAG G to the data set D, and G is the set of all DAGs. Finding the optimal graph G * in (4) requires solutions to the two subproblems that comprise structure learning: the evaluation problem and the identification problem [11] . The main problem we focus on in this paper is the evaluation problem, i.e., determining a score that quantifies the quality of a graph, given data. Later we will address the identification problem by discussing the attributes of this scoring function in efficiently finding the optimal graph structure.
Prior work
A common approach to developing a score is to consider the posterior probability of the network structure G, given data D. Using Bayes' rule, we can express this distribution as
, where p(G) encodes any prior assumptions we want to make about the network G. Thus, the problem becomes that of computing the likelihood of the data, given the model, p(D | G). The likelihood can be written in terms of distributions over network parameters [44] 
as the log-likelihood function for a choice of parametersΘ G that maximise p(D | G, Θ), given a graph G. A number of asymptotically optimal information criterion can then be computed as a function of the log-likelihood (Θ G : D), the model dimension (number of parameters) C(G), and the dataset size f (N ), given by the general form [3] 
When f (N ) = 1, we have the Akaike information criterion (AIC) score [55] , f (N ) = log(N )/2 is the Bayesian information criterion (BIC) score [13] , and f (N ) = 0 gives the maximum likelihood score.
We have recently shown that state space reconstruction (see Appendix A) can be used to compute the log-likelihood of (3) as a difference of conditional entropy terms [3] :
where
In order to calculate the model complexity C(G) for this information criterion (5), a parametric model is required for density estimation. Thus we can not rely on non-parametric density estimators and instead must discretise the dataset to some resolution or derive a parametric model from, e.g., the physics of the phenomenon being studied.
Proposed approach
To overcome the issue of parameterising the distributions, in this work we consider the different problem of finding an optimal DBN structure as searching for a parsimonious factorised distribution that best represents the joint distribution. De Campos [50] proposes using the KL divergence as a natural information-theoretic approach to quantifying the similarity of these distributions for a BN. We extend this approach to the DBN structure learning problem by considering the conditional KL divergence, i.e., we compare the joint and factorised distributions of time slices, given the entire history,
Although (8) is not yet a scoring function, in Sec. 6 we present a number of scores based on this measure. First, however, we must derive a tractable form of KL divergence. Substituting the synchronous GDS model (3) into (8), we get
Unfortunately, (9) comprises maximum likelihood distributions with unobserved (latent) state components x n ; to compute these distribution, we resort to state space reconstruction.
Computing the conditional KL divergence
In this section we use state space reconstruction theorems based on Takens' seminal work [32] to obtain a tractable form of the conditional KL divergence (9) . Following this, we reformulate this expression as a sum of two information-theoretic terms for use in our scoring functions (described later).
A tractable expression via state space reconstruction
In order to compute the distributions in (9), we use the Bundle Delay Embedding Theorem [33] to reformulate the factorised distribution (denominator), and the Delay Embedding Theorem for Multivariate Observation Functions [57] for the joint distribution (numerator). We describe these theorems in detail in Appendix A, along with the technical assumptions required for (f, ψ). The first step is to reproduce our prior result for computing the factorised distribution (denominator) in Eq. (9). Lemma 1 (Cliff et al. [3] ). Given an observed dataset D = (y 1 , y 2 , . . . , y N ) , where y n ∈ R M , generated by a directed and acyclic synchronous GDS (G, x n , y n , {f i }, {ψ i }), the 2TBN distribution can be written as
Next, we present a method for computing the joint distribution (numerator) in Lemma 3. For convenience, Lemma 2 restates part of the delay embedding theorem in [57] in terms of subsystems of a synchronous GDS and establishes existence of a map G for predicting future observations from a history of observations. Lemma 2. Consider a diffeomorphism f : M → M on a d-dimensional manifold M, where the multivariate state x n consists of M subsystem states
The multivariate observation can be estimated, for some map G, by
Proof. We can reformulate the proof of Deyle et al. [57] in terms of subsystems. Given M inhomogeneous observation functions ψ 1 , ψ 2 , . . . , ψ M , the following map
is an embedding where each subsystem (local) map
, smoothly (at least C 2 ), and, at time index n is described by
where τ i is the lag, κ i is the embedding dimension of the ith subsystem, and i κ i = 2d + 1 [57] . 3 Note that, from (11) and (12), we have the global map
Now, since Φ f,ψ is an embedding, it follows that the map
f,ψ is well defined and a diffeomorphism between two observation sequences F : R 2d+1 → R 2d+1 , i.e.,
The last 2d + 1 components of F are trivial, i.e., the set y i,(κ i ) n is observed a priori; denote the first M components by G : Φ f,ψ → R M , then we have that
We now use the result of Lemma 2 to obtain a computable form of the joint distribution. Lemma 3. Given an observed dataset D = (y 1 , y 2 , . . . , y N ), where y n ∈ R M , generated by a discrete-time multivariate dynamical system with generic (f, ψ), the joint distribution can be written as
Proof. Firstly, by the chain rule
Assuming we had realisations of (x n , x n+1 ), the probability distribution of (14) would then be given by the product
From Lemma 2, we have the set of equations
Given the assumption of i.i.d noise on the function f , from (16), we express the probability of observing x n+1 given by the embedding as
From our assumption that the observation noise is i.i.d or dependent only on the state x n+1 , the probability of observing y n+1 , from (17) is
Substituting Eq. (18) into (19), we have that Using Lemma 1, we can substitute (10) into (9)
Then, from Lemma 3, we can substitute (13) into (21), giving
Given all variables in (22) are observed, it is straightforward to compute KL divergence; however, as we will see, it is more convenient to express (22) as a function of information-theoretic measures.
Information-theoretic interpretation
Before presenting the main theorem of the paper, we first introduce the concepts of collective transfer entropy and stochastic interaction. Transfer entropy detects the directed exchange of information between random processes by marginalising out common history and static correlations between variables; it is thus considered a measure of information transfer within a system [4] . The collective transfer entropy computes the information transfer between a set of M source processes and a single destination process [17] . Consider the set Y = {Y i } of source processes. We can compute the collective transfer entropy from Y to the destination process X as a function of conditional entropy (7) terms
Stochastic interaction measures the complexity of dynamical systems by quantifying the excess of information processed, in time, by the system beyond the information processed by each of the nodes [16, 58, 59] . Using the same notation, stochastic interaction of the collection of processes Y is
Note that the original definition assumed a first-order Markov process [16] , and here we have extended stochastic interaction to arbitrary κ-order Markov chains. Given these definitions, we have the following result. Theorem 4. Consider a discrete-time multivariate dynamical system with generic (f, ψ) represented as a directed and acyclic synchronous GDS (G, x n , y n ,
is given by the difference between stochastic interaction and collective transfer entropy, i.e.,
Proof. We can reformulate (22) as
Splitting the latter term in (26) into subsystems without a parent set Π G (V i ) = ∅ and subsystems with a parent set Π G (V i ) = ∅, we get a function of conditional entropy (7) terms
) to the second term and subtracting it from the last, we can rewrite KL divergence (27) in terms of collective transfer entropy (23) and stochastic interaction (24)
Note that, in (28), we can remove the specification that the transfer entropy sum is over non-empty parent sets Π G (V i ) = ∅ since transfer entropy is a measure, and therefore, for any
Scoring functions based on transfer entropy
There are a number of ways to score a candidate graph based on Theorem 4. Here we present a corollary of this theorem from which we derive two scores: (1) transfer entropy with analytic independence tests (TEA), and (2) transfer entropy with empirical independence tests (TEE). First, we will show that a maximum likelihood-based approach is insufficient for structure learning.
The maximum likelihood approach
A common method to derive a score is to minimise the KL divergence between graph and empirical distributions [15, 60] . This score follows naturally from Theorem 4. The following corollary shows that in practice it suffices to maximise the collective transfer entropy alone in order to minimise KL divergence for a synchronous GDS. Corollary 4.1. The minimum KL divergence of a candidate graph G from the empirical dataset D is equivalent to the maximum transfer entropy graph, i.e., arg min
Proof. The stochastic interaction term S Y in (25) is defined in terms of persistent variables, i.e., each variable Y i n+1 is conditioned only on its own past
. Stochastic interaction is therefore constant, given a constant vertex set V, time delay τ and embedding dimension κ and is thus unaffected by the parent set Π G (V i ) of a variable. This is evident in (28), where only the latter sum depends on the parent set Π G (V i ). As a result, stochastic interaction S Y does not depend on the graph G being considered, and, therefore
Taking instead the arguments of the optima in (30) gives (29) .
From Corollary 4.1, a naive score can be defined as
However, this score is insufficient. Maximising collective transfer entropy will always yield a complete graph. For example, let
The sum of transfer entropy in (31) is therefore strictly non-decreasing when including more variables in a parent set. Further, since observations are taken from a finite number of samples N , a non-zero bias of conditional entropy is likely to result even in the absence of dependence, particularly under noisy observations.
Penalising transfer entropy by independence tests
Building on the maximum likelihood score (31), we propose to use independence tests to define two scores of practical value. Here, we draw on the result of de Campos [50] , who derived a scoring function for BN structure learning based on conditional mutual information and statistical significance tests, called MIT (mutual information tests). The central idea is to use collective transfer entropy T Y ij j →Y i to measure the degree of interaction between each subsystem V i and its parent subsystems Π G (V i ), but also to penalise this term with a value based on significance testing. As with the MIT score, this gives a principled way to re-scale the transfer entropy when including more edges in the graph. (32) and the 1b TEE penalty function (32) . Both distributions were generated by observing the outcome of 1000 samples from two Gaussian variables with a correlation of 0.05. The figures illustrate: the distribution as a set of 100 sampled points (black dots); the area considered independent (grey regions); the measured transfer entropy (black line); and the difference between measurement and penalty term (dark grey region). Both tests use a value of α = 0.9 (a p-value of 0.1). The distribution in Fig. 1a was estimated by assuming variables were linearly-coupled Gaussians, and the distribution in Fig. 1b was computed via a kernal box method (computed by the JIDT, see [61] for details).
To develop our scores, we form a null hypothesis H 0 that there is no interaction T Y ij j →Y i , and then compute a test statistic to penalise the measured transfer entropy. To compute the test statistic, it is necessary to consider the measurement distribution in the case where the hypothesis is true. Fortunately, in the case of discrete and linear-Gaussian systems, the distribution 2N T Y ij j →Y i is known to asymptotically approach the χ 2 -distribution [62] . Since this distribution is a function of the parents of Y i , we let it be described by the function χ 2 ({l ij } j ). Now, given this distribution, we can fix some confidence level α and determine the value χ α,{l ij }j such that p(χ 2 ({l ij } j ) ≤ χ α,{l ij }j ). This represents a conditional independence test: if 2N T Y ij j →Y i ≤ χ α,{l ij }j , then we accept the hypothesis of conditional independence between Y i and Y ij j ; otherwise, we reject it. We express this idea as the TEA score:
We can derive a more general form of the TEA score (32) 
We can obtain the value T α,s i by (1) drawing
(by permutation or bootstrapping), (2) 
We can alternatively limit the number of surrogates N s to α/(1 − α) and take the maximum as T α,s i [23] , however taking a larger number of surrogate N s will improve the validity of the distribution T (s i ).
Analysis of the scores
Given the TEA and TEA scoring functions, the optimal graph G * can be found using any search procedure over DAGs. Exhaustive search, where DAGs are enumerated and scored, is intractable because the search space is super-exponential in the number of variables (about 2 O(M 2 ) ). It is therefore common to employ local search methods such as greedy hill climbing, basin flooding and tabu search [22] . In this section, we discuss two properties of the scoring functions that facilitate these search procedures: decomposability and score-equivalence.
A decomposable score is a sum of local scores that depend only on a variable and its parents, i.e.,
. Given the independent sums in (32) and (33) , the TEA and TEE scoring functions are decomposable. Further, the TEA score (32) can be decomposed as a sum of conditional mutual information tests, i.e.,
where p i is the number of parents of subsystem V i . This approach is more efficient as it allows for caching the results of χ α,{l ij }j incrementally [50] . Note that although any decomposition of collective transfer entropy yields the same value, the ordering of conditioning on the variables Y ij in the penalty term affects the score. This issue can be resolved by penalising the score conservatively by using the maximum permutation of the χ α,{l ij }j value; an in-depth explanation of this approach can be found in de Campos' [50] discussion of the maximum penalty permutation (Theorem 2) and Shur-concavity (Theorem 3) of the penalty term.
Score-equivalence in BN structure learning simplifies the evaluation and identification problems by constraining the search space to a set of essential graphs, which is a set of equivalence classes over DAGs [11] . Because TEA and TEE are specific cases of the MIT score [50] , they are not scoreequivalent. However, they do satisfy the less demanding property of equivalence in the space of restricted partially directed acyclic graphs (RPDAGs) [63] . Thus, these scoring functions assign the same value to all DAGs that are represented by the same RPDAGs. With a decomposable scoring function, searching in the space of RPDAGs is more efficient than searching through essential graphs, and has been shown to yield better local optima than other local search techniques in practice [63] .
Discussion and future work
We have presented a principled method to learn the structure of a synchronous GDS based on collective transfer entropy and independence tests. We derived this method analytically by reformulating the KL divergence of factorised from joint distributions of a network, which Theorem 4 shows can be computed in terms of stochastic interaction and transfer entropy. We arrived at this result by first reconsidering the GDS as a DBN, and then employed generalised versions of Takens' embedding theorem to compute densities comprising hidden and observed variables.
The decomposition of KL divergence in Theorem 4 captures an interesting parallel between fully observable systems and partially observable systems. De Campos [50] showed previously that the KL divergence in a fully observable system is given by the difference between multi-information [64] and mutual information. 4 Specifically, a condition for generalised Takens' theorems to hold is that the observation functions {ψ i } are injective [57, 33] . We conjecture that if the functions are also surjective (i.e., there is a one-to-one mapping between state and observation), the embedding dimension would reduce to unity and we would arrive at the MIT scoring function.
In Corollary 4.1, we have shown that, under certain circumstances, maximising collective transfer entropy minimises the KL divergence of a model from the true distribution. KL divergence is related to model encoding, which is a fundamental measure used in complex systems analysis. Our result, therefore, has potential implications to other areas of complex systems research. For example, the notion of equivalence classes in BN structure learning should lend some insight into the area of effective network analysis [34, 35] . We believe the concepts of effective networks referred to in complex systems literature can be unified with essential graphs and RPDAGs. This would allow for a more rigorous definition of effective networks and a benchmark for analysing the efficacy of an algorithm to reconstruct these networks.
We have presented the TEA (32) and TEE (33) scores above based on the MIT scoring function [50] . These scoring functions, however, could be considered to be a generalisation of MIT. There are numerous approaches to recover the time delay τ and embedding dimension κ for use in transfer entropy [65, 66] . Given a system of fully observed variables, these criteria should optimally select no embedding dimension or time delay, and thus as a special case of our scores we obtain the MIT algorithm with time-lagged mutual information.
