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We propose a simple method of calculating inhomogeneous, atomic-scale phenomena in supercon-
ductors which makes use of the wave function information traditionally discarded in the construction
of tight-binding models used in the Bogoliubov-de Gennes equations. The method uses symmetry-
based first principles Wannier functions to visualize the effects of superconducting pairing on the
distribution of electronic states over atoms within a crystal unit cell. Local symmetries lower than
the global lattice symmetry can thus be exhibited as well, rendering theoretical comparisons with
scanning tunneling spectroscopy data much more useful. As a simple example, we discuss the
geometric dimer states observed near defects in superconducting FeSe.
PACS numbers: 74.20.-z, 74.70.Xa, 74.62.En, 74.81.-g
In the past two decades, two developments have
spurred new interest in atomic-scale effects in supercon-
ductors. The first is the discovery of systems, like the
high-Tc cuprates, heavy fermion, and Fe-based supercon-
ductors, with very short coherence lengths ξ, which in
the cuprates approach the unit cell size. The second is
the ability to image atomic- and even sub-atomic scale
features in scanning tunneling spectroscopy (STS). Com-
parison of such images with theory has sometimes been
frustrating, since STS images often contain much more
detail than that predicted by current calculations.
The success of the semiclassical theory of
superconductivity[1, 2], which integrates out rapid
oscillations of the pair wave function at the atomic-scale,
has led to the widespread notion that atomic scale
effects are irrelevant for superconductivity. However,
observation of the electronic structure very near a
defect or surface reflects directly the symmetry and
structure of the superconducting order parameter, and
can furthermore provide information on gap inhomo-
geneity, vortex structure, competing phases, and even
the atomic-scale variation of the pairing interaction.
Yet in the currently available method used to describe
inhomogeneous phenomena, the Bogoliubov-de Gennes
equations, atomic wave function information is typically
integrated out by adopting a tight-binding model for the
normal state electronic structure.
There is now a growing list of problems which seem
to require atomic scale “details” beyond the BdG de-
scription usually employed. For example, STS images of
underdoped cuprates show the existence of unusual in-
commensurate electronic modulations, proposed to rep-
resent real-space images of the pseudogap, which have
alternating high and low intensity on O-centered bonds
between neighboring Cu’s[3–5]; such effects cannot be
captured by conventional models which include Cu states
only. In general there has been a great recent effort to
map out the intra-unit cell electronic structure of uncon-
ventional superconductors [6–10]. As a second example,
there is still no consensus on the origin of the STS pat-
tern around a Zn impurity in cuprates, which displays
a central intensity maximum on the Zn site, unlike sim-
ple models of the response of a d-wave superconductor to
a strong potential[11]. A popular explanation relies on
“filter” effects which describe a nontrivial tunneling pro-
cess from the surface to the CuO plane[12, 13], but while
there is some support for these ideas from first princi-
ples calculations in the normal state[14], there has been
until now no way to include both superconductivity and
the various atomic wave functions in the barrier layers
responsible for the filter[15]. Finally, in Fe-based super-
conductors a variety of defect states observed by STS in
FeSe, LiFeAs, NaFeAs and other materials[16–21] break
the square lattice symmetry locally and therefore cannot
be described by Fe-only lattice BdG calculations. These
include so-called “geometrical dimer” structures aligned
with the As or Se states at the surface. Note that in all of
the above cases measurements sensitive to the LDOS at
the surface are being used to analyze physics taking place
several A˚ beneath the surface, without a full understand-
ing of the states involved in the tunneling process. Given
that the STM tip almost always resides far away from
the electronically active layers, these types of problems
are to be expected for many superconducting materials.
In this work, we present a simple technique which re-
stores the intra-unit cell information lost in the construc-
tion of the Bogoliubov-de Gennes Hamiltonian, including
the degrees of freedom corresponding to other atoms in
the unit cell, as well as neighboring cells. In weak-to-
intermediate coupling systems, the method dramatically
improves the ability of theory to quantitatively describe
intra-unit cell problems, as we illustrate by presenting
the solution to the FeSe problem described above. In
strongly coupled systems like cuprates, it should still be
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2FIG. 1. (color online) Isosurface plots of Fe-dWannier orbitals
in FeSe at 0.03 bohr−3/2; red and blue indicate phase of the
wave function. a) (top) Top view of unit cell containing two Fe
atoms (red) and two Se atoms (yellow), plus four Se exterior
to unit cell; (bottom) side view of same cell. b) (top) Top
view of dxy Wannier orbital on Fe(I) site; (bottom) side view
of same orbital. c) Same as b) but on Fe(II) site. Images were
produced with XCRYSDEN[22].
valid for symmetry-related questions.
We first introduce the elementary expression for the
local continuum Green’s function in terms of the BdG
lattice Green’s function which is needed for the calcula-
tion of the local density of states (LDOS) relevant for the
STS experiments. We then show that the nonlocal terms
also contribute and can be important even for the lo-
cal continuum LDOS. We present a tight-binding model
for FeSe derived from Density Functional Theory (DFT)
and corresponding Wannier basis. Within a 10-Fe-orbital
BdG calculation, we calculate the response of the super-
conductor to a single pointlike impurity potential on an
Fe site, and compare to the continuum LDOS calculated
using the Wannier states. The geometric dimer states
are shown to emerge naturally from this description. Fi-
nally, we discuss the approximations that we have made,
as well as how the method can be improved and extended
in the future.
Method. The tight binding model, while often treated
as phenomenological, is in principle derived from Wan-
nier orbitals based on first principles calculations. In or-
der to preserve the desired mutual orthogonality of these
orbitals, they are constructed from atomic wave functions
on atoms in more than one unit cell, although they are
exponentially localized. In a crystal with more than one
type of atom per unit cell, Wannier orbitals may rep-
resent linear combinations of wave functions from more
than one atomic species. Here we first construct from
the DFT wave functions a basis wRµ(r) using a projected
Wannier method which preserves the local symmetry of
the atomic states[23, 24]. Here µ is an orbital index, R la-
bels the unit cell, and r describes the continuum position.
In Fig. 1, we show examples of the Wannier Fe-d orbitals
on the Fe(I) and Fe(II) sites derived for the homogeneous
FeSe system, using the Fe-d bands within the energy
range [−2.5, 3] eV obtained from DFT using Wien2K[25].
It is clear that, while these functions have features easily
associated with the form of the corresponding atomic or-
bitals, they are considerably more complex, and involve
significant contributions from the Se states integrated
out in the downfolding, with clear differences between
Fe(I) and Fe(II). These Wannier functions are used to de-
rive the tight-binding model containing Fe site energies
and hoppings in the usual way to yield the Hamiltonian
H0 =
∑
RR′,µν,σ t
µν
RR′c
†
RµσcR′νσ − µ0
∑
Rµσ nRµσ, where
tµνRR′ are hopping elements between orbitals µ and ν in
unit cells R and R′. The full Hamiltonian for a super-
conductor in the presence of an impurity is therefore
H = H0 +HBCS +Himp, (1)
where
HBCS = −
∑
R,R′,µν
∆µνRR′c
†
Rµ↑c
†
R′ν↓ +H.c., (2)
with the superconducting order parameter
∆µνRR′ = Γ
µν
RR′〈cR′ν↓cRµ↑〉, and
Himp =
∑
µ∗σ
Vimpc
†
R∗µ∗σcR∗µ∗σ, (3)
where R∗ is the impurity unit cell, µ∗ in this term runs
only over the 5d orbitals associated with the impurity
Fe site, and for simplicity we have taken the impurity
potential Vimp to be nonmagnetic and proportional to
the identity in the orbital basis. Here ΓµνRR′ is the pair-
ing interaction in orbital and real space. The inhomo-
geneous mean field BdG equations for this Hamiltonian
may now be solved by diagonalization with the auxil-
iary self-consistency equation for the gap ∆µνRR′ to obtain
the BdG eigenvalues Enσ and eigenvectors unσ and vnσ.
From these we can construct the usual retarded lattice
Green’s function
Gµνσ (R,R
′;ω)=
∑
n
(
unσRµu
nσ∗
R′ν
ω − Enσ + i0+ +
vn−σRµ v
n−σ∗
R′ν
ω + En−σ + i0+
)
.
(4)
Under a wide set of conditions[26], an STS experiment
at bias V = ω/e measures the local density of states
ρ(r, ω) ≡ − 1pi ImG(r, r;ω), related to the retarded con-
tinuum local Green’s function G(r, r′;ω).
To relate the lattice and continuum Green’s func-
tions, one simply performs a basis transformation from
the lattice operators cRµσ to the continuum operators
ψσ(r) =
∑
Rµ cRµσwRµ(r) where the Wannier functions
wRµ(r) are the matrix elements,
G(r, r′;ω) =
∑
R,R′,µ,ν
Gµν(R,R′;ω)wRµ(r)w∗R′ν(r
′). (5)
3Note that even the local continuum Green’s function
G(r, r;ω) includes nonlocal and orbitally nondiagonal
lattice Green’s function terms Gµ 6=ν(R 6= R′;ω).
Application to FeSe. To illustrate the utility of this
new method, we consider the general question of impurity
states in Fe-based superconductors, which often exhibit
unusual spatial forms. In particular, geometric dimers,
high intensity conductance or topographic features lo-
calized on the sites of the two pnictide or chalcogenide
atoms neighboring an Fe site, are ubiquitous in a num-
ber of Fe-based materials. It is not known whether these
defects are Fe vacancies, adatoms or site switching, but
they seem to be centered on a given Fe(I) or Fe(II) site,
as imaged by STM topography, and it is natural to as-
sume that the impurity state is coupled to the pnictide or
chalcogenide atoms closest to the surface, i.e. the defects
are oriented one way or another according to whether
they are centered on Fe(I) or Fe(II). We consider here the
effect of a repulsive potential on the Fe site, to crudely
model a vacancy, site switching, or adatom, in the FeSe
material (Tc = 8 K).
We now consider the form of the superconducting gap,
which is not well-established for this system. The STS
tunneling for thin films of FeSe on graphite is V-shaped
at low energies, implying the presence of gap nodes or
small minimum gap. We note, however, that Ref. 27
has proposed that nodes may arise from a weak SDW
state present in these films. This scenario is indeed con-
sistent with the ∼ 16a0 long “electronic dimers”, high
intensity spots observed with axes aligned at 45 degrees
with respect to the geometrical dimers, which have been
interpreted as emergent defect states in an ordered mag-
netic phase[28]. However since we are primarily inter-
ested in exhibiting the local C4 symmetry breaking effects
due to ligand atoms possible within our current method,
we ignore the possible effects of magnetism in this work,
and calculate the real space pair potentials ΓµνRR′ within
the random phase approximation (RPA) using the 10-
orbital tight-binding band structure with U = 0.90 eV
and J = U/4, [30] following the procedure described in
Ref. 29. The 10-orbital BdG equations are then solved
on 15 × 15 unit cell lattices with stable solutions found
through iterations of the self-consistency equation for the
real space gaps ∆µνRR′ = Γ
µν
RR′
∑
n u
n
Rµv
n∗
R′νf(En), where∑
n denotes summation over all eigenstates n. When cal-
culating the Green’s function we use 20 × 20 supercells
to acquire spectral resolution of order ∼ 0.5 meV. The
superconducting ground state is found to be of the usual
multiband s± type. Its DOS, shown as the red curve
in the inset of Fig. 2(a), reflects the several different
orbital gaps in the problem, and bears a striking resem-
blance to the nearly V-shaped conductance observed in
experiment[16]. Note, however, that the overall gap mag-
nitude is much larger than in experiment, since we have
chosen artificially large interaction parameters to deliber-
ately create a unrealistically large gap, so that impurity
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FIG. 2. (color online) (a) density of states in SC state (inset:
without impurity), far from impurity (black), at impurity site
(black, dashed), on nearest neighbor site (orange [light gray])
and on next-nearest neighbor site (blue [dark gray]), calcu-
lated with a tetrahedron method using 40×40 supercells. (b)
resonant state real space BdG patterns at ω = −2 meV and
(c) ω = 2 meV.
bound states may be more clearly visualized within our
numerical resolution. Since the normal state density of
states for this material is flat at low energies, we do not
expect this to alter our results qualitatively, although
the exact value of the impurity potential which creates a
bound state for a realistic gap size will change. Finally,
we observe that the choice of method used to calculate
the gap does not influence our qualitative results, e.g. a
single constant next-nearest neighbor pair potential that
gives an s± state is sufficient (see Supplement Material).
Single impurity in FeSe. We now add a single impu-
rity to the system, of strength Vimp = 5 eV in all orbital
channels µ, which creates an impurity bound state within
the spectral gap at ±Ω0 ' 2 meV (Fig. 2(b)). The value
chosen for this potential is not based on a microscopic
description of a particular defect, but merely to create
an in-gap bound state, to illustrate the method. Such
bound states are not universal, but depend on the elec-
tronic structure of the host, impurity potential details,
and gap functions, as has been emphasized in Refs. 31
and 32. The structure of this complex bound state ex-
tends above and below the Fe plane, as can now be visu-
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FIG. 3. (color online) xy cuts through continuous 3D
LDOS(x, y, z;ω) in (eV bohr3)−1 at at the surface, z = 0.45c
and different energies (a) ω = −2 meV, (b) 2 meV, (c) 30 meV,
and heights at (close to) the Fe-plane z = 0c (d), z = 0.05c
(e,f) and the same energy 2 meV, where the c-axis lattice con-
stant is c = 10.44 bohr. All maps are calculated from Eq. (5)
except for (e), which includes only the local (R = R′, µ = ν)
contributions. The schematic side views of the unit cell indi-
cate the z-value of the cut (green line) relative to the Fe (red
circles) and Se (yellow triangle) positions. The cartoon left
of (a,b) explains the LDOS patterns in terms of the resonant
nearest neighbor Fe Wannier orbitals (compare Fig. 2(b,c))
and their upper Se tails. Thin red lines are directed along
Fe-Fe bonds through the central impurity site, and the black
border indicates the extent of the 5×5 Fe region.
alized by the current method.
In Fig. 2 (b), (c), we show first the local lattice den-
sity of states ρBdG(R, ω) ≡ − 1pi Im G(R,R;ω) obtained
at the positive and negative resonance energies within a
conventional 10-Fe orbital BdG calculation. As is clear,
both resonance patterns are C4 symmetric as they must
be for the tetragonal FeSe system, and do not resem-
ble any defect states imaged in STS experiments on this
system. The orthorhombic distortion of FeSe at low tem-
peratures has been disregarded in our work, as it cannot
account for the C4 to C2 symmetry breaking close to
the impurity with axis 45 degrees away from the Fe-Fe
bond. In Fig. 3, we finally plot the analogous continuum
LDOS ρ(r, ω) ≡ − 1pi Im G(r, r;ω), which extends in three
dimensions, although the set of R considered in Eq. (5)
lies in a 2D plane, due to the 3D spatial extent of the
Wannier functions. Cuts at various heights z from z = 0
(a) (b) (c)
Impurityhighlow
FIG. 4. (color online) Topography of impurity state: com-
parison of topograph with setpoint bias +6 mV for (a) BdG
calculation of impurity state as in Fig. 2(b); and (b) BdG-
Wannier calculation of same impurity state. In (c) we repro-
duce the experimental topograph from Ref. 20, rotated such
that the directions of the lattice vectors match in all images.
in the Fe-Fe plane to a point very close to the Se plane are
shown. As expected from Fig. 2 (b), (c), in the Fe plane
ρ(r, ω) is still C4 symmetric (Fig. 3 (d)), but when one
increases z the local placement of the Se atoms breaks
this symmetry to C2, as clearly seen in Fig. 3 (a-c) for z
close to the surface where the STM tip is roughly located.
In our result, the dimer from the large LDOS close to the
NN (up) Se atoms is visible at all energies, but there is
some signicant variation with energy in the intensity on
the NNN (up) Se, yet this may change according to the
details of the actual defect potential. Looking at the cor-
responding Fe-only BdG LDOS patterns in Fig. 2 (b-c),
also shown as cartoon in Fig. 3 (a-b), suggests a sim-
ple explanation of the patterns, namely that intensity
maxima occur on those Se sites associated with the res-
onant Fe Wannier orbitals, with intensities on these Se
sites adding constructively. Of course, deviations are in
general to be expected, since simply adding intensities
from resonant sites neglects contributions from nonreso-
nant ones, as well as from nonlocal terms R 6= R′, ν 6= µ
in the continuum Green’s function arising in Eq. (5).
The importance of these latter terms is illustrated in Fig.
3(e), where the local, orbitally diagonal contributions are
plotted alone for a cut just above the Fe plane. The true,
significant symmetry breaking is only recovered in the full
result Fig. 3(f).
Discussion. To illustrate the dramatic improvements
provided by our proposed approach we compare in Fig.
4 the topographs of the impurity state calculated within
the BdG and BdG-Wannier approaches with the experi-
mentally observed [20] geometrical dimer [33]. The BdG-
Wannier approach of course will also reproduce the ex-
perimentally observed [20] 90 degree rotation of the dimer
when the impurity potential is moved from the Fe(I) sub-
lattice to the Fe(II) sublattice. Other comparisons with
experiment are difficult, as detailed spectral features of
these states are not yet published. The low-energy reso-
nant state created by the opening of the superconduct-
ing gap (Fig. 3(a,b,d,f)), and a nonresonant impurity
state with similar patterns visible at higher energy (Fig.
53(c)), broader in energy due to its coupling to the metal-
lic continuum, represent predictions which can be tested
by experiment when spectral data are available.
Conclusions. We have introduced a method to en-
able theoretical visualization of inhomogeneous states
in superconductors, combining traditional solutions of
the Bogoliubov-de Gennes equations with a first prin-
ciples Wannier analysis. The method not only enables a
much higher spatial resolution, but also captures the lo-
cal symmetry internal to the unit cell of the crystal. Fur-
thermore the method incorporates the nonlocal lattice
Green’s function contributions, which we have demon-
strated to be of qualitative importance. As an example,
we showed how “geometric dimer” impurity states seen
in Fe-based superconductors can be understood as con-
sequence of simple defects located on the Fe site due to
the hybridization with the pnictogen/chalcogen states.
In terms of both symmetry and higher spatial resolution,
the result obtained with the method introduced here rep-
resents a qualitative improvement over conventional BdG
investigations (Fig. 4), and opens a new window on the
theoretical analysis of atomic scale phenomena in super-
conductors.
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FIG. I. (Color online) Isosurface plots of Fe-dWannier orbitals
in FeSe at 0.03 bohr−3/2; red and blue indicate phase of the
wave function. a) Side view of unit cell containing two Fe
atoms (red) and two Se atoms (yellow), plus four Se exterior
to unit cell. b) -f) Side views of d Wannier orbitals on Fe(I)
site.
In this supplementary material we give some details
on our application of the method to the FeSe system.
Density Functional calculations. As mentioned in the
main text, we use Density Functional Theory (DFT)
to obtain a realistic model for our calculations using
the Bogoliubov-de Gennes method as well as the con-
struction of the retarded continuum Green’ function.
The starting point is the experimental crystal structure
of bulk FeSe as reported in Ref. [1] with symmetry
group P4/nmm and lattice constants a = b = 7.13 bohr,
c = 10.44 bohr as well as the fractional position z = 0.265
of the Se atoms. First principles calculations of the
electronic structure using the Wien2K[2] package are
followed by a projected Wannier method preserving
the local symmetry[3, 4]. The Wannier orbitals with
dominant dxy character are shown in Fig. 1 of the main
text while a choice of other Wannier orbitals that give
smaller contributions to the local density of states at
small energies are visualized in Fig. I. Next, the tight
binding Hamiltonian is restricted to a two-dimensional
model Hamiltonian by ignoring the hopping matrix
d
xy=dxz
d
xy
dyz=dxy
dyz
d
xz
=dyz
d
xz
−0.5 0 0.5
−0.5
0
0.5
k
x
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k y
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FIG. II. (Color online) Orbital character on the Fermi sur-
face of our two dimensional tight-binding Hamiltonian for
FeSe, red dxz, green dyz, and blue dxy visualized with the
summed-color method where the absolute value of the over-
lap is mapped to the RGB value of the color on the surface.
elements in the z-direction while keeping the filling in
the ten-orbital model fixed to n = 6.0 which corre-
sponds to an average of the Hamiltonian matrix when
partially Fourier transformed with respect to only the
z-coordinate. The Fermi surface of the corresponding
model Hamiltonian and its orbital character are shown
in Fig. II.
Spin fluctuation theory. Next, we calculate the pairing
interactions in real space starting from the tight-binding
Hamiltonian in conjunction with a Hubbard Hund Hamil-
tonian
H =U
∑
R,µ
nRµ↑nRµ↓ + U ′
′∑
R,ν′<µ
nRµnRν
+J
′∑
R,ν<µ
∑
σ,σ′
c†Rµσc
†
Rνσ′cRµσ′cRνσ (1)
+J ′
′∑
R,ν 6=µ
c†Rµ↑c
†
Rµ↓cRν↓cRν↑
where the interaction parameters U , U ′ = U − 2J , J ,
J ′ = J are given in the notation of Kuroki et al. [5]
and the
∑′
only gives a contribution when the indices µ
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FIG. III. (Color online) Pairing interaction in real and orbital
space ΓµνRR′ (units in eV) calculated using the interaction pa-
rameters U = 0.90 eV and J = U/4 and visualized using one
pixel per Fe site. Note that the diagonal terms are larger and
all terms are dominated by the on-site repulsion which varies
from 1.2 eV to 4 eV and is cropped in the given scale.
and ν label an orbital on the same iron atom. The pair
scattering amplitudes in momentum space are calculated
using the formula
Γµ1µ2µ3µ4(k,k
′) =
[
3
2
U¯sχRPA1 (k− k′)U¯s
+
1
2
U¯s − 1
2
U¯ cχRPA0 (k− k′)U¯ c +
1
2
U¯ c
]
µ1µ2µ3µ4
. (2)
where the charge and spin susceptibilities have been cal-
culated within the random phase approximation (RPA)
χRPA1µ1µ2µ3µ4(q) =
{
χ0(q)
[
1− U¯sχ0(q)]−1}
µ1µ2µ3µ4
,
(3a)
χRPA0µ1µ2µ3µ4(q) =
{
χ0(q)
[
1 + U¯ cχ0(q)
]−1}
µ1µ2µ3µ4
.
(3b)
from the bare susceptibilities χ0(q) and the definition
of the interaction matrices U¯s and U¯ c can be found in
Ref. [6]. The dominant pairing interaction in orbital and
real space is then obtained by a Fourier transformation
of the pair scattering amplitudes projected to the spin-
singlet channel
ΓµνRR′ =
1
2
∑
k
[Γµννµ(k,−k) + Γµννµ(k,k)]e−ik·(R−R′) ,
(4)
where the small matrix elements Γµνµν(k,−k′) have
been neglected for simplicity[6]. As shown in Fig.
III, the pairing interaction shows a rapidly decaying
checkerboard pattern as a function of spatial distance
such that we safely can truncate it with few unit cells.
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FIG. IV. (Color online) a) Superconducting gap ∆µνRR′ in
meV as obtained from the self-consistent solution of the
Bogoliubov-de Gennes equation and b) the corresponding gap
∆(k) in momentum space projected on the Fermi surface with
a Gaussian energy broadening of 8 meV. Note that the scale
is nonlinear to make features of the gap visible that are small
in magnitude.
Superconducting gap. The interaction parameters
U = 0.90 eV and J = U/4 are now chosen such that the
Bogoliubov-de Gennes Hamiltonian as given in the main
text shows a robust instability in the superconducting
channel. The real space pattern of the gap structure
∆µνRR′ can be considered as independent of the system
size starting with N = 15 unit cells. The gap structure
in orbital space reflects the symmetries of the underlying
Fe d states and is rather short range as shown in Fig. IV
a). The Fourier transform of the orbital gap transformed
to band space using the normal-state eigenvectors of
the bare Hamiltonian H0 displayed Fig. IV b) reflects
the small gap features on the Γ centered inner pocket
while the gaps on the middle Γ centered pocket and the
large M -centered pocket are rather large. Note that the
gap on the inner hole pocket shows a sign change with
respect to the other hole pockets around Γ.
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FIG. V. (color online) a) density of states in SC state (in-
set: without impurity), far from impurity (black), at impurity
site (black, dashed), on nearest neighbor site (orange [light
gray]) and on next-nearest neighbor site (blue [dark gray]),
calculated with a tetrahedron method using 40 × 40 super-
cells for the phenomenological NNN pairing interaction. (b)
resonant state real space BdG patterns at ω = −2.8 meV, (c)
ω = 2.8 meV, and (d) ω = 30 meV.
Calculations using phenomenological interactions. In
order to show that the results of our method do not
strongly depend on the microscopic details of the under-
lying model describing superconductivity, we addition-
ally performed similar calculations with phenomenologi-
cal pairing interactions instead of the interactions gen-
erated from the fluctuation exchange mechanism. To
achieve a similar sign-changing s-wave gap structure we
used only interactions to the second nearest neighbors
(NNN) such that the nonzero pair scattering amplitudes
read
ΓµνRR′ = Γ0δµ,ν (5)
for R − R′ being a vector connecting NNN iron sites,
with a constant Γ0 = 0.3 eV. Solving the BdG equation
for a system with N = 15 elementary cells yields a gap
structure in real space with NNN gaps of the order of
6 meV on the dxy orbital and the components of the
other orbitals smaller as also observed for the calculation
with spin fluctuation mediated pair interactions. As
seen in Fig. V, density of states in the superconducting
state is nearly identical to the one shown in the main
text (Fig. 2 a) inset). The same also applies for the
local density of states in presence of an impurity with
potential Vimp = 5 eV, except that the peak of the
impurity bound state is more pronounced and shifted
to a slightly larger absolute energy ±Ω0 = 2.8 meV.
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FIG. VI. (color online) xy cuts through continuous 3D
LDOS(x, y, z;ω) in (eV bohr3)−1 at ω = −2.8 meV (a,d),ω =
2.8 meV (b,e), 30 meV (c,f) and z = 0c (first row), z = 0.45c
(second row), where c is the c-axis lattice constant 10.44 bohr.
All maps are calculated using the phenomenological pairing
parameters given in Eq. (5). The schematic side views of the
unit cell indicate the z-value of the cut (green line) relative to
the Fe (red circles) and Se (yellow triangle) positions. Thin
red lines are directed along Fe-Fe bonds through the central
impurity site, and the black border indicates the extent of the
5×5 Fe region.
Note also that the real space BdG patterns are basically
the same as the corresponding result shown in the
main text, anticipating that the actual result is not
very sensitive to the choice of the pairing interaction
as long as the resulting superconducting gap in the
homogeneous case is similar. To demonstrate further
that the results of our BdG-Wannier method are robust
against choices of model parameters, we recalculated the
maps of the continuous 3D LDOS at the same cuts in
z-direction as in the main manuscript. Fig. VI presents
the corresponding maps obtained from the calculation
using the phenomenological pairing parameters and is
very similar to the result shown in the main text: At the
Fe-plane (z = 0c), one sees primarily the Fe-d orbitals,
however at the relevant height (z = 0.45c), the resonant
behavior of the Se tails of the Wannier functions are
clearly visible as a geometric dimer.
Calculation of the topography. In STM experiments at
least two different methods can be used to image the real
space properties of a superconductor: topography and
conductance maps. We have discussed the calculation
of conductance maps in the main text. In order to ob-
tain topographic map using our method, we started from
the approximate formula for the tunneling current I at a
given bias voltage V [8]
I(V, x, y, z) = −4pie
~
ρt(0)|M |2
∫ eV
0
ρ(x, y, z, )d , (6)
where x, y, z are the coordinates of the tip, ρ(x, y, z, )
is the continuum LDOS as defined in the main text,
ρt(0) is the density of states of the tip, and |M |2 is the
4square of the the matrix element for the tunneling bar-
rier. For the topography, we now have to impose the
condition I(V, x, y, z) = const. which means to find the
contour of constant integrated local density of states.
We therefore calculated all LDOS maps ρ(x, y, z, ) for
z = 0 . . . 0.7c and energies  = 0 . . . 6 meV, performed the
integration over energy and calculated the height z(x, y)
where
∫ eV
0
ρ(x, y, z, )d = 3.45 · 10−7. Fig. 4 b) of the
main text shows the result z(x, y) in a color-scale plot
with a color scheme which approximately matches the
one from the experimental result[7].
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