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Diese Arbeit beschreibt die Entwicklung eines Fahrerassistenzsystems für voraus-
schauendes Fahren. Ziel ist eine autonom ausgeführte energie- und zeitoptimale 
Fahrzeuglängsführung auf einer vorgegebenen Fahrstrecke. Dazu wurde eine neuar-
tige Methodik zur vorausschauenden Planung pareto-optimaler Geschwindigkeits-
profile entwickelt. Basierend auf der dynamischen Programmierung wird dabei unter 
Berücksichtigung unterschiedlicher Informationen über das Fahrzeug und sein Um-
feld eine der Zielgrößenpräferenz des Fahrers entsprechende Geschwindigkeitsvor-
gabe berechnet. Besonders hervorzuheben ist, dass es sich um eine echtzeitfähige 
Mehrzieloptimierung handelt. Außerdem bietet die Methodik durch die Gestaltung 
der internen Struktur die Möglichkeit, sie unabhängig von der Fahrzeug- oder An-
triebsart einzusetzen. Die Gestaltung der externen Schnittstellen erlaubt die Einbin-
dung in bestehende informationstechnische Infrastrukturen, bei der kaum Anpas-
sungsaufwand entsteht. Die Einbindung dynamischer Informationen erfolgt durch 
eine Lösungsraumbeschränkung, so dass schnelle Neuplanungen möglich sind. Das 
steigert die Robustheit gegen unvorhersehbare Ereignisse. 
Die Funktionsfähigkeit der algorithmischen Umsetzung der Geschwindigkeitsprofil-
Optimierung wird anhand praxisnaher Simulationen nachgewiesen. Der Neuigkeits-
wert ist vor allem in der Echtzeitfähigkeit und der sicheren globalen Konvergenz der 
Mehrzieloptimierung, dem breiten potentiellen Einsatzgebiet und schließlich den 
Möglichkeiten, die sich auf den Gebieten der Kollektiv-Optimierung und der koope-
rativen Planung bei hohem technischem Diversifikationsgrad der beteiligten Indivi-
dualsysteme eröffnen, zu sehen. 
Abstract 
The work presented in this thesis describes the development of a driver assistance 
system for anticipatory driving. The objective is an autonomous as well as an energy- 
and fuel-optimal longitudinal vehicle control on a preallocated track. This is realized 
and algorithmically implemented by a novel method for predictive planning of vehi-
cle-velocity-profiles. 
Based on Dynamic Programming and under consideration of information about the 
vehicle and its environment, a velocity setting is calculated according to the driver’s 
objective value preferences. Distinguishing features are the realtime-capability of the 
multi-criteria-optimization and the possibility to adapt it independently of the vehicle 
type and power unit. The design of the external interfaces allows easy embedment 
into existing information technology infrastructures of vehicles with little adjustment 
effort. No constructional modifications or additional components are required. The 
inclusion of dynamic information is carried out by a reduction of solution space. Re-
planning can be executed quickly at any time. Besides positive effects on the quality 
of optimization results, this enhances robustness against unpredictable occurrences. 
The efficiency and benefit of the implemented algorithm is shown by simulation re-
sults of several practical scenarios. The innovative values of the presented thesis are 
the realtime-capability and reliability in global convergence of the multi-criteria-
optimization, the independency of the vehicle’s characteristics and the potentials for 
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Fahrphysikalische Größen 
aGF Beschleunigung bei Gleitfahrt 
amax Maximale Beschleunigung 
amin Minimale Beschleunigung 
aSB Beschleunigung im Schubbetrieb 
asoll Gewünschte Beschleunigung 
be Spezifische Leistung 
cWA Luftwiderstandskoeffizient 









kt Radialer Reifensteifigkeitskoeffizient 
KV Kraftstoffverbrauch 
MA Motorabtriebsmoment 
MA,oV Motorabtriebsmoment ohne Berücksichtigung des Getriebeverlust-
moments 
mFzg Fahrzeugmasse 
mKr Kraftstoffverbrauch (absolut) 
 , Kraftstoffverbrauch im Leerlauf 
MR Getriebeabtriebsmoment 





pa+ Anteil der für zusätzliche Beschleunigung benötigten Fahrpedalstel-
lung 
pGes Fahrpedalstellung 
pKF Anteil der für Konstantfahrt benötigten Fahrpedalstellung 
pme Motormitteldruck 
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rs Statischer Radradius 
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T Motortakte je Arbeitsspiel 
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vFzg Fahrzeuggeschwindigkeit 
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ak (vk-1 , ∆vk) Transformationsfunktion zur Änderung des Systemzustandes 
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BA Betriebsart zwischen zwei benachbarten Stützstellen 
c(zk-1 , xk) Kantengewicht 
E Ergebnisvektor 
f Stufenbezogener Zielfunktionswert 
F(T,KV) Zielfunktion 
fk (zk-1 , xk) Stufenbezogene Zielfunktion 
fk (vk-1 , ∆vk) Stufenbezogene Zielfunktion  
fv,min Proportionalitätsfaktor für die Minimalgeschwindigkeit 
fver Stufenbezogener Kraftstoffverbrauch 
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1. Problembeschreibung und Handlungsbedarf 
Über 80% des Personenverkehrs in Deutschland wird durch den motorisierten Indi-
vidualverkehr (MIV) abgedeckt. Ein weiterer deutlicher Anstieg der Leistung im 
MIV – der mindestens bis zum Jahr 2025 anhält – wird prognostiziert [1]. Durch die 
Kombination aus dem steigenden Bedürfnis nach Individualverkehr, das hauptsäch-
lich durch die Nutzung von Pkw abgedeckt wird, und steigenden Energiekosten wer-
den energiesparende Fahrzeuge und Technologien stark nachgefragt. Entsprechend 
liegt der Fokus der Automobilindustrie bei der Entwicklung von Pkw aller Klassen 
längst auf der Steigerung der Energieeffizienz. Außerdem erfolgt eine fortschreitende 
Durchdringung der Produktpalette der Kfz-Hersteller mit Fahrerassistenzsystemen 
(FAS). Es liegt nahe, dass durch deren Einsatz neben der Erhöhung von Fahrsicher-
heit und -komfort auch die Senkung des Primärenergiebedarfs und der Schadstoff-
Emissionen erzielt werden kann. 
Um den Kraftstoffverbrauch zu senken, sind die meisten Autofahrer bemüht, ihr 
Verhalten vorausschauend an ihr Umfeld im Straßenverkehr anzupassen. Damit dies 
gelingen kann, müssen sowohl die Strecke als auch das eigene Fahrzeug gut bekannt 
sein. Doch die erzielten Verbesserungen liegen zumeist noch fernab vom theoretisch 
erreichbaren Optimum. Eine vorausschauende Reaktion auf künftige Ereignisse ist 
nicht möglich, ebensowenig wie das vorausschauende Fahren auf unbekannten Stre-
cken. Eine automatisierte Vorausschau, die das Geschwindigkeitsprofil auf der ge-
wünschten Fahrstrecke entsprechend dem Resultat einer mathematischen Optimie-
rung gestaltet, kann die Mängel, die das vom Menschen gesteuerte vorausschauende 
Verhalten aufweist, ausgleichen und somit weitere Verbesserungspotentiale erschlie-
ßen. Durch die Formulierung des mathematischen Optimierungsproblems kann au-
ßerdem die Fahrtdauer als zusätzliche Zielgröße eingebunden werden. 
Ein weiterer Trend, dessen praktische Umsetzung derzeit hauptsächlich durch feh-
lende gesetzliche Grundlagen gehemmt wird, ist das autonome bzw. vollautomati-
sche Fahren. Technisch ist es schon heute möglich, Kraftfahrzeuge in vielen Ver-
kehrssituationen teil- oder auch hochautomatisch fahren zu lassen. Im Zuge dieser 
Automatisierung wird auch die Car2x-Kommunikation weiter entwickelt. Sie kann 
den Wahrnehmungshorizont eines Fahrzeugs weit über die Reichweite der eigenen 
Sensorik hinaus ausdehnen. 
Unter Berücksichtigung der aktuellen Fakten, der technischen Entwicklungsrichtun-
gen und deren zu erwartenden Resultate, der künftig erforderlichen Veränderungen 
im Individualverkehr und der Bedürfnisse der Kraftfahrer kristallisiert sich der Be-
darf nach einem Fahrerassistenzsystem für energie- und zeitoptimales Fahren heraus. 
Ziel eines solchen Systems ist die Erhöhung der Energieeffizienz im MIV. 
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2. Stand der Technik 
Neben dem in dieser Arbeit beschriebenen Ansatz zur Effizienzsteigerung im MIV 
gibt es derzeit einige andere Systeme bzw. Ansätze, die ebenfalls dieses Ziel verfol-
gen. Um den Stand der Technik zu analysieren, sollten an dieser Stelle alle (teilwei-
se) informationstechnischen Maßnahmen zur Senkung des Primärenergieverbrauchs 
und / oder der Fahrtdauer im Kfz betrachtet werden. 
Das Spektrum der Systeme/Ansätze ist sehr groß. Ziel der Analyse des Standes der 
Technik ist, die in dieser Arbeit beschriebene Methodik mit derzeit aktuellen Syste-
men zu vergleichen. Aus dieser Vielfalt sollen jene herausgefiltert werden, die an 
dieser Stelle von besonders hoher Relevanz sind. Zu deren Beurteilung werden daher 
im Folgenden Merkmale genannt, die die hier vorgestellte Methodik charakterisieren. 
Die Relevanz anderer Systeme wird anschließend danach beurteilt, ob und zu wel-
chem Grad auch sie diese Charakteristika aufweisen. 
• Mittel- bis langfristiger Planungshorizont 
• Mathematische Optimierung 
• Nutzung erweiterter Kartendaten 
• Berücksichtigung dynamischer Informationen 
• Berücksichtigung der individuellen Vorgaben des Fahrers 
• Multikriterielle Optimierung 
2.1. Navigationssysteme 
Zahlreiche Navigationssysteme bieten neben den herkömmlichen Optionen kürzeste 
oder schnellste Route auch die Wahlmöglichkeit energieeffizienteste Route an. Die 
Hauptkriterien, anhand derer der Kraftstoffverbrauch auf einer Route geschätzt wird, 
sind die Straßenklassen sowie die Anzahl der Ortsdurchfahrten, Kreuzungen etc. Die 
Berechnungen basieren also auf zu erwartenden Geschwindigkeits- und Beschleuni-
gungswerten. Teilweise werden dabei außerdem Fahrzeugspezifika berücksichtigt. 
Da alle gängigen Navigationssysteme die o.g. Merkmale entweder nicht oder nur in 
sehr geringem Ausmaß erfüllen und sich lediglich auf die Routenplanung beschrän-
ken, sollen sie an dieser Stelle nicht detailliert behandelt werden. 
2.2. Vorausschau-Assistenten 
Moderne Serienfahrzeuge sind im Premium-Segment mit Bordcomputern ausgestat-
tet, die dem Fahrer vorausschauende Verhaltens-Vorschläge zur Verbrauchssenkung 
bieten. In einer einfachen, aber dafür rechtlich zulässigen und schon heute einsetzba-
ren Variante ist das „Eco Pro“ System von BMW ein Beispiel für diese Art der Fah-
rerassistenz. Hier werden hauptsächlich Streckenabschnitte, auf denen das Fahrzeug 
verzögert, zur Verbrauchssenkung genutzt. So wird dem Fahrer an der entsprechen-
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den Stelle empfohlen, wie er verbrauchsoptimal durch Nutzung des Segel- oder 
Schubbetriebs verzögern kann. Solche Systeme sind aktuell in Serie erhältlich. 
Die Begrenzungen bei der Entwicklung neuer FAS-Funktionen resultieren u.a. aus 
Einschränkungen bei der Sensorik. Das Forschungskonsortium Famos (Galileo for 
Future Automotive Systems) setzt hier an, indem hochgenaue Ortungssysteme zur 
Bestimmung der Fahrzeugposition mit Fahrzeug- und Umfeldsensoren vernetzt wer-
den [2]. So soll ein möglichst vollständiges Bild von der aktuellen Fahrzeugsituation 
und externen Einflüssen zur Verfügung stehen. Im Zuge dessen entstand unter Koor-
dination der Volkswagen AG das System „Green Driving“. Wie auch bei o.g. BMW-
System werden hier Empfehlungen für die Wahl der Fahrzeugbetriebsart für vor dem 
Fahrzeug liegende Streckenabschnitte mit Verzögerungen gegeben. Durch Einsatz 
dieses Systems wird der Kraftstoffverbrauch lt. [2] um bis zu 10% gesenkt. 
Die Berücksichtigung dynamischer Informationen bei der Vorausschau wird derzeit 
im Versuchsfahrzeug „FASCar“ des DLR Instituts für Verkehrssystemtechnik in 
Braunschweig erprobt [3]. Durch Kommunikation mit Lichtsignalanlagen erhält das 
Assistenzsystem Informationen, wann und wie lange Rot- und Grünphasen einsetzen. 
So erhält der Fahrer wiederum eine Geschwindigkeitsempfehlung, um sich – im Fal-
le des roten Lichtsignals – dem Haltepunkt möglichst verbrauchsarm zu nähern bzw. 
bei anstehender Grünphase zum optimalen Zeitpunkt dort anzukommen. 
Einen Schritt weiter in Richtung eines autonomen Vorausschau-Assistenz-Systems 
geht zum Beispiel Porsche „InnoDrive“ [4]. Hier kann das ACC unter Vorgabe dis-
kreter Fahrerpräferenzen (z.B. „Dynamik“ oder „Komfort“) erweiterte Kartendaten 
und Informationen zu Signalanlagen und Verkehrssituation nutzen, um die effizien-
teste Fahrweise auf einem Planungshorizont von mehreren Kilometern zu berechnen 
und mit Einbindung des ACC umzusetzen. Dabei handelt es sich aktuell um ein Ent-
wicklungsprojekt. Die Einführung in Serie wird in drei bis fünf Jahren erwartet. 
Neben Empfehlungen für die Fahrweise wird Vorausschau auch für das Energiema-
nagement verschiedener Fahrzeugkomponenten und die Optimierung des Bordnetz-
managements (z.B. Batterieladezyklen oder Energierekuperation) genutzt. Entspre-
chende Strategien hierzu wurden von 11 Partnern aus der deutschen Automobilin-
dustrie im Rahmen des von 2009 bis 2011 vom BMBF geförderten Projektes „Ener-
gieeffizientes Fahren 2014“ [5] entwickelt. 
Bereits 2009 wurde in Schweden ein an der Universität Linköping entwickeltes Sys-
tem getestet, das Topografie-Informationen der bevorstehenden Route zur Ver-
brauchssenkung von LKW nutzt [6]. Im Kontext der vorliegenden Arbeit ist von be-
sonderem Interesse, dass ein Schwerpunkt bei der Entwicklung dieses Systems auf 
der Analyse der Abhängigkeit zwischen der Länge des Planungshorizonts und der 
Ergebnisqualität lag. Die Längen der Planungshorizonte wurden zu diesem Zweck 
zwischen 500 und 5000 m gewählt. Dabei wurde u.a. festgestellt, dass die Ausprä-
gung dieser Abhängigkeit stark variiert und von der jeweiligen Fahrtroute abhängt. 
Stand der Technik  5 
 
Es kann also keine allgemeingültige Aussage über einen optimalen Planungshorizont 
getroffen werden. Neben der Abhängigkeit von der Route muss auch hier ein Kom-
promiss zwischen Berechnungsaufwand und Ergebnisqualität getroffen werden. 
In [7] wird die Entwicklung eines FAS, das wie das im Rahmen dieser Arbeit ent-
standene System die Dynamische Programmierung zur Minimierung des Kraftstoff-
verbrauchs nutzt, beschrieben. Die Fahrtdauer fließt hier allerdings nicht als Zielgrö-
ße ein, sondern wird in Form einer Beschränkung berücksichtigt. Auch hier wird ein 
Längsdynamik-Modell zur Kostenberechnung verwendet. Zur Verbrauchsberech-
nung selbst dient eine Funktion in Abhängigkeit der Motorleistung. Zur Berücksich-
tigung des Insassenkomforts kann der Verlauf des jeweils optimalen Profils durch die 
Parametrierung einer Bestrafungsfunktion für Beschleunigungsänderungen beein-
flusst werden. 
2.3. Autonomes Fahren 
Die Aufgabe der Fahrzeugführung besteht aus Längs- und Querführung. Dem Fahrer 
stehen dafür die Stellglieder Lenkrad, Gas- und Bremspedal sowie Getriebeschalthe-
bel zur Verfügung. Mit der Einführung der ersten Fahrerassistenzsysteme wurden 
zunächst Längsführungs-, später auch Querführungs-Aufgaben in bestimmten Fahrsi-
tuationen autonom vom Fahrzeug ausgeführt. Der erste Schritt zur Automatisierung 
des Fahrens wird durch die Einführung des ABS markiert. Hier wird in einer sicher-
heitskritischen Situation die Bremsdruck-Vorgabe des Fahrers durch das System so 
modifiziert, dass ein Blockieren der Räder verhindert wird. Mittlerweile wird der 
höchste, bei Neuwagen gängige Automatisierungsgrad durch adaptive Geschwindig-
keitsregelungen (ACC-Systeme) und Einpark-Assistenten erreicht. Auf ACC-
Systemen basieren nahezu alle Lösungsansätze für vorausschauende Assistenzsyste-
me. 
Zur allgemeinen Beschreibung des Grades der Automatisierung der Fahraufgabe 
wird hier eine Definition verwendet, die im Rahmen einer Arbeitsgruppe zu den 
rechtlichen Aspekten des automatisierten Fahrens erstellt wurde [8] und zwischen 
assistiertem, teil-, hoch- und vollautomatisiertem Fahren unterscheidet (Bild 1). 
Wenn in der vorliegenden Arbeit von autonomem Fahren die Rede ist, so ist darunter 
summarisch automatisiertes Fahren ohne weitere Abstufung zu verstehen. 
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Bild 1: Definition von Automatisierungsgraden, Quelle: Abgewandelte Darstellung aus [8] 
Bereits heute ist vollautomatisches Fahren technisch möglich. Der Einsatz in der 
Realität scheitert derzeit an fehlenden rechtlichen Grundlagen, sowohl aus Sicht des 
Zulassungs- und Verhaltensrechts gemäß der StVO als auch aus Sicht der  
(Produkt-)Haftung gemäß BGB und StVG. Gemäß dem Wiener Übereinkommen 
über den Straßenverkehr, das bereits im Jahre 1968 von den Vereinten Nationen er-
arbeitet und neben Deutschland von 63 weiteren Staaten ratifiziert wurde, muss jeder 
Fahrzeugführer sein Fahrzeug dauernd und unter allen Umständen beherrschen [9]. 
Seit August 2011 testet BMW einen nach obiger Definition teilautomatisch fahren-
den Prototypen auf öffentlichen Autobahnen [10], [11]. Dieser hält eine vom Fahrer 
vorgegebene Grundgeschwindigkeit und überholt selbstständig langsamere Fahrzeu-
ge. Außerdem wechselt er autonom die Spur, um einerseits sich sehr schnell nähern-
den Fahrzeugen, die vorher nicht in Sensorreichweite waren, die linke Spur frei zu 
machen und andererseits durch Spurwechsel nach links anderen Fahrzeugen die Auf-
fahrt auf die Autobahn zu erleichtern. 
Im Mai 2012 wurde weltweit erstmals ein vollautomatisches Fahrzeug für den öffent-
lichen Straßenverkehr zugelassen. Im US-Bundesstaat Nevada wurde eine auf den 
Bundesstaat beschränkte Zulassung für ein Testfahrzeug der Fa. Google ausgespro-
chen [12]. 
2.4. Optimale Kollektiv-Strategien 
Optimierungs-Potenzial für Kollektiv-Strategien ergibt sich hauptsächlich an Ver-
kehrsknotenpunkten. Neben den individuellen Vorteilen bezüglich Energie- und 
Zeitbedarf, die sich für einzelne Fahrzeuge bei möglichst fließender Fahrt durch Bal-
lungsräume mit zahlreichen Verkehrsknotenpunkten ergeben, ist die Reduktion von 
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Schadstoffemissionen auch aus Sicht aller Verkehrsteilnehmer und Anwohner wün-
schenswert. Diese Ziele können durch den Einsatz des Autonomen Kreuzungsmana-
gements [13] erreicht werden, bei dem (derzeit in einer Simulation) hoch- bzw. voll-
automatisierte Fahrzeuge selbstständig ampelfreie Kreuzungen überqueren und 
Kreisverkehre durchfahren. 
Beim vom BMWi geförderten Projekt KOLINE [14] (Kooperative und optimierte 
Lichtsignalsteuerung in städtischen Netzen) wurden von diversen Partnern aus Wis-
senschaft und Wirtschaft von Juni 2009 bis Mai 2012 die Methoden von FAS zur 
optimalen Längsgeschwindigkeits-Regelung, Car2Car- und Car2Infrastructure-
Kommunikation und der koordinierten Steuerung von Lichtsignalanlagen kombi-
niert. Projektziel war die Reduktion von Verzögerungs-/Beschleunigungsmanövern 
und Wartezeiten, ein gleichmäßigerer Verkehrsfluss und somit weniger Emissionsbe-
lastung im städtischen Bereich. Durch die Kommunikation mit den Fahrzeugen im 
Einzugsgebiet liegen für die zentrale Planung der Schaltung von Lichtsignalanlagen 
genauere Daten als aktuell üblich vor. Im Gegenzug erhalten die FAS Informationen 
über künftige Lichtsignalschaltungen im zeitnahen Planungshorizont und können 
diese zur Geschwindigkeitsprofil-Planung berücksichtigen. Außerdem wurden im 
Rahmen dieses Projekts auch Ansätze für eine autonome Querführung mit dem Ziel 
der optimalen Fahrspurwahl bei mehrspurigen Kreuzungsanfahrts-Bereichen entwi-
ckelt. So soll die Rückstaulänge minimiert werden. Im Gegensatz zu [13] wird je-
doch keine vollautomatische Kreuzungsüberquerung realisiert. 
Eine weitere Kollektiv-Strategie, die ebenfalls zu einer Verbesserung bei der Infra-
strukturauslastung und gleichzeitig zur Verbrauchs- und Emissionssenkung führt, ist 
die Konvoi-Bildung. Die autonome Kolonnenfahrt wurde im Juni 2012 im Rahmen 
des Projekts SARTRE (Safe Road Trains for the Environment) auf Autobahnen in 
Spanien getestet [15]. Dabei fuhren 4 Fahrzeuge bei einer durchschnittlichen Ge-
schwindigkeit von 90 km/h in einem geringen Abstand (ca. 6m) hintereinander her. 
Im Gegensatz zum autonomen Kreuzungsmanagement bietet sich diese Strategie 
eher im Fernverkehr an, da die Verbrauchs-Vorteile (z.B. durch Verringerung des 
Luftwiderstandes) nur bei höheren Geschwindigkeiten signifikant sind. Theoretische 
Grundlagen für die stabile Regelung von Fahrzeugkolonnen und entsprechende mo-
dellbasierte Untersuchungen sind beispielsweise in [16] oder [17] zu finden. Hier 
finden außerdem die Methoden der Car2X-Kommunikation zur Koordination der 
individuellen fahrzeugbezogenen Steuerung mit der des Kollektivs Anwendung. 
2.5. Resümee 
Um die Aktualität der vorliegenden Arbeit zu beurteilen, ist die verbrauchsoptimale 
Routenplanung in Navigationssystemen von eher geringer Relevanz. Zum einen gibt 
es hier wenige Schnittmengen bezüglich der Methodik. Die (konkurrierenden) Ziele 
des Fahrers und seine Gewichtung derer zueinander werden nicht berücksichtigt. 
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Fahrzeugspezifische Verbrauchscharakteristika fließen nicht oder nur sehr grob ein. 
Zum anderen ist die Routenplanung im Sinne der Bestimmung der Fahrstrecke nicht 
Bestandteil des in dieser Arbeit beschriebenen Assistenz-Systems. Vielmehr ist das 
Ergebnis der Routenplanung und somit die Ausgangsgröße des Navigationssystems 
eine Eingangsgröße für das FAS. 
Die Nutzung der Vorausschau zum Zweck der Verhaltens-Optimierung hingegen ist 
von hoher Relevanz, denn sie bildet den Kern der vorliegenden Arbeit. Deren Grund-
idee besteht in der vollständigen Geschwindigkeitsprofilplanung durch Mehrzielop-
timierung unter Berücksichtigung der Fahrerpräferenzen bei der Zielgrößengewich-
tung und ist in [18] beschrieben. Ein ähnlicher Ansatz liegt auch dem Konzept Por-
sche InnoDrive (siehe [4]) zugrunde. Wie auch in [18] optimiert Porsche InnoDrive 
das Längsgeschwindigkeits-Profil für eine bestimmte Strecke unter Berücksichtigung 
individueller Fahrerpräferenzen. Hierbei werden jedoch nur die Streckenteile, auf 
denen Beschleunigung oder Verzögerung gefordert ist, optimiert, da hier das größte 
Einsparungspotential gesehen wird. Streckenteile, die üblicherweise mit konstanter 
Geschwindigkeit befahren werden, sind also nicht Teil der Optimierung. Im Gegen-
satz zur vorliegenden Arbeit geht man außerdem davon aus, dass der Schubbetrieb 
immer weniger effizient ist als Segeln mit und ohne Motorabschaltung. Daher wird 
der Schub nicht als für die Optimierung zulässige Betriebsart eingestuft. Zu diesem 
Ergebnis kam man durch Vergleichstests, in denen jeweils ein alternierendes Ge-
schwindigkeitsprofil aus Beschleunigungs- und Verzögerungsphasen mit einem Pro-
fil mit konstanter Geschwindigkeit verglichen wurde. Dabei wurde die Konstantfahrt 
mit 95 km/h ausgeführt, das alternierende Profil wurde zwischen 90 und 100 km/h 
gefahren. In diesem konkreten Fall führte der Einsatz des Schubbetriebs zur Verzö-
gerung zu ca. 2% Einsparung, der Einsatz der Segelverzögerung zu ca. 5% bei Leer-
laufbetrieb des Motors und ca. 24% bei Motorabschaltung, jeweils verglichen mit der 
Konstantfahrt. Eine weitere Gemeinsamkeit zur vorliegenden Arbeit ist die Verwen-
dung der Dynamischen Programmierung als Optimierungsverfahren, die in einem 
über Weg und Geschwindigkeit diskretisierten Zustandsraum eingesetzt wird. Auch 
hier wird die Präferenz des Fahrers durch die Variationen der Summanden in der 
Zielfunktion umgesetzt. 
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3. Aufgabenstellung und Ziele 
3.1. Ausgangssituation 
Zum Zeitpunkt, als die Aufgabenstellung für die vorliegende Arbeit in den Grundzü-
gen formuliert wurde, war bereits ein großer Anteil der Forschungs- und Entwick-
lungsaktivitäten der Automobilhersteller auf Reduktion von Primärenergieverbrauch 
und Effizienzsteigerung im Kfz konzentriert. 
Die Optimierung bzw. der optimale Einsatz einzelner Fahrzeugkomponenten ist be-
reits weitestgehend ausgereizt. Beispiel hierfür ist die schon sehr weit vorangeschrit-
tene Entwicklung möglichst effizienter Verbrennungsmotoren. Je höher hier die Effi-
zienz ist, desto geringer wird das Potential für weitere Verbesserungen. 
Größeres Optimierungspotential wird in komponentenübergreifenden Betriebsstrate-
gien gesehen, was häufig mit dem Begriff ‚Energiemanagement‘ beschrieben wird. 
Am Beispiel des elektrischen Bordnetz erläutert, gilt hier, die einzelnen Verbraucher 
zu priorisieren und den Spielraum für ihre jeweilige Zu- und Abschaltung so zu nut-
zen, dass eine möglichst gleichmäßige Auslastung und damit einhergehend ein 
Downsizing erreicht werden kann. Außerdem kann erreicht werden, dass Primärag-
gregate häufiger in ihren effizientesten Betriebspunkten arbeiten als dies der Fall 
wäre, wenn ausschließlich die einzelnen komponenteninternen Betriebsstrategien mit 
ihrer isolierten Sichtweise den Leistungsbedarf des gesamten Kfz bestimmen. 
Die dritte Sichtweise, die auch die Prämisse für die vorliegende Arbeit darstellt, ist 
der optimale Betrieb des Gesamtsystems ‚Kraftfahrzeug‘. Dieser grenzt sich vom 
Energiemanagement ab, in dem das Fahrzeug inklusive aller Einzelkomponenten 
sowie der komponenteninternen als auch der komponentenübergreifenden Betriebs-
strategien als gegebenes Gesamtsystem betrachtet wird. Bei der Formulierung des 
mathematischen Optimierungsmodells fließen die Fahrzeugcharakteristika in Form 
eines Grey-Box-Modells ein. Das bedeutet, dass alle verbrauchsrelevanten physikali-
schen und informationstechnischen Prozesse bekannt sein müssen, diese aber nicht 
direkt beeinflusst werden können. Möglichkeiten für Eingriffe ergeben sich nur an 
den Grenzen des Gesamtsystems. Im Falle des Kraftfahrzeugs entsprechen die Stell-
größen, die bei der Optimierung variabel sind, denen, die auch dem Fahrer beim ma-
nuellen Betrieb zur Verfügung stehen. 
3.2. Zielsetzung 
Wie bereits in Kapitel 1 erwähnt, ist das primäre Ziel der vorliegenden Arbeit, das 
vorausschauende Fahren als Resultat einer intuitiven und auf Erfahrungswerten des 
Fahrers beruhenden Tätigkeit durch eine autonome Assistenzfunktion zur pareto-
optimalen Fahrzeuglängsführung zu ersetzen. 
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Konkretisiert wird das Ziel durch weitere Vorgaben. Die Optimierungsmethodik soll 
plattformunabhängig sein, so dass zur Anpassung an unterschiedliche Fahrzeuge ein 
Austausch des Modells zur Kostenberechnung bei der Zielgröße ‚Energieverbrauch‘ 
genügt. Das Assistenzsystem soll ausschließlich die vorhandene Fahrzeuginfrastruk-
tur nutzen. Daher sind die nutzbaren Schnittstellen identisch mit denen, die auch dem 
Fahrer zur Verfügung stehen. Konstruktive Veränderungen am Fahrzeug oder Ein-
griffe in unterlagerte Betriebsstrategien sind nicht möglich bzw. erwünscht. Die hier 
berücksichtigten Zielgrößen Fahrtdauer und Energieverbrauch konkurrieren mitei-
nander, daher ist die Bedingung für die Berechnung eines eindeutigen Optimums 
eine Zielgrößen-Gewichtungs-Vorgabe. Diese soll sich aus den Präferenzen des Fah-
rers ergeben. Damit dieser wiederum die zur Verfügung stehenden Möglichkeiten 
kennt und so eine Entscheidung treffen kann, müssen die erreichbaren Zielgrößener-
füllungswerte in absoluter Form bereits vor Fahrtantritt berechnet werden. 
3.3. Aufgabenstellung und Vorgehensweise 
Aus obiger Zielsetzung leitet sich die Aufgabenstellung ab, ein geeignetes Optimie-
rungsverfahren zu bestimmen, mit dem das Auffinden des globalen Optimums in 
Echtzeit sichergestellt werden kann. Durch die Wahl des Verfahrens wiederum erge-
ben sich Anforderungen an das Optimierungsmodell. Im vorliegenden Fall müssen 
sowohl statische als auch dynamische Informationen zur Erstellung eines diskreten 
Zustandsraumes einbezogen werden. Außerdem ist vorzusehen, dass sich der Zu-
standsraum innerhalb des Planungshorizonts auch nach Fahrtantritt ändert. In diesen 
Fällen ist die optimale Fahrzeug-Betriebsstrategie anzupassen. Schließlich ist ein 
Modell zur Zielgrößenberechnung, das zur Berechnung der zum Diskretisierungsras-
ter des Zustandsraumes korrespondierenden Kosten dient, zu erstellen. Dieses Mo-
dell ist durch den Vergleich mit Messungen am realen Fahrzeug zu validieren. Die 
Gestaltung der Zielfunktion soll dem Fahrer ein (quasi-)kontinuierliches Durch-
schreiten der Pareto-Front ermöglichen. 
Die Ergebnisse dieser Teilaufgaben werden zur Erstellung eines Quellcodes für den 
Vorausschau-Assistenten verwendet. Der Quellcode soll für Simulationen geeignet 
sein, bei denen Geschwindigkeitsprofile für gegebene Fahrtstrecken von mehreren 
Kilometern Länge optimiert werden. Zur Analyse der Resultate werden verschiedene 
Anwendungsszenarien in Form unterschiedlicher Routen ausgearbeitet. Aufgrund der 
Erkenntnisse aus den Simulationen erfolgen abschließend eine Nutzenbewertung 
sowie die Formulierung von Ansatzpunkten für Weiterentwicklungen und Auswei-
tungen des Operationsgebietes. 
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4. Systemarchitektur 
Entsprechend den in Abschnitt 3.3 formulierten Anforderungen soll das vorliegende 
Assistenzsystem das Fahrerverhalten nachbilden. Das bedeutet, dass ursprünglich 
dem Fahrer obliegende Aufgaben vom FAS übernommen werden. Diese Vorgabe ist 
bei der Gestaltung der Systemarchitektur zu beachten. Um zu bestimmen, welche der 
Aufgaben hier zu berücksichtigen sind, soll zunächst eine Begriffsklärung für die 
Aufgaben bei der Fahrzeugführung im Allgemeinen erfolgen, bevor daraus die Struk-
tur des FAS und seine Einbindung in die im Fahrzeug vorhandene informationstech-
nische Infrastruktur mit Nutzung vorhandener Sensorik bzw. Aktorik abgeleitet wird. 
4.1. Aufgaben der Fahrzeugführung 
Für die Entwicklung von FAS im Allgemeinen und insbesondere zur Gestaltung der 
Mensch-Maschine-Interaktion entsteht die Notwendigkeit zur detaillierten Betrach-
tung der Aufgaben, die der Mensch zur Fahrzeugführung ausführen muss. 
In der Literatur hat sich (wie z.B. in [19]) die Unterscheidung in primäre und sekun-
däre Aufgaben durchgesetzt. Zu ersteren zählen 
1. Planen und Navigieren, 
2. Manövrieren, Führen sowie 
3. Stabilisieren. 
Die sekundären Aufgaben, die sich hauptsächlich mit der Überwachung und Bedie-
nung nicht sicherheitsrelevanter Systeme (z.B. Radio, Klimaanlage etc.) befassen, 
sind an dieser Stelle von nachrangiger Bedeutung und werden nicht weiter betrachtet. 
Zur Analyse der Interaktion des Menschen mit dem Fahrzeug und seinem Umfeld 
wird das Modell der Informationszirkulation genutzt, dessen Schema in Bild 2 darge-
stellt ist. 
 
Bild 2: Das System Fahrer-Fahrzeug als Mensch-Maschine-System, aus [19], vom Autor verändert. 
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Timpe identifiziert in [19] zwei Schwerpunkte der Fahrzeug-Fahrer-Interaktion bzw. 
deren Gestaltung. Zum einen ist der Aspekt der Informationsdarbietung hinsichtlich 
der Akzeptanz durch den menschlichen Fahrer wichtig. In der vorliegenden Arbeit 
kommt dieser Aspekt bei der Präsentation der Optimierungsergebnisse und bei einer 
eventuellen Rückkopplung durch den Fahrer in Form einer Parametervariation bei 
der Zielgrößengewichtung zum Tragen. Der andere Schwerpunkt wird in der Unter-
stützung der Wahrnehmung und der kognitiven Prozesse durch FAS gesehen. Das 
vorliegende System erweitert diesen Aspekt, indem es nicht nur eine Unterstützung, 
sondern eine vollständige Übernahme des kognitiven Prozesses der vorausschauen-
den Planung bietet. Die dafür benötigten Informationen korrespondieren hier mit der 
Wahrnehmung, und auch hier genügen die ohnehin vorhandenen elektronischen In-
formationen aus fahrzeugeigener Sensorik sowie aus der Car2x-Kommunikation. 
Um zu verdeutlichen, wo FAS den Menschen bei den Aufgaben der Fahrzeugfüh-
rung unterstützen bzw. ihm diese abnehmen, werden im Folgenden noch einige Bei-
spiele genannt: 
1. Planen und Navigieren: 
• Navigationssysteme, größtenteils mit TMC-Daten-Unterstützung 
(TMC = Traffic Message Channel) 
2. Manövrieren, Führen: 
• (Adaptive) Cruise Control ACC/CC, 




• Anti-Blockier-System ABS, 
• Elektronisches Stabilitätsprogramm ESP, Dynamische Stabilitäts-
Kontrolle DSC, … 
• Antriebsschlupfregelung ASR 
Diese Drei-Ebenen-Hierarchie der Fahraufgabe geht auf [20] zurück. In [21] wird sie 
einer anderen Gliederung aus [22] gegenübergestellt, bei der die menschlichen Tä-
tigkeiten bei der Fahrzeugführung in wissens-, regel- und fertigkeitsbasiertes Verhal-
ten unterschieden werden. Das vorliegende System ist in ersterer Hierarchie eher 
dem Aufgabenbereich des Planens und Navigierens zuzuordnen. Bei o.g. Gegenüber-
stellung mit der Verhaltensunterscheidung wird in [21] jedoch festgestellt, dass das 
regelbasierte Verhalten nur in der Hierarchieebene des Manövrierens und Führens 
greift. Daher bedient das vorliegende System die ersten beiden Hierarchieebenen. 
Gerät das Fahrzeug in einen Zustand, der eine Stabilisierung erforderlich macht, ha-
ben die Ziele des vorausschauenden Fahrens keine Priorität mehr. Dieser Aufgaben-
bereich spielt im vorliegenden Fall also keine Rolle. Eine hierarchische Einordnung 
von Planungs- und Optimierungsaufgaben in Bezug auf Verkehrssysteme gibt bei-
spielsweise [23], wo die Organisationshierarchie und der Abstraktionsgrad der Ver-
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kehrsmittel in die Ebenen operativ, taktisch, dispositiv und strategisch unterteilt wer-
den. Die vorliegende Aufgabenstellung bezieht sich dabei auf die operative Ebene, 
da lediglich die Bewegungssteuerung einer einzelnen Einheit optimiert werden soll. 
4.2. Einbindung in die Systemstruktur des Fahrzeuges 
Ein Ziel bei der Konzeption der Systemarchitektur des Vorausschau-Assistenten ist 
die Eingliederung in die bereits vorhandene Fahrzeuginfrastruktur unter möglichst 
geringem Aufwand. Die daraus abzuleitenden Anforderungen sind: 
• Es sollen keine zusätzlichen Fahrzeugkomponenten vorgesehen, sondern nur 
vorhandene genutzt werden. 
• Es soll keine Überschneidungen bei der Informationsverarbeitung oder gar 
sich gegenseitig beeinträchtigende Betriebsstrategien geben. Beispielsweise 
bedeutet das, dass bei Fahrzeugen mit Automatikgetriebe die dort hinterlegte 
Schaltstrategie als Vorgabe zu nutzen und nicht stattdessen innerhalb des Vo-
rausschau-Assistenten die einzulegende Schaltstufe zu ermitteln ist. 
• Die Schnittstellen des Vorausschau-Assistenten zu den anderen Fahrzeug-
komponenten bzw. zum Fahrer sind so zu gestalten, dass sie den vollen Funk-
tionsumfang unabhängig von der Antriebsart des speziellen Fahrzeugs (z.B. 
Verbrennungs-, Elektromotor oder Hybridantrieb) gewährleisten. 
4.2.1. Konzeption der Schnittstellen 
Im vorigen Abschnitt 4.1 wurde festgestellt, dass der Vorausschau-Assistent der 
Fahraufgabe „Führen“ zuzuordnen ist. Daraus lässt sich die geeignete Positionierung 
innerhalb der Fahrzeuginfrastruktur bestimmen. Wie auch in Bild 3 grafisch darge-
stellt wird, gliedert er sich in die Informationsfluss-Kette bereits vorhandener FAS 
ein und kooperiert mit ihnen. Hier bedeutet das, dass die Vorgabe des Fahrers für 
eine Soll-Geschwindigkeit des ACC durch das Optimierungsergebnis in Form des 
optimalen Geschwindigkeitsprofils ersetzt wird. Um dies zu ermöglichen, müssen 
entsprechende Schnittstellen vorgesehen werden. Die Anforderungen an den Funkti-
onsumfang der Schnittstellen ergeben sich daraus wie folgt: 
1. Input für 
• Fahrtroute (aus Navigationssystem) 
• Zielgrößengewichtung (vom Fahrer) 
• Fahrzeug (aus Onboard-Sensorik) 
• Fahrzeugumfeld (aus Sensorik und Car2X-Kommunikation) 
2. Output von 
• dem optimalen Geschwindigkeitsprofil (an ACC) 
• den Zielgrößenerfüllungswerten (an Fahrer) 
In der prozeduralen Sequenz ist der erste Schritt zur Übernahme der Fahraufgabe die 
Vorgabe von Fahrtziel und der Relation der Zielgrößengewichtung durch den Fahrer. 
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Alle erforderlichen Informationen über das Fahrzeug, die nicht schon im Vorfeld der 
Fahrt eingebunden sind und vor jeder Geschwindigkeitsprofilplanung aktualisiert 
werden müssen, werden durch die vorhandenen Steuergeräte und Sensoren erfasst 
und können hier eingeholt werden. Um Informationen über das Fahrzeugumfeld zu 
erlangen, bietet es sich an, das Navigationssystem durch eine Schnittstelle einzubin-
den. Neben der konkreten Ausgestaltung der Fahrstrecke durch die Zielvorgabe des 
Fahrers liefern moderne Navigationssysteme erweiterte Kartendaten sowie dynami-
sche Informationen zur Verkehrssituation. Die Ausgabe des optimalen Geschwindig-
keitsprofils erfolgt über eine Schnittstelle zur Längsgeschwindigkeitsregelung, dem 
ACC. Dadurch wird auch die Anforderung, nur die Stellgrößen zu nutzen, die auch 
dem Fahrer im manuellen Fahrzeugbetrieb zur Verfügung stehen, erfüllt. 
Wenn davon ausgegangen wird, dass die Fahrzeugparameter der anderen Steuergerä-
te (wie z.B. Motor- oder Getriebesteuergerät) nicht explizit durch eine gesonderte 
Schnittstelle übergeben werden, so müssen 3 Systemkomponenten an den Voraus-
schau-Assistenten gekoppelt werden: 
1. Fahrer (In- und Output) 
2. Navigationssystem (Input) 
3. ACC (Output) 
 
Bild 3: Einordnung des Vorausschau-Assistenten in die informationstechnische Infrastruktur des 
Fahrzeugs 
Um die Optimierung auf Basis dynamischer Informationen zu ermöglichen, ist au-
ßerdem eine Schnittstelle zur Umgebung vorzusehen. Hier können entsprechende 
Daten per Car-to-Infrastructure- (C2I-) und / oder Car-to-Car- (C2C-) Kommunikati-
on ausgetauscht werden. 
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4.2.2. Nutzung vorhandener Sensorik 
Unabhängig vom Verfahren, das zur Lösung des Optimierungsproblems implemen-
tiert wird, werden zur vorausschauenden Zielgrößenberechnung zahlreiche Daten 
und Informationen über den Fahrzeugzustand und die äußeren Bedingungen aus sei-
ner Umgebung benötigt. Die Anforderung möglichst geringer Redundanz des Vo-
rausschau-Assistenten gegenüber vorhandenen Systemen und Bauteilen gilt auch im 
Kontext der Sensorik. Allerdings ist zu beachten, dass die eingesetzte Messtechnik 
bezüglich Genauigkeit und Taktung der Messungen so ausgelegt ist, dass sie für si-
cherheitsrelevante FAS und Komponenten-Steuerungen/-Regelungen in sehr kurz-
fristigen Planungshorizonten verwendet werden kann. Charakteristisch für den Vo-
rausschau-Assistenten ist hingegen eine langfristige Planung, so dass dessen Para-
metrierung nur einmalig vor jeder Geschwindigkeitsprofilplanung erfolgt. Dennoch 
wird im Folgenden ein Überblick über üblicherweise vorhandene Sensorik gegeben 
und darauf aufbauend aufgezeigt, wie diese im Vorausschau-Assistenten genutzt 
werden kann. 
Sicherheitsrelevante und daher auch in Großserie bereits weit verbreitete FAS brin-
gen eine sehr umfangreiche Ausstattung bordautonomer Sensorik mit sich. Bezogen 
auf den Fahrzeugzustand werden hier fahrdynamische Größen (z.B. Gierrate, Ge-
schwindigkeiten, Beschleunigungen, Raddrehzahlen, Neigungen, Radlasten etc.) und 
bauteilspezifische Größen (Motor- und Getriebedrehzahlen, -temperaturen, -drücke 
etc.) gemessen. Stark verbessert wurde in letzter Zeit die Ausstattung mit Sensorik 
zur Umgebungs-Erkennung. Anwendungsschwerpunkte sind dabei die Erkennung 
von Objekten im direkten Fahrzeugumfeld, die genaue Positionsbestimmung des 
Fahrzeugs sowie die Einschätzung der Fahrbahnbeschaffenheit. Neben der Anbin-
dung an Satelliten-Navigationssysteme kommen hier hauptsächlich optische Senso-
ren wie Video-Kameras und Lidar oder auch Ultraschall- und Radar-Systeme zum 
Einsatz. In Bild 4 ist ein Beispiel für die Sensorik-Ausstattung eines aktuellen Seri-
enfahrzeuges in der Übersicht zu sehen. 
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Bild 4: Beispielhafte Übersicht der Sensorik aktueller Serienfahrzeuge, aus [24], S. 230 
Um die Nutzung vorhandener Sensorik für die Geschwindigkeitsprofilplanung zu 
beschreiben, soll zunächst festgestellt werden, welche Informationen zwingend benö-
tigt werden und welche optional verwendet werden können. Folgende Größen sind 





Da es sich hier um eine vorausschauende Planung handelt, werden Fahrbahnsteigung 
und von der Fahrbahnoberflächenbeschaffenheit abhängige Rollwiderstandsbeiwerte 
nicht aus Sensordaten bezogen. Sie müssen schon vor Fahrtantritt bekannt und daher 
Bestandteil der erweiterten Kartendaten sein. Diese werden vom Navigationssystem 
bereitgestellt. 
Für die korrekte Fahrwiderstandsberechnung bleiben also die Außentemperatur und 
das Gesamtgewicht, die beide aus der Fahrzeugsensorik bzw. einer darauf aufbauen-
den Schätzung bezogen werden müssen. Auch diese Größen können nur zum Pla-
nungszeitpunkt, also bei Fahrtantritt, berücksichtigt werden. Eine Aktualisierung 
während der Fahrt würde also nur Neuplanungen beeinflussen. Das wiederum hat nur 
bei signifikanten Temperaturänderungen nennenswerte Auswirkungen. Das Fahr-
zeuggewicht hingegen kann sich während der Fahrt nur durch den abnehmenden 
Tankinhalt ändern. Das wiederum ließe sich ebenfalls rechnerisch in die voraus-
schauende Planung einbeziehen, da der Kraftstoffverbrauch ja ein Ergebnis dieser ist. 
In der vorliegenden Ausgestaltung ist diese Gewichtsreduktion jedoch nicht berück-
sichtigt. 
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Optional können vor Fahrtantritt folgende Informationen in die Planung einfließen: 
• Aktuelle Motortemperatur 
• Aktuelle Getriebetemperatur 
• Reifendruck und -temperatur 
• Windrichtung und -stärke 
• Erwartungswerte für Nebenaggregatlasten 
Die Fahrwiderstandsberechnung und somit die Verbrauchsberechnung berücksichtigt 
Verlustmomente, die in Motor und Getriebe (z.B. durch innere Reibung) entstehen. 
Ihre Höhe hängt von der Temperatur in Motor und Getriebe ab. Derzeit dienen Kenn-
felder zur Verlustmoment-Bestimmung, die jeweils für die Betriebstemperaturen von 
Motor und Getriebe validiert sind. Die Berücksichtigung der höheren Reibungsver-
luste bei geringeren Motor- bzw. Getriebetemperaturen könnte zur Ergebnisverbesse-
rung dienen, sofern Sensorinformationen über die Temperaturen bei Fahrtantritt vor-
lägen und die Entwicklung des Temperaturverlaufs während der Fahrt zum Pla-
nungszeitpunkt geschätzt werden würde. 
Auch die Reifeneigenschaften beeinflussen die Fahrwiderstände. Der Rollwiderstand 
hängt neben der Beschaffenheit der Fahrbahnoberfläche auch von Reifendruck und -
temperatur ab. Wie schon bei Motor und Getriebe beschrieben könnte hier eine ge-
nauere Parameterschätzung zur Ergebnisverbesserung dienen. Gleiches gilt für die 
Berücksichtigung von Windrichtung und –stärke bei der Luftwiderstandsberechnung. 
Allerdings unterliegen sind diese Größen häufigen und schwer prognostizierbaren 
Änderungen, so dass sie nur dort einbezogen werden sollten, wo sie eine ausreichen-
de Konstanz aufweisen. 
Das erforderliche Motormoment wird durch Nebenaggregatlasten erhöht. Falls bei 
Fahrtantritt berücksichtigt werden würde, zu welchen Zeiten beispielsweise durch 
Klimaanlageneinstellungen höhere Lasten zu erwarten sind, könnten diese bei der 
Planung berücksichtigt werden. Allerdings ist zu bedenken, dass die Einstellungen 
während der Fahrt jederzeit durch den Fahrer geändert werden können, so dass sich 
hier nicht unbedingt eine Verbesserung der Verbrauchsberechnung einstellt. 
Sobald das erforderliche Motormoment bei der Geschwindigkeitsprofilplanung be-
rechnet ist, wird der korrespondierende Kraftstoffverbrauch kennfeldbasiert ermittelt. 
Wie bei den Reibungsverlusten gilt auch dieses Kennfeld für Betriebstemperatur. 
Diese vereinfachende Annahme lässt die in der Realität variierende Anfettung des 
Kraftstoffgemisches bei unterschiedlichen Temperaturen außer Acht. Durch Ver-
wendung verschiedener Kennfelder für einen kalten Motor bis hin zur Betriebstem-
peratur könnte diese Ungenauigkeit eliminiert werden. 
Ein weiterer Aspekt bei der Nutzung vorhandener Sensorik bzw. zur Verfügung ste-
henden Messgrößen ist die Beurteilung der Notwendigkeit einer Neuplanung der 
Geschwindigkeitsprofile. Wie bereits beschrieben, werden zu Beginn der voraus-
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schauenden Planung Annahmen bezüglich Fahrzeug- und vor allem Umgebungspa-
rametern getroffen. Erfolgt während der Fahrt ein regelmäßiger Abgleich zwischen 
den Planungsparametern und den realen Messwerten, so kann ein Höchstmaß für die 
zulässige Abweichung definiert werden. Falls die Abweichungen mehrmals hinterei-
nander zu hoch sind, könnte eine Neuplanung mit angepassten Parametern initiiert 
werden. 
Vor allem neuere FAS nutzen die Möglichkeiten, die sich aus der Sensordatenfusion 
ergeben. Beispielsweise werden für FAS zur Kollisionsvermeidung (Warnungen vor 
Abstandsunterschreitung oder Objekten im toten Winkel), für Nachtsicht- oder auch 
Spurhalteassistenten die Daten aus verschiedenen Umfeld-Sensoren kombiniert. 
Durch Bildverarbeitungs-Software kann die relative Fahrzeugposition bezogen auf 
die Fahrbahn oder auch auf andere Objekte mit hoher Genauigkeit bestimmt werden. 
In Verbindung mit der C2I-Kommunikation kann auch die absolute Positionsbe-
stimmung erfolgen. In [25] wird beispielsweise beschrieben, wie eine solche absolute 
hochgenaue Fahrzeugpositionsbestimmung durch die Sensorfusion bordautonomer 
Odometrie (Gierraten- und Geschwindigkeitssensoren), Bildern von Videokameras 
und Lidar-Daten und deren Abgleich mit Kartendaten aus der Kommunikation mit 
dem sog. Backend, also einer zentralen Datenverarbeitungsstelle, erfolgt. Diese Art 
der Positionsbestimmung hat eine Qualität, die hochautomatisches Fahren ermög-
licht. Ein anderes Beispiel bietet [26], wo die Eigenschaften der Fahrbahnoberfläche 
(insbesondere der Reibwert) im Bereich direkt vor dem Fahrzeug bestimmt werden, 
um den Fahrer vor sinkender Reifenhaftung zu warnen. Optische Sensoren erkennen 
Nässe, Eis oder Schnee auf der Fahrbahnoberfläche, Temperatursensoren ermitteln 
unabhängig Fahrbahn- und Umgebungstemperatur. In Verbindung mit Reifendruck- 
und Fahrdynamiksensoren wird schließlich die zu erwartende Reifenhaftung be-
stimmt. 
Die Sensordatenfusion ist im Kontext der vorliegenden Aufgabenstellung hauptsäch-
lich für das autonome Fahren relevant. Dieses ist wiederum eine Voraussetzung für 
den Einsatz des Vorausschau-Assistenten. Die Möglichkeiten, die sich aus der Kom-
position einzelner Messsignale zu einem vollständigen Bild der Fahrzeug-Umgebung 
ergeben, haben im langfristigen Planungshorizont zunächst keine Bedeutung. 
4.2.3. Car2X-Kommunikation 
Die Car2Car-Kommunikation kann zur Erweiterung des Wahrnehmungshorizonts 
fahrzeugeigener Umfeldsensorik genutzt werden. Durch Daten von vorausfahrenden 
Fahrzeugen können (optisch) abgeschattete Bereiche oder Bereiche, die zwar noch 
im näheren Umfeld, aber schon außerhalb der fahrzeugeigenen Sensorreichweite 
liegen, eingesehen werden. Wie in beiden o.g. Beispielen haben aktuelle sicherheits-
relevante FAS zwar einen deutlich kürzeren Vorausschau-Horizont als das in dieser 
Arbeit entwickelte System. Sieht man jedoch vor, dass die Fahrzeuge ihre Daten 
nicht nur für eigene Anwendungen nutzen, sondern diese auch per C2I-
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Kommunikation an zentrale Einheiten senden oder durch Car2Car-Kommunikation 
direkt austauschen, so können die Daten von Fahrzeugen, die einige Kilometer vo-
raus fahren auch für die Erweiterung des Wahrnehmungshorizonts der vorliegenden 
Anwendung genutzt werden. 
Die C2I-Kommunikation dient auch dem Kollektiv, indem statische Karten, wie sie 
von Navigationssystemen genutzt werden, durch Fahrzeugdaten-Verarbeitung in 
zentralen Einheiten ergänzt, verfeinert und aktualisiert werden. Wie eine derartige 
zentrale Datenverarbeitung ausgestaltet werden könnte, ist beispielsweise in [27] 
beschrieben. Dort nutzen autonome Fahrzeuge Informationen aus einem sog. „Ba-
ckend“, um auch unter erschwerten Bedingungen wie z.B. einer Unterbrechung der 
Verbindung zur Satelliten-Navigation sicher die eigene Position zu bestimmen. 
Herkömmliche statische Kartendaten genügen für die Optimierung von Geschwin-
digkeitsprofilen nicht. Neben dem Streckenverlauf werden Informationen bezüglich 
Geschwindigkeitsbeschränkungen, Fahrbahnsteigungen, genauer Kurvenradien, 
Fahrbahnbeschaffenheit, Vorfahrtsregeln an Kreuzungen und Einmündungen, Ver-
kehrsberuhigungsmaßnahmen sowie zur Position von Lichtsignalanlagen benötigt. 
Diese Informationen können von zentraler Stelle geliefert werden. Wie diese zusätz-
lichen Informationen bei der Optimierung der Geschwindigkeitsprofile genutzt wer-
den, wird im weiteren Verlauf in Abschnitt 4.3.1 beschrieben. Durch die Vielzahl der 
Fahrzeuge, die ihrerseits Messdaten an die zentrale Einheit kommunizieren, verbrei-
tert sich deren Informationsbasis erheblich. Das wiederum führt nach Aggregation 
aller Daten zur ständigen Verbesserung des erweiterten Kartenmaterials. So steigt 
etwa der Detaillierungsgrad, außerdem bietet sich die Möglichkeit ständiger Aktuali-
sierung in sehr kurzen Intervallen. Da die erweiterten Kartendaten erheblichen Ein-
fluss auf die Qualität des Optimierungsergebnisses haben, ist ihre laufende Aktuali-
sierung unerlässlich. Auch dynamische Informationen über das Umfeld wie bei-
spielsweise zum Wetter oder zur Verkehrslage profitieren von der Car2I-
Kommunikation, da sie in wesentlich höherer Auflösung angeboten werden können. 
Im Gegensatz zum heutigen Stand stehen dann nicht nur einzelne, zentral koordinier-
te Messstellen zur Verfügung, sondern prinzipiell kann jedes Fahrzeug als Messstelle 
dienen. 
Sicherlich werden viele Informationen, die an zentralen Einheiten eingehen, redun-
dant sein. Dies erzeugt zwar einen relativ hohen Aufwand bei der Datenverarbeitung, 
kann aber auch konstruktiv zur Qualitätskontrolle genutzt werden. Hier können feh-
lerhafte Messungen erkannt werden, eine Beschädigung des Datenbestandes somit 
vermieden werden. Außerdem können die Fahrzeuge, von denen die fehlerhaften 
Messungen stammen, vor dem Fehler im eigenen System gewarnt werden. 
Für die verbrauchs- und zeitoptimale Geschwindigkeitsprofilplanung ist neben den 
Informationen über das Umfeld der Fahrzeuge ein zweiter Aspekt der Car2Car-
Kommunikation relevant. Die vorausschauende Planung profitiert in hohem Maß von 
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der Kenntnis des künftigen Verhaltens anderer Verkehrsteilnehmer, die sich im Ein-
zugsgebiet der Planungsstrecke aufhalten werden. Einerseits ergeben sich daraus 
gesicherte Erwartungswerte, wo bei der individuellen Planung zusätzliche Ein-
schränkungen des Zustandsraumes berücksichtigt werden müssen. Dies entspräche 
einer Reaktion auf das Verhalten anderer. Andererseits eröffnen sich hier Möglich-
keiten zur Kooperation, in dem sich mehrere Verkehrsteilnehmer zusammenschlie-
ßen und so gemeinsam agieren, dass für jeden Verbesserungen gegenüber der rein 
individuellen Planung erzielt werden. 
4.2.4. Kooperation mit weiteren FAS 
Durch die immer stärker ausgeprägte Ausstattung moderner Kfz mit FAS wird es 
zunehmend wichtiger, sowohl die Koexistenz verschiedener, teilweise parallel arbei-
tender, FAS als auch ggf. deren Kooperation bei der Systemarchitektur zu berück-
sichtigen. Hier muss besonders darauf geachtet werden, redundante Berechnungen zu 
vermeiden. Es gibt zwar Fälle, in denen sie wünschenswert sind, weil sie der Sicher-
heit des Gesamtsystems dienen. Durch unbeabsichtigte Redundanzen jedoch werden 
unnötig Rechenkapazitäten gebunden. Im schlechtesten Fall kann es sogar dazu 
kommen, dass die Systeme gegeneinander arbeiten, weil ihre Ziele in Konflikt zuei-
nander stehen. Daher sind sowohl eine klare Abgrenzung der Aufgabenbereiche ein-
zelner Systeme wie auch eine anschließende Koordination vorzunehmen. 
Ein zweiter Schwerpunkt bei der Einbindung eines neuen Systems in die bestehende 
Systemarchitektur eines Fahrzeuges ist die Kooperation. Ziel ist, anderen Gesamtsys-
tem-Komponenten einen Mehrwert zu verschaffen, in dem sie die zusätzlich verfüg-
baren Informationen über den künftigen Geschwindigkeitsverlauf und somit den be-
vorstehenden Leistungsbedarf für eigene Optimierungen nutzen können. 
Aus der Beschreibung der Schnittstellen (vgl. Abschnitt 4.2.1), die für die Einbin-
dung der Geschwindigkeitsprofil-Optimierung vorgesehen sind, geht hervor, dass der 
Vorausschau-Assistent direkt mit dem ACC-System verbunden ist. Sein Ausgang 
stellt dessen Soll-Vorgabe dar. Tatsache ist, dass optimale Geschwindigkeitsprofile – 
speziell bei starker Gewichtung der Zielgröße Kraftstoffverbrauch – unter dem As-
pekt des Insassenkomforts Schwächen aufweisen. Der Insassenkomfort wird im All-
gemeinen anhand der am Fahrzeugaufbau auftretenden Schwingungen bemessen. 
Neben höherfrequenten Schwingungen, die u.a. zu Geräuschentwicklungen führen, 
gelten auch Wank- und Nickbewegungen als komfortmindernd (vgl. beispielsweise 
[28]). Im vorliegenden Fall sind dabei besonders letztere relevant, da sie durch Ände-
rungen der Längsbeschleunigung hervorgerufen werden. Im weiteren Verlauf dieser 
Arbeit wird darauf detaillierter eingegangen. Die Frage nach einem geeigneten Aus-
gleich dieser Schwächen ist beispielhaft für eine Kooperationsmöglichkeit verschie-
dener FAS. So könnte der Komfort sofort durch eine Modifikation der Optimie-
rungsmethodik bei der Geschwindigkeitsprofil-Optimierung einfließen. Es besteht 
aber auch die Möglichkeit, den Insassenkomfort erst später bei der Einregelung der 
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Soll-Vorgabe bzw. durch deren Modifikation innerhalb des ACC-Systems auf ein 
angemessenes Niveau zu steigern. Kriterien zur Bewertung des Komforts wären hier 
Längs- und Querbeschleunigung sowie der Ruck in beiden Dimensionen. 
Andere Systeme, die nicht in direktem Zusammenhang mit der Geschwindigkeitspro-
fil-Optimierung stehen, aber dennoch von dieser profitieren, sind sämtliche Ener-
giemanagement-Strategien. So können alle Verbraucher, deren Betriebsstrategie ei-
nen gewissen Spielraum für energieoptimales Verhalten zulässt, vorausschauend 
Ressourcen einplanen. Besonders kommt dies bei Batterieladestrategien, Energiema-
nagementmaßnahmen im Bordnetz und Komfort-Komponenten wie z.B. Klimaanla-
ge oder Heizungen zum Tragen. 
Abgesehen von den Kooperationsmöglichkeiten innerhalb des Fahrzeuges eröffnen 
sich auch Potentiale zur Interaktion mit anderen Fahrzeugen. Das Verhalten des Kol-
lektivs kann durch die Kenntnis bezüglich des künftigen Verhaltens seiner Bestand-
teile besser geplant werden, ohne dadurch zu starke Einschnitte bei den individuellen 
Interessen zu verursachen. So genügt es bei der optimalen Konvoi-Bildung bei-
spielsweise nicht, das Ziel der einzelnen Fahrzeuge zu kennen. Es sollte auch die 
angestrebte Durchschnittsgeschwindigkeit bekannt sein, um die Akzeptanz der ein-
zelnen Fahrer für die Maßnahme zu erzielen. 
Neben diesen Möglichkeiten zur Energieoptimierung durch Koordination müssen an 
anderer Stelle klare Abgrenzungen bei den Aufgabenbereichen getroffen werden. 
Selbstverständlich haben sicherheitsrelevante Systeme immer Vorrang. Das bezüg-
lich Kraftstoffverbrauch und Fahrtdauer optimale Geschwindigkeitsprofil darf nur 
verfolgt werden, solange dadurch keine Sicherheitskriterien verletzt werden. So muss 
beispielsweise gewährleistet sein, dass die Soll-Geschwindigkeitsvorgabe an das 
ACC überstimmt wird, wenn durch ein unvorhergesehenes Manöver eines vorausfah-
renden Fahrzeugs der Mindestabstand unterschritten wird. Auch bei den Optimierun-
gen ist zu beachten, dass keine redundanten Vorgaben, die zueinander konkurrieren 
könnten, entstehen. Es soll also nicht in komponenten-interne Betriebsstrategien ein-
gegriffen werden. Getriebeschaltstrategien und Motormanagement werden als gege-
ben betrachtet. Ihre jeweiligen Parameter sind daher keine Variablen für die Optimie-
rung. 
4.3. Prozessablauf innerhalb des Vorausschau-Assistenten 
Nachdem im vorigen Abschnitt die Einbindung des Vorausschau-Assistenten in die 
Gesamt-Systemarchitektur der informationsverarbeitenden Ebene des Fahrzeugs be-
handelt wurde, fokussieren die folgenden Ausführungen die Systemarchitektur in-
nerhalb des FAS. Dabei erfolgt an dieser Stelle eine generische Beschreibung, um 
dem Anspruch der Übertragbarkeit, d.h. der Adaptionsmöglichkeit auf unterschiedli-
che Plattformen, gerecht zu werden. Die Spezifika bei der Umsetzung der theoreti-
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schen Erkenntnisse, wie sie im Rahmen dieser Arbeit durchgeführt wurde, werden im 
Kapitel 6 erläutert. 
Bild 5 zeigt einen Ausschnitt der in Bild 3 dargestellten Systemstruktur. Hier wird 
das dem Vorausschau-Assistenten zugrunde liegende Optimierungsproblem schema-
tisch dargestellt. Wie dort zu sehen ist, lässt sich der Lösungsprozess in vier Bearbei-
tungsschritte gliedern. Begonnen wird mit der Bildung des Lösungsraumes (vgl. Un-
terkapitel 4.3.1), bei der anhand der Randbedingungen die prinzipiell für eine zuläs-
sige Lösung in Frage kommenden Systemzustände identifiziert werden. Die Optimie-
rung selbst und die Kostenberechnung erfolgen parallel. Letztere dient zur Bewer-
tung von Handlungsalternativen und wird in Unterkapitel 4.3.2 erläutert. Die Charak-
terisierung des Optimierungsproblems, das bei vorliegender Aufgabenstellung zu 
lösen ist, schließt sich in Unterkapitel 4.3.3 an. Die Bildung des optimalen Ge-
schwindigkeitsprofils markiert den Abschluss des Prozessablaufes. 
 
Bild 5: Übersicht des Prozessablaufes innerhalb des Vorausschau-Assistenten 
4.3.1. Bildung des Lösungsraumes 
Mit fortschreitender Entwicklung von FAS nimmt auch die Bedeutung der Informa-
tionen über das eigene Fahrzeug und seinem Umfeld zu. Durch die Arbeiten auf dem 
Gebiet der Sensordatenfusion stehen Werkzeuge zur Verfügung, um die Vielzahl 
verteilter Informationsfragmente aus unterschiedlichen Quellen zu einem möglichst 
umfangreichen und detaillierten Gesamtbild zu kombinieren. Im Anwendungsbereich 
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der Fahrerinformation und der Unterstützung seiner Wahrnehmung finden solche 
Ansätze bereits Anwendung. Hierbei werden, wie in Bild 6 zu sehen ist, zunächst 
Informationen erfasst und gesammelt. Anschließend müssen sie interpretiert und 
miteinander kombiniert werden, so dass ein schlüssiges Gesamtbild entsteht. Schließ-
lich erfolgt die Übermittlung an den Fahrer. Dafür müssen alle Daten z.B. grafisch so 
aufbereitet werden, dass der Mensch die Situation leicht erfassen und verstehen kann. 
 
 
Bild 6: Allgemeine Vorgehensweise zur Sensordatenfusion 
Mit dieser allgemein gültigen Vorgehensweise korrespondiert die Bildung des Lö-
sungsraumes für die Geschwindigkeitsprofil-Optimierung beim vorliegenden Sys-
tem. Hier liegt der Schwerpunkt auf der Erfassung und Interpretation der Informatio-
nen. Entsprechend den Schnittstellen-Definitionen des Vorausschau-Assistenten ist 
es nicht notwendig, den Zustandsraum so aufzubereiten, dass er für den Menschen 
leicht erfassbar ist. Die Ergebnisrückmeldung an den Fahrer erfolgt hier lediglich in 
Form von Zielgrößenerfüllungswerten. Der Zustandsraum, auf dem die Berechnun-
gen basieren, hat deshalb für den Fahrer bzw. seine Interaktion mit dem Assistenz-
system keine Relevanz. 
Der Lösungsraum spannt sich im vorliegenden Fall in den Dimensionen Geschwin-
digkeit und Strecke auf. Die Strecke wird durch die Routen-Vorgabe des Navigati-
onssystems spezifiziert. Vor Einbeziehung der Randbedingungen für die Optimie-
rung erstreckt sich der Lösungsraum entlang der Strecke prinzipiell über alle positi-
ven Geschwindigkeiten. Nun erfolgt die Berücksichtigung verschiedener Randbedin-
gungen, wodurch der Lösungsraum sukzessive beschränkt wird. 
Die Randbedingungen erhält man aus den Zusatzinformationen, die vom Navigati-
onssystem geliefert werden und in Abschnitt 4.2.1 als erweiterte Kartendaten be-
zeichnet wurden. Es handelt sich dabei um 





• Beschaffenheit der Fahrbahnoberflächen 
• Vorfahrtsregeln 
• Position von Signalanlagen 
• Verkehrsberuhigende Maßnahmen 
Bild 7 zeigt einige Beispiele, wie o.g. Faktoren auf die Ausprägung des Lösungsrau-
mes einwirken. Im oberen Teil sind reale Gegebenheiten skizziert. Im unteren Teil ist 
der Lösungsraum zu sehen. Die 
grüne Kurve markiert die zulässi-
ge Maximalgeschwindigkeit. Die 
schraffierte Fläche darüber kenn-
zeichnet für die Optimierung ge-
sperrte Geschwindigkeiten. Nahe-
liegend ist die erste Randbedin-
gung, die sich aus der Einhaltung 
der Geschwindigkeitsbeschrän-
kung der StVO ergibt. Selbstver-
ständlich sind nur Lösungen zu-
lässig, bei denen diese zu keiner 
Zeit überschritten wird. 
Die nächste Randbedingung ergibt 
sich aus den Kurvenradien. So 
gibt es beispielsweise im Stre-
ckenverlauf zahlreiche Stellen, an 
denen die Sicherheit aufgrund des 
erforderlichen Lenkwinkels gefährdet wäre, wenn sie mit der erlaubten Maximalge-
schwindigkeit durchfahren werden würden. Ebenso muss die obere Schranke für die 
Geschwindigkeit herabgesetzt werden, wenn die Sichtweite bzw. im Falle des auto-
nomen Fahrzeuges der Wahrnehmungshorizont entsprechend eingeschränkt ist. Op-
tional kann auch eine Komfort-Bedingung in Form einer maximalen Querbeschleu-
nigung eingeführt werden, die dann die aus fahrdynamischer Sicht sichere Maximal-
geschwindigkeit in einer Kurve weiter reduzieren würde. 
Eine weitere obere Geschwindigkeitsbeschränkung kann sich aus der Beschaffenheit 
der Fahrbahnoberfläche ergeben. Weist die Fahrbahn starke Unebenheiten auf, sollte 
die Maximalgeschwindigkeit aus Sicherheits- und Komfortgründen herabgesetzt 
werden. 
An Einmündungen, wo anderen Verkehrsteilnehmern Vorfahrt gewährt werden 
muss, sind ebenfalls Beschränkungen vorzusehen. So ist beispielsweise denkbar, 
Bild 7: Verwendung erweiterter Kartendaten zur Er-
stellung des Lösungsraumes 
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dass innerorts zwar mit 50 km/h gefahren werden darf. Trotzdem muss die Ge-
schwindigkeit an Einmündungen, wo rechts vor links gilt, reduziert werden – auch 
unabhängig davon, ob tatsächlich ein anderes Fahrzeug einbiegt oder nicht. 
Weiterhin ist die Position von Signalanlagen einflussgebend für die Gestaltung des 
Lösungsraums. Da die hier maßgebliche Ausprägung des Signals veränderlich ist, 
wird dieser Fall im weiteren Verlauf in Kapitel 8 näher beschrieben. 
Schließlich ergeben sich noch weitere Randbedingungen aus verkehrsberuhigenden 
Maßnahmen in Form von baulichen Veränderungen der Fahrbahn. Beispielsweise 
hierfür sind Fahrbahnverengungen oder Bremsschwellen. 
Nachdem sich alle bisher hier angeführten Randbedingungen auf die obere Be-
schränkung der Geschwindigkeit auswirken, muss auch eine Minimalgeschwindig-
keit definiert werden. Grundsätzlich ist diese frei wählbar, es hat sich jedoch als 
praktikabel erwiesen, diese in Relation zur Maximalgeschwindigkeit zu setzen und 
zusätzlich in den Übergangsbereichen lineare Anpassungen vorzusehen. 
Im Ergebnis erhält man also aus der Berücksichtigung den Lösungsraum in Form 
eines über der Strecke aufgetragenen Korridors zwischen Maximal- und Minimalge-
schwindigkeit. Grundsätzlich ist es in Bezug auf den Optimierungsaufwand ratsam, 
den Lösungsraum so stark wie möglich einzugrenzen. Dieser Arbeitsschritt wird im 
Prozessablauf nur einmal durchgeführt, während der nächste Bearbeitungsschritt 
iterativ wiederholt wird. So kann durch den erhöhten Aufwand infolge der Berück-
sichtigung möglichst vieler Informationen bei der Lösungsraum-Bildung der Re-
chenaufwand bei der iterativen Mehrziel-Optimierung umso stärker reduziert wer-
den. Während des Optimierungsprozesses erfolgen weitere Lösungsraum-
Begrenzungen in Form von Ausschlüssen verschiedener Fahrzeugzustände. Dabei 
werden, in Abhängigkeit des aktuellen Fahrzeugzustandes, nicht realisierbare Folge-
zustände identifiziert. Hierbei handelt es sich beispielsweise um solche, die aufgrund 
der begrenzten Beschleunigungsfähigkeit nicht erreicht werden können. Darauf wird 
in Kapitel 6 näher eingegangen. 
4.3.2. Optimierungsvariable und -modell 
Optimierungsvariable ist die Fahrzeug-Geschwindigkeit im Streckenverlauf. Um 
einen Geschwindigkeitsverlauf zu bewerten, müssen – unabhängig vom eingesetzten 
Optimierungsverfahren – dessen Auswirkungen auf die Zielgrößen berechnet wer-
den. Optimal ist der Verlauf mit dem minimalen Wertepaar, das die Nebenbedingung 
der vom Fahrer vorgegebenen Zielgrößengewichtung erfüllt. 
Die Zielgröße Fahrtdauer lässt sich durch relativ einfache Zusammenhänge direkt 
aus dem Geschwindigkeitsverlauf und der Streckenlänge berechnen. Die Berechnung 
des resultierenden Kraftstoffverbrauchs ist deutlich komplexer. Zahlreiche physikali-
sche Effekte, die voneinander abhängen, müssen berücksichtigt werden. So bedarf es 
zur Verbrauchsermittlung eines in das Optimierungsmodell eingebetteten Fahrzeug-
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modells. Bei dessen Bildung ist es besonders wichtig, einen guten Kompromiss zwi-
schen der Ergebnisgenauigkeit und einem angemessenen Detaillierungsgrad zu erzie-
len. Während des Optimierungsprozesses werden die Zielfunktionsauswertungen 
häufig wiederholt, um die Alternativen unterschiedlicher Geschwindigkeitsprofile 
miteinander zu vergleichen. Daher wirken sich aufwändige Modelle an dieser Stelle 
besonders negativ auf die Berechnungszeit aus. 
Um das eingangs formulierte Ziel der Portierbarkeit auf verschiedene Fahrzeug- bzw. 
Antriebstypen weiterhin zu verfolgen, müssen die Schnittstellen des Modells zur 
Kostenberechnung so gestaltet werden, dass sie für alle potentiellen Ausprägungen 
des Fahrzeugtyps verwendet werden können. Das wird hier erreicht, in dem die Ein-
gangsgröße immer ein Geschwindigkeitsverlauf auf einer bestimmten (Teil-)Strecke 
und die Ausgangsgröße der entsprechende Verbrauch sind. Diese Schnittstellenge-
staltung ist auch in Bild 5 zu sehen. 
Innerhalb des Fahrzeugmodells werden anhand der eingehenden Vorgabe die resul-
tierenden Fahrwiderstände berechnet. Diese wiederum führen über einige Zwischen-
schritte zu einer erforderlichen Motorleistung. Aus der lässt sich - beispielsweise 
anhand eines Kennfeldes - der Kraftstoffverbrauch ermitteln. Abschließend kann der 
Verbrauch zusammen mit der Fahrzeit als Bewertungsgrundlage innerhalb der Opti-
mierung ausgegeben werden. Neben den beiden o.a. Schnittstellen sind keine weite-
ren von außen stellbare Variablen vorgesehen. Es handelt sich also um ein sog. Grey-
Box-Modell, was bedeutet, dass zwar alle Vorgänge innerhalb des Modells bekannt 
und parametrierbar sind, aber die einzige Einflussmöglichkeit über den vordefinier-
ten Input gegeben ist. 
Für eine Adaption des FAS auf unterschiedliche Fahrzeugtypen muss also lediglich 
die Parametrierung der Modellkomponente für die Verbrauchsberechnung angepasst 
werden. Bei Anpassungen auf unterschiedliche Antriebstypen kann das Verbrauchs-
modell ausgetauscht werden. Die Berechnung der Zielgröße Zeit bleibt von Fahr-
zeug- und Antriebsart unbeeinflusst. 
Eine weitere Anforderung an das Fahrzeugmodell ist, dass physikalische Zusam-
menhänge abgebildet und phänomenologische Bestandteile (wie z.B. Kennfelder) 
weitestgehend vermieden werden sollen. Würde das Verbrauchsmodell beispielswei-
se vollständig aus Kennfeldern bestehen, würde die Änderung nur eines Parameters 
(wie z.B. Fahrzeuggewicht, Temperatur o.ä.) den Austausch sämtlicher Kennfelder 
erforderlich machen. Dennoch gibt es Stellen, an denen ein Kennfeldeinsatz sinnvoll 
ist. Beim Verbrennungsvorgang beispielsweise würde eine ausreichend detaillierte 
Abbildung der physikalischen Zusammenhänge den Rechenaufwand im Vergleich zu 
dem beim Einsatz eines Verbrauchskennfelds in Abhängigkeit des Motorbetriebs-
punktes zu stark erhöhen. 
Im Rahmen der vorliegenden Arbeit wurde ein Verbrauchsmodell für ein verbren-
nungsmotorisch betriebenes Fahrzeug aufgestellt. Die aus den hier beschriebenen 
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grundsätzlichen Anforderungen resultierende Umsetzung wird im Detail in Kapitel 6 
erläutert. 
4.3.3. Mehrziel-Optimierung 
Aus der Charakteristik des vorliegenden Optimierungsproblems und weiteren Anfor-
derungen, die sich aus dem Einsatzgebiet des Vorausschau-Assistenten ergeben, ge-
hen Kriterien zur Wahl eines geeigneten Optimierungsverfahrens hervor. 
Zunächst wird daher das Optimierungsproblem beschrieben. Im vorliegenden Fall 
sollen zwei konkurrierende Zielgrößen gleichzeitig minimiert werden, nämlich 
Fahrtdauer und Primärenergiebedarf (im Folgenden wird der geläufigere Begriff 
Kraftstoffverbrauch verwendet). Die gesuchte Lösung ist ein Pareto-Optimum, da 
sich keiner der beiden Zielgrößenerfüllungswerte weiter verbessern lässt, ohne 
dadurch die jeweils andere zu verschlechtern. 
Zur Verdeutlichung werden in einem einfachen Beispiel, das in Bild 8 skizziert ist, 
vier Geschwindigkeitsprofile miteinander verglichen. Im linken Teil, dem sog. Ur-
bildraum, sind die jeweiligen Verläufe der Fahrzeuggeschwindigkeit über der Stre-
cke aufgetragen. Der hier zugrundeliegende Lösungsraum sei auf einer Strecke be-
stimmter Länge jeweils konstant nach unten durch vmin und nach oben durch vmax 
begrenzt. Das Fahrzeug darf also nur Geschwindigkeiten einnehmen, die innerhalb 
des Korridors zwischen den schraffierten Flächen liegen. Eine weitere Vorgabe für 
die Profile ist die Start- und Endgeschwindigkeit, die jeweils bei vmax liegt. Das am 
leichtesten nachvollziehbare Geschwindigkeitsprofil v(Tmin) resultiert aus der voll-
ständig zeitlastigen Zielgrößengewichtungsvorgabe, in Bild 8.a) in grün dargestellt. 
Bei der Optimierung wird also nach der Lösung gesucht, mit der das Fahrzeug die 
Strecke in möglichst kurzer Zeit durchfährt, ohne dabei den Kraftstoffverbrauch zu 
berücksichtigen. Das entsprechende Profil verläuft erwartungsgemäß auf der gesam-
ten Strecke an der oberen Lösungsraumbegrenzung. Im Bildraum, Bild 8.b), werden 
die Zielgrößen übereinander aufgetragen. Im vorliegenden Fall die Fahrtdauer T auf 
der Abszisse und der Kraftstoffverbrauch KV auf der Ordinate. Hier repräsentiert 
jedes Geschwindigkeitsprofil einen Punkt. So ist beispielsweise das Zielgrößen-
Wertepaar, das das zeitoptimale Profil erreicht, durch einen grünen Kreis dargestellt. 
Den entgegengesetzten Extremfall eines Geschwindigkeitsprofils v(KVmin) erhält man 
aus der vollständig verbrauchslastigen Gewichtung. Sein Verlauf und das korrespon-
dierende Zielgrößenwertepaar sind im Urbild- und im Bildraum in blau dargestellt. 
Die Menge aller theoretisch realisierbaren Lösungen spannt sich im Bildraum zwi-
schen den Begrenzungen der Zielgrößenwerte auf. Da durch Optimierung bereits die 
jeweils erreichbaren Minima bekannt sind, müssen in diesem Beispiel noch die Ma-
xima der Zielgrößen ermittelt werden. Diese haben in der praktischen Anwendung 
keinerlei Bedeutung und dienen hier nur zur Vervollständigung des Beispiels bzw. 
zur Bestimmung der Ausdehnung des Lösungsraumes. So wird Bild 8.a) noch durch 
den Geschwindigkeitsverlauf mit dem höchsten Kraftstoffverbrauch und den mit der 
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längsten Fahrzeit ergänzt. Als Nebeneffekt lässt sich dabei beobachten, dass das für 
die Fahrtdauer ungünstigste Profil v(Tmax) nicht notwendigerweise zum geringsten 
Kraftstoffverbrauch führt. Ebenso hat das Profil mit dem höchsten Kraftstoffver-
brauch v(KVmax) nicht die geringste Fahrtdauer. Das disqualifiziert beide Profile als 
mögliche Lösung der Optimierung, unabhängig von der zugrundeliegenden Zielgrö-
ßengewichtung. Wie bereits erwähnt, sind in diesem Beispiel zwei optimale Lösun-
gen bereits bekannt. Die Menge aller optimalen Lösungen entspricht der in Bild 8.b) 
fett hervorgehobenen Lösungsmengenbegrenzung zwischen den beiden extremen 
Optima (I. und II.). Sie wird auch als Pareto-Front bezeichnet. Die Ausdehnung des 
Lösungsraumes wird im konkreten Beispiel sowohl durch die Nebenbedingungen aus 
dem Optimierungsmodell, in dem der technische Zusammenhang zwischen Kraft-
stoffverbrauch und Geschwindigkeit abgebildet ist, als auch durch die Beschränkun-
gen der zulässigen Fahrzeugzustände im Urbildraum bestimmt. 
 
 
Bild 8: Beispielhafte Darstellung von Urbild- und Bildraum der konkurrierenden Zielgrößen bei der 
Geschwindigkeitsprofil-Optimierung 
Für multikriterielle Optimierungsprobleme mit konkurrierenden Zielen gibt es ver-
schiedene Lösungsverfahren. Im vorliegenden Fall gibt es zwei konkurrierende Ziel-
funktionen, die nicht gleichzeitig minimiert werden können. Mit folgenden Metho-
den kann dies umgangen werden: 
• Rangierung der Ziele 
Hierbei werden die Ziele zunächst priorisiert und anschließend ihre Zielfunk-
tionen in dieser Reihenfolge minimiert. So würde man bei höherer Priorisie-
rung zunächst den minimalen Kraftstoffverbrauch bestimmen und anschlie-
ßend, falls es mehrere Geschwindigkeitsprofile gibt, aus denen der Minimal-
verbrauch resultiert, jenes mit der geringsten Fahrtdauer als Lösung wählen. 
In obigem Beispiel gibt es jedoch nur jeweils eine Lösung für den Minimal-
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verbrauch bzw. die Minimalfahrzeit, so dass bei Anwendung dieser Methode 
nur zwei Lösungen zur Auswahl stünden. 
• ε-Constraint-Methode 
Mit dieser Methode wird das ursprüngliche Vektoroptimierungsproblem in 
ein skalares Optimierungsproblem überführt, in dem man eine der Zielfunkti-
onen beibehält und alle anderen in Nebenbedingungen umwandelt. Die opti-
male Lösung ist dann das Minimum der Zielfunktion unter der Bedingung, 
dass keine der oberen Schranken für die andere(n) Zielgröße(n) verletzt wird. 
• Elastic-Constraint-Methode 
Hier wird das Optimierungsproblem ebenso skaliert. Im Gegensatz zur ε-
Constraint-Methode dürfen die Schranken zwar verletzt werden, jedoch fließt 
die Höhe der Überschreitung in Form einer Bestrafungsfunktion in die Ziel-
funktion ein. 
• Gewichtete Summe 
Auch dieser Methode liegt eine Skalierung des Optimierungsproblems zu-
grunde. Außerdem bedient man sich hier einer Art kontinuierlich variabler 
Priorisierung der Ziele. Anders als bei den erstgenannten Methoden der Ziel-
Rangierung oder der Beschränkungen muss man sich im vorliegenden Fall 
nicht zwischen Minimalverbrauch oder Minimalfahrzeit entscheiden, sondern 
kann durch die Wahl von Zwischengewichtungen prinzipiell auch jede Lö-
sung zwischen den Extrema erreichen. 
• Methoden im Bildraum: Utopia-Methode, gleichmäßige Minimierung, spiel-
theoretischer Kompromiss und Benson-Algorithmus 
Hier wird im ersten Schritt der sog. Utopia-Punkt, in Bild 9 als PU bezeichnet, 
bestimmt. Er ergibt sich im vorliegenden Beispiel aus minimalem Verbrauch 
und minimaler Fahrzeit. Um zu einer zulässigen Lösung zu kommen, kann 
entweder die betragsmäßig nächstgelegene Lösung gewählt werden oder aber 
ein Referenzpunkt  bestimmt und anschließend der Schnittpunkt der Verbin-
dungsgeraden beider Punkte mit der Pareto-Front als Lösung gewählt werden. 
Als Referenzpunkte können dabei – je nach Methode – der sog. Nadir-Punkt 
P1 oder der Punkt P2, der sich aus den jeweiligen Maximalwerten ergibt, die-
nen. Den Nadir-Punkt erhält man aus den zum Utopia-Punkt korrespondie-
renden Werten für die jeweils andere Zielgröße. Im Benson-Algorithmus wird 
ein ähnliches Prozedere mehrfach wiederholt, bis ein Abbruch-Kriterium er-
füllt ist. 
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Bild 9: Beispielhafte Darstellung von Mehrziel-Optimierungs-Methoden im Bildraum 
Zusammenfassend kann festgestellt werden, dass sich weder die Rangierungs-
Methode noch eine der Constraint-Methoden für die vorliegende Aufgabenstellung 
eignen. Denn jede dieser Methoden setzt eine exklusive bzw. binäre Fokussierung 
auf ein Ziel voraus, Unterschiede bestehen lediglich in der Art der Berücksichtigung 
nachrangiger Ziele. Die Bildraum-Methoden eignen sich zwar zur Umwandlung in 
ein skalares Optimierungsproblem. Jedoch können auch hier verschiedene Lösungen 
nur durch Variation der Fußpunkte erreicht werden. Als einzige Methode, bei der alle 
Lösungen auf der Pareto-Front erreicht werden können, bleibt also die Skalierung 
des Optimierungsproblems durch die Verwendung einer gewichteten Summe. 
Nachdem nun die Zielgrößen sowie die Lösungsmethode gewählt sind, wird die zu 
minimierende Zielfunktion 
 	
,  =  ∙ 
 +  ∙ 	 !→ 	min ,  ,  	 ∈ 0,1 (4.1) 
bestimmt. Die Gewichtungsfaktoren gKV und gT sollen in der Relation 
  = 1 −  (4.2) 
zueinander stehen. Da die gewichtete Summe eine lineare Zielfunktion ist, wird sie 
im Bildraum als Gerade dargestellt. Alle auf der Geraden liegenden Lösungen haben 
den gleichen Zielfunktionswert, es handelt sich also um eine Indifferenzlinie. Ihre 
Steigung erhält man mit 
 	
,  =  ∙ 
 +  ∙ 	 (4.3) 
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aus der Relation der Gewichtungsfaktoren. Mit der Parallelverschiebung der Indiffe-
renzlinie in Richtung Pareto-Front sinken die Zielfunktionswerte. Die Indifferenzli-
nien für verschiedene Zielfunktionswerte werden in Bild 10 mit Geraden gekenn-
zeichnet. Die optimale Lösung liegt genau an dem Punkt (Raute in Bild 10), wo die 
Indifferenzlinie gerade noch die Pareto-Front tangiert. Bei einer weiteren Verschie-
bung in Richtung des Ursprungs würden keine zulässigen Lösungen mehr erreicht 
werden. Durch Variation der Gewichtungsfaktoren ändert sich die Steigung der In-
differenzlinie. Das ist in Bild 10 für die Fälle einer zeit- und einer verbrauchslastige-
ren Gewichtung durch die gestrichelten Linien dargestellt. Dementsprechend erhielte 
man auch eine andere optimale Lösung als bei der ausgewogenen Gewichtung. 
Durch extreme Gewichtungen (vollständig zeit- bzw. vollständig verbrauchsoptimal) 
stünde die Indifferenzlinie senkrecht bzw. waagerecht, die dementsprechenden Op-
tima werden in Bild 10 durch die Kreise markiert. 
 
Bild 10: Beispielhafte Lösung eines Mehrziel-Optimierungsproblems mit der gewichteten Summe 
Wie sich bei den Ausführungen in Abschnitt 4.3.2 gezeigt hat, ist das Optimierungs-
problem im vorliegenden Fall nichtlinear. Aus der Anwendung der Optimierung im 
Rahmen des FAS für vorausschauendes Fahren ergibt sich die Anforderung, dass die 
Berechnungen in mehrfacher Echtzeit sicher zum globalen Optimum konvergieren 
müssen. Außerdem sollte die Größe des Optimierungsproblems beispielsweise zur 
Bestimmung der geeigneten Länge des Vorausschau-Horizonts in eindeutiger Weise 
mit der Größe des Lösungsraumes korrelieren. Wie sich diese Anforderungen auf die 
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Wahl eines Berechnungsverfahrens zur Lösung des Optimierungsproblems auswir-
ken, wird im Kapitel 5 behandelt. Eine Beschreibung der Adaption der allgemeinen 
Berechnungsvorschriften auf die vorliegende Anwendung in der Geschwindigkeits-
profil-Optimierung erfolgt in Kapitel 6. 
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5. Auswahl des Optimierungsverfahrens 
Das in Abschnitt 4.3.3 beschriebene Optimierungsproblem muss unter Berücksichti-
gung der Anforderungen, die sich aus dem Einsatz für die vorausschauende Ge-
schwindigkeitsprofilplanung ergeben, gelöst werden. Das Lösungsverfahren muss 
also 
• eine deterministische Rechenzeit haben, 
• echtzeitfähig sein, 
• sicher konvergieren und 
• die global optimale Lösung liefern. 
5.1. Charakterisierung des Optimierungsproblems 
Wie in Abschnitt 4.3.3 dargelegt, soll die linear formulierte Zielfunktion (4.1) mini-
miert werden. Dennoch liegt ein nichtlineares Optimierungsproblem vor, da sich die 
Begrenzung des Lösungsraumes aus nichtlinearen Nebenbedingungen. Zudem sind 
sowohl der Zusammenhang zwischen der Zielfunktion und den Geschwindigkeits-
profilen v(s) als auch das Verbrauchsmodell nichtlinear. Der Lösungsraum enthält 
beliebig viele Geschwindigkeitsprofile, die auch als T(v(s))-KV(v(s))-Kombinationen 
mit entsprechender Ausprägung im Urbildraum betrachtet werden können. So ergibt 
sich der Lösungsraum durch die unendlich große Menge aller realisierbaren Ge-
schwindigkeitsprofile, die dementsprechend ein kontinuierliches Gebiet im Bildraum 
bilden. 
Im vorliegenden Fall besteht ein eindeutiger Zusammenhang zwischen einem Ge-
schwindigkeitsprofil und seinem Zielgrößenerfüllungswert. Jedoch kann in der Regel 
nicht von einem vorgegebenen Punkt in der Lösungsmenge auf ein eindeutiges Ge-
schwindigkeitsprofil geschlossen werden. Der Zusammenhang zwischen Urbild- und 
Bildraum ist daher nicht umkehrbar eindeutig. 
Hinzu kommt, dass der Lösungsraum nicht durch einfache Funktionen beschrieben 
werden kann, sondern vielmehr beliebig nichtlinear ist. Durch die fehlende Möglich-
keit, die Struktur des Lösungsraumes in einfacher Weise zu charakterisieren, ist der 
Einsatz von herkömmlichen Optimierungsverfahren, die direkt zur Minimierung 
bzw. Maximierung einer Funktion dienen, ineffizient. Durch die sehr hohe Zahl loka-
ler Minima kann die Forderung, in angemessener Zeit garantiert ein globales Opti-
mum zu finden, nicht erfüllt werden. Im vorliegenden Anwendungsfall hängen die 
Zielfunktionswerte T und KV von einer Funktion v(s) ab, so dass ein Funktional mi-
nimiert werden muss. 
In Anbetracht der vorgenannten Eigenschaften des mathematischen Ersatzmodells 
können die kontinuierlichen Methoden der linearen und nichtlinearen Optimierung 
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nicht zur Lösung des vorliegenden Problems verwendet werden. Im Bereich der 
kombinatorischen Optimierung jedoch gibt es einige diskrete Methoden, die Lö-
sungsmöglichkeiten für derartige Aufgaben bieten. 
5.2. Kombinatorische Optimierung 
Die Kombinatorik lässt sich zur Lösung diskreter Optimierungsaufgaben verwenden. 
Aus einer endlich großen Menge diskreter Elemente soll – ggf. unter Einhaltung von 
Nebenbedingungen – eine Teilmenge konstruiert werden. Jede zulässige Kombinati-
on der einzelnen Elemente stellt eine mögliche Lösung dar, die anhand einer Ziel-
funktion bewertet werden kann. Dabei ist die optimale Lösung die mit dem besten 
Zielfunktionswert. 
Häufig sind kombinatorische Optimierungsprobleme NP-schwer [29], d.h. in nichtde-
terministisch polynomieller Rechenzeit lösbar. Der simpelste Algorithmus zur Lö-
sung kombinatorischer Probleme ist die vollständige Enumeration. Dabei werden 
einfach alle zulässigen Lösungen gebildet. Im Anschluss werden all ihre Zielfunkti-
onswerte verglichen, um dann die mit dem besten auszuwählen. Diese Methode ga-
rantiert zwar, dass ein globales Optimum gefunden wird. Jedoch wächst die Rechen-
zeit stärker als polynomial mit der Größe des Optimierungsproblems. Daher ist die 
vollständige Enumeration nur für sehr kleine Probleme geeignet. Um die Berech-
nungsdauer einzuschränken, gibt es hauptsächlich zwei unterschiedliche Ansätze. 
Liegen einige Informationen über die Struktur des Optimierungsproblems vor, kön-
nen hierzu beispielsweise Heuristiken oder Meta-Heuristiken eingesetzt werden. Mit 
ihnen können zwar recht schnell Lösungen gefunden werden. Ihr Nachteil jedoch ist, 
dass die optimale Lösung nicht notwendigerweise auch das globale Optimum ist. Sie 
haben außerdem die Gemeinsamkeit, dass sie eine vorgegebene Initiallösung verbes-
sern. Somit hängt die Qualität des Resultats jeweils von der Qualität der vorgegebe-
nen Startlösung ab. Beispiele für heuristische Lösungsmethoden sind die lokale Su-
che, die simulierte Abkühlung oder die Tabu-Search [29].  
Die lokale Suche erfordert neben der Vorgabe einer Startlösung eine vordefinierte 
Nachbarschaft, innerhalb derer durch schrittweise Variation der Startlösung weitere 
Lösungen gesucht werden. Alle so entstehenden neuen Lösungen werden im Ver-
gleich mit ihren jeweiligen Vorgängern bewertet. Abschließend wird die beste Lö-
sung innerhalb der Nachbarschaft als Optimum ausgewählt [30]. Ergebnis ist immer 
ein lokales Optimum. Das globale Optimum wird nur gefunden, wenn die Startlö-
sung und die Nachbarschaft so gewählt werden, dass es auch das lokale Optimum ist. 
Die simulierte Abkühlung (auch bekannt als „simulated annealing“) bietet gegenüber 
der lokalen Suche den Vorteil, dass nicht ausschließlich lokale Optima gefunden 
werden. Die Namensgebung rührt hier von der thermischen Behandlung von Metal-
len her, die als Inspiration für das Optimierungsverfahren diente. In einem metalli-
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schen Bauteil entwickeln sich unter Lasteinwirkung innerhalb der Kristallstruktur 
Spannungen unterschiedlicher Größe. Optimal hinsichtlich der Bruchsicherheit wäre 
aber ein Zustand, in dem alle kristallinen Bindungen gleich stark belastet wären. Um 
dies zu erreichen, wird das verformte Bauteil so stark erhitzt, dass sich die Kristall-
struktur auflöst. Bei der anschließenden langsamen Abkühlung erfolgt die Restruktu-
rierung des Kristallgitters so, dass ein Zustand minimaler Energie erreicht wird, der 
wiederum impliziert, dass alle Bindungen gleichmäßig belastet sind. Analog zum 
Absinken der Temperatur im Metall werden im Verlauf der Konvergenz zum Opti-
mum auch schlechtere Zustände als Zwischenlösungen akzeptiert. Daher können – 
anders als bei der lokalen Suche – lokale Optima überwunden werden [30]. 
Die Tabu-Search ist der lokalen Suche ähnlich, kann aber ebenfalls lokale Optima 
überwinden. Bei der Variation der Initiallösung im Optimierungsverlauf wird außer-
dem eine Tabu-Liste berücksichtigt. Sie kann sowohl bestimmte Variationszüge wie 
auch Attribute der Zwischenlösungen enthalten, die dann im Optimierungsverlauf 
ausgeschlossen werden [31]. 
Alternativ dazu gibt es andere Verfahren, die garantiert eine global optimale Lösung 
liefern. Hier wird die Berechnungsdauer durch eine sukzessive Einschränkung des 
Lösungsraumes nach bestimmten Kriterien reduziert. Beispiele für derartige Opti-
mierungsmethoden sind Branch-and-Bound bzw. Branch-and-Cut-Verfahren, aber 
auch einige Greedy-Algorithmen. 
Der Begriff „Branching“ ( = Verzweigung) bezeichnet die Aufspaltung des gesamten 
Optimierungsproblems in mehrere Teilprobleme, also die Gruppierung von Zweigen. 
Die Bounds ( = Schranken) dienen der frühzeitigen Erkennung von Zweigen, die auf 
suboptimale Lösungen führen. Sie werden im weiteren Verlauf der Optimierung 
nicht mehr betrachtet, der Berechnungsaufwand wird reduziert [32]. Das Branch-and-
Cut-Verfahren kombiniert Branch-and-Bound- mit dem Schnittebenenverfahren. 
Dabei wird der Lösungsraum mit dem Schnittebenenverfahren so weit eingegrenzt, 
bis entweder die optimale Lösung gefunden ist oder keine weiteren Schnittebenen 
hinzugefügt werden. In letzterem Fall wird das Problem mit dem Branch-and-Bound-
Verfahren weiter bearbeitet, bis das Optimum erreicht ist. 
Die Gruppe der Greedy-Algorithmen („greedy“ = „gierig“) trägt ihren Namen auf-
grund der Kriterien, nach denen sie die Betrachtungs-Reihenfolge der Knoten des 
Graphen erstellen. Im Verlauf der Optimierung wird immer der Knoten als nächstes 
betrachtet, der entsprechend der im jeweiligen Algorithmus hinterlegten Bewertungs-
Vorschriften mit der höchsten Wahrscheinlichkeit zum optimalen Kantenzug gehört. 
Einige Vertreter dieser Gruppe werden in Abschnitt 5.2.3 kurz beschrieben. 
Einen Überblick über die vorbeschriebenen (meta-)heuristischen Verfahren gibt auch 
[33], wo sie hinsichtlich ihrer Eignung für die Lösung einer kombinatorischen Opti-
mierungsaufgabe zur Disposition im Schienenverkehr diskutiert werden. Außerdem 
werden dort noch weitere, hier nicht aufgeführte Verfahren betrachtet. 
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5.2.1. Graphentheorie und typische kombinatorische Optimierungs-
probleme 
Die wichtigste Grundlage zur Beschreibung kombinatorischer Optimierungsproble-
me ist die Graphentheorie. Hier soll ein Überblick über Grundbegriffe gegeben wer-
den, Details können beispielsweise in [34] oder [35] nachgelesen werden. 
Ein Graph besteht aus mindestens zwei Knoten und mindestens einer Kante, die eine 
Verbindung zwischen zwei Knoten bildet. Der Grad eines Knotens bezeichnet die 
Anzahl der Kanten, die in ihm münden. Kanten können gerichtet und ungerichtet 
sein sowie mit Gewichten versehen werden. Der Begriff Kantenzug wird für eine 
zusammenhängende Folge von Kanten verwendet. Ein sog. Weg ist der Spezialfall 
eines Kantenzuges, bei dem im Verlauf des Zuges kein Knoten zweimal besucht 
wird. Ein kreisfreier zusammenhängender Graph wird als Baum bezeichnet. 
Ein Graph ist zusammenhängend, wenn von jedem beliebigen Knoten ein Kantenzug 
zu jedem beliebigen anderen Knoten des Graphen gebildet werden kann. Von einem 
kreisfreien Graphen wird gesprochen, wenn kein Knoten als Start- und Endpunkt 
eines geschlossenen Rundweges dienen könnte.  
Bevor bestimmt werden kann, wie die vorliegende Aufgabenstellung mit dem Me-
thoden der Graphentheorie modelliert werden kann, sollen die wichtigsten Arten von 
graphentheoretischen Problemen kurz skizziert werden. 
Minimal aufspannende Bäume (kurz: MST = Minimal Spanning Tree) zeichnen 
sich dadurch aus, dass eine Menge von Knoten so mit Kanten verbunden wird, dass 
die Summe aller Kantengewichte möglichst klein ist. Häufig wird zur Erläuterung 
das Beispiel eines Leitungsnetzes für Telefonanschlüsse verwendet, bei dem alle 
Endgeräte mit möglichst kurzer Gesamt-Leitungslänge mit einer Zentrale verbunden 
werden sollen. 
Matchings sind Lösungen für Zuordnungsprobleme, bei denen die Elemente einer 
Menge von Angeboten jeweils den Elementen einer weiteren Menge von Nachfra-
gern zugewiesen werden müssen. Ein Beispiel hierfür ist die Zuordnung verschiede-
ner offener Arbeitsstellen zu einer Menge von Bewerbern, wobei die Präferenzen der 
Bewerber sowie ihre Eignung für die jeweilige Stelle berücksichtigt werden können. 
Hierbei entsteht eine Vielzahl nicht zusammenhängender gewichteter Graphen, die 
aus je zwei Knoten mit dem Grad 1 bestehen. In ihrer Summe sollen sie einen opti-
malen (minimalen) Zielfunktionswert erreichen. 
Netzwerk-Fluss-Probleme (kurz: NFP) sind Aufgabenstellungen, bei denen eine 
bestimmte Menge eines Gutes von einem bestimmten Start- zu einem bestimmten 
Endknoten transportiert werden soll. Die Kantengewichte geben in diesem Fall die 
Kapazität der Verbindung zwischen zwei Knoten an. Sie entspricht der Menge des 
Gutes, die in einer Zeiteinheit zwischen den beiden Knoten transportiert werden 
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kann. Ein häufig verwendetes Beispiel ist der Transport von Rohöl von der Quelle 
zur Senke durch ein Netz von Pipelines mit unterschiedlichen Durchmessern. 
Das Travelling-Salesman-Problem (kurz: TSP) hat das Ziel, jeden Knoten in einem 
Graphen einmal zu besuchen. Die optimale Tour ist der Kantenzug mit der gerings-
ten Gesamtlänge bzw. der geringsten Summe aller Kantengewichte. 
Das Kürzeste-Wege-Problem (kurz: KWP) beschreibt den Weg von einem be-
stimmten Start- zu einem bestimmten Endknoten mit der minimalen Summe der Ge-
wichte aller beteiligten Kanten. Diese Graphen können optional auch gerichtet sein. 
Neben den SSSP-Problemen (= Single-Source Shortest Path) werden teilweise auch 
APSP-Probleme (= All-Pairs Shortest Path) betrachtet. Bekannte Lösungsalgorith-
men für SSSP sind der Dijkstra- bzw. der FIFO-, der Bellman-Ford- und der A*-
Algorithmus. APSP-Probleme können mit dem Floyd-Warshall- oder dem Min-Plus-
Matrixmultiplikations-Algorithmus gelöst werden. Die Abgrenzung zwischen dem 
NFP und dem KWP ist einerseits darin zu sehen, dass das Objekt, das beim KWP 
vom Start- zum Endknoten transportiert werden soll, dimensionslos ist. Beim NFP 
hingegen ist die Größe des Objektes bzw. Gutes relevant. Andererseits besteht ein 
weiterer Unterschied in der Interpretation der Kantengewichte. Beim NFP benennen 
sie die Kapazität des Teilweges, während sie beim KWP der Länge des Teilweges 
entsprechen. 
5.2.2. Graphentheoretische Darstellung der Geschwindigkeitsprofil-
Optimierung 
Um die vorliegende Optimierungsaufgabe mit den Methoden der Kombinatorik be-
arbeiten zu können, muss sie zunächst als Graph dargestellt werden. Neben der Ziel-
größengewichtung sind die hier relevanten vorgegebenen Größen die Fahrtroute und 
der Bereich der möglichen Fahrzeuggeschwindigkeiten entlang der Strecke, wie 
nochmals in Bild 11 dargestellt. 
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Bild 11: Lösungsraum der vorausschauenden Geschwindigkeitsprofil-Optimierung 
Die Informationen Weg und Geschwindigkeit beschreiben den Fahrzeugzustand und 
müssen diskretisiert werden. Ein Knoten entspricht somit einem Fahrzeugzustand. 
Entlang der Route muss es eine gewisse Anzahl an Streckenpunkten geben, die als 
Weg-Stützstellen dienen. An jeder Stützstelle wiederum gibt es mehrere mögliche 
Geschwindigkeiten. Wie in Bild 12 exemplarisch für einen Teilbereich dargestellt, 




Bild 12: Diskretisierung durch Bildung von Geschwindigkeitsknoten auf Wegstützstellen 
Neben der Bildung von Knoten erfordert die Modellierung eines Graphen auch die 
Erstellung von Kanten. Zur Verdeutlichung der folgenden Überlegungen sind die 
Knoten aus obigem Beispiel in Bild 13 nochmals isoliert dargestellt. Im vorliegenden 
Anwendungsfall muss dabei gelten, dass alle Knoten ausschließlich mit Knoten auf 
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der vorigen und der nachfolgenden Wegstützstelle verbunden werden dürfen. Zwi-
schen Knoten, die auf der gleichen Wegstützstelle liegen, darf keine Verbindung 
bestehen. Andernfalls würde das in der praktischen Anwendung bedeuten, dass ein 
Fahrzeug seine Geschwindigkeit ändern könnte, ohne sich dabei zu bewegen. Eben-
sowenig dürfen direkte Verbindungen zwischen Knoten zweier nicht direkt benach-
barter Wegstützstellen gezogen werden, da keine Wegstützstelle im Lösungsraum 
übersprungen werden kann. Vielmehr ist bei jeder Lösung des Optimierungsprob-
lems jeder Stützstelle eine Geschwindigkeit zuzuordnen. Um die Übersichtlichkeit 
der Darstellung zu wahren, sind diese Regeln in Bild 13 für einen ausgewählten Kno-
ten auf der Stützstelle si skizziert. Die Reihenfolge, in der das Fahrzeug die Weg-
stützstellen passiert, ist durch die Fahrtroute festgelegt. Daher müssen alle Kanten im 
Graph gerichtet sein. Außerdem dürfen die in einem Knoten entspringenden Kanten 
nur auf Knoten der unmittelbar folgenden Wegstützstelle führen. Analog dazu dürfen 
Kanten, die in dem Knoten münden, ausschließlich aus Knoten auf der unmittelbar 
vorangehenden Stützstelle entspringen. 
 
Bild 13: Modellierung der Geschwindigkeitsprofil-Optimierung als Graph (1/3) 
Der Knotengrad ist in diesem Anwendungsfall zunächst einmal unbeschränkt. Ein-
schränkungen bei der Erstellung der Kanten ergeben sich aus Fahrzeugcharakteristi-
ka sowie aus Sicherheits- und Komfortbedingungen. Details zur Bestimmung dieser 
maximalen und minimalen Beschleunigungen werden im weiteren Verlauf der Arbeit 
behandelt. 
Zur Vervollständigung des Graphen müssen alle Kanten mit Gewichten versehen 
werden. In Bezug auf die praktische Anwendung entspricht jede Kante der Realisie-
rung einer Geschwindigkeitsdifferenz über die Distanz zwischen zwei Wegstützstel-
len. Im Hinblick auf die Zielgrößen verursacht dies Kosten. Diese sind gemäß der in 
den Abschnitten 4.3.2 und 4.3.3 formulierten Skalarisierung der Ziele und der daraus 
resultierenden Zielfunktion zu berechnen. Auch hier sei bezüglich der genauen Vor-
gehensweise auf den Abschnitt 5.3.2 verwiesen. 
Nachdem nun die Aufgabenstellung der Geschwindigkeitsprofil-Optimierung mit 
den Methoden der Graphentheorie modelliert wurde, soll sie einem der oben be-
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schriebenen kombinatorischen Grundprobleme zugeordnet werden, um dann im 
nächsten Schritt die infrage kommenden Lösungsalgorithmen zu bestimmen. 
 
Bild 14: Modellierung der Geschwindigkeitsprofil-Optimierung als Graph (2/3) 
Bild 14 zeigt nochmals ein abstrahiertes Beispiel eines Graphen, dessen Knoten die 
Fahrzeugzustände entlang einer Strecke beschreiben. Wie zuvor erwähnt, ist der 
Graph gerichtet, die Stützstellen werden in vorher festgelegter Reihenfolge nachei-
nander passiert. Um die Übersichtlichkeit der Darstellung zu wahren, wurden die 
Kanten nicht als Pfeile dargestellt. Hier ist ersichtlich, dass sowohl am Anfang wie 
auch am Ende der Strecke, also an den Wegstützstellen s0 und sN, jeweils nur ein 
Zustand möglich ist. Das resultiert aus der Prämisse, dass die Start- und Endge-
schwindigkeit des Fahrzeugs bei der Optimierung festgelegt sein sollen. Des Weite-
ren ist festzustellen, dass an allen anderen Stützstellen jeweils nur ein Zustand einge-
nommen werden kann. Ein Fahrzeug kann nicht zur selben Zeit verschiedene Ge-
schwindigkeiten haben. Resultat der Optimierung soll, wie in Bild 15 dargestellt, 
also ein Kantenzug vom Start- zum Endknoten sein, der die minimale Gesamtsumme 
aller Kantengewichte bietet. Bei der Geschwindigkeitsprofil-Optimierung steht die 
Knotenanzahl im Kantenzug von vornherein fest, da sie der Anzahl der Wegstützstel-
len entsprechen muss. 
 
Bild 15: Modellierung der Geschwindigkeitsprofiloptimierung als Graph (3/3) 
Verglichen mit den in Abschnitt 5.2.1 beschriebenen typischen kombinatorischen 
Optimierungsproblemen entspricht die hier zu bearbeitende Aufgabenstellung am 
ehesten der des Kürzeste-Wege-Problems. Da der A*-Algorithmus ein heuristisches 
Verfahren ist und daher nicht das Auffinden der global-optimalen Lösung garantiert, 
kommen noch der Dijkstra-, der FIFO- und der Bellman-Ford-Algorithmus als Lö-
sungsverfahren in Frage. Diese sind auf SSSP-Probleme zugeschnitten, bei denen – 
ausgehend von einem bestimmten Startknoten – kürzeste Wege zu allen anderen 
Knoten des Graphen bestimmt werden. Hier genügt ein Teil der vollständigen Lö-
sung des SSSP-Problems, da letztlich nur der kürzeste (bzw. kostenminimale) Weg 
zum vordefinierten Endknoten gesucht wird. 
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5.2.3. Lösungsverfahren Dijkstra-, FIFO- und A*-Algorithmus 
Im Folgenden werden der Dijkstra-, der FIFO- und der A*-Algorithmus in Anleh-
nung an [35](S. 72 ff.) kurz beschrieben. Sie gehören zur Gruppe der Greedy- bzw. 
Baum-Algorithmen und unterscheiden sich hauptsächlich durch die Reihenfolge, in 
der die einzelnen Knoten des gewichteten und gerichteten Graphen betrachtet wer-
den. Daher sollen zunächst einige allgemeingültige Vorüberlegungen getroffen wer-
den: 
• s0 sei der Startknoten. 
• Der Graph besteht aus insgesamt n Knoten. 
• D[i] gibt den kostenminimalen Weg von s0 zum Knoten i an. 
• R[i] bezeichnet den unmittelbaren Vorgänger-Knoten auf dem Weg von s0 zu 
i. 
• MK sei die Menge markierter Knoten. 
• chj bezeichne das Gewicht der Kante vom Knoten h auf seinen unmittelbaren 
Nachfolger j 
Zu Beginn des jeweiligen Iterationsverfahrens ist s0 das einzige Element in MK. Au-
ßerdem gilt zu diesem Zeitpunkt D[s0]=0 und D[i]=∞ für alle i ≠ s0 
Bei einer Iteration ist ein Knoten h aus MK auszuwählen. Falls D[h]+ chj < D[j], so 
wird j ein Element von MK. Beim Djikstra-Algorithmus wird derjenige Knoten h aus 
MK gewählt, der den kostenminimalen Weg von s0 aufweist. Im Gegensatz dazu ist 
das Auswahlkriterium beim FIFO-Algorithmus (FIFO=First-In-First-Out) die Rei-
henfolge, in der die einzelnen Elemente in MK gelangt sind. Dementsprechend wird 
jener Knoten ausgewählt, der zuerst in MK hinterlegt wurde. Anschließend werden 
alle Nachfolger-Knoten j nacheinander wie folgt geprüft: Falls die Bedingung D[h]+ 
chj < D[j] erfüllt ist, wird D[h]+ chj = D[j] und R[j]=h. MK wird um j ergänzt, ab-
schließend wird h aus MK entfernt. Die Iterationen enden, sobald MK leer ist. Der 
A*-Algorithmus ist eine Erweiterung des Djikstra-Algorithmus und verwendet zur 
Sortierung von MK eine zusätzliche Abschätz-Funktion, die zu einer weiteren Re-
duktion der Berechnungsdauer führen kann. Diese Funktion ist zwar heuristisch, je-
doch bleibt das Verfahren nach Djikstra erhalten und damit auch die garantierte 
Konvergenz zum globalen Optimum. 
5.2.4. Lösungsverfahren Bellman-Ford-Algorithmus / dynamische 
Programmierung 
Der Bellman-Ford-Algorithmus ist die Grundlage der dynamischen Programmierung 
(wird teilweise auch als „dynamische Optimierung“ bezeichnet). Sie dient der Lö-
sung mehrstufiger Entscheidungsprobleme. Dazu wird eine Folge jeweils voneinan-
der unabhängiger Entscheidungen bestimmt, die die optimale Lösung des Gesamt-
problems darstellt [35](S. 159 ff.). Üblicherweise wird die dynamische Programmie-
rung zur Lösung von Bestellmengen- und Knapsack-Problemen, aber auch für Kür-
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zeste-Wege-Probleme – wie auch hier eines vorliegt – angewendet. Letzteres erfor-
dert einen topologisch sortierten Graphen, bei dem feststeht, in welcher Reihenfolge 
seine Knoten besucht werden müssen. Wie bereits in Abschnitt 5.2.2 festgestellt 
wurde, ist diese Bedingung hier durch die Vorgabe der Fahrtroute erfüllt. 
Zur Anwendung der dynamischen Programmierung beim KWP müssen sowohl ein 
Anfangs- als auch ein Endzustand (bzw. -knoten) definiert werden. Die Nummer der 
Entscheidungs-Stufe, auf der sich einer der übrigen Knoten i befindet, ergibt sich aus 
der Anzahl der Kanten des längsten Weges vom Anfangsknoten zum Knoten i. Zur 
allgemeinen Erläuterung der dynamischen Programmierung soll hier die Notation aus 
[35] verwendet werden: 
n Anzahl der Stufen, in die der Entscheidungsprozess zerlegt werden 
kann. 
zk Zustandsvariable zur Wiedergabe des Zustands, in dem sich das 
betrachtete Problem oder System am Ende der Stufe k befindet. 
Zk Menge aller Zustände, in denen sich das System am Ende der Stufe 
k befinden kann. 
z0 = α Vorgegebener Anfangszustand. 
Zn Menge möglicher bzw. vorgegebener Endzustände. 
xk Entscheidungsvariable zur Charakterisierung der Entscheidung in 
Stufe k. 
Xk (zk-1) Menge aller Entscheidungen, aus denen in Stufe k ausgehend vom 
Zustand zk-1 gewählt werden kann. 
tk (zk-1 , xk) Transformationsfunktion zur Beschreibung des Zustandes zk , in 
den das System in Stufe k übergeht, wenn es sich am Ende von Stufe 
k-1 im Zustand zk-1 befindet und die Entscheidung xk getroffen wird.  
fk (zk-1 , xk) Die stufenbezogene Zielfunktion beschreibt den Einfluss auf den 
Zielfunktionswert, den die Entscheidung xk im Zustand zk-1 hervor-
ruft. 
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Ein mehrstufiger Entscheidungsprozess wird durch die dynamische Programmierung 
sequentiell gelöst, in dem auf jeder Stufe ausschließlich die dort zur Verfügung ste-
henden Alternativen betrachtet werden. Das mathematische Optimierungsmodell 
wird, je nachdem, ob es sich um ein Minimierungs- oder ein Maximierungsproblem 
handelt, durch 
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Zur Klassifikation von mathematischen Ersatzmodellen, wie sie für die Anwendung 
der dynamischen Programmierung zu erstellen sind, schlägt [35] folgende Systema-
tik vor: 
• Abstände der Stufen 
• Informationsgrad über Störgrößen 
• Wertigkeit der Zustands- und Entscheidungsvariablen 
• Endlichkeit der Mengen Zk und Xk  
Die Abfolge der Entscheidungsstufen kann im Modell kontinuierlich oder diskret 
beschrieben werden. Bei der Geschwindigkeitsprofil-Optimierung sind sie diskret. 
Störgrößen können stochastisch oder deterministisch auftreten. Hier sind keine Stör-
größen vorgesehen, so dass sie als deterministisch zu klassifizieren sind (immer = 0). 
Die Zustands- und Entscheidungsvariablen können ein- oder mehrwertig sein. Hier 
werden immer Skalare, also einwertige Variablen, verwendet. Allgemein können die 
Mengen Zk und Xk sowohl endlich als auch unendlich sein. Im vorliegenden Fall 
werden beide Mengen bereits im Zuge der Zustandsraumbildung begrenzt, sind also 
endlich. 
Für eine Anwendung der dynamischen Programmierung ist es unerlässlich, dass es 
sich beim zu lösenden Optimierungsproblem um eine Markov-Kette erster Ordnung 
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handelt. Das spiegelt sich hier in der stufenbezogenen Zielfunktion wider, da sie nur 
vom aktuellen Systemzustand und der darauf folgenden Entscheidung abhängt und 
damit sowohl frühere als auch spätere Zustände keinen Einfluss auf sie haben. Die 
Knoten des Graphen beschreiben eindeutig die Systemzustände und sind außerdem 
eindeutig einer Stufe des Gesamtproblems zugeordnet. Die Zustände einer Stufe un-
terscheiden sich jeweils voneinander, während ein Zustand auf unterschiedlichen 
Stufen mehrfach auftreten kann. Die Entscheidungen, die die Zustandsübergänge 
zwischen zwei benachbarten Stufen hervorrufen, und ihre jeweiligen Kosten werden 
durch gerichtete und gewichtete Kanten repräsentiert. Da die eindeutige Bestimmung 
eines Anfangszustandes und - zumindest im vorliegenden Fall - eines Endzustandes 
vorausgesetzt wird, enthalten sowohl die erste als auch die letzte Stufe des Gesamt-
problems nur einen Zustand. 
Zur Vorbereitung des Optimierungsablaufes ist die Transformationsfunktion (5.2) 
aufzustellen. In den meisten Optimierungsmodellen sind den Systemzuständen Wer-
tigkeiten zugeordnet. Analog dazu beschreiben die Entscheidungsvariablen xk die 
Änderung dieser Wertigkeiten. In einem solchen Modell würde der Zustandsüber-
gang dann durch  
 +* = +*,% + $* − 5* (5.6) 
ausgedrückt werden. Der Summand bk  kann optional hinzugefügt werden, um den 
Einfluss von Störgrößen auf die Zustandsübergänge zu berücksichtigen, falls das 
Optimierungsproblem dies erfordert. 
Die stufenbezogene Zielfunktion  
 )*	+*,%, $* = 6	+*,%, $* (5.7) 
entspricht dem Kantengewicht der jeweiligen Entscheidung xk. Die Details der Be-
rechnung der Kantengewichte c(zk-1 , xk) für den vorliegenden Anwendungsfall wer-
den im weiteren Verlauf in Abschnitt 5.3.2 sowie detailliert in den Abschnitten 6.3 
und 6.4 beschrieben. 
Das Ergebnis der dynamischen Programmierung in einem diskreten, deterministi-
schen Modell ist eine sog. optimale Politik, die das System unter Minimierung der 
Zielfunktion vom Anfangs- in den Endzustand überführt. Sie besteht aus der Folge 
der Entscheidungen 	$%∗, … , $*,%∗ , $*∗ , … , $'∗, die zum minimalen Zielfunktionswert 
führen. 
Dabei gilt das Bellman’sche Optimalitätsprinzip. Es besagt, dass bei einer optimalen 
Politik 	$%∗, … , $*,%∗ , $*∗ , … , $'∗, die die Zustände 	+/	, … , +*,%	, +*	, … , +' enthält, 
auch ein beliebig ausgewählter Teil dieser Optimal-Politik 	$8∗ , … , $9∗ mit :, 5	 ∈{1,… , 4} der optimale Weg ist, das System aus dem Zustand +8,% in den Zustand +9 
zu überführen. 
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Die Lösung eines Problems =/	+/ besteht in der Berechnung der optimalen Politik, 
das System vom Anfangszustand +/ in den Endzustand +' zu überführen. Analog 
dazu erfolgt beim Problem =*,%	+*,% die optimale Überführung von +*,% in +'. 
Der zum Problem gehörige optimale Zielfunktionswert wird mit *,%∗ 	+*,% be-
zeichnet. Hierbei zeigt 3	 ∈ {1, … , 	4 − 1} die jeweilige Iterationsstufe an. Die dy-
namische Programmierung kann sowohl in Vorwärts- als auch in Rückwärts-
Rekursion  durchgeführt werden. In letzterem Fall beginnt die Iteration mit 3 = 4 −1 und endet mit 3 = 1. Den optimalen Zielfunktionswert einen Zustand +*,% 	 ∈ 1*,% 
erhält man aus der Bellman’schen Funktionalgleichung zu 
 
*,%∗ 	+*,% =
min		>	)*	+*,%	, $* + *∗?+* = .*	+*,%	, $*@		A		$* ∈ 2*	+*,%	B . (5.8) 
Im Folgenden wird nun die Vorgehensweise zur Adaption der hier erläuterten theore-
tischen Grundlagen auf die Geschwindigkeitsprofil-Optimierung dargelegt. 
5.3. Geschwindigkeitsprofil-Optimierung mit dynamischer 
Programmierung 
Wie im Abschnitt 5.2.2 dargelegt, muss das Problem der Geschwindigkeitsprofil-
Optimierung in Form eines Kürzeste-Wege-Problems mit festgelegtem Startknoten 
(SSSP-Problem) modelliert werden, um die dynamische Programmierung anzuwen-
den. Zur eindeutigen und diskreten Beschreibung des Fahrzeugzustandes wurden die 
Dimensionen Strecke s und Geschwindigkeit v gewählt. Die in Abschnitt 5.2.4 einge-
führte allgemeine Notation wird wie folgt auf den konkreten Anwendungsfall appli-
ziert werden: 
 n Anzahl der Stufen, in die der Entscheidungsprozess zerlegt 
werden kann. 
 n Die Anzahl der Stufen entspricht hier der Anzahl der Weg-
stützstellen s auf der zu optimierenden Fahrtroute, zuzüglich 
ihres Start- und Endpunktes. 
 zk Zustandsvariable zur Wiedergabe des Zustands, in dem 
sich das betrachtete Problem oder System am Ende der Stufe 
k befindet. 
 vk Fahrzeuggeschwindigkeit an der Wegstützstelle k 
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 Zk Menge aller Zustände, in denen sich das System am Ende 
der Stufe k befinden kann. 
 Vk Die Menge der Fahrzeuggeschwindigkeiten, die an der 
Stützstelle k realisierbar sind. 
 z0 = α Vorgegebener Anfangszustand. 
 v0 Vorgegebene Startgeschwindigkeit zu Beginn der Fahrtrou-
te. 
 Zn Menge möglicher bzw. vorgegebener Endzustände. 
 Vn = vn Analog zur Startgeschwindigkeit soll bei dieser Anwendung 
zum Ende der Fahrtroute ebenfalls nur eine Fahrzeugge-
schwindigkeit zugelassen werden. 
 xk Entscheidungsvariable zur Charakterisierung der Entschei-
dung in Stufe k. 
 ∆vk  Die Entscheidung an der Wegstützstelle k wird durch die 
Geschwindigkeitsdifferenz, die auf der Strecke zur folgen-
den Stützstelle realisiert werden soll, charakterisiert. 
 Xk (zk-1) Menge aller Entscheidungen, aus denen in Stufe k ausge-
hend vom Zustand zk-1 gewählt werden kann. 
 ∆Vk (vk-1) Menge aller Geschwindigkeitsdifferenzen, die an der Stütz-
stelle k ausgehend von der Fahrzeuggeschwindigkeit vk reali-
siert werden können. 
 tk (zk-1 , xk) Transformationsfunktion zur Beschreibung des Zustandes 
zk , in den das System in Stufe k übergeht, wenn es sich am 
Ende von Stufe k-1 im Zustand zk-1 befindet und die Ent-
scheidung xk getroffen wird. 1 
                                                 
1
 Auf die Verwendung des Formelzeichens „t“ für die Transformationsfunktion aus der allgemeinen 
Notation soll im weiteren Verlauf der Arbeit verzichtet werden, um eine Verwechslung mit der Opti-
mierungs-Zielgröße „Fahrzeit“ zu vermeiden. 
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 ak (vk-1 , ∆vk) Die Transformationsfunktion beschreibt hier die Geschwin-
digkeit vk , die das Fahrzeug an der Stützstelle k erreicht, 
wenn bei der Stützstelle k-1 ausgehend von der Geschwin-
digkeit vk-1 die Entscheidung ∆vk getroffen wird. Bezogen 
auf die allgemeine Formulierung in (5.6) gilt daher  
vk = vk-1 + ∆vk . 
Beim vorliegenden Optimierungsproblem sind keine Stör-
größen zu berücksichtigen. 
 fk (zk-1 , xk) Die stufenbezogene Zielfunktion beschreibt den Einfluss 
auf den Zielfunktionswert, den die Entscheidung xk im Zu-
stand zk-1 hervorruft. 
 fk (vk-1 , ∆vk) Die stufenbezogene Zielfunktion bildet die Kosten hinsicht-
lich Kraftstoffverbrauch und Fahrzeit ab, die die Realisie-
rung einer Geschwindigkeitsdifferenz ∆vk aus dem Aus-
gangszustand vk-1 verursacht. 
 
5.3.1. Diskretisierung des Zustandsraumes 
Der Zustandsraum wird durch die Größen Strecke und Fahrzeuggeschwindigkeit 
definiert und muss diskretisiert werden. Durch die Wahl des Diskretisierungsrasters 
wird die Zahl der Weg-Geschwindigkeits-Knoten bestimmt, die der diesem Optimie-
rungsproblem zugrundeliegende Graph enthält. Das wiederum wirkt sich unmittelbar 
auf die Komplexität des Problems aus. Je mehr Knoten der Graph enthält, desto län-
ger dauert die Berechnung der optimalen Lösung. 
Die Diskretisierung in der Dimension Strecke bestimmt die Anzahl der Optimie-
rungsstufen n, die bei der dynamischen Programmierung durchlaufen werden müs-
sen. Grundsätzlich sind die Diskretisierungs-Schrittweiten in beiden Dimensionen 
frei wählbar. Sie müssen nicht notwendigerweise äquidistant sein. Jedoch liegt dies 
nahe, da dadurch sowohl die algorithmische Bearbeitung des Optimierungsproblems 
als auch die Berechnung der Kantengewichte stark vereinfacht werden. Analog dazu 
ergibt sich aus der Schrittweite in der Dimension Fahrzeuggeschwindigkeit die An-
zahl der Entscheidungen, die im Verlauf der dynamischen Programmierung gegenei-
nander abgewogen werden müssen. Grundsätzlich ergibt sich aus einer hohen Kno-
tenzahl neben dem Nachteil der Berechnungsdauer der Vorteil, dass die Resultate bei 
der Berechnung der Kantengewichte genauer sind. Auch in der globalen Betrachtung 
über den vollständigen Planungshorizont lässt sich durch eine hohe Auflösung des 
Optimierungs-Problems die Ergebnisgenauigkeit steigern. 
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Wie grundsätzlich bei jeglicher Form der Modellbildung gilt auch hier, bei der Abs-
traktion von der Realität bzw. der Wahl der vereinfachenden Annahmen einen ange-
messenen Kompromiss zwischen der Berechnungsdauer und der Ergebnisgenauigkeit 
einzugehen. Wie dieser Kompromiss im Einzelnen zu gestalten ist, lässt sich nicht 
allgemeingültig festlegen. Vielmehr muss er individuell auf den konkreten Anwen-
dungsfall zugeschnitten sein. Die hierbei relevanten Spezifika der Geschwindigkeits-
profil-Optimierung sind  
• die Beschleunigungsfähigkeit bzw. die längsdynamischen Charakteristika des 
Fahrzeuges, 
• die Länge des Planungshorizontes, 
• die Auswirkungen der auf den Berechnungsresultaten basierenden Entschei-
dungen und  
• die zur Verfügung stehenden Rechenkapazitäten. 
Obwohl die Diskretisierungs-Schrittweiten in Strecke und Geschwindigkeit prinzipi-
ell unabhängig voneinander gewählt werden können, müssen sie dennoch in einem 
vernünftigen Verhältnis zueinander stehen. Eine extrem ungünstige Schrittweiten-
Kombination wäre beispielsweise ein Abstand von 1 m zwischen zwei benachbarten 
Wegstützstellen bei einer äquidistanten Geschwindigkeits-Diskretisierung von 10 
km/h. Da auf dieser kurzen Strecke derart große Geschwindigkeitsdifferenzen prak-
tisch nie realisierbar sind, würde sich ein Fahrzeug in einer Simulation mit diesem 
Raster nur mit konstanter Geschwindigkeit durch den Zustandsraum bewegen kön-
nen. Die diskreten Geschwindigkeiten müssen so feingranular gewählt werden, dass 
verschiedene Fahrzeugbetriebsarten auf jedem Strecken-Teilstück zwischen zwei 
Stützstellen vom Modell nachvollzogen werden können. Dies kommt besonders zum 
Tragen, wenn bei einer Verzögerung zwischen Gleitfahrt (Rollen bei ausgekuppel-
tem Motor) und Schubbetrieb (Rollen mit Motorwiderstand) unterschieden werden 
soll. 
Bei einem Planungshorizont mit einer Länge von mehreren Kilometern sollten die 
Wegstützstellen so nah beieinander sein, dass ein noch engeres Raster nicht zu deut-
lichen Verbesserungen bei der Genauigkeit des Gesamtergebnisses führen würde. So 
würde beispielsweise eine Verdopplung der Stützstellen-Anzahl, die zu einer Erhö-
hung der Genauigkeit im Prozent-Bereich führen würde, kaum die damit einherge-
hende Erhöhung der Berechnungsdauer rechtfertigen. Bei der Beurteilung der Be-
rechnungsdauer muss berücksichtigt werden, dass die Ergebnisse innerhalb kurzer 
Zeit vor Fahrtantritt verfügbar sein müssen. Als Vergleichsmarke für eine angemes-
sene Dauer könnte hier die Berechnung der Fahrtroute durch das Navigationssystem 
herangezogen werden. Außerdem ist zu beachten, dass die im Fahrzeug zur Verfü-
gung stehenden Rechenkapazitäten stark eingeschränkt sind. Dies gilt besonders im 
Hinblick auf die eingangs formulierte Anforderung, dass sich die Geschwindigkeits-
profil-Optimierung möglichst in die im Fahrzeug vorhandene informationstechnische 
Infrastruktur einfügen sollte, ohne Erweiterungen erforderlich zu machen. 
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Bezüglich der Frage, ob die jeweiligen Schrittweiten über den gesamten Zustands-
raum äquidistant sein sollten, steht der Vorteil der einfachen Handhabung im Vor-
dergrund. Eine variierende Schrittweite bei den Wegstützstellen könnte bei Routen 
mit stark variierender Topologie Vorteile bieten. So wäre beispielsweise wie in Bild 
16 skizziert denkbar, dass eine Anhöhe im ungünstigsten Fall genau zwischen zwei 
Wegstützstellen mit gleichem Höhen-Niveau liegt und daher bei den Berechnungen 
eine Steigung und das anschließende Gefälle unberücksichtigt blieben. Beim Raster 
für die Geschwindigkeit könnte vor allem eine Variation in Relation zur absoluten 
Geschwindigkeit Vorteile einbringen. Konkret würde dies bedeuten, dass die 
Schrittweite, wie schematisch in Bild 17 dargestellt, bei geringen Geschwindigkeiten 
kleiner wäre und dann mit steigender Geschwindigkeit vergrößert werden würde. So 
könnten auch bei gleich bleibender Anzahl von Weg-Geschwindigkeits-Knoten 
eventuell Verbesserungen bei der Ergebnisgenauigkeit erzielt werden. 
 
Bild 16: Schrittweiten-Variation bei der Strecken-Diskretisierung 
 
 
Bild 17: Schrittweiten-Variation bei der Geschwindigkeits-Diskretisierung 
Im vorliegenden Fall wurden zur Zustandsraum-Diskretisierung in beiden Dimensio-
nen äquidistante Schrittweiten verwendet, da aus den hier angeführten Möglichkeiten 
zur Variation relativ geringe Verbesserungen erwartet werden. Sie würden den damit 
einhergehenden höheren algorithmischen Aufwand nicht aufwiegen. Wie das Ver-
hältnis zwischen Nutzen und Aufwand genau ist, wäre im Rahmen weiterer Untersu-
chungen zu ermitteln. 
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5.3.2. Berechnung der Kantengewichte 
Wie im Abschnitt 4.3.2 beschrieben, ist die Zielfunktion des Gesamtproblems das 




,  =  ∙ 
 +  ∙ 	 !→ 	min  
 
mit  = 1 −  
(5.9) 
Bei der dynamischen Programmierung muss die Bellman’sche Funktionalgleichung  
 (5.10) 
*,%∗ 	+*,% = min		>	)*	+*,%	, $* + *∗?+* = .*	+*,%	, $*@		A		$* ∈ 2*	+*,%	B  
auf jeder Stufe des Optimierungsprozesses minimiert werden. Die Lösung des Ge-
samtproblems ist also ihr Minimum nach Durchlaufen aller Stufen, oder anders for-
muliert die minimale Summe der stufenbezogenen Zielfunktionen )*	+*,%	, $*. Die 
Kantengewichte im Graph, der das vorliegende Optimierungsproblem abbildet, re-
präsentieren daher die stufenbezogenen Zielfunktionswerte für die jeweilige Ent-
scheidung in Abhängigkeit des Ausgangszustandes: 
 )*	C*,%	, ∆C* (5.11) 
Um die beiden Zielgrößen in der vorgegebenen Relation zueinander innerhalb der 
einzelnen Stufen des Problems zu berechnen, muss  
 )*	C*,%	, ∆C* =  ∙ ∆.	C*,%	, ∆C* +  ∙ 	C*,%	, ∆C* (5.12) 
gelten. Daraus geht hervor, dass für jede Entscheidung sowohl die Fahrzeit als auch 
der Kraftstoffverbrauch zu ermitteln sind. Sie repräsentieren die Kosten, das System 
bzw. Fahrzeug vom Ausgangs- in den Folgezustand zu transformieren. 
Die Darstellung des Systemzustandes in einem durch Weg und Geschwindigkeit de-
finierten Zustandsraum erlaubt keinen Rückschluss auf den zeitlichen Verlauf der 
Fahrzeuggeschwindigkeit auf einer Teilstrecke zwischen zwei Wegstützstellen. Da-
her wird an dieser Stelle die Vorgabe eingeführt, dass die Beschleunigung zwischen 
den Stützstellen als zeitlich konstant  
 :	. = 6E4F.. (5.13) 
anzunehmen ist. Um zu zeigen, wie sich das System unter dieser Vorgabe im wegba-
sierten Zustandsraum verhält, soll an dieser Stelle ein einfaches Beispiel dienen. Wie 
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in Bild 18 qualitativ skizziert, soll das Fahrzeug über eine Strecke von 200 m mit 
zeitlich konstanter Beschleunigung von der Ausgangsgeschwindigkeit von 20 m/s 
auf 30 m/s beschleunigt werden. Mit den Parametern  
C% = 20	F 	;	CJ = 30	F 		; 	∆F = 200	; :	. = 6E4F.. 
erhält man also die zeitlich konstante Beschleunigung sowie die Fahrtdauer auf dem 
Streckenabschnitt aus 
 :	. = ∆C∆.	 (5.14) 
und ∆. = ∆F∅C = ∆FC% + CJ2
= 2∆FC% + CJ (5.15) 
zu :	. = 1,25	 NOP 	 ; 		∆. = 8F . 
 
 
Bild 18: Qualitativer Verlauf der Geschwindigkeit über Zeit und über Strecke 
Die Fahrzeit ∆tk als erste Komponente der Zielfunktion ergibt sich unter Kenntnis der 
Distanz zwischen den Wegstützstellen ∆sk sowie der jeweiligen Geschwindigkeit bei 
der ersten und der zweiten Stützstelle vk-1 und vk zu 
 ∆.* = ∆F∅C* =
2∆FC*,% + C* 						. (5.16) 
Die zweite benötigte Komponente ist der Kraftstoffverbrauch mKr. Hier ist die Vor-
gehensweise aufwändiger als bei der Zeitberechnung. Im ersten Schritt muss eine 
Fallunterscheidung erfolgen. Alle zur Verfügung stehenden Entscheidungen ∆vk 
müssen einer von drei möglichen Fahrzeug-Betriebsarten zugeordnet werden. Diese 
sind 
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1. Antrieb 
Zur Realisierung der erforderlichen Geschwindigkeitsdifferenz muss der Mo-
tor ein positives Moment an den Antriebsstrang weitergeben. Der daraus re-
sultierende Kraftstoffverbrauch wird modellbasiert berechnet. Details hierzu 




Zur Realisierung der Geschwindigkeitsdifferenz ist kein Motormoment erfor-
derlich. Das Fahrzeug rollt mit ausgekuppeltem Antriebsstrang, während der 
Motor im Leerlauf betrieben wird. Der resultierende Kraftstoffverbrauch 
ergibt sich aus dem Produkt von Kraftstoffmassenstrom im Leerlauf und der 
Zeit zu 
 ,* =  ,RR ∙ ∆.*		. (5.17) 
3. Schubbetrieb 
Auch hier erfordert die gewünschte Geschwindigkeitsdifferenz kein positives 
Motormoment. Das Fahrzeug muss verzögert werden. Daher bleibt der Motor 
eingekuppelt und gibt ein negatives Moment an den Antriebsstrang ab. Nega-
tive Momentanforderungen, die das Motorschleppmoment übersteigen, wer-
den durch einen zusätzlichen Bremseingriff kompensiert. Dabei erfolgt eine 
Abschaltung der Kraftstoffzufuhr, es wird also kein Kraftstoff verbraucht. 
Somit gilt in diesem Fall 
 ,* = 0		. (5.18) 
Grundsätzlich können die beiden Stellgrößen zur Beeinflussung des Kraftstoffver-
brauchs, nämlich die Geschwindigkeitsdifferenz sowie die Betriebsart, nicht immer 
eindeutig einander zugeordnet werden. Speziell ist dies bei Verzögerungsmanövern 
der Fall, wo sowohl die Gleitfahrt als auch der Schubbetrieb mit jeweils unterstüt-
zenden Bremseingriffen als Betriebsart gewählt werden könnten. Zur Vereinfachung 
des Modells wurde durch die Implementierung einer Betriebsstrategie, die jeder Be-
schleunigung eindeutig eine Betriebsart zuordnet, eine eindeutige Abhängigkeit ge-
schaffen. 
Mit Fahrzeit und Kraftstoffverbrauch sind somit die Variablen der stufenbezogene 
Zielfunktion bekannt, die Berechnung der Kantengewichte kann erfolgen. Resultat 
der Diskretisierung mit anschließender Berechnung der Kantengewichte ist ein 
Graph, der das Optimierungsproblem vollständig beschreibt und die Anwendung der 
dynamischen Programmierung erlaubt. 
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Auf weitere Erläuterungen zur Berechnung der entscheidungsabhängigen Kraftstoff-
verbräuche und der dafür erforderlichen Fallunterscheidung soll an dieser Stelle ver-
zichtet werden. Sie sind im weiteren Verlauf der Arbeit im Unterkapitel 6.3 zu fin-
den. 
5.3.3. Bewertung der Eignung des Verfahrens 
Zu Beginn des Kapitels wurden für die Auswahl des Optimierungsverfahrens vier 
Kriterien eingeführt, die im speziellen Anwendungsfall der Geschwindigkeitsprofil-
Optimierung eingehalten werden müssen: 
• Deterministische Rechenzeit 
• Echtzeitfähigkeit 
• Sichere Konvergenz 
• Global optimale Lösung 
Nachdem im vorigen Abschnitt gezeigt wurde, dass die dynamische Programmierung 
grundsätzlich zur Lösung dieses Optimierungsproblems verwendet werden kann, 
muss nun beurteilt werden, ob dabei auch die o.g. Kriterien eingehalten werden. 
Die Rechenzeit bzw. die Berechnungsdauer bei der dynamischen Programmierung ist 
deterministisch und hängt in erster Linie von der Dimension des zugrundeliegenden 
Graphen ab. Außerdem gibt es anwendungsspezifische Einflüsse auf die Rechenzeit, 
die speziell bei der Geschwindigkeitsprofil-Optimierung auftreten. Sie sind beson-
ders im Hinblick auf die Echtzeitfähigkeit des Gesamtsystems wichtig. 
Eine Reduktion der Knotenzahl kann bereits vor Beginn der Optimierung durch eine 
möglichst genaue Beschränkung des Zustandsraumes erreicht werden. Dies geschieht 
aus globaler Perspektive und basiert auf den allgemein verfügbaren Informationen 
über die Route. Eine weitergehende Reduktion der Komplexität bzw. Größe des Op-
timierungsproblems erfolgt aus der fahrzeug-individuellen Betrachtung und unter 
Berücksichtigung der Realisierbarkeit einzelner Entscheidungen. Hierbei wird die 
Anzahl der Kanten im Graphen reduziert. Mit jedem Fahrzeugzustand sind individu-
elle Grenzen hinsichtlich der Beschleunigungsfähigkeit des Fahrzeuges verknüpft. 
Diese sind in Bild 19 skizziert. Man erkennt dort, dass aus dem Zustand vk-1 die Fol-
gezustände oberhalb der Maximal-Beschleunigung amax sowie jene unterhalb der 
maximalen Verzögerung amin nicht erreicht werden können. Dadurch entfallen je-
weils Elemente der Mengen der möglichen Entscheidungen ∆Vk sowie der erreichba-
ren Folgezustände Vk . 
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Bild 19: Reduktion der Kantenzahl durch Berücksichtigung von Beschleunigungsgrenzen 
Ein weiterer Einflussfaktor auf die Rechenzeit ist das Fahrzeugmodell, das im Falle 
der Betriebsart Antrieb zur Berechnung des Kraftstoffverbrauchs genutzt wird. Sein 
Detaillierungsgrad ist so zu wählen, dass der Verbrauch mit ausreichender Genauig-
keit möglichst schnell berechnet werden kann. 
Da die Anwendung der dynamischen Programmierung voraussetzt, dass es sich beim 
Optimierungsproblem um eine Markov-Kette erster Ordnung handelt, kann die Kos-
tenberechnung im Allgemeinen auch durch die Speicherung von Zwischenergebnis-
sen abgekürzt werden. Jede Ausgangs-/Folgegeschwindigkeits-Kombination verur-
sacht zwar unterschiedliche Kosten, jedoch bleiben diese immer gleich, unabhängig 
von der Stufe k, auf der sich das System gerade befindet. So genügt es, jede Kombi-
nation einmal zu berechnen. Tritt diese im weiteren Verlauf des Zustandsraumes 
erneut auf, so kann auf den zuvor gespeicherten Wert zurückgegriffen werden. 
Die dynamische Programmierung gewährleistet immer eine sichere Konvergenz zum 
globalen Optimum. Für jede zulässige Instanz des Optimierungsproblems wird ga-
rantiert eine Lösung gefunden. Im Gegensatz zu anderen Optimierungsmethoden 
kann es nicht vorkommen, dass es sich dabei um ein lokales Optimum handelt. Auch 
die Vorgabe geeigneter Startwerte für die Optimierung ist nicht notwendig. 
Zusammenfassend kann also festgestellt werden, dass alle eingangs formulierten 
Anforderungen mit der Anwendung der dynamischen Programmierung erfüllt wer-
den können. Die weitere Ausgestaltung der Methodik zur Geschwindigkeitsprofil-
Optimierung sowie deren Umsetzung im Quellcode wird nachfolgend beschrieben. 
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6. Programmablauf und Optimierungsmodell 
Die praktische Umsetzung der Geschwindigkeitsprofil-Optimierung mit dynamischer 
Programmierung erfolgt gemäß der in Kapitel 4 geschilderten Vorgaben durch die 
Erstellung eines Quellcodes. Im Rahmen der vorliegenden Arbeit wurde dafür die 
Anwendungsumgebung und Programmiersprache MATLAB® des Herstellers 
MathWorks® verwendet. 
Aus der mathematischen Formulierung des Optimierungsproblems ergibt sich ein 
Optimierungsmodell. Gemeinsam mit dem Lösungsverfahren ist dieses Modell so in 
einen Programmablauf einzubinden, dass nach Eingabe aller benötigten Informatio-
nen und der dem konkreten Anwendungsfall entsprechenden Parameter automatisch 
die optimale Lösung in Form eines Geschwindigkeitsprofils als Resultat ausgegeben 
wird. In Bild 20 wird ein Überblick über den Programmablauf gegeben, dessen ein-
zelne Komponenten im Verlauf dieses Kapitels detailliert erläutert werden. 
Die Geschwindigkeitsprofil-Optimierung findet in der Hauptdatei des Quellcodes 
statt, die für bestimmte Funktionen auf unterlagerte Dateien zugreift. Zur Initialisie-
rung des Prozesses müssen die in Abschnitt 6.1 benannten Parameter übergeben 
werden. Außerdem werden an dieser Stelle Kennfelder, die im weiteren Verlauf zur 
Kostenberechnung benötigt werden, geladen. Der nächste markante Schritt ist die 
Bildung des Zustandsraumes, der wie in Abschnitt 6.2 beschrieben den Lösungsraum 
für das Optimierungsproblem begrenzt. Die Optimierung selbst erfolgt – analog zu 
den Anforderungen der Dynamischen Programmierung – durch zwei sequentielle 
Rekursionen in entgegengesetzter Richtung. Bei der ersten, hier als Rückwärtsrech-
nung implementiert, wird entsprechend den Ausführungen in Abschnitt 6.3 ermittelt, 
welche Strategien zur Überführung des Systems aus dem Anfangs- in den Endzu-
stand grundsätzlich realisierbar sind und welche Kosten sie verursachen. In der zwei-
ten Rekursion, im vorliegenden Fall eine Vorwärtsrechnung, wird dann aus den reali-
sierbaren Strategien die optimale respektive kostenminimale Strategie bestimmt. 
Dies wird in Abschnitt 6.6 erläutert. Für die Überprüfung der Realisierbarkeit einzel-
ner Teilstrategien sowie zu deren Kostenberechnung (siehe Abschnitt 6.4) werden im 
Programmablauf unterlagerte Funktionen aufgerufen. Während die Struktur des Pro-
grammablaufes von dem zu optimierenden System unabhängig ist, erfolgt die Sys-
temspezifikation durch die Parametrierung dieser unterlagerten Funktionen. Aus den 
Teilergebnissen der ersten Rekursion wird schließlich in der zweiten Rekursion das 
optimale Gesamtergebnis und somit die global-optimale Strategie für das vollständi-
ge Durchschreiten des Zustandsraumes bestimmt. Außerdem werden hier die absolu-
ten Zielgrößenerfüllungswerte der optimalen Strategie berechnet. 
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Bild 20: Übersicht über die Dateistruktur und den Programmablauf der Geschwindigkeitsprofilopti-
mierung 
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6.1. Initialisierung durch Optimierungs- und Fahrzeugpara-
meter 
Vor Beginn der Berechnungen muss das System parametriert werden. Die benötigten 
Werte lassen sich in zwei Gruppen einteilen, nämlich 
• Optimierungsparameter und 
• fahrzeugspezifische Parameter, 
jeweils in Form von Skalaren, Vektoren oder auch Matrizen bzw. Kennfeldern. 
Mit den Optimierungsparametern werden die Eingangsgrößen und Randbedingungen 
zur Zustandsraumbildung sowie die Fahrerpräferenz bei der Zielgrößengewichtung, 
die zur Skalarisierung der zweidimensionalen Kostenfunktion eingesetzt wird, über-
geben. Die Zustandsraumbildung basiert auf 
• der Fahrtroute s, 
• den zulässigen Höchstgeschwindigkeiten entlang der Strecke vmax,zul. , 
• der Fahrzeuggeschwindigkeit zu Beginn und zum Ende der Fahrtroute vStart 
und vEnd , 
• den Diskretisierungs-Schrittweiten in den Dimensionen Weg und Geschwin-
digkeit ∆s und ∆v, sowie 
• dem Faktor zur unteren Beschränkung des Zustandsraumes durch die Mini-
malgeschwindigkeit fv,min . 
Die Vektoren s (6.1) und vmax,zul. (6.2) haben die gleiche Länge und enthalten mindes-
tens 2 Elemente. s beginnt bei 0 und endet mit dem Weg sEnd, der bis zum Ende der 
Fahrtroute zurückgelegt wird. Alle Elemente dazwischen markieren Streckenpunkte, 
an denen sich beispielsweise die zulässige Höchstgeschwindigkeit ändert. Dement-
sprechend korrespondieren die Elemente von vmax,zul. dazu, da sie die Höchstge-
schwindigkeiten, die ab dem betreffenden Streckenpunkt gelten, anzeigen. 
 F = 	F/ = 0,… , FS = FT'U (6.1) 
 CN8V,WX. = ?CN8V,WX.	F/,… , CN8V,WX.	FS@ (6.2) 
Beide Parameter haben noch keinen Bezug zum Diskretisierungsraster. Die Länge 
der Vektoren entspricht nicht notwendigerweise der Anzahl der Wegstützstellen, die 
nach der Zustandsraumbildung von der Optimierung genutzt werden. Ebensowenig 
hat die Differenz zwischen den einzelnen Werten Bezug zu den jeweiligen Diskreti-
sierungsschrittweiten ∆s und ∆v. Die Nutzung des Parameters zur Berechnung der 
Minimalgeschwindigkeit wird im Abschnitt 6.2.2 erläutert. Zur Vervollständigung 
der Optimierungsparameter gibt der Fahrer die gewünschte Gewichtung zwischen 
den konkurrierenden Zielgrößen mit gT für die Fahrtdauer und gKV für den Kraft-
stoffverbrauch vor, wobei 
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 +  = 1 
gilt. 
Die fahrzeugspezifischen Parameter finden in zwei Bereichen innerhalb der ersten 
Rekursion des Programmablaufes Anwendung. Die Parameter zur Beschleunigungs-
fähigkeit und den Verzögerungen in den verschiedenen Betriebsmodi dienen zur Be-
urteilung der Realisierbarkeit von Entscheidungen (in Form von Zustandsübergän-
gen). Weitere Fahrzeugparameter, die in Tabelle 1 aufgelistet sind, sowie die Kenn-
felder für die Getriebeübersetzung, Getriebeverlustmomente, das Motormoment und 
die Verbrauchscharakteristik des Motors werden zur Berechnung der Kosten o.g. 
Entscheidungen benötigt. Wie sie genau eingesetzt werden sowie die konkrete Aus-
gestaltung möglicher Werte wird in Abschnitt 6.4 beschrieben. 




fr0 ; fr1 ; fr4 Rollwiderstandskoeffizienten 
r0 Unbelasteter Radradius 
V Hubraum 
T Motortakte je Arbeitsspiel  , Kraftstoffverbrauch im Leerlauf 
 
Optional können im Zuge der Initialisierung auch Kostentabellen geladen werden. 
Sämtliche Ergebnisse der Zielgrößenberechnung werden gespeichert, da sie die Ein-
gangsgrößen für die zweite Rekursion sind. Wenn vor Beginn der Optimierung fest-
gestellt wird, dass sowohl die Fahrzeug-Parametrierung als auch die Umgebungsbe-
dingungen vergleichbar sind, kann durch den Rückgriff auf gespeicherte Werte auf 
die erneute Kostenberechnung verzichtet werden. Das wiederum wirkt sich in erheb-
lichem Maße positiv auf die Berechnungsdauer aus. 
6.2. Zustandsraumbildung 
Bei der Zustandsraumbildung wird der Lösungsraum erstellt. Dazu wird der Bereich 
der erlaubten Geschwindigkeiten entlang der Strecke durch Definition der Verläufe 
von Minimal- und Maximalgeschwindigkeit festgelegt. Parallel dazu wird der Zu-
standsraum in den Dimensionen Weg und Geschwindigkeit anhand der vorher fest-
gelegten Schrittweiten ∆s und ∆v diskretisiert. Für den Einsatz der Dynamischen 
Programmierung ist die Diskretisierung eine zwingend erforderliche Voraussetzung. 
Ergebnis ist die Menge der Weg-Geschwindigkeits-Knoten an jeder Wegstützstelle, 
die die zulässigen Fahrzeugzustände für die Optimierung repräsentieren. 
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Zur Veranschaulichung der Vorgehensweise beziehen sich die folgenden Ausführun-
gen auf ein Beispiel, das wie folgt parametriert sei: 
F = 	0	; 200	; 600	; 900	; 1100 
CN8V,WX. = 	70	; 100	; 50	; 100	; 100 \3ℎ ^ 
∆F = 100		; 	∆C = 1 \3ℎ ^	; 	)_,N`' = 0,5− 
6.2.1. Diskreter Maximalgeschwindigkeitsverlauf 
Bild 21 zeigt den aus den initialen Vorgaben hervorgehenden Maximalgeschwindig-
keits-Verlauf.  
 
Bild 21: Initialer Maximalgeschwindigkeits-Verlauf bei der Zustandsraumbildung 
Um im Ergebnis die den Schrittweiten entsprechende Anzahl diskreter Weg-
Geschwindigkeits-Knoten zu erhalten, wird zunächst der vorgegebene Vektor s er-
weitert. 
FU`O = 	F/ = 0	; F/ + ∆F	; … ;	FS − ∆F	; 	FS 
enthält also  
 = FS∆F + 1 
Elemente. Der Einfachheit halber wird hierbei angenommen, dass der Quotient aus 
sN und ∆s ganzzahlig sei. Ebenso muss auch der Vektor der zulässigen Höchstge-
schwindigkeiten erweitert werden. Dabei werden für die Wegstützstellen, die nicht 
im Parameter s enthalten sind, wohl aber in sdis, mit den Geschwindigkeiten belegt, 
die zur unmittelbar vorangehenden Stützstelle aus s korrespondieren. Im Beispiel 
wird daher aus  
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F = 	0	; 200	; 600	; 900	; 1100 und 
CN8V,WX. = 	70	; 100	; 50	; 100	; 100 
nach Anpassung an das diskrete Raster 
FU`O = 	0	; 100	; 200	; 300	; 400	; 500	; 	600	; 700	; 800	; 	900	; 1000	; 	1100 und 
CN8V,WX.,U`O = 	70	; 70	; 100	; 100	; 100	; 100	; 50	; 50	; 50	; 100	; 100	; 100 . 
Die neu hinzugekommenen Knoten sind auch in Bild 22 durch die gefüllten Kreise 
skizziert. Dabei ist zu beachten, dass die zulässigen Geschwindigkeiten jeweils ab 
der parametrierten Wegstützstelle gelten. Würde nun aus den sich durch obige Vek-
toren ergebenden Weg-Geschwindigkeits-Knoten ein Verlauf gebildet, indem sie 
einfach miteinander verbunden werden würden, so würde das dazu führen, dass im 
Zustandsraum ein vorzeitiges Beschleunigen des Fahrzeuges erlaubt werden würde. 
Um dies zu verhindern, werden durch die Prüfbedingung  
CN8V,WX.,U`O	3 + 1 − CN8V,WX.,U`O	3 > 0	? mit 3 = 1	, 2	, … ,  − 1 
die Wegstützstellen identifiziert, an denen die zulässige Geschwindigkeit steigt. Die 
betroffenen Knoten sind in Bild 22 mit Pfeilen markiert. Diese Geschwindigkeiten 
werden durch  
CN8V,U`O	3 + 1 = CN8V,WX.,U`O	3 
auf den Wert der Vorgänger-Stützstelle reduziert, so dass der endgültige Maximalge-
schwindigkeitsverlauf des Beispiels 
CN8V,U`O = 	70	; 70	; 70	; 100	; 100	; 100	; 50	; 50	; 50	; 50	; 100	; 100 
ist. 
 
Bild 22: Bearbeitung des Maximalgeschwindigkeits-Verlaufes im Rahmen der Zustandsraumbildung 
Prinzipiell wäre durch diese obere Beschränkung des Zustandsraumes ein für die 
Optimierung geeigneter Lösungsraum geschaffen. Obwohl grundsätzlich Geschwin-
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digkeiten von 0 km/h erlaubt sind, wäre die Konvergenz durch die hier getroffene 
Wahl der Zustandsgrößen v und s nicht gefährdet. Jedoch ist aus Sicht der Verträg-
lichkeit des Systems mit seinem Umfeld angeraten, eine untere Beschränkung des 
Zustandsraumes in Form einer Minimalgeschwindigkeit hinzuzufügen. Andernfalls 
könnte sich das optimale Geschwindigkeitsprofil, je nach Wahl der Zielgrößenge-
wichtung, negativ auf den Verkehrsfluss auswirken und wäre so aus globaler Per-
spektive destruktiv. Es gibt zahlreiche Möglichkeiten, eine Mindestgeschwindigkeit 
festzulegen. Im einfachsten Fall könnte eine konstante Untergrenze definiert werden. 
Im folgenden Abschnitt wird eine andere, variable Alternative beschrieben, die sich 
speziell im Hinblick auf den Verkehrsfluss besser eignet als beispielsweise konstante 
Untergrenzen. 
6.2.2. Diskreter Minimalgeschwindigkeitsverlauf 
Zur Bestimmung der Minimalgeschwindigkeit wird im ersten Schritt der aus der Pa-
rametrierung hervorgehende Anteil der zulässigen Höchstgeschwindigkeit  
CN`'	3 = CN8V,WX.	3 ∙ )_,N`'        für alle        3 = 1,… , 4 − 1 
mit k als Bezeichnung des jeweiligen Elements des parametrierten Vektors angesetzt. 
Lediglich die letzten Werte von Minimal- und Maximalgeschwindigkeit (also am 
Ende der Strecke) sollen übereinstimmen: 
CN`'	4 = CN8V,WX.	4 
Hierdurch wird die Fahrzeuggeschwindigkeit am Ende der Fahrtroute auf einen Wert 
festgelegt. Wenn dort mehr als ein Zustand zulässig wäre, würde das optimale Ge-
schwindigkeitsprofil in beinahe allen Fällen bei der geringsten zulässigen Geschwin-
digkeit enden, da so zum Streckenende immer eine verbrauchsarme Verzögerungs-
phase genutzt werden könnte. Jedoch ist die Vergleichbarkeit der Zielgrößenerfül-
lungswerte verschiedener Geschwindigkeitsprofile nur dann gegeben, wenn jeweils 
sowohl ihre Start- als auch ihre Endgeschwindigkeiten identisch sind. Im obigen Bei-
spiel wurde )_,N`' = 0.5 gewählt, so dass sich als Minimalgeschwindigkeit also 
CN`' = 	35	; 50	; 25	; 50	; 100 
ergibt. Der Minimalgeschwindigkeitsverlauf wird so zunächst in eine konstante Rela-
tion zur zulässigen Höchstgeschwindigkeit gesetzt. Diese Vorgehensweise ist in Bild 
23 beispielhaft dargestellt. Alternativ dazu wären auch andere Vorschriften möglich, 
wie beispielsweise ein konstanter absoluter Wert als Differenz zwischen den beiden 
Grenzgeschwindigkeiten. 
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Bild 23: Erster Bearbeitungsschritt zur Definition der Minimalgeschwindigkeit bei der Zustands-
raumbildung 
Wie zuvor bei der Maximalgeschwindigkeit erhält man auch hier nach diesem ersten 
Bearbeitungsschritt einen stufenförmigen Verlauf. Dieser ist in der Realität nicht 
nachvollziehbar und könnte zudem durch Mehrdeutigkeiten von Zuständen zu nume-
rischen Problemen bei der Optimierung führen. Außerdem kann es in bestimmten 
Fällen dazu kommen, dass sich die Verläufe berühren. An den betroffenen Wegstütz-
stellen wäre so nur eine Geschwindigkeit als Fahrzeugzustand für die Optimierung 
nutzbar. 
Um den Minimalgeschwindigkeitsverlauf anzupassen und dadurch Unstetigkeiten 
bzw. Mehrdeutigkeiten von Zuständen zu eliminieren, wird geprüft, ob der Verlauf 
der zulässigen Höchstgeschwindigkeiten Stellen hat, an denen die Maximalge-
schwindigkeit nur für ein sehr kurzes Streckenstück(2) erhöht und anschließend wie-
der verringert wird. An diesen Stellen wird, wie in Bild 24 beispielhaft skizziert, die 
theoretisch zulässige Geschwindigkeitserhöhung bei der Bildung der Minimalge-
schwindigkeit ignoriert. 
                                                 
(2)
 Als Grenze hat sich eine Streckenlänge von 200 m als praktikabel erwiesen. In der aktuellen Im-
plementierung werden daher alle Bereiche, in denen die Maximalgeschwindigkeit für weniger als 200 
m erhöht ist, bei der Bildung der Minimalgeschwindigkeit ignoriert. 
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Bild 24: Ausschluss kurzer Geschwindigkeitserhöhungen im Minimalgeschwindigkeitsverlauf 
Nun gilt es, jedem Element von sdis eine Minimalgeschwindigkeit zuzuordnen. Im 
Zuge der dementsprechenden Erweiterung von vmin in vmin,dis wird auch der Minimal-
geschwindigkeitsverlauf durch verschiedene Abfragen so verändert, dass sowohl 
Stufen an den Übergängen zwischen zwei unterschiedlichen Minimal-Vorgaben als 
auch Überscheidungen mit dem Verlauf der Maximalgeschwindigkeit eliminiert 
werden. 
Um abrupte Übergänge bei Veränderung der Minimalgeschwindigkeit abzumildern, 
werden an den betreffenden Stellen Steigungen für Angleichsgeraden berechnet. 
Hierbei wird im Programmablauf zwischen Erhöhungen und Verringerungen der 
Minimalgeschwindigkeit unterschieden, um für diese beiden Fälle unterschiedliche 
Steigungen m+ und m- der Angleichsgeraden parametrierbar zu machen. Die dazu 
verwendeten Geradengleichungen sind außerdem von der absoluten Differenz zwi-
schen den aus dem Parametersatz abgeleiteten Minimalgeschwindigkeiten und der 
Entfernung der aktuellen diskreten Wegstützstelle von der letzten bzw. nächsten 
Stützstelle des Parametersatzes diffs+ bzw. diffs- abhängig. Bei Erhöhung der Mini-
malgeschwindigkeit werden hierzu 
CN`','X = dC* + C*,% ∙ ef))Od + C*,% 
sowie analog dazu bei Verringerung der Minimalgeschwindigkeit 
CN`','X = ,C*d% + C* ∙ ef))O, + C*d% 
verwendet. Diese Vorgehensweise ist auch in Bild 25 skizziert. Die betreffenden 
Knoten sind dort durch Pfeile gekennzeichnet. 
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Bild 25: Modifikation des Verlaufs der Minimalgeschwindigkeit durch Angleichsgeraden 
Im gleichen Arbeitsschritt werden unter Berücksichtigung oben beschriebener Vor-
schriften die Minimalgeschwindigkeits-Werte für die nicht im Parameter-Vektor 
enthaltenen Wegstützstellen berechnet. Somit liegen an dieser Stelle des Pro-
grammablaufes zu jeder Wegstützstelle Maximal- und Minimalgeschwindigkeit zur 
Eingrenzung der erlaubten Fahrzeugzustände vor. Bild 26 illustriert die folglich zu-
lässigen Zustände als gelbe Knoten innerhalb des weißen Korridors zwischen Ober- 
und Untergrenze. Der hier grafisch aufbereitete Zustandsraum wird im Quellcode 
durch die Matrix ZR repräsentiert, in der die erlaubten Zustände durch „1“ und die 
unzulässigen Zustände mit „0“ gekennzeichnet sind. Die Zustandsraumbildung ist 
damit abgeschlossen. 
 
Bild 26: Zustandsraum vor Beginn der ersten Rekursion der dynamischen Programmierung 
Bislang wurde zwischen den bei der Initialisierung parametrierten Vektoren s und 
vmax,zul. und ihren an das diskrete Raster des Zustandsraumes angepassten Pendants 
sdis und v max,zul.,dis unterschieden. Da die Initialisierungsparameter nach Abschluss der 
Zustandsraumbildung nicht weiter verwendet werden, entfällt obige Unterscheidung 
im weiteren Verlauf der Ausführungen zugunsten der einfacheren Lesbarkeit. Die 
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Elemente s(k), v(i) und v(j) beziehen sich von nun an also immer auf die aus der Dis-
kretisierung resultierenden Wegstützstellen bzw. Geschwindigkeiten. 
6.3. Erste Rekursion der dynamischen Programmierung 
Die dynamische Programmierung berechnet das optimale Geschwindigkeitsprofil in 
zwei Rekursionen. Im vorliegenden Fall wird der Zustandsraum zuerst von der letz-
ten bis zur ersten Wegstützstelle durchschritten. Hier wird also mit einer Rückwärts-
rekursion begonnen. Dabei werden die Kosten aller zulässigen Entscheidungen beim 
Übergang zwischen zwei Stufen des Optimierungsproblems berechnet. In der zwei-
ten Rekursion wird der Zustandsraum in umgekehrter Richtung durchschritten, hier 
also in einer Vorwärtsrekursion. Aus den zuvor berechneten Teillösungen wird dort 
die optimale Gesamtlösung gebildet. Grundsätzlich kann frei gewählt werden, ob 
eine Kombination aus Rückwärts-/Vorwärtsrekursion oder umgekehrt die Kombina-
tion Vorwärts-/Rückwärtsrekursion verwendet wird. Diese Entscheidung ist jeweils 
unter Berücksichtigung der Charakteristika der Optimierungsaufgabe zu treffen. 
Bild 27 gibt eine Übersicht der Vorgehensweise beim ersten Durchschreiten des Zu-
standsraumes in der Rückwärtsrekursion. Ziel ist, die jeweiligen Kosten aller Ent-
scheidungen xk, die nicht durch die Zustandsraum-Beschränkung aus dem Lösungs-
raum ausgeschlossen wurden, zu berechnen. Zur Charakterisierung einer Entschei-
dung dienen drei Variablen: 
• Die aktuelle Wegstützstelle k, 
• die aktuell betrachtete Geschwindigkeit vi(k) auf der Stützstelle k und 
• die aktuell betrachtete Geschwindigkeit vj(k-1) auf der im Streckenverlauf vo-
rangehenden Stützstelle k-1. 
 
 
Bild 27: Übersicht der Schleifen im Quellcode der Rückwärtsrechnung der dynamischen Program-
mierung 
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Die Rückwärtsrekursion beginnt mit einer Schleife über alle Wegstützstellen, wobei 
zunächst die letzte Stützstelle sEnd (k = K) und ihre vorangehende Stützstelle sEnd-∆s 
(k-1) gesetzt werden. Diese Schleife wird in Bild 27 durch den blauen Pfeil darge-
stellt. Nun wird in einer unterlagerten Schleife in der Dimension der Geschwindig-
keit jeder Zustand auf k-1 besucht. Der aktuelle Zustand wird mit vj bezeichnet. Es 
folgt eine Abfrage, ob vj zu den erlaubten Zuständen gehört oder bereits bei der Zu-
standsraumbildung vom Optimierungsproblem ausgeschlossen wurde. Trifft ersteres 
zu, so werden in einer weiteren unterlagerten Schleife die Zustände auf k besucht, die 
im Weiteren mit vi benannt werden. Durch diesen dritten Schritt stehen nun alle Va-
riablen zur Konkretisierung der Entscheidung xk(vj,vi) fest. Ob die jeweilige Ent-
scheidung zur Lösung des Optimierungsproblems genutzt werden kann, hängt nicht 
nur davon ab, ob vj und vi zulässige Zustände sind, sondern auch davon, ob die dazu 
erforderliche Beschleunigung innerhalb des Streckenteilstücks ∆s realisiert werden 
kann. Daher müssen im nächsten Schritt die entsprechenden Grenzwerte in Form von 
maximaler Beschleunigung und maximaler Verzögerung – jeweils in Abhängigkeit 
der Ausgangsgeschwindigkeit vj – bestimmt werden. 
Die maximal realisierbare Beschleunigung amax ist sowohl von diversen Fahrzeug- 
und Umgebungsparametern als auch von der aktuellen Fahrzeuggeschwindigkeit 
abhängig. Für das in dieser Arbeit verwendete Fahrzeugmodell kann sie in guter Nä-
herung durch das Polynom 
 
:N8V = 2,5735 ∙ 10,g ∙ ChWij − 4,5602 ∙ 10,j ∙ ChWik
+ 3,0209 ∙ 10,l ∙ ChWil − 8,9947 ∙ 10,J ∙ ChWiJ
+ 1,0264 ∙ ChWi + 1,05 
(6.3) 
berechnet werden. Bei den Koeffizienten handelt es sich um fahrzeugspezifische 
Daten, die experimentell ermittelt werden können. Der entsprechende Verlauf ist in 
Bild 28 zu sehen. Die maximal erlaubte Verzögerung amin ist bei der Lösung des Op-
timierungsproblems aus Komfort- und Sicherheitsgründen konstant auf -3 m/s2 be-
schränkt. Für alle Entscheidungen xk , die zu einer Beschleunigung 
:N`' ≤ :* ≤ :N8V 
führen, werden im weiteren Programmablauf Kosten berechnet. Wie bereits in Ab-
schnitt 5.3.2 beschrieben, erhält man die Kosten einer Entscheidung aus der Fahrzeit 
und dem Kraftstoffverbrauch auf dem betreffenden Teilstück der Gesamtstrecke. Zur 
Berechnung des Kraftstoffverbrauchs wird an dieser Stelle des Programmablaufes 
eine Fallunterscheidung getroffen, um die zu bewertende Entscheidung eindeutig 
einer der in 5.3.2 beschriebenen Fahrzeug-Betriebsarten zuzuordnen. 
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Bild 28: Maximalbeschleunigung und Verzögerungen bei Gleitfahrt und Schubbetrieb, jeweils in Ab-
hängigkeit der Ausgangsgeschwindigkeit 
In Bild 28 ist zu sehen, dass es neben der maximalen Beschleunigung auch zwei von 
der Ausgangsgeschwindigkeit abhängige markante Verzögerungen gibt. Es handelt 
sich dabei um die Verzögerung bei reiner Gleitfahrt (ausgekuppelter Antriebsstrang) 
und jene beim reinen Schubbetrieb (mitlaufender Antriebsstrang), jeweils ohne Betä-
tigung der Bremse. Die dargestellten Beschleunigungs-Verläufe liegen im Optimie-
rungsmodell als Kennlinien vor, es handelt sich dabei ebenfalls um Polynome in der 
Form von (6.3). Eine genauere Erläuterung des Beschleunigungs-Verlaufes im 
Schubbetrieb erfolgt in Abschnitt 6.4.3., da dieser von der jeweils eingelegten Ge-
triebeschaltstufe abhängt. Zusätzliche Beschleunigungs-Einflüsse durch von 0 ab-
weichende Fahrbahnsteigungen werden zum jeweils benötigten Kennlinien-Wert 
addiert. Beispielsweise sind Fahrsituationen denkbar, in denen das Halten einer kon-
stanten Geschwindigkeit eine verzögernde Einwirkung auf den Antriebsstrang erfor-
dert, etwa wenn das Fahrzeug ein Gefälle befährt. Andererseits könnte auf einer 
Steigung trotz sinkender Soll-Geschwindigkeit ein positives Motormoment erforder-
lich sein. Durch den Korrektur-Summanden für die Fahrbahnsteigung werden die 
Beschleunigungs-Grenzen auch in diesen Sonderfällen korrekt berechnet. 
Um diese drei verschiedenen Beschleunigungen jeweils einem Zustand an der Weg-
stützstelle k zuzuordnen, werden zunächst die exakten Geschwindigkeiten berechnet, 
die man ausgehend von vj mit der jeweiligen Beschleunigung innerhalb der Strecke 
von ∆s erreichen würde. Zur Vervollständigung wird ebenso die exakte Folgege-
schwindigkeit, die aus der maximal erlaubten Verzögerung resultiert, ermittelt. In 
Bild 29 ist diese Vorgehensweise skizziert. Da die exakten Ergebnisse höchstwahr-
scheinlich nicht direkt einem diskreten Zustand zugeordnet werden können, werden 
sie im zweiten Schritt so gerundet, dass sie auf den nächstliegenden Zustand des dis-
kreten Rasters führen. Hier wird – mit Ausnahme der maximal erlaubten Verzöge-
rung – immer abgerundet, da aufgerundete Werte im realen Betrieb nicht nachzu-
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vollziehen wären. Bei der maximal erlaubten Verzögerung hingegen würde diese 
durch ein Abrunden überschritten werden, daher wird hier aufgerundet. Nach diesen 




Bild 29: Bestimmung der Beschleunigungsgrenzen zur Zuordnung der Betriebsarten 
Im nächsten Schritt sind die Zielfunktionswerte der zulässigen Entscheidungen zu 
ermitteln. Wie bereits in Abschnitt 5.3.2 beschrieben, ist diese durch die gewichtete 
Summe der Kriterien Zeit und Kraftstoffverbrauch gegeben: 
 	
,  =  ∙ 
 +  ∙ . (6.4) 
Unter der Annahme zeitlich konstanter Beschleunigung zwischen zwei Wegstützstel-
len ergibt sich die Fahrzeit – unabhängig von der Betriebsart – zu 
 
∆.* = ∆F∅C	3 = 2∆FC	3 + C	3 − 1 = 2∆FC` + Cn 						. (6.5) 
Die Berechnung des Kraftstoffverbrauchs erfolgt nun unter Berücksichtigung der 
jeweiligen Betriebsart. Sei  
:* = CJ` − CnJ2 ∙ ∆F  
die Beschleunigung, die aus der Entscheidung xk resultiert, so wird zwischen den 
Fällen 
1) Antrieb: :N8V	 ≥ :* > :ph  ,* = )	C`, Cn , ∆.*, q:r,s., …  
2) Gleitfahrt: :ph	 ≥ :* > :tu  ,* =  ,R8Xv ∙ ∆.* 
3) Schubbetrieb: :tu	 ≥ :* ≥ :N`'  ,* = 0 
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unterschieden. Bild 30 zeigt eine beispielhafte Verteilung dieser Betriebsarten über 
die möglichen Kombinationen aus Ausgangs- und Folgegeschwindigkeiten zwischen 
0 und 100 km/h. Dieses Diagramm resultiert aus einer Streckenteilstück-Länge von 
50 m und ist ausschließlich für eine bestimmte Fahrzeug-Parametrierung gültig. Die 
hier relevanten Parameter sind die Schaltstrategie sowie die Polynome für die maxi-
male Beschleunigung (6.3) und die charakteristischen Verzögerungen. 
 
 
Bild 30: Realisierbare Kombinationen von Ausgangs- und Folgegeschwindigkeit auf einem Strecken-
abschnitt der Länge 50 m sowie die entsprechenden Fahrzeug-Betriebsarten 
Die dargestellten Gültigkeitsbereiche der Betriebsarten wurden für einen diskreten 
Zustandsraum berechnet, wodurch sich stufige Übergänge zwischen den Bereichen 
ergeben würden. Die Verläufe der Bereichsgrenzen wurden hier grafisch nachbear-
beitet.  
Im folgenden Abschnitt erfolgt eine detaillierte Beschreibung der modellbasierten 
Verbrauchsberechnung, wie sie im ersten Fall (Antrieb) erforderlich ist. 
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6.4. Modellbasierte Kraftstoffverbrauchs-Berechnung 
Zur Berechnung des Kraftstoffverbrauchs im Falle des Antriebs auf einem Teilstück 
der Gesamtstrecke dient ein Längsdynamik-Modell, dessen Struktur Bild 31 zeigt. 
Darin werden, entgegengesetzt der physikalischen Wirkungskette in der Realität, 
zunächst die Fahrwiderstände berechnet, die durch die Realisierung der Entschei-
dung xk entstehen bzw. zur Realisierung der Geschwindigkeitsdifferenz vi-vj über-
wunden werden müssen. Es wird eine gleichmäßige Radlast-Verteilung angenom-
men, Aufbaubewegungen und damit verbundene Radlast-Schwankungen werden 
vernachlässigt und der Rad-Straße-Kontakt wird zur Vereinfachung durch eine ki-
nematische Beziehung abgebildet. Die Modellbildung ist von der Bestimmung der 
Fahrwiderstände FR bis hin zur Berechnung des erforderlichen Motorabtriebsmo-
ments MA physikalisch motiviert. Die Bestimmung des korrespondierenden Kraft-
stoffmassenstroms hingegen folgt einem phänomenologischen Ansatz und bedient 
sich eines Kennfeldes. Würde alternativ hierzu die enge Orientierung an den physi-
kalischen Grundlagen beibehalten werden, so müsste der Verbrennungsvorgang mo-
delliert werden. Dies würde die Komplexität des Modells inakzeptabel steigern. In 
der Literatur (beispielsweise [36] oder [37]) werden zur Simulation der thermody-
namischen Prozesse im Brennraum Modelle mit unterschiedlichen Detaillierungsgra-
den beschrieben. Da die Verbrennungsvorgänge sowohl zeit- als auch ortsabhängig 
sind, müssten bei einer physikalisch motivierten Modellierung und Simulation Sys-
teme aus partiellen Differentialgleichungen formuliert und gelöst werden. Um dies 
zu vermeiden, kann der Kraftstoffverbrauch durch ein phänomenologisches Modell 
bestimmt werden. Im Hinblick auf die begrenzt verfügbare Rechenkapazität und -zeit 
ist dies für die vorliegende Aufgabenstellung, trotz der Einbußen bei der Ergebnis-
qualität, vorzuziehen. Komplexere Modelle dienen u.a. dazu, die charakteristischen 
Größen des Verbrennungsprozesses im Verlauf eines Arbeitsspiels darzustellen. Im 
Falle des Kolbendruckes würde dabei nicht nur ein Mittelwert, sondern auch sein 
Verlauf über den Kurbelwinkel beschrieben werden. Angesichts des hier zugrunde 
gelegten mittel- bis langfristigen Planungshorizontes sind derartige Details nicht re-
levant. 
Die einzelnen Bearbeitungsschritte innerhalb des Modells sind: 
1. Berechnung der Fahrwiderstände aus der vorgegebenen Geschwindigkeits-
differenz auf dem Streckenteilstück 
2. Berechnung des erforderlichen Getriebeabtriebsmoments durch eine kine-
matische Beziehung zur Längskraft im Rad-Straße-Kontakt 
3. Berechnung des erforderlichen Motorabtriebsmoments aus der aktuellen 
Getriebeübersetzung sowie den lastabhängigen Getriebeverlusten 
4. Berechnung von Motordrehzahl und effektivem Motormitteldruck 
5. kennfeldbasierte Bestimmung des aktuellen Kraftstoffmassenstroms 
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Bild 31: Vorgehensweise bei der modellbasierten Verbrauchsberechnung 
 
6.4.1. Berechnung der Fahrwiderstände 
Um die wichtigsten Einflüsse auf die erforderliche Antriebskraft zu berücksichtigen, 
werden im vorliegenden Modell neben der Massenträgheit die Roll-, Luft- und Stei-
gungswiderstandskräfte zum Gesamt-Fahrwiderstand summiert (6.6): 
 
V =  + wx + RXvy + ty`iX'i . (6.6) 
Die einzelnen Summanden ergeben sich zu 
 
 = hWi ∙ : , (6.7) 
 wx = 4 ∙ ) ∙ W = 4 ∙ ) ∙ %khWi ∙  , (6.8) 
 
RXvy = 0,5 ∙ 6z{ ∙ |RXvy ∙ ChWiJ  , [3] (6.9) 
 
ty`iX'i = hWi ∙  ∙ sin 0 , (6.10) 
wobei für den Rollwiderstandskoeffizienten in der gängigen Fachliteratur (wie bei-
spielsweise [28]) 




                                                 
3
 Da bezüglich der Umgebungsbedingungen davon ausgegangen wird, dass der Wind unberücksichtigt 
bleibt, geht in (6.9) lediglich die Fahrzeuggeschwindigkeit in die Luftwiderstands-Berechnung ein. 
Zur Berücksichtigung des Windes müsste stattdessen die dementsprechende Anströmgeschwindigkeit 
als Faktor verwendet werden. 
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gilt. In den dimensionslosen Gleichungen sind die Größen auf ihre jeweiligen Einhei-
ten normiert. Die für (6.7) bis (6.11) benötigten Parameter wurden für Berechnungen 
im Rahmen der vorliegenden Arbeit wie folgt gesetzt:  
Parameterbezeichnung Wert Einheit 
Fahrzeugmasse mFzg 1500 kg 
Erdbeschleunigung g 9,81 m/s2 
Luftwiderstandsbeiwert cWA 0.723 - 
Luftdichte (bei 20°C) ρ 1,204 kg/ m3 
Rollwiderstandskoeffizient fr0 0,009 - 
Rollwiderstandskoeffizient fr1 0,002 - 
Rollwiderstandskoeffizient fr4 0,0004 - 
 
Selbstverständlich sind diese auf das jeweilige Fahrzeug bzw. eventuell veränderten 
Umgebungsbedingungen anzupassen. Aus (6.6) erhält man die Längskraft Fx, die auf 
den Fahrzeugkörper wirken muss, um die geforderte Beschleunigung zu erreichen. 
Der dynamische Radradius rd lässt sich nach [38] in guter Näherung durch eine ge-
wichtete Summe aus unbelastetem Radradius r0 und statischem Radradius rs  
 rU = 23 r/ + 13 rO			 (6.12) 
bestimmen. Für die Einfederung ∆r beim statisch belasteten Rad gelten  
 ∆r = r/ − rO       und (6.13) 
 ∆r = W3y									. (6.14) 
Durch Gleichsetzen von (6.13) mit (6.14) kann rs also in Abhängigkeit der Radlast 
und dem radialen Steifigkeitskoeffizienten des Reifens kt gemäß 
 r/ − rO = W3y 			⟺ 	rO = r/ −
W3y 			 (6.15) 
ausgedrückt werden. Durch Eliminieren von rs in (6.12) ergibt sich der dynamische 
Radradius schließlich zu  
rU = 23 r/ + 13 ~r/ − W3y = r/ −
13 ∙ W3y						. 
Durch die kinematischen Beziehungen 
 
sw = V ∙ rU 
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w = ChWirU  (6.17) 
werden Abtriebsmoment MR sowie -drehzahl ωR am Rad berechnet. Da die Achs-
übersetzung im vorliegenden Fahrzeugmodell mit der Getriebeübersetzung zusam-
mengefasst wurde, entsprechen Momente und Drehzahlen am Rad auch jenen am 
Getriebeausgang. 
Um die aktuelle Getriebeübersetzung zu bestimmen, wurde die Getriebeschaltstrate-
gie in Form eines Kennfeldes im Quellcode hinterlegt. Neben der aktuellen Fahr-
zeuggeschwindigkeit ist die gewünschte Beschleunigung zur Wahl der Schaltstufe 
relevant. Sie geht jedoch nicht direkt in das Kennfeld ein. Die hier erforderliche Grö-
ße ist die korrespondierende Fahrpedalstellung. Zunächst wird deshalb die Ermitt-
lung der Pedalstellung beschrieben, bevor die Erläuterung der Schaltstrategie und 
ihrer Einbindung in den Quellcode folgt. 
6.4.2. Bestimmung der Fahrpedalstellung 
Das Fahrpedal dient dem Fahrer als Aktor, um das gewünschte Moment am An-
triebsstrang zu stellen. Entsprechend wird die Pedalstellung durch ein Kennfeld so 
interpretiert, dass sich daraus eine Momentanforderung für die Motorsteuerung 
ergibt. Bei Fahrzeugen mit automatischen Getrieben – wie es auch in der vorliegen-
den Arbeit vorausgesetzt wird – dient die Pedalstellung auch als Eingangsgröße für 
die Schaltstrategie. Im vorliegenden Modell wird die Momentanforderung des Fah-
rers durch die erforderliche Beschleunigung auf einem Streckenabschnitt ersetzt. 
Es hat sich bei der Modellbildung als praktikabel erwiesen, die absolute Pedalstel-
lung pGes durch die Summe zweier Anteile zu nähern. Dabei handelt es sich zum ei-
nen um die Pedalstellung pKF, die zum konstanten Halten jener Geschwindigkeit, die 
das Fahrzeug zu Beginn des Streckenabschnitts hat, erforderlich wäre. Hierzu dient 
eine geschwindigkeitsabhängige Kennlinie, die im vorliegenden Fall experimentell 
ermittelt wurde. Der andere Anteil pa+ ergibt sich aus der zusätzlichen Momentan-
forderung, die sich aus der entsprechenden Geschwindigkeitserhöhung ergibt. 
So erhält man aus der Kennlinie 
 
h = −8,984 ∙ 10, ∙ ChWil + 6,685 ∙ 10,k ∙ ChWiJ		 −1,105 ∙ 10,l ∙ ChWi + 0,05489 (6.18) 
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zunächst ersteren Anteil, um ihn dann mit dem erforderlichen Anteil der Maximalbe-
schleunigung 
 
8d = 	1 − h ∙ :tx:N8V (6.19) 
zur absoluten Pedalstellung 
 pO = h + 8d (6.20) 
zu addieren. Die Pedalstellung kann Werte zwischen 0 und 1 annehmen. In (6.19) 
wird ermittelt, welche Reserven das Halten der konstanten Geschwindigkeit noch 
zulässt. Die gewünschte Beschleunigung wird dann in Relation zur maximal mögli-
chen Beschleunigung amax gesetzt, wodurch sich schließlich aus dem Produkt mit der 
Pedalstellungs-Reserve der für die Beschleunigung erforderliche Anteil pa+ ergibt. 
Wenn die erforderliche Beschleunigung aSoll gleich 0 ist, so wird dieser Summand in 
(6.20) 0 und folgerichtig ergibt sich die Gesamtpedalstellung ausschließlich durch 
den für die konstante Fahrt erforderlichen Anteil pKF. Hierbei ist zu beachten, dass 
die Kennlinie (6.18) fahrzeugspezifisch und bei Adaption des Modells auf ein ande-
res Fahrzeug jeweils anzupassen ist. 
Im Sonderfall, dass die Soll-Beschleunigung auf einem Streckenabschnitt negativ ist, 
aber dennoch die Betriebsart Antrieb vorliegt, ist folgendes zu beachten: Durch die 
Quotientenbildung aus Soll- und Maximalbeschleunigung kann der Ausdruck für den 
Beschleunigungsanteil der Pedalstellung pa+ negativ werden. Dadurch wiederum 
kann die Gesamtpedalstellung pGes ebenfalls rechnerisch negativ werden. Das ist 
physikalisch nicht möglich und deshalb kein zulässiger Eingang für die Schaltstrate-
gie. Um diesen Sonderfall abzufangen, wird die geschätzte Pedalstellung im Quell-
code auf Werte >=0 beschränkt. 
pO = h + 8d 						≥ 0 
6.4.3. Modellierung der Schaltstrategie 
Die Gangwahl ergibt sich aus der Schaltstrategie mit den Eingangsgrößen Pedalstel-
lung und aktuelle Fahrzeuggeschwindigkeit. Dabei wird zwischen zwei Schaltstrate-
gien unterschieden: Bild 32 zeigt ein typisches Kennfeld für die Gangwahl, das bei 
positiven Beschleunigungen gilt. Analog dazu dient das Kennfeld in Bild 33 für die 
Wahl der Schaltstufe bei negativer Soll-Beschleunigung. Es kommt hauptsächlich 
bei der Gangwahl im Schubbetrieb zum Einsatz, wodurch wiederum der Betrag der 
Verzögerung beeinflusst wird. 
 
Programmablauf und Optimierungsmodell  75 
 
 
Bild 32: Wahl der Schaltstufen in Abhängigkeit der Fahrzeuggeschwindigkeit und der Fahrpedal-
Stellung im Antriebsfall 
 
 
Bild 33: Wahl der Schaltstufen in Abhängigkeit der Fahrzeuggeschwindigkeit und der Fahrpedal-
Stellung bei negativen Beschleunigungen 
Bei obigem Kennfeld für negative Beschleunigungen könnte man erwarten, dass eine 
Kennlinie genügt, weil die Pedalstellung im Verzögerungsmodus Schubbetrieb im-
mer 0 ist. Jedoch sind auch Fahrsituationen denkbar, in denen trotz negativer Soll-
Beschleunigung ein Antriebsmoment geleistet werden muss und somit eine Fahrpe-
dalstellung größer 0 erforderlich ist. Ein Beispiel hierfür ist das Befahren einer Stei-
gung, an der zwar verzögert werden soll, die Verzögerung jedoch nicht so stark sein 
darf wie beim leichtesten Verzögerungsmodus (Gleitfahrt). 
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Die Kennlinie für die Schubverzögerung, die aus Bild 33 mit der Pedalstellung 0 
resultiert, wird in Bild 34 durch den fett gedruckten Verlauf dargestellt. Je nach 
Schaltstufe und Fahrzeuggeschwindigkeit variiert die Verzögerung, die im Schubbe-
trieb realisiert werden kann. Im Modell werden die jeweiligen Verzögerungen mit 
Polynomfunktionen aSB(vFzg) berechnet. Wie zuvor beim Polynom für die maximale 
Beschleunigung (6.3) wurden auch hier die Koeffizienten experimentell ermittelt. 
Die Gültigkeitsbereiche der jeweiligen Funktionen (6.21) bis (6.26) ergeben sich aus 
der Schaltstrategie, wobei die Fahrzeuggeschwindigkeit hierbei in m/s einzusetzen 
ist. Da es sich hier lediglich um Näherungen für die betreffenden Geschwindigkeits-
bereiche handelt, kann die Beschleunigung beispielsweise im Schubbetrieb im 4. 
Gang nie größer 0 werden. Sie findet nur im gekennzeichneten Bereich zwischen 26 
und 33 km/h Anwendung, die Fortführung des Verlaufes ist lediglich theoretischer 
Natur und wird der Vollständigkeit halber dargestellt. 
 
Bild 34: Abhängigkeit der Schubverzögerung von der Fahrzeuggeschwindigkeit und der Schaltstufe 
 
:tu,p8'iJ = −0,017956 ∙ C{ − 0,3 
mit				0 < C{ < 4,7 
(6.21) 
:tu,p8'il = 5,4548 ∙ 10,j ∙ C{J − 1,2329 ∙ 10,J ∙ C{ − 0,21655 
mit				4,7 ≤ C{ < 7,2 
(6.22) 
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:tu,p8'ik = 8,2733 ∙ 10,k ∙ C{J − 2,1921 ∙ 10,J ∙ C{ − 0,13747 
mit				7,2 ≤ C{ < 9,1 
(6.23) 
:tu,p8'ij = −1,1107 ∙ 10,k ∙ C{J − 6,1538 ∙ 10,l ∙ C{ − 0,1476 
mit				9,1 ≤ C{ < 11,6 
(6.24) 
:tu,p8'i = −1,6986 ∙ 10,k ∙ C{J − 4,602 ∙ 10,l ∙ C{ − 0,13217 
mit				11,6 ≤ C{ < 14,1 
(6.25) 
:tu,p8'ig = −3,1782 ∙ 10,k ∙ C{J + 3,6756 ∙ 10,j ∙ C{ − 0,15105 
mit				14,1 ≤ C{ 
(6.26) 
 
Ziel der Modellierung der Schaltstrategie ist die Ermittlung der zur jeweiligen Fahr-
situation passenden Getriebeübersetzung iGetr. Im vorliegenden Modell wurde direkt 
die Gesamtübersetzung verwendet, so dass die Achsübersetzung bereits enthalten ist. 
Die Übersetzungen der einzelnen Gänge bei der hier verwendeten Parametrierung 
ergeben sich aus folgender Tabelle: 









6.4.4. Berechnung der Getriebeeffizienz und des Motorabtriebsmo-
ments 
Wie aus der Übersicht in Bild 31 deutlich wird, erfolgt im nächsten Schritt des Pro-
grammablaufes die Berechnung des erforderlichen Motorabtriebsmoments MA. Dabei 
ist jedoch zu berücksichtigen, dass im Getriebe last- und temperaturabhängige Ver-
luste entstehen, die in diesem Modell mit dem Verlustmoment MVerl. bezeichnet wer-
den. Daher ergibt sich das gesuchte Motormoment unter der in (6.17) getroffenen 
Annahme der rein kinematischen Beziehungen im Rad-Straße-Kontakt aus 
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s{ = sw ∙ %`. +s.   . (6.27) 
Analog dazu gilt bei den an- und abtriebsseitigen Getriebedrehzahlen 
 { = w ∙ fpy.   . (6.28) 
Neben Last und Drehzahl hängt die Effizienz des Getriebes zudem von seiner Tem-
peratur und dem anliegenden Gang ab. Zur Ermittlung der absoluten Verlustmomen-
te dienen entsprechende Kennfelder. Hier wurde jeweils ein Kennfeld für jede der 
sieben Schaltstufen implementiert. Diese gelten jeweils für die normale Betriebstem-
peratur des Getriebes bei ca. 60°C. Um im Modell die Möglichkeit der Berücksichti-
gung weiterer Temperaturen zu schaffen, müssten je Temperatur sieben weitere 
Kennfelder aufgenommen und eingefügt werden. Ein Vergleich der Verlustmomente 
bei unterschiedlichen Temperaturen jedoch hat gezeigt, dass der Einfluss ihrer aus 
der Temperaturänderung resultierenden Differenzen auf die gesamte Drehimpulsbi-
lanz vernachlässigbar gering ist. Daher wurde an dieser Stelle des Modells auf die 
Berücksichtigung der Temperaturabhängigkeit verzichtet. Bild 35 zeigt am Beispiel 
des 3. Ganges solch ein Kennfeld der Verlustmomente. Die Eingangsgrößen zur In-
terpolation innerhalb des Kennfeldes erhält man aus  
 M, = M ∙ 1i. (6.29) 
für das Lastmoment sowie (6.28) für die antriebsseitige Drehzahl. 
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Bild 35: Getriebeverlustmoment im 3. Gang über Last und Drehzahl bei Betriebstemperatur 
 
6.4.5. Kraftstoffverbrauch 
Wie eingangs erläutert ist die Modellierung der physikalischen Prozesse bei der 
Energiewandlung im Verbrennungsmotor sehr aufwändig. Eine etablierte Alternative 
ist die kennfeldbasierte Kraftstoffverbrauchsberechnung, die anhand der Größen Mo-
tordrehzahl ωA und effektiver Motormitteldruck pme gute Näherungen an den realen 
Verbrauch, insbesondere in langen Simulationsintervallen wie sie auch hier vorlie-
gen, liefert. Dabei ist der effektive Mitteldruck eine rechnerische Größe, die in dieser 
Form nicht direkt messbar ist, aber in der Literatur (beispielsweise [39]) häufig zur 
Bewertung der Effizienz von Motoren Anwendung findet. Die je Arbeitsspiel geleis-
tete Arbeit wird dazu in Relation zum Hubraum des Motors gesetzt. Anhand der in 
diesem Modell verfügbaren Größen ist der effektive Mitteldruck [bar] zu 
 N = s{ ∙ 2 ∙ 10,j ∙ 
  (6.30) 
mit V [m3] als Hubvolumen und T [-]als Anzahl der Takte je Arbeitsspiel definiert 
(siehe z.B. [36]). Bild 36 zeigt ein typisches Verbrauchskennfeld eines PKWs, das 
im vorliegenden Fall experimentell ermittelt wurde. Um die absolute Kraftstoffmasse 
für die Zielgrößenberechnung für einen Streckenabschnitt zu erhalten, muss die Aus-
gangsgröße des Kennfelds noch mit der Fahrzeit aus (6.5) multipliziert werden: 
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  =   ∙ ∆. (6.31) 
 
 
Bild 36: Kennfeld für den Kraftstoffmassenstrom in Abhängigkeit von effektivem Mitteldruck und 
Drehzahl des Motors 
6.4.6. Unterlagerte Diskretisierung zur modellbasierten Verbrauchs-
berechnung 
Die bei der in Abschnitt 6.2 beschriebenen Zustandsraumbildung angewendeten Dis-
kretisierungs-Schrittweiten sind zu groß, um die modellbasierte Verbrauchsberech-
nung in ausreichender Genauigkeit zu gewährleisten. Insbesondere die Wechsel der 
Schaltstufen haben einen erheblichen Einfluss auf das Motormoment. Allerdings 
wird die Schaltstufe für jedes diskrete Streckenstück nur einmal berechnet, so dass 
der Gangwechsel im Modell nur an Stützstellen berücksichtigt werden kann. Die 
Vorteile der ursprünglichen Schrittweiten bezüglich der Rechenzeit sollen beim 
Schubbetrieb und der Gleitfahrt erhalten bleiben, nachteilig wirken sie sich lediglich 
bei angetriebenem Fahrzeug aus. Daher erfolgt in letzteren Fällen eine temporäre 
unterlagerte Diskretisierung mit geringeren Schrittweiten, die den Detaillierungsgrad 
der Verbrauchsberechnung erhöht. 
Die Vorgehensweise bei dieser unterlagerten Diskretisierung wird im Folgenden an-
hand eines Beispiels, das auch in Bild 37 dargestellt ist, beschrieben. Die linke Ab-
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bildung zeigt den Zustandsraum mit ursprünglicher Diskretisierung, rechts ist das 
Resultat der Verfeinerung zu sehen. 
 
Bild 37: Unterlagerte Diskretisierung bei der modellbasierten Verbrauchsberechnung 
Bekannt sind hierbei Ausgangs- sowie Folgegeschwindigkeit v1 und v2, die Länge 
des Streckenabschnitts ∆s und die Gesamtzeit ∆t0, die für das Manöver benötigt wird. 
In der Dimension Geschwindigkeit wird erneut äquidistant geteilt, beispielsweise in 
0,1 km/h- statt der ursprünglich verwendeten 1 km/h-Schritten. Die Anpassung der 
Diskretisierung in der Dimension Strecke wird nun aus der neuen Geschwindigkeits-
Diskretisierung abgeleitet. Sei 
 C% = C'-/ ,   CJ = CS und  (6.32) 
 ∆C = CJ − C% 				, (6.33) 
so erhält man – weiterhin unter der Annahme konstanter Beschleunigung  : = _P,_∆y 		zwischen zwei diskreten Punkten – die kleineren Zeitintervalle aus 
 ∆.' = ∆C: 	= CJ − C% 	 ∙ 		 ∆./CJ − C% 	= 		
∆./ 		, (6.34) 
wobei  
 
∑ ∆.' =S'-% ∆./ und  CJ > C% (6.35) 
gelten. Im Quellcode sind die Berechnungsvorschriften für die Fälle v1>v2 und v1=v2 
entsprechend angepasst. Wie in Bild 37 sichtbar wird, ist die vorübergehende unter-
lagerte Diskretisierung in der Dimension Strecke aufgrund der konstanten Zeitinter-
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valle nicht mehr äquidistant, da mit steigender Geschwindigkeit bei jeweils gleich-
langen Zeitintervallen auch die zurückgelegte Strecke steigt. 
Die hier berechneten Fahrzeuggeschwindigkeiten und Zeitintervalle werden im ge-
samten Fahrzeugmodell anstelle der aus der ursprünglichen Diskretisierung hervor-
gehenden Größen eingesetzt. Sie sind also in (6.9), (6.11), (6.17), (6.18), (6.21) bis 
(6.26) und (6.31) zu berücksichtigen. 
6.4.7. Zusammenfassung der Kostenberechnung anhand eines Bei-
spiels 
Die Kostenberechnung wurde hier exemplarisch für ein Streckenteilstück der Länge 
∆s=50m durchgeführt. Die Geschwindigkeitsdifferenzen, die auf diesem Abschnitt 
mit der vorliegenden Modellparametrierung realisiert werden können, gehen aus Bild 
30 hervor. Die dort verwendete Fahrzeug-Parametrierung liegt auch hier zugrunde. 
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Bild 38: Kosten für Zeit und Kraftstoffverbrauch in Abhängigkeit der Ausgangs- und Folgegeschwin-
digkeiten auf einem Streckenteilstück 
Bild 38 zeigt die Entscheidungskosten in Form der jeweiligen Zielgrößen Kraftstoff-
verbrauch (oben) und Zeit (unten). Geschwindigkeits-Kombinationen unter 5 km/h 
blieben in dieser Beispielrechnung unberücksichtigt, da die jeweiligen Zeiten gegen 
unendlich anwachsen und somit die übersichtliche Darstellung erschweren würden. 
Der Kraftstoffverbrauch liegt im Bereich des Schubbetriebes bei 0 und steigt im Be-
reich des Antriebes an, wobei der stufenförmige Verlauf auf Gangwechsel wie z.B. 
Herunterschalten bei starken Beschleunigungen zurückzuführen ist. Die Fahrzeiten 
sind entlang einer Achse der Streckenabschnitte mit konstanter Geschwindigkeit, 
also den Kombinationen derselben Ausgangs- und Folgegeschwindigkeit, symmet-
risch. Grund hierfür ist die bei der Erstellung des Optimierungsmodells getroffene 
Annahme der zeitlich konstanten Beschleunigung innerhalb eines Streckenteilstückes 
∆s. Werden dann anhand der Zielfunktion die Gesamtkosten gebildet, entstehen da-
bei beispielsweise die in Bild 39 dargestellten Verläufe. Hier wurden drei verschie-
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dene Kombinationen der Gewichtungsfaktoren angenommen, von oben nach unten 
mit steigender Gewichtung auf Fahrzeit. Es ist zu erkennen, dass der Einfluss des 
Kraftstoffverbrauches im Verhältnis zur Relation der Gewichtungsfaktoren überpro-
portional stark abnimmt. Um diesen Effekt abzumildern, könnten die absoluten Er-
füllungswerte der einzelnen Zielgrößen vor Auswertung der Zielfunktion durch eine 
geeignete Skalierungsvorschrift so angepasst werden, dass ihre Minima und Maxima 
innerhalb vergleichbarer Spannen bzw. Wertebereiche liegen. Da aber die resultie-
renden Zahlenwerte für Kraftstoffverbrauch und Fahrzeit bei Verwendung der Ein-
heiten g bzw. s bereits ungefähr gleiche Größenordnung haben, wurde hier davon 
abgesehen. 
 
Bild 39: Vergleich der Gesamtkosten verschiedener Geschwindigkeitskombinationen auf einem Stre-
ckenteilstück, resultierend aus unterschiedlichen Zielfunktions-Parametern 
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6.4.8. Validierung der modellbasierten Kraftstoffverbrauchsberech-
nung 
Um sicherzustellen, dass das Fahrzeugmodell zur Kraftstoffverbrauchsberechnung 
im Antriebsfall Ergebnisse von ausreichender Genauigkeit liefert, wurde eine Vali-
dierung durchgeführt. Grundsätzlich sind detaillierte Modellvalidierungen mit erheb-
lichem Aufwand verbunden, besonders Tests und Messungen am realen System sind 
sehr zeit-, personal- und damit kostenintensiv. Um dies zu vermeiden und dennoch 
eine Aussage zur Qualität des Modells treffen zu können, wurde von der klassischen 
Vorgehensweise einer Modellvalidierung abgewichen. 
Zur Verfügung standen Messdaten, die unabhängig von der vorliegenden Arbeit bei 
einer Testfahrt in anderem Rahmen aufgenommen wurden. Da sich das vorliegende 
Optimierungsmodell mit geringem Aufwand, nämlich durch Anpassung einiger Pa-
rameter und Kennfelder, leicht auf unterschiedliche Fahrzeugtypen adaptieren lässt, 
konnten diese Daten zu seiner Validierung verwendet werden. Da lediglich das Fahr-
zeugmodell und nicht das gesamte Optimierungsmodell Gegenstand der Validierung 
sein sollte, ist es nicht relevant, ob das Geschwindigkeitsprofil, für das die Zielgrö-
ßen modellbasiert berechnet werden, optimal ist. Für die vorliegende Validierungs-
Aufgabe wurde folgende Vorgehensweise gewählt: 
1. Extraktion der Kostenberechnung aus dem Optimierungsmodell 
2. Bearbeitung der gemessenen Fahrzeuggeschwindigkeit bei der Testfahrt 
a. Diskretisierung 
b. Aufbereitung als Eingangsgröße für die Kostenberechnung 
 Entscheidungen werden nicht durch die dynamische Programmie-
rung vorgegeben, sondern vi-vj-Kombinationen sind durch die Mess-
daten vorgegeben 
3. Simulation der Testfahrt 
4. Vergleich zwischen den modellbasiert berechneten und den gemessenen 
Zielgrößen 
Der Vergleich in Bild 40 zeigt, wie die Geschwindigkeitsvorgabe für die Simulation 
im diskreten Zustandsraum aufgrund der Diskretisierungs-Effekte von der real gefah-
renen abweicht. 
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Bild 40: Vergleich zwischen Geschwindigkeitsprofilen aus Testfahrt und der diskreten Soll-Vorgabe 
für die Simulation 
In Bereichen mit starken und/oder kurz aufeinanderfolgenden Geschwindigkeitsän-
derungen, wie sie beispielsweise in dem in Bild 40 mit Hervorhebung (1) gekenn-
zeichneten und in Bild 41 (oben) vergrößert dargestellten Streckenabschnitt auftre-
ten, kann das Geschwindigkeitsprofil der Testfahrt durch die bei der Diskretisierung 
angewendete Schrittweite von ∆s=50 m in der Simulation nicht ganz genau nachvoll-
zogen werden. Außerdem wurden Geschwindigkeiten bei der Testfahrt manuell ein-
geregelt. Das führt dazu, dass die Geschwindigkeit auch in Abschnitten (Hervorhe-
bung (2) in Bild 40 und unten in Bild 41), wo sie eigentlich konstant gehalten werden 
sollte, immer leicht variiert. Da die Abweichungen aber unterhalb der in der Simula-
tion verwendeten Diskretisierungs-Schrittweite von ∆v= 1 km/h liegen, werden auch 
sie nicht nachvollzogen. Als Folge dieser Abweichungen resultiert bei der Simulation 
außerdem eine von der realen Fahrt abweichende Gangwahl. Diese wiederum wird 
im Modell durch die Schaltstrategie fest vorgegeben und kann nicht beeinflusst wer-
den. 
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Bild 41: Vergrößerte Darstellungen aus Bild 40 
Insgesamt ist bei der Zielgröße Fahrtdauer die Differenz zwischen der Simulation 
und der realen Testfahrt vernachlässigbar gering, weil die Geschwindigkeitsprofile 
trotz der beschriebenen geringfügigen Ungenauigkeiten nahezu deckungsgleich sind. 
Die Differenzen bei der Zielgröße Kraftstoffverbrauch gehen aus Bild 42 hervor. Die 
dort abgebildeten Kurven zeigen jeweils die Verbräuche je diskretem Streckenab-
schnitt der Länge ∆s.  
 
Bild 42: Vergleich zwischen dem Kraftstoffverbrauch einer Testfahrt und dem modellbasiert 
berechneten 
Sie unterscheiden sich hauptsächlich dort, wo bei der Testfahrt große Peaks bei Be-
schleunigungen auftraten und außerdem in den Phasen mit konstanter Geschwindig-
keitsvorgabe, was wiederum die Konsequenz der manuellen Geschwindigkeitsrege-
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lung bei der Testfahrt ist. Trotz der Abweichungen stimmen die Verläufe jedoch wei-
testgehend überein. Über die gesamte Länge der Teststrecke von mehr als 30 km 
wurden bei der Testfahrt 0,7 l Kraftstoff verbraucht, während bei der Simulation ein 
Verbrauch von 0,675 l berechnet wurde. Somit beträgt die Verbrauchsdifferenz ca. 
3,6 %. Daher wird an dieser Stelle das Fazit gezogen, dass sich das Fahrzeugmodell 
trotz der stark vereinfachten Darstellung der Längsdynamik im Rahmen dieser Vali-
dierung als ausreichend genau für die Verwendung der Verbrauchsberechnung inner-
halb des Optimierungsmodells erwiesen hat. 
6.5. Speicherung der Zwischenergebnisse 
Nachdem sich die Ausführungen in den vorigen Unterkapiteln 6.3 und 6.4.1 bis 6.4.6 
damit beschäftigt haben, wie Entscheidungen innerhalb eines Teilproblems respekti-
ve zwischen zwei Wegstützstellen getroffen und wie deren Kosten berechnet werden, 
erfolgt hier nun die Vorbereitung zu deren Einbindung in das Gesamtproblem. Dazu 
müssen die für die Betrachtung des Gesamtproblems bzw. der vollständigen Fahr-
strecke relevanten Zwischenergebnisse gespeichert werden. Sie müssen im weiteren 
Programmablauf zur Verfügung stehen. Eine Übersicht der innerhalb der folgenden 
Ausführungen verwendeten Variablen findet sich in Tabelle 2 auf Seite 91. 
Zu diesem Zweck werden Zwischenergebnisse nach Abschluss der Berechnungen 
jeder im weiteren Verlauf noch zu berücksichtigenden Entscheidung (d.h. Geschwin-
digkeitsdifferenz) in einem Vektor E mit 9 Elementen gespeichert. Später wird dieser 
zu einem Element der für das Gesamtproblem gültigen Ergebnismatrix(4), deren Di-
mension der der den Zustandsraum beschreibenden Matrix ZR entspricht. Diese Mat-












                                                 
(4)
 Dabei handelt es sich nicht um eine Matrix im mathematischen Sinne, die aus eindimensionalen 
Elementen besteht. In MATLAB besteht vielmehr die Möglichkeit, einen sog. „Cell Array“ als Daten-
typ zu verwenden, der beliebige Objekte wie z.B. die hier definierten Vektoren enthält. 
Siehe hierzu auch: http://www.mathworks.de/de/help/matlab/ref/cell.html, Stand 8. März 2013 














Bevor darauf eingegangen wird, unter welchen Umständen (6.36) Element von (6.37) 
wird, soll zunächst erläutert werden, welche Größen dieser Vektor enthält. 
Bild 43 greift die Darstellung aus Bild 27 auf und ordnet einige der ergebnisrelevan-
ten Variablen in den Programmablauf ein. Wie dort zu sehen ist, benennt zu die aktu-
ell durch die Laufvariable j fixierte Geschwindigkeit an der Wegstützstelle k-1. Auf 
die Fahrzeugbewegung bezogen ist dies die Ausgangsgeschwindigkeit zu Beginn des 
Streckenteilstücks. Analog dazu steht zo für die Folgegeschwindigkeit, die an der 
Wegstützstelle k erreicht wird und durch die Laufvariable i bestimmt wird. Aus den 
beiden Zuständen erhält man mit 
: = +xJ − +XJ2 ∙ ∆F  
die erforderliche Beschleunigung auf dem Streckenteilstück der Länge ∆s. Der stu-
fenbezogene Zielfunktionswert f entspricht der gewichteten Summe der einzelnen 
Zielgrößen bzw. Kosten, im konkreten Fall Kraftstoffverbrauch und Zeit, die beim 
aktuellen Fahrmanöver zwischen s(k-1) und s(k) anfallen 
) = _ ∙ )_ + y ∙ )y    , 
wobei fver nach (6.5) und ft nach (6.31) berechnet werden. Der Gesamt-
Zielfunktionswert Fo entspricht der Summe aller stufenbezogenen Zielfunktionswerte 
für das bisher optimierte Teilproblem {K, K-1, … , k}. Er korrespondiert also mit der 
günstigsten Möglichkeit, das System vom Zustand zo = vi(k) in den Zustand vend(K) 
zu überführen. Analog dazu bezeichnet Fu den Zielfunktionswert für das Teilprob-
lem, das gegenüber Fo nun um den Streckenabschnitt zwischen s(k-1) und s(k) erwei-
tert wurde. Dieser Wert wird mit  
X = x + ) 
gebildet. Zu Informationszwecken wird der Ergebnisvektor noch durch die Speiche-
rung der Betriebsart, aus der das Ergebnis des aktuellen Streckenabschnittes resul-
tiert, vervollständigt. 
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Bild 43: Elemente des Vektors zur Ergebnisspeicherung 
Die Anzahl der Ergebnisvektoren, die man so auf der Stufe k des Programmablaufes 
erhält, entspricht der Anzahl aller zulässigen zu-zo-Kombinationen, die sich durch das 
vollständige Durchlaufen der Schleife i und der jeweils unterlagerten Schleifen j er-
geben. In den meisten Fällen gibt es für jeden Zustand zu also mehrere mögliche Fol-
ge-Zustände zo. Gesucht wird jedoch eine eindeutige Lösung für das Optimierungs-
problem, daher muss jedem einzelnen zu ein eindeutiger, optimaler Folgezustand 
zugeordnet werden. Bild 44 zeigt die für die Dynamische Programmierung charakte-
ristische Vorgehensweise der schrittweisen Eliminierung nichtoptimaler Lösungen 
des Teilproblems {K, K-1, …. , k, k-1}. 
 
Bild 44: Schrittweise Eliminierung nichtoptimaler Teillösungen 
Nach jeder Berechnung eines Ergebnisses Ek-1,j wird geprüft, ob für den betreffenden 
Zustand zu bereits ein Ergebnis vorliegt. Ist dies nicht der Fall, wird das aktuelle Er-
gebnis gespeichert. Andernfalls greift eine zweite Prüfbedingung, die den zuvor ge-
speicherten Zielfunktionswert Fu mit dem aktuellen vergleicht. Da hier ein Minimie-
rungsproblem formuliert wurde, wird der gespeicherte Ergebnisvektor mit dem aktu-
ellen überschrieben, wenn Fu geringer und somit besser ist. 
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In Bezug auf das konkrete Beispiel in Bild 44 wäre zu aus 6 (i=1,…,6) verschiedenen 
zo erreichbar. Für den Fahrtverlauf würde dies bedeuten, dass aus der Geschwindig-
keit bei s(k-1) 6 verschiedene Folgegeschwindigkeiten an s(k) realisierbar wären. Im 
Optimierungsverlauf sind für alle zo bereits die Gesamtkosten Fo, die von s(K) bis 
s(k) anfallen, bekannt. Für die Ergebnisspeicherung für zu würde also zunächst der 
erste Wert Fu(i=1) im Programmablauf herangezogen werden, weil dies das erste 
Ergebnis ist und somit die erste Prüfbedingung greift. Im Anschluss würde dieser 
Wert jeweils überschrieben werden, weil Fu(i=2), Fu(i=3) und Fu(i=4) mit 29, 28 
und 27 allesamt immer eine weitere Verbesserung der Teilproblem-Lösung darstel-
len. Bei Fu(i=5) und Fu(i=6) wird die zweite Prüfbedingung allerdings negativ, so 
dass diese beiden Ergebnisse verworfen werden, obwohl deren Fo in beiden Fällen 
geringer sind als Fo(i=4). Nach Abschluss der Berechnungen für den aktuellen Stre-
ckenabschnitt bleibt also der Weg über v(i=4) als optimale Strategie für den Über-
gang von zu zu vend bestehen. 
Bedingt durch den Programmablauf unterscheidet sich die Reihenfolge der Zielfunk-
tionsauswertung der einzelnen zu-zo-Kombinationen von obiger Darstellung bzw. 
Beschreibung. Da die Laufvariable j in einer der Variable i unterlagerten Schleife 
implementiert ist, werden von einem bestimmten zo aus zunächst alle zu betrachtet, 
bevor zum nächsten zo übergegangen wird. Dies ändert jedoch weder das Ergebnis 
noch die Anzahl der erforderlichen Rechenschritte. 
 
Tabelle 2: Variablen im Programmablauf der Rückwärtsrekursion 
k Laufvariable über alle Wegstützstellen 
i Laufvariable über alle zulässigen Geschwindigkeiten an der Wegstützstelle 
s(k) 
j Laufvariable über alle zulässigen Geschwindigkeiten an der Wegstützstelle 
s(k-1) 
zu aktuelle Ausgangs-Geschwindigkeit v(j) 
zo aktuelle Folge-Geschwindigkeit v(i) 
a Beschleunigung von zu auf zo 
fVer Kraftstoffverbrauch für aktuelle Entscheidung 
ft Zeitbedarf für aktuelle Entscheidung 
f Gewichtete Summe der Zielgrößenerfüllungswerte auf der aktuellen Stufe 
Fo Summe der Zielfunktionswerte für das Teilproblem {K, K-1, …. , k} 
Fu Summe der Zielfunktionswerte für das Teilproblem {K, K-1, …. , k, k-1} 
BA Betriebsart 
 
Nach Abschluss der ersten Rekursion, die hier in Rückwärtsrechnung durchgeführt 
wird, erhält man zu jedem zulässigen Zustand im gesamten Zustandsraum eine ein-
deutige Folgegeschwindigkeit, die für den betreffenden Zustand den optimalen Ge-
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samtzielfunktionswert erzielt. Anhand der Matrix (6.37) kann für jedes beliebige 
Element abgelesen werden, wie hoch die minimalen Kosten sind, um das System von 
dort ausgehend in den vordefinierten Endzustand zu überführen. 
Um aus diesen zu diesem Zeitpunkt noch voneinander unabhängigen Informationen 
ein Geschwindigkeitsprofil für die vollständige Fahrstrecke zu bilden, bedarf es nun 
einer zweiten Rekursion, die hier in Vorwärtsrechnung ausgeführt wird. 
6.6. Bildung des optimalen Geschwindigkeitsprofils 
Die theoretischen Grundlagen der Dynamischen Programmierung fordern die Defini-
tion eines eindeutigen Ausgangszustandes, der im vorliegenden Fall durch die Fahr-
zeuggeschwindigkeit zu Beginn des Planungshorizontes vStart gegeben ist. 
Die im Zuge der ersten Rekursion entstandene Ergebnismatrix (6.37) ist Grundlage 
der zweiten Rekursion. Zur Initialisierung wird das Element (k,j) aufgerufen, wobei 
3 = 1 und 
¥ = Cty8y∆C + 1 
gelten. 






























initialisiert, in dem ihre erste Spalte mit 
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belegt wird. Zur Bildung des Geschwindigkeitsprofils sind nur die Elemente in der 
zweiten und dritten Zeile unbedingt erforderlich. Alle weiteren Informationen wie 
die Zielgrößenerfüllungswerte können optional mitprotokolliert werden, um sie bei-
spielsweise später für grafische Ausgaben zu verwenden. 
Durch den Aufruf des entsprechenden Elements im Vektor (6.36) wird die optimale 
Folgegeschwindigkeit 
C% = +x	3 
für den nächsten Bearbeitungsschritt, bei dem zur nächsten Wegstützstelle überge-
gangen wird, festgestellt. Je Stützstelle wird (6.38) um eine Spalte erweitert. Bild 45 
zeigt die schrittweise Bildung des Geschwindigkeitsprofils im Zuge der Vorwärtsre-
kursion. 
 
Bild 45: Bildung des optimalen Geschwindigkeitsprofils in Vorwärtsrekursion 
Diese Vorgehensweise wird so lange wiederholt, bis der letzte Streckenpunkt 
send=s(K) erreicht wird. Dies markiert gleichzeitig den Endpunkt des eingangs in Bild 
20 dargestellten Programmablaufes. 
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7. Simulation und Ergebnisanalyse 
Dieses Kapitel beschreibt die Optimierungsergebnisse, die mit dem anhand der in 
den vorigen Kapiteln beschriebenen Vorgaben erstellten Quellcode erzielt werden. 
Drei unterschiedliche Simulationsszenarien werden im Folgenden dazu dienen, ein 
breites Spektrum möglicher Anwendungsfälle abzudecken und dadurch das Verhal-
ten des Algorithmus umfassend zu analysieren. 
7.1. Oszillierende Geschwindigkeit im unbeschränkten Zu-
standsraum 
Zunächst soll festgestellt werden, wo die kraftstoffeffizientesten Betriebspunkte des 
Fahrzeugs im einfachsten Fall des Zustandsraumes liegen. Dazu wird ein Zustands-
raum mit möglichst wenigen Beschränkungen konstruiert. Das wird hier umgesetzt, 
indem die erlaubte Maximalgeschwindigkeit konstant auf 130 km/h gesetzt wird, 
während die Minimalgeschwindigkeit 5% des Maximums, also 6,5 km/h, beträgt. 
Um außerdem eine Art des stationären Verhaltens bzw. quasistationäre Betriebs-
punkte herbeizuführen, wird ein Planungshorizont von 10 km vorgesehen. 
Da der Fokus dieses Simulationsszenarios auf dem Kraftstoffverbrauch liegt, wird 
zuerst eine dementsprechende Gewichtung gV=1,0 und gT=0,0 gewählt. Um außer-
dem zu zeigen, wie sich eine zunehmende Verschiebung des Gewichtungsschwer-
punktes in 10%-Schritten Richtung Zeit auswirkt, werden noch fünf weitere Optima 
bis hin zur ausgewogenen Gewichtung gV=0,5 und gT=0,5 berechnet. Die wichtigsten 
Simulationsparameter enthält Tabelle 3. 
 
Tabelle 3: Simulationsparameter für die Optimierung im unbeschränkten Zustandsraum 
Strecke s = [0 10000 10050] m 
Zulässige Höchstgeschwindigkeiten vmax,zul = [130 130 100] km/h 
Startgeschwindigkeit vstart = 100 km/h 
Relation vmin/vmax fvmin=0.05 
Diskretisierungs-Schrittweite Strecke ∆s = 50 m 
Diskretisierungs-Schrittweite Geschwindigkeit ∆v = 1 km/h 
Gewichtung Verbrauch gV=[1,0 … -0,1 … 0,5] 
Gewichtung Zeit gT= [0,0 … +0,1 … 0,5] 
 
Im Gegensatz zur Startgeschwindigkeit erfolgt die Vorgabe für die Geschwindigkeit 
am Ende der Simulationsstrecke nicht durch einen gesonderten Parameter, sondern 
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sie geht aus dem letzten Element des Vektors der zulässigen Höchstgeschwindigkei-
ten hervor. Beide sind also in dieser Simulation auf 100 km/h gesetzt. 
Die optimalen Geschwindigkeitsprofile für jede der sechs verschiedenen Gewich-
tungsfaktor-Relationen zeigt Bild 46, während die Zielgrößen-Erfüllungswerte und 
deren Entwicklungen im Streckenverlauf in Bild 47 zusammengefasst sind. 
Bei Betrachtung der Ergebnisse fällt zunächst auf, dass das Fahrzeug – unabhängig 
von der jeweiligen Zielgrößengewichtung – nie mit konstanter Geschwindigkeit be-
wegt wird. Vielmehr haben alle sechs Profile die Gemeinsamkeit, dass sie nach einer 
Einschwingphase zu Beginn der Strecke einem sich wiederholenden Oszillations-
muster folgen. Dieses wird erst zum spätest möglichen Zeitpunkt wieder verlassen, 
nämlich dann wenn die Beschleunigung einsetzen muss, um gerade noch die Ge-
schwindigkeitsvorgabe am Streckenende zu erreichen. Die Länge der Phasen vor und 
nach den oszillierenden Geschwindigkeiten hängt von der Zielgrößengewichtung ab, 
wobei die kraftstoffoptimale Gewichtung erwartungsgemäß im niedrigsten Ge-
schwindigkeitsbereich liegt und die Durchschnittsgeschwindigkeit der Profile mit 
zunehmender Relevanz der Fahrtdauer steigt. Obwohl die Fahrtdauer im kraftstoff-
optimalen Profil keine Rolle spielt und auch nicht in irgendeiner Form durch den 
Optimierungsalgorithmus beschränkt wird, fällt die Geschwindigkeit nie auf die 
durch den Zustandsraum definierte minimal zulässige. Außerdem wurde in weiteren 
Berechnungen überprüft, ob sich Form oder Lage des kraftstoffoptimalen Oszillati-
onsmusters ändert, wenn Start- und Endgeschwindigkeit erhöht werden. Dies ist 
nicht der Fall. Tabelle 4 gibt einen Überblick über die charakteristischen Punkte der 
Oszillationsmuster, jeweils bezogen auf einen Zyklus. Die Durchschnittsgeschwin-
digkeiten und -verbräuche können Tabelle 5 entnommen werden. Letztere sind dort 
jeweils auf einen Streckenabschnitt ∆s normiert. Außerdem werden die Verbräuche 
noch in der geläufigeren Normierung auf l/100 km angegeben. 
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Bild 46: Übersicht der Oszillationsmuster bei unbeschränktem Zustandsraum mit verschiedenen Ge-
wichtungsfaktor-Relationen 
 


















































1,0 50 27 45 450 45 27       500 10 ∆s 
0,9 50 48 54 150 54 48       200 4 ∆s 
0,8 50 50 70 500 70 50       550 11 ∆s 
0,7 50 57 75 450 75 57       500 10 ∆s 
0,6 50 84 87 50 87 85 50 85 88 100 88 84 250 5 ∆s 
0,5 50 96 99 50 99 97 50 97 100 100 100 96 250 5 ∆s 
 
In den Verzögerungsabschnitten beträgt die Geschwindigkeitsdifferenz bei allen 
Szenarien immer -2 km/h je ∆s. 
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Tabelle 5: Durchschnittsgeschwindigkeiten und -verbräuche der Oszillationsmuster 
gV Amplitude 
[km/h] 
∅v [km/h] mKr [g] mKr/∆s [g/50m] [l/100km] 
1,0 18 36 10,75 1,075 2,91 
0,9 6 51 4,9 1,225 3,31 
0,8 20 60 14,4 1,309 3,54 
0,7 18 66 13,8 1,380 3,73 
0,6 4 86 8,47 1,694 4,58 
0,5 4 98 9,5 1,900 5,14 
 
An jeder diskreten Wegstützstelle im Zustandsraum liegt ein Wertepaar aus den vom 
Streckenbeginn an kumulierten Zielgrößen Zeit und Kraftstoffverbrauch vor. Diese 
Wertepaare sind die Punkte, aus denen die in Bild 47 dargestellten Verläufe entste-
hen. Die Endwerte der sechs optimalen Geschwindigkeitsprofile bilden einen Teil 
der Pareto-Front für den Zustandsraum dieses Simulationsszenarios. Zur Vervoll-
ständigung der Pareto-Front müssten noch weitere Gewichtungsfaktor-Variationen 
bis hin zur zeitoptimalen Gewichtung gV=0 und gT=1 berechnet werden. Aus der La-
ge der einzelnen Pareto-Punkte wird deutlich, dass die äquidistante Schrittweite, die 
zur Variation der Gewichtungen angewendet wurde, nicht zu äquidistanten Abstän-
den der Pareto-Punkte in der Zielgrößen-Darstellung führt. Vielmehr gibt es keinerlei 
erkennbare Korrelation zwischen der Gewichtungsvariation und der Lage der Pareto-
Punkte. Daher ist lässt sich vor der Berechnung der konkreten Zielgrößen-Werte 
nicht anhand der Gewichtungsfaktoren prognostizieren, wo ihre Endwerte liegen 
werden. Lediglich die Begrenzungen der Pareto-Front durch die Extrema (Kraftstoff- 
oder Zeitoptimalität) können als Anhaltspunkt für die Zielgrößenerfüllungswerte von 
Zwischengewichtungen genutzt werden. 
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Bild 47: Zielgrößenwerte der Oszillationsmuster bei unbeschränktem Zustandsraum mit verschiede-
nen Gewichtungsfaktor-Relationen 
Um zu analysieren, weshalb sämtliche Optima im vorliegenden Simulationsszenario 
die für einen menschlichen Fahrer wenig intuitiven oszillierenden Geschwindigkeits-
verläufe aufweisen, wird im folgenden Abschnitt auf die Effizienz der Leistungsbe-
reitstellung beim Verbrennungsmotor eingegangen. Anschließend erfolgt die Einord-
nung der hier erzielten Resultate in diese Leistungs-Charakteristik. 
7.1.1. Spezifischer Verbrauch 
Nach [36](S. 31 ff.) ist der spezifische Kraftstoffverbrauch be ein Maß für die Effizi-
enz von Verbrennungsmotoren, da er den Kraftstoffverbrauch in das Verhältnis zur 
Motorleistung setzt. Demnach ist er mit der effektiven Leistung  
 = = s{ ∙ 2 ∙ 4		 (7.1) 
zu 
 5 =  =  (7.2) 
definiert, wobei n in der Einheit s-1 eingeht. Das bei den vorliegenden Simulationen 
verwendete Verbrauchskennfeld ist, wie in Unterkapitel 6.4.5 beschrieben, über der 
Drehzahl und dem effektivem Mitteldruck  
100  Kapitel 7 
 
 N = s{ ∙ 2 ∙ 10,j ∙ 
  (7.3) 
aufgetragen. Durch den Umrechnungsfaktor 10-5 in (7.3) erfolgt die Umrechnung aus 
der Einheit 1 (N/(m2)) = 1 Pa auf die für den Motormitteldruck üblicherweise ver-
wendete Einheit bar. Auch im hier verwendeten Kennfeld wird der Mitteldruck als 
Eingangsgröße in bar erfordert. Der Hubraum geht, wie oben ersichtlich, in m3 ein. 
Um aus diesem Kennfeld den spezifischen Verbrauch zu berechnen, muss (7.3) zu-
nächst nach dem Motormoment umgestellt werden. Setzt man dann 
 s{ = N ∙  ∙ 
2 ∙ 10,j  (7.4) 
in (7.1) ein, so erhält man die effektive Leistung zu 
 = = N ∙  ∙ 
 ∙ 410,j 							. (7.5) 
Da be gemäß den Standards in der Einheit g/kWh anzugeben ist, Kraftstoffmassen-
strom und Motordrehzahl jedoch in g/s sowie min-1 vorliegen, sind auch dort ent-
sprechende Umrechnungen vorzunehmen. 
7.1.2. Betriebspunkte im Oszillationsmuster 
Das Oszillationsmuster bei größtmöglicher Kraftstoffeffizienz (Geschwindigkeitsver-
lauf (6) in Bild 46) besteht aus einem Streckenabschnitt der Länge ∆s mit Beschleu-
nigung und einer Verzögerungsphase der Länge 9∆s mit Gleitfahrt. Zur näheren Be-
trachtung der Beschleunigungsphase werden im Folgenden die Verläufe von Dreh-
zahl, Motormitteldruck und spezifischer Leistung dargestellt. Die Verläufe der ersten 
beiden Größen sind in Bild 48 (gestrichelt, linke Skala bzw. Linie, rechte Skala) zu 
sehen. Die Sprünge, die beide Verläufe aufweisen, entstehen jeweils durch einen 
Gangwechsel. Zu Beginn des Abschnitts liegt der 3. Gang, zum Ende der 5. Gang an. 
Die jeweils markanten Punkte 1 bis 6 dienen zur Eingrenzung des Bereichs der Be-
triebspunkte, die im Kennfeld des spezifischen Verbrauchs (Bild 49) genutzt werden. 
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Bild 48: Motordrehzahl und -mitteldruck während der Beschleunigungsphase im Oszillationsmuster 
der kraftstoffoptimalen Fahrt 
Die entsprechenden Werte, die diese Betriebspunkte kennzeichnen, können der fol-
genden Tabelle entnommen werden: 
 
Tabelle 6: Charakteristische Betriebspunkte in den Beschleunigungsphasen des kraftstoffoptimalen 
Oszillationsmusters 
Punkt n [1/min] pme[bar] be[g/kWh] 
1 1658 7,457 244,49 
2 1836 7,483 244,43 
3 1467 9,319 238,24 
4 1853 9,421 235,26 
5 1304 13,37 253,49 
6 1544 13,52 247,70 
 
Die anhand der Ausdrücke (7.2) bis (7.5) berechnete Verbrauchs- bzw. Leistungscha-
rakteristik des in diesem Fahrzeugmodell implementierten Verbrennungsmotors ist in 
Bild 49 zu sehen. Die Betriebspunkte aus Tabelle 6 sind darin durch nummerierte 
Pfeile markiert. 
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Bild 49: Kennfeld des spezifischen Kraftstoffverbrauchs mit Betriebspunkten des Oszillationsmusters 
bei vollständig kraftstofflastiger Gewichtung 
Hier ist zu erkennen, dass nur ein Bereich mit nahezu minimalem spezifischem Ver-
brauch genutzt wird. Das wiederum bedeutet größtmögliche Effizienz bei der Leis-
tungsbereitstellung in der Beschleunigungsphase. 
Ein Zyklus dieses maximal kraftstoffeffizienten Oszillationsmusters erstreckt sich 
über 500 m. Der 50 m langen Beschleunigungsphase, wie sie in Bild 48 dargestellt 
wird, schließt sich eine 450 m lange Phase der Verzögerung mit Gleitfahrt an. Ob-
wohl bei der Beschleunigung ein relativ hoher Kraftstoffverbrauch von 6,48 g anfällt, 
ist der gesamte Zyklus durch die lange verbrauchsarme Verzögerungsphase mit ins-
gesamt 10,75 g auf 500 m sehr effizient. Als Vergleichswert zur Beurteilung des Os-
zillationsmusters soll hier die Fahrt mit konstanter Geschwindigkeit dienen. Würde 
man über die gleiche Strecke die Durchschnittsgeschwindigkeit des Oszillationsmus-
ters von 36 km/h konstant halten, würden dabei 18,978 g Kraftstoff verbraucht wer-
den. Das entspricht einem Durchschnittsverbrauch von 5,13 l/100km. Das Fahrzeug 
würde hier bei einer Motordrehzahl von 1760 min-1 und einem -mitteldruck von 
1,8354 bar betrieben, was zu einem spezifischen Verbrauch von 348,62 g/kWh führt. 
Dieser Betriebspunkt ist in Bild 49 mit einem Kreis markiert. An diesem Beispiel 
wird deutlich, dass der Teillast-Betrieb eines Verbrennungsmotors ineffizient ist und 
das Abwechseln von Vollast-Beschleunigung und Verzögerung zu deutlich geringe-
rem Kraftstoffverbrauch führt als die Fahrt mit konstanter Geschwindigkeit. Zur 
Veranschaulichung dieser Erkenntnis werden die Zielgrößen der Konstantfahrt auf 
die Streckenlänge des Simulationsszenarios bezogen und in Bild 50 in die Lösungs-
menge eingeordnet. In diesem Beispiel trifft der Verbrauch zufälligerweise beinahe 
den des Optimums für die ausgewogene Gewichtung gV=0,5 und gT=0,5. Somit wird 
deutlich, dass sich durch Optimierung der Fahrweise entweder der Verbrauch erheb-
lich senken ließe ohne Zeit zu verlieren oder aber bei gleichem Verbrauch die Durch-
schnittsgeschwindigkeit auf beinahe 100 km/h erhöht werden könnte. 
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Bild 50: Einordnung der Konstantfahrt in die Lösungsmenge des Simulationsszenarios 
Das in Bild 49 abgebildete Kennfeld des spezifischen Verbrauchs ist in dieser Form 
eher theoretischer Natur. Sowohl im realen Fahrzeugbetrieb als auch im Modell er-
geben sich aus der Schaltstrategie Einschränkungen, da nicht jede Kombination aus 
Drehzahl und Mitteldruck zwischen 0 und 6000 min-1 bzw. 0 und 18 bar auch wirk-
lich realisiert werden kann. Um die Gültigkeitsbereiche des Kennfeldes zu visualisie-
ren, müssten alle nicht umsetzbaren Betriebspunkte aus der Darstellung entfernt wer-
den. 
7.2. Simulation Stadtfahrt 
Nachdem im vorangegangenen Unterkapitel 7.1 ein eher theoretisches Simulations-
szenario behandelt wurde, um das grundlegende Verhalten des Fahrzeug(modell)s zu 
zeigen, soll nun eine realitätsnähere Testfahrt mit größerer praktischer Relevanz si-
muliert werden. Dazu wird eine typische Stadtfahrt angenommen, bei der auf einer 
Länge von insgesamt 6 km variierende Geschwindigkeitsbeschränkungen zwischen 
30 und 70 km/h gelten. Eine zusätzliche Einschränkung des Zustandsraumes erfolgt 
an Stellen, an denen Abbiegevorgänge stattfinden, dort wird die Höchstgeschwindig-
keit für ein kurzes Streckenstück auf 10 km/h beschränkt. Ein Halten, wie es bei-
spielsweise in der Realität an Ampeln erforderlich sein könnte, ist hier nicht vorge-
sehen. Bei der Wahl der zu vergleichenden Gewichtungs-Relationen soll hier das 
volle Spektrum ausgeschöpft werden. 
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Tabelle 7: Parameter im Simulationsszenario Stadtfahrt 
Strecke s = [0 500 550 1400 1450 2200 2250 
2600 2800 3000 3050 5500 5550 6000] m 
Zulässige Höchstgeschwindigkeiten vmax,zul = [50 10 50 10 70 10 50 30 50 10 
70 10 30 30] km/h 
Startgeschwindigkeit vstart = 50 km/h 
Relation vmin/vmax fvmin =0.1 
Diskretisierungs-Schrittweite Strecke ∆s = 50 m 
Diskretisierungs-Schrittweite Ge-
schwindigkeit 
∆v = 1 km/h 
Gewichtung Verbrauch gV= [0,0 … +0,1 … 1,0] 
Gewichtung Zeit gT= [1,0 … -0,1 … 0,0] 
 
Bild 51 zeigt den Zustandsraum, der aus diesen Vorgaben hervorgeht. Auch hier sind 
wieder alle Zustände innerhalb des weißen Korridors für die Berechnung der optima-
len Geschwindigkeitsprofile zulässig. 
 
Bild 51: Zustandsraum im Simulationsszenario Stadtfahrt 
Die Resultate der Simulation mit den Parametern aus Tabelle 7 sind in Bild 52 und 
Bild 53 zu sehen. Ersteres zeigt die Geschwindigkeitsprofile, die jeweils zum Opti-
mum der vorgegebenen Gewichtung führen, im Urbildraum. Die zu diesen Optima 
gehörigen Zielgrößenwerte sind dann im Bildraum als Verläufe der Kraftstoffmen-
gen über der Fahrzeit dargestellt. Die Verbindung der jeweiligen Endwertpaare bildet 
näherungsweise die Paretofront. 
Im Urbildraum finden sich die Oszillationsmuster, die sich bereits im ersten Simula-
tionsszenario gezeigt haben, wieder. Bei den kraftstofflastigen Gewichtungen werden 
in den Streckenabschnitten mit länger konstant bleibender Geschwindigkeit wieder 
die entsprechenden Durchschnittsgeschwindigkeiten eingenommen. Die Gewich-
Simulation und Ergebnisanalyse  105 
 
tungsprofile, deren Oszillationsmuster für die unbeschränkte Konstantfahrt eine 
Durchschnittsgeschwindigkeit oberhalb der in der Stadtfahrt erlaubten Höchstge-
schwindigkeit aufweisen, pendeln sich an der oberen Zustandsraumbegrenzung ein. 
Lediglich das zeitoptimale Profil orientiert sich jederzeit so nah wie möglich an der 
oberen Begrenzung. Nur an den Stellen, wo die theoretisch erforderliche Beschleuni-
gung aus dem Maximalgeschwindigkeitsverlauf die Beschleunigungsfähigkeit des 
Fahrzeuges übersteigt, weicht das zeitoptimale Profil von der oberen Begrenzung ab. 
 
 
Bild 52: Optimale Geschwindigkeitsprofile für elf unterschiedliche Zielgrößengewichtungen im Simu-
lationsszenario Stadtfahrt 
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Bild 53: Zielgrößenwerte 11 verschiedener Geschwindigkeitsprofile im Simulationsszenario Stadtfahrt 
Bei der Ergebnisdarstellung im Bildraum fällt vor allem auf, dass das zeitoptimale 
Geschwindigkeitsprofil im Vergleich zu allen anderen Profilen zu einem stark erhöh-
ten Kraftstoffverbrauch führt, wobei die dadurch gewonnene Zeitersparnis sehr ge-
ring ist. Dies wird auch in Bild 55 und Tabelle 8 dargestellt. Am anderen Rand der 
Pareto-Front ist das selbe Phänomen in abgeschwächter Form zu beobachten. Dort 
spart man durch die Wahl der kraftstoffoptimalen Gewichtung nur wenig Kraftstoff 
gegenüber der benachbarten Gewichtung, verliert jedoch erheblich mehr Zeit. Zur 
genaueren Betrachtung sollen die beiden aus den extremen Gewichtungen resultie-
renden Profile jeweils mit denen aus den direkt benachbarten Gewichtungen vergli-
chen werden. Ihre Verläufe im Urbildraum werden nochmals in Bild 54 dargestellt. 
Die übrigen Geschwindigkeitsprofile fehlen dort, um die Übersichtlichkeit zur ver-
bessern. 
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Bild 54: Direktvergleich zwischen dem kraftstoff- bzw. zeitoptimalen Geschwindigkeitsprofil und sei-
nem jeweils nächsten Nachbarprofil aus leichter Gewichtungsverschiebung auf Fahrtdauer bzw. auf 
Kraftstoffverbrauch 
In dieser Ansicht liegen die Profile der zeitlastigen Gewichtungen scheinbar dicht 
beieinander, während sich die benachbarten kraftstofflastigen Profile schon hier 
deutlich voneinander unterscheiden. In dieser Darstellung der Zustandsgrößen ist die 
Zeit zwar nicht direkt ablesbar, fließt aber über die Geschwindigkeit indirekt ein. Die 
Darstellung der Zielgrößen in Bild 55 verdeutlicht jedoch neben den Zeitdifferenzen 
auch jene im Verbrauch. 
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Bild 55: Zielgrößenveränderung in Abhängigkeit der Verschiebung des Gewichtungsschwerpunktes 
Die folgende Tabelle 8 zeigt die absoluten Zielgrößen-Differenzen zwischen den 
jeweils benachbarten Geschwindigkeitsprofilen, so wie sie auch in Bild 55 hervorge-
hoben werden. Außerdem werden die Differenzen in Relation zu den größtmöglichen 
Zielgrößendifferenzen, nämlich denen zwischen dem kraftstoffoptimalen und dem 
zeitoptimalen Geschwindigkeitsprofil ∆tges. und ∆mKr,ges. , gesetzt. 
 
Tabelle 8: Zielgrößenwerte der Profile aus den Extrema der Gewichtungsrelationen im Vergleich zu 
ihren jeweils nächsten Nachbarprofilen 
gV t [s] mKr [g] ∆t [s] ∆t [%] ∆mKr [g] ∆mKr [%] 




    
0,9 656,4 147,3 
108,4 40,30 5,4 1,14 
1,0 764,8 141,9 
 
Daraus geht hervor, dass bei der Wahl des zeitoptimalen Profils nur ein Zeitvorteil 
von 2,53 % gegenüber der nächstkleineren Zeitgewichtung erzielt werden kann. Die 
Kosten für diesen Zeitvorteil sind mit einem ca. 78 % höherem Kraftstoffverbrauch 
unverhältnismäßig hoch. Im anderen Extremfall muss bei verbrauchsoptimaler Fahrt 
eine um 40,3 % längere Fahrtdauer im Vergleich zur nächstkleineren Zeitgewichtung 
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in Kauf genommen werden, um eine nahezu irrelevante Verbrauchseinsparung von 
1,14 % zu erzielen.  
7.3. Simulation Überlandfahrt 
Im Folgenden soll nun eine Überlandfahrt simuliert werden, in der neben Landstra-
ßen-Strecken mit unterschiedlichen Höchstgeschwindigkeiten auch ein kurzes Stück 
auf einer Autobahn gefahren wird. Tabelle 9 zeigt die Optimierungsparameter, in 
Bild 56 ist der daraus resultierende Zustandsraum zu sehen. 
Tabelle 9: Parameter im Simulationsszenario Überlandfahrt 
Strecke s = [0 1000 1200 1700 2000 2100 2400 
2800 2850 3500 3650 7000 7100 8000] m 
Zulässige Höchstgeschwindigkeiten vmax,zul = [100 100 70 100 70 50 70 100 
50 100 50 130 50 100 100] km/h 
Startgeschwindigkeit vstart = 100 km/h 
Relation vmin/vmax fvmin =0.3 
Diskretisierungs-Schrittweite Strecke ∆s = 50 m 
Diskretisierungs-Schrittweite Ge-
schwindigkeit 
∆v = 1 km/h 
Gewichtung Verbrauch gV= [0,0 … +0,1 … 1,0] 
Gewichtung Zeit gT= [1,0 … -0,1 … 0,0] 
 
Der Proportionalitätsfaktor zur Berechnung der Minimalgeschwindigkeit wurde im 
Vergleich zum Szenario der Stadtfahrt von 0,1 auf 0,3 angehoben. Durch diese zu-
sätzliche Einschränkung des Zustandsraumes wird die Berechnungsdauer um 23 % 
(von ca. 350 auf ca. 270 sec.) gesenkt. 
Durch die Vorgabe der Maximalgeschwindigkeiten wurde das Szenario so gestaltet, 
dass mit einer ca. 3 km langen Landstraße begonnen wird. Dort sind zwei Bereiche 
mit Reduktion der zulässigen Höchstgeschwindigkeit auf 70 km/h vorgesehen. Au-
ßerdem werden zwei engere Kurven simuliert, in denen das Fahrzeug höchstens 50 
km/h fahren sollte. Da unmittelbar nach der Kurve wieder die zulässige Höchstge-
schwindigkeit gefahren werden darf, sind die Kurvenbereiche auf 100 bzw. 50 m 
begrenzt. Da es sich bei der Auf- und der Ausfahrt auf bzw. von der Autobahn auch 
um enge Kurven handelt, wurde hier die selbe Zustandsraumbeschränkung gewählt. 
Im anschließenden Streckenstück auf der Autobahn sind 130 km/h als Maximal-
Beschränkung gesetzt. Zwar gilt auf Autobahnen teilweise kein Tempolimit, jedoch 
sollte ein von einem Fahrerassistenzsystem vorgeschlagenes Geschwindigkeitsprofil 
die Richtgeschwindigkeit nicht überschreiten. Die Zustandsraum-Abschnitte mit 
konstanter Maximalgeschwindigkeit wurden bewusst kurz gehalten. Erkenntnisse 
über das Fahrzeugverhalten bei konstanter Beschränkung wurden bereits im Unter-
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kapitel 7.1 beschriebenen Simulationsszenario gewonnen, daher sollen hier Ge-
schwindigkeitsänderungen einen größeren Einfluss bekommen. 
 
 
Bild 56: Zustandsraum im Simulationsszenario Überlandfahrt 
Analog zur Vorgehensweise, die zur Analyse des Simulationsszenarios der Stadtfahrt 
angewendet wurde, wurden auch hier wieder Optimierungen für die gleichen Ge-
wichtungsrelationen durchgeführt. Die Resultate sind als Geschwindigkeitsprofile in 
Bild 57 und als Zielgrößenwerte in Bild 58 dargestellt. 
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Bild 57: Optimale Geschwindigkeitsprofile für elf unterschiedliche Zielgrößengewichtungen im Simu-
lationsszenario Überlandfahrt 
Sowohl die Geschwindigkeitsprofile als auch die Verläufe der Zielgrößenentwick-
lung im Streckenverlauf (Bild 58) verhalten sich so, wie es aufgrund der Erkenntnis-
se aus der Simulation der Stadtfahrt zu erwarten war. Da hier die im Fahrerassistenz-
system vorgesehene Höchstgeschwindigkeit von 130 km/h genutzt werden darf, sind 
die Stellen deutlicher ausgeprägt, an denen die durch den Maximalgeschwindigkeits-
verlauf erlaubte Beschleunigung die im Fahrzeugmodell implementierte Beschleuni-
gungsfähigkeit übersteigt. Sofern es möglich ist, folgt das zeitoptimale Profil ansons-
ten immer der Maximalgeschwindigkeit. Außerdem zeigt sich auch hier in der Ziel-
größendarstellung in Bild 58 wieder der auffällig große Abstand der Pareto-Punkte 
aus den beiden Extremgewichtungen am Rand der Pareto-Front zu ihren jeweiligen 
nächsten Nachbarn. Bei der kraftstoffoptimalen Gewichtung ist dieser Abstand im 
aktuellen Szenario geringer, da die Minimalgeschwindigkeit während der Autobahn-
fahrt über der Durchschnittsgeschwindigkeit des kraftstoffoptimalen Oszillationspro-
fils liegt. Dadurch erhöht sich die Durchschnittsgeschwindigkeit der kraftstoffopti-
malen Fahrt gezwungenermaßen und der Pareto-Punkt rückt auf der Zeitachse näher 
an den nächsten Nachbarn (gV=0,9), als es bei unbeschränkter Minimalgeschwindig-
keit der Fall wäre. 
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Bild 58: Zielgrößenwerte elf verschiedener Geschwindigkeitsprofile im Simulationsszenario Über-
landfahrt 
7.4. Auswirkungen oszillierender Geschwindigkeitsprofile 
Bei isolierter Betrachtung eines Fahrzeuges wurde bereits festgestellt, dass das Ab-
wechseln zwischen starker Beschleunigung und unmittelbar folgender Verzögerung 
immer zu geringerem Kraftstoffverbrauch führt als das konstante Halten der dement-
sprechenden Durchschnittsgeschwindigkeit. Jedoch müssen Verkehrsteilnehmer im-
mer die globalen Auswirkungen ihres Verhaltens berücksichtigen. Es ist naheliegend, 
dass sich die Oszillationsmuster – je nach Höhe ihrer Amplitude – störend auf nach-
folgende Fahrzeuge auswirken. Selbst wenn man das menschliche Empfinden außer 
Acht ließe, bleibt dennoch die Problematik, dass ein nachfolgendes Fahrzeug auf-
grund der Einschränkungen, die sich durch das Verhalten des vorausfahrenden Fahr-
zeugs ergeben, selbst sein Optimum nicht mehr erreichen kann. Der Zustandsraum 
wäre hier also nicht mehr durch die Maximalgeschwindigkeit beschränkt, sondern 
durch das Profil des Vorausfahrenden. Um diesen Sachverhalt zu analysieren, soll 
das Simulationsszenario des simplen und unbeschränkten Zustandsraumes aus Un-
terkapitel 7.1 erneut aufgegriffen werden. Dort wurde gezeigt, dass sich bei einer 
eher verbrauchslastigen Gewichtung von gV=0,7 ein bestimmtes Oszillationsmuster 
einstellt, das sich alle 500 m wiederholt. Es weist eine Durchschnittsgeschwindigkeit 
von 66 km/h bei einer Amplitude von 18 km/h auf. Nimmt man nun an, dass ein 
zweites Fahrzeug dem ersten in einem geschwindigkeitsunabhängig mindestens 
gleichbleibenden Abstand folgen soll, so würde sich für dessen Geschwindigkeits-
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profiloptimierung ein Zustandsraum, wie er in Bild 59 abgebildet ist, ergeben. Die 
für das Folgefahrzeug gültige Maximalgeschwindigkeit wird jetzt also vom Voraus-
fahrenden eingeschränkt. 
 
Bild 59: Einschränkung des Zustandsraumes für ein Folgefahrzeug durch ein vorausfahrendes Fahr-
zeug mit oszillierendem Geschwindigkeitsprofil 
Für die Berechnung der Geschwindigkeitsprofile des Folgefahrzeugs wurde jeweils 
die Startgeschwindigkeit von 75 km/h angenommen. 
 
Bild 60: Optimale Geschwindigkeitsprofile bei Einschränkung des Zustandsraumes durch ein voraus-
fahrendes Fahrzeug mit oszillierender Geschwindigkeit 
Erwartungsgemäß haben sich alle Geschwindigkeitsprofile, die aus einer Ver-
brauchsgewichtung gV ≤ 0,7 resultieren, am Profil des vorausfahrenden Fahrzeuges 
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orientiert. Überraschend ist hier jedoch das Verhalten bei einer Gewichtung von gV = 
0,8. Dieses Folgefahrzeug passt sich in diesem Szenario ebenfalls dem Oszillations-
muster des Vorausfahrenden an, obwohl das Oszillationsmuster bei gV = 0,8 wie im 
Konstantfahrt-Szenario aus Unterkapitel 7.1 ermittelt eine niedrigere Durchschnitts-
geschwindigkeit hat. Grund hierfür könnte die Überschneidung der Oszillationsmus-
ter von gV = 0,8 und gV = 0,7 sein, die in Bild 46 (siehe Seite 97) zu erkennen ist, so 
dass ersteres Muster in diesem Zustandsraum nicht realisierbar ist. Zur Vervollstän-
digung der Ergebnisübersicht zeigt Bild 61 die Zielgrößen-Verläufe der drei ver-
schiedenen Geschwindigkeitsprofile. 
 
Bild 61: Zielgrößen bei Einschränkung des Zustandsraums durch ein vorausfahrendes Fahrzeug mit 
oszillierender Geschwindigkeit 
Eine weitere Auffälligkeit zeigt sich im Profil aus gV = 0,9, weil es ebenfalls von 
seinem Oszillationsmuster bei unbeschränktem Zustandsraum abweicht. Grund hier-
für ist vermutlich, dass zu Beginn und Ende der 2km langen Teststrecke 75 km/h als 
Start- bzw. Endgeschwindigkeit vorgegeben sind und die Strecke dazwischen nicht 
ausreichend ist, dass sich das im Konstantfahrt-Szenario beobachtete Muster ein-
stellt. Um dies näher zu betrachten, wird das Simulations-Szenario leicht abgeändert, 
indem der Zustandsraum jeweils vor und nach dem Bereich, in dem ein vorausfah-
rendes Fahrzeug eine Einschränkung verursacht, Streckenabschnitte von 1km Länge 
mit einer Maximalgeschwindigkeit von 100 km/h hinzugefügt werden. Dies zeigt 
Bild 62. Wie bereits bei den in Bild 60 dargestellten Ergebnissen wurden hier wieder 
Berechnungen mit elf Gewichtungs-Relationen durchgeführt. Abgesehen von der 
Erweiterung der Simulationsstrecke sind alle Parameter unverändert. Wie erwartet 
bleiben die Profile mit gV ≤ 0,7 im eingeschränkten Bereich zwischen 1000 und 3000 
m gleich und liegen übereinander. Davor und danach zeigen sie ihre jeweils spezifi-
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schen Oszillationsmuster. Im Gegensatz zum Szenario aus Bild 60 fallen hier die 
starren Geschwindigkeits-Vorgaben von 75 km/h bei 1000 und 3000m weg. Die 
Vermutung, dass sich dadurch die optimalen Geschwindigkeitsprofile mit gV ≥ 0,8 
ändern, wird bestätigt. 
 
Bild 62: Geschwindigkeitsprofile im erweiterten Zustandsraum mit freier Fahrt vor und nach der 
Einschränkung durch ein vorausfahrendes Fahrzeug 
Um die Veränderungen deutlicher sichtbar zu machen, zeigt Bild 63 den direkten 
Vergleich der betroffenen Geschwindigkeitsprofile. Daraus lässt sich erkennen, dass 
die Erweiterung des Planungshorizontes einen großen Einfluss auf die Ergebnisquali-
tät hat, da die jeweiligen Berechnungen einer hohen Empfindlichkeit auf die Ge-
schwindigkeitsvorgaben zum Beginn und am Ende der Simulationsstrecke reagieren. 
Im Falle des erweiterten Zustandsraumes bleiben die Fahrten, die mit kraftstofflasti-
ger Gewichtung durchgeführt werden, von der Einschränkung durch das vorausfah-
rende Fahrzeug unbeeinträchtigt. 
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Bild 63: Vergleich der Geschwindigkeitsprofile mit kraftstofflastiger Gewichtung in den Zustands-
räumen mit und ohne Erweiterung der Simulationsstrecke 
Beschränkt man die Berechnungen ausschließlich auf den Bereich zwischen 1000 
und 3000 m, erfolgt durch die (algorithmisch notwendigen) Vorgaben für Start- und 
Endgeschwindigkeit gewissermaßen eine zwangsweise Anpassung an die obere Zu-
standsraumbegrenzung, die dann wiederum die optimalen Geschwindigkeitsprofile 
verfälscht. Somit ist hier der Schluss zu ziehen, dass neben den Diskretisierungs-
Schrittweiten auch die die Länge des Planungshorizontes großen Einfluss auf die 
Qualität der Geschwindigkeitsprofiloptimierung hat. 
7.5. Berechnungsdauer 
Der Rechenaufwand für die Optimierung von Geschwindigkeitsprofilen hängt einer-
seits von Faktoren, die aus dem Einsatz der Dynamischen Programmierung resultie-
ren, und andererseits von anwendungsspezifischen Faktoren (wie beispielsweise der 
Wahl der Zielgrößen, dem Fahrzeugmodell etc.) ab. 
Grundsätzlich gilt, dass der erforderliche Rechenaufwand der dynamischen Pro-
grammierung polynomial mit der Problemdimension, also der Anzahl der zu berück-
sichtigenden Knoten, wächst. In [40] werden folgende Möglichkeiten zur Einschrän-
kung des Zustandsraumes vorgeschlagen: 
1. Eingrenzung durch anwendungsbezogene Erwägungen (z.B. Ausschluss phy-
sikalisch nicht realisierbarer Systemzustandsübergänge) 
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2. Anpassung der Diskretisierungsintervalle (so lang wie möglich und so kurz 
wie nötig) 
3. Aufwandsreduktion durch algorithmische Modifikationen (iterative Redukti-
on der Länge der Diskretisierungsintervalle) 
4. Parallelisierung der Berechnungen 
Im vorliegenden Fall finden die ersten beiden Punkte bereits Anwendung. Die Über-
legungen zur Wahl der Diskretisierungs-Schrittweiten (entspricht dem in [40] ver-
wendeten Begriff der „Diskretisierungsintervalle“) wurden bereits im Kontext der 
Zustandsraumbildung (vgl. Abschnitt 6.2) beschrieben. Der Ausschluss physikalisch 
nicht realisierbarer Zustände aus dem Optimierungsproblem wird an zwei Stellen 
vollzogen. Zunächst wird der Maximalgeschwindigkeitsverlauf vor Beginn der Be-
rechnungen an Streckenbegebenheiten, die eine Geschwindigkeitsreduktion erforder-
lich machen, angepasst. Anschließend werden während der ersten Rekursion Zu-
standsübergänge, die die fahrzeugspezifischen Beschleunigungsgrenzen verletzen, 
ausgeschlossen. Die dritte Möglichkeit, durch eine mehrfach durchgeführte Optimie-
rung mit schrittweiser Verkleinerung der Diskretisierungsintervalle bei gleichzeitiger 
Reduktion des Lösungsraumes die Berechnungsdauer zu reduzieren, soll hier keine 
Anwendung finden. Durch die damit verbundene iterative Suchraumeinschränkung 
kann es zu lokal optimalen Lösungen kommen, Bedingung für die vorliegende An-
wendung ist jedoch die sichere Konvergenz zum globalen Optimum. Zuletzt bleibt 
noch die Möglichkeit, die Berechnungen durch Methoden der Informationstechnik 
wie zum Beispiel Anwendung paralleler Berechnungen oder Optimierung des Quell-
codes zu beschleunigen. Derartige Maßnahmen wurden hier noch nicht getroffen. 
Ein weiterer Punkt, der zu den eingangs erwähnten anwendungsspezifischen Fakto-
ren zählt, ist die Dauer der Kostenberechnung für einen Zustandsübergang respektive 
Berechnung des Kantengewichts. Bei der Bildung der gewichteten Summe aus Kraft-
stoffverbrauch und Fahrtdauer ist erstere Zielgröße von besonderer Relevanz, da sie 
häufig modellbasiert berechnet werden muss. Aufgrund der vereinfachenden An-
nahmen zur Formulierung des Optimierungsmodells sind die Aufwände für die Zeit-
berechnung und auch die Kraftstoffberechnung bei Schubbetrieb und Gleitfahrt ver-
nachlässigbar gering. Hier wurde die modellbasierte Verbrauchsberechnung so stark 
vereinfacht, dass ein angemessener Kompromiss zwischen Rechenaufwand und Er-
gebnisqualität getroffen wird. 
7.5.1. Rechenaufwand im Optimierungsverlauf 
Nach diesen Überlegungen zum Rechenaufwand im Allgemeinen bzw. der Lösungs-
zeit für das gesamte Optimierungsproblem, soll nun noch eine kurze Betrachtung in 
Bezug auf den Lösungsaufwand der Teilprobleme im Kontext der Charakteristika der 
dynamischen Programmierung erfolgen. 
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Bild 64: Abhängigkeit der abschnittsweisen Berechnungsdauer vom Gesamtfortschritt der Optimie-
rung 
Der zeitliche Verlauf der Optimierung variiert stark in Abhängigkeit der jeweiligen 
Iterationsstufen. Bedingt durch die Speicherung von Zwischenergebnissen (auch häu-
fig unter dem Begriff „Memoization“ (en.) bzw. „Memoisation“ (dt.) in der Literatur 
zu finden, geprägt durch [41]) für die Teilstrategien für jeden Streckenabschnitt und 
die Möglichkeit, später statt erneuter Berechnung einer Teillösung für ein Teilprob-
lem mit den selben Randbedingungen auf gespeicherte Ergebnisse zurückzugreifen, 
dauert die Berechnung auf den ersten Stufen recht lange und wird dann deutlich kür-
zer. Das in Bild 64 gezeigte Beispiel soll diesen Sachverhalt veranschaulichen. Dabei 
handelt es sich um das optimale Geschwindigkeitsprofil im bereits bekannten Szena-
rio aus Unterkapitel 7.1 bei vollständig kraftstoffoptimaler Fahrt im nahezu unbe-
schränkten Zustandsraum. Oben ist der optimale Geschwindigkeitsverlauf über der 
gesamten Simulationsstrecke aufgetragen. Der Ausschnitt unten in Bild 64 zeigt die 
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letzten 500 m der Strecke. Diese wiederum entsprechen – bei einer Wegdiskretisie-
rung von 50 m – im Programmablauf den ersten 10 Iterationsstufen. Wie in Kapitel 6 
beschrieben, wird der Zustandsraum bei der dynamischen Programmierung zuerst in 
Rückwärtsrekursion durchschritten, d.h. begonnen wird mit der letzten Wegstützstel-
le im diskreten Raster. Neben dem Geschwindigkeitsprofil ist der Verlauf der kumu-
lierten Berechnungsdauer (gestrichelte Kurve, linke Skala) über der Strecke bzw. den 
Iterationsstufen aufgetragen. Beim Start der Rekursion liegen keine gespeicherten 
Zwischenergebnisse vor. Die Berechnungsdauer ist mit ca. 0,8 s im vorliegenden 
Beispiel dennoch gering. Das ist darauf zurückzuführen, dass durch die Vorgabe ei-
ner Fahrzeug-Endgeschwindigkeit an der letzten Wegstützstelle nur ein Zustand be-
trachtet werden muss. Auf der nächsten Iterationsstufe ist die Dauer mit ca. 19,7 s 
schon deutlich größer, da die Zahl der möglichen Geschwindigkeitskombinationen 
zwischen k=199 und k=200 ebenfalls viel größer ist. Auf den nächsten beiden Stufen 
erreichen die jeweiligen Rechenzeiten mit 120 bzw. 138 s ihr Maximum. Sie sind 
erneut um ein Vielfaches größer als die Dauer für Stufe 2, obwohl die durch den Zu-
standsraum erlaubte Geschwindigkeitsspanne gleich groß ist. Grund hierfür ist, dass 
an der Stützstelle k=200 deutlich weniger Geschwindigkeiten realisiert werden kön-
nen, als es der Zustandsraum erlauben könnte. Es dürfen nämlich nur jene Zustände 
genutzt werden, aus denen in Abhängigkeit der im Fahrzeugmodell vorgegebenen 
Beschleunigungsgrenzen die eindeutige Geschwindigkeitsvorgabe an K=201 erreicht 
werden kann. Im vorliegenden Beispiel sinkt die Berechnungsdauer ab der 5. Stufe 
(k=197…k=1) massiv auf ca. 0,02 s pro Stufe. Dort ist also der Punkt erreicht, ab 
dem keine Zielgrößenberechnung (insb. des Kraftstoffverbrauchs) mehr erforderlich 
ist und stattdessen der Zugriff auf zuvor berechnete Werte erfolgt. Daher liegt die 
Gesamt-Berechnungsdauer für die vollständige Simulationsstrecke bei ca. 283 s, wo-
bei die ersten 4 Stufen mit ca. 279 s etwa 98,5 % der Gesamtzeit in Anspruch neh-
men. 
Hier wurde bewusst ein einfaches Beispiel mit einem simplen und homogenen Zu-
standsraum gewählt, um einen besonders eindeutigen Zusammenhang zwischen der 
Simulationszeit und dem Berechnungsfortschritt herbeizuführen. In anderen Simula-
tionen würden an Stellen, wo der Verlauf von Maximal- und Minimalgeschwindig-
keit neue Geschwindigkeitskombinationen zuließe oder sich Strecken- bzw. Umge-
bungsparameter ändern, neue Zielgrößenberechnungen erforderlich. Zuvor gespei-
cherte Werte können natürlich nur bei exakt übereinstimmenden Randbedingungen 
genutzt werden. 
Die als MATLAB®-Skript implementierten Simulationen der drei beispielhaft ver-
wendeten Szenarien in den Unterkapiteln 7.1 bis 7.3 dauern mit einem aktuell han-
delsüblichen Desktop-Rechner einige Minuten. Die genauen Simulationszeiten bei 
einer niedrig gewählten Minimalgeschwindigkeit (grundlegende Relation zur Maxi-
malgeschwindigkeit bei 10%) können der Tabelle 10 entnommen werden. Dabei va-
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riiert die Zeit geringfügig, etwa im einstelligen Prozentbereich, mit der Gewichtungs-
faktor-Relation. 
 
Tabelle 10: Simulationszeiten und Größe des Optimierungsproblems der drei Beispielszenarien 
Szenario Simulationszeit 
Konstantfahrt 10 km ca. 300 s 
Stadtfahrt 6 km ca. 300 s 
Überlandfahrt 8 km ca. 350 s 
 
Die Größe des Optimierungsproblems kann in erheblichem Maß durch die Anhebung 
der Minimalgeschwindigkeit reduziert werden. Beispielsweise müssen bei der Opti-
mierung des Überlandfahrt-Szenarios mit einer Minimalgeschwindigkeits-Relation 
fvmin=0,1 insgesamt 14993 Knoten berücksichtigt werden. Durch Anhebung auf fvmin 
=0,3 sinkt die Zahl der zulässigen Zustände auf 11948, was dazu führt, dass sich die 
Berechnungsdauer von ca. 350 s auf ca. 260 s verkürzt. 
7.5.2. Rechenaufwand und Diskretisierungs-Schrittweiten 
Es wurde bereits festgestellt, dass der Rechenaufwand erheblich von der Zahl der 
nutzbaren Knoten im Zustandsraum abhängt. Für die dynamische Programmierung 
im Allgemeinen gilt, je mehr Knoten zu betrachten sind, desto größer ist der Rechen-
aufwand. Neben der oben genannten Möglichkeit, die Knotenzahl durch Anhebung 
der unteren Zustandsraumbegrenzung zu reduzieren, bietet die Variation der Diskre-
tisierungs-Schrittweiten viel Spielraum. Um zu zeigen, wie sich diese Maßnahme vor 
allem auf die Berechnungsdauer, aber auch auf die Ergebnisqualität auswirkt, sollen 
erneut Simulationsbeispiele mit konstant beschränktem Zustandsraum herangezogen 
werden. Dessen Länge ist jeweils 10 km, wobei höchstens 130 km/h erreicht werden 
dürfen und die Minimalgeschwindigkeit bei 10% des Maximums liegt. In allen vier 
Simulationen wird das kraftstoffoptimale Geschwindigkeitsprofil (gV=1,0) gesucht. 
Einziger Unterschied zwischen den Optimierungen sind die Diskretisierungs-
Schrittweiten für die Zustandsraumbildung. Folgende Schrittweiten wurden parame-
triert: 
• ∆s = 50 m; ∆v= = 1 km/h 
• ∆s = 100 m; ∆v= = 1 km/h 
• ∆s = 100 m; ∆v= = 2 km/h 
• ∆s = 25 m; ∆v= = 0,5 km/h 
Erstere Diskretisierung entspricht jener, die in allen bisher beschriebenen Fällen 
verwendet wurde. Im zweiten Fall wurde die Zahl der Wegstützstellen halbiert, die 
Geschwindigkeitsdiskretisierung jedoch beibehalten. Bei der dritten Simulation wur-
de auch die Schrittweite bei der Geschwindigkeit verdoppelt, so dass die Relation 
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∆s/∆v wieder der der ersten Simulation entspricht. Im vierten Fall wurden beide 
Schrittweiten im Vergleich zum Ausgangs-Szenario halbiert, so dass auch hier die 
Relation der Schrittweiten gleich bleibt. 
Tabelle 11: Simulationszeiten bei Variation der Diskretisierungs-Schrittweiten 
∆s [m] ∆v [km/h] Anzahl Knoten tSim [s]  
50 1 23.345 290  
100 1 11.622 577 198% 
100 2 5.911 152 52% 
25 0,5 93.119 532 183% 
 
Die in Tabelle 11 zusammengefassten Simulationszeiten zeigen eine Auffälligkeit im 
zweiten Fall, wo – im Gegensatz zu den anderen drei Szenarien – nur die Schrittwei-
te bei der Streckendiskretisierung erhöht wurde. Diese Reduktion der Anzahl der 
Wegstützstellen bei unveränderter Geschwindigkeitsdiskretisierung hat zwar im Ver-
gleich zum Ausgangsszenario in etwa zu einer Halbierung der Knotenzahl geführt, 
aber nicht zu einer Reduktion der Berechnungsdauer. Entgegen der eigentlich zu 
erwartenden Verkürzung, die aus den für die dynamische Programmierung allgemein 
gültigen Charakteristika abzuleiten wäre, wurde die Berechnungsdauer beinahe ver-
doppelt. Das führt zu der Feststellung, dass im vorliegenden Fall anwendungsspezifi-
sche Einflüsse stärker auf die Berechnungsdauer wirken als nur die Größe des Opti-
mierungsproblems, die an der Anzahl der zulässigen Zustände gemessen wird. Ent-
scheidend ist hier anscheinend nicht nur die Knotenzahl, sondern vielmehr das Ver-
hältnis der beiden Schrittweiten ∆s/∆v zueinander. Durch eine Verdoppelung der 
Abstände zwischen zwei Wegstützstellen ohne Anpassung der Geschwindigkeitsdis-
kretisierung verdoppelt sich auch die Anzahl der Entscheidungen, deren Zielfunkti-
onswerte in den ersten Iterationsstufen ausgewertet werden müssen. Wie schon in 
den in Unterkapitel 7.5.1 beschriebenen Simulationen sind auch hier besonders die 
Entscheidungen, die eine modellbasierte Verbrauchsberechnung erfordern, relevant. 
Da die Verdopplung ihrer Anzahl auch beinahe zur Verdopplung der Berechnungs-
dauer führt, kann also festgestellt werden, dass die Berechnungsdauer bei der vorlie-
genden Anwendung beinahe ausschließlich aus der Dauer für die modellbasierte 
Verbrauchsberechnung besteht und für alle anderen Rechenoperationen nur eine ver-
nachlässigbar geringe Zeit aufgewendet werden muss. Die allgemeinen Regeln zur 
Abschätzung des Rechenaufwandes der dynamischen Programmierung werden also 
durch diesen anwendungsspezifischen Effekt überlagert.  
7.6. Einfluss der Diskretisierungs-Schrittweiten auf die Er-
gebnisqualität 
Um die Auswirkungen verschiedener Diskretisierungs-Schrittweiten auf die Ergeb-
nisqualität zu zeigen, werden die Zielgrößen der vier unterschiedlichen kraftstoffop-
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timalen Geschwindigkeitsprofile aus Tabelle 11 in Bild 65 verglichen. Um die abso-
luten Werte der Zielgrößen zu veranschaulichen, wurden sie in dieser Darstellung in 
den Kontext zu den Optima anderer Gewichtungen gesetzt (nicht-nummerierte Ver-
läufe). Einerseits ist zu erkennen, dass sich die Resultate aus den drei Zustandsraum-
Auflösungen, die immer die selbe Relation ∆s/∆v aufweisen, deutlich unterscheiden. 
Andererseits fällt auf, dass die Ergebnisse aus den beiden Profilen mit dem Weg-
stützstellen-Abstand von ∆s=100 m (Nrn. (III) und (IV)) beinahe deckungsgleich 
sind. Die Erhöhung der Geschwindigkeits-Diskretisierung von ∆v=1 km/h auf ∆v=2 
km/h hat also kaum negative Auswirkungen auf die Ergebnisqualität. In Anbetracht 
der Tatsache, dass sich bei letzterer Schrittweiten-Kombination (∆s=100 m; ∆v=2 
km/h) beinahe viermal so schnell ein Ergebnis berechnen lässt, ist diese – zumindest 
in diesem Beispiel – eindeutig vorzuziehen.  
 
 
Bild 65: Zielgrößen kraftstoffoptimaler Geschwindigkeitsprofile auf Grundlage unterschiedlicher 
Diskretisierungs-Schrittweiten 
Die deutlichen Unterschiede bei den Zielgrößen zwischen den Optima aus einem 
Diskretisierungsverhältnis von ∆s/∆v= 50/1 [m / km/h] erfordern eine nähere Be-
trachtung der zugehörigen Geschwindigkeitsprofile. Bereits in den in Unterkapitel 
7.1 beschriebenen Analysen hat sich gezeigt, dass im kraftstoffoptimalen Oszillati-
onsmuster immer ein Streckenabschnitt mit Beschleunigung einer Reihe von Stre-
ckenabschnitten mit Verzögerung in Gleitfahrt vorausgeht. Hierbei stellt sich die 
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Frage, ob diese Regelmäßigkeit erhalten bleibt, wenn die Länge der Streckenab-
schnitte verkürzt wird. Zur Beantwortung dieser Frage sollen weitere Simulationen 
dienen, bei denen die Streckendiskretisierung variiert wird, jedoch das Verhältnis der 
Diskretisierungs-Schrittweiten für die Geschwindigkeit von 50/1 erhalten bleibt. 
Würde die Geschwindigkeitsdiskretisierung nicht angepasst, sondern konstant bei 
beispielsweise 1 km/h gehalten werden, würden sich mit Verringerung von ∆s sys-
tembedingte Rundungsungenauigkeiten so stark auswirken, dass das Optimierungs-
ergebnis fehlerhaft wird. In diesem Anwendungsbeispiel zeigt sich das konkret, in-
dem das optimale Geschwindigkeitsprofil ab einer Schrittweite von ∆s ≤ 10m über 
die gesamte Simulationsstrecke konstant bei 100 km/h liegt. Durch die einseitige 
Verzerrung des Knotengitters vergröbert sich die Betriebsarten-Bestimmung auf ei-
nem einzelnen Streckenabschnitt so stark, dass die Verzögerung bei der verbrauchs-
armen Gleitfahrt im vorliegenden Optimierungsmodell so gering ist, dass die Fahr-
zeuggeschwindigkeit nach der Rundung auf den nächstliegenden diskreten Zustand 
nominell gleich bleibt. So kann die gesamte Strecke bei gleichbleibender Geschwin-
digkeit in der Betriebsart Gleitfahrt absolviert werden, was dann zu einem geringe-
rem Verbrauch führt als ein oszillierendes Geschwindigkeitsprofil bei niedrigerer 
Geschwindigkeit. Dieser Sonderfall könnte natürlich durch eine entsprechende Ab-
frage im Quellcode abgefangen werden. Jedoch ist eine solches Missverhältnis der 
Knotenzahlen in den jeweiligen Dimensionen nicht wünschenswert. Dadurch würden 
nämlich nicht nur die Gleitfahrt, sondern auch alle anderen Betriebsarten-
Bestimmungen und somit die gesamten Zielgrößenberechnungen sehr ungenau wer-
den. So lassen sich kaum noch brauchbare Optimierungsergebnisse erzielen. Daher 
wurde an dieser Stelle in Kenntnis der Relevanz des Schrittweiten-Verhältnisses auf 
die Quellcode-Modifikationen zur Unterbindung dieser Effekte verzichtet. 
Bild 66 zeigt die kraftstoffoptimalen Geschwindigkeitsprofile, die aus der Simulation 
mit fünf unterschiedlichen Zustandsraum-Diskretisierungen resultieren. Wie ein-
gangs erläutert, werden die Schrittweiten-Relationen jeweils konstant gehalten. 
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Bild 66: Kraftstoffoptimale Geschwindigkeitsprofile aus unterschiedlichen Diskretisierungen bei 
gleichbleibender Schrittweiten-Relation 
Zur genaueren Betrachtung erfolgt in Bild 67 eine vergrößerte Darstellung des Berei-
ches zwischen 3000 m und 4000 m. Dieser Ausschnitt ist in Bild 66 mit einem ge-
strichelten Rahmen gekennzeichnet. Es ist zu erkennen, dass die Durchschnittsge-
schwindigkeit aller Oszillationsmuster unabhängig von der Zustandsraum-
Diskretisierung bei ca. 36 km/h erhalten bleibt. Außerdem haben alle Oszillations-
muster die Gemeinsamkeit, dass jeweils für 1 ∆s beschleunigt wird und anschließend 
eine Verzögerung bei Gleitfahrt bis zum Erreichen der unteren Grenzgeschwindig-
keit des jeweiligen Musters erfolgt. Die Beschleunigungen, die innerhalb 1 ∆s reali-
siert werden, sind unterschiedlich groß. Daher sind auch die Steigungen der Be-
schleunigungsphasen in den jeweiligen Profilen verschieden. Die Verzögerungspha-
sen verlaufen jedoch parallel zueinander, da hier immer die selbe Verzögerung abge-
bildet wird. Eine weitere Regelmäßigkeit besteht darin, dass die Gesamtlänge eines 
Zyklus mit abnehmender Schrittweite auch kleiner wird. Erst bei der feinsten Diskre-
tisierung (∆s = 5 m) wird diese Korrelation unterbrochen. Während das Profil aus der 
nächstgrößeren Schrittweite (∆s = 10 m) sich in Zyklen von 11 ∆s (entspricht 110 m) 
wiederholt, hat das Muster aus ∆s = 5 m eine Gesamtlänge von 35 ∆s und ist somit 
auch in der absoluten Länge mit 175 m deutlich größer. Dadurch wird die Vermu-
tung, dass Amplitude und Länge der Oszillationsmuster mit zunehmender Verfeine-
rung der Diskretisierung immer kleiner werden und sich asymptotisch einer konstan-
ten Geschwindigkeit bei ca. 36 km/h nähern, widerlegt. Vielmehr scheint es, als 
würde die untere Grenze für die Größe des Oszillationsmusters zwischen den 
Schrittweiten von 10 m und 5 m überschritten werden. Auf zusätzliche Untersuchun-
gen mit weiterer Verkleinerung der Schrittweiten wurde an dieser Stelle verzichtet. 
Alle Berechnungsergebnisse resultieren aus Kennfeldern mit begrenzter Auflösung, 
daher wären Erkenntnisse aus noch detaillierteren Simulationen kaum noch aussage-
kräftig. 
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Bild 67: Detail-Ausschnitt kraftstoffoptimaler Geschwindigkeitsprofile aus unterschiedlichen Diskreti-
sierungen 
Die Zielgrößenwerte der fünf Geschwindigkeitsprofile sind in Bild 68 zu sehen. Im 
Gegensatz zu den Darstellungen in den vorangegangenen Ausführungen dieses Kapi-
tels wird hier aus Gründen der Übersichtlichkeit statt der vollständigen Verläufe über 
die gesamte Simulationsstrecke nur der Bereich um ihre Endwerte dargestellt. 
 
Bild 68: Zielgrößen der kraftstoffoptimalen Geschwindigkeitsprofile aus unterschiedlichen Diskreti-
sierungen 
Die Zielgröße Zeit hängt unmittelbar von Form und Lage des jeweiligen Oszillati-
onsmusters ab. Im Vergleich zum Kraftstoffverbrauch sind die Unterschiede zwi-
schen den einzelnen Fahrzeiten relativ groß, sie verteilen sich auf einer Spanne von 
ca. 9% der Gesamtzeit. Beim Kraftstoffverbrauch liefert die Streckendiskretisierung 
∆s = 10m das geringste Ergebnis, es unterscheidet sich kaum von dem aus der noch 
kleineren Schrittweite ∆s = 5 m. Insgesamt misst die Spanne beim Verbrauch zwi-
schen allen fünf Ergebnissen 9 g, was knapp 4% des Gesamtverbrauches entspricht. 
Diese Verbesserung der Ergebnisqualität beim Kriterium Verbrauch, die durch das 
engmaschigere Knotengitter im Zustandsraum erzielt werden kann, ist also vernach-
lässigbar gering. Im Gegensatz dazu wiegen die jeweiligen Kosten bei der Simulati-
onsdauer relativ schwer. Wie aus den Berechnungszeiten in Bild 69 zu erkennen ist, 
dauert die Optimierung bei einem Wegstützstellen-Abstand von 5 m etwa 14 mal 
länger als die Optimierung mit der hier standardmäßig verwendeten Schrittweite von 
50 m. 
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Bild 69: Simulationsdauer für kraftstoffoptimale Geschwindigkeitsprofile aus unterschiedlichen Dis-
kretisierungen 
Aus diesen Erkenntnissen wird abgeleitet, dass bei den hier beschriebenen Simulati-
onsbeispielen im mittelfristigen Planungshorizont eine Zustandsraum-Diskretisierung 
mit den Schrittweiten von 50 m bei der Strecke und 1 km/h bei der Geschwindigkeit 
einen angemessenen Kompromiss zwischen Berechnungsdauer und Ergebnisqualität 
darstellt. 
7.7. Nachbearbeitung von Geschwindigkeitsprofilen 
Alle hier gezeigten Simulationen haben zu Ergebnissen geführt, die oszillierende 
Geschwindigkeitsverläufe unterschiedlich starker Ausprägung aufweisen. Lediglich 
vollständig zeitoptimale Profile enthalten Phasen mit konstanter Geschwindigkeit. 
An dieser Stelle kommt ein Konflikt zwischen theoretisch optimalen Verhaltenswei-
sen und deren praktischer Umsetzung auf. Abgesehen von psychologischen Auswir-
kungen auf andere Verkehrsteilnehmer, die sich durch häufige Geschwindigkeitsän-
derungen eines vorausfahrenden Fahrzeuges gestört fühlen würden oder dadurch 
irritiert wären, führt ein individuell optimales Verhalten unter Umständen auch dazu, 
dass andere Fahrzeuge ihr eigentlich mögliches Optimum nicht mehr erreichen kön-
nen. Ein Beispiel für eine solche Situation wurde in Unterkapitel 7.4 gezeigt. Dieses 
Problem wird in der Praxis noch zusätzlich verschärft durch die Tatsache, dass die 
hier gezeigten Oszillationsmuster jeweils ausschließlich für eine bestimmte Fahr-
zeugparametrierung vorteilhaft sind. Wird also beispielsweise ein Fahrwider-
standsparameter wie das Fahrzeuggewicht, die Schaltstrategie oder das Motorkenn-
feld verändert, würde auch das optimale Muster völlig anders verlaufen. In einer 
Fahrzeugkolonne müssten also relativ große Abstände gehalten werden, damit jedes 
Kolonnenfahrzeug sein individuelles Oszillationsmuster umsetzen könnte. 
Eine weitere Lösungsalternative wäre die Nachbearbeitung der optimalen Geschwin-
digkeitsverläufe in Form einer nachträglichen Glättung. Bei der Optimierung selbst 
könnte eine Glättung während der zweiten Rekursion erfolgen, indem die Teilstrate-
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gien nicht nur aufgrund der Summe der Zielfunktionswerte in den einzelnen Stre-
ckenabschnitten bewertet werden. Hier müsste dann noch ein Summand zur Bestra-
fung häufiger Beschleunigungsänderungen hinzukommen, wodurch sich die Dimen-
sion des Zustandsraumes und mit ihr auch der Rechenaufwand erhöhen würde. Eine 
weitere Möglichkeit zur Glättung der Geschwindigkeitsprofile könnte außerhalb der 
Optimierung bei der Realisierung der Vorgabe durch das ACC vorgesehen werden. 
Dabei ist jedoch zu bedenken, dass sich der Kraftstoffverbrauch dadurch erheblich 
erhöhen würde. Das wurde anhand des Beispiels in Abschnitt 7.1.2 gezeigt. Bevor 
hier eine abschließende Empfehlung gegeben werden kann, muss eine Abschätzung 
getroffen werden, die das Verhältnis zwischen der individuellen Verschlechterung 
beim Verbrauch und dem Gewinn, den das Kollektiv aus der Homogenisierung der 
Geschwindigkeitsprofile einzelner Fahrzeuge erzielen kann, beziffert. 
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8. Dynamische Informationen 
Die Bildung des Zustandsraumes für die Geschwindigkeitsprofil-Optimierung basiert 
bislang ausschließlich auf Informationen, deren Ausprägungen im mittel- bis lang-
fristigen Planungshorizont konstant sind. Sie werden in dieser Arbeit als statische 
Informationen bezeichnet. Beispiele für statische Informationen sind Geschwindig-
keitsbeschränkungen, Besonderheiten in der Streckenführung, Steigungen etc. In der 
Realität beeinflussen jedoch auch zeitlich veränderliche Gegebenheiten den Spiel-
raum für eine Optimierung des Geschwindigkeitsprofils in hohem Maße. Dazu zäh-
len beispielsweise Signalanlagen wie Ampeln, aber auch Einschränkungen durch 
andere Verkehrsteilnehmer. Während Ampelschaltungen in einem gewissen Horizont 
vorhersehbar sind, können Behinderungen durch hohes Verkehrsaufkommen im Vor-
feld nur bedingt eingeschätzt werden. 
Im Rahmen der vorliegenden Arbeit soll der Fokus auf den Möglichkeiten zur Ein-
bindung detaillierter und planbarer dynamischer Informationen liegen, da die Opti-
mierung von Geschwindigkeitsprofilen in der vorliegenden Form einer Steuerung 
entspricht. Die Struktur des Programmablaufes ist auf einen mittel- bis langfristigen 
Planungshorizont ausgelegt. Schwer bzw. nur grob prognostizierbare Ereignisse er-
fordern jedoch kurzfristige Anpassungen der Verhaltensweise. Dies wäre eher im 
Rahmen eines Systems vorzusehen, das die Optimierung in dem hier erstellten Vo-
rausschau-Assistenten überlagert. 
Ein Anwendungsbeispiel mit hoher Praxisrelevanz für das vorausschauende Fahren 
unter Berücksichtigung dynamischer Informationen ist die Anpassung der eigenen 
Verhaltensweise an Ampelschaltungen. Insbesondere bei Stadtfahrten kann dadurch 
hohes Optimierungspotential ausgeschöpft werden. Ortskundige Fahrer beispielswei-
se nutzen ihre Erfahrungswerte bezüglich der Ampelschaltungen auf bekannten Stre-
cken, um idealerweise passend zum Umschalt-Zeitpunkt von rot auf grün bei der 
Ampel einzutreffen. Es ist naheliegend, dass sich Wartezeiten immer negativ auf die 
Zielgrößen auswirken. Das betrifft in erster Linie den Kraftstoffverbrauch, aber in 
geringem Maß auch die Fahrzeit. Da beinahe alle modernen Fahrzeuge mit einer 
Start-Stopp-Automatik ausgerüstet sind, fällt zwar während Wartezeiten kein Kraft-
stoffverbrauch an. Das Halten jedoch erfordert einen zusätzlichen, verbrauchserhö-
henden Beschleunigungsvorgang, der nicht nötig wäre, wenn das Fahrzeug auf eine 
grüne Ampel treffen würde und mit unveränderter Geschwindigkeit passieren könn-
te. Auch die Fahrzeit ist bei Ankunft an einer grünen Ampel geringfügig kürzer. Bei-
des gilt jedoch nur, wenn sich nicht vor der Ampel eine Warteschlange vorausfah-
render Fahrzeuge gebildet hat. Wenn dies der Fall ist, verschiebt sich der ideale Zeit-
punkt des Erreichens der Ampel entsprechend nach hinten, bis sich die Warteschlan-
ge nach dem Umschaltzeitpunkt aufgelöst hat. Maßgeblich und daher Ziel der Be-
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rücksichtigung von Schaltzeitpunkten an Ampeln ist also eine verzögerungsfreie 
Fahrt. 
Voraussetzung für deren Einbindung in die vorausschauende Geschwindigkeitspro-
fil-Optimierung ist die Kenntnis darüber, zu welchen Zeiten welches Signal gezeigt 
wird. An dieser Stelle wird für weitere Erläuterungen das bereits bekannte Stadt-
fahrtszenario aus Unterkapitel 7.2 aufgegriffen. An der Wegstützstelle bei 2200 m 
wird nun eine Ampel eingefügt, die vorher dort vorgesehene kurzzeitige Geschwin-
digkeitsreduktion entfällt dafür. Je nachdem, ob die Ampel rot oder grün ist, hat der 
Zustandsraum nun zwei unterschiedliche Ausprägungen. Welche der beiden in Bild 
70 dargestellten Ausprägungen gilt, ist von den Schaltzeitpunkten abhängig. Bei ro-
ter Ampel weist der Zustandsraum an der betreffenden Wegstützstelle s = 2200 m 
nur noch einen zulässigen Zustand, nämlich v = 0 km/h, auf. Daher führt die optimale 
Strategie zwangsläufig über diesen Zustand. Das wiederum führt nach dem Bell-
man’schen Optimalitätsprinzip dazu, dass die Teil-Probleme auf den Strecken von s 
= 0 m bis s = 2200 m und von s = 2200 m bis s = 6000 m unabhängig voneinander 
optimiert werden können und anschließend aus der Verkettung der beiden optimalen 
Teilstrategien automatisch die optimale Lösung des Gesamtproblems entsteht. 
 
Bild 70: Zustandsraum des Simulationsszenarios einer Stadtfahrt in Abhängigkeit des Ampelsignals 
(oben rot, unten grün) 
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8.1. Verbesserungspotential durch Einbindung dynami-
scher Informationen 
Bevor auf die Einbindung der Informationen über die Schaltzeitpunkte eingegangen 
wird, soll die erreichbare Verbesserung oben beschriebenen Beispiel beziffert wer-
den. Dazu werden die jeweiligen Optima für fünf unterschiedliche Gewichtungsfak-
tor-Relationen in beiden möglichen Ausprägungen des Zustandsraums (siehe Bild 
70) berechnet. Die Ergebnisse für den Fall der grünen Ampel sind in Bild 71 und 
Bild 72 dargestellt. Abgesehen von der leicht abgeänderten Zustandsraum-
Begrenzung entsprechen die Geschwindigkeitsprofile den in Unterkapitel 7.2 gezeig-
ten. Da die Ampel grün ist, wird sie bei der Optimierung ignoriert, das Fahrzeug 




Bild 71: Optimale Geschwindigkeitsprofile bei grüner Ampel 
 
132  Kapitel 8 
 
 
Bild 72: Zielgrößen bei grüner Ampel 
Im ersten Schritt zur Bezifferung des Verbesserungspotentials soll identifiziert wer-
den, wie sich allein der zusätzliche Beschleunigungsvorgang durch das Halten an der 
Ampel auf die Zielgrößen auswirkt. Eine Wartezeit wird hier noch nicht vorgesehen, 
um die unterschiedlichen Einflüsse bei späteren Analysen trennen zu können, statt 
sie bereits hier gemischt eingehen zu lassen. Auf die Realität bezogen würde dies zu 
einem Simulationsszenario führen, bei dem im Zustandsraum in Bild 72 die Ampel 
durch ein Stoppschild ersetzt wird. 
Die entsprechenden optimalen Geschwindigkeitsprofile sind in Bild 73 zu sehen, 
während Bild 74 die Verläufe der Zielgrößen zeigt. Die Zielgrößenwerte, die bis zum 
Erreichen der Wegstützstelle am Stoppschild anfallen, sind dort mit einem Kreuz 
markiert. Alle Verläufe enthalten vor dem Kreuz ein kurzes waagerechtes Stück, da 
bei der Verzögerung bis zum Haltepunkt kein Kraftstoffverbrauch anfällt. Seine 
Länge hängt von der jeweiligen Verbrauchsgewichtung ab. 
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Bild 73: Optimale Geschwindigkeitsprofile bei Fahrt auf einer Strecke mit Halt, ohne Wartezeit 
 
 
Bild 74: Zielgrößen bei Fahrt auf einer Strecke mit Halt, ohne Wartezeit 
Bild 75 zeigt den direkten Vergleich zwischen den Zielgrößen der Fahrten mit und 
ohne Halt auf der Beispielstrecke. Letztere werden dort durch gepunktete Linien dar-
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gestellt. Es ergeben sich zwei Paretofronten, deren Abstand zueinander die durch das 
Halten verursachte Zielgrößenverschlechterung in beiden Kriterien zeigt. 
 
Bild 75: Vergleich der Zielgrößen zwischen der Fahrt mit und ohne Halt auf der Simulationsstrecke 
Im zweiten Schritt wird nun eine Wartezeit in das Szenario einbezogen, um das Bei-
spiel einer Strecke mit Ampel anstelle des Stoppschildes anzupassen. Dazu wird an-
genommen, dass die Ampel zunächst rot sei und bei tSchalt = 250 s grün wird. Dies ist 
entsprechend in der Zielgrößendarstellung in Bild 76 gekennzeichnet. Im Vergleich 
zum einfachen Halten ohne Wartezeit (Verläufe mit dünnen Linien) verschieben sich 
die Paretopunkte entsprechend auf der Zeitachse, so dass die Paretofront gestaucht 
wird. Lediglich der aus der kraftstoffoptimalen Fahrt resultierende Zielgrößenverlauf 
bleibt unverändert, da das Fahrzeug in diesem Fall deutlich nach tSchalt bei der Ampel 
eintrifft. Deshalb wird auch der Paretopunkt nicht verschoben. 
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Bild 76: Vergleich der Zielgrößen bei einer Stadtfahrt mit und ohne Wartezeiten nach dem Halten an 
einem Stoppschild bzw. einer Ampel 
8.2. Berücksichtigung von Schaltzeitpunkten zum Erreichen 
einer Grünphase 
Durch Kenntnis des Schaltzeitpunktes können die Geschwindigkeitsprofile, die ohne 
Berücksichtigung dynamischer Informationen eine Wartezeit enthalten würden, an-
gepasst werden, damit sich ihre Zielgrößen verbessern. Dazu sind zwei voneinander 
entkoppelte Optimierungsaufgaben zu lösen, nämlich zum Ersten die Strecke vom 
Ausgangspunkt bis zur Ampel (s = 0 bis s = 2200 m) und zum Zweiten die für die 
Strecke von der Ampel bis zum Ziel (s = 2200 bis s = 6000 m). Die jeweils gültigen 
Zustandsräume zeigt Bild 77. Entsprechend der obigen Erläuterungen muss an der 
letzten Wegstützstelle des ersten Streckenteils ein eindeutiger Zustand bestimmt 
werden, der dann gleichzeitig der Ausgangszustand für die zweite Teilaufgabe sein 
wird. Nur so können die beiden Teilstrategien zu einer zulässigen und optimalen Ge-
samtlösung kombiniert werden. Bedingung bei der Lösung der ersten Teilaufgabe ist 
nun, eine Wartezeit zu vermeiden und stattdessen genau zum oder möglichst bald 
nach dem Schaltzeitpunkt von rot auf grün einzutreffen. 
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Bild 77: Zustandsräume der entkoppelten Optimierungsaufgabe bei Kenntnis des Schaltzeitpunktes 
Bedingt durch die hier umgesetzte Formulierung des Optimierungsproblems ist die 
einzige Variable, die zur Beeinflussung der Geschwindigkeitsprofile genutzt werden 
kann, das Verhältnis der Gewichtungsfaktoren. Die vier vom Schaltzeitpunkt be-
troffenen Geschwindigkeitsprofile resultieren aus einer Verbrauchsgewichtung gV ≤ 
0,75. Für den ersten Streckenteil ist demnach das (eine) Gewichtungsverhältnis zu 
ermitteln, dessen Geschwindigkeitsprofil die Soll-Zeit (in diesem Beispiel tsoll = tSchalt 
= 250 s) erzielt. Alle vier Profile nutzen dann im ersten Streckenteil diese Gewich-
tung. Nach dem Passieren der Ampel werden die ursprünglichen Gewichtungen wie-
der aufgenommen und im zweiten Streckenteil umgesetzt. 
Um sich der optimalen Gewichtung (die möglichst genau auf tsoll führt) für den ersten 
Streckenteil zu nähern, können die oben beschriebenen Ergebnisse für den Fall der 
grünen Ampel genutzt werden. Sie werden nochmals in Bild 78 gezeigt, wobei in 
dieser Darstellung die Zielgrößen bis zum Erreichen der Ampelposition hervorgeho-
ben sind. Daraus ist zu erkennen, dass die optimale Gewichtung für den ersten 
Streckenteil bei 0,75 < gV,Teil I < 1,0 liegen muss. 
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Bild 78: Zielgrößen bis zur Ampelposition bei unbeschränkter Fahrt 
Da das genaue Treffen der Sollzeit eine hohe Zahl von Iterationen verursachen wür-
de, wird hier der Einfachheit halber ein Toleranzbereich von 2 Sekunden definiert, 
innerhalb dessen die Lösung des ersten Streckenteils liegen darf: 
0 ≤ t(s=2200m)-tsoll ≤ 2 
Diese Bedingung scheint zunächst recht grob gewählt, selbstverständlich könnten die 
Änderungen der Gewichtungen in beliebig kleinen Schritten vorgenommen werden. 
Jedoch ist die hier gewählte zulässige Abweichung von ca. 1% im Hinblick auf den 
Rechenaufwand ausreichend genau. 
Die der Sollzeit nächstgelegene Gewichtung, und somit die Startlösung für die Opti-
mierung der Gewichtung, ist gV=1,0. Von dieser ausgehend wird nun in 0,1-
Schrittweiten die Zeit t(s=2200m) der nächstkleineren Gewichtung berechnet, bis 
entweder das Abbruchkriterium durch Einhaltung des Toleranzbereichs erfüllt oder 
tsoll unterschritten wird. Im zweiten Fall wird dann durch Erhöhung von gV mit klei-
nerer Schrittweite weiter gesucht, bis entweder das Abbruchkriterium erfüllt oder der 
Toleranzbereich überschritten wird. Diese Schritte werden abwechselnd wiederholt, 
bis die optimale Gewichtung im ersten Streckenteil gefunden wird. 
Im vorliegenden Beispiel führt obige Vorgehensweise, wie in Tabelle 12 dargestellt, 
nach zwei Schritten zu einer Lösung. Die entsprechenden Geschwindigkeitsprofile 
und Zielgrößen sind in Bild 79 zu sehen. 
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Tabelle 12: Schrittweise Ermittlung der optimalen Gewichtung für den ersten Streckenteil bei roter 
Ampel 
Schritt gV t(s=2200m) [s] v(s=2200m) [km/h] 
0 1,0 269,2 27 
1 0,9 228,6 46 
2 0,95 250,3 46 
 
 
Bild 79: Geschwindigkeitsprofile und Zielgrößen der schrittweisen Ermittlung der optimalen Gewich-
tung für den ersten Streckenteil 
Mit einer Gewichtung von gV=0,95 erreicht das Fahrzeug die Wegstützstelle bei 
s=2200 m zum Zeitpunkt t = 250,3 s nach Beginn der Fahrt mit einer Geschwindig-
keit von v = 46 km/h. Führt man nun das Ausgangsbeispiel weiter, müssen alle Ge-
schwindigkeitsprofile mit einer Gewichtung von gV ≤ 0,75 für den zweiten Streck-
enteil neu berechnet werden, wobei dazu an s = 2200 m die einheitliche Startge-
schwindigkeit von v = 46 km/h zu parametrieren ist. In Bild 80 sind die Geschwin-
digkeitsprofile, die unter Berücksichtigung des Schaltzeitpunktes optimal sind und 
dazu ggf. jeweils aus verschiedenen Gewichtungen für die Teilstrecken vor und nach 
der Ampel resultieren, zu sehen. Dort ist zu erkennen, dass im Bereich vor der Am-
pel im Vergleich zu den ursprünglich fünf Gewichtungen nur noch zwei genutzt 
werden, da andernfalls Wartezeiten anfallen würden. An der Wegstützstelle s=2200 
m gliedert sich das Profil aus der optimalen Gewichtung für den ersten Streckenteil 
wieder in vier verschiedene Profile auf, die dann jeweils die ursprünglich vom Fahrer 
gewünschte Gewichtung umsetzen. 
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Bild 80: Optimale Geschwindigkeitsprofile vor und nach einer Ampel unter Berücksichtigung des 
Schaltzeitpunktes 
Wie sich der Wegfall der Wartezeiten auf die Zielgrößen und die Paretofront aus-
wirkt, zeigt Bild 81. Zum Vergleich sind dort die Verläufe, die sich ohne Berücksich-
tigung des Schaltzeitpunktes wie oben beschrieben ergeben hätten, durch die gepunk-
teten Linien dargestellt. Wie erwartet haben sich die Verläufe aus den von Wartezei-
ten betroffenen Gewichtungen unterschiedlich stark im Kriterium Verbrauch verbes-
sert. Außerdem ist auch eine leichte Verkürzung der Fahrzeit eingetreten, da das 
Fahrzeug nun nicht mehr zum Stillstand kommt. Im Extremfall des zeitoptimalen 
Geschwindigkeitsprofils kann die Fahrzeit durch die Einbindung dynamischer In-
formationen in diesem Beispiel um 6,5 s (= 1,2 %) gesenkt werden, während sich der 
Verbrauch sogar um 211,1 g (= 36,5 %) reduziert. 
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Bild 81: Vergleich der Zielgrößen auf einer Strecke mit Ampel mit und ohne Berücksichtigung der 
Ampelschaltung 
8.3. Berücksichtigung von Schaltzeitpunkten zur Vermei-
dung einer Rotphase 
Die im obigen Beispiel beschriebene Anpassung von Geschwindigkeitsprofilen 
durch die Bestimmung optimaler Gewichtungen zur Vermeidung von Wartezeiten 
kann auch für andere Anwendungsfälle adaptiert werden. 
Analog zu einer nach unten beschränkten Fahrzeit vor einer Ampel, die von rot auf 
grün schaltet, wäre die Festlegung einer oberen Schranke beim Umschalten von grün 
auf rot erforderlich. Im Gegensatz zu ersterem Fall kann hierbei jedoch nicht allge-
meingültig davon ausgegangen werden, dass die Vermeidung von Wartezeiten er-
strebenswert ist. Wenn beispielsweise kraftstofflastige Gewichtungen dazu führen, 
dass das Fahrzeug zu spät bei der Ampel eintrifft und die Grünphase verpasst, müsste 
die Verbrauchsgewichtung auf der Strecke vor der Ampel reduziert werden. Dabei 
muss wiederum abgewogen werden, ob der dadurch verursachte Zusatzverbrauch 
durch die Einsparung des Halte- und Wartevorgangs gerechtfertigt wird. 
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Bild 82: Geteilter Zustandsraum für die Anpassung an den Umschaltzeitpunkt von grün auf rot 
Nimmt man nun an, dass im Gegensatz zum Szenario aus Bild 77 die Ampel zu-
nächst grün ist und der Umschaltzeitpunkt auf rot bei tSchalt = 200 s liegt, wären die 
beiden Geschwindigkeitsprofile aus gV=0,75 und gV =1,0 nicht rechtzeitig vor Beginn 
der Rotphase bei der Ampel. Nach der in 8.2 beschriebenen Vorgehensweise wäre 
für diese Profile im ersten Streckenteil (links in Bild 82) ein optimales gV, Teil I zu 
suchen, das das Kriterium 
0 ≤ tsoll - t(s=2200m) ≤ 2  mit  tsoll = tSchalt = 200 s 
erfüllt. Wie den Werten aus Tabelle 13 zu entnehmen ist, sollte gV =0,5 als Startlö-
sung für eine iterative Näherung gewählt werden, da die daraus resultierende Fahr-
zeit die geringste Differenz zum Toleranzbereich vor tsoll aufweist. 
Tabelle 13: Zielgrößen bis zur Ampelposition bei unbeschränkter Fahrt 
gV t(s=2200m) [s] mKr (s=2200m) [g] 
1,0 269,2 46,45 
0,75 208,7 61,34 
0,5 194,2 69,9 
 
In diesem Beispiel liegt das Resultat nach dem dritten Näherungsschritt vor. Wie den 
Werten aus Tabelle 14 entnommen werden kann, erreicht das aus einer Gewichtung 
von gV=0,65 berechnete Geschwindigkeitsprofil die Ampelposition nach 199,8 Se-
kunden und somit innerhalb des Toleranzbereiches und rechtzeitig vor dem Um-
schalten auf rot. An der Wegstützstelle bei s = 2200 m liegt eine Fahrzeuggeschwin-
digkeit von 53 km/h vor. Dieser Zustand fungiert als Start-Zustand für die anschlie-
ßende Fahrt im zweiten Streckenteil unter Wiederaufnahme der ursprünglichen Ge-
wichtung von gV =0,75 bzw. gV =1,0. 
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Tabelle 14: Schrittweise Ermittlung der optimalen Gewichtung für den ersten Streckenteil bei grüner 
Ampel 
Schritt gV t(s=2200m) [s] mKr (s=2200m) [g] v(s=2200m) [km/h] 
0 0,5 194,2 69,9  
1 0,6 197,4 67,24  
2 0,7 203,5 63,64  
3 0,65 199,8 65,77 53 
 
 
Bild 83: Optimale Geschwindigkeitsprofile unter Berücksichtigung des Umschaltzeitpunktes von grün 
auf rot 
Analog zum Beispiel aus Unterkapitel 8.2 ist auch hier im ersten Teil des Zustands-
raumes in Bild 83 die Anzahl der Geschwindigkeitsprofile geringer, da die beiden 
kraftstofflastigen Gewichtungen das gleiche Profil nutzen. Ab der Ampelposition 
findet dann erneut die Verzweigung durch Wiederaufnahme der eingangs parame-
trierten Gewichtungen statt. Dies ist auch bei den Zielgrößenverläufen in Bild 84 zu 
sehen. Zum Vergleich sind dort zusätzlich die Zielgrößen für den Fall, dass keine 
Gewichtungsanpassung stattfindet, abgebildet. Sie werden durch die gepunkteten 
Linien repräsentiert. Um einen konkreten Vergleich zu ermöglichen, wurde das Bei-
spielszenario erweitert, indem nicht nur der Beginn, sondern auch die Dauer der 
Rotphase festgelegt wurde. Die Annahme für das Rechenbeispiel ist also eine Dauer 
von 100 Sekunden, so dass bei den beiden kraftstofflastigen Profilen ohne Schalt-
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Bild 84: Vergleich der Zielgrößen mit und ohne Berücksichtigung der Umschaltzeitpunkte zu einer 
Rotphase 
Greift man die eingangs beschriebene Abwägung zwischen Vor- und Nachteilen ei-
ner Schaltzeitpunkt-Berücksichtigung wieder auf, so überwiegen bei diesem Beispiel 
eindeutig die Vorteile. Bei der Verbrauchsgewichtung gV =0,75 wurde neben der 
zeitlichen Verbesserung auch etwas weniger Kraftstoff verbraucht, so dass der Pare-
topunkt mit Schaltzeitpunkt-Berücksichtigung eindeutig besser ist als der ohne. Beim 
Profil aus gV =1,0 wird durch die Absenkung der Verbrauchsgewichtung im ersten 
Streckenteil insgesamt zwar etwas mehr Kraftstoff benötigt als bei einer Fahrt unter 
Beibehaltung der ursprünglichen Gewichtung. Diese leichte Verschlechterung ist 
jedoch angesichts des vergleichsweise hohen Zeitgewinns annehmbar. 
8.4. Weitere Anwendungsmöglichkeiten dynamischer In-
formationen 
Die in den beiden obigen Beispielen angewendete Vorgehensweise kann auf zahlrei-
che Anwendungen in ähnlichen Situationen angepasst werden. Bei einer realen Fahrt 
durch ein Stadtgebiet müssen in der Regel mehrere Ampeln nacheinander passiert 
werden. So entstünde bei der Berücksichtigung derer Schaltzeitpunkte eine Reihen-
schaltung bzw. Verkettung optimaler Geschwindigkeitsprofile für die entsprechende 
Anzahl von Teilstrecken. Auch kurzfristige Behinderungen durch hohes Verkehrs-
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aufkommen können, vorausgesetzt Zeitpunkt und Dauer ihres Auftretens lassen sich 
mit einer gewissen Verlässlichkeit einschätzen, so in die Geschwindigkeitsprofil-
Optimierung einbezogen werden. 
Alternativ zur oben beschriebenen schrittweisen Näherung einer optimalen Gewich-
tung könnte eine Umformulierung der Optimierungsaufgabe Anwendung finden. Für 
die Optimierung anpassungsbedürftiger Geschwindigkeitsprofile kann, auf die obi-
gen Beispiele bezogen, das Mehrziel-Optimierungsproblem auf den Streckenteilen 
vor Ampeln auf ein Problem mit einer Zielgröße und einer Nebenbedingung redu-
ziert werden. Konkret hieße das im ersten Fall, dem Umschalten von rot auf grün, 
dass die Zeit eine untere Schranke hat. Einziges Optimierungsziel ist dann, mit mi-
nimalem Verbrauch möglichst kurz nach dieser Mindestzeit zur Ampel zu gelangen. 
Im zweiten Fall wäre die Zeit nach oben beschränkt. Ziel der Optimierung wäre auch 
hier die Verbrauchsminimierung, um möglichst kurz vor Ablauf der Höchstzeit bei 
der Ampelposition einzutreffen. Allerdings muss berücksichtigt werden, dass eine 
solche Umformulierung des Optimierungsproblems bzw. -modells mit einem hohen 
Aufwand zur Anpassung des Programmablaufes verbunden wäre. Daher scheint die 
hier vorgeschlagene Lösung praktikabler. 
Abschließend kann festgestellt werden, dass die Einbindung dynamischer Informati-
onen eine erhebliche Verbesserung der Geschwindigkeitsprofil-Optimierung ermög-
licht. Außerdem erschließen sich so auch Anwendungen im Bereich kooperativer 
Verhaltensweisen und der Kollektiv-Optimierung. Da der Vorausschau-Assistent wie 
hier beschrieben jedoch im mittel- bis langfristigen Horizont plant, bedarf es einer 
ergänzenden Instanz, die kurzfristige Reaktionen auf Änderungen der Randbedin-
gungen bzw. unvorhergesehene Ereignisse ermöglicht. Dies ist auch im Hinblick auf 
die benötigte Rechenzeit zu berücksichtigen. 
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9. Resümee und Ausblick 
In dieser Arbeit wurde die Entwicklung eines neuartigen Fahrerassistenzsystems für 
vorausschauendes Fahren beschrieben. Im mittel- bis langfristigen Planungshorizont 
werden dabei auf einer vorgegebenen Fahrstrecke pareto-optimale Geschwindig-
keitsprofile berechnet. Dabei werden im vorliegenden Fall die konkurrierenden Ziel-
größen Fahrtdauer und Energieverbrauch entsprechend der individuellen Gewichtung 
des Fahrers minimiert. 
Eingangsgrößen für die Optimierung sind Informationen über die Strecke, das Fahr-
zeugumfeld und das Fahrzeug selbst, anhand derer die Beschränkung des Lösungs-
raumes erfolgt. Um die Berechnung echtzeitfähig zu gestalten und gleichzeitig die 
sichere Konvergenz zum globalen Optimum zu gewährleisten, wurde die dynamische 
Programmierung als Optimierungsverfahren ausgewählt. Die Bestimmung der Ziel-
größenerfüllungswerte erfolgt teilweise modellbasiert. Dazu wurde ein einfaches 
Fahrzeugmodell erstellt und validiert, das bezüglich seines Detaillierungsgrades ei-
nen angemessenen Kompromiss zwischen Ergebnisgenauigkeit und Rechenaufwand 
aufweist. Die Gestaltung der Ergebnisausgabe schließlich erfolgt zum einen in Form 
des Verlaufes der optimalen Geschwindigkeit über der Planungsstrecke, was wiede-
rum als Soll-Vorgabe für die fahrzeuginterne Geschwindigkeitsregelung dient und 
somit die autonome Ausführung erlaubt. Zum anderen erhält der Fahrer die Rück-
meldung über die aus seiner Gewichtungsvorgabe resultierenden Zielgrößenwerte, so 
dass er seine Präferenzen ggf. anpassen kann. Zum Nachweis der Funktionsfähigkeit 
und zu Simulationszwecken wurde die hier beschriebene Methodik in einem Quell-
code algorithmisch umgesetzt. 
Zur Ergebnisanalyse wurden praxisnahe Simulationsszenarien ausgearbeitet, die be-
sonders markante Eigenschaften der Methodik hervorheben. Die Ergebnisse zeigen 
sowohl die qualitativen als auch die quantitativen Verbesserungen, die durch den 
Einsatz der Geschwindigkeitsprofil-Optimierung erzielt werden können. Besonders 
hervorgehoben wurde hier auch der Effekt aus der Berücksichtigung von dynami-
schen Informationen. Bei der vorliegenden Implementierung bestehen die Möglich-
keiten, die Geschwindigkeitsprofil-Optimierung mit oder ohne Berücksichtigung 
dynamischer Informationen durchzuführen. Im Zuge der Ergebnisanalyse wurden die 
Methodik und die Möglichkeiten für ihren praktischen Einsatz kritisch diskutiert. 
Besonders vorteilhaft an der vorliegenden Umsetzung ist die Unabhängigkeit von der 
technologischen Plattform, auf der das beschriebene System umgesetzt wird. Sowohl 
durch Gestaltung der Schnittstellen als auch durch die innere Struktur des Pro-
grammablaufes ist gewährleistet, dass sich das System mit geringem Anpassungs-
aufwand an unterschiedlichste Fahrzeug- und Antriebstypen adaptieren lässt. Es fügt 
sich außerdem nahtlos in die informationstechnische Infrastruktur, wie sie bei aktuel-
len Serienfahrzeugen üblicherweise vorliegt, ein. In den hier ausgearbeiteten Beispie-
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len wurde ein Fahrzeug mit Verbrennungsmotor modelliert. Falls das System in ei-
nem Fahrzeug mit Elektro- bzw. Hybridantrieb eingesetzt wird, könnte es wertvolle 
Informationen für Batterie-Ladestrategien oder für die Entscheidungen, wann wel-
cher Antrieb einzusetzen ist, liefern. Verzichtet man auf die hier zugrundegelegte 
Plattformunabhängigkeit und die Einfachheit der Schnittstellen, so lassen sich weite-
re Potenziale zur Verbrauchseinsparung erschließen. Z.B. könnte man die Schaltstra-
tegie des Automatikgetriebes oder im Fall eines Hybridantriebs die Betriebsstrategie 
mit in die Optimierung einbeziehen, was zu zusätzlichen diskreten Optimierungsva-
riablen führen würde. Dem vor allem bei der Beeinflussung der Hybridbetriebsstra-
tegie zu erwartenden Nutzen stehen allerdings ein deutlich erhöhter Rechenaufwand 
und eine komplexere Systemarchitektur gegenüber. 
Durch die geringe Berechnungsdauer und die daraus resultierende Möglichkeit, bei 
Bedarf durch das Auftreten unvorhergesehener Ereignisse schnelle Neuplanungen 
durchzuführen, weist das System eine ausreichend hohe Robustheit gegen das Auf-
treten unvorhergesehener Ereignisse auf. Außerdem bildet es die Basis für Systeme, 
die übergeordnete Strategien für Verkehrsflüsse berechnen. Es ermöglicht die Kom-
promissfindung, so dass Differenzen zwischen individuell-optimalen und kollektiv-
optimalen Fahrstrategien minimiert oder gar eliminiert werden können. 
Im Zuge der Entwicklung und der Analyse der Ergebnisse der Geschwindigkeitspro-
fil-Optimierung haben sich konkrete Ansatzpunkte für Weiterentwicklungen erge-
ben. In der vorliegenden Implementierung werden zwei Zielgrößen berücksichtigt. 
Durch die Verwendung einer gewichteten Summe und der damit verbundenen Skala-
risierung des Optimierungsziels ist die Zahl der einzelnen Zielgrößen grundsätzlich 
unbeschränkt. Es könnte beispielsweise noch ein Maß für den Fahrkomfort, der aus 
dem jeweiligen Geschwindigkeitsprofil resultiert, bei der Optimierung berücksichtigt 
werden. Bei der Zustandsraumbildung wurden bisher äquidistante Schrittweiten vor-
gesehen. Durch den Einsatz variierender Schrittweiten könnten weitere Verbesserun-
gen der Ergebnisse erzielt werden. Denkbar wäre eine Verkürzung der Abstände 
zwischen den Wegstützstellen im mittelfristigen Planungshorizont oder an Stellen, 
wo häufige Änderungen der Geschwindigkeitsvorgaben vorliegen. In der Dimension 
Geschwindigkeit könnte eine mit der absoluten Höhe der Geschwindigkeit zuneh-
mende Länge der Schrittweite vorteilhaft sein. 
Durch die Einbindung des individuellen Fahrzeuges in die Optimierung von Ver-
kehrs-Kollektiven würden sich auch neue Möglichkeiten zur Ausarbeitung koopera-
tiver Verhaltensweisen bieten. Dann wäre das Optimierungsziel nicht nur darauf be-
schränkt, die individuellen Interessen möglichst ohne Abstriche zu koordinieren, 
sondern die individuellen Ziele könnten durch die geschickte Integration in einen 
Verkehrsverbund sogar verbessert werden. Als Beispiel kann hier eine Konvoi-Fahrt 
angeführt werden. 
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Langfristig ist eine Erprobung der hier entwickelten theoretischen bzw. modellba-
sierten Betrachtungen am realen System wünschenswert. Dazu ist eine Portierung 
des aktuellen Quellcodes auf die demensprechende Plattform erforderlich. Im Zuge 
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