Abstract-For nonlinear distorted images, the performance of the existing image restoration methods is limited in either visual quality or computational complexity. In this paper, we apply the recently developed technique called recurrent radial basis function network (RBFN) for nonlinear image restoration. We give the details of the construction of the recurrent RBFN network and the determination of the network parameters. Simulation results show that the proposed recurrent RBFN scheme outperforms the existing RBFN based methods in both visual quality and complexity when the degraded process is recursive.
I. INTRODUCTION
In many imaging applications such as satellite imaging, medical imaging, astronomical imaging, and common family portraits, the imaging system introduces various degradation in the resulting image. Degradation includes signal dependent and independent noise and interference, and blur induced by camera misfocus and motion, lens and film nonlinearity, and some other mechanisms. Thus, restoration of degraded images by blur and noise is of importance.
Various image restoration methods have been proposed in the literature on digital image processing. For the restoration of nonlinear degraded images, the linear filters like Wiener filter and recursive Kalman filter are not suitable. Hence, many nonlinear filtering techniques have been proposed and applied to nonlinear image restoration. To suppress noise, some nonlinear filters based on order statistics (OS) and related concepts have been studied in [1] , [2] . Generally, the OSbased filters have good behavior in suppressing the additive white noise or impulsive noise and preserving image edges because they have well-design estimators that minimize the mean-square error (MSE) between the filter output and the noise free signal. However, these filters are in general not very effective against nonlinear blur functions.
On the other hand, the neural network filters show robust performance for restoration of images degraded by nonlinear distortions [3] - [5] . Among them, the approaches proposed in [3] and [4] that use a feedforward nonlinear network called the radial basis function networks (RBFN) and the technique of learning by examples show much effectiveness. It is known that the model-based image restoration techniques may fail badly when the assumed model is either incorrect or incomplete. On the contrary, the approaches based on learning by examples can dynamically learn the actual degradation process through the training process if sufficient statistical information is provided in the training images. It has been shown that the RBF based networks can be very useful in restoring images degraded by various nonlinear mechanisms. However, both methods in [3] and [4] are based on the feedforward RBFN network, which requires very high complexity to achieve good restoration performance in the cases that the distortion function is recursive or has large memory.
Recently, many studies about the recurrent RBFN [6] - [8] for various applications show that the recurrent RBFN methods have more robust properties in the approximations of nonlinear recursive functions. The recursive property of the recurrent RBFN allows the parallelization of the data acquisition process and the reconstruction task. In this paper, we investigate the use of the recurrent RBFN on the restoration of images degraded by nonlinear distortion with recursive blur process. We give the details of the construction of the recurrent RBFN network and the determination of the network parameters. Simulation results show that the proposed recurrent RBFN outperforms the existing RBFN based methods in both visual quality and complexity when the degraded process is recursive.
We would like to point out that our intention is not to propose a universal solution that can combat all types of noise. The common noises such as salt-and-pepper and impulse noise can be well handled by conventional median filter and the common Gaussian noise can be well removed by bilateral filter. In this paper, we focus on how to deal with the type of degradation where the degraded process is recursive, which cannot be well handled by conventional approaches.
II. PROBLEM STATEMENT
Let s(h, w) represent a pixel of the original image with height H and width W , where (h, w) is the pixel coordinate with 1 ≤ h ≤ H, 1 ≤ w ≤ W . As given in [3] , [4] , a general discrete-time model for image degradation can be expressed as
where y(h, w) represents the degraded image, ε(h, w) is generally modeled as an image-independent additive noise with zero mean, g(·) is a spatially invariant linear or nonlinear blur function, and x(h, w) is a linear combination of s(h, w) and y(h, w), where s(h, w) is a vector of any combination of image 
pixels within a filter window and y(h, w) is a vector of any combination of the previously degraded image pixels before y(h, w) within the same filter window. The filter window is defined in terms of the image coordinates symmetrically surrounding the current pixel, s(h, w), with the window size N = 2n + 1 (n is a nonnegative integer). The filter window slides across the image pixel by pixel in a raster scanning manner. Table I shows an example of a 3 × 3 window (i.e., N = 9) centered at pixel s(h, w). One example for vectors s(h, w) and y(h, w) is
Image restoration methods generally model the degradation process and apply an approximately inverse process to the degraded image {y(h, w)} to recover the original image {s(h, w)}. The effectiveness of such image restoration techniques depends on the availability and completeness of knowledge about the degradation process as well as on the structure of the processing scheme implementing the restoration. If the blur function g(·) is linear, the linear adaptive filters such as the adaptive unconstrained LMS L-filters [4] [9] and the recursive unconstrained LMS L-filters [10] can perform the restoration well since they are linear approximators and are able to achieve optimal linear mappings. However, when the blur function g(·) is nonlinear, it becomes difficult for the linear adaptive filters to restore the images. Nonlinear approximators are therefore preferred.
The radial basis function network (RBFN) is, in general, a universal approximator for different types of nonlinear mappings as studied in [3] and [4] for image restoration, and its good performance has been demonstrated. However, both methods in [3] and [4] are based on feedforward RBFN network. It is known that the feedforward RBFN method has to increase the size of input vector or equivalently increase the input window size of the network to restore an image degraded by a mechanism with larger memory, which results in significant increase in computational complexity. Modifications of the feedforward RBFN filters may not be able to find a good tradeoff between good restoration performance and low computational complexity. The situation becomes even worse when the distortion function is recursive, for which the feedforward RBFN methods have to increase the number of input samples and basis functions in order to achieve satisfactory approximation of the blur process. 
III. PROPOSED IMAGE RESTORATION USING RECURRENT RADIAL BASIS FUNCTION NETWORK
As mentioned in Section I, the recently developed recurrent RBFN can overcome the limitation of the RBFN method. In this section, we discuss the image restoration using the recurrent RBFN method.
The recurrent RBFN is a single hidden-layer network. Such a network is characterized by a set of inputs and a set of outputs. Between the inputs and the outputs there are hidden units, each of which implements a radial basis function. For the image restoration application, the network is modeled as multiple inputs and one output as shown in Figure 1 , where the input vector y(h, w) defined as
are the degraded image pixels within a filter window centered at pixel y(h, w), and the feedback inputs defined aŝ
are the previously restored image pixels beforeŝ(h, w) within a filter window centered at pixelŝ(h, w). The values of M and N satisfy the relation of
is an activation basis function, and ϕ i is the output of the ith activation basis function. We adopt the Gaussian function for the basis function, which is the most popular choice. In this way, the developed Gaussian recurrent RBFN of size L ≤ M + N implements a mapping from an input vector x ∈ R N +M to an outputŝ ∈ R 1 according tô
and ϕ i is defined by
Here, The determination of the parameters is very important in the application of the recurrent RBFN. One orthogonal least square training method has been proposed for determining the centers in [11] , which is not effective to statistic changes. In this paper, we find the centers using the stochastic gradient learning algorithm [3] during the training stage. In particular, at the training time k, the center c i,k is adapted according to
Similarly, the parameters σ i,k and w i,k are adapted according to
and
Note that the parameters of the recurrent RBFN have to be initialized before the network is trained. The weights {w i , i = 1, 2, . . . L} can be initialized to either random small values or zeros. The initial centers can be determined, for example, by K-mean clustering. The initial value for σ i can be simply chosen to equal n, where 2n+1 is the filter window size.
IV. SIMULATION RESULTS
The efficacy of the recurrent RFBN is evaluated in the restoration of the images degraded by nonlinear blur functions and data-independent zero-mean white Gaussian noise. For all the simulation examples, the degraded images in the training and the test sets are generated by applying the same degradation mechanism to the original images. We compared the performance of the recurrent RBFN-based filter to that of other types of nonlinear filters based on order statistics and feedforward RBFN, including the recursive constrained LMS adaptive L-filter [10], Cha's RBFN-based method [3] and Icho's RBFN-based method [4] .
In the following, we describe the simulation setup and the restoration performance of a particular example. We would like to point out that in the course of simulation studies we have run a large number of tests on different images with various degradation processes, and the following example is a typical one among all the results obtained.
In this example, we use Cameraman as the training image (see Fig. 2 ) and Lena as the test image (see Fig. 3 ). Both the training and the test images have size of 256 × 256 with 8-bit gray levels. The distorted images are degraded by a linear filter followed by a saturation-type point-wise nonlinear distortion, and then further corrupted by additive data-independent zeromean white Gaussian noise, i.e.
where
The two sets S 1 and S 2 are The performances of the various methods are measured by the peak signal-to-noise ratio (PSNR), which is widely used as a quantitative measure of image quality. Fig. 2 shows the training images of Cameraman and Fig. 3 shows the results of the test image Lena. Both the training and the test images are degraded by the same process defined in (11), (12), (13), (14) . Note that the test image differs significantly from the training image in terms of the spatial detail, and the restoration performance for Lena provides a good indication of the generalization capability after training on the Cameraman image. Fig. 3 (c)-(f) show the restored results by the various methods. For these results, the input window is of size 3 × 3 (N = 9) and we choose M = 4 and L = N = 9. The number of the basis functions or the hidden nodes for the RBFN-based methods is 20.
It can be seen from Fig. 3 that compared with the other three method, the proposed recurrent RBFN-based method achieves the best performance in terms of both PSNR and visual quality. degraded by the same mechanism, in terms of PSNR and the network complexity, which is defined as the total number of free parameters. We can see that among the three RBFN based methods our proposed recurrent RBFN method achieves the best PSNR results with the lowest complexity.
V. CONCLUSION
In this paper, we have investigated how to apply the recurrent RBFN based nonlinear filter for image restoration. Since the recurrent RBFN has the capability of using the past outputs of the RBFN recursively, a long memory of the input vector to the network can be kept. In particular, in the proposed method, the input layer of the RBFN consists of both degraded image pixels and previously restored image pixels. Gaussian functions are used as the basis functions of the RBFN. The mean vectors and the deviations of the basis functions and the network coefficients are trained based on the stochastic adaptive gradient algorithm provided that a training set of images is available. Then, the well trained network is applied to restore other degraded images. Simulation results demonstrate that compared to the existing feedforward RBFN methods, the approach of the recurrent RBFN is capable of achieving better restoration performance with less computational complexity.
