Abstract. Closed physical systems eventually come to rest, the reason being that due to friction of some kind they continuously lose energy. The mathematical extension of this principle is the concept of a Lyapunov function. A Lyapunov function for a dynamical system, of which the dynamics are modelled by an ordinary differential equation (ODE), is a function that is decreasing along any trajectory of the system and with exactly one local minimum. This implies that the system must eventually come to rest at this minimum. Although it has been known for over 50 years that the asymptotic stability of an ODE's equilibrium is equivalent to the existence of a Lyapunov function for the ODE, there has been no constructive method for non-local Lyapunov functions, except in special cases. Recently, a novel method to construct Lyapunov functions for ODEs via linear programming was presented [5], [6] , which includes an algorithmic description of how to derive a linear program for a continuous autonomous ODE, such that a Lyapunov function can be constructed from any feasible solution of this linear program. We will show how to choose the free parameters of this linear program, dependent on the ODE in question, so that it will have a feasible solution if the equilibrium at the origin is exponentially stable. This leads to the first constructive converse Lyapunov theorem in the theory of dynamical systems/ODEs.
1. Introduction. The Lyapunov theory of dynamical systems is the most useful general theory for studying the stability of nonlinear systems. It is covered in practically all textbooks on dynamical systems, on control theory, and in many on ordinary differential equation. It was introduced by Alexandr M. Lyapunov in 1892 and includes two methods, Lyapunov's indirect method and Lyapunov's direct method. An English translation of his work can be found in [4] Lyapunov's direct method is a mathematical extension of the fundamental physical observation, that an energy dissipative system must eventually settle down to an equilibrium point. It states that if there is an energy-like function V for a system that is strictly decreasing along its trajectories, then the trajectories are asymptotically attracted to an equilibrium. The function V is then said to be a Lyapunov function for the system. The region (basin, domain) of attraction of a dynamical systems' equilibrium is the set of those initial values that are attracted to the equilibrium by the dynamics of the system. A Lyapunov function provides through its preimages a lower bound of the region of attraction. This bound is non-conservative in the sense that it extends to the boundary of the domain of the Lyapunov function.
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There are several possibilities to formulate Lyapunov's direct method. In this work we follow [5] and only consider autonomous systems, where the dynamics of the system are modelled by an ODEẋ = f (x), (1.1) where f ∈ [C 2 (U)] n is a function from a domain U ⊂ R n into R n , of which every component f i is two-times continuously differentiable, and such that 0 ∈ U and f (0) = 0. We denote by φ the solution of (1.1), i.e.,φ(t, ξ) = f (φ(t, ξ)) and φ(0, ξ) = ξ for all ξ ∈ U and all (possible) t. In this case the direct method of Lyapunov states (proved in Chapter 1 in [5] by the chain rule and the right-hand side of this equation can be checked for negativity without knowing the solution φ.
Although the direct method of Lyapunov is a powerful tool for stability analysis, its main drawback has been the lack of a general constructive method to generate non-local Lyapunov functions for nonlinear ODEs. A local Lyapunov function can be constructed if the Jacobian A ∈ R n×n of f at the origin is Hurwitz, i.e., if all its eigenvalues have strictly negative real parts. Then, by the indirect method of Lyapunov, V (x) = x T P x is a Lyapunov function for the system, where P ∈ R n×n is the unique positive definite solution to the matrix equation
However, the domain of this Lyapunov function depends on the approximation error x → f (x) − Ax and, except when f is a linear function, almost certainly does not give a good estimate of the region of attraction. † A T and x T denote the transposes of the matrix A and the vector x respectively and In denotes the n × n-identity matrix.
Let us make this point more clear. The function V (x) = x T P x is a global Lyapunov function for the linearized ODEẋ = Ax. This follows by V (0) = 0, V (0) > 0 for all x ∈ R n \ {0}, and
where φ lin is the solution of the linear ODE. From this it deduces that
− Aφ 2 and because f is differentiable at the origin there is a neighborhood of the origin, such that
for all x in this neighborhood. By these calculations, V is a Lyapunov function for the ODE (1.1) too. However, its domain is not only restricted by the equilibrium's region of attraction, but also to the neighborhood in which (1.2) is satisfied, that can be very small in comparison to the equilibrium's region of attraction. The original Lyapunov theory did not secure the existence of non-local Lyapunov functions for nonlinear systems with asymptotically stable equilibrium points. The first results on this subject are due to K. P. Perdeskii in 1933 [2] . The general case was resolved somewhat later. Theorems, which secure the existence of a Lyapunov or a Lyapunov-like function for a system possessing an equilibrium, stable in some sense, are called converse theorems in the theory of dynamical systems. Most of the converse theorems are proved by actually constructing by a finite or a transfinite procedure a Lyapunov(-like) function. Unfortunately, the trajectories of the respective systems are used by the construction methods. Hence, the converse theorems have up-to-date been pure existence theorems.
In this work we will prove a constructive converse theorem on exponential stability. The origin is said to be an exponentially stable equilibrium of (1.1), if and only if there is a neighborhood N of the origin and constants α > 0 and m ≥ 1, such that φ(t, ξ) 2 ≤ me −αt ξ 2 for all ξ ∈ N and all t ≥ 0. The concept of an exponentially stable equilibrium point is mathematically more restrictive than the concept of an asymptotically stable equilibrium, where it is only demanded that there exists a neighborhood of the origin, such that all trajectories starting in this neighborhood are attracted to the equilibrium by the dynamics of the system. Although asymptotically stable equilibrium points that are not exponentially stable are an interesting mathematical phenomena (bifurcations), most equilibrium points are either exponentially stable or not asymptotically stable. If the real parts of all eigenvalues of the Jacobian of f at the origin are strictly negative, then the origin is exponentially stable, if one is strictly positive then it is unstable, and if all are negative and some are equal to zero, then the origin might be asymptotically stable but is not exponentially stable. In the last case the stability is usually not robust to perturbations and is therefore not desirable in engineering applications. A well known non-constructive converse theorem on exponential stability states: 
Then the function W : N −→ R,
for all ξ ∈ N , satisfies the inequalities
2α ξ 2 2 and
for all ξ ∈ N , and is therefore a Lyapunov function for (1.1) .
This converse theorem is useful because it gives an explicit formula for a Lyapunov function for the system. However, it is non-constructive because this formula involves the solution of the ODE, which, in general, is not known. We will use this Lyapunov function formula to prove that the linear program in the next section has a feasible solution.
The Lyapunov theory is covered in numerous textbooks on dynamical systems, e.g., [3] , [7] , [2] , [9] . In [5] s that satisfies the constraints, i.e., y ≥ 0 and Cy ≤ b. There are numerous algorithms known for solving linear programming problems, the most commonly used being the simplex method [8] or interior point algorithms [10] , e.g., Karmarkar's algorithm. Both need a starting feasible solution for initialization. A feasible solution to (2.3) can be found by introducing slack variables y ∈ R s and solving the linear program: 
where e i is the i-th unit vector. Denote by Sym n the set of the permutations of {1, 2, . . . , n} and define for every σ ∈ Sym n the set
Denote by P({1, 2, . . . , n}) the power-set of {1, 2, . . . , n} and define the function
where
, if and only if its restriction G| PS(R J (z+Sσ )) to the set PS(R J (z + S σ )) is affine for every J ∈ P({1, 2, . . . , n}) and every z ∈ {0, 1, . . . , N − 1} n . It is proved in Chapter 4 in [5] that the mapping
where 
ii) Define for every σ ∈ Sym n and every i = 1, 2, . . . , n + 1, the vector
iii) Define the set
n}).
iv) For every (z, J ) ∈ Z define for every σ ∈ Sym n and every i = 1, 2, . . . , n + 1, the vector y
The set Y is the set of neighboring grid points in the grid
. . , n, and every σ ∈ Sym n , define 
The linear constraints of the linear program are:
and for every i = 2, 3, . . . , K − 1:
LC4) For every (z, J ) ∈ Z, every σ ∈ Sym n , and every i = 1, 2, . . . , n + 1:
Note Let x 1 , x 2 , . . . , x K be the elements of X · 2 in an increasing order. We define the piecewise affine functions
The values of ψ and γ on ]x K , +∞[ do not really matter, but to have everything properly defined, we set
for all y > x K . Clearly the functions ψ and γ are continuous. The function
for all x ∈ G. In Chapter 5 in [5] it is proved, that ψ and γ are convex and strictly increasing and that
Lya is a Lyapunov function for (1.1). Further, it is proved for d > 0, that for every c > 0, such that the connected component of
containing the origin is compact, there is a t ξ ≥ 0 for every ξ in this component such that
3. The constructive converse theorem. In this section we prove the main results of this work, a constructive converse theorem on exponential stability for (1.1). We do this by using the Lyapunov function from Proposition 1.2 to assign values to the variables in the linear program, and then we prove that the linear constraints of the linear program are satisfied with these values. Let us discuss this central point of this work in detail. We want to prove that the linear program presented in the last section always succeeds in parameterizing a Lyapunov function on a domain [−a, a] n , a > 0, for an ODE of the form (1.1) if:
• f is a class C 2 function.
• There are constants m ≥ 1 and α > 0, such that the inequality φ(t, ξ) 2 ≤ me −αt ξ 2 is satisfied for all ξ ∈ [−a, a] n and all t ≥ 0.
If we do this, then we have proved a constructive converse theorem on exponential stability. To prove that the linear program always succeeds in parameterizing a Lyapunov function, we show that it has at least one feasible solution. This is sufficient, because there are algorithms, e.g., the simplex method, that find a feasible solution if the set of feasible solutions is not empty. From the elementary theory of ODEs, e.g., the theorem of Picard-Lindelöf, we know that the system (1.1) possesses a unique solution φ and from Proposition 1.2 we know that the function
is a Lyapunov function for the system on the domain [−a, a] n . Because this formula for W involves the solution of the ODE (1.1) and its algebraic form, in general, is not known, Proposition 1.2 is not constructive. However, if we can use W and f to assign values to the variables of the linear program in the last section, e.g., V [x] := W (x), and then show, that the constraints of the linear program are satisfied when the variables have these values, then we have proved that its set of feasible solutions is not empty. Note, that we do not know the numeric values we assign to the variables of the linear program. We only know their formulas, which involve the (unknown) solution φ of the ODE (1.1).
First, we state a well known theorem that is useful for the proof of the constructive converse theorem. 
and all x ∈ V. Let t → y(t) be the solution of the initial value problemẋ = g(t, x), x(t 0 ) = y 0 and t → z(t) be the solution of the initial value probleṁ
Proof: See, for example, Theorem 2.5 in [3] .
We now state and prove the main theorem of this work. 
Define the constants C, D, E, and F by
C := 2nmB e (3A−α)T − 1 3A − α − e (2A−α)T − 1 2A − α , D := n(e 2AT − 1), E := 1 − m 2 e −2αT , F := 2nm e (A−α)T − 1 A − α n r,s=1
Let h d > 0 be a real constant, such that
and choose 
Proof:
Assign values to the constants ε and δ by the formulas
2A and
If there is a feasible solution for these particular ε > 0 and δ > 0, then there is a feasible solution for all ε > 0 and δ > 0. Let W : [−a, a] n −→ R be the Lyapunov function from Proposition 1.2,
n . Then the inequalities
and 
just note that they are equivalent to
which is obvious. LC2: By (3.5),
It follows from (3.5) and the definition of c and δ, that
2α nc
From the definition of Y it follows, that there is a constant h ∈ R and an i ∈ {1, 2, . . . , n}, such that x − y = he i . Further, there is a z on the line segment between x and y, such that
Because f is a class C 2 function, then so is φ (see, for example, Theorem 1.4 in [5] ) and
implies that the functions
are the solutions of the initial value problemṡ
respectively. Hence, we get by Theorem 3.1 that
LC4: Let (z, J ) ∈ Z, σ ∈ Sym n , and define
). σ,j+1 , such that
This means that
By the exponential stability
σ,i ))x, x(0) = e σ(j) , respectively, we get by the same theorem, that
Hence,
follows. Because
The last inequality is equivalent to
and because for every component z l of z,
Now, let k ∈ {1, 2, . . . , n} be such that
There are two cases that must be considered.
That this inequality is satisfied, follows from
The case z k < d. Then h = h d and because at least one component of z must be larger than or equal to d, (3.6) is satisfied if
which follows from as the (optional) objective in all the examples. It does not optimize the Lyapunov function in any specific way, but it leads to reasonable looking ones.
In these examples, we want to compare the basins of attraction secured by the CPWA Lyapunov functions parameterized by the linear program in Section 2 with the Lyapunov functions from the indirect method of Lyapunov, presented in Section 1. To do this we first derive a general formula for the size of a cubic region, in which the inequality (1.2) holds. Let r > 0 be a constant and let b ijk , i, j, k = 1, 2, . . . , n, be upper bounds of the second-order partial derivatives of the components f i of the function f from the system (1.1) on the set [−r, r] n ,
Assume a is a constant such that 0 ≤ a ≤ r and consider the right-hand side of the inequality (1.2) for x ∞ = a. Then, by Taylor's theorem,
Because a = x ∞ ≤ x 2 , it follows that the inequality (1.2) is satisfied for all
This means that the inequality (1.2) is satisfied for all x in the set
so L it is a valid domain for the Lyapunov function V (x) := x T P x for the system (1.1). By these calculations the set L := {y ∈ R n y T P y < c}, where c > 0 is (uniquely) chosen such that L ⊂ L and ∂L ∩ ∂L = ∅, is the best lower bound of the region of attraction of the equilibrium this Lyapunov function delivers. Instead of using the formula (4.7) to estimate its domain, we refer to Example 3.21 in [3] where a better estimate, {x ∈ R 2 x T P x ≤ 0.79} instead of {x ∈ R 2 x T P x < 0.5} by formula (4.7), is derived on the lower bound of the region of attraction for the equilibrium at the origin for this particular ODE. In Figure 6 the regions of attraction secured by the CPWA Lyapunov function V Lya and the Lyapunov function V Lya ind from Lyapunov's indirect method are compared graphically. It is interesting to compare the lower bound of the region of attraction delivered by the CPWA Lyapunov function in Figure 6 with Figure 3 .12 in [3] , where the trajectoryreversing method [1] is used to estimate the region of attraction for the same system. The lower bound delivered by the CPWA Lyapunov function is by far better than the best estimate from the trajectory-reversing method.
5. Conclusions. In this paper a constructive converse theorem on exponential stability is proved for class C 2 autonomous ODEs. The Lyapunov function from Proposition 1.2, which is a non-constructive converse theorem, is used to assign values to the variables of the linear programming problem introduced in [5] and [6] and defined in Section 2 here. We prove that the linear constraints of the linear programming problem are satisfied by these values. It follows that the linear programming problem can be used to generate a Lyapunov function, which can be used to estimate the basin of attraction of the corresponding equilibrium point.
Software, written in the C++ programming language, to generate arbitrary dimensional CPWA Lyapunov functions is available on the internet at the URL http://www.traffic.uni-duisburg.de/∼hafstein. It was used for the examples presented in this work. The complexity of this method to generate Lyapunov functions via linear programming is determined by the complexity of finding a feasible solution of the associated linear programming problem. We consider the complexity as a function of the number of elements |G| in G, i.e., the number of the points, at which we calculate the value of the Lyapunov function (see Section 2), and the dimension n of the domain of f from (1.1). It is easy to see that for every point in G the number of variables introduced to the linear programming problem is O (n) (the C[{x, y}] ) and the number of constraints introduced is O(n!) (LC4). Because we have to solve the linear program (2.4) to find a feasible solution to our original problem, we are interested in the complexity of solving (2.3) when C is a O(|G|n!) × O(|G|n!)-matrix. The complexity of solving linear programming problems is not a closed problem. However, the average running time of our problem should be O((|G|n!) 4 ) when solved with the simplex method according to [8] . The CPWA Lyapunov functions in the examples presented here were generated in a few seconds (examples 1 and 2) and approximately 2 minutes (Example 3) on a PC with a 2 GHz CPU.
It is the belief of the author, that this general method to numerically generate Lyapunov functions for (nonlinear) ODEs might lead to advantages in the stability theory of ODEs, the stability theory of continuous dynamical systems, and control theory.
