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Abstract
A partial pre-distance matrix A is a matrix with zero diagonal and with certain elements
fixed to given nonnegative values; the other elements are considered free. The Euclidean dis-
tance matrix completion problem chooses nonnegative values for the free elements in order
to obtain a Euclidean distance matrix, EDM. The nearest (or approximate) Euclidean distance
matrix problem is to find a Euclidean distance matrix, EDM, that is nearest in the Frobenius
norm to the matrix A, when the free variables are discounted.
In this paper we introduce two algorithms: one for the exact completion problem and one
for the approximate completion problem. Both use a reformulation of EDM into a semidefinite
programming problem, SDP. The first algorithm is based on an implicit equation for the com-
pletion that for many instances provides an explicit solution. The other algorithm is based on
primal–dual interior-point methods that exploit the structure and sparsity. Included are results
on maps that arise that keep the EDM and SDP cones invariant.
We briefly discuss numerical tests.
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1. Introduction
An n × n real symmetric matrix D = (Dij ) with nonnegative elements and zero
diagonal is called a pre-distance matrix. In addition, if there exist points x1, x2, . . . ,
xn in Rr such that
Dij = ‖xi − xj‖22, i, j = 1, 2, . . . , n, (1.1)
then D is called a Euclidean distance matrix, denoted EDM. The smallest value
of r is called the embedding dimension of D. Let A be a pre-distance matrix, H
be an n × n symmetric (weight) matrix with nonnegative elements, and let ‖A‖F =√
trace ATA denote the Frobenius norm of A. We consider the objective function
fN(D) = 12‖H ◦ (A − D)‖2F, (1.2)
where ◦ denotes Hadamard product. The weighted, nearest (closest), Euclidean dis-
tance matrix problem is
(NEDM) µ
∗ = min fN(D)
s.t. D ∈ E ⊂Sn, (1.3)
where E denotes the convex cone of EDMs andSn is the space of n × n real sym-
metric matrices. The (unknown) EDM is replaced, D ←L(X), where X ∈ P ⊂
Sn−1,P denotes the cone of positive semidefinite matrices, andL is a linear trans-
formation introduced in (3.1) below.
We also consider the exact completion problem, denoted EDMC (see (4.3) for
details)
(EDMC)
µ∗ := min fC(X) := 12‖X‖2
s.t. A(X) = b ∈ Rm,
X ∈ P.
(1.4)
Here, the EDM problem is translated to a semidefinite programming (SDP) problem.
The linear operatorA forces the interpolation conditions corresponding to the fixed
elements. It is formed usingL mentioned above.
In this paper we solve NEDM in (1.3) using SDP. The mapping between EDM
and SDP uses the linear transformation L, see e.g. [2,1]. In particular, we provide
a stable algorithm that is particularly effective when the given matrix A is large and
sparse. Our algorithm specifically exploits the equivalence between the EDM prob-
lem and optimization over the cone of positive semidefinite matrices. The algorithm
uses the Gauss–Newton search direction with a preconditioned conjugate gradient
method. The approach follows that in [26,5].
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We then provide an implicit solution for EDMC in (1.4), i.e. the optimal X is
found from the solution of a (m × m, positive definite) system of equations. In many
instances this implicit solution becomes an explicit solution from a linear system
of equations. This approach allows one to solve huge completion problems of order
n ∼= 106, as long as the number of fixed values is only moderately large, of order
m ∼= 103. Our empirical tests show that, generically, these large problems can be
solved quickly and robustly.
A discussion of the complexity of EDMC is given in e.g. [20,19,18]. Special
cases (e.g. chordal graphs) are shown to be completable in polynomial time. The
complexity of other models of EDM are given in e.g. [22]. Previous SDP approaches
appear in e.g. [4]. A general geometric description of EDM is at http://www.stan-
ford.edu/˜dattorro/EDM.pdf.
1.1. Outline
We complete this Section 1 with notation. Section 2 describes the relations
between the EDM and SDP cones. We introduce standard linear transformations that
map between these two cones. In addition, we present known and new properties for
these maps.
Section 3 presents several characterizations of EDM using SDP. These include
using the linear operator L, our main tool in our algorithms. Section 4 derives the
quadratic SDPs that solve the two EDM problems. We include explicit expressions
for the Perron root and vector for bothLL∗ andL∗L. The linear operatorsLL∗
andL∗L hold the cones E ⊂Sn, P ⊂Sn−1 invariant, respectively.
Section 5 presents the duality and optimality conditions for both quadratic pro-
grams. These are used to derive our two algorithms. We include details on the eval-
uations of the operators involved in the optimality conditions.
The primal–dual algorithm for NEDM is outlined in Section 6. We include expli-
cit expressions for a diagonal preconditioner. A discussion on computational results
for both algorithms appears in Section 7. Concluding remarks are given in Section 8.
1.2. Notation
We define several linear transformations between vector spaces. For a linear trans-
formation K : Rs → Rt , the adjoint is denoted K∗ and defined by 〈K∗v,w〉 =
〈v,Kw〉, ∀v ∈ Rt , w ∈ Rs . The unit vectors in Rt are denoted by ei and e is the
vector of ones.
For a general rectangular matrix M ∈Mm×n, v = vec(M) ∈ Rmn forms a vec-
tor from the columns of M . The inverse mapping, vec−1, and the adjoint mapping,
vec∗, are given by Mat = vec−1 = vec∗. The linear transformation diag(X) is the
vector formed from the diagonal of the (square) matrix X. Then the adjoint Diag :=
diag∗ forms a diagonal matrix from a given vector. We define offDiag(X) := X −
Diag(diag(X)).
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We use the trace inner product 〈M,N〉 := traceMTN , which induces the Frobe-
nius norm. With this inner product, Mat (and vec) is an isometry. We use the same
inner product on the space of n × n symmetric matrices, Sn. The identity matrix
is denoted by In or I when the meaning is clear. The basis elements (unit sym-
metric matrices) are Eij := 1√2 (eieTj + ej eTi ), if i /= j , and Eii := eieTi . The cone
of positive semidefinite matrices (SDP) in Sn is denoted by Pn (or by P, when
the meaning is clear). Positive semidefiniteness (resp. definiteness) is denoted by 
(resp. ). The cone of EDM is denoted by En (or by E when the meaning is clear).
For X ∈Sn, let x = svec X ∈ Rt (n), with t (n) = n(n + 1)/2, be the vector ob-
tained columnwise from the upper triangular part of X, where the strictly upper
triangular part is multiplied by
√
2. The multiplication by
√
2 guarantees that the
mapping is an isometry. Let sMat := svec−1 denote the inverse mapping into Sn.
The adjoint operator sMat∗ = svec, since
〈sMat(v), S〉 = trace sMat(v)S = vTsvec(S) = 〈svec(S), v〉.
We similarly define usvec, usMat for the strictly upper-triangular part of a sym-
metric matrix. We also need the operator (and its adjoint)
De(X) := diag(X)eT + e diag(X)T, D∗e (Y ) = 2 Diag(Y e),
For M ∈Mm×n, the space of m × n real matrices, we let M† denote the Moore–
Penrose generalized inverse, e.g. [6]. Then PR(M) = MM† and PR(MT) = M†M are
the orthogonal projections onto the ranges of M and MT, respectively.
We collect the definition of various linear transformations and their adjoints in
Appendix A.
2. Geometry of EDM and SDP
We list some known facts about the closed convex cones E,P, see e.g. [23,13,15,
24,4,27,8]. We include new relationships between the two closed convex cones. In
particular, the dimension of E is n(n − 1)/2 and we can map (one–one and onto) E
to any face of P with the same dimension, i.e. any face with matrices in the relative
interior having rank n − 1. We now provide some details.
It is well known that a pre-distance matrix D is a EDM if and only if D is negative
semidefinite on M , the orthogonal complement of the vector of ones, e,
M := e⊥ = {x ∈ Rn : xTe = 0}.
Define the n × n orthogonal matrix
Q :=
[
1√
n
e|V
]
, QTQ = I.
Thus
V Te = 0, V TV = I, V ∈Mn,n−1. (2.1)
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The subspace M can be represented as the range of V (M = R(V )) and
J := PM = VV T = I − ee
T
n
(2.2)
is the orthogonal projection onto M . (Here V † = V T.)
We also define the matrix
W ∈Mn,n−1, WTe = 0, W full column rank. (2.3)
Then
W †W = In−1, WW † = PR(W) = J,
where PR(W) = PR(V ) denotes the orthogonal projection onto the range of W . Thus
V above can be considered as a special case of W with orthonormal columns.
Now define the centered and hollow subspaces ofSn
SC := {B ∈Sn : Be = 0},
SH := {D ∈Sn : diag(D) = 0}, (2.4)
and the linear transformations (with their adjoints which are easily verified)
K(B) := diag(B)eT + e diag(B)T − 2B,
:= De(B) − 2(B);
K∗(D) = 2 Diag(De) − 2D,
= 2(Diag(De) − D).
(2.5)
And define the self-adjoint linear operator
T¯(D) := − 12JDJ (= T¯
∗
(D)). (2.6)
The operator −2T¯ is an orthogonal projection onto SC ; thus it is a self-adjoint
idempotent. We denote this by T¯ rather thanT (the latter notation is customary in
the literature, e.g. [10]) since we modify it below.
Theorem 2.1. The linear operators satisfy
K(SC) =SH ,
T¯(SH ) =SC,
andK|SC and T¯|SH are inverses of each other.
Proof. See e.g. [13,16]. 
To get a proper relationship for K and K†, we modify T¯ and use the linear
operator
T(D) := T¯(offDiag(D)) = − 12J offDiag(D)J,
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where offDiag denotes the orthogonal projection onto the hollow matrices, i.e. zero-
ing out the diagonal. We now have the following relationships.
Proposition 2.2. The generalized inverse
K† =T. (2.7)
Moreover,
R(K) =SH , N(K) = R(De), (2.8)
R(K∗) = R(T) =SC, N(K∗) =N(T) = Diag(Rn), (2.9)
Sn =SH ⊕ Diag(Rn) =SC ⊕R(De). (2.10)
Proof. Let X ∈Sn, x = diag(X) and B = De(X). Then B = xeT + exT,
diag(B) = 2x, andK(B) = 2xeT + 2exT − 2B = 2De(X) − 2De(X) = 0, i.e. this
proves thatN(K) ⊃ R(De). The equations in (2.8) now follow from Theorem 2.1
and a dimension argument, i.e. using the fact that the dimensions ofSH ,R(De) are
n(n − 1)/2, n, respectively.
The equations in (2.9) follow similarly. The equations in (2.10) now follow from
the orthogonality of the nullspace and range space of the adjoint for any linear trans-
formation.
The Moore–Penrose generalized inverseK† can be characterized by:K† equals
the inverse ofK when restricted to the range ofK,SH ; the null space ofK† is the
orthogonal complement of the range of K, i.e. the orthogonal complement of SH
which is the set of diagonal matrices. This follows from Theorem 2.1 and the above
proof. 
Details on the relationships between the EDM and SDP cones are discussed in the
literature, e.g. see [16,18]. We include the following.
Theorem 2.3. The linear operatorsT,K are one–one and onto mappings between
the cone E in SH and the face of the semidefinite cone
FE := P ∩SC,
i.e.
T(E) =FE, K(FE) = E.
Proof. Note that FE = {B  0 : Be = 0} = {B  0 : eTBe = 0} = {B  0 :
trace eeTB = 0}, i.e. FE is the face of P that is complementary to the face (ray)
through eeT in P. The dimension of FE is n(n − 1)/2, which is the same as the
dimension of the subspace Sc. And FE = VPn−1V T = WPn−1WT, where V,W
are defined as in (2.1) and (2.3). The result now follows from Theorem 2.1. 
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Remark 2.4. From the above Theorem 2.3, we see that we can transform the EDM
problem to a SDP problem using the above two linear operatorsT,K. The cone E
is mapped to the face FE so that we can optimize using this face. However, it can
be more advantageous to rotate (using e.g. a congruence) and use another face ofP,
e.g. to exploit the rank deficiency of the face and get a row and column of zeros. We
explore these possibilities below.
We now introduce the composite operators
KW(X) :=K(WXWT), (2.11)
and
TW(D) := W †T(D)(WT)† = − 12W †J offDiag(D)J (WT)†, (2.12)
where W is defined in (2.3).
Lemma 2.5. Suppose that W satisfies the definition in (2.3). Then
KW(S
n−1) =SH ,
TW(SH ) =Sn−1,
andKW =T†W .
Proof. This immediately follows from Theorem 2.1 and the definition of W . Note
thatN(TW) = Diag(Rn) =S⊥H . 
From (2.3) and (2.5) we get that
K∗W(D) = WTK∗(D)W (2.13)
is the adjoint operator ofKW . The following corollary summarizes useful relation-
ships between E, the cone of Euclidean distance matrices of order n, andP, the cone
of positive semidefinite matrices of order n − 1.
Corollary 2.6. Suppose that W is defined as in (2.3). Then
KW(P)=E,
TW(E)=P.
Proof. We saw earlier that D is EDM if and only if D =K(B) with Be = 0
and B  0. Let X = WTBW , then since Be = 0 we have B = WXWT. Therefore,
WXWT  0 if and only if X  0; and the result follows using the definitions (2.11)
and (2.12) and Lemma 2.5. 
Remark 2.7. Note that the n × (n − 1) matrix V as defined in (2.1) is not unique.
One example is
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V :=

1 + x x . . . x
x 1 + x . . . x
. . . . . .
.
.
. . . .
x x . . . 1 + x
y y . . . y
 , (2.14)
where x = −1
n+√n and y = −1√n . With this choice, it can be easily verified that V Te =
0, V TV = I , and VV T = J as required by (2.1). A sparse choice for W is
Ws =
(
eT
−In−1
)
. (2.15)
Note that if B = WXWT, X  0, W is defined in (2.3), and H is the orthogonal
symmetric matrix
H = (V ye), (2.16)
then HBH  0 and (HBH)nn = 0, which implies that the last row (and column)
are zero. We denote the face
ZE :=
{
B  0 : Bnn = 0
}
. (2.17)
3. SDP characterizations for EDMs
We can exploit the geometry of the EDM and SDP cones and get several different
characterizations for EDM. These can have numerical advantages if chosen properly.
Many different characterizations appear in e.g. [4,2,1]. In this paper we concentrate
on a characterization used in [2,1], see Item 4 in Theorem 3.2.
We first prove the following.
Lemma 3.1. Let X ∈Sn−1 and partition
L(X) :=
(
0 diag(X)T
diag(X) De(X) − 2X
)
=
(
0 dT
d D¯
)
:= D. (3.1)
Then
L∗(D) = 2{Diag(d) + Diag(D¯e) − D¯}, L†(D) = 12 (deT + edT − D¯).
Proof. The adjointL∗ is easily verified.
We show that
L†L(X) = X,
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i.e.
L†L(X) =L†
(
0 diag(X)T
diag(X) De(X) − 2X
)
= 12 (diag(X)eT + e diag(X)T − (De(X) − 2X))
= X.
This shows that L† is a left inverse of L and so must be the Moore–Penrose gen-
eralized inverse. (We note that LL† = offDiag, i.e. it is the orthogonal projection
onto the hollow matrices.) 
Theorem 3.2. Suppose that the matrices W,H are defined by (2.3), (2.16), respec-
tively. Then the following are equivalent:
1. D ∈ E
2. D =KW(X), for some X  0, X ∈Sn−1
3. D =
(
0 diag(X)T + (sXeT − 2xTr )
diag(X) + (sXe − 2xr) De(X) − 2X
)
, for some X ∈
Pn−1, where sX := eTXe, xr := Xe
4. D =L(X) :=
(
0 diag(X)T
diag(X) De(X) − 2X
)
, for some X ∈ Pn−1
5. D =K(B), for some B  0, with Be = 0, B ∈Sn
6. D =K(HBH), for some B  0, with Bnn = 0, B ∈Sn
Proof. Note that B  0, Bnn = 0 implies that the last (nth) row and column of B are
zero. We show that Item 1 is equivalent to the other Items.
2. The equivalence follows from Corollary 2.6.
3. The equivalence follows from Item 2 by setting W = Ws defined in (2.15). Denote
Bs := WsXWTs =
(
eT
−In−1
)
X
(
e −In−1
) = ( sX −xTr−xr X
)
.
For X ∈ Pn−1, we now evaluate
KWs (X) = De(WsXWTs ) − 2WsXWTs
=
(
sX
diag(X)
)
eT + (sX diag(X)T)− 2Bs
=
(
2sX sXeT + diag(X)T
sXe + diag(X) De(X)
)
− 2Bs.
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4. Let D ∈ E be partitioned in the usual fashion as in (3.1), and set W = Ws as
in (2.15). Since J is the projection on the orthogonal complement of e, we get
JWs = Ws . Then
X =L†(D) = 12 (deT + edT − D¯) = − 12WTs DWs = WTs
(− 12JDJ )Ws,
i.e. X is a congruence of a positive semidefinite matrix and so X  0. From
Lemma 3.1, LL† is the orthogonal projection on the hollow matrices, i.e. we
conclude that
D =L(X), where X =L†(D)  0.
Conversely, let X ∈ Pn−1. Then X = ZZT with Z ∈Mn−1×r . Let
p1 = 0, pi = ZTei−1, i = 2, . . . , n.
Now for the first column and row of D =L(X)(diag(X))
‖p1 − pi‖22 = ‖pi‖22 = eTi−1Xei−1 = Xi−1i−1 = D1i
for D¯
‖pi − pj‖22 = (ei−1 − ej−1)TX(ei−1 − ej−1)
= Xi−1i−1 + Xj−1j−1 − 2Xi−1j−1
= D1i + D1j − 2
[ 1
2 (D1i + D1j − Dij )
] = Dij , (3.2)
which shows that p1, p2, . . . , pn are the n points satisfying the condition in (1.1).
Eq. (3.2) is equivalent to the part De(X) − 2X in L(X), and so L(X) = D is
EDM.
5. The equivalence follows from Theorem 2.3.
6. The equivalence follows from the definition of the orthogonal, symmetric matrix
H , i.e. the mapping H · H is one–one and onto between the faces FE
andZE. 
4. Formulations into quadratic SDPs
4.1. Nearest EDM problem, NEDM
Since A is a given pre-distance matrix, diag(A) = diag(D) = 0. Therefore, we
can assume without loss of generality that diag(H) = 0. Note that Hij = 0 means
that Dij is free, while Hij > 0 forces Dij to approximate Aij . If we want Dij = Aij
exactly, then we can add a linear constraint to the program. (This is done in Section
4.2, in EDMC.) Recall that the graph of H is connected if for all indices i /= j
there is a path of indices i1, i2, . . . , ik such that Hi,i1 /= 0, Hi1,i2 /= 0, . . . , Hik−1,ik /=
0, Hik,j /= 0, see e.g. [9]. Thus, we can assume that the graph of H is connected or
the problem can be solved more simply as two smaller problems. It is shown in [4]
that Slater’s condition holds for NEDM if the graph is connected.
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By abuse of notation, define
fN(X) := ‖H ◦ (A −L(X))‖2F.
We now apply Theorem 3.2 and get the following problem, equivalent to NEDM:
(NEDM) µ
∗ := min fN(X)
s.t. X  0.
Also, note that X ∈Sn−1. It is in this lower dimensional space that we solve the
problem. We can recover the optimal distance matrix using the optimal X and the
relation
D =L(X).
Using finite precision, we can never solve the approximation problem exactly. In
addition, we need to calculate the embedding dimension. The following lemma, from
[4], shows we lose little in the objective function if we choose a small embedding
dimension using a numerical rank approach, i.e. if we only discard small eigenvalues,
then the change in the objective function is small.
Lemma 4.1 [4]. Suppose that X∗ solves (NEDM). Let X¯ be the closest symmetric
matrix to X∗ with rank k, i.e. we set the smallest n − k eigenvalues of X∗ to 0,
λk+1 = · · · = λn = 0. Then√
f (X¯) 
√
f (X∗) + 2γ (√n + 1)
√√√√ n∑
i=k+1
λ2i , (4.1)
where γ := maxij Hij .
4.2. EDM completion problem, EDMC
We now consider the exact completion problem, i.e. we are given certain fixed
elements of a EDM matrix A, while the other elements are unknown (free). We
want to complete this matrix to an EDM. We model this as a quadratic programming
problem. As above, we assume that we are given a pre-distance matrix A, but with
the proviso that it is completable to a EDM, i.e. free elements can be found to obtain
a EDM. Therefore, for given b ∈ Rm, and a set of indices (columnwise, k ∼= ij )
S =
{
(i, j) : Ai,j = 1√
2
bk is known, fixed, i < j
}
, |S| = m, (4.2)
define the quadratic program
(EDMC)
µ∗ := min f (X) := 12‖X‖2F
s.t. A(X) = b,
X  0,
(4.3)
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where b ∈ R|S| has components bk =
√
2Aij and the constraint A = I ·L :
Sn−1 → R|S| yields the interpolation conditions
A(X)ij = trace EijL(X) = bk, ∀k ∼= (ij) ∈S,
thus defining the interpolation operator I. The transformation I is equivalent to
usvec, though it only yields a subset of the upper triangular elements of the matrix.
Therefore, for s /= t , we assume that the interpolation conditions arise from
〈Est ,D〉 = 2 1√
2
Dst =
√
2Dst = bst ∼= bk.
4.3. Invariant cones and Perron roots
4.3.1. Invariant for NEDM
Lemma 4.2. Let H be an n × n symmetric matrix with nonnegative elements and 0
diagonal and with no zero row (or column). Then
X  0 (resp.  0) ⇒ L∗(H (2) ◦L(X))  0 (resp.  0),
i.e. the cone P (and its interior) is invariant under the operator W =L∗(H (2) ◦
L(·)).
Proof. Note thatW(·) =L∗(H (2) ◦L(·)) = (H ◦L)∗(H ◦L)(·). Let X  0 be
given and Y  0 be any other positive semidefinite matrix. Then
〈Y,L∗(H (2) ◦L(X))〉 = 〈H ◦L(Y ),H ◦L(X)〉 = 〈H ◦ D1, H ◦ D2〉,
for some D1,D2 ∈ EDM . This shows that 〈Y,L∗(H (2) ◦L(X))〉  0, by the
nonnegativity of H and EDM s. Therefore,
L∗(H (2) ◦L(X))  0, ∀X  0. (4.4)
Note that Z  0 is singular if and only if there exists 0 /= Y  0 such that trace
ZY = 0. Therefore, to show that positive definite holds in (4.4), suppose that X 
0, Y  0 and
〈Y,L∗(H (2) ◦L(X))〉 = 0.
Therefore, 〈X,L∗(H (2) ◦L(Y ))〉 = 0. Since the nullspace of L∗ is the set of
diagonal matrices, we conclude that H(2) ◦L(Y ) = 0. This implies that Y = 0. 
4.3.2. Invariance for EDMC
Lemma 4.2 means that we can apply the generalized Perron–Frobenius Theorem
to the operator W [25,12,7], i.e. the spectral radius corresponds to a positive real
eigenvalue with a corresponding eigenvector in the (relative) interior of the cone. In
particular, we can get the following explicit expressions for Perron eigenpairs.
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Corollary 4.3. The Perron root and eigenvector for
WE(·) :=L∗L(·)
are
λ = (2n + 1) +
√
(4n + 2)2 − 32
2
> 0, X = αeeT + βI  0,
where α = − 4β
λ
, β > 0.
Proof. We confirm the Perron eigenvector matrix X and Perron root λ, i.e.
WE(X) :=L∗(L(X)) = λX,
where
X = αeeT + βI,
and
λX = λαeeT + λβI. (4.5)
Now diag(X) = (α + β)e and
De(X) = diag(X)eT + e diag(X)T = 2(α + β)eeT.
Therefore
L(X) =
(
0 diag(X)T
diag(X) De(X) − 2(X)
)
=
(
0 (α + β)eT
(α + β)e 2(α + β)eeT − 2(αeeT + βI)
)
=
(
0 (α + β)eT
(α + β)e 2β(eeT − I )
)
=
(
0 dT
d D¯
)
= D,
thus defining D, d , and D¯. We now get
WE(X) =L∗(L(X)) =L∗(D)
= 2{Diag(d) + Diag(D¯e) − D¯}
= 2{Diag((α + β)e) + Diag(2β(eeT − I )e) − 2β(eeT − I )}
= 2{Diag{(α + β + 2β(n − 1))e} − 2β(eeT − I )}
= 2{Diag{(α + β(2n − 1))e} − 2β(eeT − I )}.
The eigenvalue–eigenvector equation now yields
WE(X) = 2{Diag{(α + β(2n − 1))e} − 2β(eeT − I )}
= λαeeT + λβI = λX,
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i.e.
λα(E − I ) + λ(α + β)I = 2{(α + β(2n − 1))I − 2β(E − I )}.
Equating the diagonal terms yields
λ(α + β) = 2(α + β(2n − 1)),
while the off-diagonal terms yield
λα = −4β.
We now solve and get α = −4β
λ
. We substitute and get
λ
−4β
λ
+ λβ = −8β
λ
+ 4nβ − 2β.
We can cancel λ in the first term and β on both sides to get
−4 + λ = −8
λ
+ 4n − 2.
This is equivalent to the quadratic equation
λ2 − (4n + 2)λ + 8 = 0,
i.e.
λ = (2n + 1) +
√
(4n + 2)2 − 32
2
,
which is clearly positive. Moreover, using induction, we can show β > nα so that
X  0. 
We get similar results forLL∗.
Lemma 4.4. The cone E is invariant under the linear operatorV =LL∗. In fact,
D a pre-distance matrix implies thatV(D) ∈ E.
Proof. Suppose that D =
(
0 dT
d D¯
)
is a pre-distance matrix. Since D is nonnega-
tive elementwise with zero diagonal, the matrix X =L∗(D) = 2(Diag(d) +
Diag(D¯e) − D¯) is positive semidefinite, since it is diagonally dominant with non-
negative diagonal, i.e. X  0 by Gersˆgorin’s disk theorem.
Therefore
L(X) =
(
0 2(d + D¯e)T
2(d + D¯e) De(X) − 2X
)
is EDM by Theorem 3.2 Part 4. 
Corollary 4.5. The Perron root and vector ofLL∗ are
λ = (2n − 1) +
√
(2n − 3)2 + 8(n − 2) > 0
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and
D =
(
0 eT
e α(E − I )
)
, α > 0,
where
α = 1
2(n − 2)
{
(2n − 3) +
√
(2n − 3)2 + 8(n − 2)},
D is nonsingular andL†(D)  0.
Proof. Assume that the eigenvector in E is of the form
D =
(
0 eT
e α(E − I )
)
, α > 0.
Then
X :=L∗(D)
= 2(Diag(e) + Diag(α(E − I )e) − α(E − I ))
= 2(I + (n − 2)αI − αE + αI)
= 2([(n − 1)α + 1]I − αE).
Let β := 2[(n − 2)α + 1]. Then
L(X) =
(
0 diag(X)T
diag(X) De(X) − 2X
)
=
(
0 βeT
βe β(eeT + eeT) − 4([(n − 1)α + 1]I − αE)
)
=
(
0 βeT
βe 2βE − 4([(n − 1)α + 1]I − αE)
)
=
(
0 βeT
βe 4[α(n − 1) + 1]E − 4([(n − 1)α + 1]I )
)
=
(
0 2[(n − 2)α + 1]eT
2[(n − 2)α + 1]e 4[(n − 1)α + 1](E − I )
)
.
We now get the eigenvector–eigenvalue equation
λ
(
0 eT
e α(E − I )
)
=
(
0 2[(n − 2)α + 1]eT
2[(n − 2)α + 1]e 4[(n − 1)α + 1](E − I )
)
.
This yields the two equations
λ = 2[(n − 2)α + 1], λα = 4[(n − 1)α + 1].
We can eliminate λ and get 2[(n − 2)α + 1]α = 4[(n − 1)α + 1]. The quadratic
equation is
124 S. Al-Homidan, H. Wolkowicz / Linear Algebra and its Applications 406 (2005) 109–141
0 = 2(n − 2)α2 + 2α − 4(n − 1)α − 4
= (n − 2)α2 + α − 2(n − 1)α − 2
= (n − 2)α2 + (3 − 2n)α − 2,
i.e.
α = 1
2(n − 2)
{
(2n − 3) ±
√
(2n − 3)2 + 8(n − 2)}.
Therefore
λ = 2 + 2(n − 2)
[
1
2(n − 2)
{
(2n − 3) ±
√
(2n − 3)2 + 8(n − 2)
}]
= (2n − 1) ±
√
(2n − 3)2 + 8(n − 2).
That D is nonsingular follows by looking at the matrix vector product D
(
t
x
) = 0,
i.e. this implies that xTe = 0 which further implies x is a multiple of e, which forces
x = 0. This also shows thatL†(D)  0. 
5. Duality and optimality conditions
5.1. Duality and optimality conditions for NEDM
We work on the equivalent problem to (1.3) stated above, i.e.
µ∗ := min 12‖H ◦ (A −L(X))‖2F subject to X  0, X ∈Sn−1, (5.1)
whereL :Sn−1 →Sn is given in the simple characterization in Item 4 in Theorem
3.2,
L(X) =
(
0 diag(X)T
diag(X) De(X) − 2X
)
.
This is again a quadratic cone minimization problem. However, the EDM cone
constraint is replaced by the SDP constraint and the dimension is reduced by 1.
The Lagrangian dual is
µ∗  ν∗ := max
0
min
X
1
2‖H ◦ (A −L(X))‖2F − traceX. (5.2)
We change the dual to the Wolfe dual by noting that the inner problem is a convex
unconstrained minimization. If we let
C :=L∗(H (2) ◦ A),
then the unconstrained inner minimization in (5.2) has optimal solution characterized
by the stationary conditions:
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0 = −[(H◦)L]∗{H ◦ (A −L(X))} − 
= −L∗{H(2) ◦ (A −L(X))} − 
=L∗{H(2) ◦ (L(X))} − C − , (5.3)
where we define H(2) := H ◦ H .
Thus we obtain the equivalent dual problem:
max 12‖H ◦ (A −L(X))‖2F − traceX
s.t.  =L∗{H(2) ◦ (L(X))} − C, (5.4)
  0.
Without loss of generality, we can assume that H has no zero rows (or columns). We
get the following optimality conditions.
Theorem 5.1. Assume that H has no zero rows (or columns). The primal–dual opti-
mal values satisfy µ∗ = ν∗ and the primal–dual pair X, are optimal for (5.1) and
(5.4) if and only if
X := sMat(x)  0 (primal feasibility)
 :=L∗{H(2) ◦ (L(X))} − C,  0 (dual feasibility)
X := 0 (complementary slackness)
Proof. That Slater’s condition holds for the primal is trivial. That it holds for the
dual follows from Lemma 4.2. 
For our p–d i–e-p algorithm we use
X = µI perturbed complementary slackness.
We can substitute the primal and dual feasibility equations into the perturbed com-
plementary slackness equation and obtain a single bilinear equation in x = svec(X)
that characterizes optimality for the perturbed log-barrier problem:
Fµ(x) : Rt (n−1) → R(n−1)2 .
Fµ(x) := vec
[
L∗
{
H(2) ◦ (L(sMat(x)))}− C] sMat(x) − µvec I = 0.
(5.5)
Viewing (5.5) as an overdetermined system of nonlinear equations, we solve it using
an inexact Gauss–Newton method. Linearizing, we obtain a linear system for the
search direction x,
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Fµ(x + x) = Fµ(x) + F ′µ(x) + o(‖x‖)
= Fµ(x) + vec{ sMat(x)}
+vec
{[
L∗(H (2) ◦ (L(sMat(x)))
]
sMat(x)
}
+ o(‖x‖).
(5.6)
Therefore,
F ′µ(x)(x) = vec
{
 [sMat(x)] + [L∗(H(2) ◦ (L(sMat(x))))]X}.
(5.7)
Note that
L∗(D) = 2(Diag(d) + Diag(D¯e) − D¯).
In addition, we note that the operator L∗(H (2) ◦L(·)) is self-adjoint; and the
adjoint of · is 12 ( · + ·T ); while the adjoint of ·X is 12 (X ·T + · X). Therefore
the adjoint (F ′µ)∗ (see (5.7)) for w ∈ R(n−1)
2 is
(F ′µ)∗(w) = 12 svec
{[
Mat(w) + MatT(w)]
+ [L∗(H(2) ◦ (L(X Mat(w)T + Mat(w)X))]}. (5.8)
To simplify notation, we define the self-adjoint operator
W(·) :=L∗(H (2) ◦L(sMat·)), (5.9)
and the transformations with their adjoints, by abuse of notation,
X(s) = vec(sMat(s)X); X∗(w) = 12 svec(XMat(w)T + Mat(w)X);
(5.10)
(s) = vec( sMat(s)); ∗(w) = 12 svec(Mat(w) + Mat(w)T). (5.11)
Therefore,
F ′µ(s) = (s) +X (W(s)) , s ∈ Rt (n−1); (5.12)
(F ′µ)∗(w) = ∗(w) +W∗
(
X∗(w)
)
, s ∈ R(n−1)2 . (5.13)
5.2. Sparse implementation
For an efficient implementation of a conjugate gradient method we must be able to
evaluate F ′µ(x)(x) and F ′µ(x)∗(w) efficiently. We discuss the evaluation ofW(y).
We define
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Y := sMat(y); yd := diag(Y ); (5.14)
yu := usvec(Y ); yDeu = usvec(De(yd));
and, with the partition
H(2) =:
(
0 hT
h H¯
)
; H¯u := usvec(H¯ ); (5.15)
and
yhd := h ◦ yd; yhu := H¯u ◦ yu; yHDeu := H¯u ◦ yDeu.
Then
H(2) ◦L(Y ) =
(
0 hT ◦ yTd
h ◦ yd H¯ ◦De(yd) − H¯ ◦ 2 usMat(yu)
)
=
(
0 yThd
yhd H¯ ◦De(yd) − 2 usMat(yhu)
)
=
(
0 yThd
yhd usMat(yHDeu − 2yhu)
)
=
(
0 yThd
yhd D¯
)
and, by abuse of notation,
W(y) =L∗(H (2) ◦L(sMat(y)))
= 2 ((yhd + D¯e) − (yHDeu − 2yhu)) , (5.16)
i.e. we assume that these vectors are extended to vectors in Rt (n−1) by adding zeros
appropriately. Therefore, to evaluateW(y), where y has the relationships in (5.14),
we need only evaluate yHDeu, yhu, yhd, D¯e.
We note that the sparsity pattern of W(y) is essentially the same as that of H
(except for the diagonal and the first row) and that the evaluation is a sparse operation
on the sparse vector yh and the (n − 1)-vector yd . Therefore, all the operations in the
evaluations of both F ′µ(x)(x) and F ′µ(x)∗(w) are sparse operations, though the end
result can be (and usually is) a dense vector.
Finally, we remark that the i, j -element
(H¯ ◦De(v))ij =
{
vi + vj if H¯ij /= 0,
0 otherwise,
i.e. this is a sparse evaluation if H¯ is sparse.
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5.3. Duality and optimality conditions for EDMC
The objective function for EDMC is strictly convex and coercive. This implies
that {X  0 :A(X) = b, f (X)  α} is a convex, compact level set for each α ∈
R+. Therefore, the primal problem EDMC is attained and there is no duality gap.
(This can also be seen from Slater’s condition, which holds for the dual feasibility
equation in (5.19), with e.g.  = αI , and α > 0 sufficiently large.) In particular,
Corollary 5.3 below implies that strong duality holds, i.e. the dual is attained as well.
The Lagrangian dual is
µ∗ = ν∗ := max
0,y∈R|S|
min
X
1
2‖X‖2F + yT(b −A(X)) − traceX. (5.17)
We get the following characterization of optimality.
Theorem 5.2. Suppose that the feasible set of EDMC is not the empty set. Then the
optimal solution of EDMC is D =L([A∗(y)]+), where y is the unique solution of
the single equation
A([A∗(y)]+) = b, (5.18)
and B+ denotes the projection of the symmetric matrix B ∈Sn−1 onto the cone
Pn−1.
Proof. The optimality conditions obtained after differentiation are
X =A∗(y) +   0,  0, dual feasibility
A(X) = b primal feasibility
X = 0 complementary slackness
(5.19)
This means that A∗(y) = X − , where both X  0,   0, and X = 0. There-
fore the three symmetric matrices W =A∗(y),X, are mutually diagonalizable.
We write X = PDXP T,  = PDP T, i.e. we conclude that W =A∗(y) =
P(DX − D)P T, DXD = 0. Therefore [A∗(y)]+ = PDXP T = X. 
The following corollary provides an explicit solution for EDMC under the
assumption that y  0. This shows that a large class of completion problems can
be efficiently solved.
Corollary 5.3. The linear transformation A is onto and AA∗ is nonsingular.
Suppose that y = (AA∗)−1b ∈ Rm+. Then
D =L(A∗(y)) (5.20)
is the unique solution of EDMC.
Proof. ThatA is onto follows from the definitions.
The proof continues as in the proof of Lemma 4.4. 
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5.3.1. Matrix representation A ofAA∗
Under certain conditions, we can find an explicit solution from a single linear
equation in Corollary 5.3. Therefore we need a matrix representation of the operator
AA∗. We can do this by columns.
For each unit vector ek , we get the kth column of the matrix representation A
from applyingAA∗(ek). We identify k ∼= ikjk, ik < jk , i.e. with the kth element in
the set S.
1. Case 1, k ∼= 1jk
D = I∗(ek) = 1√2Ek is a symmetric matrix with zero diagonal and with exactly
two nonzero elements equal to 1/
√
2 corresponding to the k ∼= 1jk position, i.e.
in the first row and jk column. The usual partition of D yields d = ejk−1, D¯ = 0.
Therefore,A∗(ek) =L∗I∗(ek) =
√
2 Diag(ejk−1). This implies that
LA∗(ek) =
√
2
(
0 eTjk−1
ejk−1 ejk−1eT + eeTjk−1 − 2 Diag(ejk−1)
)
.
The kth column is now obtained by applying I, i.e. the lth element of the kth
column A:k ∈ Rm is
Alk =
{
2 if il = jk or jl = jk,
0 otherwise.
Note that A is symmetric, Alk = Akl , and the diagonal elements Akk = 2, ∀k in
Case 1.
2. Case 2, k ∼= ikjk, ik > 1
(Note that Ek is inSn orSn−1 depending on the context.) D = I∗(ek) = 1√2Ek
is a symmetric matrix with zero diagonal and with exactly two nonzero elements
equal to 1/
√
2 corresponding to the k ∼= ikjk position. The usual partition of
D yields d = 0, D¯ = 1√
2
Ek−1, de := d + D¯ =
√
2(eik−1 + ejk−1), where k −
1 ∼= (ik − 1, jk − 1). Therefore, X =A∗(ek) =L∗I∗(ek) =
√
2 Diag(eik−1 +
ejk−1) − Eik−1,jk−1. Now
De(X) =
√
2
[
(eik−1 + ejk−1)eT + e(eik−1 + ejk−1)T
]
,
i.e. two rows and columns are all ones but with two at the diagonal intersection
points. This implies that
LA∗(ek) =LL∗(D)
= 2
(
0 dTe
de offDiag(deeT + edTe ) + 2D¯
)
= 2
(
0 dTe
de offDiag(deeT + edTe ) +
√
2Ek−1
)
.
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The kth column is now obtained by applying I, i.e. the lth element of the kth
column is
Alk =

2 if il = ik or il = jk,
2 if jl = ik or jl = jk,
8 if il = ik and jl = jk,
0 otherwise.
Note, as in Case 1, that A is symmetric, Alk = Akl , and the diagonal elements
Akk = 8, ∀k.
Remark 5.4. Suppose we restrict ourselves to Case 2. (We can add a dummy vertex,
or equivalently a column/row of zeros to the matrix D =A∗(b).) Finding the matrix
representation A can be explained using the graph, G = (VG,EG), of the matrix
D =A∗(b). The nodes VG correspond to the columns of D. The edge eij ∈ EG if
Dij /= 0. Therefore, m = |EG| = |S|. The k-column of A corresponds to bk which
corresponds to the k ∼= ikjk element Dikjk /= 0. The Alk element is nonzero for each
arc emanating from the two nodes ik, jk ∈ VG, i.e.
Alk =

2 if (ik, jl) ∈ EG,
2 if (il, jk) ∈ EG,
8 if (il, jl) ∈ EG,
0 otherwise.
Proposition 5.5. Let order(j) denote the order of the node j in G. Suppose that for
each pair of nodes j1, j2 in V
(j1, j2) ∈ EG ⇒ order(j1) + order(j2)(<)  6.
Then the matrix representation A is (strictly) diagonally dominant.
Proof. The k ∼= j1j2th row of the matrix representation A consists of a 2 in each
position corresponding to an arc leaving either node j1, j2. The result follows since
the sum of the orders counts the arc joining the two nodes twice and this latter
position is a diagonal element 8. 
Remark 5.6. For a given y > 0 with rational numbers, we conclude that b = Ay >
0 and there is a neighbourhood around b where the completion exists and can be
found by solving the simple positive definite system defined by A. Therefore, for the
given data b found this way, EDMC is a polytime problem, i.e. one can decide if a
completion exists and find the exact completion in polynomial time.
Lemma 5.7. Suppose that k(x), x ∈ Rn, is a norm with (compact, convex) unit ball
B = {x ∈ Rn : k(x)  1}. And k∗(y) = maxx∈B xTy is the dual norm. Let A be the
matrix representation ofAA∗, y > 0 be given, and b = Ay. Define
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r := min
i
{
yi
k∗
(
eTi A
−1)
}
.
Then b > 0 and
k(b)  r ⇒ A−1(b + b)  0.
In particular, if Av = λv, λ > 0, v > 0, yields the Perron root and vector (eigen-
value–eigenvector pair, see Lemma 4.4) for A, then we can choose y = 1
λ
v.
Proof. We know that Ay = b > 0. (Since A∗(y)  0.) We want to guarantee that
A−1(b + b)  0 or equivalently that −A−1b  y. Therefore, we want to find
the maximum r such that
max
k(b)1
r
(− eTi A−1)b  yi, ∀i.
The latter is equivalent to finding the largest r for which
rk∗(eTi A−1)  yi, ∀i. 
We now look at the converse perturbation, i.e. given b > 0 but A−1b is not non-
negative. We look for results on perturbations b + b so that A−1(b + b)  0.
Lemma 5.8. Suppose that b ∈ Rm+ andA†(b)  0. ThenL(AA∗)−1(b) is the EDM
completion of b.
Proof. Note thatAA∗(AA∗)−1(b) = b implies thatA† =A∗(AA∗)−1. 
We would like to study the cone
Eb :=
{
b  0 :A†(b)  0},
since this is exactly the set of vectors b for which the EDMC problem can be solved
quickly using (AA∗)−1. We note that
b ∈ Eb ⇔ b  0 and trace SA†(b)  0, ∀S ∈ P
⇔ b  0 and
m∑
k=1
bk trace(SAk)  0, ∀S ∈ P
⇔ b  0 and bTaS  0, ∀S ∈ P,
where aS = (trace(SAk)) ∈ Rm. (The matrices Ak are implicity defined from the
above.)
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6. Primal–dual interior-exterior-point algorithm for NEDM
We can use Eq. (5.5) to develop a primal–dual interior–exterior-point (p–d i–e-p)
algorithm, i.e., we linearize to find the search direction using a linear least squares
problem. We can assume that we start strictly feasible, see Lemma 4.2.
6.1. Framework
The p–d i–e-p framework that we use is different in several ways from the com-
mon framework for both linear and semidefinite programming, see e.g. [28,21]. We
have eliminated, in advance, the primal and dual linear feasibility equations. We
work with an overdetermined nonlinear system rather than a square symmetrized sys-
tem; thus we use an (inexact) Gauss–Newton approach [17]. We include a centering
parameter σk (instead of the customary predictor–corrector approach). We enforce
positive semidefiniteness rather than definiteness in the steplengths. In addition, once
we are close enough to the optimum we set the centering parameter σ to zero (cross-
over step) and we no longer enforce interiority, i.e. we allow negative eigenvalues.
This allows for (fast) asymptotic quadratic convergence.
At each iteration, we have available the iterate x and we find a new iterate by tak-
ing a step in the (inexact) Gauss–Newton search direction x. Up until the crossover,
we ensure that the new iterate x + αx results in both X, sufficiently positive
definite; then, we take α = 1 after the crossover. By our construction, the iterates
maintain exact primal and dual feasibility.
We let F0 denote the set of strictly feasible primal–dual points; F ′ denotes the
derivative of the function of optimality conditions.
Algorithm 6.1. Primal–dual Gauss–Newton via PCG for NEDM.
Input: Objective: pre-distance and weight matrices A,H ∈Sn
Tolerances: δ1 (gap), δ2 (crossover)
Initialization:
X0,0 :=L∗{H(2) ◦ (L(X0))} − C  0
gap = trace0X0; µ = gap/(n − 1); σ = 1; objval = 12‖H ◦ (A −L(X))‖2F.
while min
{
gap
objval+1 , objval
}
> δ1
if min
{
gap
objval+1 , objval
}
< δ2 then
σ = 0
else
update σ
end if
Find diagonal preconditioner p see Section 6.2.
Find LSS of F ′σµ(x)(x) = −Fσµ(x) (using LSQR)
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update X := X + αsMat(x), α > 0, :=L∗{H(2) ◦ (L(X))} − C,
(X,  0)
gap = trace0X0; µ = gap/(n − 1);
objval = 12‖H ◦ (A −L(X))‖2F
endwhile
6.2. Preconditioning
Preconditioning is essential for efficient solution of the least squares problem
(5.7). We find an operator P and find x,the least squares solution of
(+XW)P−1(̂x) = −Fµ(x),
where
̂x = P(x).
The inverse is not found explicitly. The operator P has simple structure so that the
linear system can be solved efficiently.
6.2.1. Diagonal preconditioning
Optimal diagonal scaling has been studied in, e.g., [14, Section 10.5] and [11, Pro-
position 2.1(v)]. In the latter reference, it was shown that for a full rank matrix A ∈
Mm×n, m  n, and using the condition number ω(K) := n−1 trace(K)/ det(K)1/n,
the optimal scaling, i.e. the solution of the optimization problem
minω((AD)T(AD)) subject to D positive diagonal matrix, (6.1)
is given by dii = 1/‖A:i‖2, i = 1, . . . , n.
Therefore, the operator P is diagonal and is evaluated using the columns of the
matrix representation of the operator
F ′µ(·) = (·) +X(W(·)).
The columns are ordered using k = 1, 2, . . . where k represents (i, j), 1  i  j 
n − 1, for the upper triangular part of the symmetric matrix X, taken columnwise.
As above, we let X = sMat(x) and Eij = 1√2 (eieTj + ej eTi ) if i < j while Eii =
eie
T
i .
For the first operator in F ′µ, we get (by abuse of notation, (s) = sMat(s)):
(ek) =sMat(ek) = Eij
=
{
1√
2
(eieTj + ej eTi ) if i < j,
(eieTi ) if i = j,
=
{
1√
2
(:ieTj + :j eTi ) if i < j,
(:ieTi ) if i = j.
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By abuse of notation we use operators such asL on matrices. For the second oper-
ator, we get
L(Eij ) =

(
0 diag(Eij )T
diag(Eij ) De(Eij ) − 2
√
2Eij
)
=
(
0 0
0 −2√2Eij
)
if i < j(
0 diag(Eii)T
diag(Eii) De(Eii) − 2Eii
)
=
(
0 eTi
ei De(Eii) − 2Eii
)
if i = j
=

(
0 0
0 −2√2Eij
)
if i < j,(
0 eTi
ei ei(e − ei)T + (e − ei)eTi
)
if i = j.
Therefore, with the partition in (5.15), we define
H¯Eij := H¯ ◦ Eij , hei := h ◦ ei,
and get
H(2) ◦L(Eij ) =

(0 0
0 −2√2H¯Eij
)
if i < j(
0 (hei )T
hei H¯ ◦De(Eii)
)
if i = j
=

(0 0
0 −2√2H¯Eij
)
if i < j,(
0 (hei )T
hei H¯i:eTi + eiH¯:i
)
if i = j.
Finally, with ek = Eij ,
W(ek) =

1√
2
2
[
Diag(−2√2H¯Eij e) − (−2
√
2H¯Eij )
]
if i < j
2
[
Diag(hei ) + Diag((H¯ ◦De(Eii))e) − (H¯ ◦De(Eii)
]
if i = j
=
{
2
√
2H¯ij
(√
2Eij − Eii − Ejj
)
if i < j
2
[
Diag(hei ) + Diag(H¯ ◦De(Eii))e − (H¯ ◦De(Eii)
]
if i = j
=
{
2
√
2H¯ij
(√
2Eij − Eii − Ejj
)
if i < j,
2[Diag(H¯:i + (eTH¯:i + hi)ei)− (H¯i:eTi + eiH¯:i)] if i = j.
(6.2)
Now, for the case k ∼= (ij), i < j ,W(ek) with at most 4 nonzero elements posi-
tioned at the intersection of the i, j rows and columns, i.e.
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2
√
2H¯ij
(√
2Eij − Eii − Ejj
)
= 2√2H¯ij

.
.
.
...
...
...
.
.
.
. . . −1 . . . 1 . . .
...
...
.
.
.
...
...
. . . 1 . . . −1 . . .
.
.
.
...
...
...
.
.
.

. . . i
. . . j
i.e. it consists of the four equal elements except for the sign. Therefore,
XW(ek) = (X(W(ek)))T = 2
√
2H¯ij
(
X
(√
2Eij − Eii − Ejj
))T
,
i.e. we need only evaluate it if H¯ij /= 0! And, we get
for i < j : XW(ek) =
{
2
√
2H¯ij (Xj : − Xi:) in row i,
2
√
2H¯ij (Xi: − Xj :) in row j, (6.3)
‖(+XW)(ek)‖2F = ‖(+XW)(Eij )‖2F
= ‖(+XW)(Eij )‖2F
= ‖(Eij )‖2F + ‖XW(Eij )‖2F + 2〈(Eij ),XW(Eij )〉
= ‖(ek)‖2F + ‖(W(ek))X‖2F + 2〈(Eij ), (W(Eij ))X〉.
(6.4)
We need to find
〈(Eij ), (W(Eij ))X〉 = trace(Eij )T(W(Eij ))X
= trace X(Eij )T(W(Eij ))
= 1√
2
trace X(:ieTj + (: j)eTi )T4H¯ij
× (Eij − Eii − Ejj )
= 1√
2
4H¯ij trace
(
X:j:i + X:i:j
)
(Eij − Eii − Ejj )
= 2H¯ij
{
Xijji + Xiijj + Xjjii + Xjiij
−Xijii − Xiiij − Xjjji − Xjijj
}
. (6.5)
Thus we see that here as well, this need only be evaluated if H¯ij /= 0!
To summarize the evaluation of the diagonal preconditioner for i < j , we con-
tinue from (6.4),
‖(+XW)(ek)‖2F = ‖(ek)‖2F + ‖(W(ek))X‖2F + 〈(Eij ), (W(Eij ))X〉
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= 12
(‖:i‖2 + ‖:j‖2)
+ 16H¯ 2ij
(
‖Xj :‖2 + ‖Xi:‖2 − 2XTi:Xj :
)
+ 4H¯ij
{
Xijji + Xiijj + Xjjii + Xjiij
−Xijii − Xiiij − Xjjji − Xjijj
}
. (6.6)
Now, for k ∼= (ij), i = j , recall W(ek) from (6.2) with H¯:i in the diagonal and
minus it in the ith row and column and eTH¯:i + hi in the ii position
2
[
Diag
(
H¯:i + (eTH¯:i + hi)ei
)− (H¯i:eTi + eiH¯:i)]
=

H¯1i 0 . . . −H¯1i . . . 0
0 H¯2i . . . −H¯2i . . . 0
. . . . . .
.
.
.
... . . . 0
−H¯1i −H¯2i . . . eTH¯:i + hi . . . −H¯n−1i
. . . . . .
...
...
.
.
. 0
0 0 . . . −H¯n−1i . . . −H¯n−1i

.
Therefore,
XW(ek) = (X(W(ek)))T = 2H¯:ieT ◦ (X − eXi:).
This is true for all the rows of XW excepts for the ith row. (Note that if H¯ii = 0,
then the ith row in the above expression is all zero). The ith row then is given by
(X(W(ek)))
T
i: = 2
{− H¯i:X + (hi + eTH¯:i )Xi:},
‖(+XW)(ek)‖2F = ‖(+XW)(Eii)‖2F
= ‖(ek)‖2F + ‖(W(ek))X‖2F + 2〈(ek), (W(ek))X〉
(6.7)
Let H¯ v = H¯ + Diag(v), v = H¯ e + h. We need to find
〈(Eii), (W(Eii))X〉
= trace(Eii)T(W(Eii))X
= 2 trace:i
(
Diag(H¯:i + (eTH¯ : i + hi)ei) − H¯:ieT + eH¯i:
)
Xei
= 2 (diag((H¯ v ◦ X)) − diag(H¯ ) ◦ diag(X) − diag() ◦ diag(H¯X)) ei .
(6.8)
To summarize the evaluation of the diagonal preconditioner for i = j , we
continue from (6.7),
‖(+XW)(ek)‖2F
= ‖(ek)‖2F + ‖(W(ek))X‖2F + 2〈(ek), (W(ek))X〉
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= ‖:i‖2 + ‖2H¯:ieT ◦ (X − eXi:)‖2F + ‖2{−H¯i:X + (hi + eTH¯:i )Xi:}‖2
+ 4 (diag((H¯ v ◦ X))−diag(H¯ )◦diag(X)−diag() ◦ diag(H¯X)) ei .
(6.9)
The diagonal preconditioners are inexpensive to calculate. However, in general,
they are not strong enough, e.g. [14].
7. Computational Results
We now present some preliminary computational results. More extensive tests are
being done in [3].
7.1. Explicit completions
7.1.1. Small problems
We first look at applying Theorem 5.2 without the projection, i.e. we test empiri-
cally how often we can find the completion explicitly using
D =L(A∗(AA∗)−1b)) =L(A†b).
We generate a random sparsity pattern for D but ensure that the graph of the pattern
is connected . We then generate a random X  0 and set the original distance matrix
to D =L(X) and the original data b using the generated sparsity pattern.
We start with low dimensional tests since generating the data is time consuming.
We see that though most of the randomly generated problems do not yield y =A†b
nonnegative, they still generally yield a distance matrix D, i.e.A∗(y)  0. The tests
were done with n increasing in steps of 10 and the density increasing in steps of .1,
i.e. n = 10 : 10 : 100 with density .1 : .1 : .8. Each element of the following matrix
Results (dimension versus density) contains the number of failures in 100 tests.
Results =

19 27 29 25 32 27 20 38
6 20 23 22 27 21 28 28
8 8 9 9 11 16 17 24
2 2 6 5 14 17 20 17
2 0 2 8 7 8 15 12
1 1 1 1 3 8 15 11
2 0 3 1 5 7 6 15
1 0 0 4 2 4 9 9
1 0 0 1 3 2 5 6
0 0 0 0 1 6 5 5

.
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7.1.2. Large problems
We solved many large/huge problems with n several million and m approximately
105. The time taken for these problems was small as generating the matrix is quick;
as is solving a positive definite system.
7.2. Nearest EDM problem
We applied the primal–dual algorithm outline above in Section 6. We used
MATLAB and solved many small problems. The algorithm is robust and an opti-
mal solution (verified) was found in general. However, the algorithm was slow and
had difficulties because the Jacobian of the optimality conditions became singular in
many sparse instances. This will be studied further in [3].
8. Conclusion
We have presented an implicit solution for EDMC, the EDM completion prob-
lem. For many completable problems, this algorithm provides an explicit solution
technique that can be applied to huge problems.
We also derived a p–d i–e-p algorithm for finding the nearest Euclidean Distance
matrix to a given matrix, NEDM. The algorithm uses an inexact Gauss–Newton
method with preconditioned conjugate gradients. The preliminary numerical tests
show promise. However, the cost for finding the search direction using a least squares
approach is still too high. New tests are in progress that take advantage of the high
singularity of the Jacobian of the optimality conditions.
Appendix A. Transformations and adjoints
We collect various definitions of linear transformations and their adjoints here.
More details are given in Section 1.2.
Let X ∈Sn−1 and D =
(
0 dT
d D¯
)
∈Sn with de = d + D¯e. The interpolation
operator I :Sn → Rm.
1.
I(S) =
m∑
k=1
√
2Sikjk ek, I
∗(b) =
m∑
k=1
bkEikjk , I
† = I∗.
2.
offDiag(X) = X − Diag(diag(X)), zeros out the diagonal.
3.
De(X) = diag(X)eT + e diag(X)T, D∗e (D) = 2 Diag(De).
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4. (a)
L(X) =
(
0 diag(X)T
diag(X) De(X) − 2X
)
;
diag(L(X)) = 0; and X  0 ⇒L(X) ∈ E;
(b)
L∗(D) = 2{Diag(d) + Diag(D¯e) − D¯} = 2{Diag(de) − D¯};
D pre-distance matrix ⇒L∗(D)  0;De(L∗(D)) = 2(deeT + edTe ) (if diag(D) =
0).
(c) Assume that diag(D) = 0. Then
LL∗(D) = 2L{Diag(d) + Diag(D¯e) − D¯}
=
(
0 2dTe
2de De(L∗(D)) − 2L∗(D)
)
=
(
0 2dTe
2de 2(deeT + edTe ) − 2(2(Diag(de) − D¯))
)
= 2
(
0 dTe
de offDiag(deeT + edTe ) + D¯
)
;
D pre-distance matrix ⇒LL∗(D) ∈ E;
(d)
L†(D) = 1
2
(
deT + edT − D¯) , L†L = I andLL† = offDiag.
See Lemma 3.1.
5.
A†(b) =L†I∗(b) =
m∑
k=1
L†bkEk,
6.
K(B) :=diag(B) eT + e diag(B)T − 2B
:=De(B) − 2(B);
K∗(D) = 2 Diag(De) − 2D
= 2(Diag(De) − D).
7.
T¯(D) := − 12JDJ (= T¯
∗
(D)).
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