ure of attenuation, was 7.5 (± 0.25) for dry conditions and 12 (± 1.8) for wet conditions. The near-surface velocity structure was observed to change in a complicated manner in response to moisture conditions, depending on depth, water content and grain size. Figure 1 shows temperature and precipitation for a 3-year period leading up to and including the experiment. Although precipitation was greater during the months when near-surface conditions were dry, high daily temperatures and low relative humidity during June and September left the near surface very dry, except immediately following rainfall events. Less rainfall was measured in November and March, but the near surface contained more moisture because of lower daily temperatures and higher relative humidity. The seasonal soilmoisture variations at the site were therefore temperature, not precipitation, dependent.
Introduction Baker et al. (1997) and Jefferson et al. (1998) observed over periods of days to weeks that short-term moisture variations near the earths surface could have a significant impact on the quality and character of shallow seismic reflection data. Typically, these variations are attributed to differences in source and receiver coupling. However, changes in attenuation and in the propagation velocity of seismic energy in the upper 3 m of the subsurface are important additional factors when collecting seismic data, and they are independent of source and receiver effects. Data were collected five times at a test site in central Kansas over a period of 1 year to help quantify these additional factors.
Five ultrashallow seismic-reflection data sets were collected at 23 month intervals for 1 year to analyse time-dependent changes in the geophysical characteristics of the subsurface. Analysis of the data indicated that factors other than the degree of source and receiver coupling varied over time and thus affected data quality. The five data sets were collected along a 30 m profile within 20 cm of each other laterally. An identical source (.22-calibre rifle with subsonic .22-short ammunition) and identical receivers (100 Hz geophones) were used each time. The data were analysed to determine how near-surface moisture conditions affected their quality. A noticeable qualitative degradation in data quality was observed during June and September 1998, when near-surface conditions were very dry and the average maximum air temperature was 34°C. The frequency spectra of the data when conditions were wetter (March and November 1998, March 1999) showed an increase in amplitude at all frequencies when compared with data collected during dry near-surface conditions (June and September 1998). The signal energy measured by the receivers was at least twice as large for data collected during wet conditions as for those collected during dry conditions. The average Q, an inverse meas- Figure 1 Temperature and precipitation measured in Great Bend, Kansas, at a local weather station about 5 km from the test site for 3 years prior to and during the experiment. The daily high temperature (red) and low temperature (blue) are shown as well as the precipitation events (bars along bottom). Rectangles (pink) show the times of collection of the five ultrashallow seismic-reflection data sets: March, June, September and November 1998, and March 1999 . No data were collected within seven days after a significant precipitation event (precipitation > 0.5 cm).
technical article
Ultrashallow seismic data were collected using a .22 rifle with .22-short ammunition at a shot interval of 10 cm along a 30 m profile. The receivers were L-40A Mark Products 100 Hz geophones with 15 cm spikes hand-planted at 5 cm intervals. During June and September, when the near-surface conditions were drier, planting the geophones by hand was not possible without prepunching the holes. Shot holes for the .22 rifle were prepared using a sledgehammer to drive a sharpened iron bar about 20 cm into the ground. When nearsurface conditions were wetter (March and November 1998, March 1999) , the geophones were planted by hand without prepunching the holes, and shot holes were prepared by hand without using a sledgehammer. Our goal was to remove source and receiver coupling effects and to identify additional factors affected by variable soil moisture conditions. We suggest that even if the source and receiver coupling could remain constant as moisture conditions varied, significant variations in energy attenuationand thus data qualitywould be observed.
Qualitative data comparison
Over 300 shots were recorded along the 30 m profile for each of the five time periods. Figure 2 shows one raw and one processed record from the same shot location along the testsite profile for each of the five data sets. The shot location was chosen so that each of the shot gathers would be representative of the entire data set for each time period. The raw records (Fig. 2, top) show the main qualitative difference between data collected during dry vs. wet near-surface conditions: during dry conditions the Rayleigh wave (ground roll) velocity was ≈130 m/s, but during wetter conditions it was ≈90 m/s. As a result, the noise cone associated with ground roll was broader for the data collected during dry conditions. The other observed phases were more coherent for the data collected during wetter conditions. Figure 2 (bottom) shows that changes occurred in the direct-wave velocity, the coherence of the water-table reflection at ≈20 ms, and the observed frequency content among the five processed records. In addition, the relationships between the relative amplitudes of the different phases changed. The data shown do not represent the best shots of the entire data set, but rather a representative selection. For additional discussions on these data see other work by Baker et al. (1999a Baker et al. ( , 2000a .
Frequency variations
Local source and receiver effects were minimized by averaging the frequency spectra from 100 traces. General aspects of data frequency content could then be identified. Figure 3 shows 100 trace-averaged frequency spectra for four source-to-receiver offsets (0.5, 1.0, 1.5 and 2.0 m) for each of the five time periods. The data were recorded using identical seismograph gains and normalized to the maximum absolute amplitude of all the spectra; thus, each spectrum could be directly compared with the others. Entire traces after the direct-arriving phase with the airwave muted were used for analysis.
Based on these data, we observed that near-surface conditions did not cause a statistically significant difference in the dominant frequency content of the energy propagated through the ground, or the frequencies received by the geophones, nor did a change in near-surface conditions cause Figure 2 Raw (top) and processed (bottom) representative shot gathers collected during the five time periods of the experiment. The processed records are shown with AGC (5 ms window) and band-pass filtering (300600 Hz with 9 dB/octave slopes). Notice the changes in direct-wave velocity, ground-roll velocity and general phase coherence. June and September 1998 data were collected under dry nearsurface conditions. March and November 1998 and March 1999 data were collected during wetter near-surface conditions. the preferential attenuation of a particular frequency range. The main differences seen in Fig. 3 are that the data collected during wetter near-surface conditions have absolute amplitude values which are typically four times larger than those collected during dry near-surface conditions.
Seismic energy variations
The energy density (E) for a harmonic wave is given by
The energy is proportional to the first power of the density (ρ), and the second power of the frequency () and amplitude (A). As a first approximation therefore, energy that is generated by a source and recorded by a receiver can be calculated as
The recorded energy values of data collected during wet conditions were calculated to be greater than those of data collected during dry conditions. We neglected the density term in our calculations because the major difference between wet and dry subsurface conditions was the difference in bulk density as related to water content; thus, data collected during wet conditions included energy propagated through higherdensity material (higher moisture content), and the energy calculated with Eqn (2) yields a minimum ratio in energy differences between data collected in wet and dry conditions. The proportional differences in energy between data collected during wet and dry conditions would only be greater if the density was quantified and used in the energy calculation, because the bulk density was lower for data collected during dry conditions. In sum, our calculations of Q show the minimum differences between the two moisture states. Figure 4 shows the approximate total energy for discrete frequency steps between 100 and 600 Hz for each of the five time periods. The total energy for a specific time period at a particular frequency was approximated by summing the energy calculated using Eqn (2) for each of the four offsets shown in Fig. 3 . The total energy for each frequency at each time period was then normalized to the maximum value for all time periods. The energy of the data collected during wetter conditions is measurably greater than that collected during drier conditions, for frequencies up to 350 Hz. Figure 5 shows the total energy recorded at 0.5, 1.0, 1.5 and 2.0 m source-to-receiver offsets. Equation (2) was used at 10-Hz intervals in the frequency spectra in Fig. 3 to approximate the total energy at each offset for each time period. The total energy recorded at each offset was measurably greater at every offset for data collected during wetter near-surface conditions. 1998 Sept. 1998 Nov. 1998 March 1999 Figure 3 Frequency spectra for data collected in March, June, September and November 1998, and March 1999 at 0.5, 1.0, 1.5 and 2.0 m source-to-receiver offsets. The individual spectra were generated by averaging frequency spectra from 100 traces at the specific source-to-receiver offset indicated; thus, local source/receiver effects have been minimized. 
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In an attempt to make quantitative comparisons between the changes in data quality caused by variations in near-surface geophysical conditions (not source/receiver coupling), estimates of total-energy attenuation were calculated because source/receiver effects should be linear, but energy attenuation effects should not. The calculated energy for a time period was normalized to the maximum energy value for that time period. The curves representing total energy from 0.5 to 2.0 m source-to-receiver offsets for each time period were then plotted (Fig. 6) . Examination of Fig. 6 reveals that the rate of attenuation with increasing offset was higher and nonlinear for data collected during drier as opposed to wetter near-surface conditions. The quality factor (Q) is a quantitative measure of energy loss that is inversely related to attenuation and can be defined as
where E is the total energy and ∆E is the energy loss per cycle.
Q-values were calculated for each time period by applying Eqn (3) to the energy and energy loss of the direct-wave phase over one cycle (Table 1) . During dry conditions, Q averaged 7.5, whereas during wetter conditions it averaged 12.0. Error estimates of these values were generated by a statistical analysis of results from amplitude/frequency measurements from 100 records for each time period.
Velocity variations
Significant P-wave velocity variations were observed in the data collected at different times during drier and wetter moisture conditions. These variations were measured using the velocities of the direct-wave arrivals and the interval velocities along the profile. Figure 7 shows the direct-wave velocities calculated from shot gathers by fitting least-squares regression lines through time picks from 0.0 to 1.0 m source-to-receiver offsets along the 30 m profile at each time period. Overall, the direct P-wave velocities, which represent the velocity structure within approximately the upper 0.5 m of the subsurface (Baker et al. 1999b) , varied by as much as 15% laterally during a single time period and by as much as 24% at a single location at different time periods. It was assumed that lithological variations caused the lateral variability, and general trends can be observed along the profile for all time periods. Regions with higher P-wave velocities (713, 1620 and 2530 m offsets) are interpreted as having a higher clay content than regions with lower P-wave velocities (07, 13 16 and 2025 m offsets). This interpretation is supported by a direct observation of surface conditions, including the ease with which the geophones were planted at some points along the profile. The second method of examining velocity variability along the profile under different moisture conditions was developed using the stacking velocities derived from the seismic data processing. Figure 8 shows the stacking-velocity fields for the five time periods. The velocity fields were created by begin- Figure 6 Total energy normalized to the maximum value in each time period plotted vs. source-to-receiver offset. Note that the data collected during dry conditions attenuated more quickly with increasing offset than the data collected during wetter near-surface conditions.
ning with the direct-arrival velocities at t = 0 and then calculating velocities later in time, superimposing best-fit hyperbolae on the observed reflection events. The range of observed P-wave stacking velocities was 150350 m/s. However, stacking velocity is not true velocity; thus, no quantitative statements can be made. Qualitatively, the stacking velocities of the data collected during dry near-surface conditions reached higher velocities more quickly than those of the data collected during wetter conditions. The stacking velocities in Fig. 8 do not correlate to the temporal location of the water table, demonstrating that the location of the water table could not be determined using the velocity profile. The P-wave velocity structure in the upper 3 m of the subsurface was analysed by converting stacking velocities to interval velocities using Dixs equation (1955) . Of interest were the seasonal, not the lateral, variations in P-wave velocity; therefore, average interval velocities at 1 ms increments were calculated for a stratigraphically simple portion of the profile (at a distance of 2025 m along the profile) for each time period (Fig. 9) .
Generally, the P-wave velocity was lower in the first 6 ms (upper ≈40 cm) when data were collected while near-surface conditions were dry as opposed to wet. However, the P-wave velocity measured during dry conditions increased more quickly with depth than when measured during wetter nearsurface conditions. These relationships became clearer when Figure 7 Direct P-wave velocity vs. offset along the profile at 10 cm increments during each time period. The P-wave velocity at each offset was calculated using a least-squares linear regression on the direct-wave time picks from 0.0 to 1.0 m offsets on the shot gathers. Because over 300 shot gathers were available for analysis for each time period, the velocity at a particular offset along the profile was discarded when the standard deviation was greater than 3 m/s for the line fitted through the direct-arrival time picks, leaving between 360 and 380 shot gathers for the analysis. Figure 8 Stacking velocity fields for the five time periods calculated during data processing. The t = 0 velocities were constrained by the direct P-wave velocities (see Fig. 7 ). The temporal location of the water table is shown by arrows.
the June and September 1998 interval velocity structures are averaged and compared to the average interval velocities of the March and November 1998, and March 1999 data (Fig. 10 ).
Density effect upon seismic velocity
Detailed velocity analysis of three reflections revealed that below ≈40 cm depth, P-wave velocities were lower when nearsurface conditions were wetter. The apparent paradox of P-wave velocity decreasing with increasing water content is explained by the density effect. The seismic P-wave propagation velocity (σ) is given by
technical article where K is the effective elastic parameter (λ + 2µ; the Lamé constant and shear modulus, respectively) and ρ is the density of the medium through which the P-wave energy is propagating. Typically, density is not assumed to change significantly, relative to the effective elastic parameter, as lithology changes; therefore, in Eqn (4), K would control the P-wave velocity. However, Biot (1956 Biot ( , 1962 demonstrated that K changes very little or decreases slightly with increasing water saturation until ≈99% saturation is reached. Thus, in the few metres between the surface and the water table, velocity changes when saturation is below ≈99% will have little effect on velocity. Conversely, increasing saturation can significantly increase density, which decreases the P-wave propagation velocity (Fig. 11 ). For example, unconsolidated sand with 35% porosity will have a decrease of ≈6% in velocity when saturation increases from 0 to 80%. Thus, at the Great Bend test site, P-wave velocities above the water table decreased as moisture content increased, dictated predominantly by changes in density, not changes in the effective elastic parameter.
Discussion
A comparison of ultrashallow seismic-reflection data collected during drier and wetter near-surface conditions suggest that the data collected during drier near-surface conditions were of significantly lower quality than those collected during wetter conditions, but this was not due to source/receiver coupling effects alone. The amplitudes observed in the frequency spectra and the calculations of total energy recorded during the experiments were found to be measurably higher when data were collected during wetter conditions. Estimations of Figure 11 Plot of the P-wave propagation velocity change (per cent) that would be caused by a change in saturation for a material with a given porosity when the effective elastic parameter (K) remains constant. Figure 10 Comparison of averaged interval velocities vs. two-way travel-time for the data collected during dry near-surface conditions (June and November 1998) and for the data collected during wetter near-surface conditions (March and November 1998, and March 1999) . Q show that during dry conditions, data from the upper 3 m of the subsurface had an average Q of 7.5 ± 0.25 and during wetter conditions the average Q was 12 ± 1.8, a change of between 30% and 90% (or greater if density were quantified). Additionally, density-related variations in near-surface moisture conditions (without a corresponding change in the effective elastic parameter) caused changes in near-surface P-wave velocity. This combination of results indicates that inherent time-varying properties in the subsurface as well as source and receiver coupling effects are important in affecting the quality and character of ultrashallow seismic-reflection data. If the only differences were source and receiver coupling, calculations of Q at various offsets (under different soil moisture conditions) would have been statistically equal, since the variations in energy content would be related by a scalar factor proportional to the variations in coupling.
