An n 2 n matrix with nonnegative entries is said to be balanced if for each i = 1; : : : ; n, the sum of the entries of its i-th row is equal to the sum of the entries of its i-th column. An n 2 n matrix A with nonnegative entries is said to be balancable via diagonal similarity scaling if there exists a diagonal matrix X with positive diagonal entries such that X AX 01 is balanced. We give upper and lower bounds on the entries of X , and prove the necessary sensitivity analysis in the required accuracy of the minimization of an associated convex programming problem.
Introduction.
An n 2n matrix A with nonnegative entries is said to be balanced if for each i = 1;:::;n, the sum of the entries of its i-th row is equal to the sum of the entries of its i-th column:
(1:1) where 1 is the n-vector of all ones. A is said to be balancable via diagonal similarity scaling (or simply balancable) if there exists a diagonal matrix X with positive diagonal entries such that XAX 01 is balanced, i.e., (1:2)
The matrix balancing problem can be dened in more generality: An n 2 n matrix B = (b ij ) with arbitrary real entries is said to be balanced in the l pnorm (p > 0) if for each i = 1;:::;n, its i-th row and column have the same l p -norm. Osborne [5] considered the case of p = 2 and its application in pre-conditioning a given matrix B in order to increase the accuracy of the computation of its eigenvalues (B and Y BY 01 have the same set of eigenvalues). Through an iterative process, Osborne [5] showed that if The problem of nonnegative matrix balancing has been treated by several researchers. Balancability has been termed as line-sum-symmetric scaling, see Eaves, Homan, Rothblum, and Schneider [2] , and balancing, see Grad [3] , Schneider and Zenios [7] . Characterization theorems on nonnegative balancable matrices has been given by Osborne [5] and Eaves et. al [2] . Other results on matrix balancing including applications and iterative algorithms are given by Osborne [5] , Grad [3] , and Schneider and Zenios [7] .
From now on we shall consider nonnegative matrices, and we shall say a nonnegative matrix is balanced to mean that it is balanced in the sense of (1:1) and (1:2) . In this paper we prove the polynomial time solvability of the problem of balancing a nonnegative matrix to any prescribed accuracy.
Clearly, without loss of generality we may assume that a given n 2 n nonnegative matrix A = (a ij ) satises a ii = 0, for all i = 1;:::;n. Corresponding to such a matrix A there exists a directed graph G A = (V;E) where V = f1; : : : ; ng, and where E = f(i; j) : a ij > 0g. Without loss of generality we may also assume that G A , when viewed as an undirected graph, is connected. Otherwise, after a permutation of V = f1; : : : ; ng the given matrix A can be replaced by diag(A ; g(x) = lnf(x); it is easy to see that (1:4) and (1:5) can be written as krf(x)k ", and krg(x)k ", respectively. Neither f(x) nor g(x) are convex. However, if we apply the change of variable In this paper we show the polynomial-time solvability of the balancing problem. Specically, we prove the following complexity result (Theorem 5):
Let A be an n 2 n nonnegative matrix, a ii = 0, for all i = 1;:::;n. Suppose that G A = (V;E) is strongly connected. Let a min = minfa ij : (i;j) 2 In order to obtain the above result we rst state a characterization on balancable matrices, Theorem 1. In particular this theorem implies that an arbitrary nonnegative matrix is balancable if and only if its corresponding graph is the union of strongly connected graphs.
In Theorem 2 we prove An n 2 n nonnegative matrix A with a ii = 0, for all i = 1;:::;n, and G A strongly connected, can be balanced by a diagonal matrix X 3 = diag(e To obtain the necessary bound on the accuracy of the minimization of G(w) we prove in Theorem 3, and Corollary 2 that 
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Again, we give a simple example for which the above bound is optimal up to a constant factor. In Theorem 4 we prove For any given " 2 (0;1), kw 0 w 3 k " 2 =16 p 2 implies G(w) 0 G(w 3 ) = " 2 =16.
The above results will imply the polynomial-time solvability of the problem of balancing to any prescribed relative or absolute error, via the ellipsoid algorithm, or interior-point Newton methods, see e.g. Nesterov and Nemirovskii [4] .
The remainder of the paper is organized as follows. In Section 2 we state a characterization result on balancable matrices. In Section 3 we derive our bounds on balancing matrices. In Section 4 we bound the required absolute accuracy of the minimization of G(w): Finally, in Section 5 we prove the polynomial time solvability of the balancing problem.
2. Characterization of Nonnegative Balancable Matrices.
The following characterization of balancable matrices is due to Eaves, Homan, Rothblum, and Schneider [2] . The equivalence of conditions (ii) and (iii) is essentially due to Osborne [5] . For the sake of completeness we provide a proof of this theorem. The proof can be viewed as an alternative proof to that of [2] . (iv): There exist n 2 n circuit matrices C 1 ; : : : ; C q (i.e., each C k is a matrix with 0-1 entries whose graph G k is a simple cycle through n k n vertices), and a positive diagonal matrix X 3 = diag(x 3 1 ; : : : ; x 3 n ) such that where X 3 simultaneously balances each of the A k 's. Since G A is strongly connected, there exists a simple directed path from 1 to 2, say P = (i 1 ; i 2 );:::;(i t01 ; i t ), where i 1 = 1, i t = 2, and t n. From (3:3) and the arithmeticgeometric mean inequality we get where the last inequality follows from v 1=n: Replacing X 3 by tX 3 with t = 1= p x 3 1 x 3 2 , (3:1) follows. 2 We now give an example of nonnegative balancable matrices which are ill-behaved. Consider n = 2k + 1 and " 2 (0;1). Let A be n 2 n nonnegative matrix with the following positive entries: a i;i+1 = a 2k+20i;2k+10i = 1; (3:4) a i+1;i = a 2k+10i;2k+20i = "; (3:5) for i = 1;:::;k, and a n1 = a 1n = 1: (3:6) Observe that the graph G A of matrix A can be decomposed into two cycles, through its n vertices. Next, dene the diagonal matrix X 3 = diag(x 3 1 ; : : : ; x 3 n ) as follows In order to prove Theorem 3 we need some auxiliary lemmas. The above optimization problem has an optimal solution (x 1 ; : : : ; x n ) such that x 1 = : : : = x n01 x n :
Proof. For n = 1;2 there is nothing to prove. We rst prove the lemma for n = 3. Consider But (4:4) implies that r < R. Hence the proof of the lemma for n = 3. Next we prove the lemma for n > 3. Let x = (x 1 ; x 2 ; : : : ; x n ) be an optimal solution for B(n; a), where n > 3. Since for any permutation of the set f1; : : : ; ng, x = (x (1) ; : : : ; x (n) ) is also an optimal solution, without loss of generality we may assume that x 1 x 2 : : : x n . Suppose there exists i; j and k such that x i < x j x k . Consider the 3-dimensional minimization problem that results when all the variables except the i-th, the j-th and the k-th variables stay xed at the value of the corresponding component of x. Note that from homogeneity of the constraint set, this 3-dimensional minimization can be reduced to the problem of computing B(3; a 0 ), for some a 0 1 having an optimal solution which is a scalar multiple of (x i ; x j ; x k ). But this contradicts the correctness of the lemma for n = 3. 2 1 +x for all x, from (4:8) it follows that A 0, and hence the proof of monotonicity of B(n; a). 2 Lemma 3 . Suppose that A = X 3 01 CX 3 , where C is a circuit matrix with t equal to the size of the circuit, and F (w) = To complete the proof of polynomial time solvability we also need the following result. it is balanced to the absolute error of e". 2
