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FUNDAMENTAL SOLUTIONS TO ELLIPTIC MULTIPLIERS
WITH REAL-ANALYTIC SYMBOL IN RN
DAVID WINTERROSE AND MIRZA KARAMEHMEDOVIC´ ∗
Abstract. Using a version of Hironaka’s resolution of singularities for real-analytic functions,
we show that any elliptic multiplier with real-analytic symbol has a tempered fundamental solution,
and this can be weak∗-approximated by entire functions belonging to a certain Paley-Wiener space.
In some special cases of global symmetry, the construction can be specialized to become fully explicit.
We use this to compute tempered fundamental solutions for sums of powers of the Laplacian on Rn.
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1. Introduction. Given a (non-trivial) constant-coefficient differential operator,
then the classical Ho¨rmander-Lojasiewicz theorem, with proof originating in [7, 13],
provides a temperate fundamental solution. The study of these solutions is extensive,
and we refer to Ho¨rmander [8, 9], and the recent book by Ortner and Wagner [16].
A good amount of research has been devoted to the construction of explicit formulae,
see Ortner and Wagner [15], Wagner [21, 22, 14, 20, 19], Camus [3, 4] and Cardona [5].
Usually it is very difficult to find explicit representations of fundamental solutions,
and the study is often focused on a particular operator of fixed order and dimension,
rather than a more general class. But in the case of homogeneous elliptic operators,
Camus [3] obtained some explicit representations valid for any number of dimensions.
Apart from the base practical value of constructing general solutions via convolution,
an explicit form may find application in proofs of mapping properties of its operator,
see e.g. Rabier [17], where a solution obtained by Camus [3], implicit in [8], is used.
In fact, the present paper was inspired by Karamehmedovic´ and Winterrose [11],
where we use the fundamental solutions for radially symbols constructed in section 6
to characterize the stability of inverse source problems for multipliers.
The approach in [3] was to find the Bernstein fundamental solution, see Bjo¨rk [2].
Here, p ≥ 0 is a polynomial, and it is the constant term in the expansion at λ = −1
of the meromorphic function λ 7→ P(λ) ∈ S ′(Rn) given by
〈P(λ), ψ〉 =
1
(2π)n
∫
Rn
p(ξ)λFψ(ξ) dξ, ψ ∈ S(Rn).
That is, near z = 0, we have
P(z − 1) = z−Nµ−N + · · ·+ z
−1µ−1 + µ0 +
∞∑
k=1
zkµk,
where µ−N , · · · , µ0, · · · ∈ S ′(Rn) for some N ∈ N0, and
lim
z→0
〈P(z − 1), p(−i∂)ψ〉 = lim
z→0
1
(2π)n
∫
Rn
p(ξ)zFψ(ξ) dξ = ψ(0), ψ ∈ S(Rn).
It follows that p(i∂)µk = 0 for k < 0, and p(i∂)µ0 = δ0.
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Calculating µ0 explicitly reduces to a routine exercise in integration by parts,
when p(rω) = rdq(ω) for all (r, ω) ∈ (0,∞)×Sn−1 with q ∈ C∞(Sn−1) non-vanishing.
This is the hypothesis in [3]. This way the following result is obtained:
Theorem 1.1 (Camus [3]). Let p ∈ Sd be homogeneous elliptic of degree d ∈ N,
and σn−1 the usual volume form on S
n−1. We get fundamental solutions µ from µ0:
1. If d < n,
〈µ, ψ〉 =
∫ ∞
0
r−d
(2π)n
[ ∫
ω∈Sn−1
Fψ(rω)
q(ω)
rn−1σn−1(ω)
]
dr.
2. If d ≥ n,
〈µ, ψ〉 =
∫ ∞
0
− ln(r)
(2π)n(d− 1)!
∂dr
[ ∫
ω∈Sn−1
Fψ(rω)
q(ω)
rn−1σn−1(ω)
]
dr.
Note that we have removed the residual contribution from the result for d ≥ n,
as it can easily be shown to belong to the kernel.
Our contribution builds on the constructions by Camus [3, 4] for elliptic symbols,
using Hironaka’s resolution of singularities directly, rather than analytic continuation.
The price paid for generality is an operator construction that is only partly explicit,
which is due to the unknown local charts that are supplied by Hironaka’s theorem.
Under some circumstances of symmetry, we can avoid Hironaka’s theorem completely,
using instead a known diffeomorphism to do what the theorem otherwise does for us.
If the null-set becomes a sequence of concentric spheres after a ”nice” diffeomorphism
(see Assumption 5.1 for the precise formulation), then this works for any dimension.
Important examples with this property include any sum of powers of the Laplacian,
or any sum of powers of certain elliptic second-order differential operators.
2. Notation. Fix n ∈ N. Write 〈ξ〉 = (1+ |ξ|2)
1
2 for ξ ∈ Rn. Given any α ∈ Nn0 ,
we abbreviate ∂αx = ∂
α1
x1
· · · ∂αnxn , x
α = xα11 · · ·x
αn
n and (lnx)
α = (lnx1)
α1 · · · (lnxn)αn .
A (Ho¨rmander class) symbol p ∈ Sd, where d ∈ R, is a function p ∈ C∞(Rn × Rn),
where for any multi-indices α, β ∈ Nn0 there is a constant Cα,β > 0 such that
|∂αξ ∂
β
xp(x, ξ)| ≤ Cα,β〈ξ〉
d−|α|, (x, ξ) ∈ Rn × Rn.
An elliptic symbol p ∈ Sd is one for which there are C > 0 and R > 0 such that
C〈ξ〉d ≤ |p(x, ξ)|, (x, ξ) ∈ Rn × Rn \B(0, R).
We consider here the symbols p ∈ Sd depending only, and real-analytically, on ξ ∈ Rn.
Among these are of course polynomials in ξ.
Let S(Rn) be the Schwartz space, and F : S(Rn)→ S(Rn) the Fourier transform.
Denote by S ′(Rn) and E ′(Rn) the tempered and compactly supported distributions.
Also, we use the notation d¯ξ = (2π)−ndξ, and put
Op(p)v = F−1pFv, v ∈ S(Rn).
A tempered fundamental solution is a u ∈ S ′(Rn) such that Op(p)u = δ0 in S
′(Rn),
where δ0 ∈ E ′(Rn) is the unit measure at 0 ∈ Rn.
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3. Main results. Let s ∈ E ′(Rn) and u ∈ S ′(Rn). Then consider the equation:
Op(p)u = s in S ′(Rn).(3.1)
Given ϕ ∈ C∞(Rn), we define Aϕ(x) = ϕ(−x) and Tyϕ(x) = ϕ(x− y) for all x ∈ Rn.
Also, we define:
Definition 3.1 (Paley-Wiener spaces). Take K ⊂ Rn to be convex and compact.
Define PWdK(R
n) to be all u ∈ S ′(Rn) identifying with an entire function satisfying
sup
x∈Cn
exp
(
− sup
ξ∈K
Im(x) · ξ
)
〈x〉−d|u(x)| <∞,(3.2)
and define spaces PW−∞K (R
n) = ∩d∈ZPW
d
K(R
n) of rapid decay, analogous to S(Rn).
Finally, if {Kj}∞j=1 is an exhaustion of R
n by compact convex sets, then we put
PWd(Rn) = ∪∞j=1PW
d
Kj
(Rn),
PW−∞(Rn) = ∪∞j=1PW
−∞
Kj
(Rn).
The theorem of Paley-Wiener-Schwartz [8, Theorem 7.3.1] then simply states:
F [PWdK(R
n)] = (E ′K)
d(Rn), d ∈ N0.
F [PW−∞K (R
n)] = C∞K (R
n).
Theorem 3.2. Let p ∈ Sd be hypo-elliptic, depending real-analytically only on ξ.
There is χ ∈ C∞0 (R
n) excising p−1(0), some m ∈ N, differential operators {Qj}Nj=1
with compactly supported a.e. smooth coefficients on Rn, and {Fj}Nj=1 in L
1
loc(R
n),
such that if we define P : S(Rn)→ C∞(Rn) for any v ∈ S(Rn) by
Pv(x) = Op
(χ
p
)
v(x) +
N∑
j=1
∫
Rn
Fj(ζ)Qj(ζ, ∂ζ)
[
eix·ζFv(ζ)
]
dζ, x ∈ Rn,
then P : S(Rn) → C∞(Rn) is continuous, dualizes to a solution operator for (3.1),
and commutes with Ty and ∂xj , so that [∂xj , P ]s = 0 and [Ty, P ]s = 0 if s ∈ E
′(Rn).
Moreover, P has the following mapping properties:
1. P : Ht−dcomp(R
n)→ Htloc(R
n) is well-defined and continuous for any t ∈ R.
2. P : PW−∞(Rn)→ PWm(Rn) is well-defined.
When the symbol satisfies Assumption 5.1, the construction can be made explicit,
and some calculated examples of this kind are provided in section 6.
Proof. Combine Lemma 4.6 and Proposition 4.8. Put m = max{αj}Nj=1.
Any distribution u ∈ E ′(Rn) can be weak*-approximated by elements of C∞0 (R
n),
but here we also have the following approximation property:
Theorem 3.3. Suppose s = δ0 in (3.1). Then it has a solution Pδ0 ∈ S ′(Rn),
and Pδ0 is weak*-approximated in S ′(Rn) by a sequence of elements in PW
m(Rn).
These elements can be computed by using P .
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4. Solution operator. First, we prove a lemma about principal value integrals.
The way it is used here is analogous to the integration by parts in [3, 4].
Lemma 4.1. Let ψ ∈ C∞([0,∞)) be rapidly decaying at infinity and a ∈ [0,∞).
Suppose that ψ(j)(a) = 0 for every 0 ≤ j < k ∈ N. Then
∫ ∞
0
(r − a)−kψ(r) dr =
{
−1
(k−1)!
∫∞
0
ln(|r|)ψ(k)(r) dr if a = 0,
−1
(k−1)!
∫∞
0
ln(|r − a|)ψ(k)(r) dr + C0 if a > 0,
(4.1)
where
C0 =
k−1∑
l=1
(−a)l−k
(k − 1)l
ψ(l−1)(0)−
1
(k − 1)!
ln(a)ψ(k−1)(0).(4.2)
Proof. Splitting up the integral (provided a > 0) and integrating by parts yields∫ ∞
a
(r − a)−kψ(r) dr =
1
k − 1
∫ ∞
a
(r − a)−k+1ψ(1)(r) dr,∫ a
0
(a− r)−kψ(r) dr =
(−1)a1−k
k − 1
ψ(0) +
(−1)
k − 1
∫ a
0
(a− r)−k+1ψ(1)(r) dr.
Applying induction, and combining the integrals, we will get (4.1) with constant (4.2).
It is readily checked that the boundary terms at r = a cancel.
Next, a local version of Hironaka’s resolution of singularities:
Theorem 4.2. Let f ∈ Cω(U) be real and non-vanishing in an open U ⊂ Rn.
There is V ⊂ U open, a real-analytic manifold S, a proper real-analytic Φ : S → V ,
with the following properties:
1. Φ : S \ (f ◦ Φ)−1(0)→ V \ f−1(0) is a real-analytic diffeomorphism.
2. (f ◦ Φ)−1(0) is a hypersurface in S with normal crossings.
So there is a chart ϕ near any z ∈ S, and an invertible real-analytic function c,
where (ϕ−1)∗(f ◦ Φ)(x) = c(x)xα for all x in the image of ϕ and some α ∈ Nn0 .
This local embedded version for real-analytic functions is stated by Atiyah in [1].
It is used by Bjo¨rk [2, Chapter 6, Theorem 1.5] in a similar way.
As p is real-analytic and elliptic, p−1(0) is compact with Lebesgue measure zero.
If x ∈ p−1(0) Theorem 4.2 gives open U, V ⊂ Rn, a proper Ψ : U → V with x ∈ V ,
and this map satisfies:
1. Ψ : U \ (p ◦Ψ)−1(0)→ V \ p−1(0) is a real-analytic diffeomorphism.
2. There is a multi-index α ∈ Nn0 and a non-vanishing real-analytic c : U → R
such that (p ◦Ψ)(z) = c(z)zα for all z ∈ U .
Fix a finite covering {Vj}Nj=1 of p
−1(0) by such sets with associated sets {Uj}Nj=1,
and proper maps Ψj : Uj → Vj , real-analytic cj : Uj → R, and multi-indices αj ∈ Nn0 .
Put m = max{αj}Nj=1 in this section.
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Lemma 4.3. Choose some cutoff functions χj ∈ C∞0 (R
n) subordinate to {Vj}Nj=1,
where
∑N
j=1 χj = 1 in a neighbourhood of p
−1(0), and put
1− χ =
N∑
j=1
χj .
Define Qj : S(Rn)→ C∞(Rn) and Q =
∑N
j=1Qj by
Qjv(x) =
∫
Rn
Ij(z)∂
αj
z
[
eix·Ψj(z)
(χjFv) ◦Ψj(z)
cj(z)
| detDΨj(z)|
]
d¯z, v ∈ S(Rn),
where Ij ∈ L1(Rn) is given a.e. by
Ij(z) =
(−1)n(log z)αj
(αj,1 − 1)! · · · (αj,n − 1)!
.
Then P = Op(χ
p
) + Q satisfies both the equations Op(p)Pv = v and POp(p)v = v,
and the commutators [∂xj , P ]v = 0 and [Ty, P ]v = 0.
Proof. Let ψ ∈ S(Rn). Using Lemma 4.1 coordinate-wise, we compute∫
Rn
Ij(z)∂
αj
z
[
〈Op(p)ei(·)·Ψj(z), ψ〉
(χjFv) ◦Ψj(z)
cj(z)
| detDΨj(z)|
]
d¯z
=
∫
Rn
Ij(z)∂
αj
z
[
zα〈ei(·)·Ψj(z), ψ〉(χjFv) ◦Ψj(z)| detDΨj(z)|
]
d¯z
=
∫
Rn\(p◦Ψj)−1(0)
〈ei(·)·Ψj(z), ψ〉(χjFv) ◦Ψj(z)| detDΨj(z)| d¯z
=
∫
Rn\p−1(0)
〈ei(·)·ξ, ψ〉(χjFv)(ξ) d¯ξ,
and by the Fubini-Tonelli theorem, we then get
〈Op(p)Qjv, ψ〉 = 〈Op(χj)v, ψ〉.
Likewise, we compute∫
Rn
Ij(z)∂
αj
z
[
eix·Ψj(z)
(χjFOp(p)v) ◦Ψj(z)
cj(z)
| detDΨj(z)|
]
d¯z
=
∫
Rn
Ij(z)∂
αj
z
[
zαeix·Ψj(z)(χjFv) ◦Ψj(z)| detDΨj(z)|
]
d¯z
=
∫
Rn\(p◦Ψj)−1(0)
eix·Ψj(z)(χjFv) ◦Ψj(z)| detDΨj(z)| d¯z
=
∫
Rn\p−1(0)
eix·ξ(χjFv)(ξ) d¯ξ,
and this shows that
QjOp(p)v = Op(χj)v.
The commutator relations follow directly from the properties of F .
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Note that the properties of Ψj ensure that the above integrals are well-defined,
and the determinant of DΨj on each component of Uj \ (p ◦ Ψj)−1(0) is never zero.
If v ∈ S(Rn) the above lemma implies that
Op
(χ
p
)
v = POp(p)Op
(χ
p
)
v = Pv − POp(1− χ)v,(4.3)
and in particular,
Qv = POp(1− χ)v.
Lemma 4.4. Each Qj : S(Rn)→ C∞(Rn) is continuous.
Proof. Let v ∈ S(Rn). By the chain rule,
∂zk(Fv ◦Ψj) = −i(F(x1v) ◦Ψj, · · · ,F(xnv) ◦Ψj) · ∂zkΨj
Using this we estimate Qjv, we get for α ∈ Nn0 some Cα > 0 such that
|∂αxQjv(x)| ≤ Cα
(∫
Rn
|Ij(z)| d¯z
)
〈x〉|αj | max
|β|≤|αj|
sup
z∈Vj
|F(xβ∂αx v)(z)|,
which by the continuity of F : S(Rn)→ S(Rn) implies the lemma.
Both A and Ty map the spaces S(Rn) and C∞0 (R
n) continuously to themselves.
It is easily verified that
〈Qjv, ψ〉 = 〈v,AQjAψ〉 for all v, ψ ∈ S(R
n).
Using this fact, we extend Qj by duality:
Definition 4.5. Define Qj : u 7→ Qju : E
′(Rn)→ S ′(Rn) by
〈Qju, ψ〉 = 〈u,AQjAψ〉 for all ψ ∈ S(R
n).
Lemma 4.6. Op(p)Ps = s, [∂xj , P ]s = 0, [Ty, P ]s = 0 holds for any s ∈ E
′(Rn).
Proof. Let ψ ∈ S(Rn) be arbitrary. Then, we have that
〈Op(p)Qjs, ψ〉 = 〈s, AQjAF
−1(pFψ)〉
= 〈s, AQjOp(p)Aψ〉
= 〈s, AOp(χj)Aψ〉
= 〈Op(χj)s, ψ〉.
The commutator relations follow directly from the properties of F .
Lemma 4.7. P : PW−∞(Rn)→ PWm(Rn) is well-defined.
Proof. Pick v ∈ PW−∞K (R
n) for a convex compact K ⊂ Rn. Then Pu is entire,
because by the Paley-Wiener-Schwartz theorem,
supp(F(xβv) ◦Ψj) ⊂ Ψ
−1
j (K) for all β ∈ N
n
0 ,(4.4)
which is compact, since the maps Φj are proper.
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Proposition 4.8. P : Ht−dcomp(R
n)→ Htloc(R
n) is continuous for any t ∈ R.
Proof. Let v ∈ S(Rn). We find that
Op(1− χ)v = K ∗ v where K = F−1(1− χ) ∈ PW−∞(Rn).
Approximating Op(1−χ)v in C∞(Rn) by a Riemann sum and using continuity of P ,
POp(1− χ)v(x) = lim
h→0+
∑
z∈Zn
hnPK(x− hz)v(hz) = (PK ∗ v)(x).
Given u ∈ Ht−dcomp(R
n), the residual is then the smooth function x 7→ 〈u, PK(x− ·)〉,
and if α ∈ Nn0 and η ∈ C
∞
0 (R
n) is a cutoff for supp(u), we get
|∂αx 〈u, PK(x− ·)〉| ≤ ||u||Ht−d(Rn)
( ∫
Rn
|〈ξ〉d−t[F−1y→ξ[η(y)∂
α
xPK(x− y)](ξ)|
2 dξ
) 1
2
.
The latter term in this estimate is bounded by a constant for all x in a compact set.
To see this, pick M ∈ N so large that d− t− 2M < −n2 , and note that
|F−1y→ξ[(1−∆y)
M [η(y)∂αxPK(x− y)](ξ)| ≤
∫
Rn
∣∣(1 −∆y)M [η(x− y)∂αy PK(y)]∣∣ d¯y.
Thus we have a well-defined continuous mapping,
POp(1− χ) : Ht−dcomp(R
n)→ C∞(Rn) →֒ Htloc(R
n),
and the theorem follows from this, Op(χ
p
) : Ht−d(Rn)→ Ht(Rn), and (4.3).
Applying Lemma 4.6, we obtain a fundamental solution Pδ0 for the equation.
Note that if u ∈ L1(Rn) has weak derivatives in L1(Rn) of order up to 2k for k ∈ N,
then the transformed functions are continuous, and
sup
ξ∈Rn
|〈ξ〉2kFu(ξ)| = sup
ξ∈Rn
|F [(1 −∆)ku](ξ)| <∞.
Now we may approximate δ0 by elements of PW
−∞(Rn) and apply the lemma.
Pick η ∈ C∞0 (R
n) such that η(x) = 1 for all |x| < 1, and put
ηk(x) =
1
(2π)n
η
(x
k
)
, x ∈ Rn.
Theorem 4.9. The distribution u = Pδ0 ∈ S ′(Rn) solves Op(p)u = δ0 in S ′(Rn),
and Pδ0 can be weak*-approximated in S ′(Rn) by PFηk ∈ PW
m(Rn).
Proof. Let ψ ∈ S(Rn) and pick a number M ∈ N so that m − 2M < −n holds.
Now x 7→ 〈x〉−2MP ∗ψ(x) has all its derivatives in L1(Rn) ∩ L2(Rn) by Lemma 4.4.
Consequently, by the above remark and dominated convergence, we get
lim
k→∞
〈PFηk, ψ〉 = lim
k→∞
∫
Rn
Fηk(x)P ∗ψ(x) dx
= lim
k→∞
∫
Rn
[(1 −∆)Mηk](ξ)Fx→ξ[〈x〉
−2MP ∗ψ(x)](ξ) dξ
=
∫
Rn
Fx→ξ[〈x〉
−2MP ∗ψ(x)](ξ) d¯ξ = P ∗ψ(0) = 〈Pδ0, ψ〉,
and since PFηk ∈ PW
m(Rn) by Lemma 4.7 the result follows.
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5. Symbols with radial symmetry. Now we assume p has radial symmetry,
and the idea is to isolate all zeroes in one variable by using a global diffeomorphism.
Let x0 ∈ Rn be a fixed point. Let p be a multiplier, not necessarily real-valued.
Assumption 5.1. There is a C∞-diffeomorphism Φ : (0,∞)× Sn−1 → Rn \ {x0}
such that ∂jrΦ extends to [0,∞)× S
n−1 continuously, Φ(0, ω) = x0 for all ω ∈ Sn−1,
(p ◦ Φ)(r, ω) =
[ m∏
j=0
(r − rj)
mj
]
q(r, ω), (r, ω) ∈ [0,∞)× Sn−1,(5.1)
where q ∈ C∞([0,∞) × Sn−1) is lower-bounded, polynomially growing in r ∈ [0,∞).
The elements {rj}mj=0 ⊂ [0,∞) are the zeros of p in the r-direction, 0 ≤ r0 < r1 < · · · .
We assume Φ is orientation-preserving.
1. There is a constant c > 0 such that
c〈r〉 ≤ inf
ω∈Sn−1
〈Φ(r, ω)〉, r ∈ [0,∞).
2. When j ∈ N0 all the r-direction derivatives ∂jrΦ(r, ω) and ∂
j
r [det(DΦ)](r, ω)
are slowly increasing in r ∈ [0,∞) uniformly in ω ∈ Sn−1.
Then, we put
q0(r) =
m∏
j=0
(r − rj)
mj , q0(r)
−1 =
m∑
j=0
mj∑
k=1
Cj,k(r − rj)
−k, r ∈ R \ {rj}
m
j=1.
The most important examples of such p are polynomials with ellipsoidal symmetry.
See section 6 where ellipsoidal coordinates gives p the form in (5.1).
Definition 5.2. Define the map Eq : v 7→ Eq(v) : S(Rn)→ C∞([0,∞)× Rn) by
Eq(v)(r, x) =
∫
ω∈Sn−1
eix·Φ(r,ω)
(Fv ◦ Φ)(r, ω)
q(r, ω)
G(r, ω), (r, x) ∈ [0,∞)× Rn.
where G is defined in every chart κ = (Id, (κ1, · · · , κn−1)) : (0,∞)× U → Rn by
G|(0,∞)×U = det(D(Φ ◦ κ
−1) ◦ κ) dκ1 ∧ · · · ∧ dκn−1.
Definition 5.3. Define the linear operator P : v 7→ Pv : S(Rn)→ C∞(Rn) by
P0v(x) =
m∑
j=0
mj∑
k=1
Cj,k
(2π)n
[
Pj,k +Rj,k
]
v(x), x ∈ Rn.(5.2)
where
Pj,kv(x) =
∫ ∞
0
− ln |r − rj |
(k − 1)!
∂krEq(v)(r, x) dr, x ∈ R
n.
and the remainders Rj,k are defined for j = 0 by R0,k = 0 and for j > 0 by
Rj,kv(x) =
k−1∑
l=1
(−rj)l−k
(k − 1)l
∂l−1r Eq(v)(0, x) −
ln(rj)
(k − 1)!
∂k−1r Eq(v)(0, x), x ∈ R
n.
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Lemma 5.4. Let v ∈ S(Rn). Then the operator Eq commutes with ∂xj and Ty.
Let k ∈ N0 and N ∈ N0 be arbitrary.
1. There are ck > 0 and M ∈ N0 such that
|∂krEq(v)(r, x)| ≤ ck〈x〉
k max
|β|≤k
sup
ω∈Sn−1
|〈r〉M (F(xβs) ◦ Φ)(r, ω)|.
2. There is a cN,k > 0 such that
|∂krEq(v)(r, x)| ≤ cN,k〈x〉
k〈r〉−N .
Proof. First, note that supω∈Sn−1〈Φ(r, ω)〉
−N ≤ cN 〈r〉−N holds for any N ∈ N0,
and therefore for any β ∈ Nn0 and N ∈ N0 we get constants such that
sup
ω∈Sn−1
|(F(xβv) ◦ Φ)(r, ω)| ≤ cN,β〈r〉
−N .(5.3)
By the chain rule,
∂r(Fv ◦ Φ) =
n∑
j=1
(−i∂rΦj)(F(xjv) ◦ Φ),(5.4)
and induction implies (r, ω) 7→ (Fv ◦Φ)(r, ω) is rapidly decaying in r uniformly in ω.
Observe that
∂krEq(v)(r, x) =
k∑
j=0
(
k
j
)∫
ω∈Sn−1
∂jr(Fv ◦ Φ)(r, ω)∂
k−j
r
[eix·Φ(r,ω)
q(r, ω)
G(r, ω)
]
.(5.5)
Because (r, ω) 7→ ∂jr [
eix·Φ(r,ω)
q(r,ω) G(r, ω)] is a polynomial in x of degree at most j ≤ k,
and r-derivatives of Φ, G and q have only polynomial increase in r uniformly in ω,
then it follows from (5.4) and (5.5) and lower-boundedness of q that
|∂krEq(v)(r, x)| ≤ ck〈r〉
M 〈x〉k max
|β|≤k
sup
ω∈Sn−1
|(F(xβv) ◦ Φ)(r, ω)|.
Combining this estimate for Eq(s) with (5.3), we get the second.
Corollary 5.5. P : S(Rn)→ C∞(Rn) is continuous.
Proof. This follows directly from the above estimates of the derivatives of Eq(v).
Let α ∈ Nn0 and K ⊂ R
n compact. Then, we get M ∈ N0 and C > 0 such that
sup
x∈K
|∂αxPv(x)| ≤ C max
|β|≤d
sup
ξ∈Rn
|〈ξ〉MF(xβ∂αx v)(ξ)|.
Continuity of the Fourier transform then implies that of P .
Lemma 5.6. Let v ∈ S(Rn) and k ∈ N0. Then
Op(p)∂krEq(v)(r, ·) = ∂
k
r [q0(r)E1(v)(r, ·)],
Op(p)∂krEq(v)(0, ·) = lim
r→0
∂kr [q0(r)E1(v)(r, ·)].
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Proof. Recall p can be recovered by the action of Op(p) on complex exponentials.
Let ψ ∈ S(Rn). Using this, we get
〈Op(p)Eq(v)(r, ·), ψ〉 =
∫
ω∈Sn−1
〈Op(p)ei(·)·Φ(r,ω), ψ〉
(Fv ◦ Φ)(r, ω)
q(r, ω)
G(r, ω)
=
∫
ω∈Sn−1
[ ∫
Rn
q0(r)e
ix·Φ(r,ω)ψ(x) dx
]
(Fv ◦ Φ)(r, ω)G(r, ω)
=
∫
Rn
q0(r)E1(v)(r, x)ψ(x) dx = 〈q0(r)E1(v)(r, ·), ψ〉.
and applying ∂kr gives the first relation. Evaluating at r = 0 commutes with Op(p).
To see this, we apply dominated convergence to get
〈Op(p)∂krEq(v)(0, ·), ψ〉 =
∫
Rn
lim
r→0
∂krEq(v)(r, x)FpF
−1ψ(x) dx
= lim
r→0
∂kr
[ ∫
Rn
Eq(v)(r, x)FpF
−1ψ(x) dx
]
= lim
r→0
〈∂kr [q0(r)E1(v)(r, ·)], ψ〉.
Lemma 5.7. P0 : S(Rn)→ C∞(Rn) is a solution operator for the equation (3.1).
Let v ∈ S(Rn). Then Op(p)P0v = v, P0Op(p)v = v, [∂xj , P0]v = 0, [Ty, P0]v = 0.
Proof. This is understood in the distributional sense via the dual action by Op(p).
Let ψ ∈ S(Rn). Put
g(r) = 〈q0(r)E1(v)(r, ·), ψ〉 for all r ∈ [0,∞).
Then, using the Fubini-Tonelli theorem, we get
〈Op(p)Pj,kv, ψ〉 =
∫ ∞
0
− ln |r − rj |
(k − 1)!
[ ∫
Rn
∂krEq(v)(r, x)F(pF
−1ψ)(x) dx
]
dr
=
∫ ∞
0
− ln |r − rj |
(k − 1)!
∂kr g(r) dr,
and since Eq(Op(p)v)(r, x) = q0(r)E1(v)(r, x), we get
〈Pj,kOp(p)v, ψ〉 =
∫ ∞
0
− ln |r − rj |
(k − 1)!
[ ∫
Rn
∂kr [q0(r)E1(v)(r, x)]ψ(x) dx
]
dr
=
∫ ∞
0
− ln |r − rj |
(k − 1)!
∂kr g(r) dr.
Likewise, we can apply the above lemma to Rj,ks. Doing this for j > 0, we get
〈Op(p)Rj,kv, ψ〉 = 〈Rj,kOp(p)v, ψ〉 =
k−1∑
l=1
(−rj)
l−k
(k − 1)l
∂l−1r g(0)−
ln(rj)
(k − 1)!
∂k−1r g(0).
Note that∫ ∞
0
E1(v)(r, x) dr =
∫ ∞
0
[ ∫
ω∈Sn−1
eix·Φ(r,ω)(Fv ◦ Φ)(r, ω)G(r, ω)
]
dr = (2π)nv(x).
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Finally using Lemma 4.1 to integrate by parts in r, we obtain
〈Op(p)P0v, ψ〉 = 〈P0Op(p)v, ψ〉 =
m∑
j=0
mj∑
k=1
Cj,k
(2π)n
[ ∫ ∞
0
1
(r − rj)k
g(r) dr
]
=
1
(2π)n
∫ ∞
0
m∑
j=0
mj∑
k=1
Cj,k
(r − rj)k
〈q0(r)E1(v)(r, ·), ψ〉 dr
=
1
(2π)n
∫ ∞
0
〈E1(v)(r, ·), ψ〉 dr = 〈v, ψ〉.
The commutator relations follows directly from those for Eq.
Once again, it is easily verified that
〈P0v, ψ〉 = 〈v,AP0Aψ〉 for all v, ψ ∈ S(R
n),
and we extend P0 by duality:
Definition 5.8. Define the dual extension P0 : u 7→ P0u : E ′(Rn)→ S ′(Rn) by
〈P0u, ψ〉 = 〈u,AP0Aψ〉 for all ψ ∈ S(R
n).
This definition immediately implies:
Lemma 5.9. Op(p)P0s = s, [∂xj , P0]s = 0, [Ty, P0]s = 0 for any s ∈ E
′(Rn).
Proof. Let ψ ∈ S(Rn) be arbitrary. Then, as before, we have that
〈Op(p)P0s, ψ〉 = 〈s, AP0AF
−1(pFψ)〉 = 〈s, AP0Op(p)Aψ〉 = 〈s, A
2ψ〉 = 〈s, ψ〉.
and
〈∂xjP0s, ψ〉 = 〈s, AP0A(−∂xj )ψ〉 = 〈s, (−∂xj )AP0Aψ〉 = 〈P0∂xjs, ψ〉,
〈TyP0s, ψ〉 = 〈s, AP0AT−yψ〉 = 〈s, AP0TyAψ〉 = 〈s, T−yAP0Aψ〉 = 〈P0Tys, ψ〉,
as stated
Remark 5.10. Analogues of both Proposition 4.8 and Theorem 4.9 exist for P0,
and the proofs are very similar.
Example 5.11. We illustrate two important symbols satisfying Assumption 5.1.
Let Q be real orthogonal, W a positive diagonal, both matrices of dimension n × n.
The following symbols and diffeomorphisms have the required properties:
1. If d ∈ N and {cj}dj=0 ⊂ C with cd = 1,
p(ξ) =
d∑
j=0
cj [(Qξ)
TW(Qξ)]j ,
Φ(r, ω) = rQTW−
1
2ω.
2. If b ∈ Rn and c ∈ C are any constants,
p(ξ) = (Qξ)TW(Qξ) + b · ξ + c,
Φ(r, ω) = rQTW−
1
2ω −
1
2
QTW−1Qb.
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6. Fundamental solutions. We can use P0 to compute fundamental solutions.
If d ∈ N and p ∈ Sd is homogeneous elliptic, then we see Assumption 5.1 is fulfilled,
by taking Φ(r, ω) = rω, so that (p ◦ Φ)(r, ω) = rdq(ω) for all (r, ω) ∈ [0,∞) × Sn−1.
The associated solution is close to [3, Theorem 1]. It is given by
〈P0δ0, ψ〉 =
∫ ∞
0
− ln(r)
(d− 1)!
∂dr
[ ∫
ω∈Sn−1
F−1ψ(rω)
q(ω)
σn−1(ω)
]
dr.
If all residual terms in Definition 5.3 vanish, then Lemma 4.6 gives
〈P0δ0, ψ〉 =
m∑
j=0
mj∑
k=1
Cj,k
∫ ∞
0
− ln |r − rj |
(k − 1)!
∂kr
[ ∫
ω∈Sn−1
(F−1ψ ◦ Φ
q
G
)
(r, ω)
]
dr,
and for those symbols in Example 5.11, we simplify using the Bessel function Jn
2−1
.
Definition 6.1. σn−1 = ι
∗
Sn−1
ix(dx1 ∧ · · · ∧ dxn) is the volume form on Sn−1.
Lemma 6.2. If Q is an invertible real matrix, then
∫
ω∈Sn−1
eiy·Qωσn−1(ω) = (2π)
n
2
Jn
2−1
(|QT y|)
|QT y|
n
2−1
for all y ∈ Rn.(6.1)
Proof. First, we apply the divergence theorem to calculate intermediate integrals.
When k ≥ 2, we get∫
ω∈Sn−1
(y · ω)kσn−1(ω) =
∫
ω∈Sn−1
[(y · ω)k−1y] · ω σn−1(ω)
=
∫
x∈Bn
(k − 1)(y · x)k−2y · y dx
= (k − 1)|y|2
∫ 1
0
rk+n−3
[ ∫
ω∈Sn−1
(y · ω)k−2σn−1(ω)
]
dr
=
k − 1
k + n− 2
|y|2
[ ∫
ω∈Sn−1
(y · ω)k−2σn−1(ω)
]
.
It is clear that the case k = 1 results in zero. Now, using the above result inductively,
then we can calculate explicitly
∫
ω∈Sn−1
eiy·ωσn−1(ω) =
∞∑
k=0
ik
k!
∫
ω∈Sn−1
(y · ω)kσn−1(ω)
=
[
1 +
∞∑
k=1
(−1)k
(2k)!
( k∏
j=1
2j − 1
2j + n− 2
)
|y|2k
] ∫
Sn−1
σn−1
=
2π
n
2
Γ(n2 )
[
1 +
∞∑
k=1
(−1)k
k!
Γ(n2 )
Γ(n2 + k)
( |y|
2
)2k]
= 2π
n
2
( 2
|y|
)n
2−1
Jn
2
−1(|y|).
The lemma follows by substituting and using y · Qω = QT y · ω.
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6.1. Sums of powers of ∆. Consider the first symbol given in Example 5.11:
(p ◦ Φ)(r, ω) = q0(r)q(r) =
d∑
j=0
cjr
2j .
All points of Assumption 5.1 are seen to be fulfilled, and q0 may have roots anywhere.
If q0 has only real roots rj > 0 of multiplicity mj < n, then using (6.1), we get
〈P0δ0, ψ〉 =
m∑
j=0
mj∑
k=1
Bj,k
∫ ∞
0
ln |r − rj | ∂
k
r
[ ∫
Rn
Jn
2
−1(|W−
1
2Qx|)
|W−
1
2Qx|
n
2−1
ψ(x
r
)
r
dx
]
dr,
where the coefficients are
Bj,k = −Cj,k
det(W−
1
2Q)
(2π)
n
2 (k − 1)!
,
and Cj,k are the complex coefficients in the partial fractions decomposition of q0(r)
−1.
IfQ andW equal the identity matrix, the operator is a sum of powers of the Laplacian.
6.2. Second-order elliptic PDO. Now, the second symbol in Example 5.11:
(p ◦ Φ)(r, ω) = r2 −
1
4
b · QTW−1Qb+ c.
Again, Assumption 5.1 is fulfilled, and q0 may have one or two non-negative real roots.
In particular, if c ∈ R and b · QTW−1Qb− 4c > 0, then using (6.1), we get
〈P0δ0, ψ〉 = B
∫ ∞
0
ln |r − r0| ∂r
[ ∫
Rn
e−
i
2x·Q
TW−1Qb
r + r0
Jn
2−1
(|W−
1
2Qx|)
|W−
1
2Qx|
n
2−1
ψ(x
r
)
r
dx
]
dr,
where the coefficient is
B = −
det(W−
1
2Q)
(2π)
n
2
,
and the positive root is
r0 =
√
1
4
b · QTW−1Qb− c.
6.3. Sums of powers of second-order elliptic PDO. Combining examples,
we may consider the symbol and diffeomorphism given by
p(ξ) =
d∑
j=0
cj [(Qξ)
TW(Qξ) + b · ξ + c]j ,
Φ(r, ω) = rQTW−
1
2ω −
1
2
QTW−1Qb.
In this situation,
(p ◦ Φ)(r, ω) =
d∑
j=0
cj [r
2 −
1
4
b · QTW−1Qb+ c]j ,
and P0δ0 is formed in much the same way as the above two examples.
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6.4. Applications to inverse source problems and compressed sensing.
A fundamental solution is useful in the stability analysis of inverse source problems.
To illustrate this, let us suppose u ∈ S ′(Rn) solves the equation
Op(p)u = f ∈ L2(Rn),
and we wish to find f based on a measurement u|S on a closed hypersurface S ⊂ R
n,
where S ∩ sing supp(f) = ∅. The components of f that can be reconstructed stably,
when the actual measurement contains noise, are dictated by the spectral properties
of the ”forward operator” F : f 7→ u|S . For details, see the development in [10, 12].
If F is compact with singular system (σj , ψj , φj), then by [6, Theorem 4.8], we have
f =
∞∑
j=1
1
σj
(u|S , φj)L2(M)ψj if
∞∑
j=1
1
σ2j
|(u|S , φj)L2(M)|
2 <∞.
The projections of noise onto φj corresponding to relatively small singular values σj
will be amplified in the reconstruction, perhaps to an extent where it becomes useless.
However, for an appropriate fundamental solution u0, we may try to write
Ff = (u0 ∗ f)|S ,
and a stability analysis can be performed by investigating the asymptotic behaviour
of the Fourier coefficients of (u0 ∗ f)|S with respect to an appropriate L2(S) basis.
This is exactly what is done in [11], where the surface S is a circle embedded in Rn,
and p is a symbol satisfying Assumption 5.1 with Φ(r, ω) = rω.
Finally, we mention the role of fundamental solutions in signal reconstruction.
Given a signal u, one may use information about regularity, or other aspects of u,
to build an operator Op(p) so that f = Op(p)u is a compressed representation of u.
Reconstructing the original signal then amounts to a basic convolution u = u0 ∗ f ,
where u0 is an appropriate fundamental solution.
For example [18], if u is a piecewise constant signal, we have u′ = f =
∑
j cjδxj ,
and the information content of u is carried by the node locations xj and weights cj .
The signal is found via u = [
∑
j cjHxj ]∗ f , where Hxj is the Heaviside function at xj .
Explicit fundamental solutions for more complicated operators may find application
to other signal types.
7. Conclusions. Although P , valid for every real-analytic elliptic multiplier p,
is not in general explicit, it is still possible to obtain an explicit solution operator P0,
if all zeroes can be isolated in one dimension using a known global diffeomorphism.
As long as this symmetry is present, the symbol is not even required to be analytic.
One may ask whether the construction extends to some types of non-elliptic symbols.
It has already been shown for non-elliptic homogeneous real-principal type symbols,
by calculating the constant term in the expansion of λ 7→ 〈pλ,Fψ〉 at λ = −1 [4],
that tempered solutions can be constructed, relying only on the geometry of p−1(0).
One might expect that an even more general construction is possible.
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