What do we see when we look at a nearby, well-resolved galaxy? Thousands of individual sources are detected in multi-band imaging observations of even a fraction of a nearby galaxy, and characterizing those sources is a complex process. This work analyzes a ten-band photometric catalog of nearly 70 000 point sources in a 7.3 square arcminute region of the nearby spiral galaxy Messier 83, made as part of the Early Release Science program with the Hubble Space Telescope's Wide Field Camera 3. Colour distributions were measured for both broad-band and broad-and-narrow-band colours; colours made from broad bands with large wavelength differences generally had broader distributions although B−V was an exception. Two and three dimensional colour spaces were generated using various combinations of four bands and clustered with the K-Means and Mean Shift algorithms. Neither algorithm was able to consistently segment the colour distributions: while some distinct features in colour space were apparent in visual examinations, these features were not compact or isolated enough to be recognized as clusters in colour space. K-Means clustering of the UBV I colour space was able to identify a group of objects more likely to be star clusters. Mean Shift was successful in identifying outlying groups at the edges of colour distributions. For identifying objects whose emission is dominated by spectral lines, there was no clear benefit from combining narrow-band photometry in multiple bands compared to a simple continuum subtraction. The clustering analysis results are used to inform recommendations for future surveys of nearby galaxies.
INTRODUCTION
Galaxies are complex systems, comprised of numerous components with enormous ranges of size, mass, density, and composition. These components can be divided into baryonic (stars and their remnants, nebulae, star clusters, nuclear black hole) and non-baryonic (dark matter); detecting the components and describing the interactions between them is a key step in elucidating the natural history of galaxies. Only in nearby galaxies can individual sub-components be resolved. As observational technology has advanced, the definition of "nearby" has changed and will continue to do so. Stars can be resolved in Milky Way satellites and Local Group galaxies to distances of about 1 Mpc with the Hubble for separate imaging and follow-up steps, at the cost of increased complexity in the initial data analysis.
Multi-wavelength imaging surveys are very common in studies of unresolved galaxies in the distant universe. While these are often designed to select galaxies or active galactic nuclei (AGN) with specific properties (e.g. Trenti et al. 2011; Timlin et al. 2016 ), sometimes they are pure blankfield surveys. Broadband (R = ∆λ/λ 5) filters are the most common imaging modality, although there have been some narrow-or medium-band surveys as well (e.g. Wolf et al. 2003) . Clustering in colour space has been used to select particular classes of objects from surveys, for example AGN (e.g. Secrest et al. 2015; D'Abrusco et al. 2009 ) or extragalactic star clusters (e.g. D' Abrusco et al. 2016; Hollyhead et al. 2015) . The advantage of using clustering for identification is that it is data-driven, relying on observed properties rather than expectations. Unusual classes of objects or unexpected effects (such as a non-standard extinction law) are thus more likely to be discovered, if present. To our knowledge, clustering in colour space has not been used in exploratory data analysis of nearby galaxy imaging.
The purpose of this work is to treat a nearby galaxy as if it were a blind survey field, examining the colour distributions of the detectable point sources and the extent to which they separate into distinct groups in two-and threedimensional colour spaces. The dataset used for this study is the Wide-Field Camera-3 (WFC3) Early Release Science (ERS) observations of the nearby spiral galaxy Messier 83 (M83). M83 is a grand-design spiral of type SAB, located at a distance of 4.66 Mpc (Tully et al. 2013 ) and the largest member of the M83 subgroup of the nearby Centaurus group of galaxies (Tully 2015) . It has a complex nuclear region (Mast et al. 2006; Thatte et al. 2000) and has hosted 6 supernovae in the past century (Stockdale et al. 2006) . This study uses the catalogue of M83 point sources produced by Chandar et al. (2010) from the ERS WFC3 imaging at ultraviolet to near infrared wavelengths (200-900 nm). We form colours from the photometric measurements in the catalogue, investigate the colour distributions, and apply several clustering techniques to the resulting multi-dimensional colour datasets. We evaluate the utility of different methods and colour combinations for identifying galaxy sub-components.
DATA

Imaging dataset
The WFC3 ERS observations of M83 were made in broadand narrow-bands in order to characterize both stellar and nebular properties. They cover a 3.6 × 3.6 kpc 2 region in the northern part of the galaxy, including the nucleus, a portion of a spiral arm and an interarm region. The galaxy's apparent diameter of ∼ 13 arcmin (de Vaucouleurs et al. 1991 ) is reasonably well-matched to the camera's field of view. The spatial resolution of the images is 0. 0396 arcsec pixel −1 , corresponding to a linear scale of 0.9 pc pixel −1 at the 4.66 Mpc distance. A complete description of the observations and data processing is given by Chandar et al. (2010) . Our work here uses the observations in the UVIS channel, listed in Table 1 with filter information from the STScI website. 1 A number of previous studies have used the ERS M83 dataset for various purposes. These include studies of star clusters (Chandar et al. 2010; Wofford et al. 2011; Whitmore et al. 2011; Bastian et al. 2011 Bastian et al. , 2012 Fouesneau et al. 2012; Silva-Villa et al. 2013; Andrews et al. 2014; Chandar et al. 2014; Adamo et al. 2015; Ryon et al. 2015; Hollyhead et al. 2015; Sun et al. 2016) , H ii regions (Liu et al. 2013) , supernova remnants and the interstellar medium (Dopita et al. 2010; Hong et al. 2011; Blair et al. 2014 Blair et al. , 2015 , resolved stars (Kim et al. 2012; Williams et al. 2015) , and a super-Eddington off-nuclear black hole . We analyze the catalogue produced by Chandar et al. (2010) and made available via the Mikulski Archive for Space Telescopes, 2 hereafter referred to as the 'ERS catalog.' The sources in this catalogue were detected on a 'white-light' image produced by a weighted combination of the UBV I images. This detection method is expected to be less biased against very red or blue sources than single-filter detection, although it may still miss objects whose emission is emissionline (rather than continuum) dominated.
Photometry in 0.5-and 3-pixel radius apertures at the positions of the detected sources was performed on the broad-and narrow-band images and tabulated in the Vega magnitude system. The catalogue contains about 68 000 sources which are expected to include individual stars in M83, star clusters, stellar blends, supernova remnants, H ii regions, planetary nebulae, and background galaxies. The high Galactic latitude (b = +32 • ) of M83 means that foreground star contamination is not expected to be substantial. Completeness and reliability of the catalogue are not discussed by Chandar et al. (2010) , but a visual inspection of the the detected sources on the white-light image suggests that a reasonable balance between completeness and reliability was achieved. Nine sources are flagged in the catalogue as being problematic and we remove them from our analysis. We apply the correction to the F657N magnitude zeropoint (from 20.72 to 22.35) noted in the header of the catalog. Chandar et al. (2010) discussed aperture corrections for this catalog, but since we are primarily concerned with colours and the aperture correction does not vary strongly with wavelength, we omit it. As a check on the catalogue we used SExtractor to detect and photometer sources in the single-band images. While the aperture photometry measurements matched well, the derived uncertainties were much smaller than those reported in the catalog. Indeed, the catalogue uncertainties seem to be physically unreasonable, with median uncertainty values well above 1 magnitude in most bandpasses, and the catalogue notes do not recommend them for use except in a relative sense. Our comparison implied that recovering a more typical magnitude uncertainty distribution would be accomplished by dividing the 0.5-pixel magnitude uncertainties by 10 for the broad-bands, 15 for the narrow-bands, and 8 for the F657N (H α) band. This allows us to use the catalogue aperture magnitudes as an indicator of detected signal-to-noise: our analysis uses only sources with (scaled) 0.5-pixel magnitude uncertainties < 0.2 mag. For the remainder of the analysis we use magnitudes measured in the 0.5-pixel radius aperture, as these should be less affected by crowding and the variable galaxy background. Table 2 and Fig. 1 characterize the catalogue in terms of measurements in individual bands. Only about 9% of the sources are detected in all bands: Table 2 gives the number of sources for which photometry is reported in a given band (N det ), the number for which the scaled 0.5-pixel magnitude uncertainty is 0.2 mag or less (N good ), and the aperture magnitude at which the median magnitude uncertainty is 0.2 mag (m good ). (We remind the reader that aperture corrections have not been applied to these magnitudes.) Most of the detections in the broad-band images are of sufficient signal-to-noise for reliable photometry, but this is less true for the F225W and narrow-band images, which were not used to construct the detection image. The photometry is deepest in the F555W band, as expected since it is at the centre of the detection image's wavelength range. Fig. 1 shows the distributions of magnitudes and corresponding uncertainties in example broad and narrow bands. This figure illustrates that the majority of sources have a scaled photometric uncertainty < 1 mag and validates the use of 0.2 mag uncertainty as a detection limit in individual bands. This figure also illustrates that the magnitude peak occurs between 25 and 28 mag.
Colour Selection
The ERS observations in 10 bands allow the generation of 45 different colours, but not all of these colours are likely to be useful in characterizing components of the galaxy. A major purpose of this work is to explore which four-band combinations are most useful. Typical observations of nearby galaxies involve three or four bands, which can be used to construct two and three independent sets of colours, respectively. With four bands ABCD, colours can be constructed in either two dimensions (e.g., A − B versus C − D) or three (e.g., A − B versus B − C versus B − D and other combinations). Both variations were considered in the clustering analysis. While two-dimensional colour spaces are more familiar to astronomers and simpler to visualize, they do not fully capture all of the colour information available from four bands. Comparing two and three-dimensional colour spaces was another goal of this work.
Two types of colour combinations were created: combinations of the most commonly-used broad bands and combinations including three broad bands and one narrow band. For three-dimensional colour spaces, a common band between the three colours was used in order to easily generate colours that could be transformed into the original two dimensional space. In the broad band combinations, three dimensional colour spaces used either F438W or F555W as the common band. In the narrow band combinations, the narrow band was used as the common band. Although the original ERS catalogue contained approximately 68000 sources, not all sources were detected in all bands with sufficient signalto-noise for reliable colours. For a given combination, only sources well-detected in all bands (magnitude uncertainty < 0.2 mag) were used in the clustering analysis.
Broad Band Combinations
The first type of combination was comprised of the broad bands: F336W, F438W, F555W, and F814W. 3 Broadband 300-800 nm colours are rough indicators of stellar temperatures, reddening, and (indirectly) age and metallicity. These bands are used in many HST studies and had the largest number of detections in the ERS catalog.
About 33 000 objects had reliable U − B or U − V colors, 41 000 had B − I and nearly 58 000 had reliable V − I colours. Although also a broad-band filter, the UV-wide filter F225W (hereafter UVW) is less-commonly used in the literature, and for the purposes of creating colour combinations it was treated as a narrow-band filter. When creating colours from the broad bands, U − I was not used as it was also not commonly-used in the literature.
Narrow Band Combinations
Imaging of galaxies in narrow bands is typically used to select sources bright in particular emission lines, for example H ii regions in H α or planetary nebulae in O ii [5007] . Since the ERS catalogue was constructed from broad-band imaging, it was unknown at the start of our analysis how many emission-line sources would be included; the clustering analysis with these bands was more exploratory. The second set of colour combinations included the narrow bands F373N (S ii), and the broad band F225W (UVW). Colours were created by pairing each narrow band with the broad band which overlapped it in wavelength space. This was done to separate sources whose spectra are emission line dominated from continuum-dominated sources. The second colour in each combination was created from two broad bands that did not overlap the first colour in wavelength space. Table 3 lists the narrow band colour combinations used for analysis. Compared to the broad-band colours, the narrowband combinations generally contained fewer sources with less dense colour distributions and this provided a different regime in which to test the clustering. The number of sources in the narrow band combination, with the exception of the Hα band, is significantly lower than the broad band combinations. Table 3 lists the two dimensional colour combinations, the number of sources detected in each colour and their mean uncertainty, and the number of sources detected in the colour combination for each narrow-band colour.
Model colours
As a check on the reasonableness of the colours generated from the ERS catalog, we generated single stellar population model colours using the Flexible Stellar Population Synthesis code (FSPS; Conroy et al. 2009; Conroy & Gunn 2010) . Magnitudes of a stellar population formed in a single burst of star formation were generated using the default FSPS parameters as implemented in Python-FSPS including MIST isochrones and a Kroupa (2001) initial mass function. The only non-default parameter was the inclusion of nebular emission based on a Cloudy model (Byler et al. 2016 ). Fig. 2 shows an example colour track in four commonly-used broad bands, for a super-solar-metallicity (Fe/H = +0.5) population. The colours are bluest at the youngest ages (10 5 yr), undergo a loop in colour space for ages 10 6.8 < t < 10 7.9 yr when the first asymptotic giant branch stars become important, and then monotonically redden to the oldest ages. The colours of the individual ERS catalogue sources, also plotted in the Figure, are approximately consistent with the track colours, giving confidence that the observed colours are reasonable. 
METHODS
Clustering methods provide an efficient way of finding structure in high dimensional data. Numerous techniques for clustering multi-dimensional data are available. We used two well-known algorithms, K-Means and Mean Shift; both were implemented using the sklearn.cluster Python package version 0.17 (Pedregosa et al. 2011) . We also investigated the use of a newer and less well-known algorithm, affinity propagation (Frey & Dueck 2007) . Affinity propagation calculates the similarities between the data points as input for clustering, and uses a series of "messages" between data points to determine the number of clusters and their centres. We found this algorithm to be very sensitive to the input parameters and also rather slow due to the calculation of the messages passed between points on each iteration, and chose not to use it further.
K-Means Clustering
K-Means is one of the most widely used clustering methods. In astronomy, K-Means has has been used to analyze a variety of different objects including ultraviolet quasar spectra (Tammour et al. 2016) , supernova light curves (Rubin & Gal-Yam 2016) , and structures in stellar phase space (Hogg et al. 2016) . It is simple, robust, and easy to implement when analyzing high dimensional spaces, making it a powerful way to analyze multi-band photometric surveys. The K-Means algorithm requires the number of clusters K to be selected in advance. The algorithm is initialized by selecting K data points at random and designates these points as cluster centres, denoted by µ k . Each of the n points x i in the data set is then assigned to a cluster centre by finding the centre to which the distance is the smallest. K-Means aims to minimize the sum of squares of distances within each cluster given by:
where x i − µ k indicates the distance measurement in N-dimensional space. In this work the Euclidean distance is used, but other distance metrics are also possible. Each algorithm iteration re-calculates the cluster centres by taking the average position of all the points in each cluster as the new centre. The points are reassigned to the new nearest cluster centre. The stopping criterion is that the change in centre location is less than a given threshold for two consecutive iterations (Scikit-learn 2016) .
The requirement to select the number of clusters in advance is a disadvantage of K-Means. In high-dimensional data which cannot be easily visualized, determining the number of clusters by inspection is not straightforward. A given dataset may not have an optimal number of clusters, but measures of clustering effectiveness can be used to discriminate between values. In order to reduce the uncertainty in determining the number of clusters, we developed a process to identify the behaviour of various clustering parameters, described in Section 3.3.
Mean Shift Clustering
Mean Shift is a non-parametric clustering technique based on probability density function estimates at each point in a multi-dimensional data set. Although common in fields such as remote sensing, Mean Shift has not been widely used in astronomy. In one of the few examples found, it was used by Gómez et al. (2010) to find structures in the energy-angular momentum space occupied by particles in an N-body simulation. The power of Mean Shift clustering is that the clusters it creates are not confined to a particular shape. Because Mean Shift moves towards the local mode near the data on which it was initialized, it is useful for estimating the number of clusters in the data (Comaniciu & Meer 2002) . At each point, the algorithm estimates the density around that point using a small sample of nearby objects. The algorithm is based on two components: kernel density estimation and density gradient estimation. The following highlights the major components of the algorithm; for a full description, see Vatturi & Wong (2009) .
In clustering x i , a set of n independent d-dimensional data points, the first element of Mean Shift is kernel density estimation. The density estimator for a multivariate density kernel
where c k,d is a normalization constant and k(x) satisfies
The K defined for the kernel should not be confused with the number of clusters K defined for the K-Means algorithm. The major parameter of Mean Shift is bandwidth, h > 0, which appears in the bandwidth matrix H = h 2 I . Estimating bandwidth correctly is critical to determining the correct number of clusters. If the bandwidth is too low, the density estimate will be under-smoothed, and Mean Shift will produce many small clusters. Conversely, if the bandwidth is too large, a small number of large clusters will be produced, resulting in groupings of data that may blur the underlying structure (Vatturi & Wong 2009) .
In order to determine the correct bandwidth for each clustering, the estimate-bandwidth function from sklearn-cluster was used. This function estimated the bandwidth by calculating the variance between points in the data, and used the minimum value as the bandwidth.
The second element of Mean Shift is density gradient estimation. The density gradient is estimated from the gra-dient of equation 2 and given by:
The second term of equation 4 is the Mean Shift, the difference between the weighted mean using k , the derivative of the profile of the kernel K(x), and x. Applying a Gaussian kernel, the Mean Shift m h,K (x) becomes:
The Mean Shift always points in the direction of largest ascent through the estimated density function (Vatturi & Wong 2009 ), causing the algorithm to converge to areas of high density. Mean Shift clustering involves the iterative application of equation 5 to shift the points of a data set towards the direction of the Mean Shift vector. In each iteration j the points are shifted by:
The sklearn.cluster implementation of Mean Shift stops when the shift is < 10 −3 h or a maximum number of iterations is reached. Shifting the data points via equation 6 ensures that when the points converge, the center is the area of highest local density. The density mode can be interpreted as the centre of a significant cluster in the data set and is used to classify the points shifted towards it. Mean Shift clustering is prone to selecting one large cluster surrounded by several small clusters containing only 1 − 2% of the total number of data points. This is because the algorithm is drawn to areas of high density, which causes it to assign a large volume of data points to one cluster. Mean Shift is also very sensitive to bandwidth selection, and results vary drastically based on the bandwidth parameter.
Clustering Process
Mean Shift
Mean Shift clustering was performed first by estimating the bandwidth parameter with the estimate-bandwidth function in the Python scikit-learn package (Pedregosa et al. 2011) . This function estimates the bandwidth parameter based on the distances between points in the data, and determines if the distribution has high or low variance. Following the initial clustering, the bandwidth was varied and the clustering performed again to determine how sensitive a combination was to the parameter. The bandwidth values were changed by increments of ±0.1 or ±0.05 from the estimated bandwidth value depending on a combination's sensitivity to the parameter. If a combination was very sensitive to bandwidth, then the number of clusters found by Mean Shift would vary greatly over a small range of bandwidth values. This type of combination usually resulted in poor segmentation, as the algorithm would not converge on a number of clusters. However, sensitivity could also be the result of the starting bandwidth estimate. If the original estimate was in an unstable bandwidth interval, it would be reflected in the bandwidth hierarchy. The testing of multiple bandwidth values was expected to result in convergence of the number of clusters.
K-Means
K-Means clustering was performed after Mean Shift, allowing us to use the number of clusters determined by Mean Shift K MS as an initial estimate. Next, K-Means was performed with K MS − 3 ≤ K ≤ K MS + 3 to explore the algorithm performance with different values of K. We found that, compared to Mean Shift, K-Means converged more quickly and tended to produce clusters closer in size to one another.
Several checks of clustering reliability were made. For each K-Means clustering, the sum-of-squares value versus K was plotted: the sum-of-squares represents the distance between every point within a cluster. It was expected that as K increased and there were fewer sources in each cluster, the sum-of-squares would decrease, and this was found to be the case. Following the sum-of-squares test, we tested the reproducibility of the clusters produced by the K-Means algorithm. Since K-Means is initialized randomly, the clusters produced can depend on the starting position. The cluster centres were tested by running K-Means for 40 trials with the same value of K: while the initial cluster centres were different, the final cluster centres were the same to within ±0.1 magnitude.
Clustering Statistics
The following method allowed the investigation of the effect of input parameters on each technique. This process identified the clustering which was most successful at identifying different segments of sources in the colour space.
Selecting the optimal clustering for a data set can often seem arbitrary, as no "correct" answer necessarily exists. In order to characterize the clustering results, a variety of metrics were calculated. The relationships between clustering parameters were investigated to determine how they indicated the strength of clustering. Since the performance of the algorithms was directly related to the input parameters, those relationships were critical for characterizing the clustering. Astrophysical interpretation of cluster membership also plays an important role in understanding the utility of an algorithm/dataset combination; this is discussed further in Sect. 5.
Various statistics were calculated to describe cluster properties. The average colour and standard deviation were calculated for each cluster in order to describe the distribution of the sources in each cluster in the colour space. The fractional size of each cluster (relative to the entire dataset) was calculated to describe the distribution of sources between clusters. In addition to descriptive statistics, a clustering metric was also used to characterize each clustering. The silhouette score is a metric used to describe cluster compactness and isolation. The silhouette score is given by:
where a is the mean intra-cluster distance, and b is the distance between a point and the nearest cluster of which that point is not a member (Rousseeuw 1987) . The average score was calculated for a clustering across all data in the data-set, to evaluate the clustering as a whole and indicate whether isolated groups of sources were identified. The average score for each cluster was also computed, to measure the similarity and compactness of the sources within a single cluster. The silhouette score is one method to indicate the optimal clustering based on cluster isolation. Ideally, a maximum silhouette score should be identified from the set of scores for a given colour combination. However, with a low number of clusters a high score can be misleading: the clusters in this case appear well isolated due to the large distance between cluster centers. If the score peaked at a low number of clusters, the clustering was investigated further to determine if the clustering was optimal.
ANALYSIS
This section outlines the colour distributions used for clustering and the algorithms' performance. Each colour combination was clustered using both K-Means and Mean Shift algorithms, in two and three dimensions.
Colour distributions
The colour distributions for the M83 objects cataloged by Chandar et al. (2010) showed a broad range of properties, summarized in Table 4 . For broad-band colours, the number of objects with adequate photometry for computing a colour ranged from approximately 15 000 for F225W−F336W to about 58 000 for V − I, with most colours being measured for 3−5×10 4 objects. Fewer objects were detected in the narrow bands: the number of objects with acceptable narrow-band colours ranged from 8700 (F336W−F373N) to about 25 000 (F673N−F814W) .
In addition to including different numbers of objects, the colour distributions also had substantially different shapes. For most colours the mean colour was larger than the median colour differed, typically by about 0.1 mag. The standard deviations and inter-quartile ranges (IQRs) were similar (within 20%) for most of the distributions. Colours involving a larger wavelength difference between bands had larger standard deviations and IQRs, as might be expected since such colours are more reddening-sensitive. The smallest and largest colour spreads among the broad-band colours were for B − V and V − I, respectively. For the narrow-band colours, the smallest and largest spreads were for F502N−V and F657-I respectively. The figures showing the results of the clustering analysis illustrate many of the individual distributions: many can be broadly described as having a blue peak with a fairly sharp cutoff on the blue side, and a more extended red tail. This makes sense physically, as the vast majority of objects are expected to be no bluer than a blackbody, but spatial variations in reddening will lead to a range of colours on the red side of the distribution. Replacing a broad-band colour with a broad-to-narrowband colour changes the colour space. As Tables 3 and 4 show, the number of objects with acceptable photometry is reduced. A colour involving the narrow band should primarily depend on the strength of emission lines in that band. The effectiveness of clustering will depend on the number of distinct emission-line populations, such as supernova remnants, planetary nebulae, or H ii regions. The images shown in figs. 5 and 6 of Blair et al. (2014) show that M83 supernova remnants appear as resolved, ring-like structures mainly detectable in images taken with narrow-bands. The object detection for the ERS catalogue was done using the broadband images and we therefore expect that the catalogue will contain few supernova remnants. With a maximum size of a few pc, planetary nebulae at the distance of M83 should be unresolved by HST and would be expected to be included in the catalog. H ii regions have a broad range of sizes (Hunt & Hirashita 2009) : the smaller M83 regions should be point sources and therefore be included while larger ones will not.
Many of the two-and three-dimensional colour distributions used for clustering are also shown in the discussion of clustering results. Some colours are quite well-correlated with each other, particularly if they share a common band (for example, F225W−U and F225W−V). Fig. 2 illustrates a common feature of both two and three-dimensional colour distributions: a concentration of objects with blue colours in both bands and two colour 'lobes' at redder colour values. This feature was more common in distributions involving broad-band colours; narrow-band colours were more likely to have a single, more extended 'tail' in the direction expected for objects with spectra dominated by emission lines. In Fig. 2 , the colours of the blue concentration are consistent with the youngest single stellar population models, and the older SSP models match one of the red lobes; in other colour combinations the two lobes form the ends of the model age sequence. As an example of the effects of interchanging bands in forming colours, Fig. 3 shows the catalogue colours U −V versus B − I -the same bands as used for Fig. 2 but in a different combination. The colours shown in Fig. 3 both have a wider wavelength range. They are more tightly correlated with each other and the two red lobes are less well-separated than in Fig. 2 . We therefore focus on the U − B versus V − I clustering in the results discussed below. 
Algorithm performance
Figures 2 and 3 and those below show that the colour-colour distributions of objects in M83 studied here do not contain compact, well-separated clusters. This is a less-than-ideal situation for detecting groupings in colour space, and the two algorithms used here responded in quite different ways. The K-Means algorithm generated clusters of roughly comparable size, often by dividing along straight lines in 2-D colour space or planes in 3-D space. These colour cuts were not necessarily along specific colour axes; in cases where the input colours were correlated, such as in Fig. 3 , the algorithm made group divisions perpendicular to the direction of correlation. The segmentation did not change dramatically as the number of clusters was increased but rather more finely divided the distribution along the same direction. In broadband colours, the K-Means algorithm usually segmented the lobes described above into separate clusters, even for K = 3 or 4. In narrow-band colours, K ≥ 5 was usually required for the emission-line-dominated tail to be selected as a separate cluster. For most colour combinations, K = 3 resulted in the largest silhouette score; a plateau in the score as a function of the number of clusters did not occur in all cases.
In contrast to K-Means, the Mean Shift algorithm tended to put most of the objects in a given colour combination into a single large cluster. The remaining objects were assigned to small clusters (sometimes containing only a single object) located near an edge of the main colour distribution. The larger (tens to hundreds of objects) 'outlier' clusters found by Mean Shift were usually separated from the main body of objects by the same sort of line or plane cut as in K-Means. While this depended on the bandwidth parameter, in general Mean Shift clustering resulted in a larger number of clusters than considered useful in KMeans. For the purposes of detecting objects with unusual colours, Mean Shift may be more useful than K-Means, but for identifying broad peaks in colour distributions K-Means is superior. Two-and three-dimensional colour distributions containing the same colours were not always segmented the same way by the two algorithms. Similar results were obtained when one of the three dimensional colours had a very small range or a high correlation with another colour. In general, the three dimensional colour spaces highlighted the structures visible in two dimensions. In most narrow band combinations, visual examination showed that two branches of objects separated themselves from the dense centre of the distribution, but neither clustering method in two dimensions was able to identify either branch. In three dimensions, these branches were more clearly separated from the rest of the distribution, and the clustering methods were able to identify them. In the discussion that follows, the numeric cluster labels are those arbitrarily assigned by the clustering algorithms; the labels do not imply an ordering. Fig. 4 shows the distribution of the silhouette score against the number of clusters for two-dimensional clustering in the UVW −U and B−I colours, and three dimensional clustering in the U − F373N and B − I colours. For the UVW − U and B − I combination using K-Means, the score does not peak in the centre of the distribution. Instead of selecting the clustering with the highest score, the optimal clustering is found where the relation begins to flatten, between 5 and 6 clusters. This clustering is selected because any increase in K after this point does not affect the score. This means that the algorithm has found the balance between the natural clusters in the distribution and artificially segmenting the data. For the U − F373N and B − I combination, the score for the K-Means method peaks at four clusters, indicating a strong preference for this clustering.
The distribution of silhouette score for the results of the Mean Shift algorithm does not follow the same pattern as for K-Means. We found that the silhouette score was not as successful at describing the strength of Mean Shift clustering. Mean Shift often created one large cluster and several very small ones, resulting in a high silhouette score. For the UVW − U and B − I combination using Mean Shift, the score decreases linearly with the number of clusters and an optimal clustering cannot be determined from this relation. For the U − F373N and B − I combination, the score is nearly constant with number of clusters.
In order to determine the optimal Mean Shift clustering, we investigated the relations between the bandwidth and score, and the number of clusters. Fig. 5 shows these relations for a three dimensional clustering of the U − F373N and B − I, and the F225W − U and V − I colour combinations. In both panels of Fig. 5 we see that the number of clusters remains at five clusters once the bandwidth passes 0.85 for U − F373N and B − I, and only two clusters once the bandwidth passes 0.9 for the F225W − U and V − I combination. For the U − F373N and B − I, the number of clusters and silhouette score converge at the same bandwidth, indicating that the optimal number of clusters had been detected.
RESULTS
This section describes the results of the clustering analysis and related to the input colour distributions, with discussions of the algorithm results in general and some specific examples. 
Clustering output: broad-band colours
The UBV I bands are very frequently used in HST studies of both stellar and galaxy populations. The U and B bands probe the SED peaks for young, hot stars and the metal absorption lines in stellar atmospheres; the V and I bands probe cooler stars and highly-reddened populations. Roughly 29 000 objects in the M83 field have reliable photometry in all four bands, with UB detections being the limiting factor. Clustering the U − B and V − I colours in two dimensions with the K-Means method identified five clusters as the optimal number, via a plateau in the silhouette score. Fig. 6 shows the cluster assignments and we discuss them below in descending order of size.
The clusters identified by K-Means in UBV I vary in both number of objects and colour spread. The largest clusters, #1 and #5, are also the most compact in colour space and correspond to the bluest colours in both bands. Both are located in the 'star/cluster' region identified in the same colours by Chandar et al. (2010) . Cluster #1 with its slightly redder V − I colours also overlaps with the loop in colour space predicted to be followed by simple stellar populations with ages between 10 7 and 10 8 yr (see Fig. 2 ). Cluster #3 is redder in U − B than clusters 1 and 5 and corresponds to the 'blue star' region identified by Chandar et al. (2010) . Comparison with figure 4 of Kim et al. (2012) suggests that members of all three groups are likely to be bright mainsequence stars with varying degrees of reddening. Cluster #4 spans the same range in U − B as #1, #3 and #5, but is the reddest in V − I, falling within the 'cluster' colours identified by Chandar et al. (2010) , and the '3%' region (V − I > 1.2) shown by Kim et al. (2012) lie in this region. Kim et al. (2012) suggested that many of the colours in this region of the diagram were the result of incorrect matching between different bands. (This should not be a problem in our analysis, since the catalogue used here was constructed differently; we have also verified that sources with these colours do not all have high photometric uncertainties.) Cluster #2, the reddest in U − B, was identified as a separate cluster even with K < 5. This grouping spans the 'yellow star' and [star] 'cluster' colours identified by Chandar et al. (2010) and corresponds to the oldest stellar populations. Kim et al. (2012) identified this colour region as belonging to non-main sequence stars, whose UBV I colours depend on age as well as reddening.
Clustering the UBV I distribution with Mean Shift in two dimensions produced very different results from KMeans (Fig. 7) . The bandwidth value h = 0.6 marked the point at which the number of clusters no longer increased with bandwidth; this value produced five clusters. (Fivecluster segmentations with different bandwidth values were not substantially different.)
However, clusters #3 and #5 contain only three objects in total whereas K-Means distributed objects far more evenly between clusters. There is little agreement in cluster assignment between Mean Shift and K-Means, except for KMeans cluster 2, the reddest in U − B. Despite this apparent success in identifying different features of the distribution, the K-Means result had lower silhouette score (0.36) than Mean Shift (0.40). The greater colour separation of the two very small clusters found by Mean Shift increases its silhouette score. In this case the silhouette score as a measure of clustering effectiveness seems to be inadequate.
To examine the UBV I distribution in three dimensions, the U − B, B − V, and B − I colours were used. The colours in this combination had a larger range than other possible combinations, and it was expected that they would lead to more separation of branches in the colour space. K-Means clustering in three dimensions in the UBV I bands produces a slightly different result from the two-dimensional clustering: the peak silhouette score occurs for four clusters instead of five. Fig. 8 shows the assignments in the three-dimensional colour space and projections onto several two-dimensional spaces. In three-dimensional colour space, a main concentration and two branches are evident (top left panel) although their separation in the colour space projections (remaining panels) is less clear than in the two-dimensional case. The separation between clusters roughly follows planes in the three-dimensional space with no clear decrease in density of points at the cluster boundaries. The clustering identifies two large groups of blue objects (clusters #1/2 in 3-D; roughly clusters #5/3/1 in 2-D), one smaller group of red objects (#3 in 3-D, #4 in 2-D) and an intermediate-colour group, the smallest (#4 in 3-D, #2 in 2-D).
The three dimensional UBV I clustering with Mean Shift produced larger clusters than typical for this algorithm. Most bandwidth settings produced 6 clusters which were not well-separated, but a bandwidth h = 0.75 produced 4 clusters and the highest silhouette score. The left panel of Fig. 9 shows the segmentation, while the right panel shows the projection into the original space, where the cluster locations are easier to identify. The algorithm identified two groups of objects (clusters #2 and #4) which are red in V − I but differ in U − B colours. These two groups combined only comprise 3% of the objects but are also identified at other bandwidth values. Cluster #2 (red in both U − B and V −I) contains brighter objects more evenly spread across the galaxy while cluster #4 (blue in U − B but red in V − I) contains fainter objects more tightly associated with the spiral arms. Cluster #3 as identified by Mean Shift includes only a single object, whose catalogue entry shows an extremely blue V − I colour and an extremely red B −V colour, likely indicating a problem with the F555W photometry. The remainder of the objects are contained in a single cluster, highlighting Mean Shift's ability to find outliers in the distribution at the expense of segmenting more dense regions of colour space; for example, it does not select as a separate group the large branch of objects that are red in U − B.
In summary, M83 objects detected in all of the UBV I bands could be separated into groups using either the KMeans or Mean Shift algorithms. Constructing three colours, rather than two, from the four bands did not result in a strikingly different segmentation. The UBV I colour groups identified by K-Means can be roughly identified with bright mainsequence stars (the majority of objects), star cluster candidates, and non-main sequence stars. As the colour groups are contiguous, these identifications are unlikely to be definitive. Lacking a priori classifications for most objects, we cannot directly evaluate the accuracy of clustering-based separation into different classes. A check on the usefulness of clustering in broad-band colour space can be made by examining the magnitude distributions of the different groups. The distribution of V magnitudes for objects within the clusters identified in either the two-or three-dimensional K-Means analysis extends to the catalogue limit, except for clusters #2 in 2-D and #4 in 3-D, whose faintest members were nearly 2 magnitudes above the limit. The location of these objects in colour-magnitude space suggests that they are good candidates to be M83 star clusters. Comparison with published classifications shows that, compared to the other K-Means groups, these groups do contain a higher fraction of objects classified as star clusters. However, the fraction of objects with classifications is very small and changing the classification of a handful objects would change this result. The reddest groups of objects (#4 in 2-D and #3 in 3-D) are candidates to be background galaxies, but existing published classifications are insufficient to test this.
Clustering output: narrow-band colours
As discussed above, K-Means clustering for many of the narrow-band colour combinations resulted in segmentation primarily along broad-band colour axes. The K-Means result from the UBV and F502N bands is shown as an example in Fig. 10 : in two dimensions the optimal number of clusters was found to be four and in three dimensions, six. However, The colour space formed by the U, F373N, B and V bands produced different clustering results from the other narrow bands. In two dimensions, K-Means produced a meaningful segmentation, with 5 clusters at the elbow of the silhouette score versus K plot. The segmentation (Fig. 11) is primarily along the U − F373N axis; the B − V colour has little effect on the clustering in this space. The simple stellar population models that both the youngest and oldest populations will have red U − F373N colours, with bluer colours belonging to the intermediate age (10 7 − 10 8 yr) loop. Most of the objects in this sample are in the bluer groups. The KMeans result also includes a group with very red colours in- dicative of strong O iii line emission not predicted by simple stellar population models. These objects could be planetary nebulae; the high metallicity of M83 is expected to result in weak O iii emission by H ii regions . Fig. 12 shows the three-dimensional distribution in this band combination with the K-Means clustering result. The optimal clustering in this case is for three groups, rather than five. The distribution here shows two fairly clear branches, not driven by emission line dominance but by the F373N − B and F373N − V colours. In this case the three clusters form an age sequence: according to the simple stellar population model predictions, cluster #1 is young, cluster #3 is intermediate-age, and cluseter #2 is old. The extreme end of group 1 is emission-line dominated. This population is not picked out as a separate cluster by K-Means until K reaches 7, although Mean Shift selects it as one of four clusters. The differences between the two-and three-dimensional results for the F373N band, while atypical of our results in general, indicate that selecting colour spaces for clustering requires careful thought and considerable experimentation.
DISCUSSION AND CONCLUSIONS
The classic colour-magnitude diagram has endured in observational astronomy because of its simplicity and ability to be translated into physical parameters. Two-colour diagrams from three-or four-band photometry can be more difficult to interpret but can also have broader utility, from measuring reddening of main-sequence stars to identifying active galactic nuclei. Three-colour diagrams in three dimensions are relatively rarely used but are becoming more common. Understanding multi-colour distributions will be of increasing importance as larger surveys become the norm. Colour distributions of point sources within nearby galaxies are complex, due to the wide range of age, metallicity, and reddening found within galaxies. Identifying specific classes of sources often relies on spatial (location and morphology) and luminosity information as well as colour. Our analysis found that broad-band colours of point sources in M83 did not divide neatly into isolated colour groups.
The segmentation appeared to be more robust in three dimensional colour combinations compared to two dimensions and we attribute this to the additional information content of the higher dimensional space. Correcting for the spatially-varying effects of reddening internal to M83 (e.g., with a method like that used by Dalcanton et al. 2015) might have improved the separation of groups; however this comes at the cost of making strong assumptions about the content of the catalogue.
The two algorithms we tested for clustering the colours of point sources in M83 showed quite different behaviour in segmenting the colour distributions. The K-Means algorithm divided colour distributions relatively evenly along lines or planes in colour space. Although choosing the number of clusters can be a difficulty in using this algorithm, we found that the clusters identified changed smoothly between different values of K. This is likely why the silhouette score did not vary substantially between K values. In contrast, Mean Shift was able to create clusters of uneven sizes, particularly when the distribution contained branches of objects spanning a large colour range. The Mean Shift results were often sensitive to the bandwidth parameter; the elbow in the relation between bandwidth and silhouette score could sometimes be used to identify a reasonable clustering. In this case, the algorithm would pick out small groups of objects on the edges of the main distribution. We recommend that searches for small groups of outliers in colour space consider using Mean Shift.
For identifying larger groups of objects with similar colours, we found K-Means to be more effective. The broad band colour combination that was most effective at identifying different colour classes of objects was U − B and V − I; in both two and three dimensions this combination was more effective than U − V and B − I. It showed a clear branch of objects red in U − B which are good candidates to be M83 star clusters; the K-means algorithm was able to identify this group as distinct. Comparison with previous work on the stellar content of M83 allowed us to make some general conclusions about the nature of the colour groups, but the difficulty in matching the catalogue with previouslycategorized objects prevented detailed comparisons. All of the narrow band colour combinations showed branches of emission-line dominated objects. K-Means identified these as separate groups if the number of clusters K ≥ 5 but the Mean Shift algorithm generally identified only the extreme members of these groups.
In this work we have restricted our analysis to colours that can be generated with observations in four bandpasses. The multi-band nature of the M83 dataset allows further exploration in higher-dimensional clustering, which we intend to pursue in future work. The results of the present analysis allow us to make some recommendations for bandpass selection for UV-visible imaging surveys of nearby galaxies. Of course, the target, specific science goals, and instrumentation used for an observation will likely play a major role as well, but for general-purpose studies of a galaxy's point source population, we suggest that bandpasses be chosen to: cover as wide a wavelength range as possible include B or V, but not both, if only 3 broad bands are used include a limited number of narrow bands, ideally H α.
Matching observation depth across a wide wavelength range can be difficult if instrument sensitivity also varies with wavelength, but is crucial for a full characterization. Clustering techniques such as K-Means and Mean Shift show promise in identifying general trends and small populations of outliers, although the continuous nature of colour distributions means that they will likely be used to suggest additional analyses rather than producing definitive identifications. Analysis of data from future multi-band sky surveys with both ground-and space-based facilities will benefit from further exploration of these techniques.
