This article considers the cognitive architecture of human meta-reasoning: that is, metacognition concerning one's own reasoning and decision-making. The view we defend is that meta-reasoning is a cobbled-together skill comprising diverse self-management strategies acquired through individual and cultural learning. These approximate the monitoring-and-control functions of a postulated adaptive system for metacognition by recruiting mechanisms that were designed for quite other purposes.
INTRODUCTION
Mature humans normally possess some degree of ability to manage their own first-order mental activities. They can monitor and control the processes involved in learning and remembering, for example, as well as some of the thought processes involved in reasoning and decision-making. Thus, we sometimes pause to consider whether we are reasoning about some matter in an appropriate way, or to wonder whether we might be unduly influenced by some extraneous factor in arriving at a decision. An important question concerns the cognitive underpinnings of these metacognitive abilities. When we reflect on our own processes of learning or reasoning, are we employing a distinctive cognitive system specifically adapted for just this kind of reflective self-management? Or are we rather (as we will argue) using a hodge-podge of self-management techniques picked up from our culture and our individual experience, enlisting whatever cognitive mechanisms are available to be pressed into service?
Metacognition of learning and remembering has been extensively studied by psychologists [1] [2] [3] [4] [5] [6] [7] [8] [9] . The consensus in the field is that metacognitive monitoring is inferential rather than direct, and is grounded in a variety of sensorily accessible cues. For example, a feeling of knowing can be grounded in the familiarity of the cue or recall of facts closely related to the target item, and a judgement of learning can be based on the fluency with which the item to be learned is processed. While these findings might be consistent with the claim that there is nevertheless an evolved system or 'module' for metacognition, in fact, there is no reason to believe that any cognitive mechanism is employed other than the same mindreading faculty that we use for attributing mental states to other people, enhanced with some acquired first-person strategies and recognition abilities [10] . Indeed, when brain scans of people engaged in such metacognitive activities are conducted (and appropriate first-order tasks are used for purposes of subtraction), the very same network of regions that has been found to be involved in mindreading tasks is seen to be active. This includes medial prefrontal cortex, posterior cingulate cortex and the temporo-parietal junction [11] [12] [13] . Moreover, although a number of studies have found brain areas outside the mindreading network to be active during metacognitive tasks, these have employed metacognitive accuracy as their main comparison measure [14] , and this will, of course, involve more than mere mindreading. The accuracy of one's metacognitive judgement that one has just answered a question correctly, for example, will depend upon a great many factors in addition to one's capacity to attribute thoughts to oneself [10] .
Despite this apparent consensus among metacognition researchers, many in surrounding disciplines within cognitive science continue to be committed to the idea of a specific adaptation for metacognition with direct (as opposed to sensory-cue-based) access to its domain. Thus, a number of comparative psychologists have claimed to find evidence of metacognitive abilities in primates who seem to lack equivalent mindreading abilities [15] [16] [17] [18] [19] [20] [21] [22] [23] . They suggest that the evolution of these first-person monitoring-and-control abilities would have provided the foundation for the later evolution of third-person mindreading [24] . Likewise, a number of accounts of human self-knowledge capacities require the support of just such an evolutionary theory, which is needed to explain the emergence of their postulated mechanisms of direct access to our own mental states [25 -27] . Moreover, many of those in computer science and artificial intelligence who build metacognitive systems assume that these systems should incorporate direct access to the processes being monitored, as well as mechanisms for direct intervention and control [28] . And similar assumptions are made by some of those who explain conscious forms of cognition in terms of metacognition, who go on to claim that the evolutionary function of this kind of consciousness is metacognitive control [29] .
Although the literature on human metacognition mentioned earlier is in some tension with-or at least fails to support-such views, this literature has focused almost exclusively on metacognition of learning and remembering, rather than metacognition of reasoning and decision-making. (Indeed, the standard textbook in the field of metacognition does not discuss the latter at all; see [9] .) So it might be claimed that the evidence of an adaptive mechanism for metacognition may be found in this domain instead. It is for this reason that we focus on reasoning in our discussion. We will show that metacognition of reasoning, too, is a cobbled-together skill lacking the expected signature properties of an adaptation. Throughout, we will understand reasoning broadly, to encompass not only processes that take us from factual premises to a factual conclusion, but also processes that take us from some set of desires and beliefs to a decision or action. This is essentially the same as the understanding adopted by Kahneman et al. [30] in the studies that launched the extensive literature on heuristics and biases in human reasoning.
Psychologists who study reasoning have increasingly come to accept some or other version of 'dual-systems' or 'dual-process' theory, which posits two different systems involved in human reasoning, each with its own characteristic cluster of features [31 -39] . These are generally now referred to as 'system 1' and 'system 2'. While not everyone accepts the legitimacy of a two-systems account of reasoning and decisionmaking, at least in any strong form [40, 41] , what is at stake for our purposes is not the claim that system 1 processes are always either associative or heuristic, while system 2 processes are always rational (as some have claimed). On the contrary, on the account that we propose, system 2 reasoning depends in part on one's beliefs about norms of reasoning, and so will only be as rational as one's beliefs are (which might well involve consulting the entrails of a chicken rather than performing a Bayesian calculation). As we will see, what matters for our purposes is just the distinction between forms of reasoning that depend importantly on mental rehearsal and the resources of working memory and those that don't. And on this, there seems to be no substantive disagreement [42] .
System 1 is now widely believed to encompass a set of different systems that operate in parallel, delivering swift and intuitive judgements and decisions in response to perceptual inputs in a manner that is unconscious, automatic and guided by principles that are, to a significant extent, innately fixed and universal among humans. System 2 reasoning, on the other hand, is conscious and reflective in character, and is thought to proceed in a slow, serial manner, according to principles that vary among both individuals and cultures.
Three additional features of system 2 are particularly relevant to the topic of meta-reasoning. First, system 2 is generally held to be subject to intentional control. Second, it can be guided by normative beliefs about proper reasoning methods. And third, one of the principal roles often attributed to system 2 is to override the unreflective responses that are issued automatically by system 1 in reasoning tasks, when these fall short of appropriate standards of rationality. As we will see, such system 2 interventions will sometimes proceed by initiating episodes of controlled, reflective, reasoning that serve to displace and supersede the original system 1 reasoning. In other cases (especially in affectively based decision-making), system 2 resources are deployed in order to modulate or suppress system 1 processing, by intentionally reframing or directing attention away from the sensory representations that comprise the inputs to system 1.
Taken together, these features would appear to give the dual-systems set-up just the right structural profile to serve as a locus for the sort of monitoring-andcontrol functions postulated by those who believe in a distinct adaptation for metacognition. In order for system 1 to be overridden, it might seem that it needs to be subject to some sort of metacognitive monitoring to assess the rational adequacy of its intuitive verdicts. The 'control' component of the meta-reasoning system would then be realized through the normatively guided use of system 2 to displace, modulate or suppress system 1. On the hypothesis of a distinctive adaptation for meta-reasoning, then, one should predict that people will reliably display a robust native competence for overriding system 1 when it fails to satisfy normative standards, as well as for acting to suppress or redirect it, and for switching over to reflective system 2 processing, as appropriate. In addition, since system 2 is under intentional control, and is also widely thought to be imbued with metacognitive awareness (given that it operates consciously), one would expect the presence of a meta-reasoning system to be manifested in a reliable natural facility in noticing and correcting errors in one's system 2 reasoning procedures as well. For these are just the functions that the hypothesized meta-reasoning system would have been designed to perform. Section 2 considers these predictions in the light of psychological evidence of meta-reasoning abilities in humans. What the data show is that a disposition to reflect on one's reasoning is highly contingent on features of individual personality, and that the control of reflective reasoning is heavily dependent on learning, and especially on explicit training in norms and procedures for reasoning. In addition, people exhibit widely varied abilities to manage their own decisionmaking, employing a range of idiosyncratic techniques. These data count powerfully against the claim that humans possess anything resembling a system designed for reflecting on their own reasoning and decisionmaking. Instead, they support a view of meta-reasoning abilities as a diverse hodge-podge of self-management strategies acquired through individual and cultural learning, which co-opt whatever cognitive resources are available to serve monitoring-and-control functions.
Sections 3 and 4 outline a positive account of the architecture of human meta-reasoning, by considering the cognitive mechanisms that are recruited to implement self-management strategies. Section 3 lays out some groundwork, defending a particular model of system 2 as a virtual system realized in cycles of system 1 processing, mediated at each iteration by the rehearsal and manipulation of sensory imagery in working memory. On this view, system 2 is best viewed, not as a distinctive reasoning 'system' with its own principles of operation, but rather as a programmable general architecture, which can support various culturally acquired routines and learned habits of reasoning. Section 4 elaborates this model into an account of meta-reasoning, which is explained in terms of the strategic recruitment of this imageryrehearsal architecture for the purpose of self-reflection. Self-management strategies are informed by the selfdirected use of a mindreading system, whose primary function is to interpret the minds of other agents, but which is here enlisted to monitor one's own reasoning processes on the basis of available sensory cues. This information is then used to control reasoning by exploiting the capacity for generating and manipulating sensory representations that forms a key part of system 2.
Two points should be stressed before we proceed. One is that we understand the 'meta' component of metacognition and meta-reasoning to require metarepresentation, or representations of one's own first-order mental states. This is fully in line with the psychological literature on metacognition, where the notion is defined as 'thinking about (one's own) thinking' [9, 43] , and therefore as involving metarepresentation. The second point is that while metacognition always involves some degree of monitoring and control of a first-order process, there are many forms of monitoring and control that do not involve metarepresentation, and which therefore are not metacognitive in nature. Consider, for example, the use of forward models in the control of action. When motor schemata are activated and sent to the motor system to initiate an action, an efference copy of those instructions is sent to an emulator system that constructs a forward model of the expected sensory consequences of the movement [44] [45] [46] . This is received as input by a comparator mechanism that also receives reafferent sensory feedback, issuing in swift online adjustments in the action when there is a mismatch.
Note that the comparator system mentioned in this account is entirely non-metarepresentational in nature: it receives a sensory-coded representation of the intended outcome and compares this with sensory input from the actual outcome as it unfolds. When these fail to correspond, it employs an algorithm that adjusts the motor instructions to bring about a closer match. It does not need to represent, as such, either the motor intention or the current experiences resulting from the action. No metarepresentations are needed, and no one in the field of motor processing thinks that they are employed.
VARIABILITY IN META-REASONING
This section considers psychological evidence concerning people's ability to metarepresent and control their own reasoning and decision-making. The main finding is significant variation in meta-reasoning abilities and in the kinds of self-management techniques people employ. Indeed, many individuals seem not to reflect on their reasoning very much at all, while others appear to do so largely as a result of explicit cultural training (such as courses in mathematics, logic or scientific method). This is not what we would expect if there were a distinctive adaptation for meta-reasoning. Rather, these data support a view of meta-reasoning competence as residing in a diverse range of selfmanagement habits, acquired through individual and cultural learning. We consider evidence of variability in reflective reasoning, in affect-based decision-making, and in self-control strategies.
(a) Variability in reflective reasoning As we noted in §1, one of the principal functions attributed to system 2 is to override system 1, switching to the sort of controlled, reflective reasoning characteristic of system 2. Across a wide range of reasoning tasks, people appear to rely on system 1 by default, which swiftly gives rise to a response that intuitively 'seems right' to them. But one of the persistent findings of the heuristics-and-biases research programme is that these intuitive responses often fall short of normative standards of rationality [30, 47] . It seems that the computational shortcuts employed by system 1 are apt to be led astray by misleading cues, resulting in sub-optimal judgements and decisions, at least as evaluated within the sorts of tasks that have been employed within this paradigm. These are precisely the sorts of situations, then, in which we would expect a dedicated monitoring-and-control system to override system 1 reasoning, frequently effecting a transition to slower, reflective, system 2 processing.
What the evidence shows, however, is significant variation in individuals' inclination to bring system 2 processing to bear in reasoning and decision-making [34, 48] . Most subjects seem to rely exclusively on system 1 to perform these tasks, immediately endorsing, without further reflection, whatever response initially seems correct. Not surprisingly, these individuals are particularly prone to the sorts of biases and fallacies commonly associated with system 1. Other subjects, however, are more likely to switch to a reflective mode of reasoning, and thereby arrive more readily at normatively correct responses. Moreover, as some have emphasized, the difference between these two groups cannot be fully explained in terms of differences in 'algorithmic' features of their psychology, such as fluid intelligence or processing speed [35] . Rather, the feature primarily responsible for the superior performance of the second group is best understood as a personality trait they possess of being more 'reflective'-that is, being more disposed to pause and consider the adequacy of their initial reaction before settling on a final response.
This individual-differences finding would certainly be puzzling if human beings in general were equipped with special-purpose machinery for overriding system 1 by engaging in reflective, system 2, reasoning. For in that case, we would not expect the use of system 2 to be so fragile and contingent on features of individual personality. In contrast, these data make a good deal of sense if we regard reflective reasoning as, to a large extent, an acquired habit, which has been cultivated more successfully in some individuals than in others.
Another finding that is anomalous for the specificadaptation proposal is the lack of natural competence people exhibit in evaluating their own system 2 reasoning. For as we pointed out in §1, a meta-reasoning system should be expected not only to effect transitions from an intuitive (system 1) to a reflective (system 2) mode of processing, but also to monitor and control system 2 itself, by noticing and correcting errors in one's subsequent reflective reasoning. Indeed, system 2 would seem to be a particularly good candidate for such metacognitive management, because its internal operations are not only subject to intentional control, but are also partly conscious and therefore accessible to the subject. (System 1 processes, on the other hand, function as 'black boxes'. Subjects have conscious access only to their sensory inputs and to the intuitive responses they produce as output.) So it is here that we might expect to see the signature effects of a meta-reasoning adaptation.
What the evidence shows, however, is that facility in evaluating one's own reasoning is a late-developing skill, emerging in late childhood or early adolescence, and then perhaps only as a result of formal instruction [49, 50] . This suggests that in order to become competent at monitoring their own reflective reasoning, people must first acquire knowledge of the relevant reasoning norms, and only then are they able to notice shortcomings in their reasoning. Support for this interpretation is provided by a study demonstrating a close association between adolescents' explicit knowledge of various informal fallacies and their ability to detect instances of such errors in examples of reasoning [51] . It appears, then, that normatively informed management of one's own reasoning may be, to a large extent, a learned skill, acquired from one's culture through explicit instruction, rather than anything resembling an innate endowment. Indeed, the primary determinant of success in reasoning tasks that are tackled through the use of system 2 forms of reflection appears to be the adequacy of subjects' 'mindware'-that is to say, the explicit principles of reasoning they have acquired from the surrounding culture [35] .
(b) Variability in decision-making When confronted with difficult decisions, people will often imagine the various possible outcomes, respond affectively to each and choose the outcome that 'feels right' [52, 53] . But some people will go further, making lists of positive and negative features, perhaps, as well as assigning weights to their importance and evaluating the probability of each outcome. In doing so, they may be relying on beliefs about norms of decision-making acquired from a class in economics, or they might be relying on the folk belief that one should carefully consider all the 'pros and cons' before taking an important decision. It turns out that in this domain, however, folk beliefs may be in error, and that people would be better off 'going with their gut' when confronted with a complex decision problem. For when subjects are encouraged to reflect on the 'good-making' and 'bad-making' features in a complex choice, they make normatively worse decisions than when they are prevented from engaging in such reflection [54 -58] . It seems that the affective systems that make up part of system 1 can function together as an 'accumulator' that aggregates the various considerations, balancing the pros and cons off against each other in a way that is more optimal than proceeding by way of explicit, reflective, consideration.
In these and other similar decision-making tasks, the most effective self-management strategy will involve, not displacement of intuitive by reflective reasoning, but rather the use of reflection to modulate and redirect one's intuitive affective reactions. One example of such metacognitive management of affective reasoning is the discounting of incidental affect. There is a good deal of evidence that the affective responses that serve to inform our intuitive decision-making are often influenced by extraneous factors [59] [60] [61] . In such cases, affective feelings that are caused by one source are directed at another, quite different, target. For instance, someone who is angry following a frustrating day at work may, as a result, decide to lash out at his family when he returns home at the end of the day. Such arbitrary projections of emotion appear to stem from a default tendency for affect to be directed at whatever happens to occupy the current focus of attention. But this default can be overridden.
In a famous study, subjects were telephoned and asked to rate their overall life satisfaction [62] . This presented them with a simple decision-making task: to decide how positive or negative they should make their response. Not surprisingly, given the susceptibility of people to borrow affect from incidental sources, the local weather had an influence on their answers, with sunny weather being associated with relatively higher ratings, and gloomy weather with lower ratings. This effect disappeared, however, in trials where the conversation began with the interviewer casually asking, 'Thanks for agreeing to talk to us. How's the weather down there?' It appears that subjects who were reminded of the weather realized that their feelings of life satisfaction are prone to be influenced by the weather, and were able to discount that influence when deciding how strongly to respond.
This finding might already be thought to pose an anomaly for the idea of a specific meta-reasoning adaptation. For note that the subjects needed to be reminded that the weather is a potential source of some of their affective feelings before they would discount its influence. If there were really a metareasoning system designed for self-monitoring, one would expect subjects to be constantly alert to the possible sources of the affect they experience. On the other hand, once the incidental source was made salient, subjects appeared to be effective in engaging in appropriate self-management. However, this may be, in large part, a result of the heavy cultural reinforcement of 'common knowledge' concerning the influence of weather on mood. For in another similar study [63] , in which good versus bad moods were induced by alternative means, there were significant individual differences in the efficacy of self-management, as we now explain.
Subjects were instructed to write about a recent event that was either happy or sad, and were then asked (in what was ostensibly a separate study) to provide various assessments of risk. (Note that the latter, again, is a kind of decision-making task, requiring subjects to decide how highly to rate each estimate of risk; and successful performance requires subjects to monitor the influence of incidental affect on their decision-making. Moreover, the findings would presumably generalize to cases where subjects are required to decide whether or not to perform a risky action.) Writing about a happy rather than sad event was associated with lower risk estimates, as the induced affect was presumably brought to bear in determining the degree of risk. When the potential influence of recent events on mood was made salient to subjects, however (by asking them to write about events at that stage in the semester that might have had an impact on their mood), the effect that this had on assessments of risk depended on whether or not the subjects frequently attended to their own feelings. Those who did were able to discount the incidental affect induced at the outset of the study, and their risk assessments returned to normal. Those who did not often pay attention to their feelings, on the other hand, now displayed an increased effect of incidental mood on risk evaluations (presumably because for these subjects, attending to their feelings made them seem more relevant).
It might be suggested that a more neutral interpretation of these results is that those with little natural facility in discounting incidental affect have less incentive to pay attention to their feelings, because they are less able to put the information gained from such selfmonitoring to effective use. However, this would fail to explain why subjects in general are able to discount affective influences that are acknowledged by prevailing folk wisdom, such as the weather. A better explanation is that those who were disposed to attend to their feelings had come to acquire, through learning, more effective techniques for discounting incidental affect. This provides further support for the picture that has been emerging of meta-reasoning as an acquired skill, rooted in learned strategies. (Compare the 'radical plasticity hypothesis' proposed in Timmermans et al. [64] .) (c) Variability in self-control In some instances where system 1 affective processing pushes us rather directly towards a decision that would conflict with our interests, meta-reasoning can operate, not to modulate or transform, but rather to suppress our affective responses. Situations of temptation provide examples. When we are confronted with a temptation, affective feelings issuing from system 1 will give rise to a strong default tendency to act to secure whatever we are tempted by, even if doing so would be against our prudential interests or moral beliefs. The metacognitive task is to monitor our decision-making, intervening when an imminent decision is likely to be maladaptive. In such situations, the rationally optimal reaction is to resist temptation, which can be achieved by suspending or neutralizing the affective processing. Notice that here, metacognitive interventions do not lead to any further reasoning, but rather serve to interrupt or negate certain counterproductive affective responses. Nevertheless, insofar as these affective processes tend to issue in decisions to act, and are in that sense processes of decision-making, the regulatory processes that target them fall within the purview of meta-reasoning.
There is an extensive psychological literature on affective self-control [65] [66] [67] [68] . Here, as with the kinds of reflective reasoning and affective decisionmaking we considered in §2a,b, there is ample evidence of significant individual differences in people's effectiveness in resisting temptation. Indeed, there is even evidence that the depletion that is often seen in people's willpower following attentionally demanding tasks depends on their folk beliefs about whether or not willpower is a limited, exhaustible resource [69] .
What we particularly wish to stress, however, is the wide diversity of self-management strategies people employ in attempting to overcome situations of temptation. One such strategy involves pretending that a tempting object is merely a pictorial representation, by mentally 'putting a frame around it' [70] . By reframing the perceptual representation of the tempting stimulus in this manner, the 'hot' affective response that pushes one towards succumbing becomes significantly attenuated. A somewhat different strategy involves focusing on properties of the tempting object that are more abstract and less emotionally charged. As yet another alternative, people may intentionally distract their attention away from the object of their temptation by occupying themselves with unrelated real or imaginative activities. (Relatedly, some people employ the strategy of 'counting to ten' when angry, thus giving their initial 'hot' response a chance to cool, and reducing the chance of acting in ways that they might later regret.)
The significance of all this for our purposes is that such a diverse range of idiosyncratic strategies for managing temptation does not fit the profile of a distinctive competence for regulating one's own decision-making. If a specific adaptation really served to underpin people's self-control abilities, then we would expect them to reliably use the machinery that was designed for that purpose. Instead, self-control seems to operate by employing whatever imperfect self-regulatory techniques can be picked up from culture or from individual learning.
(d) An adaptation for argumentation It appears that there are large individual differences in the extent to which people attempt to monitor and control their own reasoning and decision-making. It also appears that people possess little in the way of native competence for so doing, but instead are heavily dependent on individual and cultural learning. Moreover, in some contexts, their attempts to intervene are more of a hindrance than a help.
It might seem that these conclusions are inconsistent with the recently defended claim that humans possess an adaptation for monitoring, critiquing and improving argumentative inferences [71, 72] . But there is no inconsistency. For the claimed adaptation is for monitoring and engaging in arguments with other people, not for monitoring and controlling one's own reasoning and decision-making. Indeed, much of the evidence cited in support of the account concerns contrasts between people's poor performance in reasoning tasks conducted alone with their abilities when engaged in argument or discussion with others. For example, if one group of subjects attempts conditional reasoning tasks individually, then only a small number (9 per cent) may succeed. But if another set of subjects attempt the same tasks in small groups, then a massive 70 per cent may succeed [73] . It seems that people not only have the capacity to recognize correct solutions when proposed by others, but that such solutions can emerge out of processes of critical discussion [74, 75] . Indeed, when groups are formed using only subjects who have previously failed at the tasks on an individual basis, 30 per cent of those groups can come up with the correct solution [73] .
It might well be possible to co-opt the argumentation system in the service of private reasoning of a system 2 sort by providing oneself with appropriate interpersonal cues. For example, one might approach a reasoning or decision-making problem by imagining oneself as engaged in debate with others on the topic, playing through the debate in one's imagination and representing to oneself moves and counter-moves. But even if such a strategy can be successful, it will be just another contingent and variable tactic for monitoring and controlling one's own reasoning, on a par with the others discussed earlier. There is nothing here to challenge our account of meta-reasoning as a variable and cobbled-together set of habits and dispositions.
AN IMAGERY-REHEARSAL ARCHITECTURE FOR SYSTEM 2
This section lays some groundwork for the account of meta-reasoning to be outlined in §4. As we have seen in §2, human meta-reasoning abilities appear to reside, not in any distinctive native competence for metacognitive monitoring-and-control, but rather in a range of learned strategies of self-management that are implemented using the resources of system 2. Accordingly, we now turn our attention to the cognitive architecture underlying these system 2 processes. On the model defended here, which draws on the 'actionbased' account provided by Carruthers [76] , system 2 is not really a distinctive 'system' with its own principles of operation. It is rather a virtual system realized in cycles of imagery-rehearsal, which can be programmed to implement various learned habits and culturally acquired routines for reasoning [76] [77] [78] [79] . These ideas build on those of Dennett [80] , who suggests that the conscious mind is a sort of 'virtual machine' implemented in lower-level cognitive systems.
Recall that within the widely accepted dual-systems framework, system 1 is thought to comprise a set of intuitive systems arranged in parallel as consumers of perceptual information, which operate in a manner that is swift, unconscious, automatic and significantly innately specified. System 2, on the other hand, is held to be reflective in nature, characterized by serial, slow, conscious operations, which are subject to deliberate control and influenced by cultural learning-and in particular, by normative beliefs about how one should reason [35] . Moreover, system 2 is thought to be specific to humans, having evolved quite recently [34] , with one of its principal functions being to override the evolutionarily more ancient system 1 processes.
This clustering of features gives rise to several puzzles regarding the cognitive architecture underlying system 2, as well as the sort of evolutionary history that might have produced it. On the assumption that the two systems are realized in distinct neural networks, for instance, it is not obvious how system 2 could be guided by verbal instructions. For this would suggest that such instructions somehow have the power to reach into the computational 'innards' of the system, altering their mode of operation. (In contrast, it is actions-taken in a broad sense to include allocations of attention-that can paradigmatically be guided by instruction.) It is similarly mysterious what evolutionary pressures might have driven selection for an entirely new reasoning system (rather than modifications to the existing one), given that system 2 duplicates much of the functionality of system 1. And yet another puzzle concerns the fact that system 2 reasoning is subject to intentional control and is influenced by culturally acquired norms about how one ought to reason. For active control is usually thought of as an outcome of reasoning, rather than something that serves to guide or direct reasoning processes.
These puzzles disappear, however, if system 2 is regarded, not as a neurally distinct system with its own dedicated hardware, but rather as a higher order virtual system, which is partly realized in cycles of system 1 activity [76] [77] [78] [79] . On this sort of model, system 2 is capable of co-opting the reasoning resources belonging to system 1, making use of other available mechanisms in order to direct and structure the system 1 cycles. One such mechanism is a general architecture that situates the various system 1 modules as consumers of 'globally broadcast' [81] perceptual representations (including endogenously generated sensory imagery). Another is a set of emulator systems of the sort described in §1 [82] . In their evolutionarily original functional role, these use efferent copies of motor instructions to model the likely perceptual consequences of an action by generating sensory imagery, which can then be compared with the actual perceptual feedback in real time, facilitating online control of action [44 -46] . These systems can be co-opted and used 'off-line' when motor plans are rehearsed, issuing primarily in visual, auditory or proprioceptive representations of the intended outcomes, but with motor instructions to the muscles suppressed. And when these emulator systems work in concert with language-production systems, the articulatory instructions issuing from the latter are transformed into auditory imagery in the socalled inner speech. This imagery is conceptualized and interpreted by language-comprehension and mindreading systems while being globally broadcast to the full range of system 1 modules, which go to work interpreting it further, drawing relevant inferences, and issuing in appropriate affective responses.
This account can explain the main properties of system 2, while also avoiding the puzzles about the latter's existence raised earlier. Because globally broadcast images are conscious, this element in each cycle of mental rehearsal will also be conscious (while the cognitive activity that immediately precedes and follows the broadcast image will generally be unconscious). And because mental rehearsal activates and co-opts the resources of the various intuitive reasoning systems, its overall operations are likely to be significantly slower than most of the latter. Nor is there any special difficulty in explaining how reflective reasoning could have evolved. For rather than existing alongside of intuitive reasoning systems while performing many of the same functions, reflection is partly realized in cycles of operation of the latter, using pre-existing mechanisms and capacities. All that had to evolve was a language system (for purposes of communication), together with a disposition to engage in mental rehearsal of action.
Moreover, because action selection in general is under intentional control and can be influenced by normative belief and verbal instruction, so can the operations of the described reflective system. We can choose (often unconsciously) to engage in mental rehearsal, just as we choose to engage in any other form of action. And just as with other forms of action, some sequences of rehearsal can be produced smoothly and automatically, resulting from previous practice. (Think, here, of doing a simple addition sum in your head.) Others can be guided by beliefs about how one should reason, sometimes by activating a stored memory of a previous instruction. (When faced with a conditional reasoning task, for example, one might rehearse the sentence, 'In order to evaluate a conditional, I should look for cases where the antecedent is true and the consequent false', or one might form a mental picture of the standard truth-table for the conditional.) And of course, with each iteration of mentally rehearsed action, the various system 1 systems that consume the globally broadcast images become active, sometimes producing an output that contains or contributes towards a solution to the problem in hand.
The account of system 2 just sketched has been expressed in terms of action in a fairly literal sense (involving the use of premotor and motor cortex; see [83] [84] [85] ). In contrast, allocations of attention of the sort that are involved in intentionally calling to mind an item of visual imagery, or in framing or attending to a certain aspect of an image, are also important for the operations of system 2. While these are not literally actions, perhaps, they are at least active in the weaker sense of being subject to intentional control. All of these different elements of system 2, however, converge on the activation, maintenance, rehearsal and manipulation of various forms of imagery.
While this account of system 2 is, to some degree, controversial, it coheres nicely with what many in the field now regard as the defining feature of system 2. This is that the latter makes important use of the central-process working-memory system, whereas system 1 does not [35, 39, 48, 86] . For example, system 2 processes tend to collapse under concurrent working-memory load, whereas system 1 processes do not [87] . Moreover, working memory itself seems to be constituted by attentionally controlled activation and active manipulation of sensory-involving representations [88] [89] [90] [91] . These representations can be described as sensoryinvolving rather than merely sensory, however, because they often contain conceptual information bound into the content of the sensory images [92] , in much the same way that conceptual content is bound into the content of perception [93] . Because these representations are globally broadcast to the full range of cognitive and affective systems designed to consume perceptual outputs (that is to say, to system 1), the upshot will be that controlled uses of working memory will be conscious, and will make their outputs available to system 1, just as we envisage earlier.
A SENSORY-BASED ACCOUNT OF META-REASONING
Section 2 argued that the available psychological evidence counts decidedly against the hypothesis of a specific meta-reasoning adaptation, and instead supports a view that sees human meta-reasoning competence as residing in a variety of habits and strategies for self-management, acquired by individual and cultural learning. For example, we noted in §2c that a common strategy for handling situations in which one finds oneself suddenly angry is to 'count to ten' before responding. Those who successfully internalize this strategy will presumably end up cultivating a receptivity to their own feelings of anger, noticing which will automatically cue the counting-to-ten routine into action, thereby forestalling an imprudent affect-driven response. Such acquired routines are of precisely the sort that we would expect to be handled by system 2. Accordingly, §3 was devoted to defending a view of the cognitive architecture underlying system 2 processes in general. The picture that emerged was not that of a distinctive reasoning system with fixed principles of operation, but rather of a programmable general architecture, based in cycles of imageryrehearsal, capable of supporting a variety of culturally acquired reasoning routines.
The present section elaborates this model of system 2 into an account of meta-reasoning, by explaining how the various self-management routines co-opt available cognitive resources to serve metacognitive monitoringand-control functions in the absence of any dedicated monitoring-and-control machinery. Because both the 'monitoring' and 'control' functions, on this model, are subserved by systems that traffic in sensory-involving representations, the upshot is a sensory-based account of meta-reasoning. But these functions are realized rather differently in cases where what is monitoredand-controlled are reasoning processes located in system 1, on the one hand, or in system 2, on the other. We therefore discuss these separately.
(a) Monitoring of system 1 reasoning Because the internal processing of system 1 systems is unconscious, it is not available for metacognitive monitoring. As a result, monitoring of system 1 will be limited to its inputs and outputs, together with any indirect consequences of system 1 processing such as feelings of confidence or disfluency. The question for us is what it is about these that can trigger a shift to reflective modes of reasoning (or, as previously discussed, to a modulation or suppression of system 1 intuitive reasoning). Our view is that the relevant factors are likely to be quite heterogeneous and will vary widely among subjects. But all will be broadly sensory in character, involving either perception of the environment or awareness of properties of the internal sensory milieu.
On the input side, some experienced subjects may know, for example, that certain kinds of reasoning problem require system 2 resources, and they may habitually activate such resources when problems of those kinds are identified. Thus, someone who has had frequent exposure to conditional reasoning tasks, and who has found it helpful in the past to consult the standard truth-table for the conditional, might now routinely activate a visual image of the truth-table as soon as a conditional reasoning task is recognized as such. Generalizing from this example, subjects may monitor the input to system 1 so as to initiate a switch to system 2 processing when responding to certain classes of problem (where the classes of problem in question will presumably vary widely among individuals, depending on their experience and training).
On the output side, there are a variety of cues that people can employ to trigger system 2 reasoning, or that might serve to suspend or redirect system 1 activity. Some people might have formed the habit, for example, of pausing to reflect whenever initial intuitions are accompanied by strongly felt affect, or by certain classes of affect. The 'count to ten' heuristic mentioned earlier as a response to anger might be an instance of such a habit. Another common strategy is to switch to system 2 processing whenever the output of system 1 is accompanied by feelings of disfluency [94] , or whenever the intuitive answers produced by system 1 are accompanied by feelings of anxiety or uncertainty. But not everyone employs such strategies, of course. (If they did, then we would expect to see much more reflective reasoning taking place in standard reasoning tasks than we actually observe.) And the strategies employed are likely to vary across individuals, depending on accidents of temperament and learning history.
It might be objected that people can monitor and respond to their own cognitive processes more swiftly than system 1 systems can produce a response [95] [96] [97] . This might be thought to support the existence of a specific metacognitive mechanism designed for the purpose. For example, when deciding whether or not the answer to a math problem can be retrieved from memory or needs to be calculated on a scrap of paper, results show that people can estimate whether the answer is known faster than the answer can be retrieved [96] . But the mechanism thought to be responsible for this ability is prior familiarity of the problem, which elicits a feeling of knowing. Notice, therefore, that it is not metacognitive monitoring that produces these feelings. Rather, such monitoring, if it occurs, will occur downstream, and be monitoring of the feeling of knowing. Moreover, such feelings may not even need to be monitored and classified as such (presumably by the mindreading faculty) in order to achieve their effects. Rather, because we know that familiarity produces positive affect [98, 99] , it may be that positive affect directed towards the familiar math problem is sufficient to motivate attempts to recall the answer without the intervention of any metacognitive monitoring.
Indeed, a case can be made that, in general, epistemic emotions such as confidence or uncertainty achieve their effects in a first-order way, without involving metacognitive resources [10] . On this account, the exercise of executive control or the use of the 'supervisory attentional system' [100] may frequently require only first-order, non-metarepresentational resources. And it is important to notice, indeed, that only some of the forms of monitoring discussed here require such resources. (There is a contrast in this respect with system 2 reasoning, as we will see in §4c.) Monitoring of the circumstances that provide inputs for system 1, for example ('this is a conditional task'), can be entirely first order. And monitoring of disfluency can involve first-order cues such as the elapse of time between presentation of the task and the resulting system 1 intuition. Only monitoring and classifying emotional cues as such (to the extent that this occurs) is likely to require metarepresentation. It follows, then, that many of the factors that initiate a switch from system 1 to system 2 processing are not strictly metacognitive in nature.
(b) Control of system 1 reasoning System 1 reasoning cannot be controlled directly, of course. But its output can be ignored or suppressed, and its input can be manipulated. The former may occur whenever someone relies upon situational cues (such as the nature of the reasoning task presented), properties of the output of system 1 (such as strong affect) or properties accompanying the output of system 1 (such as uncertainty or disfluency) to initiate system 2 forms of reasoning. In contrast, the latter may occur whenever subjects respond to cues of these sorts by attempting to manipulate the input to system 1. The 'count to ten' heuristic would be one example of this. For by switching one's attention to a simple behavioural task, one thereby distracts attention from the anger-provoking stimulus and provides time for the anger generated by system 1 affective systems to dissipate. Other examples are the 'framing' heuristics and distraction techniques discussed in §2c.
(c) Monitoring of system 2 reasoning System 2 reasoning comprises at least two rather different varieties. One is discursive, and often involves the rehearsal of representations of natural language phrases and sentences (generally in the form of auditory imagery). But it might also incorporate visual imagery, such as a visual representation of the standard truthtable for the conditional. The other (less well studied) form of system 2 reasoning involves imagination and appraisal. It will often include the activation and manipulation of visual images, responding affectively to each. But it can also involve imagining natural language utterances. For instance, one might imagine how someone would react if one were to say one thing rather than another, responding affectively to the imagined outcome. (The difference between this and discursive reasoning is that here one is reasoning about what to say, not the subject matter of what one says.) Consider imagination -appraisal reasoning first. We know that people employ imagistic representations of actions or outcomes when reasoning about what they should do [52, 53] . Sometimes these images might be activated from memory or generated from affordances of the situation, but they also frequently involve activations of the motor schemata for some of the actions that are open to one in the circumstances, issuing in a sensory 'forward model' of the likely outcomes of those actions. These images are globally broadcast in the manner of perception and are received as input by all system 1 systems, including one's evaluative and affective systems. The latter respond with some degree of affect, which is likewise globally broadcast and monitored by the subject. As a result, one's motivations towards the represented actions or outcomes are adjusted up or down, sometimes issuing in a decision.
Because the form of reasoning described here is at least minimally reflective and involves the controlled use of working memory, it might seem that it already qualifies as system 2, even if its operations are subject to a variety of well-known fallacies and biases [53] . As described so far, however, it merely involves the iterated use of system 1 affective systems responding to imagined possibilities, issuing in intuitions of desirability. Hence, simple forms of imagination-appraisal reasoning are no more system 2 than are one's immediate responses to a question about probabilities or about the evaluation of a conditional. Both will involve the initial activation of representations in working memory, and each will issue in an intuition. Nevertheless, some subjects may employ more elaborate strategies for engaging in prospective reasoning. For example, they might imagine not just the events themselves but also their surrounding circumstances or their likely consequences [53] , responding affectively to these also.
What we suggest is that imagination-appraisal reasoning qualifies as system 2 to the extent that involves more than minimal executive management of the sequence of imaginings, including not only the imagining of consequences, but also reflecting on whether one is imagining realistically, making sure one has imagined all the available options, circling back on previously imagined scenarios to make sure one has a grip on comparative values across different options, and so forth. Now consider discursive forms of system 2 reasoning, which often employ representations of natural language sentences in the so-called inner speech. This, too, involves the off-line activation of motor schemata (generally articulatory instructions for speech, in the case of hearing speakers, or motor instructions for hand movements, in the case of signers). These are used to generate globally broadcast representations of the speech acts that would result. Sequences of such sentences can be created by following well-worn speech habits or routines (as when one does an addition or multiplication sum in one's head). Alternatively, they can be guided either by system 1 intuitions or by one's beliefs about normative standards of reasoning. Indeed, because this form of system 2 reasoning is fundamentally active in nature, it can be guided and controlled in any of the ways that overt speech can be guided and controlled.
System 2 reasoning of both of the earlier mentioned varieties will generally implicate the metarepresentational resources of the mindreading faculty [10] .
In the case of inner speech, the mindreading system will work together with the language comprehension system to issue in something that will be experienced as wondering whether to go to the lake, for example (just as often happens in connection with the speech of other people). And when rehearsing one of the actions that are open to one, the mindreading system will generally interpret the resulting images in such a way that one experiences oneself as imagining doing something (as opposed to remembering it or seeing it). For sensory representations in general need to be interpreted in order to be classified as involving one sort of mental attitude rather than another.
Before we discuss what is involved when we monitor our own system 2 reasoning, it is important to note that none of the resources from which system 2 is built are dedicated to the purpose. On the contrary, the primary function of the efference copies and emulator systems that produce forward models of activated motor schemata is the online control of movement [46] , and the capacity to rehearse sentences in inner speech likewise rides on the back of such functions. Moreover, the language production and comprehension systems evolved for the purposes of communication, but can be co-opted for the creation and interpretation of selfgenerated sentences in inner speech. Finally, while the primary function of the mindreading system is to attribute mental states to other agents, it can be turned towards the self, using the same sensory channels and many of the same inferential principles that are employed for third-person mindreading [10] .
Key components of system 2 reasoning are conscious, of course, by virtue of the global broadcast of the imagistic representations involved. But what sorts of cues are used to signal that system 2 reasoning is not proceeding correctly, and needs to be intervened in or redirected? In some instances, memories of culturally acquired information can be evoked by the reasoning process itself. For example, someone engaged in prospective reasoning using visual imagery might recall reading about some of the common fallacies involved, and attempt to correct for them-perhaps by attempting to imagine the surrounding spatial and temporal context of the represented outcome in addition to the outcome itself [53] . Similarly, someone engaged in verbal reasoning might recognize a fallacy in the sequence of sentences just entertained, and attempt to generate a sequence of sentences that avoids the fallacy.
If there is an adaptation for monitoring the arguments of others and identifying their strengths and weaknesses, as well as for generating persuasive arguments for oneself [71, 72] , then this mechanism may well play an important role in the operations of system 2 (at least in some people, on some occasions). In the first place, since it is hypothesized to play a role in the construction of arguments designed to convince others, the mechanism might sometimes be involved in the initial construction of system 2 reasoning, provided one adopts the strategy of arguing with an imagined opponent. For it seems likely that the mechanism can be evoked into activity by representations of an imagined as well as a real opponent. But the sentences thereby produced may also cue the mechanism into its critical mode. The cues that are monitored so as to issue in corrections and improvements in system 2 reasoning will then include whatever cues the argumentation system uses when monitoring the arguments of other people.
(d) Control of system 2 reasoning If the account that we have outlined of system 2 reasoning is correct, then it should already be plain how one can control the course of such reasoning when fallacies or errors are detected. Because system 2 is largely action-based, resulting from directed uses of attention and mental rehearsals of action-schemata of various sorts, it can be controlled and guided in any of the ways that overt action can. In particular, one can use one's beliefs about norms of reasoning to generate sequences of imagistic representations that conform to those norms. And one can likewise activate well-rehearsed behavioural routines, including habits of self-interrogation ('What should I do now?') and trained numeric and other sequences ('Seven sevens are forty nine'.) (e) Is there a meta-reasoning system? We have sketched some of the ways in which monitoring-and-control functions can be realized in a dualsystems reasoning architecture. But does this entitle us to speak of a distinctive system for meta-reasoning? The term 'system' can be interpreted in multiple ways, of course. One manner of making it more precise is to stipulate that a cognitive system should be universal among normal humans (think of working memory, or the language faculty, for examples). Another would be to stipulate that a cognitive system should exhibit a common structure among all normal individuals who possess it, even if it is not universal (the reading system might be a plausible instance of this).
It is doubtful whether system 2 constitutes a system in either of the earlier mentioned senses, although its various manifestations may draw on a common set of resources (including working memory, the forward modelling of action and the mindreading system). For system 2 reasoning can comprise a number of different processes, including visual imagery of potential actions and outcomes that are responded to affectively by the subject, as well as auditory imagery of sequences of sentences in inner speech. Moreover, introspection-sampling studies suggest that some individuals almost never employ inner speech (while others do so as much as 75 per cent of the time), whereas other people never employ visual imagery (while others do so as much as 90 per cent of the time) [101] . Likewise, tests of reasoning ability suggest that many people never draw on system 2 resources to solve the problems with which they are presented [34, 48] . It seems likely, however, that all groups possess the capacity for both visual imagery and inner speech; for these require only working memory and the capacity for forward modelling of action, which are surely universal.
So far, these points are consistent with the idea that system 2 comprises a number of distinct systems of reasoning, the frequency of whose use varies among individuals, but which possess a common structure in all people who use them. Recall, however, that the ways in which individuals attempt to tackle reasoning problems are quite varied, even when approached in some particular system 2 mode, drawing on a range of both culture-dependent and idiosyncratic habits and normative beliefs. There is little to suggest the existence of a common processing structure among all individuals who employ inner speech, for example; and hence little to suggest the presence of a system for system 2 reasoning in even the weaker of the two senses distinguished earlier.
It is even more doubtful whether there is a system for meta-reasoning. Granted, meta-reasoning draws on the same set of basic resources that realize system 2, in general. These include global broadcasting of conceptualized sensory representations (on the 'monitoring' side), the capacity for controlled rehearsal of action and self-produced imagery in working memory (on the 'control' side), together with a set of learned habits and beliefs about norms of reasoning that serve to map the former onto the latter in various specific ways. But the only components that are specifically concerned with meta-reasoning are these habits and beliefs themselves. Moreover, these are idiosyncratic and acquired piecemeal. The result is that a diverse set of cues and self-management routines and principles are likely to be employed, varying widely by culture and by individual. The cues in question are all broadly sensory in character, however; and system 2 itself is partly constituted by sensory-involving representations, together with acquired beliefs, well-rehearsed motor schemata and more.
CONCLUSION
We have argued that there is not a distinct and distinctive metacognitive system for monitoring and controlling one's reasoning; let alone an innately channelled system designed for the purpose. Rather, widely varied kinds of cue can be used for monitoring one's reasoning of both system 1 and system 2 sorts (but all of which are broadly sensory in nature), varying by individual and by culture. Likewise, there are varied kinds of strategy for intervening in or directing one's reasoning, again varying by individual and culture.
