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Resumen: En este trabajo se presenta un me´todo de obtencio´n de modelos borrosos Takagi-Sugeno. Este
me´todo actualiza en lı´nea tanto la estructura como los para´metros del modelo mediante la combinacio´n
de un nuevo algoritmo de agrupamiento en lı´nea con te´cnicas de mı´nimos cuadrados. El algoritmo de
agrupamiento propuesto se utiliza para la identificacio´n de la estructura del modelo borroso, generando
las clases de las cuales se obtienen los antecedentes de las reglas. La actualizacio´n de los para´metros del
consecuente se logra mediante estimadores de mı´nimos cuadrados. Copyright c© 2008 CEA.
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1. INTRODUCCIO´N
Muchos procesos reales contienen complejas relaciones no li-
neales y variantes en el tiempo, difı´ciles de modelar. Esto ha lle-
vado a la investigacio´n y desarrollo de me´todos y herramientas
sofisticadas de construccio´n en lı´nea de sistemas inteligentes.
Tales sistemas deben ser ra´pidos, adaptables, no lineales y capa-
ces de captar la dina´mica del proceso. Adema´s, las aplicaciones
en lı´nea exigen requisitos como eficiencia computacional y que
los modelos sean compactos.
En los u´ltimos an˜os se ha prestado especial atencio´n a las te´cni-
cas de manejo de datos para la generacio´n de modelos flexibles,
entre las que se encuentran los sistemas borrosos. Teo´ricamente
se ha demostrado que, bajo ciertas condiciones, un sistema
borroso se comporta como un aproximador universal (Wang,
1997). Dentro de los sistemas borrosos, el modelo Takagi-
Sugeno (TS) (Takagi and Sugeno, 1985) se ha convertido en una
herramienta ingenieril pra´ctica y potente para el modelado de
sistemas complejos, debido a que es capaz de describir sistemas
altamente no lineales utilizando un pequen˜o nu´mero de reglas.
Gran parte de los me´todos para la obtencio´n de modelos bo-
rrosos auto-organizados utilizan me´todos de agrupamiento para
seccionar el espacio de datos de entrada-salida, combinados con
algoritmos gene´ticos, mı´nimos cuadrados u optimizacio´n del
tipo gradiente descendente. Sin embargo, no son muchos los
que proporcionan un verdadero proceso de adaptacio´n en lı´nea.
Para el aprendizaje en esta condicio´n en los modelos TS, ge-
neralmente se utiliza un me´todo de agrupamiento en lı´nea para
la determinacio´n de la estructura del modelo. Recientemente,
varios algoritmos de modelado borroso han sido reportados
con estructura auto-adaptable en lı´nea a partir de me´todos de
agrupamiento (Kasabov and Song, 2002; Angelov and Filev,
2004; Kukolj and Levi, 2004; Lughofer and Klement, 2005; Yu
and Ferreyra, 2005; Angelov and Zhou, 2006).
El objetivo de este trabajo es presentar un algoritmo eficien-
te para la generacio´n en lı´nea de modelos borrosos del tipo
Takagi–Sugeno. Este algoritmo combina un nuevo me´todo de
agrupamiento con me´todos de mı´nimos cuadrados.
El trabajo se organiza de la siguiente forma. En la seccio´n 2
se analiza el algoritmo de agrupamiento en lı´nea propuesto.
La seccio´n 3 describe el me´todo utilizado para el modelado
borroso. La seccio´n 4 presenta los resultados de la aplicacio´n
del me´todo y, por u´ltimo, en la seccio´n 5 se presentan las
conclusiones.
2. AGRUPAMIENTO EN LI´NEA
Las te´cnicas de agrupamiento en lı´nea son u´tiles cuando se
requiere modificar un modelo en tiempo real, o cuando existen
restricciones temporales o de costo computacional. Los me´to-
dos de agrupamiento borroso (fuzzy clustering) generalmente
conllevan a la optimizacio´n de un funcional no lineal y por
tanto, genera costos computacionales restrictivos en algunas
aplicaciones en tiempo real. Es por ello que para la obtencio´n
de modelos borrosos en lı´nea, en los u´ltimos an˜os se aprecia un
incremento en los ana´lisis de me´todos de agrupamiento basados
en la lo´gica cla´sica (hard clustering) y en particular, los de
una sola etapa o pasada (one-pass) (Kasabov and Song, 2002;
Angelov and Filev, 2004; Martı´nez et al., 2006; Bouchachia and
Mittermeir, 2007).
Los me´todos de una sola etapa o pasada (tambie´n se les conoce
como de pasada simple) se caracterizan porque cada vez que
se an˜ade un dato, este es analizado por el me´todo y luego es
descartado. Por tanto, el dato es procesado solamente una vez,
de ahı´ el nombre de algoritmos de una sola etapa, a diferencia
de los algoritmos iterativos que procesan varias veces los datos
al tratar de optimizar una funcio´n objetivo que evalu´a la calidad
de los grupos formados. Estos algoritmos de una sola etapa
son populares en las aplicaciones de tiempo real debido a que
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reducen las operaciones matema´ticas y agilizan el proceso de
agrupamiento. Como ejemplos de estos se encuentran el me´to-
do de agrupamiento evolutivo ECM (Kasabov and Song, 2002)
y el me´todo de agrupamiento aglomerativo AddC (Guedalia et
al., 1999). Tomando como base a estos, se propone el me´todo
de agrupamiento evolutivo-aglomerativo, MAEA.
2.1 Me´todo propuesto
El me´todo propuesto es un algoritmo incremental, basado en
la distancia euclidiana, que utiliza dos para´metros: un valor de
radio umbral, Rthr, y un valor de similitud umbral entre clases,
Sthr.
Su funcionamiento ba´sico es el siguiente. Cada vez que un nue-
vo dato esta´ disponible, el algoritmo calcula las distancias del
dato a los centros de clases existentes, asigna el dato a la clase
ma´s cercana si esta´ lo suficientemente cerca del centro de esta
clase, y recalcula la posicio´n de dicho centro. En caso contrario,
si el dato esta´ muy alejado de todos los centros existentes, el
algoritmo crea una nueva clase. Para estas comparaciones se
toma como base el para´metro Rthr. Si durante la operacio´n del
algoritmo, dos centros de clases se acercan lo suficiente, estas
clases son unidas. En este caso, la base de comparacio´n es Sthr.
Por consiguiente, si los para´metros umbrales son pequen˜os, se
generara´n muchas clases y a medida de que el valor de estos
para´metros crezca, disminuira´ el nu´mero de clases.
Cada clase Ci esta´ caracterizada por un centro o prototipo Cci
y un pesoWi, el cual representa el nu´mero de puntos de la clase.
Este peso se toma en consideracio´n para la actualizacio´n de los
centros para potenciar la pertenencia a clases concretas, lo cual
favorece la convexidad y la interpretabilidad de los modelos bo-
rrosos identificados (Dı´ez et al., 2004). Este peso, adema´s, per-
mite caracterizar las clases: clases concentradas que tienen un
alto nu´mero de muestras y generalmente se relacionan con los
estados estables del sistema, o clases dispersas que contienen
una pequen˜a cantidad de puntos y que esta´n ma´s relacionadas
con los regı´menes transitorios o candidatos potenciales a ruidos
y muestras de excepcio´n (outliers).
Los pasos del me´todo MAEA se describen a continuacio´n:
1. Inicializar la primera clase con el primer dato. Para ello
se hace coincidir su centro con dicho dato (Cc1 = z1),
se pone su contador en uno (W1 = 1) y se inicializa el
nu´mero de clases (K = 1).
PARA cada nuevo dato zi
2. Calcular las distancias entre el dato zi y cada centro de
clase ya creado Ccj , j = 1, . . . ,K.
3. Retener la distancia d y el ı´ndice m de la clase que se
encuentra ma´s cercana al dato zi.
d = ‖zi −Ccm‖ = mı´n
j
‖zi −Ccj‖ .
4. Si d > Rthr, se crea una nueva clase, para ello:
K = K + 1, CcK = zi, WK = 1 .
Luego, se retorna al paso 2.
5. Si d ≤ Rthr, zi es asignado a la clase Cm, la cual es
actualizada como sigue:




Wm = Wm + 1 .
6. Recalcular las distancias entre Ccm y el resto de los
prototipos Ccj , j = m.
7. Retener la distancia D y el ı´ndice n de la clase que se
encuentra ma´s cercana al centro Ccm.
D = ‖Ccm −Ccn‖ = mı´n
j,j =m
‖Ccm −Ccj‖ .






Wm = Wm + Wn ,
K = K − 1 .
final del PARA
Una vez finalizado el flujo de datos, es u´til an˜adir el
siguiente paso de post-procesamiento:
9. Remover los grupos con un peso despreciable, para ello
∀j, j = 1, . . . ,K, si Wj < ε, eliminar Cj y hacer
K = K − 1.
El me´todo MAEA posee caracterı´sticas comunes con los me´to-
dos ECM y AddC, tratando de sacar provecho a las principales
potencialidades de estos. Sin embargo, del ana´lisis de las ca-
racterı´sticas de cada uno, se tiene que ECM no fusiona clases,
no actualiza una clase una vez que esta alcanza el radio umbral
Rthr y no toma en consideracio´n el peso de la clase Wj para la
actualizacio´n de los prototipos. En el caso de AddC, este fusiona
clases una vez alcanzado el nu´mero ma´ximo de clases permiti-
das Kmax sin tomar en consideracio´n que estas pueden no estar
muy cercanas y no limita la dimensio´n espacial de las clases.
Por otro lado,MAEA mejora estos aspectos, posibilitando abar-
car en un me´todo la adicio´n y la fusio´n de clases, ası´ como la
actualizacio´n constante de las clases siguiendo la distribucio´n
de los datos tanto internamente en los agrupamiento como de
manera global.
El algoritmo MAEA posee varias propiedades que lo hacen
promisorio para el propo´sito de la identificacio´n, tales como:
La dimensio´n espacial de las clases esta´ limitada y se
define al prototipo de cada clase como un punto, carac-
terı´sticas u´tiles para la generacio´n de modelos borrosos
que se empleara´ posteriormente.
Es simple, ra´pido y de una pasada, lo que reduce la carga
computacional.
Es capaz de crear y fusionar clases.
Es capaz de detectar clases con grandes diferencias en
taman˜o pues permite detectar tanto clases concentradas
(con Wi altos) como clases dispersas (con Wi bajos).
No requiere la determinacio´n del nu´mero de clases, que
generalmente es un procedimiento iterativo que disminuye
la eficiencia computacional.
Sin embargo, este algoritmo propuesto no es universal en el
sentido que:
Solamente detecta clases hiperesfe´ricas.
El resultado final depende del orden en que son presen-
tados los datos. En simulaciones se ha encontrado que
la influencia es mayor cuando existen pocas muestras y
que disminuye cuando aumenta el nu´mero de datos. Esta
caracterı´stica no es tan influyente en el modelado en lı´nea
pues precisamente en este caso se persigue que el modelo
se adapte continuamente a los cambios que ocurren en el
proceso.
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Requiere la definicio´n previa de Rthr y Sthr. La selec-
cio´n correcta de los para´metros del algoritmo necesita
cierto conocimiento de los usuarios, lo cual es general
para los me´todos de agrupamiento incremental basados
en la distancia. Otra solucio´n podrı´a ser la utilizacio´n de
algoritmos gene´ticos u otra te´cnica de optimizacio´n, pero
esto es au´n un tema abierto de investigacio´n.
Por u´ltimo, es importante destacar que el algoritmo comienza
sin informacio´n previa sobre las caracterı´sticas de los datos y
solamente con un dato de muestra. Esta es una caracterı´stica
interesante que hace al me´todo potencialmente u´til en con-
trol adaptativo, robo´tica, sistemas de diagno´stico; y como una
herramienta para la adquisicio´n de conocimiento a partir de
datos (Angelov and Filev, 2004). Adema´s, debido a que algu-
nos me´todos de agrupamiento borrosos, como el Gustafson-
Kessel (GK), pueden presentar problemas nume´ricos cuando
solamente se dispone de un pequen˜o nu´mero de datos (Babuska,
1998), este algoritmo representa una alternativa promisoria en
la obtencio´n de modelos en estos casos.
2.2 Ejemplos de agrupamiento
Para evaluar el comportamiento de los me´todos, en estos ejem-
plos se emplean varios ı´ndices de error cuantitativos. Tomando
la distancia entre la muestra zi y el centro de clase ma´s cercano






‖zi −Ccj‖ , (1)
donde N es la cantidad de datos.
Mientras el ı´ndice J proporciona una medida del funcionamien-
to promedio, el siguiente ı´ndice de distorsio´n local proporciona















donde K es el nu´mero de clases generadas, Cj es la j-e´sima
clase y Nj es el nu´mero de puntos de Cj . La distorsio´n de cada
punto es la distancia entre el punto y su prototipo ma´s repre-
sentativo, normalizada por el taman˜o de su clase. Esto asegura
que el efecto de cada clase en esta medida de comportamiento
es relativamente igual, incluso las clases pequen˜as influencian
el resultado final (Guedalia et al., 1999).
Por u´ltimo, tambie´n se calcula la distancia ma´xima entre un
punto que pertenece a una clase y el prototipo de la clase
correspondiente (maxDist).
Primer ejemplo. Se aplican los me´todos ECM, AddC y
MAEA a una base de datos sencilla compuesta por 54 datos,
con caracterı´sticas similares a los datos de procesos no lineales,
incluyendo datos erro´neos como los producidos por los ruidos,
errores de medicio´n, etc. Los datos son bidimensionales en aras
de simplificar el ana´lisis gra´fico. En este caso, las condiciones
de disen˜o son: nu´mero ma´ximo de clases Kmax = 3 para
AddC, Rthr = 0,3 para ECM y MAEA, y Sthr = 0,15 para
este u´ltimo me´todo. La Figura 1 muestra los resultados gra´ficos
y los resultados nume´ricos aparecen en la Tabla 1.
Figura 1. Resultados del agrupamiento del primer ejemplo:
datos (puntos), centros (♦-ECM, -AddC,©-MAEA)
Tabla 1. Resultados del agrupamiento del primer ejemplo
en 3 clases.
Me´todo ECM AddC MAEA
J 9.8656 8.2189 8.0177
JL 0.5558 0.4327 0.4215
maxDist 0.3806 0.3697 0.3334
Segundo ejemplo. El conjunto de datos del proceso de com-
bustio´n de gas en un horno (Box and Jenkins, 1970) es fre-
cuentemente utilizado para validar algoritmos de identificacio´n,
control y aprendizaje adaptativo. El ejemplo consiste en 296
datos de entrada-salida, muestreados cada 9 segundos. En dicho
proceso, la variable de entrada es el flujo de gas u(k) y la
variable de salida es la concentracio´n de dio´xido de carbono
y(k). Se considera que el valor instanta´neo de la salida en y(k)
es influenciada por u(k − 4) y y(k − 1) (Kukolj and Levi,
2004). En este caso, el agrupamiento se realiza en el espacio
de las entradas, de manera similar a (Kasabov and Song, 2002).
Las condiciones de disen˜o en este ejemplo son: Kmax = 10,
Rthr = 0,12 y Sthr = 0,06. Los resultados se muestran en la
Tabla 2.
Tabla 2. Resultados del agrupamiento del conjunto de
datos de Box–Jenkins en 10 clases.
Me´todo ECM AddC MAEA
J 27.368 25.593 25.043
JL 0.9435 0.8851 0.8927
maxDist 0.2057 0.1873 0.1787
No´tese que en ambos ejemplos, el algoritmo propuesto presenta
ı´ndices de error pequen˜os y las menores distancias ma´ximas,
indicando que con MAEA se obtienen clases ma´s compactas y
que este sigue la tendencia de los datos al estar los prototipos
cercanos a la mayor concentracio´n de datos dentro de cada
clase.
3. MODELADO BORROSO TAKAGI-SUGENO
3.1 Sistema borroso Takagi-Sugeno (TS)
Aquı´ se utiliza el conocido sistema de inferencia Takagi-
Sugeno (Takagi and Sugeno, 1985). Dicho sistema esta´ com-
puesto por L reglas borrosas de la siguiente forma:
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i : if x1 is Ai1 and . . . and xr is Air
then yi = ai0 + ai1x1 + . . . + airxr ,
i = 1, . . . , L
(3)
donde xj , j = 1, . . . , r, son las variables de entrada definidas en
los universos de discurso Xj y Aij son los conjuntos borrosos
definidos por sus funciones de pertenencia μAij : Xj → [0, 1].
En la parte del consecuente, yi es la salida de la regla i y aij
son escalares.
Para un vector de entrada x = [x1, x2, . . . , xr]T , cada funcio´n
del consecuente puede expresarse como:
yi = a
T





El resultado de la inferencia, la salida del sistema y, es el
















es el nivel de impacto normalizado de la regla i.
No´tese que el sistema borroso TS posibilita la aplicacio´n de
los me´todos de mı´nimos cuadrados lineales ya que este solo
requiere que el modelo sea lineal en los para´metros. Adema´s,
si la salida del sistema aparece como una de sus entradas, se
obtiene el llamado sistema borroso TS dina´mico.
Finalmente, todas las funciones de pertenencia utilizadas son
del tipo gaussianas:








donde cd es el valor del centro de la clase en la dimensio´n xd,
y σ es proporcional a la distancia desde el centro del agrupa-
miento hasta elemento ma´s alejado entre los que pertenecen a
dicha clase.
3.2 Algoritmo de aprendizaje
El algoritmo de aprendizaje en lı´nea consta de dos pasos:
la identificacio´n de la estructura y la determinacio´n de los
para´metros. La identificacio´n de la estructura agrupa los datos
y encuentra las clases necesarias. Pero en la identificacio´n en
lı´nea, siempre hay nuevos datos arribando y las clases debera´n
cambiar de acuerdo a esos nuevos datos. En este paso, aquı´ se
utiliza el me´todo de agrupamiento propuesto. Una nueva regla
es generada solamente si hay informacio´n significativa presente
en los datos. Una vez realizada la identificacio´n de la estructura,
los resultados del agrupamiento se utilizan para ajustar los
centros y anchos de las funciones de pertenencia segu´n (7).
Las funciones de los consecuentes son creadas y actualizadas
por medio de estimadores de mı´nimos cuadrados de manera
similar a (Kasabov and Song, 2002) y (Kukolj and Levi, 2004).
Para ello se forman las matrices diagonales T i (i = 1, . . . , L)
donde el k-e´simo elemento de cada diagonal principal es forma-
do utilizando los valores de los niveles de impacto normalizado
obtenidos de (6). De aquı´, una matriz de composicio´n X′ es
formada de la siguiente forma:
X
′ = [(T 1Xe), (T 2Xe), . . . , (T KXe)] , (8)

















es utilizada para obtener la matriz inicial de los para´metros del







]T . Esta matriz es calculada
con un conjunto de datos compuesto por m pares de datos.













Para la actualizacio´n de la matriz de para´metros a, en este
trabajo se utiliza un estimador de mı´nimos cuadrados recursivos
(RLS) con un factor de olvido. Sea x′Tk el k-e´simo vector fila
de la matriz X′ y yk el k-e´simo elemento de Y , entonces a




























donde λ es un factor de olvido constante, con valores tı´picos
entre 0.8 y 1, utilizado para posibilitar un mejor seguimiento
a sistemas variantes en el tiempo. Los valores iniciales, P (0)
y a(0), son calculados utilizando (10). Las ecuaciones en
(11) tienen una interpretacio´n intuitiva: los para´metros nuevos
son iguales a los para´metros anteriores ma´s un te´rmino de
correccio´n basado en el nuevo vector de datos x′Tk+1.
El proceso de obtencio´n del modelo borroso que aquı´ se sigue
se basa en el enfoque de aprendizaje de DENFIS (Kasabov
and Song, 2002), el cual se ejecuta en el modo en–lı´nea, pero
empleando el algoritmo de agrupamiento EACM en lugar del
me´todo ECM. Este proceso se resume en los siguientes pasos:
1. Inicializar el modelo borroso. Para ello:
(a) Tomar los primeros m datos.
(b) Obtener los centros de clase aplicando el me´todo de
agrupamiento MAEA.
(c) Obtener las reglas iniciales creando el antecedente de
cada una con (7) y obteniendo los valores iniciales de
P y a con (10).
2. Tomar el pro´ximo dato.
3. Actualizar recursivamente los centros de clase utilizando
el me´todo MAEA.
4. Posible modificacio´n de la base de reglas. Una nueva regla
borrosa es creada si hay informacio´n significativa presente
en la nueva clase creada. Para esto se utiliza la siguiente
regla:
if el peso no es despreciable (Wi > ε),
then se crea una nueva regla borrosa.
5. Actualizar los antecedentes mediante (7)
6. Calcular recursivamente los para´metros de los consecuen-
tes mediante (11)
7. Predecir la salida del pro´ximo instante de tiempo mediante
el modelo borroso TS
La ejecucio´n del algoritmo continu´a en el pro´ximo instan-
te de tiempo desde el paso 2.
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El me´todo de aprendizaje presentado asegura una base de reglas
que evoluciona dina´micamente, actualiza´ndose o modifica´ndo-
se mientras hereda la mayorı´a de las reglas.
4. EJEMPLOS
El me´todo de identificacio´n expuesto es aplicado a dos ejem-
plos: la identificacio´n de un sistema dina´mico no lineal y la
prediccio´n de un para´metro en un proceso fermentativo. El
primer ejemplo, bien conocido de la literatura al ser utilizado
frecuentemente en la validacio´n de algoritmos de identificacio´n
en el a´rea de los sistemas borrosos, las redes neuronales y los
sistemas hı´bridos, permitira´ valorar las potencialidades del al-
goritmo. El segundo es un caso real de fermentacio´n alcoho´lica
donde el modelo borroso de estimacio´n parame´trica se combina
con un modelo macrosco´pico descrito por ecuaciones de balan-
ce.
4.1 Sistema dina´mico no lineal
Este ejemplo aborda la identificacio´n de un sistema dina´mico
no lineal descrito por la siguiente ecuacio´n no lineal (Narendra
and Parthasarathy, 1990):
y(k + 1) =
y(k)
1 + y2(k)
+ u3(k) , (12)
donde u(k) y y(k) son la entrada y la salida del sistema


























k ∈ [100, 250]
(13)
donde ρ ∈ [0, 1] es un nu´mero aleatorio uniformemente distri-
buido. Aquı´ se considera que la salida y(k + 1) es influenciada
por u(k) y y(k), las cuales se toman como entradas del modelo
borroso. Por tanto, el modelo en este ejemplo esta´ dado por:
i : if u(k) is Ai1 and y(k) is Ai2
then yi(k + 1) = ai0 + ai1u(k) + ai2y(k) .
(14)
Se toman los 10 primeros datos (m = 10) para obtener el
modelo borroso inicial de una regla y se selecciona un factor de
olvido de 0.95. El modelo borroso evoluciona desde una regla
hasta un total de cuatro reglas (figura 2). La figura 3 muestra
el comportamiento de la salida inferida por el modelo borroso
y la salida del sistema. En este ejemplo se obtiene un ı´ndice
MSE igual a 0.0159. En las figuras 4 y 5 se muestran las
adaptaciones de las funciones de pertenencia del antecedente
y de los para´metros del consecuente, respectivamente, para las
dos primeras reglas del modelo.
No´tese que el modelo es capaz de seguir los cambios en el
sistema y que este adapta tanto la estructura de la base de
reglas (partiendo de una regla en el modelo borroso inicial, el
modelo final tiene cuatro reglas) como los para´metros durante
la ejecucio´n del algoritmo de aprendizaje.
4.2 Proceso de produccio´n de bioetanol
La bacteria Zymomonas mobilis se ha convertido en objeto
creciente de estudio para la produccio´n de bioetanol debido a















Figura 2. Evolucio´n del nu´mero de reglas




















Figura 3. Estimacio´n en lı´nea del sistema no lineal; datos reales

































Figura 4. Funciones de pertenencia de las dos primeras reglas;
(a) en k = 10 al obtenerse el modelo borroso inicial con
una regla, (b) en k = 60 al crearse la segunda regla, (c) en
k = 250 al finalizar el aprendizaje
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Figura 5. Evolucio´n de los para´metros del consecuente de las
dos primeras reglas; (–) primera regla, (- -) segunda regla
que presenta altos rendimientos, pero junto a esto, tiene com-
portamientos altamente no lineales y oscilatorios (Echeverry et
al., 2004). Desde el punto de vista del control esto representa
una gran dificultad, por lo que obtener un modelo preciso y
adecuado es de gran importancia para maximizar el rendimiento
y potenciar su utilizacio´n.
En los modelos cine´ticos en los cuales las variables de estado
son las concentraciones de biomasa, de sustrato y de etanol,
el modelado de la velocidad de crecimiento de la biomasa (μ)
es uno de los pasos ma´s importantes, pero au´n no existe una
solucio´n aceptada por todos.
A continuacio´n se obtiene un modelo borroso TS para la estima-
cio´n de μ a partir de datos, el cual describe su dependencia de
las variables de estado y del valor del para´metro en el instante
de tiempo anterior, con lo cual se obtiene un modelo dina´mico.
Dicho modelo borroso se incorpora despue´s en el siguiente
modelo matema´tico (Garro, 1993):
dX
dt












= (αμ + β)X , (17)
donde X , S, P son las concentraciones de biomasa, sustrato
y del producto etanol (g/l) respectivamente, μ es la velocidad
especı´fica de crecimiento (1/h), YXS es la constante de rendi-
miento celular para un sustrato determinado, η es la constante
de mantenimiento (1/h), α expresa la porcio´n del etanol pro-
ducido asociado con el crecimiento de las ce´lulas, β expresa
la porcio´n del etanol producido para el mantenimiento de las
ce´lulas (1/h).
En este ejemplo se obtiene un modelo de cuatro reglas. Los
resultados de la estimacio´n del para´metro se muestran en la
figura 6 y en la figura 7 se grafican las estimaciones de las
variables de estado, en que para el caso del producto etanol,
se obtienen un ı´ndice de error MSE = 3,8 ∗ 10−3. Las
condiciones iniciales son: X0 = 0,03 g/l, S0 = 20,0 g/l y
P0 = 0,0 g/l.




























Figura 6. Estimacio´n en lı´nea del sistema no lineal; datos reales
(*), datos estimados (–)









Biomasa (X), Sustrato (S) y Etanol (P) (g/l)
Figura 7. Estimaciones de la biomasa (*), sustrato () y eta-
nol (◦); datos reales (sı´mbolos), datos estimados (lı´neas).
No´tese que la escala para la biomasa es 0-0.6 g/l y la del
sustrato y el etanol es 0-20 g/l
5. CONCLUSIONES
El trabajo ha presentado una propuesta de me´todo de agrupa-
miento incremental y su aplicacio´n en un me´todo de generacio´n
en lı´nea de modelos borrosos Takagi-Sugeno. La te´cnica de
agrupamiento en lı´nea propuesta es analizada y comparada con
las te´cnicas que le sirven de base, obtenie´ndose mejoras en el
proceso de agrupamiento y en el resultado final.
El me´todo de identificacio´n borrosa utilizado actualiza en lı´nea
tanto la estructura como los para´metros del modelo. El me´todo
se caracteriza por tener una gran exactitud de modelado y por
un proceso de aprendizaje ra´pido. La sencillez y la exactitud
del me´todo propuesto lo hacen conveniente para la obtencio´n
de modelos de identificacio´n adaptables en lı´nea y para la
utilizacio´n en aplicaciones de tiempo real.
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