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Abstract-Images taken of human faces vary 
in perspective depending on the view-point 
of the observer. Few of the face recognition 
methods reported in the literature are capable 
of recognising faces under varying pose. To 
improve the ability of face recognition systems 
to recognise faces under varying pose, a novel 
method is proposed in this paper that takes a 
face image of arbitrary pose and synthesises a 
standard frontal-pose image of the same face. 
I. INTRODUCTION 
One of the key problems in automatic face recog- 
nition concerns the variability in a person’s appear- 
ance that is present in an image due to changes in 
pose. The input face image of a person presented to 
a face recognition system is not usually taken from 
an identical view-point as that used for the face im- 
age of the same person in the database. Therefore, 
it is important that an automatic face recognition 
system is able to cope with possible view-point vari- 
ations between different images taken of the same 
face. 
Several of the methods that have been reported 
in the literature, have demonstrated some ability to  
reduce their sensitivity to  variations in pose. The 
basic principle of these methods is to  synthesise a 
front-view of the face image so that a direct compar- 
ison of the input face image with the corresponding 
image contained in the database could become feasi- 
ble. The existing methods can be classified into two 
groups: example-based and 3D model-based. 
The example-based methods use 2D views of pro- 
totype faces that sample different rotations out of 
the image plane. Different algorithms have been 
proposed for using the information in the prototype 
views to  synthesise new views of a person. Ullman 
and Basri [14] have shown that a 2D view of an ob- 
ject under rigid 3D transformation can be obtained 
as a linear combination of a small set of 2D example 
views, where the 2D view representation is a vector of 
locations of a set of feature points. Poggio and Vetter 
[ll] have discussed this linear-combination approach 
in the case where only one example view is avail- 
able for an object. They employ the idea of using 
prior knowledge of the object class to generate vir- 
tual views. Two types of prior knowledge have been 
explored: knowledge of 3D object symmetry, and ex- 
ample images of objects of the same class. Beymer 
and Poggio [5] have used an automated labelling al- 
gorithm that computes the correspondence between 
every pixel of the two images rather than just for 
a hand-selected subset of feature points. Jones and 
Poggio [9] have employed a stochastic gradient de- 
scent algorithm to match the models of faces. 
The 3D model-based methods use a 3D model of 
a head to predict the appearance of a face under 
different pose. The aspect of synthesising face images 
using 3D head models has been explored in [1]-[2], [6], 
[12]. In the 3D head model technique, a face shape is 
represented either by a polygonal model or by a more 
complicated multi-layer mesh that simulates the face 
tissue. Once a 2D face image texture is mapped onto 
the 3D head model, the face can be treated as a 
traditional 3D object. 
Atick et al., [4] use linear combinations of 3D data 
(without correspondence) taken from a Cyberware 
scanner to build a 3D head model. Principal Com- 
ponents Analysis (PCA) has been used to  derive a 
low-dimensional parameterisation of the head space. 
By assuming that an individual’s head can be de- 
scribed using, for instance, 200 coefficients obtained 
from a projection of the head to the head space, a 
minimisation technique can then be used to  estimate 
these coefficients. In each iteration of the minimisa- 
tion process, the coefficients are estimated, the head 
is built, a 2D face image is rendered, and an error 
function of the distance between the rendered face 
image and the 3D head is calculated. 
The hybrid example-model-based algorithm pro- 
posed in this paper is based on Atick et al.’s method, 
but differs from theirs in a number of ways; in partic- 
ular, it does not require optimisation. A full descrip- 
tion of the algorithm is provided in the next section. 
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Fig. 1. Samples of 2D face images, taken from different view-points (a)-(c), that are rendered from a 3D head and the head's 
texture (d). 
11. METHOD 
Most algorithms, which attempt to extract shape- 
from-shading, are designed for images of arbitrary 
objects with smooth brightness variations [SI. These 
algorithms estimate shapes, present in a space which 
possesses a large number of degrees of freedom, from 
the limited informakion contained within an image. 
Therefore, the perflormance of these algorithms are 
restricted in their practical application. Since human 
faces are the only objects of interest in face recogni- 
tion, the shape-fronn-shading method can be carried 
out more efficiently if the knowledge about the face 
class is taken into account. 
One way to incorporate the knowledge about the 
face class into the shape-from-shading method is to 
utilise an ensemble of shapes of human heads. Hu- 
man head shape is consistent across people. The 
structure is invariably the same; all humans have 
eyes, noses, mouths, foreheads, and cheeks. The vari- 
ability from one head to another is relatively small. 
Nevertheless, it is these small structural deviations 
that give a face its unique identity. 
In the proposed approach, a database of 3D human 
heads, including 2:D textures and 3D surfaces, are 
utilised for the construction of individual 3D heads 
from 2D face images. The head database consists 
of sixty-three 3D head models generated from stereo 
images obtained using the C3D system at The Turing 
Institute. Figure 1 shows samples of 2D face images 
taken from different view-points that are rendered 
from a 3D head and the head's texture. 
A .  Pose Estimation 
The first step of' synthesising a frontal view of a 
face from an arbitrary view is to estimate the pose 
of the face. Fuzzy logic and neural networks have 
been used to develop a face detection module [lo] in 
which a face is located within an image of a scene. 
The face detection module also provides additional 
information concerning the size, location, and pose of 
each identified component of the detected face. The 
face detection module can handle large variations in 
face images due to changes in view-point of up to 
f 4 5 O  about the up/down, left/right, and frontal di- 
rections. The system classifies the face image into 
one of llxllxll possible poses. More detailed dis- 
cussions of the face detection module are given in 
[lo]. 
Fig. 2. The 3D head space. 
B. Recovery of the 30 Structure of the Face 
Using the information provided by the face detec- 
tion module, the recovery of the 3D structure of the 
face is then performed. A total of 1331 2D full-face 
images of different views, comprising combinations 
of 11 rotations about each of the X ,  Y ,  and 2 di- 
rections, are rendered by rotating the head model. 
Figure 2 shows the 3D head space. This render- 
ing process produces face images with up to f45' 
up/down, left/right, and frontal directions of rota- 
tion (with a resolution of 9"). Figure 3 displays 121 
view-points of a person's face rotated about the X 
and Y axes. For each of these 121 view-points, 11 
images are rendered as a result of rotation about the 
2 axis. Figure 4 shows 11 images of a person's face 
rotated about the 2 axis. The images in both Fig- 
ures 3 and 4 are all resized to equal sized square 
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Fig. 3. 121 view-points of a person's face rotated about the X and Y axes. 
images to allow better visualisation. 
Next, PCA is utilised for the creation of a face 
space for each of the 1331 poses. In PGA, a dimen- 
sionality reducing linear projection that maximises 
the scatter of all projected samples is selected. The 
optimal basis is given by the eigenvectors of the total 
scatter matrix. Let the training set of n-dimensional 
face images be { I I ,  1 2 , .  . . , I N } .  The average face 
of the set is defined by p = & ELl Ii .  An nxm 
(m < n) matrix B with orthonormal columns is 
sought to best describe the distribution of the data. 
If the total scatter matrix ST is defined as 
N 
ST = (ri - p) ( r i  - p)', (1) 
i= 1 
then after applying the transformation BT, the scat- 
ter of the transformed vectors is B T S ~ B .  B contains 
m eigenvectors of ST corresponding to the m largest 
eigenvalues. 
Prior to  the extraction of the 1331 face spaces for 
different views, the following procedure is performed. 
Fig. 4. Face images rendered from a 3D head with a fixed 
view-point along the X and Y axes, but rotated about the 
Z axis. 
The size of each rendered image is set to 128x128. A 
reference image is chosen for each of the 1331 set of 
images. Within each set of face images, a morpholog- 
ical transformation [15] is performed on the reference 
image representing the set, and on the rest of images 
within the set. This transformation can be described 
as a point-to-point and area-to-area transition of one 
4094 
Source Image Reference image 
Morph 1 Morph 2 Morph 3 Morph 4 Morph 5 
Fig. 5. Morphological transformation of two face images. 
image into another. When one face transforms into 
another face, the transformation of the outline and 
components (nose, left eye, etc.) of the initial face 
to their corresponding outline and components of the 
destination face is also set. Figure 5 displays a mor- 
phological transforimation of a source face image and 
a reference face im,age. 
As stated earlier, the face detection module pro- 
vides the pose infoamation of the detected face, to- 
gether with the location and size of each face com- 
ponent (i.e., left eye, right eye, nose, and mouth), to  
the stage where the 3D structure of the face is recov- 
ered. To adjust the scale, orientation, and position 
of the input face with that of the faces within the rel- 
evant pose set, the! input face image is transformed 
so that the centres of the the face components in the 
input image and those in the reference image of the 
relevant pose set coincide with each other. 
An optical flow algorithm is then employed to per- 
form a pixel-wise correspondence between the de- 
tected face image D and the mean image R of the 
associated pose. The mean face is defined by 
i=l 
+ .  
where { I I  , I 2 ,  . . . , I N }  are N face images of the face 
set under consideration. A hierarchical correlation- 
based optical flow algorithm [3] is employed to de- 
termine the correspondence vectors. The algorithm 
is based on a Laplacian pyramid and a coarse-to- 
fine Sum-of-Squared-Difference (SSD) based match- 
ing strategy. This algorithm can handle the presence 
of large disparities in the images. The SSD measure 
is defined as 
n n  
W(i,j)(R(x + (i,j)) - 
j = - n  i=-n 
(3) 
where W(i,j) denotes a weighting function and d 
is restricted to  the square neighbourhood of size 
(272 + 1)2 centred at a:. At the coarsest level, the 
correct displacements are assumed to  be one spatial 
unit. SSD minima are first located to  integer accu- 
racy within small image regions. Sub-pixel displace- 
ments are then computed by finding the minimum of 
a quadratic approximation of the SSD surface about 
the integer location which best maximises S(z, d) .  
Figure 6 displays the correspondence vector of two 
face images. The correspondence vector defines a 
position in the correspondence space in which image 
D should be located. A normalised detected face 
image DN is obtained by warping image D along its 
correspondence vector. 
Image DN is then projected onto the associated 
face space to obtain a set of approximation coeffi- 
cients as 
a = B T ( D ~  - R) (4) 
where B contains the eigenvectors of the total scatter 
matrix (see (1)). 
The ensembles of 3D surfaces are manually nor- 
malised to adjust scales, orientations, and positions 
of heads. This is done by marking the key-points on 
the surface and the centre of the head, and by ro- 
tating, scaling, and translating each head to match 
the marked point between the head being normalised 
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and the reference head. PCA is again used to  derive a 
dimensionally reduced presentation of surfaces. The 
corresponding coefficients, namely s, are then calcu- 
lated as for a in (4). 
Having parametrised the space of head surfaces, 
an individual head can be constructed by specifying 
the coefficients, s. The basic principle here is that 
the projection of the face image DN onto the face 
space yields the same coefficients as the projection of 
its corresponding 3D surface onto the surface space. 
After projecting the face image onto the face space, 
the coefficients obtained are then used for the calcu- 
lation of the 3D surface. A linear combination of the 
basis vectors that form the surface space produces 
the surface of the face image under consideration. 
Having calculated the 3D surface and the 2D face 
image, the 3D head is reconstructed using texture 
mapping [7]. 
C. Synthesis of the Front View Face 
Once a 3D head is constructed from a 2D face im- 
age, 2D face images can be rendered under different 
pose and lighting effects. For face recognition, a stan- 
dard front-view face image can be rendered because 
the known face database contains front-view images. 
Figure 7 displays a 2D face image, and three face 
images rendered from its calculated 3D head. 
111. RESULTS 
In order to assess the performance of the proposed 
system, the following experiment is carried out. A 
test database of 30 people, collected by Bernard 
Achermann at the University of Bern, is used for this 
study. In this database, 10 images with variations of 
up to  f45' of the head positions (facing the camera, 
right, left, down, and up) are taken for each person. 
Each image contains one well-illuminated face with 
a uniform background. Some face images may con- 
tain spectacles, moustache, and/or beard. The total 
number of face images is 300. By rotating each image 
Fig. 6. Correspondence vector of two face images. 
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randomly within the range of rt45" twice, 600 extra 
images are produced and added to  the data set, re- 
sulting in a total of 900 images. Figure 8 illustrates 
sample face images from this database. 
From this database, 30 front-view images are 
copied into a known face database containing 236 
face images of 236 different people under standard 
pose, thereby increasing the known face database to 
266 front-view face images. The eigenfaces method 
[13] is then trained on the images of the known face 
database. 
The images of the test database is presented to the 
eigenfaces method in two steps. In the first step, the 
face images of the test database are presented to  the 
eigenfaces method without processing them. In the 
second step, however, the face images are presented 
to  the proposed pose correction system, and the syn- 
thesised front-view face images are presented to  the 
eigenfaces method. Table I displays the recognition 
results obtained from this experiment. 
TABLE I 
RECOGNITION RESULTS. 
0 Method 11 Recognition Rate 0 
n Einenfaces I I  36.7% n 
Proposed )I 98.2% il 
As indicated by Table I, the proposed pose correc- 
tion system significantly increases the performance 
of a standard face recognition system. 
IV. CONCLUSIONS 
A method for synthesising a front-view face image 
from the image of the same face with an arbitrary 
pose, has been presented in this paper. Using a 3D 
head database, 2D face images of different views are 
rendered. The face images are allocated to  different 
sets; each set represents a particular pose. A ref- 
(a) (b) (c) (d) 
Fig. 7. A 2D face image (a), and the three face images rendered from its calculated 3D head (b)-(d). 
erence image is chosen for each set of face images. 
Morphological transformations are performed on the 
reference image and the images of each set. PCA is 
utilised for the creaiion of a face space for each set of 
face images. The ensembles of 3D surfaces are man- 
ually normalised to adjust the scales, orientations, 
and positions of heads. PCA is then used for deriv- 
ing a dimensionally reduced presentation of surfaces. 
A pixel-wise correspondence between the input face 
image and the mean image of the associated pose is 
obtained. The input face image is projected onto the 
associated face space, and the obtained coefficients 
are used for the calculation of the 3D surface. A lin- 
ear combination of the basis vectors that form the 
surface space produces the surface of the face image 
under consideration. Finally, the 3D head is recon- 
structed using texture mapping. Once the 3D head 
is constructed, a firont-view 2D face image can be 
rendered using computer graphics techniques. 
Simulation results reveal that the recognition suc- 
cess rate for the proposed methods is higher than 
that for the traditional eigenfaces method. 
Fig. 8. Sample face images from the test database. 
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