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Abstract
We show that ‖Au+u‖L2(Ωε)  C(ε‖∇u‖L2(Ωε) + ‖u‖L2(Ωε)), where Ωε is a thin domain in R3 of
depth ε, the vector field u belongs to the domain of A, which is the Stokes operator for divergence-free
vector fields on Ωε satisfying the Navier boundary condition.
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1. Introduction
In the study of the Navier–Stokes equations the Stokes operator A = −P, where P is the
Leray projection, plays a crucial role. In the periodic domain Ω , we simply have
Au = −u for u ∈ DA, (1.1)
where DA is the domain of A. However when Ω is a more general domain and u satisfies various
boundary conditions rather than the periodicity one, relation (1.1), in general, no longer holds
true. In those cases, the question is that: What is the difference between Au and (−u)? Clearly,
one always has
‖Au+u‖L2(Ω)  C‖u‖H 2(Ω). (1.2)
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norm. For example, as a consequence of Lemma 5 in [1], we have
‖Au+u‖L2(Ω)  C‖u‖H 1(Ω), u ∈ DA, (1.3)
when Ω is a “generic” domain. However, in the case of thin domains, it is shown in Proposi-
tion 3.9 of [4] that for the thin domain Ωε of the form (2.5) below with h0 = 0, we have
‖Au+u‖L2(Ωε)  C
(
ε‖u‖H 2(Ωε) + ‖u‖H 1(Ωε)
)
, u ∈ DA, (1.4)
where ε is the small depth of the domain and the positive constant C is independent of ε. Ele-
ments of the domain DA in this case (see more details in Section 2) satisfy the divergence-free
condition, the Navier condition (2.3) on the top and bottom boundaries, and the periodicity
condition on the sides. (A related inequality for dilated two-layer thin domains appears in
[3, Lemma 2.9].) Roughly speaking, (1.4) shows that Au is a small H 2-perturbation of (−u)
for u ∈ DA.
The current paper is to improve (1.4) by showing that Au is a small H 1-perturbation of
(−u). More precisely, we prove that for a thin domain Ωε as in (2.5) (including h0 = 0),
one has
‖Au+u‖L2(Ωε)  C
(
ε‖∇u‖L2(Ωε) + ‖u‖L2(Ωε)
)
, ε ∈ (0,1], u ∈ DA, (1.5)
where C > 0 is independent of ε.
We also obtain a related result in spherical domains which is applicable to the study of ocean
flows (see Section 4). We will prove (1.5) in Section 2. Using the same method, we give an
alternate proof for (1.3) in Section 3. For applications of the inequalities of this type, interested
readers may look for our forthcoming papers on the Navier–Stokes equations [5,6].
2. Thin domains
In this section, we consider three-dimensional thin domains of the form
Ωˆε =
{
(x1, x2, x3): (x1, x2) ∈R2, h0(x1, x2) < x3 < h1(x1, x2)
}
, (2.1)
where ε ∈ (0,1], h0 = εg0, h1 = εg1, with g0 and g1 being given C3 scalar functions in R2
satisfying the following periodicity condition
gi(x
′ + ej ) = gi(x′), x′ = (x1, x2) ∈R2, i = 0,1, j = 1,2,
where {e1, e2, e3} is the standard basis of R3. We assume that
g = g1 − g0  α > 0. (2.2)
The boundary of Ωˆε is Γˆ = Γˆ0 ∪ Γˆ1, where Γˆ0 and Γˆ1 are the bottom and the top of Ωˆε:
Γˆi =
{
(x1, x2, x3): (x1, x2) ∈R2, x3 = hi(x1, x2)
}
, i = 0,1.
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u ·N = 0 and [(Du)N]tan = 0, (2.3)
on Γˆ , where N is the unit outward normal vector on the boundary, [·]tan indicates the tangential
part of a vector. Above, Du is the symmetric part of the gradient matrix ∇u, that is, Du =
1
2 {∇u+ (∇u)∗}, where (∇u)ij = ∂jui, and (∇u)∗ is the transpose matrix of ∇u.
We study the divergence-free vector fields u(x) in Ωˆε that satisfy the periodicity condition
u(x + ej ) = u(x) for all x ∈ Ωˆε, j = 1,2, (2.4)
and the Navier boundary condition (2.3) on Γˆ .
Due to the periodicity conditions, it is convenient to denote by Ωε the following representing
domain of Ωˆε:
Ωε =
{
(x1, x2, x3): (x1, x2) ∈ (0,1)2, h0(x1, x2) < x3 < h1(x1, x2)
}
. (2.5)
The boundary of Ωε consists of four surfaces on the sides, the top Γ1 and the bottom Γ0.
Let L2per(Ωˆε), respectively Hkper(Ωˆε), k  1, be the closure with respect to the norm ‖·‖L2(Ωε),
respectively ‖·‖Hk(Ωε), of the set of all functions ϕ ∈ C∞(Ωˆε) satisfying
ϕ(x + ej ) = ϕ(x) for all x ∈ Ωˆε, j = 1,2.
Let H˜ = {u ∈ L2per(Ωˆε,R3): ∇ · u = 0 in Ωˆε and u · N = 0 on Γˆ }. We have the Helmholtz–
Leray decomposition
L2per
(
Ωˆε,R
3)= H˜ ⊕ H˜⊥ where H˜⊥ = {∇φ: φ ∈ H 1per(Ωˆε)}. (2.6)
The projection P˜ from L2per(Ωˆε,R3) onto H˜ is standard in the study of Navier–Stokes equations.
However, in the case of Navier boundary condition, it is convenient to consider
H˜ = H ⊕H0 where H0 =
{
u ∈ H˜ : u = a + b × x, for some a, b ∈R3}. (2.7)
We thus have
L2per
(
Ωˆε,R
3)= H˜ ⊕ H˜⊥ = H ⊕H0 ⊕ H˜⊥. (2.8)
Obviously, H⊥ = H0 ⊕ H˜⊥.
The subspace H0 arises from the variational formulation of Navier–Stokes equations with
Navier boundary condition (see [4,8]). Let u = a + b × x ∈ H0, where a, b ∈ R3. From the
periodicity condition imposed on u we have b = 0. Hence
H0 =
{
a ∈R3: a ·N = 0 on Γˆ }. (2.9)
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L2per(Ωˆε,R
3) onto H , the Stokes operator is
Au = P(−u), u ∈ DA,
where the domain DA is
DA =
{
u ∈ H 2per
(
Ωˆε,R
3)∩H, u satisfies (2.3) on Γˆ }.
In general, P = P˜ and for an element u ∈ DA, the term u need not be tangential to the
boundary Γˆ , and hence Au = −u.
Theorem 2.1. For ε ∈ (0,1] and u ∈ DA, we have
‖Au+u‖L2(Ωε)  Cε‖∇u‖L2(Ωε) +C‖u‖L2(Ωε), (2.10)
where the positive constant C is independent of ε.
Before proving Theorem 2.1, we recall the following lemma concerning ∇ × u on the bound-
ary of the domain. While this result is proved in [2], we present the argument here for the
convenience of the reader.
Lemma 2.2. (See [2].) LetO be an open subset of R3 such that Γ∗ = ∂Ωˆε ∩O = ∅. Let u belong
to C1(Ωˆε ∩O,R3) and satisfy (2.3) on Γ∗. Suppose Nˇ ∈ C1(Ωˆε ∩O,R3) with the restriction
Nˇ |Γ∗ being a unit normal vector field on Γ∗. Then
Nˇ × (∇ × u) = 2Nˇ × (Nˇ × ((∇Nˇ)∗u)) on Γ∗. (2.11)
Proof. Let ω = ∇ × u. From the identity Nˇ × ∇(u · Nˇ) = 0 on Γ∗, we have
0 = Nˇ × [(∇u)∗Nˇ]+ Nˇ × [(∇Nˇ)∗u]
= Nˇ × [(Du)Nˇ − (Ku)Nˇ]+ Nˇ × [(∇Nˇ)∗u],
where Ku = 12 {∇u − (∇u)∗} is the anti-symmetric part of ∇u. Since (Du)Nˇ is co-linear to Nˇ ,
we thus have
Nˇ × [(∇Nˇ)∗u]= Nˇ × [(Ku)Nˇ]= Nˇ × [(1/2)ω × Nˇ].
Therefore Nˇ × (ω× Nˇ) = 2Nˇ ×[(∇Nˇ)∗u]. Then apply Nˇ× to this equation and use the identity
a × (a × (a × b))= −|a|2(a × b)
with a = Nˇ and b = ω to obtain (2.11). 
Note from (2.11) that if Nˇ |Γ∗ = ±N then we have
±N × (∇ × u) = ±2N × (Nˇ × ((∇Nˇ)∗u)) on Γ∗,
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N × (∇ × u) = 2N × (Nˇ × ((∇Nˇ)∗u)) on Γ∗. (2.12)
For i = 0,1, let N˜ i be the unit upward normal vectors on Γˆi which can be extended to R3 by
N˜ i(x1, x2, x3) = (−∂1hi(x1, x2),−∂2hi(x1, x2),1)√
1 + |∂1hi(x1, x2)|2 + |∂2hi(x1, x2)|2
.
For x = (x1, x2, x3) = (x′, x3) ∈R3, let
N˜(x) = x3 − h0(x
′)
εg(x′)
N˜1(x)+ h1(x
′)− x3
εg(x′)
N˜0(x). (2.13)
We have N˜0|
Γˆ0
= −N and N˜1|
Γˆ1
= N . We easily obtain the following estimates in Ωˆε:
|N˜j |, |∂j N˜ | Cε for j = 1,2, |N˜3|, |∂3N˜ |, |∂k∂lN˜ | C for k, l = 1,2,3. (2.14)
From (2.12) we have
N × (∇ × u) = 2N ×G(u) on Γˆ , (2.15)
where G(u) is defined on the closure of Ωˆε by
G(u) = N˜ × [(∇N˜)∗u]=
3∑
m=1
umGm, (2.16)
with Gm = (N˜ × ∇)N˜m = ∑3i,j,k=1 eiijkN˜j ∂kN˜m. As usual, ijk is 1 if (i, j, k) is an even
permutation of (1,2,3), is (−1) if the permutation is odd, and is 0 otherwise. By virtue of
(2.14), we have, in Ωˆε , that |N˜j ||∂kN˜m|  Cε, for j = 1,2, k = 1,2,3, or for j = 3, k = 1,2;
therefore |ijkN˜j ∂kN˜m|Cε, and hence |Gm| Cε, for m = 1,2,3. It also follows from (2.14)
that |∇Gm| C, for m = 1,2,3. Consequently,
∣∣∇G(u)∣∣ Cε|∇u| +C|u| in Ωˆε. (2.17)
The following is the basic lemma of this paper.
Lemma 2.3. Let u ∈ DA and let Φ ∈ H 1per(Ωˆε,R3) satisfy ∇ ×Φ = 0. Then
∣∣∣∣
∫
Ωε
u ·Φ dx
∣∣∣∣ C‖Φ‖L2(Ωε)(ε‖∇u‖L2(Ωε) + ‖u‖L2(Ωε)), (2.18)
where C > 0 is independent of ε.
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∇ ×ω = −u. Note that in the following integrations by parts, the surface integrals on the sides
of Ωε vanish due to the periodicity of the integrands. We have∫
Ωε
u ·Φ dx = −
∫
Ωε
(∇ ×ω) ·Φ dx
= −
∫
Ωε
ω · (∇ ×Φ)dx −
∫
Γ
(N ×ω) ·Φ dσ
= −
∫
Γ
(N ×ω) ·Φ dσ.
Let G(u) be defined by (2.16). It follows from (2.15) that
−
∫
Γ
(N ×ω) ·Φ dσ = −
∫
Γ
2
(
N ×G(u)) ·Φ dσ =
∫
Γ
2
(
Φ ×G(u)) ·N dσ
= 2
∫
Ωε
∇ · (Φ ×G(u))dx
= 2
∫
Ωε
Φ · (∇ ×G(u))− (∇ ×Φ) ·G(u)dx
= 2
∫
Ωε
Φ · (∇ ×G(u))dx.
Thus we obtain∫
Ωε
u ·Φ dx = −
∫
Γ0∪Γ1
2
(
N ×G(u)) ·Φ dσ = 2
∫
Ωε
Φ · (∇ ×G(u))dx. (2.19)
Thanks to (2.17), ∣∣∣∣
∫
Ωε
u ·Φ dx
∣∣∣∣C
∫
Ωε
|Φ|(ε|∇u| + |u|)dx,
hence (2.18) follows. 
Proof of Theorem 2.1. Let Φ = Au + u = −Pu + u, then Φ ∈ H⊥. By (2.8), we have
Φ = ∇φ + a, for some φ ∈ H 1per(Ωˆε) and a ∈R3. Thus ∇ ×Φ = 0. Since Au and Φ are orthog-
onal in L2(Ω,R3), we have∫
Ω
|Φ|2 dx =
∫
Ω
(Au+u) ·Φ dx =
∫
Ω
u ·Φ dx.
Applying Lemma 2.3, we obtain (2.10). 
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uated on ∂Ωˆε . Though having similar ideas, our proofs of Theorem 2.1 and Lemma 2.3 avoid
using that higher order term, hence result in the improvement.
Remark 2.5. The proof of Lemma 2.3 gives ideas of estimating
∫
Ωε
u · Φ dx, even when Φ
does not belong to H⊥, see the estimate of the trilinear term in [5].
Corollary 2.6. For ε ∈ (0,1] and u ∈ DA, one has
‖u− P˜u‖L2(Ωε)  Cε‖∇u‖L2(Ωε) +C‖u‖L2(Ωε), (2.20)
where C > 0 is independent of ε.
Proof. We recall that P and P˜ are orthogonal projections from L2(Ωε,R3) onto H and, respec-
tively, H˜ . Since H is a subspace of H˜ , we have
‖u− P˜u‖L2(Ωε)  ‖u− Pu‖L2(Ωε) = ‖u+Au‖L2(Ωε),
which yields (2.20) thanks to Theorem 2.1. 
Remark 2.7. When ε = 1, the domain Ω = Ω1 is not a thin domain any more. We obtain the
estimate (1.3) from Theorem 2.1, and
‖u− P˜u‖L2(Ω) C‖u‖H 1(Ω), u ∈ DA, (2.21)
from Corollary 2.6.
3. General domains
Let Ω be an open, bounded, connected domain inR3 with C3 boundary. The functional spaces
and operators are defined as in Section 2 where Ωˆε is replaced by Ω and no periodicity condition
is imposed on the functions. Note, in this case, that the space H0 defined in (2.7) is not necessarily
reduced to that in (2.9). In the spirit of Corollary 2.6 and estimate (2.21) we obtain:
Theorem 3.1. If u ∈ H 2(Ω,R3)∩ H˜ satisfies the Navier boundary condition (2.3) on ∂Ω , then
‖u− P˜u‖L2(Ω) C‖u‖H 1(Ω), (3.1)
where C > 0 depends on Ω .
Proof. The estimate (3.1), in fact, is a consequence of Lemma 5 in [1]. We present here
an alternate argument, which is based on the methodology used in the previous section. Let
Φ = u − P˜u. Then Φ ∈ H˜⊥ and hence Φ = ∇φ, where φ ∈ H 1(Ω). We still have Φ is
orthogonal to Au in L2(Ω,R3) and ∇ × Φ = 0. Let N˜(x) = N(x), x ∈ Ω , be the C2-extension
of the outward normal vector N from ∂Ω to the whole Ω . It follows that ‖N˜‖C2(Ω) is finite and
hence
∣∣∇G(u)∣∣C(|u| + |∇u|) in Ω, (3.2)
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∫
Ω
|Φ|2 dx =
∫
Ω
u ·Φ dx =
∫
Ω
Φ · (∇ ×G(u))dx. (3.3)
Therefore (3.1) follows from (3.3) and (3.2). 
Remark 3.2. When Ω is not a revolution domain, we have H0 = {0}, hence H = H˜ and P = P˜ .
Subsequently, Au = −P˜u, for u ∈ DA, and (1.3) follows from (3.1).
Remark 3.3. In the context of Dirichlet boundary condition, one has (1.2) instead of (1.3). How-
ever, concerning the size of constant C in (1.2), it follows from the main commutator estimate
in [7] that
‖Au+u‖L2(Ω) 
(
1
2
+ ε
)
‖u‖H 2(Ω) +Cε‖u‖H 1(Ω),
for ε > 0, u ∈ DA = {v ∈ H 2(Ω,R3)∩ H˜ : v = 0 on ∂Ω}.
4. Spherical domains
For the sake of simplicity, we consider the following simple spherical domains
ΩR,R′ =
{
x ∈R3: R < |x| <R′},
where R′ > R > 0. The functional spaces and operators are defined as in Section 3. For
x ∈ ∂ΩR,R′ , we have N(x) = x/|x| and hence the space H0 is reduced to
H0 =
{
b × x, where b ∈R3} = {0}.
Instead of having the estimate (2.10) in Theorem 2.1, we obtain the following version of
Theorem 3.1, with the constant C in (3.1) depending on R explicitly.
Theorem 4.1. Let R′ > R > 0 and u ∈ H 2(ΩR,R′ ,R3) ∩ H˜ satisfying the Navier boundary
condition (2.3) on ∂ΩR,R′ , then
‖u− P˜u‖L2(ΩR,R′ ) C
(
1
R2
‖u‖L2(ΩR,R′ ) +
1
R
‖∇u‖L2(ΩR,R′ )
)
, (4.1)
where C > 0 is independent of R and R′.
Proof. Let (θ,φ, r), θ ∈ [0,π], φ ∈ [0,2π] and r ∈ [0,∞), be the spherical coordinates and let
B = {eθ , eφ, er} be the usual moving frame. In this case, N˜ = er , for every r ∈ [R,R′], plays the
same role as the extension N˜ defined by (2.13) in Section 2. As in (2.16), let
G(u) = N˜ × [(∇N˜)∗u]= er × [(∇er )∗u].
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the basis B . Let u = Uθeθ + Uφeφ + Urer , i.e., [u]B = U = (Uθ ,Uφ,Ur). Calculations using
spherical coordinates yield
[∇er ]B = diag
(
1
r
,
1
r
,0
)
and
[
G(u)
]
B
= 1
r
(−Uφ,Uθ ,0).
It follows that
∇ ×G(u) = −1
r
∂rUθeθ − 1
r
∂rUθeφ + 1
r2 sin θ
{
∂θ (sin θUθ )+ ∂φUφ
}
er
= −1
r
Q13eθ − 1
r
Q23eφ +
(
1
r
Q22 + Uθ −Ur
r2
)
er ,
where Q = (Qij )i,j=1,2,3 is the matrix [∇u]B . Since |Q| = |∇u| and |U | = |u|, we obtain
∣∣∇ ×G(u)∣∣ C
r
|∇u| + C
r2
|u| C
R
|∇u| + C
R2
|u|, (4.2)
with possible C = √2.
Let Φ = u− P˜u. As in the proof of Theorem 3.1, we obtain
∫
ΩR,R′
|Φ|2 dx =
∫
ΩR,R′
u ·Φ dx =
∫
ΩR,R′
Φ · (∇ ×G(u))dx. (4.3)
Then (4.1) follows from (4.3) and (4.2). 
Remark 4.2. In studies of ocean flows, R is considered to be very large and R′ = (1 + ε)R with
small ε ∈ (0,1], then ΩR,R′ is a thin shell ΩεR . The constant C in (4.1) is independent of ε, that
is, independent of the depth of the domain. In this case, (4.1) becomes
‖P˜u−u‖L2(ΩεR)  δ(R)‖u‖H 1(ΩεR),
where limR→∞ δ(R) = 0.
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