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Introduction
Combustion instabilities (CI) are a major problem for the design and operation of power-generation systems such as gas turbines, aeronautical engines and rocket engines [1] . The constructive coupling between acoustic waves and unsteady heat release rate constitutive of CI, is responsible for loss of performance, restriction under operating conditions and sometimes catastrophic failures. The challenge for understanding and predicting CI lies in the multiplicity of physical phenomena involved in the unstable loop [2] : acoustics, vortex dynamics, mixing, turbulence, chemistry, two-phase flows, etc. One of the canonical configurations for the study of CI is the laminar premixed flame, which has been extensively scrutinized [3] [4] [5] [6] . Despite its apparent simplicity, this flame contains one of the main physical mechanisms driving CI: the dynamic interaction between acoustics, vortical structures in the flow field and the flame front. Comparative studies of conical, V-shaped and triangular flames gives insight into the mechanisms driving the overall response of the flame to acoustic perturbations [7] . The crux of the matter for the prediction of CI is to model this response, which is often achieved through a so-called Flame Transfer Function (FTF), relating the unsteady heat release rate of the flame, q ′ , to the incident acoustic velocity perturbation, v ′ . In many of the above mentioned configurations, reasonably accurate analytical models for the FTF can be derived [6, 8] . For realistic combustion devices, the FTF must be measured experimentally [9] [10] [11] or com-puted with high-fidelity unsteady 3D numerical simulations [12] [13] [14] .
For the design of stable combustion devices, a trial-and-error experimental approach is very costly so that alternatives using numerical simulation are sought. The first option, which may be called a brute-force approach is to solve the reacting Navier-Stokes equations over the whole configuration. Large-Eddy Simulation, for example, has shown its potential for this task [15, 16] . The computational cost of a single simulation is however so large that the exploration of the whole range of operating conditions or design variations is impractical. An alternative is to solve only for acoustic perturbations and model the flame via the FTF: the resulting tool may be called a thermoacoustic code. Whether the equations be Linearized Euler or Helmholtz, in complex 3D geometries or 1D network models, the methodology is usually computationally lean and has shown its ability to predict stability maps [10, [17] [18] [19] [20] . The typical output of a thermoacoustic solver is threefold: (1) the frequency of the instability, (2) the shape of the associated pressure and velocity fields and (3) the linear growth rate of individual eigenmodes.
Because the impact of the flame as an active acoustic source is usually small, the prediction of eigenfrequencies and mode shapes is not a difficult task. The determination of the growth rates is more subtle as it requires a precise evaluation of the flame response (with a FTF for example), the fluxes through the boundaries (by specifying the impedances) and the sources of internal dissipation (through friction at the walls and transfer from acoustics to vorticity). And yet, a precise determination of the linear growth rate is crucial for the design and safe operation of an engine. Indeed, even if a given operating point is observed as stable, it is useful to know how far from stability it is so that small changes (manufacturing variations, aging through mechanical and thermal stress, variations in fuel properties, etc.) do not trigger a CI. The objective of the present work is to present various experimental techniques that can be used to measure the growth rate of stable or unstable modes with the intent to serve as a validation for thermoacoustic solvers. The manuscript is organized as follows: First, in Section 2 a general model for a second-order dynamic system is presented. This model is the starting point to derive the particular solutions to the corresponding four damping/growth rate identification methods. Then, the experimental setup and diagnostics are presented in Section 3 . The experimental results for each of the four identification methods is then discussed in Section 4 . Finally, a low-order model is derived in Section 5 and compared to the results of Section 4 for the validation of its ability to predict the linear growth rate of CIs.
Nomenclature

Theoretical model
The objective of this work is the evaluation of the growth rate for a specific mode and as explained in [19, 21] , around a given eigenmode of angular frequency ω 0 , it is a valid assumption to consider that the thermoacoustic system obeys a second-order differential equation of the form:
This formulations follows that of [21] , where η represents any state variable and f is a non-linear function of η and its first derivative ˙ η, which accounts for internal dissipation, fluxes of acoustic energy at the boundaries and the contribution of unsteady combustion, i.e. the flame. ξ , corresponds to a forcing term due to an external device such as a loudspeaker. In the present study, η can be the acoustic pressure p ′ or acoustic velocity v ′ at a given location in the experimental rig, or the heat release rate integrated over the entire combustion chamber, ˙ q ′ . Following [21] , the function f may be modeled as:
where α corresponds to the contribution of linear acoustic absorption in the volume and fluxes at the boundaries, meaning that it is positive. β is the linear contribution of the feedback induced by the flame. It is positive when the flame drives the instability and negative when unsteady combustion damps acoustic fluctuations.
The coefficient κ accounts for the non-linearity of flame response to acoustics and controls the amplitude of the limit cycle reached when the system is linearly unstable. The growth/damping rate, ν, of the system is defined as:
Without combustion, β = 0 , then ν = −α/ 2 , so that the system is always stable. In a reacting flow, if β > α then ν > 0, meaning that the driving contribution of the flame overcomes the linear acoustic losses and the system becomes linearly unstable. On the other hand, if β < α the system is linearly stable.
Eqs. (1) 
Harmonic response method (HR)
The harmonic response has been extensively used in the study of combustion instabilities for non-reacting [22] and reacting [20, 23] flows. However, this technique is limited to systems featuring negative growth rates, i.e. ν < 0. For a linearly stable system, the non-linear part of Eq. (2) can be neglected as long as perturbations to the equilibrium state are small so that Eq. (1) reduces to:
Taking the power spectral density of Eq. (4) yields:
where S η (respectively S ξ ) is the power spectral density of η (respectively ξ ). Eq. (5) indicates that the system has a maximum response at the angular frequency ω = ω 0 1 − (ν/ω 0 ) 2 with a width at the half maximum of 2 ν. Consequently, the principle of the HR method is to determine ω 0 and ν by applying an optimal fit of Eq. (5) to the power spectral density of experimentally mea-
Impulse response method (IR)
For combustion application, the impulse response method has been less used [20, 24] than the HR method. Moreover, it is only suitable for linearly stable systems, i.e. when ν < 0. The system is pushed away from its steady state by a very short perturbation and it subsequently behaves as a damped harmonic oscillator, which obeys the homogeneous form of Eq. (1) :
Because non-linear terms have been neglected, Eq. (6) is only valid for small amplitudes. In the limit case where ( ν/ ω 0 ) 2 < < 1, which has been verified for all cases presented in this paper, the solution of Eq. (6) is:
Thus, the principle of the IR method is to determine ω 0 and ν by fitting Eq. (7) to the time traces of the flow variables p ′ , v ′ or ˙ q ′ .
Active control method (AC)
Active control of combustion instabilities has been used in the combustion community for a while [25] [26] [27] [28] [29] and more recently [30] . It was first introduced in the 1980s on a Rijke tube [31] , demonstrating that using a very small fraction of the system energy, the acoustic pressure amplitude can be reduced by several orders of magnitude. The theory behind active control of combustion instabilities is out of the scope of this study, here we simply use this technique with the intent to measuring ω 0 and ν.
Once a system with a positive growth rate ( ν > 0), is stabilized by an active control method, it is possible to stop the control and study the temporal evolution of the system in the linear regime. Although the growth rate is positive, the assumptions of Section 2.2 still hold so that the system follows Eq. (7) . The principle of the AC method is then the same as the IR method: recovering ω 0 and ν by fitting Eq. (7) to the time traces of p ′ , v ′ or ˙ q ′ . Care needs to be taken regarding the assumption of linearity of the flame response meaning that only small amplitudes should be considered.
White noise method (WN)
Stochastic white noise was used in [21, 32] to retrieve the deterministic parameters of a second-order dynamic system and in [13] to calculate the FTF of a swirl burner in a LES simulation. In [21] , the forcing originated from turbulent fluctuations or from actuators excited by a signal generator. Unlike other methods, WN is adequate for both stable and unstable cases. However, as it is based on the processing of stochastic data, long temporal samples are needed to obtain accurate results.
When the system features a negative growth rate ( ν < 0), the assumption of Section 2.1 still hold. The difference between the HR and WN methods lies in the nature of the forcing, which is harmonic for the former and non-coherent stochastic white noise for the latter. The procedure for the determination of ω 0 and ν is then the same as for the HR method: fitting Eq. (5) to the power spectral density of experimentally measured p ′ , v ′ or ˙ q ′ .
Table 1
Summary of the different methods and the configuration to which they apply.
Model equation Configuration
The case of a linearly unstable system featuring a positive growth rate ( ν > 0) is now considered. As lucidly explained in [21] the amplitude, A , of the limit cycle fluctuates around a mean value, Ā , because of the stochastic perturbations from ξ . These fluctuations are denoted A ′ and follow the first-order differential equation:
where 
The principle of the WN method for an unstable flame consists in fitting Eq. (9) to experimental data. As noted in [21] this method is valid only if the limit cycle is weakly perturbed by additive white noise, i.e. ν ≫ c 0 .
The various methods proposed for the determination of the growth rate of combustion instabilities are summarized in Table 1 . It should be pointed out that the methods described in Section 2.1 and Section 2.4 for stable systems assume that there is no linear modal interaction, i.e. the eigenfrequencies are not too close from each other. Otherwise, the responses related to two adjacent modes may overlap. In the present work, this is not a problem since the closest mode is several hundred Hertz away. However, in annular systems for example, the modal density is usually quite high, questioning the applicability of the methods.
Experimental set-up
The experiment is a slot burner [20, 33] with a laminar premixed methane/air flame stabilized at the burner outlet ( cf. Fig. 1 ). The four main components are: a mixing chamber, a plenum, a convergent nozzle and a rectangular-cross-section slot (width w s = 10 mm and length l s = 100 mm) with a height h s = 70 mm. The flow rates of air and methane are controlled and measured via individual mass flow meters (Bronkhorst F-201 AV-AAD-33-V). Reactants are injected at the bottom of the mixing chamber in a crossflow configuration to maximize mixing. The premixed flow is then laminarized in the plenum by an array of small glass balls and three honeycomb panels. Finally, it passes through the converging nozzle and the slot. The level of premixing is excellent as the flame shape is regular and steady in stable operating points. The temperature of the burner rim is controlled by four water cooled cylindrical passages. The water temperature in the upper channels can be set between 1 and 99 °C, with a mass flow rate up to 1 kg/min. In the lower channels, water at ambient temperature flows at 5 kg/min. The purpose of this dual-channel cooling system is to be able to control T s , while maintaining the lower part of the slot and the burner under ambient conditions. 
PM + CH
* is a photomultiplier equipped with CH * filter. HW corresponds to a hotwire. T s is K-type thermocouple. S 1 and S 2 are two loudspeakers. AC is an accelerometer.
Diagnostics
A K-type thermocouple is placed 1 mm below the burner outlet. It gives the temperature, T s , of the material as close as possible to the flame base. A hot-wire probe (Dantec Dynamics, Mini CTA equipped with a 55P16 probe), labeled HW in Fig. 1 , is used to measure the unsteady axial velocity v ( t ), located 55 mm upstream of the slot outlet. A photomultiplier (Thorlabs, Bialkali PMT, PMM01), labeled PM in Fig. 1 , measures the unsteady intensity, I ( t ), of spontaneous emission of CH * radicals. The PM is equipped with a narrow-band filter centered on a wavelength λ = 430 nm and is placed 400 mm away from the flame, aligned with the z axis, facing the longitudinal axis of the flame, which is fully included in its field of view. It has been shown that for lean premixed flames, I ( t ) is proportional to the heat release rate [34] . Two microphones, M 0 and M 1 , (B&K 1/4" Prepolarized Free-field 4954-B) are used to record the acoustic pressure fluctuation, p ′ 0 (t) and p ′ 1 (t) , respectively. M 0 is placed in a waveguide connected to a pressure plughole in the middle of the plenum [35] , while M 1 is located 300 mm away from the burner. Two loudspeakers (Focal, ISN 100), one in the interior, S 0 and the other at the exterior of the burner, S 1 , are used to generate acoustic waves prescribed by a signal generator (National Instruments, PCI-6052E). Moreover, an accelerometer (AllianTech, ultra miniature 3224A3 accelerometer) is placed on the membrane of the loudspeaker S 0 in order to monitor its displacement.
Experimental results
The four identification methods described in Section 2 are now applied to the burner of Fig. 1 in order to estimate the frequency, ω 0 and growth/damping rate, ν. This slot burner is operated close to its stability limit. This limit is controlled by the burner-rim tem- perature, which can be used in a reliable and repeatable way to adjust the level of instability [20] . Changing the cooling-water temperature allows to cross the stability limit so that the accuracy of each identification method can be tested. Five different combinations of equivalence ratio, , and burner rim temperature, T s , were chosen as operating points. The bulk velocity, v b = 1 . 8 ms −1 , and fresh gases temperature, T g = 27 °C, are kept constant. Table 2 presents the operating conditions: one non reacting and five reacting cases. Two stable 2 and three unstable conditions are considered. The unstable points have different limit-cycle amplitudes of heat release rate fluctuations, which are 3%, 7% and 12% of the mean, for the Reacting Slightly Unstable (RSU), Reacting Unstable (RU) and Reacting Very Unstable (RVU) cases, respectively. Table 2 also shows, in grey, which identification method is applicable for each operating point.
Harmonic response
The HR method can be applied to the three stable cases: NR, RVS and RS. The external loudspeaker S 1 ( cf. Fig. 1 ) delivers an harmonic excitation ξ = ℜ (ξ 0 e −iωt+ φ ) towards the flame. The fluctuations of the flow variables, were characterized for frequencies, between f = 30 Hz and 80 Hz by steps of f = 0 . 5 Hz. The amplitude of the input signal is kept constant for all frequencies. The signal is 2 s long and the result, for each frequency, is the average of 4 samples. Figure 2 shows the normalized power spectral density of pressure ( S p ′ 0 ), velocity ( S v ′ ) and heat release rate ( S ˙ q ′ ) fluctuations for the three cases. All variables exhibit a peak in the magnitude of the response, typical of a resonance, as expected from Eq. (5) . The presence of the flame has a three consequences:
1. The peak shifts to the right meaning that unsteady combustion slightly increases ω 0 .
2. The width of the resonance peak decreases with combustion, indicating that the flame has a destabilizing effect on the system. However, its contribution is not sufficient to overcome linear acoustic losses so that the burner remains stable. 3. The absolute amplitude of the acoustic signal at the response frequency increases with combustion, which confirms item (2). The rms of pressure fluctuations for the NR, RVS and RS cases are 3.7 Pa, 9.7 Pa and 12.1 Pa, respectively.
It should also be pointed out that the PSD of pressure in the NR case is more noisy. No exact explanation for this is available at the moment. However, taking into account that the same excitation amplitude was used in non-reacting and reacting cases, the signal to noise ratio is lower in the NR case due to its smaller growth rate. Nevertheless, this does not elucidate why the velocity spectrum is less noisy than that of the pressure.
In order to illustrate the post-processing procedure, the PSD of velocity in the RS operating point is presented in Fig. 3 , together with the corresponding fit from Eq. (5) . For this specific case, f 0 = ω 0 / 2 π = 58 . 36 ± 0 . 016 Hz and ν = 7 . 1 ± 0 . 14 s −1 , with a 95% confidence interval.
The results for the HR method are summarized in Table 3 and they quantify the qualitative observations obtained from Fig. 2 . The peak in the spectrum of the response is shifted by 10% between non-reacting and reacting cases and it is almost equal for the RVS and RS cases. With the flame, ν increases but remains negative.
The system is still stable but closer to the stability limit. Likewise, | ν| is larger for the RVS than RS case, which is consistent with the results of [36] .
Impulse response
The IR method is now applied to the NR, RVS and RS operating points. A short impulse, δ, is delivered by the loudspeaker S 0 at the bottom of the plenum ( cf. Fig. 1 ):
where A IR = 0 . 94 V is the amplitude of the electric signal sent to the amplifier and τ IR = 0 . 2 ms. The time traces recorded for the RVS case are shown in Fig. 4 . At t < 0 the system is stable, then at t = 0 the impulse is generated. The membrane of the loudspeaker experiences a strong acceleration and returns to equilibrium in less than 20 ms. The flow velocity is also perturbed by the impulse and slowly returns to equilibrium, in about 400 ms, with oscillations typical of an under-damped system. The fact that the loudspeaker membrane returns to equilibrium faster than the acoustic velocity is a good indication that fluctuations observed in the flow variables, correspond to the response of the burner, rather than residual forcing. The accuracy of this method is limited to high values of signal to noise ratio. Significant errors occur when the signal to noise ratio falls below 10 with respect to the initial amplitude [24] . In order to eliminate the high frequency noise seen in the velocity signal of Fig. 4 , the impulse is repeated 400 times spaced of 10 s for each operating point. Finally, the IR is averaged over the 400 samples, increasing the signal to noise ratio from 11 to 31.
The averaged time traces for p ′ 0 , v ′ and ˙ q ′ are presented in Fig. 5 , for the three linearly stable cases NR, RVS and RS. While velocity shows a monotonous decay, pressure fluctuations initially increase after the impulse for about two cycles. Given the amplitude of the excitation, the initial heat release rate fluctuations are fairly non-linear, which is to be expected [22] . Like for the HR method ( cf. Fig. 2 ) , the pressure signal for the non-reacting case is not as clean as for the other operating conditions.
For the fit to Eq. (7) , the experimental data is restricted between 80% and 10% of its peak amplitude. A typical example of this fit for the RVS case is presented in Fig. 6 . Table 4 summarizes the results of the IR method, which are consistent with the HR results of Table 3 .
Active control
The AC method can in principle be applied to all unstable operating conditions. However, because the amplitude of the fluctuations are very small in the RSU case, the active control does not bring significant reduction for this regime. It is therefore only applied to the RU and RVU cases. The active control technique used in this study is a fixed-coefficients closed-loop controller [26] . The signal from the plenum microphone, M 0 is phase delayed, amplified and sent to the speaker S 0 mounted on the bottom of the plenum ( cf. Fig. 1 ). The gain and phase lag of this controller are constant and identical for the RU and RVU cases. Figure 7 shows the spectra of the velocity fluctuations for the RVU case, with and without active control. When activated, AC reduces the amplitude of the fundamental frequency by almost 50 dB.
The procedure for the AC measurements is based on that of [26] and is as follows: the controller is turned on and the system is kept stable for a few seconds; the control is then turned off at t = 0 and the instability grows. A typical time trace of plenum pressure fluctuations, p ′ 0 is shown in Fig. 8 . This procedure is repeated 40 times and the measurements are phase averaged in order to reduce noise. Figure 9 shows the corresponding traces for RU and RVU, restricted to the interval where the amplitude is between 20% and 60% of the limit cycle, which is considered for post-processing. It is obvious that the RVU case is the most unstable as it takes less cycles to reach the upper bound.
The quantitative results of the AC method are summarized in Table 5 . The growth rate is larger for the RVU condition, as expected from Fig. 9 . Results also show very little dispersion regardless of the variable used for the analysis.
White noise
For the WN method, the stochastic non-coherent noise is imposed by the plenum loudspeaker S 0 (see Fig. 1 ). The amplitude of the additive white Gaussian noise was chosen so that, in the case of a system with positive growth rate, ν is at least one order of magnitude larger than the amplitude of the normalized stochastic forcing level, c 0 , as required for the analysis ( cf. Section 2.4 ). This amplitude was kept constant for all stable and unstable cases. The processed signals are 100 s long and the acquisitions are repeated ten times for each operating point, this is equivalent to having signals containing approximately 60,0 0 0 cycles for unstable cases.
Negative growth rate
When the system is linearly stable, it is possible to extract the damping rate by fitting the power spectral density of the flow variables signals with the second order model given in Eq. (5) . Each 100 s long trace is split in 20 equal parts for which the PSD is calculated. The resulting 200 PSDs are averaged to lower stochastic noise and the results of this procedure are shown in Fig. 10 for the three linearly stable cases NR, RVS and RS. The PSDs are very similar to the results of the HR method ( cf. Fig. 2 ) except that they are not as smooth. In order to illustrate the post processing procedure, The quantitative results of the WN method for the cases with negative growth rates are summarized in Table 6 . These results are consistent with that of the HR methods ( cf . Table 3 ): the prediction of the frequency are within 1 Hz but the damping is systematically overestimated by the WN method, especially for the RVS case where it is 50% larger.
Positive growth rate
For the linearly unstable conditions (RSU, RU and RVU), the damping rate of the system is obtained with the WN method [21] by fitting the PSD of limit-cycle amplitude variations with Eq. (9) . Similar to the linearly stable cases analyzed in Section 4.4.1 , each 100 s trace is split in 5 equal parts, then the PSD of the magnitude of the analytic signal (i.e. the original signal + i times its Hilbert transform) is calculated for each interval. The resulting 50 PSDs are averaged, which reduces the high frequency noise by 10 dB and are presented in Fig. 12 for the for the three linearly unstable operating points. Qualitatively, Fig. 12 suggests that the cut-off frequency in the PSD of the limit-cycle amplitude increases from the RSU to the RU and RVU cases. Using Eq. (9) , this indicates that the growth rate increases. The sharp peak around 8 Hz in the spectra of heat release rate corresponds to the flickering of the flame due to buoyancy. This perturbation is restricted to the burnt gases and therefore not measured in the pressure and velocity signals.
The post processing procedure is illustrated in Fig. 13 , showing how the experimental PSD of the velocity signal for RSU is fit to Eq. (9) .
Finally, the results of the WN method applied to the linearly unstable cases are summarized in Table 7 . Comparing with the AC method presented in Table 5 , the predictions of ω 0 are virtually identical. The growth rates determinations are similar within a 15% range. 
Summary
The measurements of f 0 and ν obtained with the four techniques on the five operating points are summarized in Fig. 14 , where each symbol corresponds to the mean value of all three flow variables for each operating point. For the NR case, because the pressure PSD are noisy, the evaluation with the HR and WN methods were discarded. All identification methods show consistent results for the resonance frequency, with a dispersion usually smaller than 1 Hz. The growth / damping rates predictions are also surprisingly gathered. The largest dispersion between identification methods is found for the RVS case but no specific reason for this larger scatter is foreseen. 
Validation
At this point it is interesting to try and predict the stability map of Fig. 14 . For this purpose, a low-order model of the present slot burner is now given, based on previous studies [22, 35, 37] . Because the combustion instability is here locked on the Helmholtz mode of the plenum, one can derive an analytical model valid for this specific mode. For harmonic velocity perturbations, v ′ = ˜ v e −iωt , the system obeys a second-order equation for the pulsation ω, which may be written in the form [20, 36] :
where ω 0, nr is the resonance frequency and α the damping rate of the system, both under non-reacting conditions. The fact that ω 0, nr and α correspond to non-reacting conditions stems from the derivation of the model [35] [36] [37] . The influence of the flame is modeled by an interaction index, N , and a time delay, τ , which are linked to the Flame Transfer Function (FTF). The FTF, F (ω) , is a complex number measuring the response of the flame to acoustics, and is expressed as the ratio of the relative heat release rate fluctuations, ˙ q ′ / ¯˙ q, to the incoming velocity fluctuations, v ′ / v :
where G is the gain of the FTF and ϕ its phase, which is linked to the time delay, τ , of the flame through ϕ = ωτ . Then, the interaction index, N , is defined as:
where C is a factor accounting for sound radiation from the flame, depending on the burner geometry and the operating conditions. Following the work of Price et al. [34] :
where S s = 10 −3 m 2 is the slot cross section, h = 0 . 106 m the effective height of the slot 3 and E is the ratio of the fresh to the burnt-gases density. E changes because the equivalence ratio is not the same for all cases. It is computed by an equilibrium calculation with the Cantera software. The distance between the noise source and the burner outlet is denoted r and it is obtained from direct visualization as the location where the flame pinches [22] . The numerical values of E, r and C and are recalled in Table 8 .
The stability of the system is determined by the complex roots, Finally, the FTF are obtained by the classical procedure of sending a small amplitude harmonic signal through the speaker S 0 . The flame must be stable in order to measure the FTF and as explained in [36] , a simple way to stabilize this setup is to increase the height of the slot. This modification does not alter the flame but shifts down the frequency of the Helmholtz mode. For the measurement of the FTF in the RSU, RU and RVU conditions, the height is increased to 150 mm, resulting in stable combustion. It was checked for the stable operating points that the FTFs measured with a 150 mm slot and 70 mm slot are identical. Only the frequency range [48, 62] Hz is needed for this study. Heat release rate and velocity fluctuations are recorded simultaneously by the photomultiplier and the hot-wire probe, respectively ( cf. Fig. 1 ). The level of rms velocity fluctuation is kept constant at 10% of the bulk velocity ( v b = 1 . 8 m/s) for all frequencies. Figure 15 shows the gain and the phase of the FTF for the five reacting operating points, RVS, RS, RSU, RU, RVU. Because in the range of interest both the gain and the phase of the FTF vary linearly with ω, for the numerical resolution of Eq. (11) , they were interpolated with linear functions. It should be pointed out that, for all operating points, the phase of the FTF is between [ π , 2 π ] at the frequency of the eigenmode, i.e. [57,59] Hz. Thus, the necessary condition for an instability to develop, resulting from the Rayleigh criterion is fulfilled [22] . Nevertheless, only RSU RU RVS are unstable. The reason is that this condition is necessary but no sufficient: in order to trigger an instability the gain of the FTF must be large enough to overcome the various acoustic losses, which is not the case for the RVS an RS conditions.
The solutions of Eq. (11) are presented in Fig. 16 . It is clear that the predictions of Eq. (11) closely follow the experimental data and always recover the proper stability of the eigenmode. While the frequencies typically match by less than 5%, the growth rates are systematically overestimated by a few Hz for the reacting cases.
Conclusion
Four methods were presented for the experimental evaluation of the growth (or damping) rate associated with an acoustic eigenmode. The objective is the detailed analysis of combustion instabilities, either for the mitigation of unstable modes, or the assessment of the distance to the stability limit for a stable mode. These methods were tested on five operating points of a laminar slot burner: two stable and three unstable. The evaluation of the frequency and growth rate were consistent between the methods, giving confidence for their application.
Then a low-order model of the slot burner was derived for the prediction of its stability. The model was fed by Flame Transfer Functions obtained experimentally and its solutions were compared to the experiment. Both the frequency and the growth rate of the eigenmode were predicted with good accuracy for stable and unstable operating conditions. These results give a clear indication that the overall methodology of feeding low-order models or acoustic solvers by FTF is sound and accurate, even close to the stability limit.
It is suggested that these methods be used more systematically on laboratory and industrial burners because they provide the distance to the stability limit, which is very useful for the assessment of the robustness of a given design. Nevertheless, not all methods are suitable for all systems and some practical limitations should be discussed. For example, installing actuators such as loudspeakers inside combustion chambers is not always possible, especially on industrial burners with compact geometries. In such situation, if the flow is turbulent, the WN method presented in Section 2.4 is a good option. Also, the HR and WN a methods assume that there is no linear modal interaction, that is, the eigenfrequencies need to be sufficiently far from each other. This may limit their use in systems where the modal density is high. In these cases the IR, AC or WN b methods may be tried.
