Abstract. In this paper, we consider a non-preemptive task scheduling problem for unrelated parallel processors (UPP) with the objective of minimizing the makespan. We address priority consideration as an added feature to the basic task characteristics of UPP scheduling. A mixed integer linear programming model is developed to obtain an optimal solution for the problem. Computational testing is implemented using AIMMS 3.10 package and CPLEX 12.1 as the solver. Computational results show that the proposed MILP model is e↵ective and produces optimal results with up to 100 tasks run on 5 processors with an average solution time of less than an hour.
1.
Introduction. Parallel processing is a rapidly growing technology due to the increasing demand in many areas of computer science and engineering. Parallel processing is a form of information processing which uses concurrent events during execution. It is a simultaneous processing of the same task on two or more processors with the objective of completing the event in a given time.
A major challenge in parallel processing systems is the ability to handle large volumes of data which has extremely long processing times. To address this issue, scheduling techniques are used to enhance the performance of the parallel processing system. The scheduling problem that arises from this type of system is to allocate the constituent elements program in time and space so that the overall execution time is minimized. In general, the scheduling problem in parallel processing systems consists of subsections for a parallel program with a set of tasks that are normally considered as "consumers" and are produced by a set of parallel resources in accordance to a specific policy determined by the scheduler.
There are three di↵erent categories of parallel processor scheduling problems: identical processors, uniform processors and unrelated processors. The processors are said to be identical for the case where the processing times of each job are the 116 LOUIS CACCETTA AND SYARIFAH NORDIN same for any processor. Uniform processors are a generalization of the identical processors but each processor runs at a di↵erent speed. In the case that processors are unrelated, task processing times di↵er on di↵erent machines. Many parallel processor scheduling problems are NP-hard (Yu et al. [25] ). In this paper, we focus on task scheduling problems where a set of n independent jobs has to be assigned to m unrelated parallel processors. The task scheduling problem on unrelated parallel processors (UPP) has many applications in industry, and these have received considerable attention in the literature over the past decade. For example, in Yu et al. [25] , the UPP scheduling problem considered arises in an actual Printed Wiring Board (PWB) manufacturing line in the electronics industry specifically on drilling operations. The UPP scheduling problem also arises in semiconductor wafer manufacturing as reported by Kim et al. [15] , where the machines operated for dicing are categorized as unrelated processors. The UPP problem not only occurs in manufacturing environments but also in the aircraft maintenance process (Kolen and Kroon [16] ).
In this paper, we investigate the UPP scheduling problem with priority consideration. Priority consideration is an additional feature in the general task characteristic of UPP scheduling. The priority determines the sequence in which tasks are selected for the processor. Our objective is to find a schedule of priority tasks that minimize the makespan. The makespan is the maximum of all the summation of execution times obtained by the parallel processors. Following the three-field notation of Graham et al. [10] , we refer to this problem as R|priority|C max . We develop an MILP assignment model to solve the R|priority|C max problem in ascending order, descending order and order based on the general priority list. The rest of this paper is organized as follows. Section 2 presents the literature review of recent work in this area. In Section 3, the description of the problem and the mathematical formulations are presented. Section 4 details the implementation of the model. We conclude the paper with some discussion in Section 5.
2. Literature Review. The UPP scheduling problem has been broadly investigated in research surveys and the problem is known to be NP-complete (Mokoto↵ and Jimeno [19] ). A general review of machine scheduling problem for single, parallel and multi-stage machine problem can be found in Chen et al. [6] . They presented the complexity, algorithms and approximability for the deterministic machine scheduling. In addition, Blazewicz et al. [5] ; and Ki and Yang [18] compiled a large number of mathematical programming formulations for parallel processor scheduling problems. Furthermore, Gordon et al. [9] reviewed scheduling with additional task characteristics focusing on due date assignment. Allahverdi et al. [1] provided a comprehensive survey on setup considerations.
The classical UPP scheduling problem of minimizing the makespan without additional task characteristics, R||C max , has been widely studied. For example, Silvano et al. [20] obtained a Branch and Bound (BB) algorithm for the exact solution. Glass [8] evaluated the comparison of the performance between a genetic algorithm and other neighborhood search techniques (i.e. Simulated Annealing (SA) and Tabu Search (TS)). SA and TS performed well and provided good solutions compared to the genetic algorithm performance, which is likely to be poor. Srivastava [23] developed an e↵ective TS heuristic using a hashing approach to control the tabu restrictions and diversification of the search process. Recently, Mokoto↵ and Jimeno [19] proposed a new algorithm based on BB with the algorithm using partial enumeration and considering the integrality of a part of the set of binary variables. They claimed and concluded that this approach has less error than other metaheuristic algorithms that have been developed before. Ghirardi and Potts [7] also solved the R||Cmax problem but use the recovering beam search algorithm approach that requires polynomial time.
There are also several researchers that handle the UPP scheduling problem of minimizing the makespan using additional features in the general task characteristics and proposed methods to solve it. For example, Lenstra et al. [14] used an approximation algorithm approach to solve the R|d i |C max problem where d i is the additional feature referred to as a due-date for task i. They presented a polynomial approximation scheme for a fixed processor case. They proved that no polynomial algorithm can achieve a worse case ratio less than 3/2 unless P=NP. Grigoriev et al. [11] considered resources as an added characteristic in the UPP scheduling problem. They used a linear programming rounding technique to deal with machine dependence plus processing time and dependent on the amount of allocated resource, R|resource|C max . Anil Kumar et al. [4] presented a polylogarithmic approximation for R|prec|C max where prec is the condition of the task with precedence constraints. They specifically considered a tree-like undirected graph which is called forest precedence. Herrmann et al. [12] also presented a problem on precedence relation. They developed an intuitive heuristic in the first step and use SA to refine the final solution in the second step for solving the R|prec|C max problem. Shmoys and Tardos [22] used a polynomial-time approximation algorithm with task cost c ij assigned to each processor. The problem is R|c ij |C max . They gave a polynomial-time 2-approximation algorithm to solve the problem. Another task characteristic that is likely considered in the UPP scheduling problem is the preemtion condition and is denoted as R|pmtn|C max . Lawler and Labetoulle [17] formulated the model and solved it using a linear program. Hoogeven et al. [13] also considered the UPP scheduling problem with preemtion. They presented the UPP problem on R|pmtn|Rej + C max with m fixed processors Rm|pmtn|Rej + C max , where the objective function is the preemtion makespan of the accepted job plus the total penalty of the rejected job. They derived a polynomial time e/(e 1) approximation algorithm for the problem R|pmtn|Rej + C max . For the problem Rm|pmtn|Rej + C max , they solved it using the polynomial time approximation scheme (FPTAS).
In this paper, we address an additional feature in the task characteristics of the UPP scheduling which is priority consideration. Under priority consideration, a job may get priority to start and even finish before its predecessor job is completed. Priority consideration is important in the structure of a project network for a parallel processing system to determine the flow of tasks for scheduling and to satisfy the requirement order that is introduced to the system. In the next section, we will describe the details of our problem involving the priority consideration feature in the UPP system.
3. UPP Scheduling Model with Priority Consideration. The priority consideration that is involved in a parallel processor system considers to the relation of an independent task (or probably more) that may require starting the processing earlier before processing begins on another task. In contrast, a precedence relation between two tasks requires that a task cannot start before another task has been completed because the tasks are dependent. For example, in a computer production
Counter
Visa Enrolment
Counter 1 10 min 10 min
Counter 2 30 min 10 min Table 1 . Time taken for the visa and enrolment application factory where the motherboard has to be ready before the installation process of the software applications. In our system, priority consideration is defined by an ordered list, L, that contains a set of independent tasks. Suppose task 1 is the first arrival task in the system followed by task 2. Then, task 2 cannot start processing before task 1 on the same processor, but task 2 can start processing if there is another available parallel processor that can accept the task for processing. Therefore, the rule where task 2 cannot start the processing before task 1 is finished is only applicable on common processors. This type of situation can be found in real applications such as in the area that involves queuing systems in manufacturing and service industries. In addition, another application related to the priority consideration is flow scheduling in network applications such as on multihomed mobile hosts (Zafeiris and Giakoumakis [26] ). Zafeiris and Giakoumakis considered a problem of assigning tra c flows to available active radio interfaces and bearer services in the network selection to obtain the best available Radio Access Network (RAN) to the user. They modeled the problem of network selection and flow assignment in the context of a multihomed Multimode Mobile Terminal where the priority is based on the flow mobility supported by the network infrastructure. In other applications, priority of the task sequence may be important when dealing with the task with certain timing behavior of real-time systems (Bjorn [3] ).
In order to illustrate further about the priority consideration between tasks, we describe the concept by a simple example in a student central o ce in a university. The student central o ce is a place for the university to coordinate the service for all students. Suppose each counter in the student central serves all o cial type of services including enrolment for all students and visa application for international students. The arrangement in the student central allows the earlier student to get served first according to the order. Consider the situation where there are two counters open for business as in Table 1 . Normally, the time taken to process the visa and enrolment will be the same for both counters. However, sometimes there is a technical problem that forces the service for visa application to take thrice longer due to a manual process instead of on-line process as occurs in Counter 2. Suppose that three students have arrived in sequence to get served in the student central o ce. The students require the following services: visa only; visa and enrolment; and enrolment only respectively. Figure 1 depicts two feasible situations for priority consideration.
In the Situation (a) as in Figure 1 , counter 1 serves the student 1 (visa) and student 2 (enrolment and visa). Student 2 has to wait until student 1 is finished the visa application. The priority consideration is given to the third student where the student is allowed to get served for the enrolment from counter 2 earlier than the second student with enrolment and visa application. For Situation (b), counter 1 is attended by student 1 and student 3. Student 3 will be fully served after student 1 Figure 1 . Feasible solutions for priority consideration is finished. Student 2 gets processed in sequence before student 3 but student 3 is served before student 2.
The counters in the student central represent the unrelated parallel processors where the processing time for the same task is di↵erent on each processor. In this example, it is clear that the priority consideration is relevant for unrelated parallel processor system instead of identical processor. The UPP system with objective of minimizing the makespan (i.e. completion time of the last tasks for every processor) adds the di culty to the system and may also increase the computational complexity. Moreover, the UPP problem also has a structure that can be applied in real-time environment.
Formally, the UPP system considered in this chapter has n independent jobs, J i (i = 1, 2, . . . , n), and m unrelated parallel processors, M j (j = 1, 2, . . . , m), that have di↵erent execution times p ij of job i on machine j. Each processor is assumed to be continuously available and there is no idle time between the execution of a pair of jobs. There is no relationship between the machine speeds and each machine is capable of processing only one job at a time. Each job can be assigned to any one of the machines but job migration between processors is prohibited. All jobs are available for processing starting at time zero and there is no precedence constraint among them. The tasks are non-preemptive, meaning that, each task needs to be processed by the same machine without interruption once it is started until completion. Since the processors are unrelated, the processing times of the tasks are dependent on the processors and this may di↵er for every processor even for the same task. In terms of complexity of deterministic scheduling, UPP scheduling problems are the most di cult to solve compared to identical and uniform parallel processors (Yu et al. [25] ).
The ordered list specifies that the assignment of the tasks to the processor must be in sequence. Whichever task has been selected to be assigned to the specific processor according to the priority order will be processed as long as the processor is available. The ordered list of tasks is constructed by prioritizing the tasks based on ascending order, descending order and a general priority list. In particular, we declare three sets of task list based on the priority and we denote as L ascend , L descend and L general . Our goal is to find an optimum schedule of n tasks that satisfies all the constraints and the objective function. We consider minimizing makespan as the objective function where y = C max = max(C j |j = 1, 2, . . . , m). We specifically denote the problem as R|priority(ascending)|C max , R|priority(descending)|C max and R|priority(general)|C max respectively. In the next section, MILP models are developed to formulate the relation between the tasks involving priority consideration in unrelated parallel processors and optimizing the objective function, R|priority|C max . 3.1. Notation. The following notation is used for the problem under consideration. In this section, we will develop a model for priority consideration to the problem R||C max . Therefore firstly, we present the mixed integer programming model (MILP) of the R||C max problem that has been formulated by Potts [21] . We then extend the model and produce a formulation of R|priority|C max problem. The MILP model for the problem R||C max can be written as follows: Let
where i = 1, 2, . . . , n, j = 1, 2, . . . , m and x ij is an 0 1 assignment variables.
y 0 (4)
Constraints (2) ensure that each task is assigned to only one of the m machines. Constraints (3) ensure that the sum of execution time for every task on machine j is less than or equal to C max . For the purpose of defining the value of the total execution time for each machine j, additional constraints to the model (2)- (5) can be written in the following form:
3.2.1. Priority in Ascending Order. Priority in ascending order is a list of tasks where the order of the tasks is in upward rank where
Scheduling an unrelated machine with priority in ascending order R|priority(ascending)|C max can be addressed by the following job sequencing assignment variables:
and
The MILP formulation is as follows:
M inimize y s.t Constraints (2) (5) and
Constraints (10) ensure that only one processing job will start first on each machine. Constraints (11) ensure that each job with ascending order should be processed by exactly one machine. Constraints (12) guarantee the assignment of at most one job to each position on each machine. Constraints (13) ensure that the total execution time for every machine is less than or equal to the makespan. Finally, constraints (14) are to make sure that if z ikj = 1 then J i precedes the processing of J k on the same M j . In constraints (11), (13) and (14), I
k represents the priority condition for J i that must precede J k on M j . Notice that these constraints must meet the condition where i < k and i 6 = k for i = 1, 2, . . . , n, for the task process on M j . In general, this translates to the following:
In constraints (12), K i refers to the sequence assignment conditions for J i that must be followed by J k where i < k and i 6 = k for k = 1, 2, . . . , n when assigned to M j . The following gives the detail of this condition:
Priority in Descending Order. Descending order priority is an ordered list of downward rank of tasks where
n . Scheduling unrelated machines with priority in descending order R|priority(descending)|C max can be addressed by variables (8) and the following 0 1 job sequencing assignment variable:
The MILP formulation is as follows: M inimize y s.t Constraints (2) (5) and
for i = 1, 2, . . . , n k = 1, 2, . . . , n j = 1, 2, . . . , m
Constraints (17) ensure that only one processing job will be the last on each machine. Constraints (18) ensure that each job with descending order should be processed by exactly one machine. Constraints (19) guarantee the assignment of at most one job to each position on each machine. Finally, constraints (20) ensure that the total execution time for every machine is less than or equal to the makespan and constraints (21) are for tasks J i and J k to be processed on the same machine M j if z ikj = 1. Here, we perform the details of the priority condition in constraints (18) , (20) and (21) that must be fulfilled by set K i when the task runs on M j . These conditions satisfy the tasks where i 6 = k and i > k for k = 0, 1, 2, . . . , n.
For constraints (19) , set I k must also obey the assignment condition where i 6 = k and i > k but for i = 1, 2, . . . , n.
Priority with General Priority List. Scheduling unrelated parallel processors with priority list denoted as R|priority(general)|C max . The model is a generalization for all types of task ordering that has been described above where the priority list
. . , J in } and i 1 , i 2 , . . . , i n is a list of tasks according to a certain priority requirement. Which ever tasks need to be done earlier will be at the front of the list. The assignment variables (8) and (16) (2) (5) and
K in and I in are two notations used between constraints (24) (27) that need to be satisfied for the priority sequence condition. The condition I in in constraints (25) satisfy the situation where if k = i a there must be I ia 6 = {i a+1 , . . . , i n }. The details are as follows: Table 3 . Value I in and K in considered in constraint While for constraints (24) , (26) and (27), we have a situation where i = i a , the set K ia must satisfy: K ia 6 = {i 1 , . . . , i a }. The details are as follows:
In the following we present a small example to illustrate what has happened in the constraints that satisfies the priority conditions. It aims to give in brief the selection that needs to be satisfied for the priority sequence condition and assignment condition in the constraints. The processing time of 10 tasks for two unrelated parallel processors are given in Table 2 . The sequence of priority list is J 5 J 8 J 2 J 7 J 6 J 1 J 10 J 3 J 9 J 4 . The problem of R|priority(general)|C max is formulated as the above MILP model and then solved by the AIMMS 3.10 software package which uses CPLEX 12.1 as the solver for minimizing the makespan. The values for I in and K in that are included in constraints (25) , (24), (26) and (27) are shown in Table 3 . The optimal solution of the task sequence and the completion time for every processor are given in Table 4 .
Therefore, from the table the objective value is C max = max{C 1 , C 2 } = C 1 = 52. The solution to the model was found in a time of 0.01 seconds. Table 4 . Optimal solution for the example problem 
4.1.
A Case Study. This case study is intended to demonstrate the whole process for a medium sized problem. The case study is taken from Wu and Ji [24] . The case study consists of 46 tasks for a printed circuit board (PCB) assembly production operation. The task needs to be assigned to five assembly lines called Line 1, Line 2, Line 3, Line 4 and Line 5. These five assembly lines represent the five unrelated parallel machines. The job data for the PCB is shown in Table 5 . The processing time is displayed for each line and the time values in the table are shown in hours.
The time is set to 1, 000 if a job cannot be processed on the line. The priority list of the job on the assembly lines are defined on ready times and the due date to suit our problem. The MILP model has been implemented and compiled using the CPLEX 11.0 package. The MILP gives the optimum result for the instance problem. The result of the makespan is 123.01 hours and the problem is solved within 83.44 seconds. The completion time for each machine is C 1 = 122.74, C 2 = 122.86, C 3 = 122.88, C 4 = 123.01 and C 5 = 122.98. Therefore the result of the makespan is 123.01 hours on M 4 . Figure 2 shows the Gantt Chart of task scheduling obtained by MILP.
Experimental Design.
We implement our MILP model using AIMMS 3.10 on a personal computer (PC) with Intel Core 2 2.66 GHz 1.95 GB RAM. The simulation data for the problem R|priority(general)|C max is generated as follows: 1. The number of independent tasks are n={20, 30, 40, 50, 60, 80, 100}. Table 5 . Tasks information for the case study 2. For every set of tasks, we use a di↵erent number of processors m = {2, 3, 4, 5}. In total, there are 28 combinations of m and n. 3. For every combination of m by n, we generate 20 instances. Therefore, the total number of instances that we have are 28 ⇥ 20 = 560. We use the instance generator that we create in AIMMS by computing the procedure as follows:
We use an interval for the processing time where p min (i, j) = 1 and p max (i, j) = 60. 4. The order of the priority is generated to be the same for all sets of instances to make it comparable.
4.2.1. Computational Results. We now present our result of the MILP model. For this MILP model, the CPU times are reported for every instance. We also consider the result with and without computation time limit. The result for the model will be presented as a gap (%) and can be calculated as follows:
where C ⇤ max is the optimum solution and C max is the value obtained when reached the specified time limit (a)Computation time in dependence of the problem size. Table 6 shows for each combination of n ⇥ m the average computational times in seconds. In the table, we also present the maximum and the minimum CPU time for the n tasks on the m processors. In these simulations, we are interested in the evaluation of performance in terms of CPU time for the model in computation of exact optimal solution for the R|priority|C max . As we can see from the table, this MILP model obviously can be solved within a reasonable time for all tested cases and guaranteed the obtained solution is optimal. The average CPU time reported in the table for every combination is less than 1 hour.
In the average column, we also report in brackets the total instances solved with total computational time limit of 1 hour. From the 560 instances of all combinations, only six instances are over the time limit i.e 1.07%. Specifically, there are two cases obtained from 100 tasks by 4 processors and another four cases are from 100 by 5 processors. For more detail, in Table 7 we present for each involved test cases the minimum gap and the maximum gap at the time limit. For example, from a further Table 6 . CPU times for the MILP model (in seconds). 1,2 Instances solved over the time limit of 1 hour observations of the cases of 100 tasks by 4 processors, the two cases that reached the time limit have obtained the best solution with the gap less than 1% within 150 seconds of the CPU time. Overall, the instances for the six cases that reached the stopping criteria have the gaps less than 0.9% at the time limit. We can conclude that for these cases, the model performs well for the obtained result with small gap with less computation time. Table 7 . Instances solved over the time limit of 1 hour Figure 3 presents the average computation time of processors while tasks stay constant. The diagrams indicate the number of processors on the x-axis and CPU time on the y-axis. The objective is to evaluate the model when the system is growing and the model has more choices in assigning the tasks. The experiment shows that the CPU times have been longer when more resources are allocated. The model increases the search iterations until optimal value. Furthermore, the model has to allocate and schedule the task according to the priority consideration that needs to be satisfied and may take more iterations. All the graphs have a moderate increase in the plot size. Here, for the cases n = 20, n = 30, n = 40 and n = 50 the graph exponentially increased as the number of processors in the system increased due to the time-consuming memory operations. However, there are interesting observations in the figure for the cases of n = 60 and n = 80 when the plot is having only slight increase after m = 4. These results show us that as the number of tasks and processors increase, the performances of the model is getting better when the model has more resources to allocate and increase the possibilities for tasks assignment.
5. Conclusion. In this paper, a case of R|priority|C max is identified and named the unrelated parallel processor scheduling problem with priority consideration. The objective function of the problem is the minimization of the maximum of the total task execution time of every processor. To solve this NP-hard optimization problem, a mixed integer linear programming (MILP) model is developed. The model is validated using an example and a case study. Computational testing is conducted and the experimental results on random data sets showed that the MILP model always provides a good solution, which is always the optimal solution. Moreover, the proposed MILP model performs well as it provides a solution with less computation time than expected.
