A structure theorem for the consecutive 1's property  by Tucker, Alan
;IOURNAL OF COIvfBIb?ATORlAL THEORY 12(B), 153-162 (1972) 
tructure Theorem for the ~o~~e~~ 
ALAN TUCKER 
Department of Applied Mathematics and Statistics 
State Umversity of New York at Stony Brook, Stony Brook, New York 12790 
Communicated by W. T. Tatte 
Received February 25, 1970 
A (0, l)-matrix M has the consecutive l’s property for coh~mns if the rows 
of M can be permuted so that the l’s in each column appear consecutively. A 
graph-theoretic approach is used to characterize matrices with this property 
in terms of forbidden submatrices. Graphs whose adjacency matrix has this 
property are also characterized. 
1. INTRODUCTION 
A (0, I)-matrix M is said to have the consecutive I’s property for co~~~~~ 
if the rows of M can be permuted so that the l’s in each column appear 
consecutively. Fulkerson and Gross [l] have studied this property and 
have given an efficient algorithm to test whether a (0, I)-matrix has the 
property. Ryser [6] has also studied this property and certain general- 
izations. This property is closely related to the study of interval graphs 
(the intersection graphs of intervals on a line). Fulkerson and Gross [I] 
showed that G is an interval graph if and only if its clique-vertex incidence 
matrix has the consecutive l’s property for columns. (A similar result, 
by Roberts [4,5], shows that G is a proper interval graph (L‘proper” 
means that no interval contains another in the interval model) if and only 
if its augmented adjacency matrix (“augmented” means with I’s added. 
on the main diagonal) has this property; for a survey of interval graph 
results and generalizations, see Klee [2] and Tucker [7]). 
The first characterization of interval graphs was given by Lekkerkerker 
and Roland [3]. The basic concept they needed was: three vertices X, y, z 
in a graph G are an asteroidal triple of G if between any two there exists a 
path P such that no vertex in P is adjacent to the third vertex (see Fig. I 
below for examples). 
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THEOREM 1 (Lekkerkerker and Boland). G is an interval graph if and 
only if it contains no asteroidal triple and no primitive (chordless) circuit of 
length 34. 
They then derived a list of minimal subgraphs with either an asteroidal 
triple or a primitive circuit of length 24. By Theorem 1, this list constituted 
a structure theorem for interval graphs. We shall present a characterization 
for the consecutive l’s property for columns which, like Theorem 1, is 
based on the exclusion of asteroidal triples. As above, from this charac- 
terization we deduce a structure theorem for the consecutive l’s property 
for columns. First we need to convert this matrix property into a cor- 
responding graph-theoretic property. 
Given an m x n (0, 1)-matrix M, we can associate with it an unoriented 
bipartite graph G = (VI , VZ , A), where VI and Vz are sets of vertices 
and A is the symmetric adjacency relation defined on VI x V2 , such that, 
for xi E VI and yi E V, , 
x,Ay, 2% entry (i, j) is 1. 
The consecutive l’s property for columns in M has an equivalent 
formulation in G, namely, the vertices of VI can be ordered so that, for 
each x in V, , N(X) = {y : xAy} is a consecutive set of vertices in V, 
(or N(X) = 4). W e call such an ordering a VI-consecutive arrangement 
of G. 
2. PRELIMINARIES 
Given the connected bipartite graph G = (VI , V, , A), we define 
d(x, y) to be the length of the shortest path from x to y. We define 6(G), 
the VI-diameter of G, to ‘be 
%G) = xs~g 4x> Y>; 
3 1 
if X, y E VI and d(x, y) = S(G), then x and y are called VI-diameter points 
of G. Note that the VI-diameter is always even, as is the metric d among 
vertices of VI . We write G-x to denote the subgraph of G obtained by 
deleting vertex x and edges adjacent to x. 
LEMMA 2. If G = (VI , V, , A) is a connected bipartite graph and x is a 
VI-diameter point of G, then G-x is connected. 
LEMMA 3. Let G = (V, , V, , A) be a connected bipartite graph with 
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8(G) = 2. If VI contains no asteroidal triples of 6, then there exists y E V2 
such that N(y) = VI . 
B”ooj: The proof is by induction on n = j V, I. If fz = 2, the result is 
ssume n > 3 and that, for every (rr - l)-subset S of Vr 9 there is 
ys E V, such that S C N( ys). Let x, 9 xz , ;r, be three distinct 
vertices in VI . Then there exist by assumption y1 ) yz , y9 in Vz such that 
(VI - xi) _C N(y,) for i = 1,2,3. If xi $H(y,) for i = 1,2,3, the 
x1 , x2 i x3 are an asteroidal triple of G. Thus, for some i9 xi E N(yi) an 
hence N(yJ = VI ~ 
is an ordering of V, and x, y, E VI , then we write x $ y 
precedes y in the ordering R, and we say x is to the left of y in R. Let 
I P 1 denote the length of a path P. 
LEMMA 4. Let G = (V, , V, , A) be a connected bipartite graph with a 
VI-consecutive arrangement R. Let x, y, z E VI be chosen so that x $ y ,< z. 
The?% y is adjacent to any path from x to z. Further d(x4 y) < d(x, z) and 
d(Y, 4 < 4x, 4 
ProojI Let P = (rO , ql , r, ,..., qn , r> be a path from rO = x to 
B”, = z. Let k be the smallest i, 0 < i < n, such that y.g vi (and so 
rle-r ;i y). Thus, rkel , rk E N(q,), and then the consecutnvlty of AT&) 
implies y E N(qk). So y is adjacent to P. Let Q3: be the path obtained by 
going from y to qk and then back via P to x. Define the path Q, in an 
analogous manner. Suppose P is of length d(x, z). Then R(x, y) < / 
4~ 4 and 0, 4 < I CL I < 4.x, 4. 
bMMA 5. Let G = (VI, Vz , A) be a connected bipartite graph SW% 
that VI corztains no asteroidal triple of G, and let p be a VI-diameter point 
of 6. Suppose G - p has a VI-consecutive arrangement R in which x and y 
are the left and right end vertices, respectively. Then, d((x3p) = 6(G) or 
4Y,P~ = @a 
BooJ: The result is trivial if 6(G) = 2. Assum.e 8(G) > 4. 
G - p is connected by Lemma 2. Since p is a &-diameter p 
exists q E VI such that d(p, q) = 6(G). Define X2(x) = (y : y 
for some z E N(x)]. Let S, = (w E N2(p) : w  $ qj and 
If S2 = O, then, for any w  E N2(p), d(w, q) < d(w, y) by Lemma 4 and 
SQ d(p, q) < d(p, y). Thus d(p, y) = 6(G). Suppose d(p, y) < 6(G) an 
d(p, x) < 6(G). It follows that S, # m and S, f izi. Let v,. be the right- 
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most vertex of S, in R and zr2 be the leftmost vertex of S, in R. Let P be a 
shortest path in G - p from u1 to v2 . It follows from Lemma 4 that, for 
any VI-vertex t in P different from v1 and ~1~) a1 $ t 5 ZJ~. Then, by 
assumption, t 6 W(p) and so p is not adjacent to P. Since v1 , zr2 E N2(x), 
there exist ui E N(p) n N(vJ, i = 1,2. If U&J, , then a2 is in S, , a con- 
tradiction. Similarly not U&J, . Thus vj is not adjacent to the path 
(p, ui , vi) for i 5 j. Then it is easy to see that p, zll , ~1~ are an asteroidal 
triple of G. Hence d(p, y) or d(p, X) equals 6(G). Q.E.D. 
3. THE CHARACTERIZATION OF V&ONSECUTIVE ARRANGEMENTS 
Now we are ready for our main theorem, which characterizes bipartite 
graphs having a V,-consecutive arrangement: 
THEOREM 6. A bipartite graph G = (VI , V, , A) has a VI-consecutive 
arrangement if and only {f V, contains no asteroidal triple of G. 
Proof. Let R be a V,-consecutive arrangement of G. Suppose x, y, z 
are an asteroidal triple in V, with x 5 y ;;;: z. Then there is a path P, from 
x to z, to which y is not adjacent,but this contradicts Lemma 4. 
We prove the sufficiency by induction on II, the number of vertices in G. 
It is clear that we can assume G is connected. The conclusion is trivial 
for yt = 1 or 2. Now assume the theorem is true for all proper subgraphs 
of G. Observe that, if there exists w  E V, such that N(w) = V, , then by 
the induction assumption there is a V,-consecutive arrangement R of the 
subgraph G - w, and, since N(w) is always consecutive, R trivially extends 
to a V+onsecutive arrangement of G. Then Lemma 3 implies we can 
assume S(G) > 4. 
We claim that a VI-diameter point, p, and a I’,-consecutive arrangement 
of G - p, R, can be chosen so that y, the right end vertex of R, is adjacent 
to every path from p to x, the left end vertex of R. To start the proof of 
this claim, let pO be an arbitrary VI-diameter point and let R, be a V,- 
consecutive arrangement of G - p,, in which x,, and y0 are the left and right 
end vertices, respectively, of R, . By Lemma 5, x,, or y0 is a distance 6(G) 
from pO . Assume d(x,, , p,,) = 6(G). We can assume there is a path from 
y0 to p0 not adjacent to x,, , or else we are finished by inverting the order of 
R, . Next, suppose there is a path from x0 to p,, not adjacent to y,, . To 
avoid an asteroidal triple, pO must be adjacent to any path from x0 to y0 . 
Then any path from x0 to y0 must have length at least 6(G), since 
d(x, ,p,J = 6(G). Thus d(x, , y,,) = 6(G). Now consider G - y, with 
V,-consecutive arrangement RI (where x,, $ pO). Since p,, is adjacent to 
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every path from x0 to yO , it is not hard using Lemma 4 and the fact that 
d(x, , pO) = 6(G) > 4 to check that pO is adjacent to every path from 
x, ) the left end vertex of R, , to y,, . Similarly, from d(x, ) = 6( 
we can deduce d(x, , y,,) = 6(G). Ifp, is the right end vertex of , we are 
finished. Suppose y1 (y, # pO) is the right end vertex of 
path from x1 to y1 via yO is adjacent to pO by the a e and any path from 
SC, to y1 in G - yO is adjacent to p,, by Lemma 4. the above argument, 
if our claim is not true for y,, with R, ) OS R, inverted, it must be that yO 
is adjacent to every path from x1 to y1 and d(x, , yl) = 6(G). Now c ider 
G - y, 9 with k;-consecutive arrangement R, (with x1 R$ pJ. the 
above reasoning, if our claim for y1 with R, or R, inverted is not true, 
then yz , the right end vertex of R, , can be neither pO nor yO ; Father pO , 
y, , and y1 are all adjacent to any path from x2 ) the left end vertex of W, ) 
to yz ; and finally d(x, , yJ = 6(G). Now consider G - yz 9 etc. 
graph is finite, eventually, for G - yi , the right end vertex of 
be pO or yj for j < i. Thus the claim follows 
Let p, x, y and R be as in the above claim. Let T be the set of vertices 
in V, which can be reached from x by a path not adjacent to y, Clearly T 
is consecutive in R and y $ T. By assumption, p 4 T. Let u be the rightmost 
vertex of T in R. Now consider R, , a VII,-cons arra~~geme~t of 
G - X. Let v be the leftmost vertex of VI - T i e assume v + p 
(if not, invert the order in R,). Now remove the vertices of T from this 
arrangement and place them, plus x, to the left of o in th er they had 
in R. Call this new arrangement R, . For q E Vz , N(q) r? ~onse~utive 
in R, because it was consecutive in R and N(q) C? (V, - T) is consecutive 
in R, because N(q) n V, was in R, . Suppose N(q) A 
N(q) rr (VP - T) f 0. Then N(q) is consecutive in R, if u a 
N(q). Now N(q) n (V, - T) # m implies y E N(q), for otherwise, by 
definition of T, N(q) n (V, - T) .C 5”. Let WI be a vertex of AT(q) n T. 
Assuming w  f u and v # y, then w  5 u 5 v 5 y, and so w, y E N(g) 
implies u, v E N(q) (similarly if w  = u or v = y). Thus R, give 
consecutive arrangement of G. 
If G = (V, , V’, , A) is a bipartite graph, a bipartite ~~bg~~~h Go = 
(VI*, VzQ, A”) of G consists of subsets VI0 C V, and VzO C V2 and the 
restriction of A to those subsets. In all the following figures of some 
V2 ) A), we denote the vertices of V, by open circles and vertices 
lackened circles. 
THEOREM 7. Given a bipartite graph G = (V, , V, , A), Vl contains no 
asteroidal triple of G if and only if6 contains none of the bipartite ~bg~a~~§~ 
I, , IIn , II&, , IV, V (see Fig. 1). 
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Proof. Necessity is obvious. For sufficiency,it is clearly enough to prove 
the theorem for a minimal G, that is, we assume that, in every proper 
bipartite subgraph G’ = (VI’, V,‘, A) of G, V,’ contains no asteroidal triple. 
Let X, y, z be an asteroidal triple in V, . Let P,, be a primitive (chordless) 
path from x to y not adjacent to z. Define P,, and Pvz similarly. By 
minimality, these three paths contain all vertices in G. Let (Y, P1 , s, , s2 , 
FIG. 1. x, y, z are asteroidal triples in each graph 
P, , t) denote the path (or circuit if rAt) obtained by following path PI 
(perhaps in reverse direction) from Y to s, , then passing to s2 , and then 
along P, to t. If s1 = sz , we write (Y, PI , s, , P, , t). Other obvious 
variations of this notation will be used. Observe that the minimality of G 
excludes possibilities of the sort: (a) for some x’ E V, , x’, y, z are an 
asteroidal triple of G - X; and (b) for some Y in Pus , x, y, z are an 
asteroidal triple of G - Y because there is a path P in G - Y from y to z not 
adjacent to X. For short, we say “P replaces Pgz in G - r.” 
Let X, y, z be named so that / PvB 1 > max(/ P,, I, I P,, I). We can assume 
1 P,, 1 > 2 or else all three paths have length 2 and it follows that G must 
be 1, . Let P,, = (q,, , rl , ql , r, ,..., r, , qn) where q,, = y and qn = z. 
Suppose a vertexp, on P,, - PEa is adjacent to somep, on P,, - P,, . 
Let such a p1 be chosen on P,, as close as possible to X. Then the circuit 
(PI 3 PWJ 3 x3 pm > PJ is an 1, subgraph unless one of p1 and pz is adjacent 
to x and the other is distance two from x. Suppose pzAx and P,, = 
(x, &PI 2 .**, y) (see Fig. 2). Now pzAz (i.e., P,, = (x, pz , z)) or else 
(x, pz , p1 , P,, , y) replaces P,, in G - t. Next note that p1 is adjacent to 
P,, or else p1 , y, z are an asteroidal triple in G - X. But, if pIhi for 
i > 1, we then get a path which replaces P,, in G - pz . Thus plAr, and 
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we have an 1, subgraph of the form (pl , y1 9 P,, ) qlC ,a& or else pzAgi i 
0 < i < n, and then x, t, p1 ,pz , y, r, , ql. , rz , qz bnn 51 V graph, with 
y, x, q2 being the asteroidal triple. 
Assume no vertex on P$, - P,. is adjacent to a vertex on 
Let w  be the last (most distant from x) common vertex on P#, and P%. 
(possibly w  = x). Let p1 and pz be the next vertices following w  on Paw 
and P,, , respectively. We consider three cases: none, one, or both of pl 
and p2 are on BP,, . t lx r \ Pt \ 02 i a qi 92 z 
? '2 5 
FIG. 2. Bipartite graph containing a Y bipartite subgraph 
Case 1. Neither p1 nor pz is on P,, . Observe M; is not a 
for otherwise we get either a path from x to y replacing P,, ln G - pI 
or a path from x to z replacing P,, in G - pz . We can assume p1 and ps 
are adjacent to a common vertex t on P,, or else (pl , w,p,) is part of aa 
& subgraph in G. If t = rk , then k = 1 or else (x, P,, ,pI , rfi 9 P,, , Z) 
replaces in B,, in G - pz . Similarly we get h- = YE and now / PVe / = 
2 < j I”,, j, a contradiction. Then t = qrc, where necessarily 0 < k < II. 
Observe pEAy or else (x, P,, ,pl , qk , Pvz , 2) replaces P,, in G - p, ~ 
Similarly p2Az. We can assume p1 is adjacent to a consecutive set of q?;‘s 
for otherwise an 1, subgraph like (pl , qj , P,, , qm) results. Similarly h-p, I 
Since p,Aq, and p,Aq,< , it follows that, for every qi , plAqi or pzAqi ~ 1f for 
some i, 0 < i < n, qiAp, and not q,Ap, , then x, qi , z are an aste~o~~aI 
triple of C - y. It follows that C is an I& subgraph. 
Case 2. Assume pz is on PVB butp, is mot. As argued in Case 1, w  is not 
adjacent to any vertex on P,, besides pz and we can assume p, an 
are adjacent to a common vertex t on P,, ~ Observe +v # x since pz is 
on Pliz . But WAX OF eke (y, P,, , w, Pz, , z) reptaces PVz in 6 - f. So 
pz E V, and then (x, P,, , pz , P,, , y) replaces B,, in G - p1 . 
Case 3. Both p1 and pn are on PUB . Then the mi~~ma~ity of G implies 
P,, = (xx, P,, , p1 , P,, , y) and similarly for PGz . If 
pm = (Y, p,, 2 W’T pm 9 $3 
then G is an IV or El1 subgraph. If not, we argue thus. As in Case 2, 
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wAx. So p1 , pz E VI . Then p1 = q1 or X, q1 , z are an asteroidal triple of 
G - y. Similarlyp, = qnel . We can assume wAqi for 1 < i < y1 - 1, for 
otherwise we get an I, subgraph like (w, qi , P,, , qm). Then G is an III, 
graph. Q.E.D. 
THEOREM 8. A bipartite graph G = (V, , V, , A) has a V,-consecutive 
arrangement if and only if G contains none of the subgraphs: I,, IIn, 
II& , IV, v, 
4. APPLYING THEOREM 8 
When reformulated in terms of (0, I)-matrices, Theorem 8 gives the 
desired characterization of the consecutive l’s property for columns. The 
conjiguration of an n x m matrix M is defined to be the set of n x m matrices 
obtainable from M by row and column permutations (this definition is a 
variation on the concept of YE x m configurations suggested by Ryser [6]). 
THEOREM 9. The (0, I)-matrix M has the consecutive l’s property for 
columns if and only if no submatrix of M is a member of the conjigurations 
of Ml,, , MU, , MUI,, , Mw, MV (see Fig. 3). 
Note. By Theorem 9 and the Fulkerson-Gross characterization of 
interval graphs [l], the smallest graphs whose clique-vertex incidence 
matrices contain MI, , Mn, , Mrrrl , M,, , MV will be exactly the for- 
bidden graphs in the Lekkerkerker-Boland structure theorem for interval 
graphs [3]. 
THEOREM 10. A bipartite graph G = (V, , V, , A) has a V,- and 
Vz-consecutive arrangement if and only if it does not contain subgraphs 
I, , II1 , II2 , III1 , III2 , III3 or their transposes. 
Proof. Observe that the II, subgraph for n > 2, the III, subgraph 
for n > 3, and the IV subgraph all contain the transpose of the ZZZI 
subgraph. The V subgraph contains the transpose of the ZZI subgraph. 
Hence this theorem follows from Theorem 8. Q.E.D. 
THEOREM 11. The (0, l)-matrix M has the consecutive l's property for 
columns and rows if and only if no submatrix of M, or of the transpose of M, 
is a member of the con&ration of MI, , M1tl , Mrr, , Mm1 , Mm, , Mm3 . 
The adjacency matrix M(G) of a graph G = (V, A) is defined with entry 
(i,j) = 1 if x,Axj and = 0 otherwise. Thus M(G) is symmetric and has 
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FrG. 3. The (0, 1)-matrices associated with bipartite graphs in Fig. 2. 
O’s on the main diagonal. If G is bipartite, then M(G) can be written in 
the form 
rif :‘I 
where 44’ is a (0, l&matrix associated with G. 
THEOREM 12. For a given graph G, M(G) has the consecutive H’s 
property for columns if and only if G is bipartite and does not core&n 
subgraphs I,, , II1 , II2 , III1 , III2 , III3 or their transposes. 
Proof. Suppose M(G) has the consecutive k’s property for columns, 
Let M(G) be written so that the l’s in each column are consecutive. Then 
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the l’s in any given column are all the main diagonal or all below it (since 
the main diagonal is all O’s). Suppose (yI , yz ,..., yn) is a primitive 
circuit in G. Symmetry requires that the number of yi’s corresponding to 
columns with l’s above the main diagonal equal the number of yi’s 
corresponding to columns with l’s below it. Thus all primitive circuits 
in G must be of even length. Hence G is bipartite. 
Clearly M(G) has the consecutive l’s property for columns if and only 
if M and MT do, where M is a (9, I)-matrix associated with G, i.e., if and 
only if G has a VI- and V,-consecutive arrangement. The theorem now 
follows from Theorem 10. Q.E.D. 
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