The invention of the printing press and the development of the conveyor belt assembly line are good examples of how humans break down complex mechanical tasks into simpler well-defined steps that can then be automated. However, automating cognitive tasks has been a bigger challenge because it is not known precisely how human brains work. But is it necessary for humans to decode cognitive tasks for automation to work? Recent advances in artificial intelligence (AI) suggest otherwise, and the implications for health care are tantalizing.
lists definitions of NLP and types of ML along with examples from real life. ML can be considered a form of applied statistics, which was first described in the 1950s. It was somewhat ahead of its time and fell into an ''AI winter'' (see Appendix E1 in this article's Online Repository at www.jacionline.org), but it is now seeing a huge resurgence. This renewed interest is particularly true of deep learning, which is being fueled by powerful processors, such as graphical processing units, new algorithms, and massive amounts of data. Unlike traditional ML, which requires cognitive engineers to identify the input or predictive variables (called features) for the models that predict the outputs or dependent variables (called labels), deep learning deduces the features that predict the outcomes. The other striking feature of deep learning is that the process used to create the model is often a black box, details of which are unavailable even to the programmer of the system. For example, a facial recognition system breaks down the photograph of a person into 128 numbers that are unique for that person. 2 The system is not specifically taught to use those numbers, and it is not clear to a human what those numbers mean, but the system works very well and keeps improving with more data. Although most of the current health care applications of ML are based on traditional and supervised ML, the hope and hype revolve around applications of deep learning for predictions, precision medicine, and population health.
NLP is concerned with programming computers to ''understand'' spoken or written language. This notion of understanding is not in the human sense but in the sense of being able to solve a problem. Modern NLP solutions make extensive use of ML. Google search, language translation, next-word suggestion in text-messaging apps, and IBM Watson's Jeopardy are working examples of recent progress in NLP. Sentiment analysis of user reviews of restaurants, movies, and products is a classic form of meaning extraction.
ML IN HEALTH CARE: WHERE ARE WE RIGHT NOW?
With the increasing use of EHRs and digital imaging in medicine, there are vast amounts of data that can be used potentially with ML to help patients and providers. Although quantitative data (vital signs and laboratory results) are easy for computational systems to analyze, there is ongoing research on the use of free-text notes (clinical visit notes and reports of test results) and radiology and pathology imaging data with NLP and ML.
The National Library of Medicine maintains a comprehensive medical metathesaurus (Unified Medical Language System [UMLS]; see the Appendix E2 in this article's Online Repository at www.jacionline.org) and tools to map text to UMLS (eg, Metamap), and this is driving sustained innovation in NLP in health care. Tasks like finding words representing diseases, medications, symptoms, and their modifiers in a clinic note or a medical textbook are becoming straightforward. Separately, the Unstructured Information Management Architecture (UIMA) was developed at IBM for analysis and searching of unstructured data using these techniques. The clinical Text Analysis and Knowledge Extraction System at the Mayo Clinic built on the UIMA to enable extraction of information from the EHR. 3 IBM Watson, which is also built on the UIMA, was able to perform well on questions from the American College of Physicians' Doctor's Dilemma (Medical Jeopardy) competition. 4 In 2015, Google's DeepMind collaborated with the United Kingdom's Royal Free NHS Foundation Trust to develop algorithms to alert health care providers about patients with acute kidney injury. This arrangement ran into problems because of privacy concerns, an important factor to consider as hospitals partner with technology firms to advance ML solutions for health care.
Currently, ML research is targeting higher-order semantics from clinical text, including identifying unknown drug adverse events, 5 problem-list and medication reconciliation, classifying sentences and extracting phenotypes from the EHR for clinical trials or population management. 6 Recently, IBM Watson technology was used to automatically curate a problem list from patients' complex electronic medical records. The system leveraged the UMLS and NLP on free-text notes along with coded orders data to develop an ML algorithm. When used on a validation data set of 15 patients with complex medical histories, practicing internists found this ML-created problem list preferable to the manually created problem lists in the EHR system. In addition, the ML was more sensitive than these internists at identifying clinically significant problems. 7 There is also prolific ongoing research into the use of ML in radiology, with studies investigating automatic identification of pulmonary embolism in computed tomographic angiograms, microcalcifications in mammograms, polyps in computed tomographic colonography, and changes in patients with Alzheimer disease on brain magnetic resonance imaging. Similarly, clinical photographs and dermoscopic images are being studied for automatic recognition of melanomas and common skin cancers. Although more challenging because of variability in specimen preparation and pathology and density of data in the slides, progress is being made in ML techniques in pathology. In immunology ML techniques have been used to predict MHCpeptide binding for vaccine design, analysis of allergenicity of food components, and prediction of amyloidogenicity of immunoglobulin sequences. References to the clinical applications of ML mentioned in this paragraph are included in Appendix E3 in this article's Online Repository at www.jacionline.org.
WHAT IS NEXT FOR ML IN HEALTH CARE?
Clinicians make deductions and predictions based on available information. With increasing amounts of available data, these deductions and predictions should become more accurate. Unfortunately, reviewing and analyzing this vast amount of data requires time, which is in short supply for busy clinicians. The increased cognitive load and information management needs can lead to errors, 8 missed diagnoses, or ordering of unnecessary tests. As the amount of data continues to increase and the information in the medical literature grows, this process will become increasingly difficult. NLP and ML can create intelligent assistants for automatic information retrieval and semantic searches across multiple data sources for truly smart clinical decision and diagnostic support systems.
Let us consider an example of a clinician who has to spend a long time reviewing the records of a new patient with an increased creatinine level. If the patient's EHR had been analyzed by using NLP and ML, all the quantitative data from laboratory tests and vital signs and all the text from reports and clinician notes would be available in a form of a visual synopsis. Fig 1 displays an example of how this might work. The timeline tracks the level of creatinine superimposed with events that are known to affect renal function. The system is able to mine the medical literature to stay up to date with causes of kidney injury. It uses the National Library of Medicine taxonomy to ''translate'' the episode of Face recognition software used by Facebook or Google Photos; once trained, the software can identify subjects from newly uploaded photographs. Unsupervised ML There are no defined outputs and thus no training to predict outputs.
Algorithms find hidden similarities and patterns to cluster similar data points.
When a site like Netflix provides recommendations for movies based on the pattern of watching movies and finding other customers with a similar pattern, such as ''Other people who liked movie X, also like movie Y'' Traditional (usual) vs deep ML Traditional ML The model ''features'' (ie, decision criteria) are identified by humans, and the machine learns the relationship between input and output through the features. Requires human effort, less data, and less computing power.
Credit card fraud detection algorithms are designed by humans who identify features predictive of fraudulent activity. These are designed to provide an appropriate balance between financial loss to institution and inconvenience to genuine user.
Deep ML Given a very large data set, the algorithm learns the features that predict or explain the outcomes or labels. This process usually requires tremendous processing power (and training data, if supervised learning) because the models are organized into multiple layers in the form of neural networks.
The facial recognition example above uses deep ML. The machine identifies various characteristics that define a face uniquely and represents these by using vectors. This schema is a black box to humans, even those with the system. hypotension and increased troponin level to acute myocardial infarction and shock and the percutaneous coronary intervention and stent with exposure to contrast material. In addition, it would be able to present clinical notes that specifically address the renal dysfunction along the timeline, and therefore the clinician could quickly scan what a nephrologist might have written regarding this topic at any specific point in the timeline. The system could automatically generate a customized prioritized problem list for each patient and render a similar smart visual summary for each. In addition, it is also possible that the interface would capture this review and allow the clinician to document her assessment without having to write a separate note. Such assistants would free up clinicians from mundane information retrieval and documentation tasks, reduce cognitive load and burnout, and thus help clinicians provide more efficient and effective care.
CONCLUSION
The scenario described above is feasible in the near term. In addition to EHRs and digital imaging, increasing amounts of data from proteomics, genomics, and individual sensors, such as activity monitors, are becoming available. Combined with socioeconomic data, this network of real-time data streams could be made available for ML to potentially solve complex health care needs, such as predictive modeling, precision medicine, and population health.
There are many challenges before this future can come to pass. The first issue is one of trust. When a computer provides a recommendation, clinicians and patients would like to understand the logic behind it. ML algorithms can be ''black boxes'' that do not provide this information. It will take long years of good outcomes with ML to earn the trust of patients and providers. In addition, integrating these multiple data streams will need regulatory changes and a tremendous amount of effort to analyze and map the data.
Lastly, there is a fear expressed by various experts, such as Stephen Hawking and Elon Musk, that this future could become a dystopian one, with concerns of AI taking over control. Because health care lags other industries in adoption of ML, such a scenario, unlikely and futuristic as it is, should hardly be our primary concern. Instead, we should learn from other sectors and apply the lessons learned to solve the many problems facing health care. While these challenges are being addressed, appropriately designed and managed ML can help providers manage cognitive and information overload while providing better care to their patients.
APPENDIX E1. TIMELINE OF AI
1956: First AI conference at Dartmouth College E1 John McCarthy coined the term ''Artificial Intelligence '' 1956-1974: The golden years Huge amount of optimism that machines would, by the 1980s, have the intelligence of an average human being and, for example, would be able to beat any human at chess. AI received wide publicity, including in the popular press, and large amounts of funding from the government. The latter was prompted partly because of hope that a machine would be able to translate Russian into English in real time, which was of great value in the Cold War era. E2 1974-1980 : First AI winter Disillusionment in the setting of very high expectations. Two reports, the ALPAC report E3 and the Lighthill report, E4 led to loss of funding for AI in the United States and United Kingdom. 1980 Kingdom. -1987 The boom Development of expert systems and special computers for Lisp programming.
1987-1993: The second AI winter There were many reasons for the ''failure'' of AI dependency on rule-based expert systems that were too brittle to maintain, use of Lisp as a programming language, and use of special-purpose machines for it. E5 Desktop and desk-side general-purpose computers became more powerful and were cheaper than the LISP machines. The special-purpose computer industry faltered commercially.
1993: The present This period was studded with milestone events, such as IBM's Deep Blue beating Gary Kasparov at chess, teams from Stanford and Carnegie Mellon developing driverless cars, and IBM Watson winning Jeopardy. The availability of faster processors and vast amounts of data led to deep-learning algorithms that allowed systems to be trained from data instead of human-created rules. Integration of such tools into daily life began to occur, such as Google search, banking software, and speech recognition.
