Abstract. In using elliptic curves for cryptography, one often needs to construct elliptic curves with a given or known number of points over a given finite field. In the context of primality proving, Atkin and Morain suggested the use of the theory of complex multiplication to construct such curves. One of the steps in this method is the calculation of the Hilbert class polynomial H D (X) modulo some integer p for a certain fundamental discriminant D. The usual way of doing this is to compute H D (X) over the integers and then reduce modulo p. But this involves computing the roots with very high accuracy and subsequent rounding of the coefficients to the closest integer. (Such accuracy issues also arise for higher genus cases.) We present a modified version of the Chinese remainder theorem (CRT) to compute H D (X) modulo p directly from the knowledge of H D (X) modulo enough small primes. Our algorithm is inspired by Couveigne's method for computing square roots in the number field sieve, which is useful in other scenarios as well. It runs in heuristic expected time less than the CRT method in [CNST]. Moreover, our method requires very few digits of precision to succeed, and avoids calculating the exponentially large coefficients of the Hilbert class polynomial over the integers.
Introduction
In the use of elliptic curves in cryptography, one often needs to construct elliptic curves with a given (or known) number of points over a given finite field, F p . One way of doing this is to randomly pick elliptic curves and then to count the number of points on the curve over the finite field, repeating this until the desired order is found. Atkin pointed out that instead, one can use the theory of complex multiplication to construct elliptic curves with known number of points. Although asymptotically it may still be more efficient to count points on random curves, we hope that improving the complex multiplication method will eventually yield a more efficient algorithm. In some situations, using complex multiplication methods is the only practical possibility (e.g. if the prime is too large for point-counting to be efficient yet the discriminant of the imaginary quadratic field is relatively small). This paper provides an improvement to the complex multiplication method, decreasing both the running time and the amount of precision required for the algorithm to succeed.
One of the steps in the complex multiplication method is the calculation of the Hilbert class polynomial H D (X) modulo some integer p for a certain fundamental discriminant D. The usual way of doing this is to compute H D (X) over the integers and then reduce modulo p. Atkin and Morain proposed to compute H D (X) as an integral polynomial by listing all the relevant binary quadratic forms, evaluating the j-function as a floating point integer with sufficient precision, and then taking the product and rounding the coefficients to nearest integers.
In [CNST, §4] , the authors suggest computing H D (X) mod p i for sufficiently many small primes p i and then using the Chinese remainder theorem to compute H D (X) as a polynomial with integer coefficients. In this paper we use a modified version of the Chinese remainder theorem to compute H D (X) modulo p directly (knowing H D (X) mod p i for sufficiently many small primes p i ). By avoiding computing the coefficients of H D (X) as integers, we obtain an algorithm with shorter running time and requiring less precision of computation. Whereas for large discriminants the Atkin-Morain algorithm becomes impractical because the size of the coefficients as integers is approximately e πd , our algorithm only computes the coefficients modulo p, requiring less space to write down and not requiring e πd digits of precision to compute. An analysis of the improvement we obtain in the running time is provided in Section 5. It is hoped that our methods and analysis will help in adapting Couveignes style solutions to other problems, say in higher genus cases.
In designing cryptosystems, restricting to small discriminants may leave the cryptosystem vulnerable to some yet unknown attacks; hence it is desirable to consider large discriminants. On the other hand, for primality proving as in [AtMor] , small discriminants are sufficient; in fact, they assume d = O((log p) 2 ) (see [LL, §5.10] ). In our analysis, we often make the same assumption on the relative size of d and p, even though in practice, d could be much larger. The relative size of d depends on how close N is to the end of the Weil interval (since D = t 2 − 4p). If p has n bits and we choose t = [2 √ p], then d could be small, depending on how close 4p is to a perfect square. However, even if we take t to be one less, the size of d could easily be something like √ p with size n/2 bits.
In Section 2, we give a brief description of the CM method for generating elliptic curves. In Section 3, we give an outline of our algorithm and discuss its complexity. In Sections 4 and 5, we explain the details of the steps of the algorithm. Finally in Section 7, we give some examples of our method.
Complex multiplication method
We briefly review the complex multiplication method, referring the reader to [AtMor] and [Silv2] for details. Suppose we are given a prime p, and a non-negative number N in the Hasse-Weil interval [p + 1 − 2 √ p, p + 1 + 2 √ p]. We want to produce an elliptic curve E over F p with N F p -points:
where t will be the trace of the Frobenius endomorphism of E over F p We set
The Frobenius endomorphism of E has characteristic polynomial
It follows from the quadratic formula that the roots of this polynomial lie in Q( √ D). It is standard to associate the Frobenius endomorphism with a root of this polynomial. If E is not supersingular, then R, the endomorphism ring of E, is an order in the ring of integers of Silv1] ). For simplicity of the algorithm, we will want to assume that R is the full ring of integers. If D is square-free then this condition is automatically satisfied, since then the Frobenius generates the full ring of integers and is contained in the endomorphism ring. These results can be generalized to orders in the ring of integers, but the algorithm will become more complicated. A negative integer D is said to be a fundamental discriminant if it is not divisible by any square of an odd prime and satisfies D ≡ 1 mod 4 or D ≡ 8, 12 mod 16. We will assume for simplicity that D is a fundamental discriminant.
The Hilbert class polynomial H D (X) is defined as:
where the product ranges over the set of (a, b) ∈ Z × Z such that ax 2 + bxy + cy 2 is a primitive, reduced, positive definite binary quadratic form of discriminant D for some c ∈ Z, and j denotes the modular invariant. The degree of H D (X) is equal to h, the class number of R. Asymptotically, h is approximately
It is known that H D (X) has integer coefficients, and that it generates H, the Hilbert class field of K. (If D were not square-free, D = f 2 d K , then H would be the ring class field of conductor f over K.) The equivalence between isomorphism classes of elliptic curves overQ with endomorphism ring equal to R and primitive, reduced, positive definite binary quadratic forms of discriminant D allows us to interpret a root of this polynomial as the j-invariant of an elliptic curve having such an endomorphism ring. Since our goal is to find such an elliptic curve modulo the prime p, it suffices to find a root j of H D (X) modulo p. Then the required elliptic curve is recovered as the curve with Weierstrass equation (assume p = 2, 3)
3 Our algorithm and its complexity
Before describing our algorithm, we introduce some notation. Assume that D is a fundamental discriminant and let d =|D|. Let O denote the ring of integers in K = Q( √ D) and let h denote the class number of K. Then asymptotically, h can be approximated by √ d (see [Lang1] ). Denote the Hilbert class field of K by H. Let B be an upper bound on the size of the coefficients of H D (X).
In our complexity analysis, we assume that if a and b are two integers, then their addition takes time O(log a + log b), their multiplication takes time O(log a log b), and the division of the greater by the smaller takes time O(log a log b). This can certainly be achieved by current algorithms; in fact, one can do better, but we will stick to our model of computation for the sake of simplicity.
Overview of the algorithm
Let n be a positive integer. Here is our algorithm for computing H D (X) mod n; it comes in two versions, Version A and Version B, which differ only in Step (1) below:
Step (0) Compute h: According to [Cohen, §5.4] , this can be done in time O(d 1/4 ), or in time O(d 1/5 ) assuming the generalized Riemann Hypothesis.
Step (1) Compute H D (X) modulo sufficiently many small primes:
(a) Generate a collection of distinct primes {p i }, each satisfying 4p i = t 2 i + d, for some integer t i . Generate enough primes p i so that the product of all the primes p i exceeds the bound B (or maybe 2B, see the remark after Example 7.1). Call the resulting set of primes S. (b) For each p i in S, count the number of points on a representative of each F p isomorphism class of elliptic curves. In practice, we take as a representative the model y 2 = x 3 + 3kx + 2k, where k = j 1728 − j , and j runs through all possible j-invariants over F p . We then form the set S i consisting of all the j-invariants such that the corresponding curve has p i + 1 + t i or p i + 1 − t i points. There are exactly h such j values, by Prop. 4.1 and Prop. 4.2 below (or by [Cox, p. 319] ). The best implementations of elliptic curve point-counting algorithms currently run in time O((log p i ) 5 ). This step is repeated p i times, so this step will take time O(p i (log p i ) 5 ). (c) For each prime p i in S, we form the polynomial H D (X) mod p i by multiplying together the factors (X − j), where j is in the set S i . This is justified by Prop. 4.1 and Prop. 4.2. The number of terms in the product is h and each coefficient is between zero and p i , so this can be done in time O(h 2 (log p i ) 2 ).
Version B:
Version B is exactly like Version A except that we allow slightly more general primes when forming the set S in Step (a). We allow all primes {p i } of the form 4p i = t 2 i + u 2 i d, for some integers t i and u i . We again generate enough primes p i so that their product exceeds the bound B; call the resulting set of primes T . Then for each p i in T , we compute the endomorphism ring of each F p isomorphism class of elliptic curves using the algorithm in [Kohel] . We use the same representatives for the isomorphism classes as in Version A, Step (b) above, and we let j run through all possible j-invariants over F p . We then form the set T i consisting of all the jinvariants such that the corresponding curve has endomorhism ring isomorphic to, O, the ring of integers of Q( √ D). The class number of O is h, so there are exactly h such j values.
If we assume the generalized Riemann hypothesis for K (p. 52 of [Kohel] ), then Kohel's algorithm runs in the time O(p 1/3+ǫ i ) (Theorem 1 of [Kohel] ) We have to repeat this step for each j-invariant, so this will take time O(p
. Remark 3.1. Note that when allowing the more general primes of the form 4p i = t 2 i + u 2 i d, where u i > 1, we cannot just use point-counting to find the collection of elliptic curves that we want. If we did, then we would find by point-counting all the elliptic curves with endomorphism ring equal to any order in O containing the order of index u i . In this paper, we have assumed that d is square-free from the beginning, but to generalize our algorithm to non-square-free d, it would be necessary to work with Version B of the algorithm. The number and size of the primes required to implement the two versions does not seem to be much different in practice (see the remark after Example 7.2). The main advantage to Version A is that it is easy to implement because there are many point-counting packages available. We used a version available on the web by Mike Scott for our examples. The main advantage of Version B is that it will generalize to work for all d.
Step (2) Lift to H D (X) mod n:
Use the modified chinese remainder algorithm of Section 5 to compute each coefficient of H D (X) mod n using the values of the coefficients of H D (X) mod p i computed in Step (1) for all the p i 's. The running time of this step is analyzed in Section 5. This step can be parallelized.
Complexity of the Algorithm
We would like to have an estimate for the size of B, an upper bound for the size of the coefficients of the class polynomial. As is explained in [AtMor, p. 18] , we may take
where the sum in the above expression is taken over the set of integers a such that ax 2 + bxy + cy 2 is a primitive, reduced, positive definite binary quadratic form of discriminant D for some integers b and c. This bound is the product of the roots times the largest binomial coefficient. To estimate B in terms of d, we estimate 1 a using the argument in [LL, p. 711] . They observe that there cannot be too many a's that are "small", since the the number of reduced forms (a, b) with a fixed a is bounded by the number of divisors of a. This observation leads to the estimate
which is quoted in Crandall and Pommerance. Since the middle binomial coefficient is clearly less than 2 h , which is the sum of all of the binomial coefficients, we see that
for some constant c. So throughout the paper, we use the estimate
An important consideration for accurately assessing the running time of our algorithm is the relative size of the small primes found in Step (1). However, estimates for the size and number of the primes used in Step (1) are conjectural. A special case of the Bateman-Horn conjecture would imply that the size of the largest prime (of the special form 4p i = t 2 + d) required so that the product excedes B is roughly (log B) 2 , and there is a corresponding estimate for the number of primes required. For the purpose of comparing the two versions of the Chinese Remainder algorithm, we will use the model of the distribution of all primes, so that the largest prime can be expected to be roughly log B and the number of primes is estimated to be roughly log B/ log log B. Neither one of these frameworks fits our actual data from small examples very well (see Examples 7.1 and 7.2 of the Appendix).
Our algorithm differs from the one in [CNST, §4] mainly in Step (2). As shown in Section 5, if one uses the ordinary Chinese remainder theorem to find H D (X) and then reduces modulo p, as proposed in [CNST, §4] , then the complexity of this procedure would be O(h(log B) 2 (log log B)), which is not as good as our method in Step (2), which takes time O(h(log p)(log B)(log log B)) when the discriminant is large (at least (log p) 2 ), since log B = O(d 1/2 (log d) 2 )). On the other hand, for primality proving as in [AtMor] , one wants a small discriminant; in fact, then d = O((log p) 2 ) (see [LL, §5.10] ). In that case, it is clear that our algorithm is an improvement over the one in [CNST, §4] only if log B is bigger than log p, i.e., if the coefficients of H D (X) are large compared to p (which is quite likely).
4 Computing H D (X) mod p for small primes p
In this section, we prove that Step 1 of our algorithm is a valid way to compute H D (X) mod p. The same strategy for this step was used in [CNST, §4] , but it was not justified there, and the distinction between Versions A and B was blurred.
As in the introduction, let D be a fundamental discriminant and let H D (X) denote the Hilbert class polynomial. Recall that H denotes the Hilbert class field of Q( √ D) and O is the ring of integers of Q( √ D). Let p be a rational prime that splits completely in H, i.e., splits into principal ideals in Q( √ D), i.e., 4p = t 2 − Du 2 for some integers u and t. Splitting in H ensures that the reduction modulo a prime over p gives an elliptic curve over F p , as opposed to an extension of F p .
Let Ell(D) denote the set of isomorphism classes of elliptic curves over C with complex multiplication by O (i.e., whose ring of endomorphisms over C is isomorphic to O). Then an equivalent way of defining the Hilbert class polynomial is as follows (see Section 2):
where, if E is an elliptic curve, then j(E) denotes its j-invariant. Let β be a prime ideal of the ring of integers of H lying over p. If E is an elliptic curve over C with complex multiplication by O, then E is defined over H (in fact, j(E) generates H over K, see [Silv2] ). Suppose all such curves E have good reduction modulo β. This will happen for all but finitely many primes since there are finitely many elliptic curves as above, and each has finitely many primes of bad reduction. So without loss of generality we make this assumption. We denote the reduction of E at β by E (which is defined over F p ). Then, by [Lang, Chap. 13, Thm. 12] , E is ordinary. From the defintion of j(E) in terms of the coefficients of the Weierstrass equation of E, it is easy to see that
Let Ell
′ (D) denote the set of isomorphism classes (over F p ) of elliptic curves over F p with endomorphism ring (over F p ) isomorphic to O.
Proposition 4.1. With notation and assumptions as above,
Proof. Let S denote the set of elliptic curves over C with complex multiplication by O, and let S ′ denote the set of elliptic curves over F p with complex multiplication by O. First, by [Lang, Chap 13, Thm. 12 (ii)] (or [Cox, Thm. 14.16] ), reduction modulo β gives a map from S to S ′ . Since we assume that p splits in K, then by [Cox, Thm. 13 .21], if two elliptic curves have distinct j-invariants, then the reductions modulo β of these j-invariants are distinct, i.e., we have an induced injective map from Ell(D) to Ell ′ (D). By the Deuring lifting theorem [Lang, Chap. 13, Thm. 14] (or [Cox, Thm. 14.16 ]) this map is also a surjection. Proposition 4.2. Suppose p is a prime and x ≤ 2 √ p is an integer such that 4p = x 2 −D and D is square-free. Let E ′ be an elliptic curve over
Proof. Suppose #E ′ (F p ) is either p + 1 − x or p + 1 + x. Let t denote the the trace of the Frobenius endomorphism of E ′ . Then t = x or t = −x. In either case, the discriminant of the characteristic polynomial of the Frobenius endomorphism is t 2 −4p = x 2 −4p = D. Let End(E ′ ) denote the endomorphism ring of E ′ . Since D is square-free, the subring R of End(E ′ ) generated by the Frobenius endomorphism is O, and at the same time End(E ′ ) is contained in the ring of integers of the quotient field of R.
, and let t denote the the trace of the Frobenius endomorphism of E ′ . Suppose the Frobenius endomorphism generates a subring of index u in End(E ′ ), the endomorphism ring of E ′ . Then the characteristic polynomial of the Frobenius endomorphism has discriminant u 2 D, hence 4p = t 2 − u 2 D. But we know 4p = x 2 − D, so by [Cox, Ex. 14.17 ], t = x or t = −x. Hence #E ′ (F p ) is either p + 1 − x or p + 1 + x.
A modification of the Chinese remainder theorem
This section follows closely [Couv, §2.1] , which in turn is based on [MS, §4] ; the only addition is a more detailed complexity analysis.
The problem we consider is as follows: for some positive integer ℓ we are given a collection of pairwise coprime positive integers m i for i = 1, 2, . . . , ℓ. For each i, we are also given an integer x i with 0 ≤ x i < m i . In addition, we are given a small positive real number ǫ. Finally, we are told that there is an integer x such that |x| < (1/2 − ǫ) i m i and x ≡ x i mod m i for each i; clearly such an integer x is unique if it exists. The question is to compute x mod n, for a given positive integer n. Define
Then the number z = i a i M i x i is congruent to x modulo M . Hence, if we round z/M to an integer r, then we have x = z − rM . So x mod n = z mod n − (r mod n)(M mod n); the point is that we can calculate r mod n without calculating z, as we now explain. We have r = z M + 1 2 . From the fact that x = z − rM and |x| < (1/2 − ǫ)M , it follows that z M + 1 2 is not within ǫ of an integer. Hence, to calculate r, one only has find an approximation t to z/M such that |t − z/M | < ǫ, and then round t to the nearest integer. Such an approximation t can be obtained from
where the calculations are done using floating point numbers.
If a and b are two integers, then let rem(a, b) denote the remainder of the Euclidean division of a by b; we will assume that it takes time O(log a log b) to calculate rem(a, b) and gcd(a, b).
Modified Chinese Remainder Algorithm
From the discussion above, we obtain the following algorithm: (i) Compute a i 's, for each i, using (6): this takes time O( i ( j (log m j log m i ) + ℓ(log m i ) 2 + (log m i ) 2 )) = O((log M ) 2 + ℓ (log m i ) 2 ). [Reduce each m j modulo m i , take product and invert mod m i , for each i.] (ii) Compute rem(M, n) using (4): this will take time O( i (log m i log n)+ℓ(log n) 2 ) = O(log n log M + ℓ(log n) 2 ). (iii) Compute rem(M i , n) for each i by dividing rem(M, n) by m i modulo n: this will take time O(ℓ(log n) 2 ) (in our application, m i will be much lesser than n), and can be parallelized. (iv) Compute r: In (7), every term in the sum has to be calculated to precision ǫ/ℓ, hence the calculation of each term takes time O((log(ℓ/ǫ)) 2 ); we will assume that ǫ is picked to be an arbitrarily small number, say 0.01, thus making the overall calculation probabilistic (we can do several checks to see if r is wrong: e.g., the constant term of H D (X) is a cube, etc.). Then the calculation of all the terms in (7) will take total time O(ℓ(log ℓ) 2 ) and the addition in (7) of ℓ numbers with precision ǫ/ℓ will take time O(ℓ log ℓ).
Complexity of the Modified Chinese Remainder Algorithm
The time taken for the various substeps in this step is as follows: (a) Calculation of rem(a i ·x i , n) for all i: takes time O( i ((log m i ) 2 +(log m i )(log n))). (b) Computing the product of rem(a i · x i , n) and rem(M i , n) for all i: takes time O(ℓ(log n) 2 ). (c) Performing the sum in (8) and taking remainder modulo n: this involves about ℓ additions of integers of size up to ℓn 2 , which takes time O(ℓ log(ℓn 2 )) and taking the remainder takes time O((log n)(log(ℓn 2 )).
The size of r is about m i , hence this substep takes time O((log n) log( m i ) + (log n) 2 ) [reduce r mod n and then multiply by rem(M,n)]. (e) Subtraction operation and taking remainder: takes time O(log n) and O((log n) 2 ) respectively.
In Section 3, we use this algorithm to lift H D (X) mod p i for many p i 's to H D (X) mod p one coefficient at a time. Note that steps (i), (ii), and (iii) above are common to the lifting of every coefficient, and only step (iv) and (v) have to be repeated for each coefficient.
In the notation of Section 3, m i = p i . Using this, we see that the the time taken (asymptotically) for calculations in steps (v)(a), (v)(b) and (v)(c), performed h times, (once for each coefficient of H D (X)) will dominate all other steps. We first calculate the overall complexity of these 3 steps using the estimates ℓ ≈ log B and p i ≈ log B. This is true for the set of primes with no conditions of the type imposed in Step (1)(a) of our algorithm. In that case the complexity would be: O((log p log B log log B + (log p + log B)(log p + log log B))), and this needs to be repeated h times. This expression can be simplified using the fact that log log B < log p, yielding O(log p(log B)(log log B) + (log p)
2 ), which should be performed h times. Compare this to the complexity for the usual Chinese remainder algorithm given below. Also note that, in addition, most of the steps in the algorithm above can be parallelized and even the lifting of the coefficients can be parallelized.
Comparison with usual Chinese Remainder Algorithm
If we are to use the naive Chinese remainder theorem for the problem stated at the beginning of this section, then we calculate
and then reduce z modulo n.
The steps involved as are follows: (i) Compute a i 's, for each i, using (6): this takes time
(iii) Performing the sum in (9): this involves ℓ additions of integers of size up to ℓm 2 i M , hence takes time O(ℓ log(ℓm 2 i M )). (iv) Calculating the outer "rem" in (9): takes time O((log M ) log(ℓm 2 i M )). (vi) Reducing z modulo n: takes time O((log M )(log n)).
In the context of lifting H D (X) mod p i to H D (X) and then reducing H D (X) modulo n, only steps (ii) -(vi) have to be repeated for each coefficient. Again in the notation of Section 3, m i = p i . For the sake of comparison, again assume that ℓ and p i are O(log M ), and M = B. Thus the time taken for the calculation of step (ii) above, performed h times (once for each coefficient of H D (X)), will dominate to give a complexity of O((log B) 2 (log log B)) to be performed h times.
From this analysis, it is clear that our modified Chinese Remainder algorithm will be more efficient than the usual one whenever log p < log B, which will certainly be the case in our context whenever d ≥ (log p) 2 .
6 Extensions 1) Instead of using just small primes, we could use powers of very small primes, where point-counting algorithms have recently been optimized.
2) Instead of counting points separately for each j-invariant using versions of Schoof's algorithm for each prime p i , we could count points on all curves simultaneously using naive methods, making tables, and using match and sort algorithms. This would have the advantage of making the algorithm more elementary.
Appendix: Examples
In this section we present several examples to illustrate our algorithm.
d = −59
7.1.1 Atkin-Morain algorithm Since here we are dealing with a very small discriminant, we can easily compute the minimal polynomial over the integers directly by finding all the reduced, positive definite, primitive, binary quadratic forms with discriminant −59 and then evaluating j(τ ) for the corresponding τ with sufficiently high precision. The class number of Q( √ −59) is three, and the three binary quadratic forms are (a, b, c) = (3, 1, 5), (3, −1, 5), (1, 1, 15).
The corresponding algebraic integer is
We expect the absolute value of the largest of the j(τ ) to be roughly e π √ 59 ≈ e 24 . Evaluating the product
with enough significant digits and rounding the coefficients to integers, we find the class polynomial:
Here 28 decimal digits of precision are required using the package pari (19 digits of precision are not enough). Note: compare this to the value given in previous papers on this subject [BSS] [Cohen] [AtMor] [CNST] , which estimates the amount of precision required to be about 63 (note that e 63 translates to about 28 digits).
Modified Chinese Remainder algorithm
To implement our algorithm for this example, we set the bound B equal to e 41 to be bigger than the largest coefficient of h(x). This estimate comes from the product of the three j values, whose absolute value we expect to be roughly ) .
We find the following list of 7 small primes which split completely in the Hilbert class field of Q( √ −59): , 71, 197, 521, 827, 1907, 3797, 5417 whose product excedes B. For each prime in the list p i , we loop through the p i − 1 possible j-values. For each possible j-value, we count the number of points on a curve over F p i with that j-value using a version of Schoof's algorithm. If the curve has either p i + 1 + t i or p i + 1 − t i points, with t 2 i = 4p i − 59, then we keep that j-value in a list S. At the end of the loop, we will have h j-values in the list S, where h is the degree of h(x). Then the polynomial h(x) mod p i is formed as the product over j ∈ S of (x − j).
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Here is a table summarizing the results for this example: 
Usual Chinese Remainder routine
Here is a short routine in the algebraic number theory package Pari to compute the polynomial h(x) with integer coefficients using the usual Chinese Remainder Theorem. It takes as input the coefficients of h(x) modulo the small primes p i . l=7; (number of small primes) h=degree; (degree of the hilbert class polynomial) m= [17, 71, 197, 521, 827, 1907, 3797] [[12, 41, 195, 206, 505, 1262, 388] , [12, 62, 160, 379, 824, 1432, 1114] , [5, 11, 139, 510, 196, 1045, 1584] ]; (list of coefficients modulo small primes)
Modified Chinese Remainder routine
For our algorithm, we input in addition the prime n such that we want to determine h(x) mod n. Here is a short routine in Pari to compute the polynomial h(x) with coefficients modulo n using our modified version of the Chinese Remainder Theorem.
n=prime; (the prime where we want the curve in the end) r=vector (h,j,round(sum(i=1,l,(lift(a[i] 
Note that the precision required for this computation is almost trivial (The minimum value to set the precision in Pari is 9 significant digits.)
n=141767
Here is an example where we use our algorithm to find the class polynomial modulo n. Suppose n = 141767 and we want a curve over the field of n elements with 142521 = n + 1 + 753 points. The output is: [M od(31177, 141767) , M od(73152, 141767), M od(48400, 141767)], which corresponds to the class polynomial reduced modulo n: X 3 + 31177X 2 + 73152X + 48400.
Taking the root j = 118481 mod n, we get the elliptic curve y 2 = x 3 + 39103x + 120580.
It has 142521 points as desired.
Remark 7.1. Actually, the third coefficient in this example had to be re-computed because there was a rounding problem. The constant term of the class polynomial over the integers is slightly more than half the product of the small primes. The problem in this example can be solved in a clean way by adding one more prime to the algorithm. In general the best way to handle the problem is to require the product of the small primes to slightly exceed 2B (by an amount depending on your choice of epsilon).
d = −832603
The Algorithms and Parameters for Secure Electronic Signatures document put out by the EESSI-SG (European Electronic Signature Standardisation Initiative Steering Group) recommends using elliptic curves with class number of the endomorphism ring at least equal to 200. Here is another example with class number equal to 96. It is a larger example where the integer n has size approximately 28 bits, but where it is still more efficient to find the curve by counting points on all curves over F n until one with the right number of points is found. Let In this case, d is square-free and Q( √ d) has class number h = 96, which is small compared to the square root of |d|, |d| ≈ 912.
According to the estimates, the largest coefficient of the class polynomial is bounded by e 5368 . This comes from the fact that
and the middle binomial coefficient is roughly e 64 .
Atkin-Morain method
We can obtain the class polynomial using the algorithm of Atkin and Morain with 3000 digits of precision (2332 digits should suffice):
The list contains 410 primes. Their product is roughly e 5379 , which excedes the bound B as desired.
To illustrate the algorithm, we find the class polynomial for the largest prime on the list p = 1434707. By counting the number of points on a representative for each isomorphism class of elliptic curves over F p , we found the following list of 96 j-values such that the associated elliptic curve has p+1±α points over F p , where α = 2215 (note that α 2 −d = 4p):
j-values for p=1434707:
