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Abstract
We consider the problem of estimating an arbitrary dynamical parameter of an quantum open
system in the input-output formalism. For irreducible Markov processes, we show that in the limit of
large times the system-output state can be approximated by a quantum Gaussian state whose mean
is proportional to the unknown parameter. This approximation holds locally in a neighbourhood of
size t−1/2 in the parameter space, and provides an explicit expression of the asymptotic quantum
Fisher information in terms of the Markov generator.
Furthermore we show that additive statistics of the counting and homodyne measurements also
satisfy local asymptotic normality and we compute the corresponding classical Fisher informations.
The mathematical theorems are illustrated with the examples of a two-level system and the atom
maser.
Our results contribute towards a better understanding of the statistical and probabilistic prop-
erties of the output process, with relevance for quantum control engineering, and the theory of
non-equilibrium quantum open systems.
1 Introduction
The last decades have witnessed rapid progress in the development of quantum technologies [1, 2]. These
successes rely on the ability to create and control certain target states which are used as resources
for quantum communication [3], quantum computing [4] or quantum metrology [5]. Effective quantum
control is a challenging experimental task, partly because it requires a good understanding of the system’s
hamiltonian and its interaction with the environment. Therefore, the estimation of dynamical parameters
becomes an essential enabling tool for quantum technology.
In this paper, the system identification problem refers to the estimation of dynamical parameters of
an open system in the input-output formalism [6], which is routinely used in quantum optics [7] and
quantum control theory [8]. As illustrated in Figure 1, the system is indirectly monitored by performing
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Figure 1: The input-output formalism. The input fields interact with a system characterized by a
Hamiltonian Hα and Lindblad operators Lαj and evolve into the output fields. The output is continuously
monitored and the measurement outcomes are used to infer the unknown parameter α.
continuous-time measurements in the output channels [9, 10]. The stochastic measurement trajectory is
then used for the estimation of an unknown parameter [11, 12, 13], e.g. the coupling constant between
the system and the field. Similar problems have been investigated in other system identification scenarios
such as quantum channel tomography [14], the estimation of the Hamiltonian of a closed quantum system
[15, 16], or the estimation of the Lindblad generator of an open system in the Markov approximation
[17].
Our study focuses on two distinct aspects of the system identification problem. Firstly we look at the
joint system-output state in the limit of large times. We show that this state can be approximated by a
quantum Gaussian state whose mean is proportional to the unknown parameter, for a range of parameters
localised in a region of the size of the statistical uncertainty t−1/2. From a statistical perspective,
the quantum statistical model becomes equivalent to a Gaussian one, which allows us to compute the
asymptotic quantum Fisher information, providing the absolute upper bound on the estimation precision.
An alternative computation of the quantum Fisher information can be found in [13] .
The second result concerns the the statistical properties of the counting and homodyne continuos-time
measurements performed on the output. We show that the total counts statistics and the integrated
homdyne currents, also satisfy local asymptotic normality, in the sense of convergence in distribution
to one dimensional Gaussian models with unknown mean and fixed variance. Furthermore we provide
explicit expressions for their classical Fisher informations. In general such statistics are less informative
but computationally much cheaper than standard estimators such as maximum likelihood. It is therefore
useful to better understand the statistical power of different output statistics, as it has been shown in
recent indepth studies of the atom maser [18, 19].
Local asymptotic normality for quantum systems has been previously investigated for systems of inde-
pendent qubits [20, 21] or independent finite dimensional systems[22, 23]. Our work is a generalization
for continuous time models of the theory developed for finitely correlated systems in [24, 25]. We also
point out that the local asymptotic normality of classical Markov processes has been derived in [26].
The paper is structured as follows. In the beginning of section 2 we introduce the model, an open
quantum system whose markovian dynamics depends on an unknown parameter, and the tools of quantum
stochastic calculus needed to prove the main result. Then, using the Trotter-Kato theorem, we prove a
general result concerning the convergence of ergodic one-parameter semigroups. In section 3.1 we use
this convergence theorem to show that the joint system-output model converges to a Gaussian model in
the limit of large times. We also prove that the Markov processes that describe the continual monitoring
of the noise through classical measurements converge to a Gaussian model in the asymptotic regime. We
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illustrate the theoretical results with two examples: a two level system (section 5.1) and the atom maser
(section 5.2).
2 Background
In this section we quickly review the mathematical and physical formalism needed to derive the main
result of this paper. We consider a quantum system coupled to an environment through k interaction
channels. We assume the environment is memory-less such that the dynamics of the open system is
Markovian, i.e. the time evolution of the system is described by the master equation which integrates
to a one-parameter semigroup of completely positive operators. The joint dynamics of the system and
environment is described by a unitary operator which is the solution of a quantum stochastic differential
equation [27] driven by bosonic quantum noises representing the environment degrees of freedom. The
picture is completed by the input-output formalism of Gardiner and Zoller [6] depicted in Fig. 1, formalism
which describes the evolution of the input fields (initially in the vacuum state) into the output fields; the
system can be monitored indirectly through continuous-time measurements in the output (e.g. photon
counting or homodyne) to extract information about its state or about the dynamics.
In the following paragraphs we introduce the formalism of quantum stochastic calculus of Hudson and
Parthasarathy [27, 28]. This is used to derive the equations for the dynamics of the model. The time
evolution of the states and operators in the model is given in terms of some one-parameter semigroups.
Using the Trotter-Kato theorem we derive a convergence property for these semigroups similar to the
results found in [29]. This derivation is essential for proving the final result of this paper, the local
asymptotic normality of quantum Markov processes.
2.1 Quantum stochastic calculus
Let Hs be the Hilbert space of the system which we assume to be finite dimensional. The Hilbert space
of k independent bosonic fields is F := F(L2(R+;Ck)), the symmetric Fock space over the one particle
space Ck ⊗ L2(R+) ∼= L2(R+;Ck). Thus
F = C⊕
∞⊕
m=1
L2(R+;Ck)⊗sm.
It is useful to define the coherent vector of functions f ∈ L2(R+;Ck) by
e(f) = e−
1
2 ||f ||2
(
1⊕
∞⊕
m=1
f⊗m√
m!
)
. (1)
The vacuum state is given by e(0) and the inner product of two coherent vector is defined as 〈e(f), e(g)〉 =
exp
{− 12 ||f ||2 − 12 ||g||2 + 〈f, g〉}. These coherent vectors are linearly independent and their span D is
dense in F .
Let fj , j = 1, .., k be the j-th component of f ∈ L2(R+;Ck) according to the standard basis in Ck. On D
we define the creation process A∗j,t, annihilation process Aj,t and counting process Λj,t acting in the j-th
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field by
Aj,te(f) = 〈χ[0,t]|fj〉e(f) =
∫ t
0
fj(s)ds e(f),
〈e(g), A∗j,te(f)〉 = 〈gj |χ[0,t]〉〈e(g), e(f)〉 =
∫ t
0
g¯j(s)ds〈e(g), e(f)〉,
〈e(g),Λj,te(f)〉 = 〈gj |χ[0,t]fj 〉〈e(g), e(f)〉 =
∫ t
0
g¯j(s)fj(s)ds〈e(g), e(f)〉.
(2)
For 0 < s < t we can write L2(R+;Ck) = L2((0, s);Ck)⊕ L2((s, t);Ck)⊕ L2((t,∞);Ck) which combined
with the factorization property of the Fock space gives rise to the following tensor product
F(L2(R+;Ck)) = F(L2((0, s);Ck))⊗F(L2((s, t);Ck))⊗F(L2((t,∞);Ck)).
This in turn allows for the identification of the coherent vector with the product e(f) ∼= e(fs])⊗e(f[s,t])⊗
e(f[t) where fs] ≡ fχ(0,s), f[s,t] ≡ fχ[s,t] and f[t ≡ fχ(t,∞).
Let M
(k)
t be one of the three processes in (2). Then M
(k)
t acts only on the ’past’ and present Fock space
i.e. given the factorization property of the Fock space we can write M
(k)
t = M
(k)
t ⊗1(t,∞) and we say M (k)t
is adapted with respect to this factorization. This property is used to define the stochastic increment
dM
(k)
t e(f) ≡ (M (k)t+dt −M (k)t )e(f) = e(ft])⊗
(
M
(k)
t+dt −M (k)t
)
e(f[t,t+dt])⊗ e(f[t). (3)
Let X1,t and X2,t be two stochastic processes of the type (2), or more generally, processes defined by
quantum stochastic differential equations [28]
dXi,t =
∑
k
a
(k)
i,t dM
(k)
t
where a
(k)
i,t are adapted operator valued coefficients. Then the process X1,tX2,t is adapted and its incre-
ment satisfies the quantum Ito rule
d(X1,tX2,t) = X1,tdX2,t +X2,tdX1,t + dX1,tdX2,t. (4)
The rules of multiplication of stochastic increments defined at the same time t are given in the following
table
dA∗i,t dAi,t dt dΛi,t
dA∗j,t 0 0 0 0
dAj,t δijdt 0 0 δijdAj,t
dt 0 0 0 0
dΛj δijdA
∗
i,t 0 0 δijdΛi,t
2.2 The Markov semigroup of the reduced system evolution
We consider a system with (finite dimensional) Hilbert space Hs and denote by H and Lj , j = 1, ..., k
the system hamiltonian and coupling with the k-bosonic fields representing the environment. The joint
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unitary dynamics is given by the unique solution [27] of the following quantum stochastic differential
equation
dUt =

k∑
j=1
(
LjdA
∗
j,t − L∗jdAj,t −
1
2
L∗jLjdt
)
− iHdt
Ut, (5)
with U0 = 1 and e.g. LjdA
∗
j,t standing for Lj ⊗ dA∗j,t.
The joint state of the system and fields at time t is given by
%t = Ut(ρ0 ⊗ ω)U†t ,
where ρ0 is initial state of the system and ω = |Ω〉〈Ω| is the vacuum state of the field. Using the Ito rules
and the fact that the expectation value of the stochastic increments vanishes in the vacuum, one can
show that the reduced state of the system is ρt = TrF{%(t)} can be written in terms of a one-parameter
semigroup. Indeed by taking time differentials we obtain the following form of the master equation
dρt = 〈Ω| (dUtρ0Ut + Utρ0dUt + dUtρ0dUt) |Ω〉
=
−i[H, ρt] + k∑
j=1
(
LjρtL
∗
j −
1
2
{
L∗jLj , ρt
}) dt ≡ L∗(ρt) dt. (6)
where L∗ is the Lindblad generator in the Schro¨dinger picture. In its integral form, the reduced evolution
of the system is given in a terms of a semigroup of trace preserving completely positive maps, characteristic
of Markov dynamics
ρt = e
tL∗ [ρ0] ≡ T∗t[ρ0].
In the dual, or Heisenberg picture the Lindblad generator is L : B(H)→ B(H)
L(X) = −i[H,X] +
k∑
j=1
(
L∗jXLj −
1
2
{
L∗jLj , X
})
and the following duality holds for generators as well as for the semigroups
Tr(ρL(X)) = Tr(L∗(ρ)X), Tr(ρTt(X)) = Tr(T∗t(ρ)X). (7)
The Markov dynamics has at least one stationary state, i.e. T∗t[ρss] = ρss or equivalently L∗ρs = 0.
Throughout the paper we will restrict our attention to irreducible semigroups which are characterised by
the fact that the stationary state is unique and full rank, and any initial state converges in the long run
to this stationary state i.e.
lim
t→∞T∗t(ρ0) = ρss. (8)
An important property of irreducible semigroups which will be used in the paper is the existence of a
spectra gap: the Lindblad generator has a non-degenerate eigenvalue equal to zero (corresponding to the
stationary state) and all other eigenvalues have strictly negative real part, cf Theorem 5.4 in [30].
2.3 Output processes
We now turn our attention to the evolution of observables, in particular field observable which carry
information about the dynamics, and can be measured continuously in time. This is described by the
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input-output formalism [6], in which the ’input’ fields are perturbed by the interaction with the system
and propagate out as ’output’ fields.
Let Mt be one of the fundamental stochastic process of the type (2), which can be seen as an ’input’
process M int ≡Mt; the corresponding ’output’ is obtained by evolving the input with the unitary Ut:
Moutt = U
∗
tM
in
t Ut. (9)
The observed stochastic processes correspond to physical measurements in the environment. We consider
two such processes here corresponding to particle counting and homodyne measurements.
2.3.1 Counting measurements
We first consider the counting process [31, 7] obtained by detecting photons in the i-th output channel.
The associated quantum stochastic process is Λouti,t = U
∗
t Λi,tUt whose increment is
dΛouti,t = dΛi,t + Li,t dA
∗
i,t + L
∗
i,t dAi,t + (L
∗
iLi)t dt, (10)
where Xt = U
∗
t (X ⊗ I)Ut denotes the evolved system observable X. This implies that in the stationary
regime the average counts rate per unit of time is 〈Λi,t〉ss = Tr(ρssL∗iLi).
For simplicity, in our analysis we will consider the case of a single bosonic field with counting process
Λt. For later use, we introduce a contractions semigroup on B(Hs), which can be used to compute the
characteristic function of Λt, and therefore encodes the distribution of the counting operators. Similarly
to the derivation of the master equation, one can show that Ss,t : B(Hs)→ B(Hs) defined by
S
(s)
t (X) =
〈
Ω
∣∣U∗t (X ⊗ eisΛt)Ut∣∣Ω〉 . (11)
is a contractions semigroup with generator
L(s)(X) = L(X) + (eis − 1)L∗XL
In particular, the characteristic function of Λoutt for an initial state ρin is
ϕct(s) = E
(
eisΛ
out
t
)
= Tr (ρinSs,t(1)) .
2.3.2 Homodyne measurements
We consider now measurements of a given quadrature of the i-th output field. Let Zt = e
−iφAi,t+eiφA∗i,t
be the corresponding stochastic process in the environment with φ defining the measured quadrature.
We have that
dZoutt = e
−iφdAi,t + eiφdA∗i,t + e
−iφL∗i,tdt+ e
iφLi,tdt, (12)
and therefore
〈Zoutt 〉ss = tTr(ρss(e−iφL∗i + eiφLi〉ss)). (13)
As in the case of counting, we define the contractions semigroup T
(p)
t : B(Hs)→ B(Hs)
T
(p)
t (X) = 〈Ω|U∗t
(
X ⊗ eipWt)Ut |Ω〉 . (14)
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whose generator is
L(p)(X) = L(X) + ip(e−iφL∗X +XeiφL)− p
2
2
X.
Then the characteristic function of Zt for an initial state ρin is given by
ϕZt (p) := E
(
eipZt
)
= Tr
(
ρinT
(p)
t (1)
)
.
2.4 Convergence of one-parameter semigroups
In this section we discuss a general semigroup convergence result which will be used as a technical tool in
the local asymptotic normality results. We start with the following Trotter-Kato theorem, cf. [29] (Thm
3.17).
Theorem 2.1: Let B be a Banach space and let B0 be a closed subspace of B. For each n ≥ 0, let S(n)τ
be a strongly continuous one-parameter contraction semigroup on B with generator L(n). Moreover, let
Sτ be a strongly continuous one-parameter contraction semigroup on B0 with generator L. Let D be a
core for L. The following conditions are equivalent:
1. For all X ∈ D there exist X(n) ∈ Dom (L(n)) such that
lim
n→∞X
(n) = X, lim
n→∞L
(n)
(
X(n)
)
= L(X).
2. For all 0 ≤ s <∞ and all X ∈ B0
lim
n→∞ sup0≤τ≤s
∥∥∥S(n)τ (X)− Sτ (X)∥∥∥ = 0.
We will apply the Trotter-Kato theorem to the following scenario.Let us assume that the generator L(n)
can be expanded as
L(n)(X) = nL0(X) +
√
nL1(X) + L2(X) +O(n−1/2). (15)
Moreover we assume that {Ker(L0) + Ran(L0)} is dense in B(H). In this case [29, Thm. 5.1] there exists
a projection P : B → B such that Ker(P ) = Ran(L0) and Ran(P ) = Ker(L0). With Q := I −P we have
PL0P = QL0P = PL0Q = 0, but QL0Q 6= 0. Furthermore, we assume there exists a map L˜ : B → B
such that L˜L0 = L0L˜ = Q, and that L1(X) ∈ Ran(L0) for all X ∈ PB(H).
Theorem 2.2: Let S
(n)
τ be a sequence of semigroups on a Banach space B with generators L(n) satisfying
the above assumptions. Suppose that
L := −PL1L˜L1 + PL2P,
generates a one parameter contraction semigroup on B0 := PB. Then
lim
n→∞ sup0≤τ≤T
∥∥∥S(n)τ (X)− exp(τL(X))∥∥∥ = 0,
for all X ∈ B0 and 0 ≤ T <∞.
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Proof. For any X ∈ B0, we will construct an expansion X(n) = X + 1√nX1 + 1nX2.
Since limn→∞X(n) = X if we find a suitable choice for X1 and X2 such that limn→∞ L(n)
(
X(n)
)
= L(X)
then our conclusion follows from the Trotter-Kato theorem. We find that
lim
n→∞L
(n)
(
X(n)
)
= lim
n→∞
(
nL0X +
√
nL0X1 + L0X2 +
√
nL1X + L1X1 + L2X
)
Note that L0X = 0 for X ∈ B0. Moreover, if we choose X1 = −L˜L1X then L0X1 +L1X = 0. This leads
to
lim
n→∞L
(n)
(
X(n)
)
= L0X2 − L1L˜L1X + L2X
= L0X2 −QL1L˜L1X +QL2X − PL1L˜L1X + PL2X.
We now choose X2 := L˜QL1L˜L1X − L˜QL2X ∈ QB and find
lim
n→∞L
(n)
(
X(n)
)
= −PL1L˜L1X + PL2X = L(X).
The convergence follows from Trotter-Kato theorem.
Similar convergence results for the asymptotic behavior of one parameter semigroup with different prop-
erties have been derived in [29].
In this paper we will use a rather special case of Theorem 2.2. We consider contraction semigroups on
B(Hs), with Hs a finite dimensional Hilbert space, and such that the first term L0 in the expansion (15)
is the generator of a irreducible Markov semigroup. This means that the Schro¨dinger picture generator
L0∗ has a unique stationary state ρss which has full rank, while the Heisenberg picture generator L0 has
1 as the unique zero eigenvector. In this case B0 = PB(Hs) = C1, where the projection P is defined by
PX = Tr(ρssX)1. Moreover, we will show that L0 leaves B1 := QB(Hs) = {X : Tr(ρssX) = 0} invariant
and its restriction to this space is invertible. Indeed, if X ∈ B1 then
Tr(ρssL0(X)) = Tr(L0∗(ρss)X) = 0
so L0(X) ∈ B1. Moreover, let Y ∈ B1 be such that Y is orthogonal onto the range of L0 in the sense
that Tr(Y L0(X)) = 0 for all X. Then, by using the duality property (7) we find Tr(L0∗(Y )X) = 0 for
all X, which implies that L0∗(Y ) = 0 so that Y = cρss. But since Y ∈ B1, we have Tr(ρssY ) = 0 ,which
implies Y = 0. Therefore the range of L0 is B1 and the inverse L˜ : B1 → B1 is well defined.
Besides irreducibility, the only additional condition which will need to be verified when applying Theorem
2.2 is then
Tr(ρssL1(1)) = 0. (16)
3 Local asymptotic normality for the output state
We return now to the Markov model introduced in the previous section, and assume that the interaction
between the quantum system and the environment depends on an unknown parameter θ ∈ R. The goal
is to find how well we can estimate θ by when we are allowed to perform arbitrary measurements in
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the output. This question can be approached by invoking the quantum Crame´r-Rao bound [32], and
computing the quantum Fisher information of the output state [33]. However since we are dealing with
a time-correlated state, it is not obvious that the quantum Crame´r-Rao bound is achievable in a ‘single
shot’ measurement even in the large time limit. Instead we will take a more fundamental approach
aimed at characterising the asymptotic ‘shape’ of the quantum statistical model, which provides both the
quantum Fisher information and its asymptotic achievability together with the Gaussian distribution of
the optimal estimator. The relevant statistical concept is that of local asymptotic normality. We will first
briefly review its meaning in the case of quantum statistical models consisting of ensembles of identically
prepared systems. After this we formulate the extension to quantum Markov processes, which is one of
the main results of the paper.
3.1 LAN for ensembles of identically prepared systems
We illustrate the idea of quantum LAN through the simplest example of a one parameter quantum
statistical model [24]. Let |ψ〉 ∈ Cd be a pure quantum state and define a family of states
|ψθ〉 = e−iθJ |ψ〉
indexed by an unknown parameter θ ∈ R. The generator J is a self-adjoint operator and we assume
that 〈ψ|J |ψ〉 = 0. The quantum Crame´r-Rao bound asserts that for any measurement and any unbiased
estimator θˆ (i.e. E(θˆ) = θ) , the mean square error (MSE) is lower bounded as
E
[
(θˆ − θ)2
]
≥ F−1θ
where Fθ is the QFI which is determined by the variance of the generator Fθ = 4〈ψ|J2|ψ〉. If we are
given n identical copies of |ψθ〉, then the corresponding Fisher information is nFθ, and therefore θ can
be estimated with error rate scaling as n−1/2.
The philosophy of local asymptotic normality is that for large n the parameter can be localised in a
region of size n−1/2+ with high probability, e.g. by using a proportion n1− of the system to produce a
rough estimator θ0. Therefore, in asymptotics it suffices then to understand the local properties of the
model, and it is natural to work with the equivalent parametrisation θ = θ0 +
u√
n
where θ0 is fixed and
known, and u is the ‘local parameter’ to be estimated. Let us denote the joint state of the ensemble
by |ψn,u〉 := |ψθ0+u/√n〉⊗n, and notice that since we are dealing with pure states, all properties of the
statistical model are encoded in the inner products. The following calculation shows that in the limit of
large n, the local statistical model converges to a limit:
lim
n→∞〈ψn,u|ψn,v〉 = limn→∞〈ψ|e
i(u−v)J/√n|ψ〉n = lim
n→∞
(
1− (u− v)
2F
8n
+ o(n−1)
)n
= e−(u−v)
2F/8 = 〈
√
F/2u|
√
F/2v〉. (17)
Above, u, v are arbitrary local parameters, F = Fθ0 , and the vector |
√
F/2u〉 denotes a one parameter
model consisting of a coherent state of a one-mode continuous variable system with means 〈Q〉 = √F/2u
and 〈P 〉 = 0. The convergence (17) is an example of local asymptotic normality for pure states quantum
models. Its statistical interpretation is that for large n, the task of estimating u in the original model
becomes equivalent to that of estimating u in the limit Gaussian model. In the case of the latter,
measuring Q/
√
F/2 produces an unbiased, normally distributed estimator uˆ with mean square error
E[(uˆ− u)2] = F−1. The ‘weak’ convergence defined above can be strengthened to an operational notion
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formulated in terms of quantum channels implementing the convergence [20, 25], which can be applied
to general models with mixed states and arbitrary number of parameters. This provides a rigorous
framework for studying asymptotically optimal estimation procedures and establishing the asymptotic
normality of the estimator [34]. In this paper we limit ourselves to proving the weak form of local
asymptotic normality (in terms of inner products for system and output states) and we refer to [25] on
how this can be extended to strong convergence of the output state model.
3.2 QLAN for the Markov model
We assume that the Markov dynamics described in section 2.2 depends on an unknown one-dimensional
parameter θ, more precisely H = Hθ and Li = Li,θ and the dependence is smooth with respect to θ.
Moreover, we assume that the Markov semigroup is irreducible for any θ. We consider that initially the
system is in the pure state |χ0〉, so that the joint initial state of system and environment is |Ψ(0)〉 =
|χ0〉 ⊗ |Ω〉 ∈ Hs ⊗F(L2(R+;Ck)), where |Ω〉 is the joint vacuum state of the bosonic fields.
As in the case of identically prepared systems, we expect that by measuring the (stationary) output for
a time t, allows us to localise θ within a neighbourhood of size t−1/2. Therefore, we write θ = θ0 + u√t
with θ0 fixed and u ∈ R the unknown local parameter. The evolution of the joint initial state gives rise
to the family of pure states
|Ψut 〉 := U
θ0+
u√
t
t |Ψ(0)〉 . (18)
Since the vector state is only defined up to a complex phase, we make the following choice which allows
to establish the convergence of the inner products. Let
∣∣∣Ψ˜ut 〉 = ei√tuA˜ |Ψut 〉 , (19)
where
A˜ = Tr
((
H˙ + Im
d∑
i=1
L˙∗iLi
)
ρss
)
,
and H˙, L˙i denote the derivative of Hθ and Li,θ with respect to θ, at θ = θ0. The following theorem
establishes the local asymptotic normality of the joint system and output state.
Theorem 3.1: Consider an open system with space Hs characterised by its hamiltonian Hθ and the
jump operators L1,θ, . . . , Lk,θ, all of which depend smoothly on an unknown parameter θ ∈ R. We assume
that the dynamics is irreducible for θ = θ0. Let θ = θ0 + u/
√
t be the local parametrisation around θ0
and let
∣∣∣Ψ˜ut 〉 be the joint system-output state at time t, as defined in (19).
Then the quantum statistical model
{∣∣∣Ψ˜ut 〉 , u ∈ R} converges weakly to the coherent states model{∣∣∣√F2 u〉 : u ∈ R}, i.e. for u, v ∈ R
lim
t→∞
〈
Ψ˜ut
∣∣∣ Ψ˜vt〉 =
〈√
F
2
u
∣∣∣∣∣
√
F
2
v
〉
, (20)
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with limiting quantum Fisher information
F = 8
〈
1
2
∑
i
L˙∗i L˙i − Re(H˙B˜)− Im(
∑
i
L˙∗i B˜Li)
〉
ss
(21)
B˜ = L˜
(
H˙ + Im
∑
i
L˙∗iLi −
〈
H˙ + Im
d∑
i=1
L˙∗iLi
〉
ss
)
Proof. For a fixed triple (t, u, v) we let θ = θ0+
u√
t
, θ′ = θ0+ v√t and define the one parameter contractions
semigroup with parameter τ
T (t,u,v)τ : B(Hs)→ B(Hs)
T (t,u,v)τ : X 7→ e−itτ(θ−θ
′)A˜
〈
Ω
∣∣∣Uθ0+u/√t∗tτ (X ⊗ 1)Uθ0+v/√ttτ ∣∣∣Ω〉 .
The fact that T
(t,u,v)
τ is a semigroup can be shown by differentiation and by using the quantum Itoˆ rules.
Its generator L(t,u,v) is
L(t,u,v)(X) = t
[
i(HθX −XHθ′) +
d∑
i=1
(
L∗i,θXLi,θ′ −
1
2
(
L∗i,θLi,θX +XL
∗
i,θ′Li,θ′
))− i(θ − θ′)A˜] .
(22)
The inner products are〈
Ψ˜ut
∣∣∣ Ψ˜vt〉 = e−it(θ−θ′)A˜〈χ0 ⊗ Ω|Uθ0+u/√t∗t Uθ0+v/√tt |χ0 ⊗ Ω〉 = 〈χ0 ∣∣∣T (t,u,v)1 (1)∣∣∣χ0〉 (23)
By applying Theorem 2.2 we obtain the limit
lim
t→∞ 〈χ0|T
(t,θ,θ′)
1 (1) |χ0〉 = ei(v
2−u2)Ge−(u−v)
2F/8 = ei(v
2−u2)τG
〈√
F
2
u
∣∣∣∣∣
√
F
2
v
〉
, (24)
where G ∈ R is a constant,
∣∣∣√F2 v〉 is the one mode coherent state with mean 〈Q〉 = √F2 v, 〈P 〉 = 0. The
details of this calculation are found in the appendix 7.1.
Since the complex phase pre-factor can be absorbed in the definition of the coherent state, we conclude
that the system-output model converges weakly to the one parameter coherent state limit model.
We have shown that asymptotically the joint state of the system and environment are locally statistically
equivalent to the Gaussian model of coherent states. The coefficient F in (21) is the quantum Fisher
information per unit of time of the local states (19).
4 Local asymptotic normality for measurements on the output
In this section we prove that additive statistics of continuous measurements on the environment satisfy
(the classical version of) local asymptotic normality. More precisely, let Xt be a real-valued random
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variable indexed by t ∈ R (a summary statistic at time t), and that it’s distribution depends on an
unknown parameter θ ∈ R; we suppose that the ‘amount of information’ about θ grows linearly with t.
As before, we write θ = θ0 +u/
√
t and we say that the process satisfies LAN if the following convergence
in distribution holds (under θ) as t→∞
1√
t
(Xt − Eθ0(Xt)) D−→ N(µu, σ2). (25)
The limit is the normal distribution with mean µu and variance σ2. Its classical Fisher information is
the rescaled limiting Fisher information of Xt and is given by the signal to noise ratio I = µ
2/σ2. As a
consequence of (25), we find that the estimator
θˆ = θ0 + uˆ/
√
t := θ0 + (Xt − Eθ0(Xt))/(tµ)
is asymptotically normal and its mean square error satistisfies
tEθ
[
(θˆ − θ)2
]
−→ I−1.
To prove (25) it suffices to show the convergence of the characteristic functions
lim
t→∞Eθ0+
u√
t
(e
is√
t
Xt) = eiuµs−
1
2σ
2s2 . (26)
Below, we apply this recipe to the total counts and integrated homodyne current statistics. We stress that
these results are for summary statistics, i.e. they do not take into account time correlations and typically
have smaller Fisher information than the whole stochastic measurement process. More generally, one
could consider time averages of more general statistics which depend on the whole detection record over
a given time window. A central limit theory for such statistics has been developed in [35] for the case of
discrete time quantum Markov chains.
4.1 Counting process
We return to the counting process introduced in section 2.3.1 and consider for simplicity that the system
is coupled with a single bosonic field. The multi-channel case can be treated similarly. We assume that
the dynamics depends on the unknown one-dimensional parameter θ ∈ R, so that H = Hθ, L = Lθ. Recall
that Λoutt is the counting process resulting from detecting output excitations. We define the counting
process
Yt = Λ
out
t − t〈L∗θ0Lθ0〉ss (27)
where 〈L∗θ0Lθ0〉ss is a known quantity equal to the stationary counting rate when the parameter θ takes
the value θ0. We will show that the rescaled process Yt/
√
t satisfies local asymptotic normality, and can
be used to construct an asymptotically normal estimator of θ whose mean square error can be calculated
explicitly.
Theorem 4.1: Consider an open system with space Hs characterised by its hamiltonian Hθ and a jump
operator Lθ, both of which depend smoothly on an unknown parameter θ ∈ R. We assume that the
dynamics is irreducible for θ = θ0. Let θ = θ0 + u/
√
t be the local parametrisation around θ0 and let Yt
be the counting process defined in (27). Then Yt satisfies local asymptotic normality, i.e. the following
convergence in distribution holds under θ = θ0 + u/
√
t
1√
t
Yt
D−→ N(µcu, Vc). (28)
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The limit is the normal distribution with mean µcu and variance Vc, both of which can be computed
explicitly (see end of proof). In particular, the asymptotic rescaled classical Fisher information of Yt is
given by
Ic =
µ2c
Vc
≤ F
and the estimator θˆt := θ0 + Yt/(tµc) is asymptotically normal and satisfies
lim
t→∞ tE
[
(θˆt − θ)2
]
= I−1c .
Proof. To prove (28) it suffices to prove the convergence of the corresponding characteristic functions
lim
t→∞E
(
eisYt/
√
t
)
= eiuµcs−
1
2Vcs
2
. (29)
To establish this, we introduce a family of contractions semigroups S
(t,u,s)
τ : B(Hs)→ B(Hs), where u, s
are considered fixed and t is an index playing the role of n in Theorem 2.2. The semigroups are given by
S(t,u,s)τ (X) =
〈
Ω
∣∣∣Uθ0+u/√t∗tτ (X ⊗ eisYtτ/√t)Uθ0+u/√t∗tτ ∣∣∣Ω〉 . (30)
Using Theorem 2.2 we will show that
lim
t→∞S
(t,u,s)
τ (1) = e
iusτµc− s22 τVc1, (31)
where µc and Vc are constants whose explicit expression is given at the end of the proof.
The limit (29) follows from (31) by setting τ = 1 and taking expectation with respect to the system’s
initial state on both sides. The asymptotic rescaled Fisher information of Yt is the Fisher information of
the Gaussian shift model {N(µcu, Vc) : u ∈ R} which is equal to Ic = µ2c/Vc.
The proof of the limit (31) can be found in Appendix 7.2.
4.2 Homodyne measurement
In the same setup as the previous section, we consider the homodyne measurement with quadrature
angle φ, described by the quantum output process (integrated homodyne current) Zt = e
−iφAoutk (t) +
eiφAout∗k (t). As before, we define the random variable which is centred at θ = θ0
Wt = Zt − t〈e−iφL∗θ + eiφLθ〉ss. (32)
We will show that Wt satisfies local asymptotic normality, as t→∞.
Theorem 4.2: Consider an open system with space Hs characterised by its hamiltonian Hθ and a jump
operator Lθ, both of which depend smoothly on an unknown parameter θ ∈ R. We assume that the
dynamics is irreducible for θ = θ0. Let θ = θ0 + u/
√
t be the local parametrisation around θ0 and let Wt
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be the integrated homodyne current defined in (32). Then Wt satisfies local asymptotic normality, i.e.
the following convergence in distribution holds under θ = θ0 + u/
√
t
1√
t
Wt
D−→ N(µhu, Vh). (33)
The limit is the normal distribution with mean µcu and variance Vc, both of which can be computed
explicitly (see end of proof). In particular, the asymptotic rescaled classical Fisher information of Wt is
given by
Ih =
µ2h
Vh
≤ F
and the estimator θˆt := θ0 +Wt/(tµh) is asymptotically normal and satisfies
lim
t→∞ tE
[
(θˆt − θ)2
]
= I−1h .
Proof. To prove (28) it suffices to show the convergence of characteristic functions
lim
t→∞E
(
e
ip√
t
Wt
)
= eiupµh−
1
2p
2Vh . (34)
We define a family of one-parameter contractions semigroups T
(t,u,p)
τ : B(Hs) → B(Hs) indexed by
(t, u, p), with u, p fixed and t playing the role of n in Theorem 2.2. The semigroups are given by
T (t,u,p)τ (X) =
〈
Ω
∣∣∣Uθ0+u/√t∗tτ (X ⊗ eipWtτ/√t)Uθ0+u/√ttτ ∣∣∣Ω〉 , (35)
Using Theorem 2.2 we will show that
lim
t→∞T
(t,u,p)
τ (1) = e
iupτµh− p
2
2 τVh1, (36)
where µh and Vh are constants whose explicit expression is given at the end of the proof.
The limit (34) follows from (36) by setting τ = 1 and taking expectation with respect to the system’s
initial state on both sides. The asymptotic rescaled Fisher information of Wt is the Fisher information
of the Gaussian shift model {N(µhu, Vh) : u ∈ R} which is equal to Ih = µ2h/Vh.
The proof of the limit (36) can be found in Appendix 7.3.
5 Examples
In this section we apply the general results to two examples, a two level system and the atom maser.
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5.1 Two-level system
Let us consider a two level atom with Hilbert space Hs = C2 interacting with an electromagnetic field
with jump operator Lθ = θσ− + z1, where z ∈ C and θ ∈ R is an unknown parameter. We choose the
interaction Hamiltonian Hθ =
i
2θ(z¯σ− − zσ+) where σ± = 12 (σx ± iσy). The reduced dynamics of the
atom has a stationary state
ρss(θ) =
(
a b
c 1− a
)
, a =
4|z|2
8|z|2 + θ2 , b = −
θz
2|z|2 a, c = −
θz¯
2|z|2 a. (37)
Since the identity operator spans the kernel of L0 the projection P can be defined by PX = Tr(ρssX).
Let us define the following vectors in C2
e1 = σz + a˜1, e2 = σ+ + b˜1, e3 = σ− + c˜1, e4 = 1, (38)
where a˜ = 1− 2a, b˜ = −c, c˜ = −b are chosen in such a way that they span the orthogonal complement of
P and the assumptions of section 2.4 hold.
Our goal is to compute the quantum Fisher information of the output, and the classical Fisher informa-
tions for counting and homodyne, as described in Theorems 3.1, 4.1 and respectively 4.2. For clarity, we
present here some of the main ideas, while the details of the computations can be found in Appendix 7.4.
5.1.1 LAN for output states
Following the method of Section 3, we localise the unknown parameter as θ = θ0 +
u√
t
, and we expand
the generator (52) with respect to
√
t and find the first three terms
L0(X) = i[H,X] + θ20
(
σ+Xσ− − 1
2
{σ+σ−, X}
)
,
L1(X) = i
θ0
(vHX − uXH) + θ0 ((v + u)σ+Xσ− − (vσ+σ−X + uXσ+σ−)) ,
L2(X) = uvσ+Xσ− − 1
2
(
v2σ+σ−X + u2Xσ+σ−
)
.
(39)
Following the same steps as in the proof of Theorem 3.1, one can show that the quantum Fisher infor-
mation is equal to
F (θ0) =
128|z|4
(8|z|2 + θ20)θ20
. (40)
We note that the QFI depends only on the ratio |z|/θ0 and diverges when the coupling constant vanishes.
5.1.2 Classical measurements
If we consider the counting process we remark that the average number of radiated photons
〈L∗θ0Lθ0〉ss =
θ20
2
〈σz〉ss + θ0〈z¯σ− + zσ+〉ss + θ
2
0
2
+ |z|2
= −θ
2
0
2
a˜− θ0(zb˜+ z¯c˜) + θ
2
0
2
+ |z|2 = |z|2,
(41)
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equals the intensity of the driving laser (as expected) and therefore the rescaled asymptotic classical
Fisher information of the total counts statistics is zero.
For homodyne measurements the generator of dynamics can be expanded in the usual perturbation series
with coefficients
L0(X) = θ0
2
[z¯σ− − zσ+, X] + θ20
(
σ+Xσ− − 1
2
{σ+σ−, X}
)
,
L1(X) = iu[H˙,X] + u(L˙∗XL+ L∗XL˙)
−u
2
(
(L˙∗L+ L∗L˙)X +X(L˙∗L+ L∗L˙)
)
+ip(e−iφL∗X +XeiφL)− ip〈e−iφL∗ + eiφL〉ssX
L2(X) = iup(e−iφL˙∗ + eiφL˙)X + u2L˙∗XL˙− u
2
2
(L˙∗L˙X +XL˙∗L)− p
2
2
X.
The numerator in the Fisher information is defined in terms of the mean value
〈e−iφL∗ + eiφL〉ss = θ0〈e−iφσ+ + eiφσ−〉ss + 2Re(zeiφ)
= −θ0(e−iφb˜+ eiφc˜) + 2Re(zeiφ)
= 2Re(zeiφ)− 4Re(zeiφ)a˜
(42)
The denominator is the coefficient of −p2/2 in the expression −PL1L˜L1(I) + PL2(I). Remark that the
coefficient of p2/2 in PL2(I) is simply −1.
Starting from
L1(1) = ip(e−iφL∗ + eiφL)− 〈e−iφL∗ + eiφL〉ss
= ipθ0(e
−iφe2 + eiφe3).
(43)
We find that
L˜L1(I) = ip
θ0(θ20 + 8|z|2)
(−4Re((eiφz)θ0e1 + ((−2θ20 − 8|z|2)e−iφ + 8z2eiφ) e2
+
(
(−2θ20 − 8|z|2)eiφ + 8z¯2e−iφ
)
e3
)
.
Then the denominator in the Fisher information reads
Bh = 1 +
2
(θ20 + 8|z|2)3
(
θ40
(
4Im2(eiφz)− 16|z|2)+ 192θ20|z|4 + 512|z|4Im2(eiφz)) (44)
And the Fisher information is given by
Ih =
A2h
Bh
, (45)
with
Ah =
64θ0|z|2Re(eiφz)
(θ20 + 8|z|2)2
. (46)
In Figure 5.1.2 we plot the Fisher information for homodyne detection as a function of φ for all other
parameters fixed (left) and as a function of θ0 for fixed |z|, θ and φ (right). The Fisher information is
a function of the ratio |z|/θ0 and of cos2(φ + θ0) therefore it is maximized whenever the laser and the
detector are aligned in such a way that cos(φ+ θ0) = ±1.
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Figure 2: Fisher Information for homodyne measurements : left - dependence on φ for |z|/θ0 = 0.66 with
θ = 0 (blue line) and θ = pi/3 (red dotted line) ; right - dependence on θ0 for θ = φ = 0 and different
laser strengths
5.2 The atom maser
A one-atom maser [36] consists of a beam of excited two level atoms interacting resonantly with a single
mode of an electromagnetic field enclosed in a dissipative cavity. The ‘system’ is the field in the cavity,
and in a certain time coarse graining approximation, the interaction with a Poissonian beam of atoms,
and that with a positive temperature thermal bath can be modelled as a coupling to 4 bosonic channels,
one for each possible interaction. Two channels correspond to the two possible outcomes of the excited
atom passing through the cavity and the other two channels are the photon exchange channels between
the cavity and a thermal bath of constant temperature. The Lindblad generator is
L(X) =
4∑
i=1
L∗i,φXLi,φ −
1
2
{L∗i,φLi,φ, X} (47)
with the four jump operators defined as
L1,φ =
√
Nexa
∗ sin(φ
√
aa∗)√
aa∗
, L2,φ =
√
Nex cos(φ
√
aa∗), (48)
L3,φ =
√
ν + 1a, L4,φ =
√
νa∗, (49)
where Nex is the rate of the incoming atoms, ν is the average number of photons in the bath, a and a
∗
creation and annihilation operators for the field and φ is the accumulated Rabi angle which is proportional
to the interaction strength.
The atom maser has a unique stationary state which is diagonal in the number basis, and its coefficients
are
ρss(n) = ρss(0)
n∏
i=1
[
ν
ν + 1
+
Nex
ν + 1
sin2 φ
√
i
i
]
. (50)
The large deviations theory and the central limit theorem for counting measurements has been studied
in [37], while the problem of estimating the parameter φ has been investigated in detail in [18] and [19].
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Figure 3: The quantum Fisher information of the atom maser as function of the Rabi angle φ (left panel).
Classical Fisher information corresponding to the total counts of ground state atoms, excited state atoms,
and joint statistics (right panel).
In [18] it was shown that the quantum Fisher information described in Theorem 3.1 is
F = 4Tr
(
ρss
4∑
i=1
L˙∗i L˙i
)
= 4NexTr
(
ρssaa
†) = 4Nex∑
k
(k + 1)ρss(k). (51)
This is plotted in the left panel of figure 3 for Nex = 16 and ν = 0.1. For comparison, the classical
Fisher informations associated to total counts of ground state atoms, excited state atoms and ground
and excited state jointly, is plotted in the right panel. We note that all informations are equal to zero at
a particular value φ0 where the mean photon number in the cavity, and the rate of ground state atoms
are at a maximum, and therefore the derivative with respect to φ is zero. One can show however [19],
that the Fisher information of the full detection record is strictly larger than zero for all φ. This shows
the importance of extending the theory developed here for total counts and time integrated statistics, to
more general statistics depending on time correlations.
Besides counting, one could in theory consider that a homodyne measurement is performed on the photon
loss channel. However this is equal to zero as the homodyne current has mean zero. Interestingly, if the
homodyne measurement is performed jointly with the counting measurement on the atomic channels,
then the joint classical Fisher information is slightly larger than that of the counting measurement alone.
This is due to small non-diagonal terms in the covariance matrix of the two statistics.
6 Conclusion
In this paper we have extended the discrete-time results of [24, 25] to the domain of continuous-time
quantum Markov processes, in the input-output formalism. For an irreducible system whose dynamics
depends on an unknown parameter, we have have shown that for large time, the output state can be
approximate by a quantum Gaussian state (asymptotic normality) and found the explicit expression
of the asymptotic quantum Fisher information of this state. This provides an absolute bound on the
estimation precision of any measurement procedure.
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We have then analysed the statistical properties of the counting and homodyne continuous-time measure-
ments. We showed that the total counts and the integrated homodyne current also satisfy asymptotic
normality and computed the general expression of the corresponding classical Fisher informations. We
then considered two examples (two level system and the atom maser), in which the performance of these
measurements is compared with that prescribed by the quantum Fisher information. Finding the optimal
measurement and estimation scheme is an important open problem which goes beyond the scope of this
paper. Another remaining problem is to extend the present results to a multi-dimensional parameter set-
up, and to derive the general quantum Central Limit Theorem which underpins the asymptotic normality
results [38].
Acknowledgements. This work was supported by the EPSRC grant EP/J009776/1.
7 Appendix
7.1 Details of the proof of Theorem 3.1
We apply Theorem 2.2 for the family of semigroups T
(t,u,v)
τ where t plays the role of index (instead of
the discrete index n). The generator in Eq. (15) can be expanded as
L(t,θ,θ′)(X) = tL0(X) +
√
tL(u,v)1 (X) + L(u,v)2 (X) +O(t−1/2) (52)
we get
L0(X) = i[H,X] +
d∑
i=1
(
L∗iXLi, −
1
2
{L∗iLi, X}
)
,
L1(X) = i(uH˙X − vXH˙) +
d∑
i=1
(
uL˙∗iXLi + vL
∗
iXL˙i −
1
2
(
u(L˙∗iLi + L
∗
i L˙i)X + vX(L˙
∗
iLi + L
∗
i L˙i)
))
−i(u− v)
〈
H˙ + Im
d∑
i=1
L˙∗iLi
〉
ss
X,
L2(X) = i
2
(u2H¨X − v2XH¨) +
d∑
i=1
(
u2
2
L¨∗iXLi +
v2
2
L∗iXL¨i + uvL˙
∗
iXL˙i
)
−1
2
d∑
i=1
{
u2
2
(L¨∗iLi + L
∗
i L¨i + 2L˙
∗
i L˙i)X +
v2
2
X(L¨∗iLi + L
∗
i L¨i + 2L˙
∗
i L˙i)
}
.
Since Ker(L0) = C1 we choose the projection P (X) = Tr(ρssX)1 where ρss is the stationary state of the
system. Then, since P is a one dimensional projection, the limit generator in Theorem 2.2 is of the form
L(u,v) := −PL1L˜L1 + PL2P = f(u, v)P (53)
where f(u, v) is a (complex valued) function. The limit of the inner product in (23) is therefore given by
lim
t→∞
〈
Ψ˜ut
∣∣∣ Ψ˜vt〉 = lim
t→∞
〈
χ0
∣∣∣T (t,u,v)1 (1)∣∣∣χ0〉 = 〈χ0 ∣∣∣T (u,v)1 (1)∣∣∣χ0〉 = ef(u,v).
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We will now calculate the function f(u, v). For the second term in (53) we have
L2(1) = (u2 − v2)
(
i
2
H¨ +
1
4
∑
i
(L¨∗iLi − L∗i L¨i)
)
− 1
2
(u− v)2
∑
i
L˙∗i L˙i
=
i
2
(u2 − v2)
(
H¨ + Im
∑
i
L¨∗iLi
)
− 1
2
(u− v)2
∑
i
L˙∗i L˙i
L1(1) = (u− v)(iH˙ + 1
2
∑
i
(L˙∗iLi − L∗i L˙i)− i(u− v)
〈
H˙ + Im
n∑
i=1
L˙∗iLi
〉
ss
= i(u− v)
[
H˙ + Im
∑
i
L˙∗iLi −
〈
H˙ + Im
n∑
i=1
L˙∗iLi)
〉
ss
]
≡ i(u− v)B
Note that the condition Tr(L1(1)ρss) = 0 is satisfied. For simplicity we denote B˜ := L˜(B), and note that
〈B˜〉ss = 0 since L˜ leaves the set of zero expectation observables invariant. Rearranging the terms in a
suitable way we find that
L1L˜L1(1) =i(u2 − v2)
{
−Im(H˙B˜) + Re(
∑
i
L˙∗i B˜Li)− Re(
∑
i
L˙∗iLi)B˜
}
−
− (u− v)2
{
Re(H˙B˜) + Im(
∑
i
L˙∗i B˜Li)−
〈
H˙ + Im
n∑
i=1
L˙∗iLi
〉
ss
B˜
}
.
Therefore we find
f(u, v) = exp
(
i(u2 − v2)〈X2〉ss − (u− v)2〈X1〉ss
)
,
where X1 and X2 are the selfadjoint operators
X1 =
1
2
∑
i
L˙∗i L˙i − Re(H˙B˜)− Im(
∑
i
L˙∗i B˜Li),
X2 =
1
2
(H¨ + Im
∑
i
L¨∗iLi) + Im(H˙B˜)− Re(
∑
i
L˙∗i B˜Li) + Re(
∑
i
L˙∗iLi)B˜.
We conclude that the limit overlap can be expressed in terms of the overlap of two one-mode coherent
states, with a certain choice of phase which does not have a physical significance
lim
t→∞
〈
Ψ˜ut
∣∣∣ Ψ˜vt〉 = e−(u−v)2F/8ei(u2−v2)〈X2〉ss = ei(u2−v2)〈X2〉ss 〈√F/2u|√F/2v〉 .
The constant F = 8〈X1〉ss is the quantum Fisher information of the limiting coherent state model
{|√F/2u〉 : u ∈ R}. This completes the proof of the quantum local asymptotic normality Theorem 3.1.
7.2 Details of the proof of Theorem 4.1
In the following we drop the subscript when θ = θ0 and denote L = Lθ0 , H = Hθ0 . By differentiating
(30) and using the quantum Ito rules it can be checked that S
(t,u,s)
τ is a semigroup with generator
L(t,u,s)(X) = t
[
Lθ(X) + (eis/
√
t − 1)L∗θXLθ −
is√
t
〈L∗L〉ssX
]
= tL0(X) +
√
tL(u,s)1 (X) + L(u,s)2 (X) +O(t−1/2).
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where
L0(X) = i[H,X] + L∗XL− 1
2
{L∗L,X},
L1(X) = iu[H˙,X] + isL∗XL+ u(L˙∗XL+ L∗XL˙)
−u
2
(
(L˙∗L+ L∗L˙)X +X(L˙∗L+ L∗L˙)
)
− is〈L∗L〉ssX
L2(X) = iu
2
2
[H¨,X]− s
2
2
L∗XL+ isu(L˙∗XL+ L∗XL˙) +
+
u2
2
(L¨∗XL+ L∗XL¨+ 2L˙∗XL˙)−
−u
2
4
(L¨∗LX + L∗L¨X + 2L˙∗L˙X +XL¨∗L+XL∗L¨+ 2XL˙∗L˙).
Therefore we have
L1(1) = is (L∗L− 〈L∗L〉ss1) , L2(1) = −s
2
2
L∗L+ isu(L˙∗L+ L∗L˙). (54)
and in particular Tr(ρssL1(1)) = 0. Since the dynamics is irreducible at θ0, we have Ker(L0) = C1 and
the conditions of Theorem 2.2 are fulfilled with P being the projection P (X) = Tr(ρssX)1. Therefore
lim
t→∞S
(t,u,s)
τ (1) = S
(u,s)
τ (1) = exp(τfc(s, u))1
where S
(u,s)
τ is a semigroup on the one dimensional space C1 with generator
L(u,s) := −PL1L˜L1 + PL2P = fc(s, u)P
It now remains to compute the function fc(s, u). With the above expressions for L1(1) and L2(1) we get[
−PL1L˜L1 + PL2P
]
(1) = (iusµc − s
2
2
Vc)1
where
µc :=
〈
i[H˙, A] + L˙∗AL+ L∗AL˙+ 2Re(L˙∗L)− (Re(L˙∗L)A+ARe(L˙∗L))
〉
ss
,
Vc := 〈L∗L+ 2L∗AL〉ss .
with A given by A := −L˜ (L∗L− 〈L∗L〉ss). In the expression of final expression of Vc we used the fact
that 〈A〉ss = 0 since L˜ leaves the space of zero mean observables invariant.
7.3 Details of the proof of Theorem 4.2
The generator of the semigroup T
(t,u,p)
τ is
L(t,u,p)(X) = t
[
i[Hθ, X] + L
∗
θXLθ −
1
2
(L∗θLθX +XL
∗
θLθ)
+
ip√
t
(e−iφL∗θX +Xe
iφLθ)− p
2
2t
X − ip√
t
〈e−iφL∗θ0 + eiφLθ0〉ssX
]
= tL0(X) +
√
tL(u,p)1 (X) + L(u,p)2 (X) +O(t−1/2).
21
In the following we drop the subscript when θ = θ0 and denote L = Lθ0 , H = Hθ0 . The first three terms
of the generator are
L0(X) = i[H,X] + L∗XL− 1
2
{L∗L,X},
L1(X) = iu[H˙,X] + u(L˙∗XL+ L∗XL˙)− u
2
(
(L˙∗L+ L∗L˙)X +X(L˙∗L+ L∗L˙)
)
+ip(e−iφL∗X + eiφXL)− ip〈e−iφL∗ + eiφL〉ssX
L2(X) = iu
2
2
[H¨,X] + iup(e−iφL˙∗X + eiφXL˙) +
u2
2
(L¨∗XL+ L∗XL¨+ 2L˙∗XL˙)
−u
2
4
(L¨∗LX + L∗L¨X + 2L˙∗L˙X +XL¨∗L+XL∗L¨+ 2XL˙∗L˙)− p
2
2
X.
Then
L1(1) = ip(e−iφL∗ + eiφL)− ip〈e−iφL∗ + eiφL〉ss1,
L2(1) = iup(e−iφL˙∗ + eiφL˙)− p
2
2
1.
and in particular Tr(ρssL1(1)) = 0. Since the dynamics is irreducible, we have Ker(L0) = C1 and the
conditions of Theorem 2.2 are fulfilled with P being the projection P (X) = Tr(ρssX)1. Therefore
lim
t→∞T
(t,u,p)
τ (1) = T
(u,p)
τ (1) = exp(τfh(u, p))1
where T
(u,p)
τ is a semigroup on the one dimensional space C1 with generator
L(u,p) := −PL1L˜L1 + PL2P = fh(u, p)P.
It now remains to compute the function fh(u, p). With the above expressions for L1(1) and L2(1) and
with the notation ipB ≡ L˜L1(1) such that Tr(ρssB) = 0, we have
e−PL1L˜L1+PL2P (1) = eiupµh−
p2
2 Vh1,
where
µh =
〈
i[H˙, B] + L˙∗BL+ L∗BL˙+ e−iφL˙∗ + eiφL˙− 1
2
(
(L˙∗L+ L∗L˙)B +B(L˙∗L+ L∗L˙)
)〉
ss
,
Vh = 1 + 2〈e−iφL∗B + eiφBL〉ss
7.4 Calculations for the two level system
With respect to the basis (38), the map L0 has the matrix representation
L0 =

−θ20 z¯θ0 zθ0 0
−2zθ0 − θ
2
0
2 0 0
−2z¯θ0 0 − θ
2
0
2 0
0 0 0 0
 . (55)
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Its kernel is C1 and the projection P is given by P (X) = γ41 = Tr(ρssX), where X = γ1e1 + γ2e2 +
γ3e3 + γ4e4 is the expansion of X in the basis (38). From (39) we get
L1(1) = (v − u)(zσ+ − z¯σ−) = (v − u)(ze2 − z¯e3).
PL2(1) = − (u− v)
2
2
P (σ+σ−) = − (u− v)
2
2
1− a˜
2
1.
where we have used that σ+σ− = 12e1 +
1−a˜
2 e4. To compute the other term in the Gaussian kernel we
need to invert L0 on the complement of P . With respect to the basis (e1, e2, e3) the map L˜ is given by
L˜ = 1
θ20(θ
2
0 + 8|z|2)
−θ20 −2z¯θ0 −2zθ04zθ0 −2θ20 − 8|z|2 8z2
4z¯θ0 8z¯
2 −2θ20 − 8|z|2
 .
Therefore
L˜L1(1) = (v − u)
(
16|z|2z¯ + 2θ20 z¯
θ20(θ
2
0 + 8|z|2)
e3 − 16|z|
2z + 2θ20z
θ20(θ
2
0 + 8|z|2)
e2
)
,
and then
PL1L˜L1(1) = (u− v) 16|z|
2 + 2θ20
θ20(θ
2
0 + 8|z|2)
PL1(ze2 − z¯e3) = 2
θ20
(u− v)PL1(ze2 − z¯e3)
= −2(8|z|
2 − θ20)|z|2
(8|z|2 + θ20)θ20
(u− v)21.
Putting everything together we find
−PL1L˜L1(1) + PL2(1) = − 16|z|
4
(8|z|2 + θ20)θ20
(u− v)21,
which means that the quantum Fisher information is
F (θ0) =
128|z|4
(8|z|2 + θ20)θ20
. (56)
References
[1] J. P. Dowling and G. J. Milburn. Quantum technology: the second quantum revolution. Phil. Trans.
R. Soc. Lond. A, 361:1655–1674, 2003.
[2] P. Haroche and J.-M. Raimond. Exploring the Quantum: Atoms, Cavities, and Photons. Oxford
University Press, 2006.
[3] G Brassard. Quantum communication complexity (a survey). In A. Gonis and P.E.A. Turchi,
editors, Decoherence and its implications in quantum computing and information transfer. Proc
Nato advanced research Workshop, Mykonos, Greece 25-30 June 2000, pages 199–210. IOS Press,
Amsterdam, 2001.
[4] M.A. Nielsen and I.L. Chuang. Quantum Computation and Quantum Information. Cambridge
University Press, Cambridge, 2000.
23
[5] V. Giovannetti, S. Lloyd, and L. Maccone. Quantum-enhanced measurements: beating the standard
quantum limit. Science, 306:1330, 2004.
[6] C. Gardiner and P. Zoller. Quantum Noise. Springer, 2004.
[7] H. J. Carmichael. An Open Systems Approach to Quantum Optics. Springer-Verlag, Berlin Heidelberg
New-York, 1993.
[8] H. Mabuchi and N. Khaneja. Principles and applications of control in quantum systems. Int. J.
Robust Nonlinear Control, 15:647–667, 2005.
[9] H. M. Wiseman and G. J. Milburn. Quantum Measurement and Control. Cambridge University
Press, 2009.
[10] H-P. Breuer and F. Petruccione. The theory of open quantum systems. Oxford University Pressl,
2002.
[11] H. Mabuchi. Dynamical identification of open quantum systems. Quantum Semiclass. Opt., 8:1103–
1108, 1996.
[12] J. Gambetta and H.M. Wiseman. State and dynamical parameter estimation for open quantum
systems. Phys.Rev. A, 64:042105, 2001.
[13] S. Gammelmark and K. Molmer. Bayesian parameter inference from continuously monitored quan-
tum systems. Phys. Rev. A, 87:032115, 2013.
[14] A. Fujiwara. Quantum channel identification problem. Phys. Rev. A, 63:042304, 2001.
[15] D. Burgarth, K. Maruyama, and F. Nori. Indirect quantum tomography of quadratic Hamiltonians.
New J. of Phys., 13:013019, 2011.
[16] J. Cole, S. Schirmer, A. Greentree, C. Wellard, D. Oi, and L. Hollenberg. Identifying an experimental
two-state Hamiltonian to arbitrary accuracy. Phys. Rev. A, 71:062312, 2005.
[17] M. Howard, J. Twamley, C. Wittmann, T. Gaebel, F. Jelezko, and J. Wrachtrup. Quantum process
tomography and Linblad estimation of a solid-state qubit. New J. of Phys., 8:33, 2006.
[18] C. Catana, M. van Horssen, and M. Gut¸a˘. Asymptotic inference in system identification for the
atom maser. Phil. Trans. R. Soc. Lond. A, 370:5308–5323, 2012.
[19] C. Catana, M. Gut¸a˘, and T. Kypraios. Maximum likelihood versus likelihood-free quantum system
identification in the atom maser. J. Phys. A: Math. Theor., 47:415302, 2014.
[20] M. Gut¸a˘ and J. Kahn. Local asymptotic normality for qubit states. Phys. Rev. A, 73:052108, 2006.
[21] M. Gut¸a˘, B. Janssens, and J. Kahn. Optimal estimation of qubit states with continuous time
measurements. Commun. Math. Phys., 277:127–160, 2008.
[22] J. Kahn and M. Gut¸a˘. Local asymptotic normality for finite dimensional quantum systems. Commun.
Math. Phys., 289:597–652, 2009.
[23] M. Gut¸a˘ and A. Jenc¸ova´. Local asymptotic normality in quantum statistics. Commun. Math. Phys.,
276:341–379, 2007.
[24] M. Gut¸a˘. Quantum fisher information and asymptotic normality in system identification for quantum
markov chains. Phys. Rev . A, 83:062624, 2011.
24
[25] M. Gut¸a˘ and J. Kiukas. Equivalence classes and local asymptotic normality in system identification
for quantum markov chains. arXiv:1402.3535; to appear in Commun. Math. Phys, 2014.
[26] R. Ho¨pfner. Asymptotic inference for continuous-time markov chains. Probability Theory and Related
Fields, 77:537–550, 1988.
[27] R. L. Hudson and K. R. Parthasarathy. Quantum Itoˆ’s formula and stochastic evolutions. Commun.
Math. Phys., 93:301–323, 1984.
[28] K. R. Parthasarathy. An Introduction to Quantum Stochastic Calculus. Birkha¨user, Basel, 1992.
[29] E. B. Davies. One-parameter semigroups. Academic Press, London New-York San Francisco, 1980.
[30] A. Rivas and S. Huelga. Open quantum system : an introduction. Springer, Berlin, 2012.
[31] E. B. Davies. Quantum Theory of Open Systems. Academic Press, London New-York San Francisco,
1976.
[32] S.L. Braunstein and C.M. Caves. Statistical distance and the geometry of quantum states. Phys.
Rev. Lett., 72:3439–3443, 1994.
[33] S. Gammelmark and K. Mølmer. Fisher information and the quantum crame´r-rao sensitivity limit
of continuous measurements. Phys. Rev. Lett., 112:170401, 2014.
[34] R. D. Gill and M. Gut¸a˘. On Asymptotic Quantum Statistical Inference. Institute of Mathematical
Statistics Collections, 9:105–127, 2012.
[35] M. van Horssen and M. Gut¸a˘. Sanov and Central Limit Theorems for output statistics of quantum
Markov chains. arXiv:1407.5082, 2014.
[36] B-G. Englert and G. Morigi. Lectures on dissipative master equations. In A. Buchleitner and
K. Hornberger, editors, Coherent evolution in noisy environments, volume 611 of Lecture Notes in
Physics, pages 55–106. Springer-Verlag, Berlin Heidelberg, 2002.
[37] M. van Horssen and M. Gut¸a˘. Large Deviations, Central Limit and dynamical phase transitions in
the atom maser. arXiv:1206.4956v2, 2012.
[38] M. Gut¸a˘ and J. Kiukas. in preparation, 2014.
25
