Taylor Series Integration is a numerical integration technique that computes the Taylor series of state variables using recurrence relations and uses this series to propagate the state in time. A Taylor Series Integration reentry integrator was developed and compared with the fifth-order Runge-Kutta-Fehlberg integrator to determine whether Taylor Series Integration is faster than traditional integration methods for reentry applications. By comparing the CPU times of the integrators, Taylor Series Integration was indeed found to be faster for integration without wind and slower with wind, unless the error tolerance was 10 −8 or lower. Furthermore, it was found that reducing step sizes to prevent integration over discontinuities is not only needed for Taylor Series
tion program was developed, and its speed and results were compared with those of an RKF5 (6) integrator to determine whether TSI is faster. The integration program builds on the models developed in [14] , where an extensive performance analysis was done for gliding reentry trajectories without wind. In this paper, the TSI framework is extended with a generic wind model, and the effects of wind are subsequently analyzed.
The remainder of the paper is organized as follows. In Sec. II, a brief overview of the basics and the step-size and order selection of TSI will be given. The reference vehicle, reentry equations, environment models, controls and constraints are given Sec. III. Section IV will explain methods used to deal with discontinuities in the equations of motion. In Sec. V, the results of the determination of the optimal step-size and order controllers for TSI, and the comparison of CPU time and results of the two integrators will be given. Section VI concludes the paper with some final remarks.
II. Taylor Series Integration
Here, the basics of TSI are discussed, together with its application to ODEs and the methods for step-size and order control.
A. Basics
Consider the following initial value problem:
x(t) = f (t, x(t)), x(t 0 ) = x 0
(1) where x(t) is a vector containing the values of state variables. The Taylor-series expansion of x(t) at t n can be used to propagate it to t n+1 :
where x (k) are the k th derivatives of x, and h n is the step size from t n to t n+1 . The Taylor-series expansion can be rewritten in terms of Taylor coefficients, defined as [2] :
In a practical application, it is not possible to compute an infinite number of terms, so the Taylor series is truncated at order K:
where O(h K+1 n ) marks the truncation error. Thus, to propagate the state to t n+1 , one has to determine its Taylor coefficients (x n ) k . From Eq. (3), (x n ) 0 = x(t n ). The higher-order coefficients are obtained from the differential equation f (t, x(t)) by rewriting it in terms of recurrence relations.
The recurrence relations of a number of basic mathematical operations on two arbitrary analytical functions y(t) and z(t) are (for k ≥ 1) [2] :
(sin y) k = 1 k k j=1 j(y) j (cos y) k−j (10)
Equation (10) can be reordered to obtain the recurrence relation for an angle θ using the coefficients of its sine and cosine:
B. Application to Ordinary Differential Equations
As an example of the application of TSI, consider the following ODE:
To obtain the recurrence relation forẋ, its expression is decomposed into auxiliary variables. In that way no nested multiplications appear in the expression of any variable. In this case, the first two auxiliary variables are the numerator and denominator of Eq. (13) . Furthermore, according to Eq. (11), the recurrence relation of cos x requires the Taylor coefficients of sin x, so that will be the third variable.
Next, the recurrence relations are computed. For the recurrence relation of f 1 , note that the 1 is a constant, so (1) k = 0 for k ≥ 1.
The Taylor coefficient (x) k+1 can then be determined from (ẋ) k [2] :
and this formula can be used to obtain the order k +1 Taylor coefficients of the other variables. Once the Taylor coefficients up to order K are computed, one can determine the step size and propagate
x to the next step.
C.
Step-Size and Order Control
The goal of step-size control is to set the step sizes h n as large as possible without violating error tolerances n . If abs and rel are the user-set absolute and relative error tolerances, then n is given by:
To determine the step size, the truncation error of a Taylor-series expansion is written as a Lagrange remainder, R:
with ξ ∈ [0, h]. To obtain an error approximation, which uses the last two terms of the Taylor series, the Lagrange remainder of order K − 2 is used [1] :
Taking only the first two terms of this expansion and approximating ξ by h gives:
This approximation should be smaller than or equal to the error tolerances. Writing Eq. (24) in terms of Taylor coefficients gives the following error-tolerance formula:
From this formula, an exponential fixed-point iteration scheme was derived which converges close enough to the root of Eq. (25) in one iteration [12] :
where η is a safety factor, set equal to 0.95. The term h n,0 in Eq. (26) is found by ignoring the
, which results in:
With the errors handled by the step-size control, the order K can be selected to minimize the CPU time of the integration. For the order control, it was found in Ref. [14] that using a variable order does not yield significantly better results for reentry integration than using fixed orders. Hence, in Sec. V, different orders will be compared for CPU time.
III. The Reentry Problem
This section will introduce the reentry vehicle used for the simulations, HORUS, and will briefly explain its reference mission and aerodynamics, the environment models, controls, trajectory constraints and equations of motion. The recurrence relations for the equations of this section will be given in the appendix.
In this section, groundspeed, i.e., the velocity with respect to the rotating planet, is indicated by V G and airspeed, i.e., the velocity with respect to the atmosphere, by V A . Furthermore, all angles based on the groundspeed have the subscript G, and those based on the airspeed have the subscript A. When wind is absent, the groundspeed-based variables equal the airspeed-based ones.
A. HORUS
HORUS is a manned, Space-Shuttle-like reentry vehicle. The original purpose of HORUS was to serve as a reusable second stage to the Ariane-5 launcher. HORUS was later redesigned as the second stage of Sänger II, a two-stage-to-orbit concept, for which HORUS would be fitted with a rocket engine to bring it up to orbit. Both projects were canceled for budgetary reasons, but a complete aerodynamic database of HORUS (the version without rocket engine) is available [15] , making it possible to be used as a reference vehicle for reentry simulations.
The relevant mission details of HORUS are shown in Table 1 . HORUS' entry flight starts above the Pacific Ocean, and it ends at the runway at Kourou, French Guiana. The trajectory is split into two parts, the hypersonic entry phase and the Terminal Area Energy Management (TAEM) phase before landing. In this case, only the hypersonic phase is of interest, and it ends when the vehicle reaches a distance along the surface of the Earth of 0.75
• to the target point, which is located 12 km north of the runway. This angular distance, d, is given by:
The altitude-velocity profile and control profile of the reference mission are shown in Fig 
B. Environment Models
Here, the models for the shape, gravity field and atmosphere of the Earth are listed. Only analytical functions can be transformed into recurrence relations, so all data tables will be fit with analytical functions.
Planet Shape
The shape of the Earth is approximated by an ellipsoid, flattened at the poles. To determine the altitude, H, exactly above such a shape, an iterative process is required. Here, an approximation is used, given by: where r is distance to the center of the planet, δ is the latitude, and R E and e are the equatorial radius and eccentricity of the Earth, which are equal to 6378.137 km and 0.081819190842, respectively, according to the World Geodetic System, 1984 [17] .
Gravity Field
The gravity field of the Earth can be expressed in terms of spherical harmonics. Here, the spherical harmonics are truncated at degree 2 and order 0, retaining only the central gravity and J 2
terms. The downward and northward gravity accelerations are in that case equal to, respectively [18] :
with µ E and J 2 equal to 3.986004415×10 14 m 3 /s 2 and 1.0826357×10 −3 , respectively [19] .
Atmosphere
For the atmosphere modeling, the United States Standard Atmosphere 1976 (US76) [20] is used.
The outputs of interest of this model are the air density, ρ, and speed of sound, a. For altitudes above 86 km, data tables are used to determine ρ. In this case, the table for ρ is fitted using exponential polynomials, given by:
The coefficients a ρ,i are given in Ref. [14] .
The computation of the speed of sound requires the molecular mass, M M , which, above 86 km, also has to be obtained from tables. Here, these tables were fit up to 125 km by:
with the coefficients a M,i and b M,i also given in Ref. [14] .
Wind Model
For the wind model, the Earth Global Reference Atmosphere model 1999 (GRAM99) was used for the raw wind data. The input of this model consists of position and time, from which the model can generate the wind-velocity components in the vertical reference frame:
GRAM99 is set to generate random wind velocities. It is sampled with the unperturbed trajectory at a rate of once every 2 km of altitude to obtain a wind profile as a function of only altitude. These profiles were then smoothed using a 5-point moving average scheme and interpolated with a cubic spline. The cubic polynomials defining the spline segments then form the analytical expressions needed for the recurrence relations. This process is repeated multiple times to obtain different random wind profiles. The result is shown in Fig. 2 for an arbitrary profile. 
C. Aerodynamics
The aerodynamics database of HORUS gives the lift, drag and pitch-moment coefficients as function of angle of attack α A , angle of side-slip β A , Mach number M , and deflection of its body flap and elevons [15] . Here, it is assumed that the onboard guidance system keeps β A and β G at values close to zero, also due to the large flight velocity. Therefore, the vehicle experiences only a very small aerodynamic side-force that is successively ignored. HORUS is then pitch-trimmed for each of the data points in the range of Mach 2.5 to 20. The resulting data tables of C D,trim and C L,trim are fitted with analytical equations for the α A range of 15
• to 40
• . The resulting fits are:
The coefficients a D,i and a L,i are given in Ref. [14] . Finally, the aerodynamic drag, side-force and lift accelerations are:
The reentry vehicle is modeled as a point mass, so rotational dynamics are not taken into account. The attitude of the vehicle is defined by the (commanded) angle of attack, α G and bank angle, σ G , which in turn are defined by a control profile. These profiles are given as a set of nodes, each defined for a certain amount of specific energy E:
where g 0 is the gravitational acceleration at sea level, 9.81 m/s 2 . The control profile is then created by interpolating the nodes with a Hermite spline, in a similar fashion as the pchip-function of Matlab [21] . Here, all control profiles are given by 6 nodes, of which two are fixed at the initial and terminal energy levels of HORUS, 2.884×10 7 J/kg and 5.219×10 5 J/kg, respectively.
For the control profiles,
The magnitude of σ G is then determined by the control profile, and the sign is controlled by performing a bank reversal each time the heading error, χ e , exceeds a predefined dead band, χ db . A bank reversal should only be executed if the sign of σ G is not correct already, which can be expressed in mathematical terms as:
with χ e defined as χ G − χ T , where χ G is the (groundspeed-based) heading, and χ T is the heading to target, given by [16] :
where τ is the latitude, and τ T and δ T are the longitude and latitude of the target. The definition of the dead band for HORUS is given in Ref. [16] .
E. The Inclusion of Wind
In this section, it is explained how the wind velocities of Eq. (34) impact the aerodynamic accelerations computed with Eq. (37). The first step is to compute the groundspeed vector components in the vertical frame:
where γ G is the (groundspeed-based) flight-path angle. The airspeed vector is computed by subtracting the wind-velocity vector:
From the components of the airspeed, one can obtain the airspeed-based angles γ A and χ A . The next step is to compute the transformation matrix C B,T A , i.e., the matrix for the transformation from the airspeed-based trajectory frame (subscript T A) to the body frame (subscript B), assuming that β G is zero:
with C i (θ) being a unit-axis transformation matrix of an angle θ about axis i. An explanation of transformation matrices and the reference frames used is given by Mooij [18] .
C B,T A can also be computed using the angles α A , β A and σ A :
where s and c indicate the sine and cosine of each angle. From Eq. (44), one can obtain expressions for the angles α A , β A and σ A :
where the matrix coefficients on the right-hand side are provided by Eq. (43). α A can be used to calculate the aerodynamic accelerations. Note that these accelerations are given in an airspeed based reference frame, whereas the equations of motion, which are given in the next section, are defined in the groundspeed-based trajectory frame (subscript T G). So the final step is to transform the aerodynamic accelerations to this frame:
Without wind, the groundspeed-based and airspeed-based angles are equal, simplifying this transformation to: 
The reader is referred to the appendix for the complete formulation of the TSI model with recurrence relations. constraints are the load factor, n g and the dynamic pressure,q:
In Ref. [14] , it is explained how to incorporate constraint-violation penalties in TSI. This explanation includes a mechanism for finding constraint violations, even when the constraint is only violated briefly during a time step and the violation cannot be detected by only checking the values of the constraint variables at the start and end of a step.
IV. Discontinuities
A Taylor-series expansion before a discontinuity contains no information on the new equation set after the discontinuity. Thus TSI will likely accumulate errors if there is a discontinuity somewhere during a time step. The solution is to reduce the step size such that the step ends at the discontinuity, and the next step can be performed with the new set of equations. This practice will here be called the G-stop procedure.
The reentry equations of the previous section contains six types of discontinuities: i) the atmosphere layers of US76, which are determined by the current altitude, ii) the spline segments with which the wind profiles are defined for each 2 km of altitude, iii) the control profile, which is a piecewise function of E, iv) the regression fits of the aerodynamics, which are only defined in the range of Mach 2.5 to 20, v) bank reversals, and vi) reaching the terminal distance. The G-stop procedure then involves finding the root of a function g, for instance, for a US76 layer change at altitude H layer :
A. Altitude, Mach Number and Energy
Of the variables H, M and E, the Taylor coefficients are available at the end of an integration step, as they are needed to propagate the state. To find the root of function g, the Taylor series of its reciprocal 1/g is computed. The poles of this function are the roots of g, so an estimate of the radius of convergence of 1/g is also an approximation of the nearest root of g. The Taylor coefficients of 1/g can be computed with Eq. (7), and the radius of convergence r is then found using the ratio test [8] :
The procedure for finding a root in the search space [t n , t n + h] is as follows [8] :
1. Initially, the expansion point t exp is equal to t n , and multiplication factor η step is equal to 0.8.
2. Generate the Taylor coefficients of 1/g at t exp and compute its radius of convergence r. Set h step equal to η step r.
3. If r < 0, the nearest root lies before the expansion point. In that case, set h step equal to 0.6(h − t exp ) to force the method to look for a root within the search space, and skip step 4.
If r > h − t exp (which, during simulation, only happened when a root was very close to h), set h step equal to 0.95(h − t exp ) and skip step 4.
4. The estimate of the root is equal to t 0 + r, so the method has converged if |g(t 0 + r)| ≤ abs .
5. While t 0 + h step is located behind the root, reduce the size of h step by a factor 0.25.
6. Re-expand the Taylor series of g at t 0 + h step and set t 0 equal to t 0 + h step . Set η step equal to √ η step and go to step 2.
It was found that for H, M and E, one should not aim for the root, but rather slightly beyond it, to avoid cases where the root-finding method is triggered again or the integrator ends up in an infinite loop. The values of these "safety distances" for H, M and E are 10 −9 m, M × rel and E × rel , respectively.
B. Bank Reversals
For bank reversals, the function g of which the root is to be found is obtained from Eq. (39):
Since the Taylor coefficients of χ e and χ db are not needed for the rest of the integration process, the Muller method [22] is used to find the roots. For this method, one needs to sample g at three points t 0,i , t 1,i and t 2,i and then fit a line through these points, given by:
with h being the step size measured from t 0,i . b i and a i are the first and second derivatives of the line at t 0,i , respectively. They are given by:
Ofĝ, only the positive root is needed, as a bank reversal is only needed when g is larger than zero, in which case the left values are always negative, and the right are always positive. The positive root is:
To find the value for g for a particular value of h, one first computes the state at t 0,i + h, using its Taylor coefficients, and one then computes g. The root-finding procedure for bank reversals is:
1. Initially, the value at the start of a time step and at the end are used, so t 0,0 = t n and t 2,0 = t n + h n . The middle point is found using the false position method [22] with the two outer points.
2. Using Eq. (65), a new estimate for the root, t new , can be found.
3. The method has converged if |f (t new )| ≤ abs .
4. t new will become the new middle point, t 1,i+1 , so if it is larger than t 1,i , t 0,i+1 = t 1,i , else
The sign of σ is flipped when the root-finding is done, which means that Eq. (39) is no longer satisfied and the root-finding will not be triggered for this particular bank reversal again, and the integrator cannot end up in an infinite loop. Therefore, the root-finding for bank reversals is allowed to target the root precisely, i.e., there is no safety distance needed.
C. Terminal Distance
The integration of a trajectory can be stopped when the terminal distance to target is reached, but also when the vehicle misses the target. To find both cases and distinguish between them, Newton's method [22] is used:
This method is used because the distance to target for trajectories that miss the TAEM interface first decreases asymptotically, then increases asymptotically, as is shown in Fig. 3 . In this figure, one iteration of Newton's method for trajectory 1 stays on the left of the minimum, but for trajectory 2, the method eventually (in this case in one iteration) ends up on the right of the minimum. One can determine whether the method ends up on the left or the right by evaluating the sign of the first derivative of the distance, given by:
To compute the values of d andḋ, one first computes the state, just like for the bank reversals. 
V. Simulation Results
In this section, the results of simulations with TSI and RKF5(6) are presented. Both integrators were developed in C++, and the simulations were performed on a HP R EliteBook 8540w, with an Intel R Core TM i7 clocked at 1.60 GHz. First the optimal orders for TSI are determined, followed by a comparison of the integration results of TSI and RKF5 (6) . Finally, the CPU times of the two integrators are compared. For all simulations, the relative and absolute error tolerances have identical values. It is noted that the RKF integrator has been optimized as much as possible for this problem, i.e., the most optimal state-variable set has been selected for this integrator and the integrator has been programmed as efficiently as possible, so no general-purpose integration package has been used.
A. Optimal Order Control
To determine the optimal fixed orders for integrating reentry trajectories, TSI was timed for batches of 5,000 random trajectories with orders varying from 5 to 25 and error tolerances ranging from 10 −5 to 10 −14 . The random trajectories were created by randomizing the controls and wind profiles. The optimal orders and their respective times for each error tolerance are given in Table   2 . As can be seen, the optimal order mostly increases as the tolerance decreases. Furthermore, the CPU times are higher for integration with wind, and the optimal orders are lower, mostly because the wind profiles are defined by spline segments for every 2 km of altitude. As a result the integration has a discontinuity every 2 km of altitude, which both decreases the step sizes the integrator can take and increases the number of times root-finding has to be used to locate each discontinuity.
B. Comparison of Integration Results
Here, the results of the two integrators are compared to establish that the integrators indeed yield results with small relative differences when they are applied to the same reentry problem. The integrators were set to = 10 −14 and the comparison was performed for a single trajectory, which was the result of an optimization of the flight to the TAEM interface and had the lowest heat load. The integrated heat load Q is:
The relative differences between a number of parameters at the end of flight for the two integrators are shown in Table 3 (relative difference here means (V alue RKF − V alue T SI )/V alue T SI )
for four different wind profiles. As can be seen, some of the differences have an order of magnitude of 10 −5 , which is large compared to the error tolerance. Table 3 Relative differences between the final conditions found with TSI and RKF5 (6) .
To show the main cause for the large differences in Table 3 , the unperturbed trajectory is integrated with integrators set to = 10 −15 . The relative differences in altitude and velocity are shown by the dashed and solid lines in Fig. 4 . The most noticeable features of these lines are the jumps in the solid line and certain points at which both lines suddenly increase. As has been marked in the graph, these events coincide with discontinuities such as US76 layer changes and bank reversals. These jumps are removed when a G-stop facility is also build into RKF5(6), which was in this case done using the Muller method that was described in Sec. IV B. The result is shown by the dotted line in Fig. 4 ; the difference in velocity is now less than 10 −12 at the end of the trajectory.
Finally, the differences of Table 3 were recomputed with the G-stop procedure for RKF5(6), the results of which are shown in Table 4 . As can be seen, the differences are now of magnitude 10
or smaller, from which it can be concluded that the two integrators yield very similar results. Thus, when computing reentry trajectories with high accuracy, a G-stop facility should also be added to RKF5 (6) . Table 4 Relative differences between the final conditions found with TSI and RKF5(6) with G-stop facility. 
C. Comparison of Integration Speed
Finally, the CPU times of the two integrators are compared. The state variable sets used for RKF5 (6) are Cartesian for integration without wind and spherical for integration with wind, as these settings yielded the highest performance for this integrator. RKF5(6) was also timed for batches of 5,000 random trajectories and the results are shown in Table 5 . As can be concluded from this table, integration with wind does not cause a large increase in CPU times for RKF5 (6) , as it does not take into account the discontinuities. As a result it is almost as fast as TSI for integration with wind and an error tolerance of 10 −8 and faster for higher tolerances.
The CPU times when discontinuities are taken into account can be seen in Table 6 . The Muller method was used for root-finding for RKF5(6), the reason being that it always converged in about 4 steps, which is considered to be close to optimal. As can be seen in Table 6 , RKF5 (6) is especially penalized for high tolerances, whereas for low tolerances without wind, root-finding is faster, because the integrator no longer has to check in the state-derivative function in which atmosphere layer it is and whether it should execute a bank reversal. Furthermore, bank reversals tend to cause the integrator to reject the step size a few times, because of the large discontinuity in derivatives. In the case of wind, there are many discontinuities, adding 50 to 60 seconds to the integration time.
Overall, including a G-stop facility in RKF5(6) makes it several times slower than TSI. 
VI. Conclusion
A Taylor Series Integration (TSI) reentry simulator was developed to determine whether TSI is faster than traditional integration methods for reentry applications with wind. Discrete data tables of environment and aerodynamic models were fitted with regression lines to obtain analytical approximations, as TSI can only handle analytical expressions. To cope with discontinuites in the equations of motion, time steps were shortened whenever TSI integrates over a discontinuity, so that TSI does not accumulate errors by integrating a function that is no longer valid after the discontinuity. To optimize the CPU times for TSI, the optimal integration orders were determined for different error tolerances.
TSI was compared with the fifth-order Runge-Kutta-Fehlberg (RKF) for CPU times and was found to be between 2.20 and 11.98 times faster for integration without wind, and between 0.67 and 4.79 times faster for integration with wind. The lesser performance for the cases with wind is mostly due to the fact that the way the wind profiles are defined drastically increases the number of discontinuities and TSI has to adapt its step sizes for each of these discontinuities, whereas the RKF method does not. However, when comparing the results of the integrators for low error tolerances, it was found that RKF methods can also accumulate significant errors when integrating over discontinuities. Thus a G-stop facility is also need for RKF methods when integrating reentry trajectories with high accuracy, albeit that this is not common practice. In that case, TSI is 3.79 to 9.77 times faster for integration without wind and 7.64 to 10.46 times faster for integration with wind.
The use of TSI is advised for reentry applications such as integration, optimization and sensitivity analysis, as long as the application does not involve a guidance/navigation/control system that limits the step sizes to very small values. Otherwise, TSI cannot use a high order and large step sizes, which are the main reasons it can outperform other numerical integrators.
Appendix: Reentry Recurrence Relations
In the appendix of Ref. [14] , the recurrence relations for the reentry equations of motion without wind were given. With these relations one could create his own TSI reentry simulator.
In this appendix, the relations for the inclusion of wind are added. Similar to the process in Sec.
II B, the equations of interest are first decomposed into auxiliary variables and then the recurrence relations for these variables are given. Sines and cosines are here denoted by s and c, respectively.
