3D models are an important means for understanding spatial contexts. Today these models can be materialized by 3D printing, which is increasingly used at schools for people with visual impairments. In contrast to sighted people, people with visual impairments have so far, however, neither been able to search nor to print 3D models without assistance. This article describes our work to develop an aid for people with visual impairments that would facilitate autonomous searching for and printing of 3D models. In our initial study, we determined the requirements to accomplish this task by means of a questionnaire and developed a first approach that allowed personal computer-based 3D printing. An extended approach allowed searching and printing using common smartphones. In our architecture, technical details of 3D printers are abstracted by a separate component that can be accessed via Wi-Fi independently of the actual 3D printer used. It comprises a search of the models in an annotated database and 3D model retrieval from the internet. The whole process can be controlled by voice interaction. The feasibility of autonomous 3D printing for people with visual impairments is shown with a first user study. Our second user study examines the usability of the user interface when searching for 3D models on the internet and preparing them for the materialization. The participants were able to define important printing settings, whereas other printing parameters could be determined algorithmically.
INTRODUCTION
Several spatial objects for tactile exploration can be found in schools for people with visual impairments, in large libraries and highly frequented places. These objects enable people to experience 3D objects using the tactile sense and to understand spatial structures and relations.
3D model search and printing can used to create these spatial objects [8] , but it is not generally accessible. Unlike for sighted people, it is not a trivial task for people who are blind to search and 14:2 T. Götzelmann find interesting models of 3D objects on the internet. To obtain a first spatial impression of 3D objects, for sighted people it is often sufficient to view images and illustrations. If images from different viewing perspectives are not enough, sighted people can access online 3D viewing services, potentially using 3D glasses, to get better comprehension. The models can also be materialized by means of 3D printers to make them perceivable by the tactile sense. For people with visual impairments, this process is largely inaccessible.
The barriers begin with the search for spatial models on the internet. The broad range of free 3D models remains reserved to sighted people because the search results are presented visually. Furthermore, without sight, people face additional issues with the realization of the print job since there are no accessible tools for the processing and print preparation of 3D models [6, 7] . The operation of 3D printers themselves presents several barriers. The postprocessing of the print results also presents challenges for people who are blind. This starts when the object has to be removed from the building plate. In addition, supporting structures necessary for correct printing represents a further obstacle, as they have to be removed manually after printing. For people who are blind, it is not obvious which parts of the model have to be removed. The removal itself is also problematic, as the parts often have to be cut off with gloves, protective goggles, and pliers to prevent injuries.
Many schools for special education already possess off-the-shelf 3D printers. Individual models can be printed with the help of assistants. However, this strategy does not respect the informal self-determination and privacy of people who are blind. While there are several approaches that aim to partially automate 3D printing, they focus mainly on creating 3D materials. In the schools mentioned above, children should be encouraged to participate in special training for using 3D printers [7] . However, the interfaces have to be made more accessible to them. This article pursues this goal and aims at improving the autonomy of people with visual impairments, beginning with the retrieval of spatial models. It focuses on people who are blind. However, because this development could be advantageous for people with residual vision, in the following we will use the more general term, people with visual impairments.
This article is an expanded version of a short paper [15] accepted at the 10 th International ACM Conference on Pervasive Technologies Related to Assistive Environments. The short paper presented a monolithic approach based on a prototypical personal computer configuration. This setup was used to test the principle feasibility of the technical 3D printing process for people who are blind. In contrast, the novel contributions of this paper include a flexible architecture that allows 3D printer hardware abstraction. Ordinary smartphones can be used as an interface for the entire printing process. This includes the initial search process, the print preparation, and the taskspecific control of the 3D printer. For searching the models, it combines the use of an annotated 3D model database and the retrieval of 3D models from the internet. The user requirements for the created concept were collected with a questionnaire. Finally, the approach was evaluated through a comprehensive user study with people with visual impairments.
RELATED WORK
This section reports the state-of-the art of works that enable people with visual impairments (VIP) to retrieve documents such as 3D models from the internet. In addition, it discusses approaches that address the automated creation of tactile materials and their physical representations by 3D printing.
Retrieval of Web Content for People Who Are Blind
The accessibility to many documents on the web is rather limited for VIP [21, 34, 39] . The search process itself has been addressed by multiple researchers. The subject matter of several studies (e.g., References [2, 33, 43] ) for people with visual impairments was the usability of existing search engines to retrieve HTML web pages. The approach BrookesTalk [58] used multiple voices to improve the retrieval process of web pages. However, these approaches mainly relied on the adaption of two-dimensional visual information into sequential verbal information that can be read by VIP using tools such as screen readers.
To preserve the spatial characteristic of the webpages' visual layout other approaches provided auditory interfaces for the exploration of web content. Goose and Möller [14] mapped the structure of HTML documents into a 3D audio space and explored this space through audio signals. The approach Websound [40] transformed structural components of web pages into spatial auditory representations that could be explored by an audio-haptic interface and combined it with text-to-speech output for textual components. A subsequent multimodal approach introduced the sonification of web pages for VIP [41] , including text and images. Another approach for audiohaptic retrieval of web information was presented by Yu et al. [57] . This article investigated the use of a force feedback mouse for the exploration of web pages by a user study. A different approach mapped web pages onto 3D virtual environments [26] . Users who were blind were able to perceive these virtual environments by the haptic sense and thus perceive the structure of the web page.
Besides the improvement of accessibility of web pages for VIP, other approaches addressed accessibility enhancement for spatial information. An analysis by White et al. [55] investigated the accessibility of 3D virtual online environments such as Second Life, for people who are blind. TextSL [11] represented a text interface for virtual worlds in which users were able to use commands to navigate. An approach by Nemec et al. [37] enabled users with visual impairments to navigate inside a virtual environment and to query for objects within the 3D scene while walking through it.
However, to our knowledge, there is no approach that is designed to facilitate the access to 3D model retrieval engines. The majority of these search engines use textual input to retrieve tagged 3D models. However, their search results are presented in a highly visual manner, i.e., depictions of 3D models. In some cases, these result sets are combined with extensive descriptions. This work addresses these issues by providing an accessible interface for 3D model searching, selection, and download.
Automated Creation of Tactile Content for People Who are Blind
Several approaches were designed to allow sighted people to produce tactile material for people with visual impairments (e.g., for teaching materials). Some approaches addressed the translation of images [54] to their tactile representation and the efficiency [32] of generating the translations to print the results with established tactile printing technologies. Others focused on the generation of 3D print content, such as tactile data visualizations [5, 27] , detail maps [17, 47] , movable tactile pictures for children [29] , print, accessible interfaces [20] for common electronic devices through a transparent tactile layer, and acoustic markers [44] for 3D objects that are complemented with audio labels. In contrast to these approaches, the following paragraph describes works that aimed at enabling VIP to autonomously create print content.
Multiple approaches automatically transcribed digital images into tactile representations. Wang et al. [51] proposed an automatic system using geometric abstraction and optical character recognition to transform map scans into tactile graphics. Another approach [48] achieved this from hand-drawn images. Other approaches directly generated tactile graphics from logical data such as geographical descriptions. Gual et al. [19] proposed to integrate volumetric tactile symbols into 3D printed tactile maps.
Autonomous Creation of Tactile Content by People with Visual Impairments
To increase the autonomy of people with visual impairments, TMACS [52] generated tactile maps along a user defined route. The feasibility of autonomous tactile map creation has been shown 14:4 T. Götzelmann by Watanabe et al. [52] . Other map-related approaches added interactive components [16] and customization [49] . BlindWeb Maps [17] introduced an accessible web-service that generated tactile maps for 3D printers and other tactile printing technologies. An accessible web page enabled users who were blind to autonomously generate tactile graphs from numerical data [53] . In a project of Yahoo Japan [23] , a machine was built that allowed children to choose between a limited set of locally stored 3D models using voice input. The machine subsequently started printing. However, the further steps were inaccessible (e.g., print removal, elimination of support structures) and the database was limited to a predefined set of 3D models. The small number of configuration options, the proprietary architecture, and the missing abstraction of the printing hardware impeded its dissemination to individuals with visual impairments.
Currently, there is no open source 3D modelling software available that is accessible to people who are blind [6] . Furthermore, there is no approach that assists users who are blind in the autonomous preparation of 3D prints and during the actual printing process. In the following, we introduce an approach that combines both the autonomous retrieval as well as the printing of 3D models in a form that is accessible to people who are blind.
Requirements Analysis by Questionnaire
This section reports on a questionnaire we administered to determine the requirements of people who are blind for an application that would retrieve and print 3D models.
Participants and Apparatus.
The questionnaire was completed by 52 individuals who were on average 44.16 ± 12.65 years old. Besides questions concerning demographic variables, it consisted of eight questions to determine the requirements for our approach (see Appendix A). The URL of our web-based questionnaire (Survey Monkey) was spread by a popular national newsletter for people with visual impairments.
Design and Procedure.
The first four questions were grouped and aimed to determine whether an application that allows autonomous retrieval and printing of 3D models is desirable for VIP. The first question requested the subjects to specify how many 3D objects they have used to date to understand spatial facts (i.e., models in schools, touchable building models, etc.). This was recorded as a categorical variable with the parameter values 0-10, 11-50, 51-100, and >100. The second block consisted of multiple individual questions about the requirements for the user interface. One question concerned the basic willingness of the participants to install an appropriate smartphone application. Another question concerned the disposition of the participants to participate actively in the discussion about models and in the sharing process for already printed 3D models. A multiple choice question concerned the importance that participants assigned to categories of 3D models (technical models, architectural models, art, nature, and persons) that participants assigned to them. The participants were encouraged to write down their own suggestions.
Another multiple choice question included a Likert scale consisting of four items. This scale was used to determine the self-assessed needs of the target group to adjust printing parameters of selected 3D models (printing size, printing quality, printing duration, and the stability of prints). Each item consisted of five categories (unimportant, slightly unimportant, neutral, slightly important, important), which were encoded in the range [1..5] . Besides the predefined options, the Likert scales included an additional text field that allowed respondents to propose own ideas. 
Results.
On average, the users spent 9.08 ± 7.16 minutes on the survey. Since it was not compulsory to complete every question, only 49 users answered every question. Thirty-seven of the participants reported they were blind, accordingly placing them in WHO category 4/5. Fifteen participants had residual vision between 2 and 10% (WHO category 2/3).
The first block of questions was answered in full by each participant. The first question, "How many 3D models have you used so far for tactile exploration (e.g., tactile models at school, building models, animal or machine models)?" showed evidence that most of the participants only had the opportunity to use very few 3D models of spatial objects for exploration. People who are blind tended to make more usage of the exploration of spatial models (see Figure 1) . However, the difference was not significant between people with residual vision (>2%) and people who are blind (χ 2 (3) = 2.61, p = .46).
The great majority (84.62%) of participants indicated that the 3D printing of objects would be desirable for them (Question 2). 90.38% of the participants mentioned that it would have an additional benefit if they could select and print these 3D models without the assistance of a sighted person (Question 3). Finally, 65.38% of the participants would be willing to buy an suitable 3D printer for 800 Euros (Question 4).
In the second block, 92.31% agreed that they would install a dedicated mobile application on their smartphone (Question 6). 84.62% of the participants agreed that they would actively participate in the discussion about already printed 3D models and share them amongst other VIP (Question 7). They ranked their interest in the provided five categories of 3D models (Question 5) in the following order:
- Finally, the participants had to decide how important they considered four predefined features of the mobile application to adjust printing parameters (Question 8). Fifty-one participants completed this question. Overall, multiple participants had a considerable desire to adjust multiple printing parameters before they would start the printing process. A Wilcoxon Signed Rank Test indicated that the printing size (Z = 1265.5, p < .0), printing quality (Z = 1268.5, p < .0) and stability (Z = 1152.0, p < .0) of the print significantly differed from the neutral position. The most subjects preferred to adjust parameters (see Table 1 ) for the size of the printing object (ø: 3.69 ± 1.04) and its quality (ø: 3.69 ± 0.98). The ability to adjust the stability of 3D prints was also considered as important (ø: 3.63 ± 1.31).
The printing time showed a tendency to be unimportant to the majority of subjects (ø: 2.25 ± 1.19). However, the difference of printing time compared to the neutral position was statistically insignificant (Z = 801.5, p = .181).
Discussion.
The study received a good response and much positive feedback. However, it cannot be ruled out that a large number of participants with a positive attitude toward new technologies such as the internet and 3D printing took part. As expected, only a few people who are blind had the previous experience of exploring spatial facts using tactile 3D models. This is probably due to the fact that there are simply few resources available for this purpose and to this target group. This was even more evident for people with residual vision, which is probably due to the fact that they prefer visual stimuli. However, it cannot be excluded that there are countryspecific differences.
The large majority of participants were quite positive about the possibility of printing 3D models on their own. Ideally, they would do this without the need for a sighted assistant and more than half of the respondents could imagine buying their own 3D printer. The vast majority also agreed to install a corresponding application on their smartphone. Many of the participants would not only use the tool for themselves, but would also share their experiences with the printed 3D models with others. In this way, a structured database could be created, which, in addition to the models, would contain information from people who are blind (optimal printing size, correspondence between description and actual model, detail how to explore tactile model, etc.), which could help other users to select and print models. A corresponding functionality is supposed to be integrated into the resulting application. On the one hand, the variety of 3D models is to be made possible by information retrieval methods in large 3D servers, and on the other hand, a structured and a database, annotated by people who are blind, with models suitable for 3D printing should be created.
The given categories of printed objects were considered meaningful by many participants. However, numerous other categories were mentioned that also should be included in a structured database.
The controllability of print size and quality was important to most participants. On the other hand, adjustability of the printing time was less important. In addition to these features, however, stability was important to many. Since the stability of nonmechanically stressed models can easily be set as a standard, they will not be included in user-determined settings. In contrast to this, the print size and quality is queried before printing, while the user is informed of the resulting print time.
APPROACH
In this section, we introduce an approach for the autonomous selection and printing of 3D models. Based on the questionnaire and informal conversations with people of the target group, we developed several requirements. The approach should not only enable VIP to print 3D models on their own, but should also allow the selection of 3D models. The search process itself should be assisted by verbal descriptions incorporating technical details about the 3D models without the need of a sighted assistant. Before the selected model is printed, users who are blind should have the opportunity to configure important printing parameters. After printing is finished, VIP should be able to retrieve the finished product and to remove support structures without assistance. Finally, the approach should be developed in a generic way using affordable, existing technologies.
Beginning from the selection of existing 3D models, several tasks have to be performed before the finished 3D model can be used for tactile exploration. In the following, we broke down this task into multiple subsequent steps (see Figure 2 ) and adapted them to the needs of VIP. Some of these adaptations solely apply to software, others mainly concern the hardware, including the printed results.
3D Model Selection
For sighted users, millions of free 3D models are available on the internet that can be easily downloaded and printed at home. Search engines exist that can be used by text retrieval (e.g., Reference [12] ) or by geometric similarity (e.g., Reference [46] ). An alternative approach is to browse through categories of websites hosting or linking 3D models (e.g., References [45, 50, 56] ).
14:8 T. Götzelmann However, these categories do not primarily address the needs of VIP. As reported in Section 2.1, there are multiple approaches to make web resources accessible to people with visual impairments. However, there is no accessible approach for retrieving 3D models from the internet. Hence, it would be useful to allow VIP to benefit (i) from the variety of models accessible by text retrieval as well as (ii) from the structured organization of categories tailored to the needs of people who are blind.
For model selection, we propose the following concept: users should be able to access a wide variety of 3D models by information retrieval. To correspond to the claim of Reference [7] and also to enable children easy access to 3D printing, this should be supported by speech recognition. However, some of the models retrieved and their descriptions may not be suitable for autonomous printing for VIP. According to Reference [8] , only approximately 30% of the models require no assembly. Hence, 3D objects that must be manually assembled from multiple parts will be filtered out. Based on the results of the questionnaire (see Section 2.4.3), experience with already printed models (e.g., optimal print size, alternative description) should be shared in a categorized 3D model database (see Figure 3 ). The structure of the database will be based on the results of questionnaire.
Determination of Printing Parameters
The most common consumer 3D printing technology is Fused Filament Fabrication (FFF). In FFF, the object is created layer by layer through the deposit of molten plastic. Additional printing material can be deposited on already solidified layers. For upward laterally extending structures (e.g., treetops), however, it is sometimes necessary to print support structures, since in this case it is not possible to build on previously printed lower layers. These support structures have to be removed after the print process is finished.
Before the actual print process starts, the desired 3D model has to be prepared for printing. User interfaces for the preparation of 3D models are highly dependent on direct manipulation and in many cases offer numerous parameters to adjust the printer settings. Even for sighted users, the complexity of these user interfaces can be rather confusing and impedes its ergonomics.
To simplify the preparation of the 3D model, we identified multiple crucial steps. Some of these steps can be carried out algorithmically, others need feedback from the user. There are already tools that implement some of the following strategies (usually only with a graphical user interface and several interaction steps). According to the author's knowledge, there is currently no approach that is accessible to people who are blind. In addition, there is no approach that combines the entire process chain in such a way that it can be used by people with visual impairments.
The first step of print preparation is the placement of the desired 3D model onto the virtual building plate, which represents the building plate of the 3D printer. With sighted users, this task is usually done by direct manipulation, and thus, is inaccessible for users who are blind. In our approach, the model is always placed in the center of the building plate. To our knowledge, this trivial solution works for almost all 3D models.
Another important task is the definition of the printing orientation of the model. It directly influences the time and (support) material needed to print the model. Since the model has to adhere to the building platform until the printing process finishes, a sufficient bearing area between the platform and the printed model is crucial for the success of the printing process.
A heuristic algorithm can be applied to evaluate which one of multiple orientations is optimal (see Figure 4) . In our approach, the model is evaluated from six different directions (both sides of each main axis) regarding multiple parameters. The algorithm chooses the printing orientation to minimize the amount of support material required. This also positively affects the printing duration. If the bearing area is below a threshold value (e.g., a lengthy, vertically oriented object) a better alternative with similar support material requirements is selected instead. If no such alternative can be found, an additional structure of concentric circles consisting of support material is added to the model's base to improve the platform adhesion.
According to the questionnaire, another important parameter is the definition of the printed object's size. Due to the fact that many models are not at scale of their real-world entities (e.g., elephant) it is not constructive to scale the models by a defined factor for printing. Instead, our approach queries the user to define the maximum edge length the object is scaled to. Finally, as an optional parameter to influence the stability of the printed object, the density of the fill structure can be defined by the user. Alternatively, the default setting of 20% fill density can be used, which is suitable for most 3D models.
Transformation into Print Data
The most common type of consumer 3D printers work according to the fused decomposition modeling. This additive manufacturing technique successively deposits molten printing material (filament) through a print head at defined positions, layer by layer, until the whole 3D object is built. 3D printers are controlled by instructions (so-called G-code), which, for example, defines movements of the print head, degree, or the speed of filament extrusion. To transform the 3D model in the form of polygonal meshes into 3D printer instructions, the model has to be subdivided into slices to generate machine readable instructions. This process is usually done by specialized software (slicer). The slicer software needs the source 3D model as well as printing parameters from the user. It also needs knowledge about the target 3D printer's hardware and software (e.g., there are multiple different dialects of G-code that may be implemented in 3D printer firmware).
In our approach, after the user starts the printing process by issuing a voice command, both the selected 3D model and the printing parameters are forwarded to the slicer software. To generate the corresponding G-code for the printer, the details of multiple (dual-head) 3D printers, abstracted in configuration files, can be accessed. After the slicing process, details for printing duration and (support) material consumption can be obtained 1 and reported to the user.
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Printing Process
Our starting point is that a 3D printer is available on which the print materials have been installed and is ready for operation. Depending on the size of the printed objects, in principle a large number of objects can be created without the help of an assistant.
Autonomous 3D printing for people who are visually impaired makes use of multiple specific features of 3D printers. To obtain optimal results, the printing platform should be occasionally adjusted to the correct distance from the print head. Since this manual task requires differentiated sight, printers that are able to adjust the print platform automatically should be preferred. This automatic leveling of the building plate before each print can be encoded in the G-code, and thus in our 3D printer configuration files.
There is an increasing number of dual-head consumer printers, starting at prices below $1000. The second extruder of the print head can be used to print the support structures in a different filament. Since the task of manually removing these supporting structures also requires good vision, a soluble filament should be used for printing the supporting structures. During the printing process, the computed G-code is gradually forwarded to the 3D printer. This allows the user to monitor the progress of the printing process and provides feedback to the user. When the printing process is completed and the heated building plate is cooled down, the user is informed acoustically.
Post-Processing of the Printed Model
Cooling down the heated building plate before the print model is removed has an essential advantage. Due to their differing thermal expansion coefficients, considerable tensions between the building plate and the printed object arise. Hence, the printed object can be removed much easier.
The support structures, necessary to print many 3D models, have to be removed from the 3D model. The removal process of brittle structures is often tedious and can be harmful to the user. In addition, differentiating between the actual model and support structures typically requires discriminating a color difference that may not be possible for VIP. When water-soluble filament is used for the support structures, the users would only have to soak the model in water to remove the support structures. Additionally, for 3D printer platforms that often tightly adhere to the model, an additional bottom layer of soluble material can be printed below the model. In this case, the user only has to remove the building platform from the 3D printer and to rinse it in water to dissolve the support structures. Although it is not necessary for the successful removal of soluble support structures, tepid water accelerates the dissolution.
INITIAL COMPUTER-BASED PROTOTYPE
This section describes our first implementation of the approach introduced in Section 3. The purpose of this computer-based prototype was to test the principal feasibility of 3D printing for VIP. It achieved the main goals of evaluating the entire process, beginning from the 3D model selection up to the point of obtaining the finished printed objects ready for tactile exploration.
Architecture
The prototypical test environment consisted of a computer and a 3D printer that was connected via a USB cable (see Figure 5) . Additionally, to reduce the influence of ambient noise, an external microphone was connected to the computer. The set of 3D models had to be stored in a local directory on the laptop. Furthermore, slicing software was installed on the laptop, whereas a configuration file served to define the characteristics of the 3D printer. 
Implementation
The test environment software was developed as a C# application. The whole process had to be controlled by voice interaction. For the application's audio feedback, the standard .NET speech synthesis library was used. To make the application controllable by voice commands, the popular voice recognition library PocketSphinx [24] was chosen. This allowed an offline recognition of voice commands and was highly configurable.
This prototype was developed with the objective of testing the whole task, including the actual 3D printing process. To control the duration of the test, in this implementation no parameters were requested from the user to avoid influencing the printing durations. Instead, after selection of a 3D model, the user had to command the computer to start the printing process. This started a process of transforming (slicing) the 3D model into print data. A configurable slicer software CuraEngine [13] generated the machine readable G-code from the 3D model file and the 3D printer's configuration. Finally, the G-code was sent to the 3D printer via the USB interface.
User Study on Technical Feasibility
The predominant question for our approach was whether people who are blind are able to use 3D printers when the described adaptations (see Section 3) are implemented. To test this, we performed an initial user study focusing on the technical aspect.
Participants.
The user study was carried out in a local educational center for people who are blind or visually impaired. We recruited seven volunteers (five female, two male), whose ages ranged from 16 to 32 years old, with an average of 20.14 ± 5.4 years. Three of the participants were completely blind and four possessed only minor residual vision (at least WHO category 3 [9] ). None of the participants had experience with 3D printing.
Apparatus.
The implementation of the computer-based prototype was installed on a standard notebook (Toshiba Satellite P70-A-104) with an external microphone. For the user study, 3D model candidates were identified and stored in the local directory. Finally, four models were chosen that could be selected by participants using voice recognition. To limit the time needed for each participant to wait during the printing process, these models were manually scaled down to limit their printing duration to less than half an hour.
A dual-head 3D printer (FelixPrinters Felix Pro 1), which supports auto-leveling of the heated building platform, was connected via USB to the notebook. During the printing process, this platform was fixed to the printing base by three integrated electromagnets. When the printing process was finished, these electromagnets released the printing bed so that it could be removed easily. In the experiment, we used a combination of standard PLA (Polylactide) filament for printing the actual model and PVA (Polyvinyl Alcohol) for printing the soluble support structures.
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We carried out the experiment in a lab on the premises of the educational center. The notebook and the 3D printer were placed side by side. A bowl of water was placed on another on the right.
Design and
Procedure. The users were tested one at a time. Each of the participants obtained a short briefing from the experimenter on the software interface and the connected 3D printer. Next, they were introduced to the testing procedure and each of the select 3D models were explained. In the briefing, subjects were given the opportunity to ask open questions and to be guided to the microphone, to the 3D printer with its building platform, and to the bowl of water.
After the briefing, the voice recognition was started and the microphone was handed over to the participant. The subjects had to select one of the models in the database by its designation and to confirm their choice. A subsequent voice command initiated the slicing of the 3D model and then the printing process. Dependent on which 3D model was chosen, the printing process required up to 30 minutes. This was reported to the subject at the beginning of the printing process. During the printing process, there was no need for the user to touch the 3D printer. After the print was complete, the subject was asked to wait until the building plate had cooled down and, subsequently, to remove the 3D printed object. Finally, the 3D object had to be placed in the bowl of water to dissolve the support structures.
During the whole test the user was able to ask questions to aid his/her comprehension. The experimenter recorded the time needed to fulfill the task and the requests for help. At the end of the trial, the printed objects were given to the participants as souvenirs.
Results and Discussion.
All of the participants successfully accomplished the task to select a 3D model and to start the actual print process. Likewise, they managed to autonomously detach the printed object from the 3D printer's building platform without problems and to dissolve the support structures. On average, the subjects needed 11.14 ± 3.81 minutes to accomplish this task (excluding the duration of the actual printing process).
However, multiple technical issues were identified. The main issue was caused by the offline voice recognition, which did not work reliably. Despite our preliminary tests in which it worked without issues, during the experiment multiple subjects had to repeat their commands up to 20 times until the system recognized them correctly. In this case, each of these participants asked the experimenter how they should behave. They were encouraged to continue. This resulted in nonhomogeneous duration requirements for the problem solving, between 7 and 17 minutes. In a retrospective investigation we identified two causes of this shortcoming: the acoustic model implemented was not sufficiently configured and the recognizer module's vocabulary was not optimized for the specific task.
During the experiment, another issue arose because of one of the dual-head 3D printers extruders (PVA filament) stopped printing. Hence, no more water soluble support material could be printed. To stay within the time constraints of the experiment, we decided to continue without an intensive investigation of its cause. Instead, the models were printed using only one extruder. To test the feasibility, the participants were still asked to remove the print from the building plate and to place it in the bowl of water. After the experiment, it became evident that the clogging was caused by a modified configuration of the printing temperatures, i.e., the second extruder's temperature during idle time was too high. Additionally, PVA filament is susceptible to burning in the 3D printer's extruder when it is not used during the print. However, there are PVA filaments that are designed to limit this issue.
Overall, the results of this experiment showed the fundamental feasibility of autonomous 3D printing by people with visual impairments. Based on these results, we speculated about improvements to the user interfaces as well as the technical configuration.
ADVANCED SMARTPHONE-BASED PROTOTYPE
This section presents an advanced approach that allows users who are blind to use their smartphones as the user interface to print 3D models. The extended hardware configuration allows the abstraction of the 3D printer's hardware and therefore is more flexible than the first prototype.
Architecture
The computer-based prototype verified the principal feasibility of autonomous 3D printing by people who are blind. However, the proposed architecture had some drawbacks. One major issue was that the computer was tightly coupled with the 3D printer. The user interface and the remaining software components were implemented on the computer. Likewise, the 3D printer's configuration was also defined on the computer, which caused a dependency with the printer. Hence, the user interface had to be used with a specific printer. During the extensive printing process (often several hours), this computer provided users with text-to-speech status updates that were only perceivable when they were in close proximity to the device.
Today, smartphones are now equipped with excellent voice recognition functions and users are often familiar with their use. If the application was installed on a private smartphone, it would also be possible to obtain the auditory status updates about printing progress, regardless of the user's location (assuming there is an internet connection).
Some consumer 3D printers already integrate proprietary Wi-Fi interfaces. However, they are not (yet) unified and some printers do not integrate them at all. Another solution we evaluated was the use of Wi-Fi SD cards (such as the Transcend TS16GWSDHC10), which are common for professional photography. They are designed to offer wireless access to data stored on a host system on which they are regularly mounted (e.g., a photo camera). The intended flow of data is from the SD card to the computer connected to it via Wi-Fi. However, it is also possible to reverse the flow of data [22, 30] , i.e., to store information on these SD cards mounted in the host device (in our case a 3D printer). This could be used as a generic interface between a smartphone and 3D printers (which normally integrate SD card slots). Using this technique, we were able to remotely store 3D models via Wi-Fi on SD cards mounted in conventional 3D printers. However, to the knowledge of the authors, there is no generic way to control 3D printers by this interface to initiate and control the printing process.
Another issue was the limited computing capacity of smartphones. If they would need to perform the computationally intensive slicing of 3D models, this process would take a long time and would mean a massive expense of response time and the batteries.
Recently, an approach for mobile fabrication [42] was introduced that used a single board computer as an interface between smartphone and 3D printed. This work used this setup for connecting a modified 3D printer for the usage on-the-go. In this article we use a similar setup for a different purpose, i.e., for abstracting 3D printing hardware for a generalized interface to enable access to various 3D printers.
For this purpose we used a credit-card sized single board computer called Raspberry Pi. The current version integrates a quad-core processor and 1GB memory, multiple USB ports and a WiFi adapter for less than $40. Peripherals are available, such as a keyboard, a mouse can be connected by USB, a display via HDMI connector. However they are not needed to run this device. The only necessary connection is the micro USB cable from a power supply.
One of the USB ports is physically connected to the 3D printer to control the printing process (see Figure 6) . Furthermore, the smartphone that implements the auditory user interface is connected via Wi-Fi to the Raspberry Pi computer. Usually, Linux-based operating systems are used, which allow the integration of manifold software components. In our case, this component integrates the slicer software needed for the transformation into print data.
14:14 T. Götzelmann The use of the Raspberry Pi computer as an intermediary interface abstracts all hardwarespecific components of the 3D printer. It works as a 3D print server, which transforms the user's data into machine-specific commands using the 3D printer's configuration data and controls the printer during the printing process. Status updates from the printer (e.g., concerning the printing process) can be forwarded to the user's smartphone, whether the user is nearby or, provided there is internet access. Additionally, in contrast to professional print services, this is advantageous to the user's autonomy, privacy, and incurs only a fraction of the costs.
Implementation
The implementation of the prototype consisted of two units. The mobile application provided the auditory user interface and the print server implemented the hardware abstraction of the 3D printer.
Specialized Print Server. The print server was implemented on a Raspberry Pi 3 (see Figure 7 ) using a Debian-based Linux operating system. Similar to Reference [42] , we used the basic functionality of a software package, OctoPrint [38] , which was designed as a web server for 3D printers. For programming purposes, it implemented a REST API [10] , which could be used for communication with the mobile application. We had to make adaptions to our server to implement the functionality described in Section 3.2.
The slicer software package CuraEngine [13] has been used to transform the transmitted 3D models of the mobile application into machine readable instructions. The slicing parameters had to be adapted to the needs of dual-head 3D printers. Furthermore, for each incoming 3D model, the slicing had to be executed six times (see Section 3) to evaluate the best printing direction and to report the printing duration back to the smartphone application.
Mobile Application. The prototype mobile application was designed for Android smartphones and used the integrated Google speech recognition. The application was designed to allow both the selection of a 3D model from a specialized database of 3D models as well as the option for free 3D model retrieval. We chose the 3D model sharing platform Thingiverse [50] to implement (i) the file storage for our database (including subfolders for the 3D model categories) and (ii) the 3D model retrieval from its extensive database. This platform also used a REST API that could be used for the communication with the smartphone application.
The application itself consisted of four main functionalities. Each of these functionalities were accessible through an auditory menu. To initiate the speech recognition, the user had to tap the display of the smartphone for a short duration and then speak in his or her command.
To enhance the flexibility of the user interface, this menu could be navigated by a state machine (see Figure 8) . After starting the application, the users obtained a short description about the structure of the application and which commands could be used. In each state, the help function could be used, which reported the current state and the available options (voice commands) in this state.
It was possible from each of the submenus to navigate back to the main menu. In both of the submenus, Choose model and Retrieve model, the user could select a 3D model. Once a model was selected, the states Comment model and Print model could be accessed directly.
In the state Choose model, one of the predefined categories (technical models, architectural models, nature, persons, art) could be chosen per voice command. In each of these categories, the models could be accessed by the command next, which presented the headlines of the next 10 models to the user. The user was able to obtain a description and comments to a specific model by the command detail, followed by the corresponding number. The command select selected the 3D model which had been explained in detail. The command back navigated back to the Choose model state.
In contrast to Choose model, the state Retrieve model enabled the retrieval of models from the entire 3D model server. By issuing the command search, the application requested the user to define search terms for the query. Subsequently, the retrieval process was started (by using the Thingiverse API) and a resulting set of 3D models was returned to the application. The application automatically downloaded the descriptions and file details of the 3D models. To limit the amount of time required to transmit the information, this was restricted to 50 models.
To prevent manual assembly of multiple parts, which usually requires a good visual acuity, the resulting set was filtered. Only 3D models which had exactly one 3D file (STL format) remained in the set. Of the remaining set, the first 10 headlines were reported to the user. The user was able to obtain more information about a specific file by issuing the command detail, followed by the corresponding number. Just as in the state Choose model, the user can select the model which has been explained in detail by the command select. A repeated command search allowed the user to refine the search terms to retrieve more 3D models.
For a selected 3D model, either by Choose model or the state Retrieve model, the state Comment model allowed its annotation with individual explanations of the model or experiences from the printing process. This addressed the willingness of users (see Section 2.4.4) to take an active part in the successive development of a database of user-tested models and the experience of users. If the model was not yet stored in the database of 3D models (see Figure 3) available in the Choose model state, the user was asked in which category this model should be added. If this was not intended, the user was able to navigate back to the main menu. After adding the model to the desired category (or if the model already existed in the database), the user was asked to define a comment. A break ended the recording. Subsequently, the recorded comment was read and had to be approved by the user. The command accept stored the comment along with the 3D model. The command reject navigated back to the main menu.
Finally, the state Print model allowed the user to initiate the print procedure. The user was asked to define the desired size of the model by specifying its maximum edge length. The application confirmed this by repeating the recognized size. This information was used to transfer the 3D model in a reduced size to the print server via the REST API and to slice it to determine a preliminary value for the printing duration. This duration was used to estimate the durations for low, medium, and high-quality 3D printing (defined in the printer configuration; e.g., 8, 15, and 25 micron layer height). These durations were reported to the user, requesting them to define the desired printing quality. Again, the application confirmed the user's choice by repeating the recognized quality and asked the user whether he or she intended to print the model with this configuration. After the user agreed, the 3D model was transferred to the specialized print server and sliced from six orientations to find out the optimal printing orientation. The 3D printing process of the selected candidate was then initiated by the print server, which reported the print progress in percent each minute to their smartphone. When the print was finished and the building platform had cooled down, the users obtained another message on their smartphone.
User Study on User Interface
The intention of this user study was to test whether the users were able to retrieve and to select 3D models from the internet and to initiate the actual print process.
Participants.
The user study was conducted with 13 participants (all male). Their ages ranged from 28 to 55 years, with an average of 42.08 ± 8.58 years. They were recruited from a local vocational training center for people with visual impairments on a voluntary basis. Nine of the participants reported being blind (WHO category 4/5 [9] ), three more reported a residual vision of ≤5% (WHO category 3 [9] ), and one participant had a residual vision of 7% (WHO category 2 [9] ). Three participants were congenitally blind, the remaining entered severe visual impairment (at least WHO category 2 [9] ) at an age greater than 18 years.
Most of the participants (n = 11) had experience with voice control using smartphones. However, only two participants worked with 3D models in the past (i.e., had at least once loaded a specific 3D model into a computer program). Another two participants remarked that 3D models were present in games they played on the computer years ago when they still had sufficient residual vision. None of the participants reported any experience with 3D printing.
Apparatus.
This user study was carried out with an off-the-shelf smartphone LG G Flex2. The installed operating system was Android 5.1.1 and was equipped with the standard text-tospeech engine, including language packs for multiple languages. An implementation as described in Section 5.2 was installed on this device. Additionally, this application recorded the timings of the user interactions. The states for retrieving a model and to print a 3D model were implemented as described. To limit the time needed for the user study, the search dialog allowed the selection of one of the models of the retrieval's resulting set, but only read the headline instead of the whole model description. Finally one of these models could be selected for the print process.
Unlike in the initial user study, the actual 3D printing process was not directly carried out. Instead, the 3D models were transferred to the print server. It consisted of a Raspberry Pi 3 with installed Debian Linux operating system, a modified version of the OctoPrint software (see Section 5.2), the slicer software, and a configuration file for the 3D printers (see Section 4.3.2).
Design and
Procedure. This user study was designed to verify that people who are blind can retrieve 3D models from the internet by voice commands through the implemented mobile application and to print a selected model using the proposed Wi-Fi interface with the print server. To the knowledge of the authors (concordantly with References [6, 7] ) there is no accessible tool for 3D model processing or printing. We did not design our study with a control group because, without such a tool, the unassisted selection and printing of 3D models in comparable settings is not currently possible for people who are blind.
At the beginning of the test, the experimenter briefly explained the purpose of the mobile application, presented multiple examples of printed 3D models, and answered questions. He explained the application's structure and its four submenus. The function of the submenus were explained and that the help command can be used in each menu, which explains the available voice commands. Next, it was explained that only the options search and print are relevant in this user study. To initiate a voice command, the users had to tap on the display of the smartphone. The user's task was to search for a 3D model of their choice by 3D model retrieval and to select one of the models in the list of retrieved models. Next, they had to navigate to the print menu and specify the size of the model. After the application reported the time needed for printing the model in this size, the user had to specify the print quality (low, medium, high) the model has to be printed in. If the desired quality was not medium, the updated printing time was reported. Thereafter, the printing process started.
During the test, the participants had the chance to ask the experimenter for help. When the user had no idea of an suitable value or search term, the experimenter suggested an exemplary search term. After the test, the users were asked about their impressions and requested to suggest improvements.
5.3.4
Results. Each of the participants was able to retrieve a 3D model and to prepare it for the printing process. Six of the participants had no idea of what to use as search term, so the experimenter suggested an exemplary search term and encouraged the participant to use a similar (but different) term. Used terms of the users were (translated): Eiffel tower, pyramid, switch, eagle owl, wheel rim, humerus, diesel, elephant, rat, dog, apple, paraboloid.
On average, each user initiated 2.46 ± 1.6 search queries before selecting a model to print, whereas each query resulted in 2.38 ± 3.1 results (see Appendix B). On average, each user spent 128 ± 62.65 seconds on the retrieval until selecting a model to print.
The users needed 49.69 ± 26.31 seconds on average to define the print parameters before the 3D model was transferred to the 3D model print server. For the size, they chose on average a maximum edge length size of 8.85 ± 2.77 cm and the desired quality was almost uniformly distributed (low: 4; medium: 5; high: 4).
All participants were very pleased with the opportunity to find and print 3D models on their own. Several of them were overwhelmed by the variety of searchable models, and, as some commented, at times strained. They said it might help to listen to someone experienced in the search.
A point of criticism from several participants concerned the multilingual input and output, since most models were only available in their English descriptions. The participants often searched for models in their native language, whereas most 3D models were present in English. This sometimes led to few or no search results. When the participants used the English translation of their search terms this led to more results.
Multiple users reported that the speed of the text-to-speech output was much too slow. They suggested there should be a setting for the speed of speech output. One of the participants proposed the integration of an additional functionality to define exact search terms which are not common in natural language. Another idea was that it might be advantageous to add a visual menu with simple keys to the voice control.
Discussion.
Some participants had obvious difficulty with the variety of available models. We assume that one reason for this could be the cross-media search. That is, even though the use of text-retrieval search engines is widely known, it may not be intuitive that text-based searches actually produce 3D models (and their descriptions) as results. However, we assume that this is not specific to VIP. As pointed out by several subjects, it might help to listen to an experienced user. A listening tutorial might be similarly useful.
The reported issue of multilingual input (only for non-English speaking persons) could be resolved in future versions by cross-language information retrieval (e.g., References [18, 35] ). In some cases, the search results included models with headlines in multiple languages. A better solution would have been a language detection functionality on the description to dynamically select a text-to-speech engine of the corresponding language. Because foreign languages could still cause confusion to some users, an automated translation service could be integrated.
Another issue was the question about the desired size, i.e., the "maximum edge length." Each of the users asked about the meaning of this phrase. The experimenter explained the fact that the model is uniformly scaled into a box of the edge length of the defined value. However, there is evidence [28] that measurement is an inherently uncertain process. Since the available models are geometrically very different 3D models and from various domains, it could be very difficult for people who are blind to imagine a certain size of an object. This applies in particular if they have never touched such an object before. For this reason, we suggest that users add annotations to 3D models that have already been printed, and share their experiences about features such as optimum print size, among others.
As explained in the introduction, this article focuses on printing 3D models for tactile exploration. However, for functional models such as a door lever, trivial scaling of the model would not be sufficient. According to Reference [28] , in the future, automated tools could be developed which generate modular components which do not lose their functionality by scaling. This could be useful for people who are blind.
As stated in Section 3, we chose to integrate voice recognition instead of typing text. To exclude secondary effects caused by residual vision, the prototypical implementation of the interaction in the user study consisted solely of voice control. Although speech recognition worked surprisingly reliably, it sometimes made it more difficult to interact and search. As suggested by several participants, a visual menu could be used in the future as a supplement to voice commands. In this way, normal screen-readers could be used with the smartphone application. Such an implementation could be realized by dynamically generating buttons for all possible state transitions of the current state.
To overcome the issue of entering complicated search terms, a normal text input could be integrated. In order not to exclude children, the voice recognition could be used to spell complicated search terms.
CONCLUSIONS
This article presented several contributions to the practical feasibility of a tool for the autonomous search for and printing of 3D models by people who are blind. It conducted a survey that addressed questions about the requirements and design of such a tool. We provided a workflow for this task, identified target group-specific difficulties in the individual steps, and presented possible solutions. We developed an initial prototype that showed the principal feasibility of 3D printing by VIP in a dedicated experiment. Based on this, we developed an architecture that abstracts the hardwarespecific details of 3D printing into a dedicated component and implemented it as a generic 3D printing interface for people with visual impairments. A second implementation realized a mobile application serving as the user interface to implement a state machine for speech interaction. Finally, a user study was carried out that evaluated its usability and showed further directions of research in this area. The focus of this work was on the complex task of demonstrating the feasibility of the entire workflow. Further studies will focus on developing more sophisticated implementations for the individual subproblems such as improving search results or to control the tactile complexity of retrieved 3D models.
In the future, the annotated database used to share previously printed 3D models and the users' experiences could also be used as a platform for the exchange of teaching resources between educational institutions for people with visual impairments. The lack of reliability and consistent printing quality of 3D printers still impedes the success of practical applicability of 3D printers and has already been addressed by other researchers [7] . Because there is a considerable mass market for consumer-grade 3D printers driving this technology, the authors suppose that product quality and reliability will considerably improve over the next few years. Our approach implemented strategies to reduce the chance of poor-quality print results (see Section 3). Due to the increased accessibility to people with visual impairments for searching and printing 3D models, this could help to raise the attention of the 3D printer market to this group.
By adding an automatically generated visual menu (see Section 5.3.5), this application could also be used by sighted people. Because it considerably eases the handling of 3D models and their preparation for 3D printing, it could be of interest to people who attach more importance to the printed object than the actual printing process. With regard to Design for All, this could help to reduce the inhibition threshold for the active use of 3D printing.
Up to now, consumer 3D printers are only partially reliable. Although there are already products that print many models reliably after a basic setting, without the need for any readjustment. Nevertheless, situations can occur that deviate from the normal situation. For such cases, crowdsourcing techniques (such as VizWiz [4] ) could be used to quickly receive feedback from experts and to resolve the situation. Another application would be the use of crowdsourcing to find the right model. One possible solution for the future would be to ask sighted people questions about the visualization of 3D models in a search result set via smartphone.
In the future, the comments of the annotated database could be analyzed to assess the quality of search results. To facilitate this, users could be encouraged to add both positive and negative comments to the models retrieved. Another question that could be covered is the actual understanding of the spatial facts through 3D models. Of particular interest is what, in addition to palpability, are the determinants for a good understanding of 3D objects.
Finally, multiple works already addressed the issues people with visual impairments have when using existing search engines (e.g., References [2, 33, 43] ) to browse HTML web pages. Other approaches address web page retrieval for other groups of people with special needs such as children (e.g., Reference [25] ), elderly people (e.g., Reference [1] ), people with dyslexia (e.g., References [3, 36] ), and image retrieval tailored for people with color vision impairment (e.g., Reference [31] ). Another interesting research question is specialized 3D retrieval engines for VIP. These could integrate analytic functions (e.g., degree of manifoldness, roundness, size of individual geometric features) similar to those that are used for shape-driven 3D retrieval engines (e.g., Reference [46] ) to find out which of the models are good candidates for tactile exploration. For too complex models, specialized simplification algorithms could be used to reduce tactile complexity. T. Götzelmann
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APPENDIX B
Exemplary 3D models retrieved by visually impaired people in second user study.
APPENDIX C
Further exemplary 3D models printed with soluble support structures (white elements).
