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Introduction
L’étude du comportement vibroacoustique d’une structure en présence de non-
linéarités est un problème complexe pour deux raisons principales. D’une part, la pro-
blématique vibroacoustique nécessite de considérer la structure dans son milieu fluide
et donc de prendre en compte les interactions se créant entre le fluide et la structure.
D’autre part, l’existence de non-linéarités constitue une difficulté supplémentaire : ces
non-linéarités peuvent avoir une origine structurale se traduisant notamment par des
grandes amplitudes de vibration, ou acoustique lorsque les niveaux de pression acous-
tique sont importants. Une technique classique de résolution de ce problème est la
méthode des éléments finis. Son principal inconvénient est son coût en termes de mé-
moire informatique et en temps de calcul suite à la discrétisation du domaine spatial
en plusieurs éléments finis générant ainsi des matrices de grandes tailles. De plus, le
comportement non-linéaire nécessite une évaluation de la force non-linéaire à chaque
itération, rendant le problème encore plus coûteux en temps de calcul. Afin de diminuer
ce coût de calcul, la réduction de modèle par des bases de réduction est une alternative
à la résolution du système complet. Dans ce contexte, l’objectif de ce travail de thèse
est la construction de bases de réduction adaptées au problème traité.
Le manuscrit est décomposé en quatre grands chapitres :
– le premier chapitre présente un état de l’art qui permet de positionner le travail
effectué. Le problème de l’élasto-dynamique est présenté en premier lieu, suivi
d’un rappel sur les techniques de réduction de modèles. Une généralisation du
problème linéaire au problème non-linéaire est présentée. Les méthodes de réso-
lution dans les domaines fréquentiel et temporel sont introduites par la suite ainsi
que les méthodes de réduction qui peuvent leur être associées. La méthode des ap-
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proximations combinées est la méthode de réduction adoptée dans ce travail. Elle
a été initialement développée pour des études d’optimisation et de robustesse par
réanalyse approchée. Elle consiste à enrichir la base modale du problème linéaire
par une sous-base issue d’un développement en série de Taylor d’une fonction
décrivant la perturbation du problème par rapport au problème initial.
– Le deuxième chapitre traite le problème des structures vibrantes ayant un com-
portement non-linéaire géométrique. Cette non-linéarité conduit à introduire dans
les équations une fonction non-linéaire qui dépend du déplacement de la struc-
ture. Cette étude porte sur les non-linéarités géométriques localisées et réparties
en grands déplacements. Les non-linéarités localisées se rencontrent dans tout
type de liaison non-linéaire, et les non-linéarités réparties en grands déplacements
sont caractéristiques des structures minces. La formulation par la méthode des
éléments finis de ces deux problèmes est rappelée afin de pouvoir justifier le choix
des modèles réduits proposés. Le modèle réduit dédié aux non-linéarités locali-
sées est issu de la base modale du problème linéaire enrichie par la contribution
statique de la liaison non-linéaire à la réponse de la structure. Le caractère ré-
parti de la non-linéarité en grands déplacements ne permet pas d’appliquer la
technique d’enrichissement par résidus statiques. Une autre méthode proposée
est de procéder par réanalyse approchée en estimant à chaque itération une base
de réduction qui prend en compte l’évolution du comportement non-linéaire à
travers la méthode des approximations combinées. Pour rendre plus efficace la
méthode de réduction, deux stratégies sont introduites au cours de la résolution :
l’évaluation de la force non-linéaire élément par élément s’effectue à travers un
algorithme parallèle et la base de réduction est actualisée s’il y a besoin en suivant
un critère qui décrit l’évolution de l’énergie cinétique. L’intérêt de ces techniques
est montré à travers des applications dans le domaine temporel.
– Le troisième chapitre reprend les méthodes décrites dans le deuxième chapitre
afin de les étendre au problème vibroacoustique. Dans un premier temps, un état
de l’art sur les méthodes de réduction des problèmes couplés est présenté. Par
la suite, une nouvelle approche de synthèse modale du problème linéaire couplé,
à travers la méthode des approximations combinées, est proposée. Le problème
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couplé est étudié dans un contexte non-linéaire avec les types de non-linéarités
évoqués précédemment. La méthode des approximations combinées et la méthode
des résidus statiques sont adaptées au problème en les enrichissant par les modes
du fluide découplé et par la contribution du couplage. L’intérêt des méthodes
de réduction proposées est illustré à travers des applications dans le domaine
temporel.
– Le dernier chapitre traite le problème d’acoustique et de vibroacoustique en pré-
sence de très hauts niveaux de pression. Deux formulations du problème basées
sur l’hypothèse de petites fluctuations de pression devant la pression statique
sont présentées : la formulation de Westervelt en pression et la formulation de
Kuznetsov en potentiel de vitesse. Le choix de modélisation a porté sur l’équation
de Kuznetsov qui présente des hypothèses plus convaincantes que celles de Wes-
tervelt. A travers des applications dans le domaine temporel, une comparaison
entre les modèles linéaire et non-linéaire permet d’illustrer les performances de
la méthode de réduction proposée.
Une conclusion générale termine ce mémoire ainsi qu’une présentation des perspectives
mettant en évidence les aspects relatifs à la poursuite de ces travaux ainsi que les
problèmes ouverts.
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Chapitre 1
Vibrations des sytèmes mécaniques
1.1 Généralités
On appelle vibration, tout mouvement autour d’une position d’équilibre. Ce phé-
nomène englobe des multitudes d’applications allant des plus basiques jusqu’aux ap-
plications industrielles très complexes (figure 1.1). Par exemple, on entend grâce aux
vibrations du tympan et on parle grâce aux vibrations des cordes vocales ; un moteur
tournant engendre des excitations vibratoires et l’objet qui se heurte à un vent se met à
vibrer. Ainsi les vibrations sont créées lorsque l’énergie cinétique du système n’est plus
négligeable devant l’énergie de déformation, et le système se met à osciller autour de
sa position d’équilibre. L’ouvrage historique de référence sur la théorie des vibrations
est associé aux travaux de Lord Rayleigh publiés dans ’The theory of sound ’ [108] bien
qu’il ne soit pas le premier à étudier ce phénomène.
Les premières applications industrielles furent dans le domaine aéronautique où
pour des raisons de sécurité et de fiabilité les ingénieurs sont tenus de maîtriser les
problèmes des vibrations et de la dynamique des structures. Les moyens de calcul de
l’époque limitaient les applications à des approches analytiques et à des modèles à
faible nombre de degrés de liberté. La révolution informatique et l’apparition de la
méthode des éléments finis ont permis d’élaborer de nouvelles méthodes permettant
d’approfondir le calcul dans le but d’obtenir des modèles de prédiction fiables vis-à-vis
des comportements vibratoires réels. Cette révolution a aussi permis aux méthodes
9
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(a) Pont en résonance (b) Modèle éléments finis d’une caisse de
voiture pour une analyse modale
Figure 1.1 – Exemple de structures soumises à des vibrations.
d’identification expérimentale d’être plus élaborées, ainsi beaucoup d’applications im-
pliquent une interaction entre les modèles numériques et les modèles expérimentaux.
L’étude des vibrations est devenue une procédure standard dans la conception et le
développement de la plupart des systèmes d’ingénierie.
Différents ouvrages décrivent les méthodes utilisées pour déterminer le comporte-
ment vibratoire, on peut citer celui de Géradin et Rixen [34] qui est considéré comme
la référence des ouvrages francophones sur la théorie des vibrations. D’autres ouvrages
peuvent être cités comme [29, 41, 106].
1.2 Vibrations des structures élastiques
Cette partie rappelle la formulation du problème d’élastodynamique. L’écriture des
équations sous forme variationnelle en termes de déplacements, permet d’expliciter le
système sous forme discrète. A travers cette forme discrète, on rappelle les notions de
base de la théorie des vibrations. Une présentation détaillée des méthodes variation-
nelles en élastodynamique peut être trouvée dans les ouvrages [28, 32, 107].
1.2.1 Mise en équations
On considère un domaine Ω borné occupé par une structure en équilibre. Cette
structure est fixée sur une partie Σ de sa frontière et soumise à des forces surfaciques
F (t). On désigne parM un point du domaine Ω ; ~u(M, t) est le déplacement de ce point
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à un instant t et ~n la normale sur la frontière ∂Ω. On se place dans l’hypothèse des
petites perturbations. ~u vérifie le problème aux limites suivant :

~div σ¯ − ρ∂
2~u
∂t2
= 0 sur Ω, (1.1a)
σ¯~n = ~F sur ∂Ω\Σ, (1.1b)
~u = 0 sur Σ, (1.1c)
σ¯ = De : ε¯ sur Ω. (1.1d)
L’équation (1.1a) représente l’équation de l’élastodynamique des milieux continus
où ρ désigne la masse volumique de la structure et σ¯ le tenseur des contraintes de
Cauchy ; l’équation (1.1b) décrit les conditions aux limites en termes de contraintes ;
l’équation (1.1c) décrit les conditions aux limites en termes de déplacements et l’équa-
tion (1.1d) décrit la loi de comportement du matériau où De désigne le tenseur d’ordre
4 des constantes élastiques et ε¯ le tenseur des déformations élastiques.
En introduisant l’espace C des fonctions ~v(M) régulières, cinématiquement admis-
sibles, et l’espace C0 ⊂ C des ~v nuls sur Σ, la formulation variationnelle s’énonce alors :
Trouver ~u ∈ C0, tel que ∀~v ∈ C0, on a :
∫
Ω
σ¯(~u) : ε¯(~v)dV +
∫
Ω
ρ
∂2~u
∂t2
~vdV =
∫
∂Ω\Σ
~F~vdS. (1.2)
La résolution directe de l’équation (1.2) est souvent très complexe. Une manière
pour contourner ce problème est de chercher une solution approchée en utilisant la
méthode de Ritz-Galerkin qui consiste à projeter la solution ~u dans un sous espace
de dimension N . Cela conduit à la résolution d’un système d’équations différentielles
couplées de taille N . Les matrices identifiées sont définies comme suit :

∫
Ω
σ¯(~u) : ε¯(~v)dV =⇒ V TKU , (1.3a)∫
Ω
ρ
∂2~u
∂t2
~vdV =⇒ V TMU¨ , (1.3b)∫
∂Ω\Σ
~F~vdS =⇒ V TF . (1.3c)
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Le système matriciel s’écrit alors sous la forme :
V TMU¨ + V TKU = V TF ∀ V, (1.4)
soit :
MU¨ +KU = F. (1.5)
L’équation (1.5) est une équation différentielle du second ordre avec second membre,
elle décrit l’équilibre dynamique du système discret. On appelleK la matrice de raideur,
M la matrice de masse et F le vecteur de force. U et V sont les formes discrètes des
vecteurs ~u et ~v. Dans le cas de la méthode des éléments finis, K est généralement
symétrique semi-définie positive et M est généralement symétrique définie positive.
1.2.2 Modes propres de vibration
Si on considère l’équation (1.5) sans second membre (F (t) = 0), elle admet une
solution particulière de la forme :
U(t) = ϕq(t), (1.6)
où ϕ est un vecteur représentant la forme propre du mouvement et q(t) un scalaire.
Ainsi pour q(t) 6= 0 :
Kϕ = − q¨(t)
q(t)
Mϕ. (1.7)
A partir de cette équation et d’après les conditions sur M et K, on constate que le
rapport − q¨(t)
q(t)
est une constante positive. Soit λ cette constante, en posant λ = ω2 on
obtient un système d’équations linéaires homogène qui s’écrit sous la forme :
(
K − ω2M)ϕ = 0. (1.8)
Ce problème de degré N admet N racines ω2 vérifiant le problème aux valeurs propres :
det
∣∣K − ω2M ∣∣ = 0. (1.9)
A chaque racine ω2i , est associé un vecteur propre ϕi. L’ensemble de ces vecteurs forme
une base Φ appelée base modale qui a la propriété d’être orthogonale au sens matriciel
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par rapport à K et M . Différents algorithmes existent pour la résolution du problème
aux valeurs propres, on peut trouver une description de ces méthodes dans [19, 98]
par exemple. D’après le principe de superposition modale, la réponse U(t) s’écrit en
sommant les vecteurs propres projetés sur les coordonnées généralisées :
U(t) =
N∑
i=1
ϕiqi(t) = Φq(t), (1.10)
Si les vecteurs propres sont normalisés par rapport à la masse (ϕTi Mϕi = 1), alors
ϕTi Kϕi = ω
2
i et l’équation (1.5) devient :
[I]q¨(t) + [Λ]q(t) = ΦTF (t), (1.11)
avec [I] la matrice d’identité et [Λ] la matrice spectrale telle que :
[Λ] =

ω21 0 · · · · · · 0
0
. . . . . . ...
... . . . ω2i
. . . ...
... . . . . . . 0
0 · · · · · · 0 ω2N

. (1.12)
Le système d’équations (1.11), contrairement au système d’équations (1.5) est un sys-
tème découplé. Le principe de superposition modale permet ainsi une résolution de
chaque équation du système indépendamment des autres.
1.2.3 Troncature modale
Un modèle éléments finis possède en général des milliers voire des millions de degrés
de liberté. Il est pratiquement impossible de calculer les N modes propres associés.
La structure répond souvent sur une certaine bande fréquentielle bien déterminée ; il
est alors possible de faire une approximation en ne faisant intervenir que les modes
appartenant à la bande d’intérêt et les modes voisins (souvent 2 × bande fréquentielle
d’intérêt). Ainsi :
U(t) ≈
p∑
i=1
ϕiqi(t) = Tq(t). (1.13)
T est la base modale tronquée à p modes, où p << N .
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1.2.4 Calcul de la réponse
On s’intéresse à présent à la réponse d’un système oscillant amorti. Le problème est
alors régi par l’équation :
MU¨(t) +BU˙(t) +KU(t) = F (t), (1.14)
où B désigne la matrice d’amortissement visqueux symétrique. On s’intéresse ici aux
systèmes faiblement amortis, ceci permet de considérer l’hypothèse de Basile où B
s’écrit sous la forme B = αK + βM , avec α et β des réels positifs. En appliquant
le principe de superposition modale (1.10), cette hypothèse permet d’obtenir une ma-
trice [β] diagonale et on se retrouve comme dans l’équation (1.11) avec un système
d’équations découplées sous la forme :
[I]q¨(t) + [β]q˙(t) + [Λ]q(t) = ΦTF (t), (1.15)
avec [β] = ΦTBΦ la matrice d’amortissement généralisé qui s’écrit aussi en fonction
des pulsations propres ωi et des coefficients d’amortissement modaux ξi =
βi
2ωi
:
[β] =

2ξ1ω1 0 · · · · · · 0
0
. . . . . . ...
... . . . 2ξiωi
. . . ...
... . . . . . . 0
0 · · · · · · 0 2ξNωN

. (1.16)
La résolution des équations (1.14) et (1.15) dépend de la nature de l’excitation F (t).
Pour une excitation quelconque où le régime transitoire est étudié, la résolution
s’effectue dans le domaine temporel par intégration temporelle [33]. Les algorithmes
d’intégration temporelle se classent en deux catégories : implicite et explicite. Le choix
de l’un ou de l’autre dépend de la nature de F (t) et des caractéristiques de la structure.
Les schémas d’intégration explicite sont généralement conditionnellement stables ; le
pas de temps doit être suffisamment petit pour assurer la stabilité de l’intégration
temporelle. Certains algorithmes implicites ont la propriété d’être inconditionnellement
stables ; cela permet d’utiliser un pas de temps plus grand.
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Lorsque F (t) est harmonique (ω 7−→ F (ω) = F˜ ejωt) et que l’on ne s’intéresse qu’au
régime permanent, la réponse harmonique se met sous la forme U(ω) = U˜ejωt et :
U˜(ω) =
p∑
i=1
ϕiϕ
T
i F˜
−ω2 + 2jωiξiω + ω2i
. (1.17)
Ainsi, un rappel sur les notions globales des vibrations linéaires pour les systèmes
mécaniques a été présenté. Les hypothèses de petites oscillations et de faibles dissipa-
tions ont conduit à des équations différentielles linéaires du second ordre. Le principe de
superposition modale a permis la simplification du système d’équations en le ramenant
à une suite d’équations indépendantes les unes des autres. Il est rare d’avoir un système
entièrement linéaire et plus la structure est complexe, plus il y a des chances de s’éloi-
gner du domaine linéaire. La prise en compte des phénomènes non-linéaires est donc
essentielle. Dans la suite, un rappel des notions générales en vibrations non-linéaires
est présenté.
1.3 Vibrations non-linéaires
Les phénomènes non-linéaires sont choses courantes et le comportement linéaire
est en quelque sorte une exception. Toutefois, le caractère potentiellement imprévi-
sible d’un système non-linéaire peut amener à une défaillance catastrophique. En génie
civil, lors d’événements sportifs et de concerts, les gradins peuvent être sujets à des
oscillations non-linéaires dues au relâchement des articulations et au mouvement de
la foule ; dans l’industrie aérospatiale, les mouvements non linéaires peuvent avoir de
graves conséquences sur la durée de vie des pièces et dans l’industrie automobile, le
système de freinage et le système de suspension du moteur ont un comportement forte-
ment non-linéaire. Les ingénieurs de tous les domaines sont confrontés à des systèmes
non-linéaires à un moment donné de leurs vies professionnelles et devraient être en
mesure de les reconnaître. Du moment où une des hypothèses de linéarisation n’est
plus valable, le système d’équations différentielles n’est plus linéaire et l’application de
la superposition modale n’est plus possible. En dynamique des structures, les sources
typiques de non-linéarités sont de natures locales ou globales ; elles dépendent du com-
portement du matériau, de la nature des déformations ou des conditions aux limites
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[128]. Les différents types de non-linéarités sont présentés par la suite.
1.3.1 Non-linéarités géométriques
C’est une source de non-linéarité qui résulte de l’énergie de déformation de la struc-
ture. Elle est de nature globale ou locale. Dans les deux cas, la contribution non-linéaire
est en lien direct avec le déplacement de la structure ; plus le déplacement est important,
plus le phénomène non-linéaire est marqué.
Non-linéarités globales
Ce type de non-linéarité se rencontre souvent dans des structures élancées de faible
épaisseur. Soit le domaine Ω représenté sur la figure 1.2, occupé par la structure à l’état
initial. On désigne par xi, (i = 1, 2, 3) les coordonnées du pointM dans le repère fixe <
et on cherche à exprimer la déformation en ce point en se rapportant à la configuration
de référence (point de vue lagrangien). On désigne par N un deuxième point proche de
M de coordonnée xi + dxi, avec dxi infinitésimal et
∥∥∥−−→MN∥∥∥ = dl0. Après déformation,
le point M se déplace de ~u et se retrouve en M ′ de coordonnée xi + ui. N se retrouve
alors en N ′(xi + ui + d(xi + ui)) et
∥∥∥−−−→M ′N ′∥∥∥ = dl. Le théorème de Pythagore généralisé
permet de démontrer que :

dl20 =
∑
i
dxidxi, (1.18a)
dl2 =
∑
i
d(xi + ui)d(xi + ui). (1.18b)
En tenant compte du fait que dui =
∂ui
∂xj
dxj peut exprimer l’accroissement de la
longueur du segment [MN ] à l’aide du tenseur de déformation de Green ε¯, on obtient :
dl2 − dl20 = 2εijdxidxj, (1.19)
avec :
ε¯ =
1
2
(∇u+∇uT +∇u∇uT ) . (1.20)
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M
N
M'
N'
Figure 1.2 – État de déformation - Non-linéarité géométrique
Les phénomènes non-linéaires géométriques apparaissent du moment où le terme
∇u∇uT n’est plus négligeable et on parle ainsi de grandes déformations. Un cas particu-
lier qui se produit souvent avec les structures minces est le cas des grands déplacements
où les déformations planes ou axiales (plaque/poutre) sont petites devant les rotations.
Non-linéarités locales
Les non-linéarités sont dites locales lorsqu’elles apparaissent en des points parti-
culiers de la structure. L’oscillateur de Duffing à un degré de liberté illustre ce type
de non-linéarité ; il vérifie l’équation de mouvement (1.21), où knl est la raideur non-
linéaire. Elle peut être négative ayant un comportement adoucissant ou positive ayant
un comportement rigidifiant.
mx¨(t) + bx˙(t) + kx(t) + knlx
3(t) = f(t) (1.21)
La figure 1.3 représente la réponse de l’oscillateur de Duffing pour plusieurs valeurs
de knl et pour plusieurs niveaux d’excitation harmonique. Cette figure montre l’impor-
tance de la contribution du terme knl, qui évolue avec le niveau d’excitation. A titre
d’exemple, la figure 1.3c montre la contribution du terme knl sur les niveaux d’exci-
tation où l’on remarque une évolution non proportionnelle de la réponse harmonique
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par rapport à l’excitation. La figure 1.3d représente les diagrammes de phase (dépla-
cement, vitesse) des différentes réponses de cet exemple où l’on distingue clairement
l’apparition d’un deuxième harmonique à partir d’un certain niveau d’excitation. Le
diagramme de phase est une courbe fermée traduisant le caractère périodique de la
solution obtenue et la distortion observée lorsque le niveau d’excitation augmente est
liée à l’apparition de ce deuxième harmonique.
1.3.2 Non-linéarités matérielles
Les phénomènes non-linéaires peuvent aussi être observés lorsque la loi de compor-
tement du matériau n’est pas linéaire. L’exemple le plus simple est celui du compor-
tement élasto-plastique où la loi de comportement σ¯(ε¯) n’est pas linéaire au-delà de la
limite élastique (figure 1.4a). D’autres exemples peuvent être cités comme les matériaux
visco-plastiques où la vitesse de déformation intervient dans la loi de comportement
(figure 1.4b) conduisant à des effets dissipatifs [122].
1.3.3 Non-linéarités de contact
Une raideur non-linéaire permet de modéliser d’autres liaisons comme les liaisons
de contact rencontrées au niveau des butées (figure 1.5). Le comportement non-linéaire
peut être de nature dissipative en fonction de la vitesse. Les différents types de joints,
la friction entre deux surfaces en contact (ex : frottement de Coulomb) ainsi que les
contacts lubrifiés des machines tournantes ou des boites de vitesses sont caractérisés
par ce comportement [103, 109].
1.4 Méthodes de résolution
L’équation différentielle générale, régissant le comportement dynamique d’une struc-
ture non-linéaire est de la forme :
MU¨(t) + fnl(U˙ , U, t) = F (t), (1.22)
avec fnl(U˙ , U, t) la force non-linéaire dérivée de l’énergie de déformation ou de la dissi-
pation. Contrairement au cas linéaire où les forces dérivées des énergies sont linéaires,
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m
b
k
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x(t)
f(t)
(a) Schéma d’un oscillateur de Duffing.
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(b) Contribution du terme knl pour le même ni-
veau d’excitation : réponse temporelle en dépla-
cement et en vitesse, f(t) = cos(t).
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(c) Contribution du terme knl pour plusieurs ni-
veaux d’excitation : réponse temporelle en dé-
placement et en vitesse, knl = 0.1.
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(d) Contribution du terme knl pour plusieurs ni-
veaux d’excitation : diagramme de phase, knl =
0.1.
Figure 1.3 – Contribution du terme knl pour k = m = 1 et b = 0.1.
1.4. MÉTHODES DE RÉSOLUTION 19
CHAPITRE 1. VIBRATIONS DES SYTÈMES MÉCANIQUES
(a) Matériau élasto-plastique (b) Matériau visco-plastique
Figure 1.4 – Loi de comportement pour des matériaux non-linéaires.
(a) Système de freinage (b) Butée
Figure 1.5 – Structures soumises à des non-linéarités de contact.
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le cas non-linéaire engendre une force fnl(U˙ , U, t) non-linéaire. Cela rend la résolution
de l’équation (1.22) plus compliquée que celle de l’équation (1.14). La méthode la plus
générale consiste en une intégration des équations du mouvement. Dans le cas où l’ex-
citation est harmonique, la méthode de la balance harmonique permet une résolution
dans le domaine fréquentiel.
1.4.1 Méthode de la balance harmonique
Si F (t) s’écrit dans le domaine spectral, la réponse U(t) peut être écrite sous une
forme périodique de série de Fourier [88] :
F (t) =
H−1∑
h=0
(Fh coshωt) (1.23a)
U(t) =
H−1∑
h=0
(U ch coshωt+ U
s
h sinhωt) . (1.23b)
Avec H le nombre d’harmoniques retenus. L’hypothèse sur H est basée sur la connais-
sance à priori de la nature de U(t). Le plus souvent, les systèmes mécaniques réagissent
à la 3e`me, voir la 5e`me harmonique. La méthode de la balance harmonique permet de
traiter uniquement les réponses périodiques ou quasi-périodiques. Pour des réponses
chaotiques, l’intégration temporelle demeure l’unique solution. Pour illustrer la mé-
thode, on se place dans le cas de non-linéarités de raideurs. La non-linéarité se traduit
par une matrice de raideur dépendant du déplacement. L’équation (1.22) devient :
MU¨(t) +BU˙(t) +K(U, t)U(t) = F (t) (1.24)
En injectant l’équation (1.23b) dans l’équation (1.24), et en isolant les contributions de
chaque harmonique, on obtient un système algébrique non-linéaire de taille 2×H×N :
. . . [0] · · ·
[0]
−(hω)2M +K(U) hωB
−hωB −(hω)2M +K(U)
 [0]
... [0] . . .


...
U ch
U sh
...

=

...
Fh
0
...

. (1.25)
Les méthodes de perturbations [87] souvent utilisées pour résoudre l’équation de
Duffing ne sont pas adaptées à des problèmes de grande taille. Le but étant de suivre
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l’évolution du comportement vibratoire en fonction de la pulsation ω, le problème (1.25)
est amené à être résolu sous la forme :
R(U, ω) = K¯(U, ω)U − F = 0. (1.26)
R est une fonction non-linéaire, a priori régulière qui dépend du paramètre ω et de
l’inconnue U . Le comportement non-linéaire engendre la possibilité d’avoir plusieurs
solutions de U pour un ω donné. Les méthodes de continuation [35, 53, 96] ont été
développées pour résoudre ce type d’équation. La résolution s’effectue itérativement
en suivant un certain chemin qui rend la solution unique à une itération. En fonction
du chemin suivi, ce type d’équation de taille (2 × H × N) admet (2 × H × N) ou
(2×H ×N + 1) inconnues. Les (2×H ×N) inconnues sont les composantes de U et
l’inconnue supplémentaire qui peut apparaitre implicitement est ω. Si le chemin suivi
est un chemin défini explicitement en fonction de ω (à titre d’exemple : discrétisation
explicite du domaine ω via un ∆ω définit à priori), l’équation admet (2 × H × N)
inconnues. Les méthodes de continuation sont classées en deux catégories : la méthode
de continuation par prédiction-correction (PC) et la méthode asymptotique numérique
(MAN).
Les méthodes de prédiction-correction (PC)
Le principe général de ces méthodes est de chercher une solution (U i, ωi) vérifiant le
critère (
∥∥Ri∥∥ < ) avec (R(U i, ωi) = Ri) [1]. (U i, ωi) est générée à partir de la solution
précédente (U i−1, ωi−1) à travers une prédiction suivie d’une succession de corrections.
Un paramètre (a) représentant l’abscisse curviligne de la courbe R est défini pour
contrôler la direction du chemin, et la longueur de pas (∆U,∆ω) contrôle l’amplitude
du chemin. Ainsi, la suite des solutions (U i, ωi) constitue une représentation discrète
de la solution (U, ω) comprise dans une plage de variation donnée [ωmin, ωmax].
En conséquence, les différentes méthodes de prédiction-correction se différencient
par la nature de la prédiction-correction et par le choix du paramètre (a) et du contrôle
de la longueur du chemin.
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Le prédicteur-correcteur : On souhaite connaître l’état (U i, ωi) au voisinage de
(U i−1, ωi−1) supposé connu. En développant l’équation (1.26) au voisinage de ce point
on a :
Ri ≈ Ri−1 + ∂R
i−1
∂U
(U i − U i−1) + ∂R
i−1
∂ω
(ωi − ωi−1) = 0. (1.27)
On pose alors : {
∆U = U i − U i−1 (1.28a)
∆ω = ωi − ωi−1. (1.28b)
Les inconnues du problème sont (∆U,∆ω) et le système admet (2×H ×N) équations
à (2 × H × N + 1) inconnues. Pour obtenir la solution recherchée du problème, une
équation doit être ajoutée au système pour définir une loi sur (∆U), (∆ω) ou les deux.
Il s’agit de l’équation de la paramétrisation.
Paramétrisation : Le choix de la paramétrisation impacte sur la nature du chemin
pris lors de l’identification de la solution. C’est une loi qui lie le paramètre a aux pas
incrémentaux (∆U,∆ω). La paramétrisation la plus simple est celle qui associe (a) à
un (∆ω) qui sera fixe, ainsi les (ωi) sont déterminés explicitement et le système (1.26)
n’admet plus que 2×H ×N inconnues. On parle d’une continuation séquentielle et la
résolution s’effectue pour chaque ωi donné (figure 1.6) :
Ri = Ri−1 +
∂Ri−1
∂U
∆U i = 0. (1.29)
Bien qu’elle soit simple à mettre en œuvre, cette méthode présente plusieurs limites
numériques. En effet, le schéma séquentiel va échouer et la solution va typiquement
diverger en présence d’un point tournant ou d’un point de bifurcation, deux cas sont
souvent rencontrés en vibrations non-linéaires. La raison revient au jacobien (
∂Ri−1
∂U
)
qui devient singulier en ces points.
Différentes stratégies existent pour contourner ce problème ; une solution courante
consiste à associer l’équation liant (a) et (∆U,∆ω) à l’équation (1.26). Ainsi, on obtient
un système de (2×H ×N + 1) équations à (2×H ×N + 1) inconnues. Les stratégies
de paramétrisation les plus répandues sont les suivantes :
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Figure 1.6 – Schéma de prédiction correction.
– Paramétrisation par longueur d’arc : L’idée est de paramétrer la courbe par
son abscisse curviligne qui sera (a) et de chercher l’intersection du cercle d’origine
(U i−1, ωi−1) et de rayon (a) avec la courbe R(U, ω) (figure 1.7a). La relation entre
(a) et (∆U,∆ω) est la suivante :
a2 = ‖∆U‖2 + ∆ω2. (1.30)
– Paramétrisation par pseudo-longueur d’arc : L’idée est toujours de paramé-
trer la courbe par son abscisse curviligne, mais la relation entre (a) et (∆U,∆ω)
décrit cette fois la tangente (d) à la courbe R(U, ω) en (U i−1, ωi−1) (figure 1.7b).
On cherche alors l’intersection entre R(U, ω) et la projection orthogonale de (d)
passant par (a) sur R(U, ω).
– Paramétrisation sélective : Il s’agit d’une alternative à la continuation sé-
quentielle décrite au-dessus. Cette méthode consiste à fixer une des composantes
de U ou ω (figure 1.7c). Fixer une composante de U au point tournant permet
d’éviter la divergence et de réussir la prédiction ou la correction. En effet sur la
zone du point tournant, la variation en U est supérieure à celle en ω.
Toutes les méthodes citées précédemment contournent avec succès la problématique
24 1.4. MÉTHODES DE RÉSOLUTION
CHAPITRE 1. VIBRATIONS DES SYTÈMES MÉCANIQUES
(a) Longueur d’arc (b) Pseudo longeur d’arc
(c) Sélective
Figure 1.7 – Méthodes de paramétrisation.
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du point tournant, mais il n’est pas certain qu’elles identifient le point bifurquant. Une
alternative à cette stratégie d’identification est de ne plus chercher la solution discrète
en chaque point (U i, ωi) mais plutôt de chercher à déterminer la courbe R(U, ω) sous
forme d’une combinaison de plusieurs petites courbes (r) que l’on cherche à exprimer
comme développement en série entière. La méthode asymptotique numérique utilise
cette technique.
La méthode asymptotique numérique MAN
La MAN a été initialement développée pour résoudre les problèmes de flambement
et post-flambement non-linéaires [27], par la suite elle a été généralisée à différents
types de calculs de structures [23, 6]. Pour une description détaillée et illustrée de
la MAN, le lecteur pourra se référer à [24]. Comme mentionné précédemment, l’idée
de cette méthode n’est plus de générer une séquence de points pour reconstituer par
discrétisation la courbe mais plutôt de générer une séquence de morceaux de la courbe.
Chaque morceau est décrit sous forme continue par un développement en série entière
par rapport au paramètre du chemin (figure 1.8). Cela rend la solution plus robuste
au prix d’un coût de calcul supplémentaire. Des similitudes avec les méthodes citées
précédemment existent, comme le calcul itératif du fait qu’il s’agit d’une méthode de
continuation, ou le paramètre de chemin qui va décrire l’allure du morceau à calculer.
Partant d’un point (U i−1, ωi−1) connu, on cherche à exprimer (U(a)) et (ω(a)) sous
forme d’une série entière tronquée à l’ordre t en fonction du paramètre du chemin (a).
U(a) = U i−1 +
t∑
k=1
akUk, (1.31)
ω(a) = ωi−1 +
t∑
k=1
akωk. (1.32)
L’introduction de ce système dans l’équation (1.26) se traduit par :
R(U(a), ω(a)) =
t∑
k=1
akRk = 0 (1.33)
où, chaque ordre k est décrit par :
Rk =
∂Ri−1
∂U
Uk +
∂Ri−1
∂ω
ωk − F nlk = 0, (1.34)
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Figure 1.8 – Schéma de la MAN.
avec F nlk un terme de second ordre dépendant exclusivement des ordres précédents et
qui est nul pour k = 1. Le système (1.26) passe à (2 ×H × N × t) équations dans la
MAN mais il reste sous-déterminé et l’introduction d’une équation sur le paramètre
du chemin est nécessaire pour aboutir à la solution. Les relations définies dans les
méthodes PC sont également utilisées pour la MAN, à une différence près : une seule
matrice (
∂R
∂U
) est nécessaire pour le calcul.
1.4.2 Intégration temporelle
Dans le cas d’une excitation quelconque, l’utilisation des méthodes harmoniques
n’est plus adéquate et la résolution de l’équation différentielle par intégration tempo-
relle reste la démarche la plus adaptée à ce type de problème. L’intégration temporelle
est un outil numérique qui permet de prédire l’état du système, sur un intervalle [t0, tf ]
discrétisé en p instants ti (i = 1, ..., p), où t0 et tf désignent respectivement l’instant ini-
tial et l’instant final. A l’instant initial l’état du système est supposé connu, on cherche
alors à calculer itérativement chaque état en fonction des paramètres du schéma, du
pas de temps ∆t = ti−ti−1 et des états pris en compte. L’équation générale (1.24) peut
être ramenée à une équation différentielle du premier ordre ; cela revient donc à doubler
la taille du système. Plusieurs algorithmes dédiés à la résolution temporelle des équa-
tions différentielles de premier ordre existent telles les méthodes à pas multiples, qui
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permettent d’écrire le schéma d’intégration sous forme implicite ou explicite [31, 115].
La taille doublée des équations engendrée par le passage en équation différentielle de
premier ordre pousse l’utilisateur à opter pour des schémas dédiés aux équations dif-
férentielles du second ordre. Le choix du type de schéma dépend souvent de la nature
de la réponse et des propriétés de la structure étudiée.
Le schéma de Newmark
Le schéma de Newmark [90] est un schéma à un pas qui permet de résoudre les
équations différentielles du second ordre. Le développement en série de Taylor de l’état
[Ui U˙i]
T tronqué à l’ordre 3 conduit à :

Ui = Ui−1 + ∆tU˙i−1 +
∆t2
2
U¨i−1 +
∆t3
6
...
U i−1,
U˙i = U˙i−1 + ∆tU¨i−1 +
∆t2
2
...
U i−1.
(1.35)
Newmark a alors introduit les paramètres γ et β pour établir une nouvelle formulation :Ui = Ui−1 + ∆tU˙i−1 +
∆t2
2
U¨i−1 + β∆t3
...
U i−1, (1.36a)
U˙i = U˙i−1 + ∆tU¨i−1 + γ∆t2
...
U i−1. (1.36b)
L’accélération est supposée linéaire entre deux pas de temps :
...
U i−1 =
U¨i − U¨i−1
∆t
. (1.37)
Ceci permet d’aboutir à l’équation d’état suivante :Ui = Ui−1 + ∆tU˙i−1 + ∆t2(
1
2
− β)U¨i−1 + ∆t2βU¨i, (1.38a)
U˙i = U˙i−1 + (1− γ)∆tU¨i−1 + γ∆tU¨i. (1.38b)
En exprimant U¨i en fonction de Ui dans l’équation (1.38a) et en intégrant ce résultat
dans l’équation (1.38b) on obtient le nouveau système d’état :
U˙i =
γ
β∆t
(Ui − Ui−1) + (1− γ
β
)U˙i−1 + (1− γ
2β
)∆tU¨i−1, (1.39a)
U¨i =
1
β∆t2
(Ui − Ui−1)− 1
β∆t
U˙i−1 + (1− 1
2β
)(U˙i−1). (1.39b)
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L’introduction des équations (1.39a) et (1.39b) dans l’équation du système dyna-
mique (1.24) conduit à une nouvelle écriture équivalente à celle d’un problème quasi-
statique, tel que :
Kˆ(Ui−1)∆Ui = fˆ , (1.40)
où :
– Kˆ est la matrice jacobienne ou matrice d’itération du système :
Kˆ = Kt +
γ
β∆t
B +
1
β∆t2
M. (1.41)
– fˆ est le terme assimilé à une force dynamique instantanée :
fˆ = Fi − Fi−1
+
(
1
β∆t
M +
γ
β
B
)
U˙i−1
+
(
1
2β
M +
(
γ
2β
− 1
)
∆tB
)
U¨i−1.
(1.42)
– ∆Ui est la variation du déplacement entre l’itération ti−1 et ti :
∆Ui = Ui − Ui−1. (1.43)
L’équation (1.40) est obtenue après approximation de la force non-linéaire inconnue à
l’instant ti sous la forme :
fnl(Ui) = K(Ui)Ui = fnl(Ui−1) +
∂fnl
∂U
(Ui − Ui−1). (1.44)
Le terme
∂fnl
∂U
décrit la variation de la force non-linéaire en fonction du déplacement ;
sous forme discrète ce terme correspond à la matrice de raideur tangenteKt. L’approxi-
mation de la force non-linéaire utilisée dans l’équation (1.44) ne permet pas d’avoir une
prédiction exacte en l’appliquant à l’équation (1.40). Une suite de corrections en k ité-
rations est nécessaire pour assurer la convergence de l’état qki , vis-à-vis de l’équilibre
dynamique. Ceci s’effectue en minimisant la fonction résiduelle r(Uki ) telle que :
r(Uki ) = MU¨
k
i +BU˙
k
i +K(U
k
i )U
k
i − Fi = 0, (1.45)
r(Uki ), inconnue est approximée aux voisinages de r(U
k−1
i ) :
r(Uki ) = r(U
k−1
i ) + Kˆ
(
Uki − Uk−1i
)
. (1.46)
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Une fois ∆Uki déterminé, cela permet de calculer ∆U˙
k
i et ∆U¨
k
i tels que :
∆U˙ki =
γ
β∆t
∆Uki , (1.47a)
∆U¨ki =
1
β∆t2
∆Uki . (1.47b)
Le critère de convergence sur r(Uki ) peut varier selon le choix de l’utilisateur. Le plus
utilisé est celui qui exige à r(Uki ) d’être inférieur à un seuil de précision et stable
vis-à-vis de sa variation : 
∥∥r(Uki )∥∥ < 1 ‖Fi‖ , (1.48a)∥∥r(Uki )∥∥− ∥∥r(Uk−1i )∥∥∥∥r(Uki )∥∥ < 2, (1.48b)
où 1 et 2 désignent des scalaires relativement petits. Le schéma d’intégration tem-
porelle de Newmark est résumé figure 1.9. A noter que ce schéma peut être écrit sous
plusieurs formes ; dans [34], l’auteur propose de partir des équations (1.38a) (1.38b) en
considérant que l’accélération U¨0i est nulle. Cela évite le passage par l’équation (1.40)
sans perte de précision. Dans [99], on retrouve la même procédure de prédiction avec
d’autres critères de correction et de convergence. Dans cette étude, il a été constaté
que les résultats obtenus ne sont pas affectés par le type de schéma utilisé.
Paramétrisation et étude de stabilité
Le schéma d’intégration présenté dépend naturellement des paramètres γ et β ainsi
que du pas de temps fixé ∆t. L’hypothèse d’une accélération linéaire dans l’équation
(1.37) a impliqué des paramètres de schéma tels que (γ =
1
2
) et (β =
1
6
). Si on
considère l’hypothèse d’accélération moyenne, les paramètres du schéma sont fixés tels
que (γ =
1
2
) et (β =
1
4
). Le schéma par différences centrées engendre un paramètre β
nul. L’étude de stabilité pour les systèmes linéaires [34] montre que ce schéma possède
une stabilité inconditionnelle mais l’erreur de périodicité est supérieure à celle obtenue
avec un schéma d’accélération linéaire ou un schéma aux différences centrées. Toutefois,
l’étude de stabilité effectuée a priori pour les systèmes linéaires s’effectue à posteriori
pour les systèmes non-linéaires [13, 44] à travers un bilan énergétique itératif. Des
exemples numériques dans [45, 113] montrent le risque d’aboutir à des résultats faussés
par l’instabilité du schéma. En restant au voisinage du comportement linéaire, ces
problèmes sont rarement rencontrés.
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Prédiction
Correction
Choix non oui
Figure 1.9 – Schéma de Newmark non-linéaire.
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Le pas de temps utilisé dépend du spectre de l’excitation étudiée, il est souvent
fixé telle que la fréquence maximale du spectre vaut le dixième du pas choisi, cela
implique des pas de temps très petits pour des excitations large bande et un temps
de calcul important. L’utilisation d’un pas de temps adaptatif est une alternative pour
contourner le problème de stabilité et accélérer le temps de calcul.
Les différentes méthodes existantes font intervenir des critères basés sur le nombre
de corrections effectuées ; l’estimation de l’erreur produite par le schéma d’intégration,
ou même le calcul de la fréquence dominante en réponse. La plupart des méthodes
proposées dans la littérature se basent sur la technique d’estimation d’erreur [18, 33,
46, 131] qui est établie en fonction du saut d’accélération. Ces méthodes se différencient
dans le traitement de cette erreur et le conditionnement sur le pas de temps.
Outre le pas de temps et les paramètres du schéma qui influencent la stabilité
de l’intégration temporelle, les modes parasites hautes fréquences, caractéristiques des
modèles éléments finis, peuvent aussi dégrader la stabilité du schéma. La capacité d’in-
troduire un certain degré d’amortissement numérique sur les modes supérieurs tout en
ne modifiant pas la précision du schéma est donc recherchée. Hilbert, Hughes et Taylor
[43] ont introduit l’amortissement à travers un paramètre α en définissant l’instant
(ti−α = ti − α(ti − ti−1)) ; l’équilibre dynamique est alors évalué pour (Ui−α, U˙i, U¨i),
cette méthode est connue sous le nom de la méthode α-HHT. Wood, Bossak et Zien-
kiewicz [127] ont proposé une méthode similaire en écrivant l’équilibre dynamique pour
(Ui, U˙i, U¨i−α). Cette méthode est connue sous le nom de la méthode de α-WBZ. Pour
réduire l’erreur introduite par l’amortissement numérique Chung et Hulbert [22] ont
associé ces deux méthodes en définissant deux paramètres αm et αf , cette méthode
connue sous la méthode α généralisé est la plus efficace en terme de précision et ne
nécessite qu’un seul paramètre de réglage (rayon spectral de la matrice d’amplification
dynamique). Modak [82] a comparé les différentes méthodes et propose une écriture
unifiée pour ces schémas. La difficulté majeure avec ces méthodes réside dans le choix
de la valeur des paramètres introduits, Bathe [10] propose un schéma ne nécessitant
aucun rajout de paramètre mais qui nécessite en revanche de décomposer ∆t en deux
pas de temps, ainsi les états à l’instant ti et ti+ ∆t
2
sont nécessaires pour le schéma.
32 1.4. MÉTHODES DE RÉSOLUTION
CHAPITRE 1. VIBRATIONS DES SYTÈMES MÉCANIQUES
1.4.3 Réduction de modèle
Le paragraphe précédent a permis de présenter les méthodes de résolution d’un
problème de dynamique non-linéaire. Les coûts numériques liés au temps de calcul et
au stockage important de données pour des systèmes de grande taille sont importants.
La recherche de modèles réduits à faible nombre de degrés de liberté (parfois appelés
ROM pour l’acronyme anglais Reduced Order Model) est un enjeu majeur qui permet
de réduire le temps de calculs tout en gagnant en espace de stockage. Pour les modèles
linéaires, on a évoqué dans le paragraphe 1.2.3 le principe de superposition modale
qui est souvent appliqué avec une base tronquée. Dans le cas non-linéaire, l’utilisation
directe du théorème n’est plus valable. Le principe de réduction consiste à projeter
l’équation de l’équilibre dynamique (1.14) sur une base réduite ou encore à identifier
les coefficients d’un système réduit à partir des réponses du modèle non réduit. Cela
se traduit par l’écriture suivante :
X(t) =
m∑
i=1
φiqi(t), (1.49)
φi est un vecteur de la base de projection et qi(t) le déplacement généralisé. La nature
de φ varie selon la méthode de réduction adoptée. Plusieurs techniques de réduction
existent, elles se distinguent par les outils utilisés tels que les bases de Ritz actuali-
sées, les modes normaux non-linéaires (NNM) ou la décomposition propre orthogonale
(POD). Pour une revue détaillée sur les méthodes de réduction non-linéaire, le lecteur
est invité à consulter l’article de Lülf [78].
Une des premières idées développées pour réduire un modèle non-linéaire consiste à
utiliser la base des modes propres du système linéarisé. Cette base permet de découpler
les termes linéaires, mais reste insuffisante en présence de non-linéarités géométriques en
raison des termes de couplage non-linéaire et de la perte d’invariance des sous-espaces
propres qui en résulte.
L’idée suivante consiste alors à remédier à cela en minimisant la variance entre une
base orthogonale et un ensemble de réponses temporelles obtenus par simulation directe
ou par expérience. C’est le principe de la POD qui conduit au calcul des modes propres
orthogonaux qui constituent la base orthogonale la mieux adaptée pour reproduire au
sens de l’énergie un signal donné. Appliquée initialement à des systèmes linéaires, son
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implémentation basée sur des calculs de réponse a permis de l’étendre au cas des sys-
tèmes non-linéaires. L’utilisation de la POD est limitée du fait de la dépendance des
résultats aux échantillons utilisés. Des approches basées sur les équations du système
ont vu le jour, permettant de pallier ce défaut : les modes normaux non-linéaires s’ap-
parentent à une extension des modes du système linéarisé. Nous rappelons par la suite
différents éléments de la littérature décrivant ces méthodes.
Réduction à l’aide des bases de Ritz
La réduction par une base de Ritz est une méthode souvent utilisée dans le calcul
des réponses dynamiques linéaires et qui a l’avantage de gagner en temps de calcul. En
dynamique non-linéaire, la variation de la raideur en fonction des déplacements fait que
l’utilisation de cette méthode n’est pas explicite. Ceci dit, elle reste toujours applicable
mais contrairement au modèle linéaire, la base de réduction nécessite des modifications
au cours de la simulation.
Superposition modale et méthodes d’enrichissement : Sans perte de généra-
lité, on s’intéresse à un système conservatif linéaire dont le comportement est régi par
l’équation (1.5). La solution est recherchée sous la forme U(t) = Tq(t) où T désigne
la base modale tronquée à l’ordre p. La troncature consiste à ne conserver que les
modes propres de la structure sur une bande fréquentielle liée à la bande de calcul.
En remplacant U(t) par Tq(t) et en multipliant à gauche par T T l’équation (1.5) on
obtient :
M¯ q¨(t) + K¯q(t)− f¯(t) = 0, (1.50)
avec M¯ = T TMT , K¯ = T TKT et f¯ = T Tf .
Il a été rappelé dans le paragraphe 1.2.4 que la propriété d’orthogonalité de la base
modale permet de diagonaliser simultanément les matrices M et K, ainsi le système
(1.50) de taille p est constitué d’équations linéairement indépendantes. La résolution
de ces équations est beaucoup plus rapide que celle du système complet (1.5), cela
dit la troncature modale est souvent insuffisante et affecte la qualité de la réponse
pour des études de robustesse et d’optimisation. En effet, la contribution statique
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des modes de rang élevé n’étant pas prise en compte, des stratégies d’enrichissement
sont souvent utilisées pour compléter les informations manquantes. Les enrichissements
les plus souvent utilisés sont les enrichissements statiques [40, 48], les condensations
dynamiques [100, 101] ou encore la méthode IRS [93] qui utilise les matrices d’état du
système et préserve un sous ensemble de degrés de liberté physiques. D’autres méthodes
d’enrichissement couplant des coordonnées physiques et généralisées existent également
[25], elles constituent la base des méthodes de condensation par sous-structuration.
Même si le caractère diagonal des matrices réduites est perdu par ces nouvelles bases
de réduction, les méthodes d’enrichissement restent avantageuses en terme de coût
comparé au système complet.
Réanalyse approchée : Lors de l’évaluation du comportement mécanique d’une
structure subissant des variations paramétriques et non paramétriques, le coût de cal-
cul est primordial. Le calcul exact est exclu et le passage par des modèles réduits pour
des réanalyses approchées est une solution intéressante à condition d’avoir des modèles
réduits robustes vis-à-vis des variations. La qualité des résultats obtenus dépend alors
du contenu de la base de réduction. Ainsi, ce contenu va prendre en compte la na-
ture de la variation. Est-ce une variation paramétrique locale (exemple : modification
des conditions aux limites) ou globale (exemple : modification du matériau) ? Est-ce
une variation paramétrique ou non paramétrique ? Plusieurs méthodes de réanalyse
approchée basées sur des modèles réduits existent dans la littérature. Certaines de ces
méthodes sont détaillées dans [124]. Les modifications paramétriques locales peuvent
être considérées comme des perturbations externes du modèle initial. Leurs contribu-
tions statiques pour enrichir la base de réduction suffisent pour obtenir une base de
réduction optimale [7, 76, 81]. Pour des modifications paramétriques quelconques, on
peut citer aussi [8, 9] où un modèle réduit global est construit à partir de plusieurs
modèles dépendant chacun d’une seule et unique modification. Une autre méthodologie
basée sur les dérivées d’ordres supérieures est présentée dans [39, 38]. Elle consiste à
associer les résultats en déplacements aux variations indépendantes des paramètres à
travers une expansion en série de Taylor.
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Méthode des approximations combinées : Les méthodes présentées précé-
demment ont montré leur efficacité pour des réanalyses approchées paramétriques.
Ainsi, des paramètres servent à représenter les modifications apportées à la structure.
Ceci n’est toutefois pas toujours possible ; il existe des modifications structurales com-
plexes, difficiles à décrire par une loi paramétrique [21]. Les techniques classiques de
construction des bases de réduction ne sont plus adaptées à ce type de problème. La
méthodes des approximations combinées apparue dans les années quatre-vingt-dix a
été développée pour pallier à ce problème [64]. La modification structurale est consi-
dérée comme une variation de la structure initiale mais elle n’est plus représentée à
l’aide d’un paramètre. L’idée consiste alors à retrouver la base modale du système mo-
difié exprimée en fonction de la base modale du système initial et des modifications
apportées. Cette méthode a été appliquée pour des problèmes statiques et dynamiques
[58, 59, 60, 62]. La méthode des approximations combinées est décrite dans la suite de
ce paragraphe.
Soit l’équilibre dynamique décrit par l’équation (1.5). M et K sont les matrices de
masse et de raideur modifiées. On les note respectivement (M0 + ∆M) et (K0 + ∆K)
avecM0 etK0 les matrices de masse et de raideur initiale ; ∆M et ∆K les modifications
en masse et en raideur. Le problème homogène s’écrit sous la forme :
[
(K0 + ∆K)− ω2ν(M0 + ∆M)
]
ϕν = 0. (1.51)
L’objectif est de calculer ϕν . En multipliant l’équation (1.51) par K0−1, on obtient :[
(I +K0
−1∆K)− ω2νK0−1(M0 + ∆M)
]
ϕν = 0. (1.52)
On pose {
B0 = K0
−1∆K, (1.53a)
r0 = K0
−1(M0 + ∆M)ϕν , (1.53b)
et on introduit l’approximation :
r0 ≈ K0−1(M0 + ∆M)ϕ0ν , (1.54)
avec ϕ0ν le vecteur propre du νeme mode du système initial non modifié. On peut écrire
ϕν sous la forme suivante :
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ϕν = (I +B0)
−1 r0. (1.55)
On développe en série de Taylor l’expression (I +B0)
−1 et on obtient :
ϕν =
(
I −B0 +B20 − ...
)
r0. (1.56)
Ainsi, le vecteur propre recherché est approximé en fonction des matrices initiales et
des modifications structurales.
Base de Ritz adaptée aux problèmes non-linéaires
L’idée la plus intuitive pour réduire l’équation (1.24) est la résolution du problème
aux valeurs propres sans second membre actualisé à chaque itération. Le premier à
avoir utilisé le concept de modes propres pour la réduction de modèles de systèmes
non-linéaires a été Nickell [91], il construit à chaque pas de temps un système linéarisé
pour obtenir un nouvel ensemble de modes propres qui sera utilisé au pas de temps
suivant. D’autres auteurs ont travaillé ainsi sur cette méthode, on peut citer Morris [84]
qui illustre l’utilité de la méthode dans des applications de portique et de corde. Bathe
[11] quant à lui propose une adaptation à la sous-structuration. Idelsohn [47] construit
la base à partir des modes tangents et de leurs dérivées ; pour réduire l’erreur engendrée
à chaque réduction de modèle, la base n’est actualisée que quelques fois au cours de
l’intégration temporelle. Kuran [67] développe une méthode pour l’analyse des réponses
harmoniques non-linéaires dans le domaine fréquentiel. L’équation du mouvement est
transformée en une série d’équations algébriques non-linéaires réduites par les modes
linéaires du système. L’inconvénient majeur de ces méthodes est le problème aux valeurs
propres actualisé qui s’avère coûteux et qui réduit l’utilité de la méthode pour des
systèmes de grande taille.
L’idée consiste à considérer le comportement non-linéaire comme une modification
du comportement linéaire. Le but est alors de constuire un modèle réduit à partir du
modèle linéaire et de rajouter les informations nécessaires dans la base de réduction
pour décrire correctement le comportement non-linéaire. Dans notre étude on s’intéresse
aux non-linéarités géométriques localisées et réparties. Dans certaines situations, une
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liaison mécanique peut être représentée sous forme discrète par une raideur et un
amortisseur linéaire. Les effets non-linéaires sont introduits naturellement dès lors que
la discrétisation linéaire ne suffit plus pour une modélisation fidèle. Une des études
proposée est dédiée aux liaisons non-linéaires représentées par une raideur polynomiale.
En isolant le système initial, le comportement non-linéaire est alors considéré comme
une force extérieure agissant sur celui-ci. Sa prise en compte dans la base de réduction
s’effectue en rajoutant la réponse statique du système initial due à cette liaison [80, 81].
L’avantage de cette méthode est que la base de réduction n’est générée qu’une seule
fois au cours de la simulation.
La non-linéarité géométrique de type grands déplacements décrite au paragraphe
1.3.1 est un comportement élastique (petites déformations) souvent rencontré dans des
applications de types structures minces. Ce phénomène a lieu lorsque les amplitudes
vibratoires transversales dépassent en valeur absolue l’épaisseur de la structure. Dans
ce cas, la raideur est une fonction des déplacements transversaux et elle s’écrit sous la
forme (K = K0 + ∆K(U)). Le terme en ∆K peut être interprété comme une modifi-
cation structurale implicite ; le problème se rapproche alors d’une réanalyse approchée
non paramétrique. Ainsi la méthode des approximations combinées est bien adaptée à
la résolution de ce type de problème [63, 61, 37].
Réduction à l’aide de la décomposition orthogonale propre (POD)
La décomposition orthogonale propre encore appelée POD (acronyme de Proper
Orthogonal Decomposition) consiste à construire une base de vecteurs de faible dimen-
sion à partir d’un ensemble de réponses du système dynamique. Cette méthode est liée
à la décomposition de Karhunen-Loève utilisée en probabilités ou encore à l’analyse en
composantes principales issue des statistiques. Des liens étroits entre ces deux méthodes
et la décomposition en valeurs singulières ont été mis en évidence dans [72]. Liang dans
[74] a par ailleurs démontré l’équivalence des trois méthodes lorsque celles-ci sont em-
ployées pour des vecteurs discrets aléatoires de dimension finie. Selon les auteurs, la
décomposition orthogonale propre peut être considérée soit comme la décomposition de
Karhunen-Loève, soit comme un terme générique regroupant à la fois la décomposition
de Karhunen-Loève, l’analyse en composantes principales ou encore la décomposition
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en valeurs singulières suivant les données auxquelles la procédure est appliquée. Cette
méthode est utilisée dans de nombreux domaines de la physique, Kerschen dans [55]
propose une synthèse de ses applications en dynamique des structures.
L’idée de la méthode est de réduire un ensemble constitué d’un grand nombre de
variables couplées en un ensemble plus petit de variables décorrélées tout en conser-
vant au maximum la variance des données initiales. Pour cela, les vecteurs propres
orthogonaux sont calculés comme les vecteurs propres de la matrice de covariance des
données et utilisés comme base de réduction. Cette décomposition est optimale vis-
à-vis de l’erreur quadratique moyenne où, pour un nombre m donné de vecteurs, les
POM (Proper orthogonal modes) sont ceux qui permettent de reconstruire au mieux
au sens de l’énergie le champ initial.
Principe de la POD - formulation continue : Soit un champ vibratoire u(x, t)
défini sur un domaine Ω× [0;T ]. Ce champ peut être décomposé en sa valeur moyenne
temporelle µ(x) et une composante dépendant du temps de sorte que,
u(x, t) = µ(x) + ϑ(x, t).
On s’intéressera par la suite aux variations du champ autour de sa valeur moyenne i.e.
ϑ. En pratique le champ est échantillonné en temps en un nombre fini de clichés. On
considère alors un cliché du champ vibratoire à l’instant tk tel que ϑk(x) = ϑ(x, tk).
Etant donné n réalisations de ϑ(x, t) tel que ϑ = {ϑk}nk=1, le principe de la POD
consiste à trouver la base de m vecteurs
ϑ(x, t) =
m∑
j=1
ξj(t)ϕj(x),
optimale au sens où un élément de l’ensemble des réalisations ϑk(x) est décrit au mieux,
ce qui revient à minimiser la distance
m∑
j=1
(ϕ(x)− ϑk(x))2. En d’autres termes, il s’agit
de chercher une base de fonctions telle que la projection de ϑ soit maximale soit
max
ϑ
E
(|(ϑ, ϕ)|2)
‖ϕ‖2 ,
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où (ϑ, ϕ) =
∫
Ω
ϑ(x)ϕ(x)dx désigne le produit scalaire dans l’espace des fonctions,
‖·‖ = (·, ·)1/2 désigne la norme associée et E (h) = 1
T
T∫
0
h(t)dt l’opérateur de moyenne
temporelle. En pratique, l’amplitude des fonctions peut être arbitrairement fixée à 1
par la condition
‖ϕ‖2 = 1.
Ainsi, si le champ ϑ est projeté selon ϕ, l’énergie moyenne dans la projection est
supérieure à celle de la projection sur toute autre base. Le maximum est atteint lorsque
la dérivée fonctionnelle est nulle, ce qui conduit à l’équation intégrale de Fredholm
suivante :
L∫
0
E (ϑ(x), ϑ(x′))ϕ(x)dx′ = λϕ(x), (1.57)
où E (ϑ(x), ϑ(x′)) désigne la fonction d’auto-covariance entre les points x et x′.
Les solutions de ce problème d’optimisation sont les fonctions propres orthogonales
ϕi(x) de l’équation intégrale (1.57) encore appelées modes propres orthogonaux (POM)
et les valeurs propres correspondantes λi sont les valeurs propres orthogonales (POV).
Le champ ϑ s’écrit alors en fonction des POMs sous la forme
ϑ(x, t) =
∞∑
i=1
ϕi(x)ai(t).
Les coefficients ai sont décorrélés, E (ai(t), aj(t)) = λiδij et ai(t) = (ϑ(x, t), ϕi). Le
POM associé à la plus grande POV est le vecteur optimal pour caractériser l’ensemble
des clichés. Le POM associé à la seconde plus grande POV est le vecteur qui caractérise
le mieux l’ensemble des clichés, mais réduit cette fois-ci au sous-espace orthogonal au
premier POM, et ainsi de suite. L’énergie e du champ ϑ est donnée par la somme
des POMs e =
∑
i
λi, et la fraction d’énergie capturée par le POM est donnée par
λi
/∑
i
λi. Le nombre de modes Nm à prendre en compte si le système possède N
degrés de liberté est déterminé par le critère
Nm∑
i=1
λi
e
≥ α,
où α est un réel arbitrairement choisi strictement entre 0 et 1.
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Principe de la POD - calcul discret En pratique le champ ϑ est discrétisé en
temps et en espace. n observations temporelles d’un vecteur spatial de dimension m
sont collectées et rassemblées dans une matrice des réponses X = [x1, · · · , xn]. La
moyenne temporelle de ces observations est déterminée par la relation
x =
1
n
n∑
i=1
xi, (1.58)
et introduite dans la matrice D = [x1 − x, · · · , xn − x]. On obtient alors la matrice
B =
1
n
DTD. (1.59)
Les vecteurs de la décomposition orthogonale s’écrivent alors
ϕi = Dβi, (1.60)
où les βi sont les vecteurs propres de D, Dβi = λiβi. Le problème à résoudre est un
problème de taillem×m oùm est le nombre de vecteurs de la base et donc de dimension
réduite par rapport à la taille du système initial.
Avantages et inconvénients de la POD La projection sur les POMs apparait ainsi
comme une extension de la projection sur la base des modes propres orthogonaux. Les
POMs diffèrent toutefois des modes propres au sens où les POMS sont orthogonaux
entre eux alors que les modes propres sont orthogonaux par rapport à la matrice de
masse. POMs et modes propres ne peuvent donc rigoureusement être similaires que pour
des systèmes où la matrice de masse est proportionnelle à l’identité. Il est possible en
revanche de déterminer les modes propres à partir des POMs. La projection sur la base
réduite des modes POD est particulièrement intéressante lorsque le second membre
du système non-linéaire est polynomial. Dans le cas contraire, il faut procéder par
projection sur le sous-espace où le second membre sera calculé avec le modèle complet,
ce qui nuit aux potentiels gains de calculs de la réduction.
Un des avantages de la POD est qu’aucune linéarisation n’est nécessaire, en revanche
il est nécessaire d’obtenir plusieurs clichés du système non-linéaire non réduit. Ainsi,
cette méthode est fortement dépendante des clichés utilisés pour calculer les vecteurs
de la base réduite et la capacité du modèle réduit à représenter correctement le système
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complet peut être altérée. Une variation des paramètres initiaux peut engendrer des
solutions très différentes de celles du système complet. Des méthodes spécifiques sont
proposées par [4] pour régulariser les POM. Pour prendre en compte la dépendance des
POMs sur des variables aléatoires, Weickum [125] propose une stratégie d’enrichisse-
ment de la base par les dérivées des POMs par rapport aux variables aléatoires dans
un contexte de réponse transitoire en linéaire.
La POD ne nécessite pas d’hypothèse d’excitation périodique. Kerschen [54] montre,
sur une poutre appuyée-appuyée, que les POMs calculés à partir de réponses chaotiques
sont plus représentatifs de la dynamique d’un système non-linéaire que les POMs ob-
tenus à partir de toute autre réponse, ceci s’explique par le fait que la quantité d’infor-
mation contenue dans des données chaotiques couvrant une grande partie du portrait
de phase est plus importante et donc plus riche que dans des données issues de réponses
périodiques couvrant une partie plus restreinte du portrait.
Il convient enfin de signaler qu’il existe des variantes de la décomposition propre
orthogonale comme la empirical eigenvectors (EE), dédiée aux applications nécessitant
un grand nombre de simulations répétées où l’on retrouve une comparaison de la mé-
thode à la base modale actualisée avec des intégrations implicites et explicites dans le
domaine temporel [66]. Boumediene [17] applique la POD aux vibrations des plaques
minces en utilisant la méthode asymptotique numérique comme avec la balance har-
monique comme technique de résolution. Bouazizi [16] quant à lui adapte la méthode
à la sous-structuration dynamique.
Réduction à l’aide des modes normaux non-linéaires
Les modes non-linéaires peuvent être considérés naturellement comme une extension
du concept de modes définis dans le cas linéaire à un problème non-linéaire mais avec des
différences très marquées : la fréquence et la déformée modale évoluent avec l’amplitude
des vibrations. Les premiers travaux sur la théorie des modes non-linéaires sont ceux
de Rosenberg [110] dans le cas de systèmes discrets et conservatifs. Un mode non-
linéaire est alors défini comme une oscillation périodique synchrone où tous les points
atteignent leur valeurs extrémales ou passent par 0 en même temps, la base étant une
famille d’orbites périodiques. Cette approche a été reprise dans les travaux de Vakakis
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Figure 1.10 – (a) Plan invariant pour le cas linéaire conservatif avec trajectoires pério-
diques, (b) Plan invariant pour le cas linéaire non conservatifs avec trajectoires inscrites,
(c) Surface invariante pour le cas non-linéaire conservatif avec trajectoires inscrites, (d)
Surface invariante pour le cas non-linéaire non conservatif avec trajectoire inscrite.
[123]. Shaw et Pierre [111, 112, 102] donnent un nouvel essor à ces travaux dans les
années 1990 en utilisant la théorie de réduction à la variété centrale, et permettent
ainsi l’extension des modes non-linéaires aux systèmes continus amortis. Un mode non-
linéaire est alors défini comme une variété invariante bidimensionnelle de l’espace des
phases, tangente à l’origine aux sous-espaces propres linéaires et contenant les orbites
périodiques introduites par Rosenberg. Ils généralisent ainsi les surfaces planes linéaires
en surfaces courbes non-linéaires. Une surface est dite invariante lorsque pour toutes
conditions initiales choisies dans cette surface, les trajectoires restent inscrites dans
cette surface (Figure 1.10). Les surfaces sont arbitrairement paramétrées par une paire
de variables d’état (déplacement et vitesse) choisies comme coordonnées maîtres, les
autres étant reliées par une relation fonctionnelle aux variables choisies.
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Différentes stratégies de calcul de ces modes ont été proposées, que l’on peut classer
en trois catégories :
– les méthodes analytiques basées par exemple sur un développement asymptotique
[15], la méthode des échelles multiples [89, 69], la méthode des formes normales
introduite par Poincaré [50], la méthode phase-amplitude [92] ;
– les méthodes basées sur la continuation d’orbites périodiques, par méthode de
tir [114] ou par prédiction/correction [102], la continuation d’orbites périodiques
par la méthode asymptotique numérique couplée à la méthode de la balance
harmonique [105] ou à la méthode des différences finies [12, 5] : ces méthodes
nécessitent comme les approches asymptotiques une hypothèse sur la forme des
solutions de départ mais le domaine de validité des solutions est élargi ;
– les méthodes géométriques basées sur une recherche explicite des espaces inva-
riants comme la méthode de la variété invariante développée par Touzé et al. qui
conserve la structure des oscillateurs [118, 119, 116], la méthode développée par
Vakakis et al. basée sur la conservation de l’énergie [56, 57], la méthode de la
variété invariante [111, 112], la résolution numérique de l’équation de la variété
invariante par méthode de Galerkin [104, 51].
Les travaux numériques restent assez faibles, malgré l’existence de nombreux algo-
rithmes de continuation de solutions périodiques. Ces travaux ont été développés pour
pallier aux limites de l’approche asymptotique ; la variété invariante déterminée par
calcul asymptotique est valable dans un domaine autour de la position d’équilibre qui
n’est pas connu a priori. La précision du calcul dépend de l’ordre du polynôme uti-
lisé dans le développement et cette approche ne se prête pas à l’étude de systèmes en
présence de non-linéarités plus complexes car non-régulières de type jeu par exemple.
L’intérêt des approches asymptotiques réside dans l’expression analytique des modes
non-linéaires qu’elles permettent de construire. En revanche, une critique portée sur les
approches numériques est leur dépendance aux conditions de calcul comme le nombre
d’harmoniques. La majorité des exemples présentés dans la littérature concerne des
modèles à faible nombre de degrés de liberté, un des doutes portés sur les modes non-
linéaires est leur potentiel à traiter des structures industrielles de grande dimension
avec plusieurs composants et fortement non-linéaires.
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Des travaux récents présentent l’application des modes non-linéaires pour la construc-
tion de modèles réduits pour des systèmes dynamiques discrets ou continus [116, 117].
Il apparait ainsi que peu de modes non-linéaires, voire 1 ou 2, suffisent à reproduire le
comportement dynamique des systèmes non-linéaires là où un grand nombre de modes
linéaires étaient nécessaires. Un seul mode non-linéaire permet notamment de prédire
correctement le type de la non-linéarité, durcissant ou mollissant, là où un mode linéaire
ne le permet pas. Cela ouvre la voie à leur utilisation pour la réduction de modèles de
grande taille, et ce malgré le non-respect de la condition d’orthogonalité.
Les méthodes POD et NNM sont à l’heure actuelle les plus étudiées pour la réduc-
tion de modèles non-linéaires. Elles se distinguent en plusieurs points. Tout d’abord,
la méthode POD est par essence linéaire puisqu’elle consiste à cherche les hyperplans
de l’espace des phases les plus proches des données utilisées pour construire le mo-
dèle, a contrario, la méthode NNM est par essence non-linéaire puisque les variétés
de l’espace des phases sont cherchées sous forme de courbes. Par ailleurs, la méthode
POD nécessite de disposer préalablement d’une série de données temporelles, soit issues
de simulations numériques, soit obtenues expérimentalement, là où la méthode NNM
exploite le spectre de l’opérateur linéaire du modèle utilisé. Selon que l’on dispose
donc d’un modèle ou des résultats expérimentaux, la méthode NNM ou la méthode
POD s’avèrera donc plus appropriée. Une comparaison de l’efficacité respective de la
réduction par les POD et par les NNM est proposée dans [3] : pour des amplitudes
de déplacement modérées, les NNMs conduisent à un modèle réduit plus précis que
les PODs, mais leur nature asymptotique ne permet pas de les utiliser pour de très
grands déplacements sans des coûts de calcul prohibitifs, et les PODs, par leur approche
globale, sont alors plus efficaces.
Les problèmes ouverts qui restent à traiter pour une utilisation des modes non-
linéaires portent sur le perfectionnement des outils de calcul et le calcul de ces modes
pour des systèmes de grande dimension en utilisant notamment les possibilités des
codes de calcul éléments finis.
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Chapitre 2
Non-linéarités géométriques :
modélisation et réduction de modèles
2.1 Introduction
Le chapitre précédent présentait des généralités sur les vibrations de structures non-
linéaires et les techniques de résolution numérique. Ces techniques s’appliquent dans
les domaines temporels et fréquentiels. Les méthodes de résolution temporelle sont ca-
ractérisées par un schéma d’intégration temporel implicite ou explicite, et les méthodes
de résolution fréquentielle utilisent les techniques de continuation ou de perturbation.
Dans le cadre de ce travail, nous nous sommes focalisés sur deux types de non-
linéarités fréquemment rencontrées dans les modèles dynamiques :
– la non-linéarité géométrique en grands déplacements. Il s’agit d’un type de non-
linéarité rencontré lors de l’analyse de structures minces en vibrations. Les hypo-
thèses établies sont les suivantes : le domaine de validité est le domaine élastique,
les déformations sont considérées infinitésimales et les rotations modérées. En
pratique, ce comportement est observé dès que le déplacement transversal de la
structure dépasse la valeur de son épaisseur.
– La non-linéarité localisée en grands déplacements qui traduit une liaison entre
deux pièces ou entre une pièce et le bâti, la relation effort–déplacement est alors
modélisée par un polynôme de degré 2 ou 3.
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La méthode des éléments finis utilisée pour la modélisation des structures industrielles
engendre un temps de calcul rédhibitoire en réanalyse. En effet, la discrétisation du
domaine spatial génère des matrices de taille importante qui nécessitent un espace
de stockage non négligeable menant à des opérations mathématiques considérables. La
réduction de modèle est un outil indispensable pour remédier à cela ; ainsi, des méthodes
de réduction ont été éprouvées pour les systèmes linéaires et ont fait leur preuve dans
les applications industrielles. Pour les systèmes non-linéaires, force est de constater que
les techniques de réduction proposées sont rarement probantes et montrent certaines
limitations en termes d’efficacité et de fiabilité.
Dans ce chapitre, nous développons des méthodes de réduction adaptées aux pro-
blèmes traités, l’objectif étant à terme de les appliquer à des structures industrielles. La
première partie rappelle la formulation du problème non-linéaire géométrique en grands
déplacements des structures minces en vibrations ; les structures de types plaques
minces sont étudiées en particulier. Une méthode de réduction adaptée à ce problème
est proposée par la suite, avant de développer une approche dédiée aux structures
présentant des non-linéarités localisés.
2.2 Plaques minces en grands déplacements
Pour une vue détaillée sur les vibrations des plaques et des coques en grands dépla-
cements, le lecteur est invité à consulter l’article de Moussaoui et Benamar [85]. Les
plaques sont des structures fréquemment utilisées dans la conception des systèmes mé-
caniques (caisse de voiture, instrument musical à percussion, ailes d’avion...), ce sont
des structures présentant deux dimensions importantes devant la troisième. On parle de
plaque mince [130] lorsque le rapport entre la longueur et l’épaisseur est supérieur à 20.
Elles se caractérisent par une sensibilité importante aux vibrations et peuvent atteindre
naturellement un comportement non-linéaire en présence de grands déplacements. Le
modèle de Love-Kirchhoff est généralement utilisé pour modéliser les plaques minces.
Il est inspiré du modèle d’Euler-Bernoulli dédié aux poutres. On rappelle ci-après la
formulation mathématique du modèle Love-Kirchhoff pour déterminer le champ de dé-
placements. Le tenseur de 2nd ordre des déformations de Green-Lagrange est déduit
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Figure 2.1 – Géométrie d’une plaque et son plan moyen
ci-après afin d’obtenir la formulation variationnelle du problème.
Soit une plaque délimitée par le volume Ω, d’épaisseur h dans le repère global
< (x, y, z) (figure 2.1). Soit Γm le plan moyen parallèle au plan (z = 0) et situé à
équidistance entre les deux faces de la plaque.
Les hypothèses du modèle de Love-Kirchhoff sont les suivantes :
– le plan moyen est initialement plan,
– les sections normales au plan moyen restent normales (le cisaillement est négligé),
– l’épaisseur est faible : les contraintes de cisaillement sont négligées.
Le problème est alors un problème de contraintes planes et le champ de déplacements
global est déterminé par celui du plan moyen tel que :
u (x, y, z, t) =

u(x, y, t)
v(x, y, t)
w(x, y, t)
− z

w,x (x, y, t)
w,y (x, y, t)
0
 , (2.1)
où u est le vecteur de déplacements d’un point M(x, y, z) quelconque, u et v sont les
déplacements dans le plan moyen de la projection deM et w le déplacement transversal.
Le tenseur du 2nd ordre des déformations de Green-Lagrange est lié au champ de
déplacements par la relation :
E (u) =
1
2
(∇u+∇uT )+ 1
2
∇u∇uT . (2.2)
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L’hypothèse de petites déformations et de rotations modérées permet d’écrire le tenseur
de déformations de Green-Lagrange sous la forme vectorielle suivante :
E =

Exx
Eyy
2Exy
 =

u,x
v,y
u,y +v,x
︸ ︷︷ ︸
Em
−z

w,xx
w,yy
2w,xy
︸ ︷︷ ︸
Kf
+
1
2

(w,x )
2
(w,y )
2
2w,xw,y
︸ ︷︷ ︸
Ec
, (2.3)
avec :
– Em vecteur des déformations dues à l’effet membrane,
– Ef = zKf vecteur des déformations dues à l’effet flexion,
– Ec vecteur des déformations non-linéaires qui traduit le couplage entre les effets
de membrane et de flexion dans le plan moyen.
Le terme Ec n’apparait pas dans le cas linéaire et les problèmes de membrane et
de flexion sont résolus indépendamment. Dans le cas non-linéaire cela n’est plus pos-
sible et il faut tenir compte de l’influence du couplage. Le paragraphe suivant rappelle
la formulation variationnelle du problème qui est utilisée pour obtenir une écriture
discrétisée par la méthode des éléments finis.
2.2.1 Formulation variationnelle
Pour aboutir à la formulation variationnelle, on écrit le principe des travaux virtuels
entre les instants t1 et t2 qui se traduit par l’équation :
δΠ = δ
∫ t2
t1
(U0 + T0) dt = 0, (2.4)
où
– U0 est l’énergie potentielle totale égale à la somme de l’énergie de déformation
interne (Udef ) et de l’énergie potentielle des forces exercées (Upot),
– T0 est l’énergie cinétique.
Soit 
T0(u) =
1
2
∫
Ω
ρu˙.u˙dV ,
U0 = Upot + Udef = Upot +
1
2
∫
Ω
E : SdV ,
(2.5)
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avec S le 2nd tenseur des contraintes de Piola-Kirchhoff. δΠ s’écrit alors sous la forme :
δΠ =
∫
Ω
(δEm + δEc)TSdV −
∫
Ω
(δKf )TSzdV + δΠinertie − δΠext = 0, (2.6)
où, δΠext représente les travaux virtuels issus de l’énergie potentielle et δΠinertie les
travaux virtuels issus de l’énergie cinétique.
Soient T e et M f les contraintes généralisées suivantes :
T e =
∫ h
2
−h
2
Sdz, Effort tranchant,
M f = −
∫ h
2
−h
2
zSdz, Moment fléchissant.
(2.7)
Ainsi,
δΠ =
∫
Γm
(δEm + δEc)T (T e) dS +
∫
Γm
(δKf )TM fdS + δΠinertie − δΠext = 0. (2.8)
Le matériau considéré est un matériau isotrope élastique caractérisé par son module
de Young E et son coefficient de poisson ν ; sa loi de comportement est traduite par
l’équation :  T eM f
 =
Dm 0
0 Df
Em + EcKf
 , (2.9)
avec, 
Dm =
Eh
1− ν2

1 ν 0
ν 1 0
0 0
1− ν
2
 ,
Df =
h2
12
Dm.
(2.10)
La formulation variationnelle s’écrit finalement sous la forme :
δΠ =
∫
Γm
(δEm + δEc)TDm(Em + Ec)dS +
∫
Γm
(δKf )TDfKfdS + δΠinertie − δΠext = 0.
(2.11)
Cette équation permet le passage au modèle éléments finis en discrétisant l’espace Γm
en un nombre fini d’éléments.
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2.2.2 Discrétisation par la méthode des éléments finis
La méthode des éléments finis est un outil très répandu en calcul de structures.
Grâce aux progrès de l’informatique, elle est devenue incontournable dans tous les
secteurs dès la phase de prédimensionnement jusqu’à la conception et l’optimisation.
Ce paragraphe rappelle la formulation éléments finis des éléments plaques minces
en non-linéarité géométrique et on s’intéresse en particulier à la forme des matrices
élémentaires.
Le point de départ de la méthode des éléments finis est la formulation variationnelle
du problème. L’équation (2.1) montre que ce problème admet trois variables variation-
nelles (u, v, w) ; les rotations sont les dérivées spatiales de w, elles sont considérées
comme variables dépendantes. Le modèle éléments finis doit inclure les degrés de liber-
tés en translations (U, V,W ) ainsi que les rotations (Θx,Θy), soit cinq degrés de liberté
par noeud. Le nombre d’inconnues variationnelles est inférieur au nombre de degrés de
liberté par noeud, l’approximation éléments finis s’écrit sous la forme :

u
v
w
 =

N 0 0 0 0
0 N 0 0 0
0 0 NW NΘx NΘy


U
V
W
Θx
Θy
︸ ︷︷ ︸
X
. (2.12)
N et Nw = [NW NΘx NΘy ] sont des vecteurs lignes interpolant respectivement u, v
pour N et w pour Nw. La taille de ces vecteurs dépend du type d’élément choisi, la
taille de N est égale au nombre de noeuds de l’élément choisi et Nw aura cette taille
multipliée par trois.
Ainsi, le principe des travaux virtuels dûs aux forces extérieures et en présence de
l’inertie se traduit par la forme discrète suivante :δΠext = δX
TF (t),
δΠinertie = δX
TMX¨(t),
(2.13)
avec F (t) le vecteur des forces extérieures et M la matrice de masse.
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En substituant l’équation (2.12) dans l’équation (2.3), les trois composantes du
tenseur de Green-Lagrange discrétisées (Em, KfetEc) s’écrivent sous la forme :
Em =

N,x 0
0 N,y
N,y N,x

︸ ︷︷ ︸
Bm
UV
︸ ︷︷ ︸
U˜
, (2.14)
Ec =
1
2
H(W˜ )︷ ︸︸ ︷
w,x 0
0 w,y
w,y w,x

G︷ ︸︸ ︷N,Wx N,Θxx N,Θyx
N,Wy N,
Θx
y N,
Θy
y

︸ ︷︷ ︸
Bnl
(
W˜
)

W
Θx
Θy
︸ ︷︷ ︸
W˜
, (2.15)
Kf =

N,Wxx N,
Θx
xx N,
Θy
xx
N,Wyy N,
Θx
yy N,
Θy
yy
N,Wxy N,
Θx
xy N,
Θy
xy

︸ ︷︷ ︸
Bf

W
Θx
Θy
 . (2.16)
Le terme H(W˜ ) dans Ec s’écrit sous la forme discrète suivante :
H(W˜ ) =

N,Wx N,
Θx
x N,
Θy
x 0 0 0
0 0 0 N,Wy N,
Θx
y N,
Θy
y
N,Wy N,
Θx
y N,
Θy
y N,
W
x N,
Θx
x N,
Θy
x


W 0
Θx 0
Θy 0
0 W
0 Θx
0 Θy

. (2.17)
Ainsi, le tenseur de Green-Lagrange et sa forme variationnelle, s’écrivent sous la forme
discrète suivante : 
E = BmU˜ +
1
2
Bnl
(
W˜
)
W˜ − zBfW˜ ,
δE = BmδU˜ +Bnl
(
W˜
)
δW˜ − zBfδW˜ ,
(2.18)
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et la forme discrète des travaux virtuels de déformations devient :
δΠdef =
∫
Γm
(
BmδU˜ +Bnl
(
W˜
)
δW˜
)T
Dm
(
BmU˜ +
1
2
Bnl
(
W˜
)
W˜
)
dS
+
∫
Γm
(
BfδW˜
)T
DfBfW˜dS,
(2.19)
ou encore sous forme matricielle :
δΠdef = δX
T
∫
Γm
 BmTDmBm 12BmTDmBnl
(
W˜
)
BnlT (W˜ )DmBm
1
2
BnlT (W˜ )DmBnl
(
W˜
)
+BfTDfBf
XdS,
(2.20)
soit :
δΠdef = δX
TKX, (2.21)
où
K =
∫
Γm
BmTDmBm 0
0 BfTDfBf
 dS
︸ ︷︷ ︸
K l
+
∫
Γm
 0 12BmTDmBnl
(
W˜
)
BnlT (W˜ )DmBm
1
2
BnlT (W˜ )DmBnl
(
W˜
)
 dS
︸ ︷︷ ︸
∆Knl(W˜ )
.
(2.22)
Le terme K l est le terme linéaire modélisant les problèmes de membrane et de flexion
découplés, et le terme ∆Knl est le terme non-linéaire faisant apparaitre le couplage
entre les effets.
Le problème non-linéaire apparait comme une perturbation (ou une modification)
du problème linéaire ; cette forme offre un grand avantage pour l’introduction de la
réduction de modèle. Ceci sera détaillé par la suite.
Finalement, ∀ δX cinématiquement admissible l’écriture du principe des travaux
virtuels (ou de la formulation variationnelle) conduit à l’équation du mouvement écrite
sous la forme discrète suivante :Mm 0
0 Mf

¨˜U
¨˜W
+
Km 0
0 Kf
+
 0 12∆K1
∆KT1 ∆K2
 U˜W˜
 =
F U˜F W˜
 , (2.23)
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soit :
MX¨ +K (X)X︸ ︷︷ ︸
fnl
−F = 0, (2.24)
où fnl désigne la force non-linéaire incluant les effets linéaire et non-linéaire du pro-
blème.
2.2.3 Résolution et expression de la matrice tangente
La résolution de l’équation (2.24) dépend généralement de la nature de F (t). Le
chapitre précédent décrit les méthodes les plus répandues pour la résolution des équa-
tions différentielles non-linéaires du second ordre. Ces méthodes nécessitent la matrice
de raideur tangente ou le gradient spatial de la force non-linéaire. La minimisation de
l’équation (2.24) par un schéma itératif engendre un terme dfnl tel que :
dfnl (X) =
∂fnl
∂X
dX = KtdX. (2.25)
Le terme Kt est la matrice de raideur tangente, il représente le gradient spatial de la
force non-linéaire. En écrivant la force non-linéaire sous la forme suivante :
fnl(X) =
fU˜fW˜
 ,
la matrice tangente Kt s’écrit alors sous la forme :
Kt =
 ∂fU˜∂U˜ ∂fU˜∂W˜∂fW˜
∂U˜
∂fW˜
∂W˜
 . (2.26)
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Le développement des quatre termes constituant Kt conduit à une matrice tangente
(annexe B) qui s’écrit sous la forme :
Kt =
∫
Γm
BmTDmBm 0
0 BfTDfBf
 dS
︸ ︷︷ ︸
K l
+
∫
Γm
 0 12BmTDmBnl
(
W˜
)
BnlT (W˜ )DmBm
1
2
BnlT (W˜ )DmBnl
(
W˜
)
 dS
︸ ︷︷ ︸
∆Knl
+
∫
Γm
0 12BmTDmBnl
(
W˜
)
0
1
2
BnlTDmBnl
(
W˜
)
+GTTmG
 dS
︸ ︷︷ ︸
∆Kt
.
(2.27)
Quelle que soit la méthode de résolution, les équations différentielles non-linéaires
restent coûteuses en temps de calcul. Ces coûts importants sont notamment dus à :
– la procédure d’inversion des matrices dans le schéma de prédiction-correction, qui
nécessite un espace de stockage important pour des systèmes de grandes tailles ;
– l’évaluation de la force non-linéaire à chaque itération, qui nécessite une réac-
tualisation aux niveaux élémentaires des termes ∆Knl et ∆Kt. Ces termes sont
assemblés par la suite pour obtenir les matrices globales. Bien qu’elle soit simple
à mettre en oeuvre, la procédure itérative engendre finalement un temps de calcul
considérable.
La technique de réduction de modèle permet de manipuler des systèmes de petites
tailles et de remédier à la problématique de mémoire informatique. Concernant l’éva-
luation de la force non-linéaire, celle-ci peut être parallélisée ; le temps de calcul gagné
sera en lien direct avec les ressources informatiques disponibles. Les paragraphes qui
suivent décrivent les techniques de réduction et de parallélisation proposées dans ce
travail.
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2.2.4 Réduction de modèles non-linéaires
La réduction de modèles est un outil souvent utilisé pour diminuer les temps de cal-
cul lors de la mise en œuvre de la méthode des éléments finis. Les études d’optimisation
et de robustesse, très coûteuses en temps de calcul, nécessitent l’emploi de réanalyses
approchées via des modèles réduits. L’idée est de construire un modèle réduit repré-
sentant le système modifié à partir des données du système initial. Plus concrètement,
en terme d’application aux éléments finis, il s’agit de calculer la base de réduction du
modèle modifié en fonction de la base de réduction du modèle initial et ce sans passer
par un calcul des valeurs propres du système modifié.
L’équation (2.24) modélisant le problème de vibrations non-linéaires peut être consi-
dérée comme un problème de réanalyse ; en effet, on peut interpréter la décomposition
de la force non-linéaire en un terme linéaire K l et un terme de perturbation ∆Knl. Ce
dernier terme étant évolutif en temps (ou en fréquence), la base de réduction doit l’être
aussi. D’autre part, en raison du couplage entre la membrane et la flexion (équation
(2.23)), le critère de troncature modale basé uniquement sur la bande de fréquence
d’intérêt n’est plus pertinent.
Stratégie de réduction de modèles
La stratégie proposée dans cette étude pour construire le modèle réduit prend en
compte les effets de couplages et de perturbations. La base de réduction initiale contient
les modes de membranes et les modes de flexion. Ces modes vérifient les problèmes aux
valeurs propres découplés suivants :(Km − λmMm)ϕm = 0,(Kf − λfMf )ϕf = 0. (2.28)
λm et λf sont respectivement les valeurs propres de membranes et de flexions, ϕm et
ϕf leurs vecteurs propres associés. La base de réduction du problème initial aura la
forme découplée suivante :
T0 =
Tm 0
0 Tf
 , (2.29)
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avec : Tm =
[
ϕ1m · · ·ϕνm · · ·ϕim
]
,
Tf =
[
ϕ1f · · ·ϕνf · · ·ϕjf
]
.
(2.30)
Tm est la base des vecteurs propres associés aux valeurs propres de membrane tronquée
à i modes et Tf est la base des vecteurs propres associés aux valeurs propres de flexion
tronquée à j modes.
La base T0 constitue pour une première approximation, une base de réduction ’re-
lativement correcte’ en terme de prédiction. En fonction du degré de non-linéarité
affectant le comportement de la structure, les modes de membranes qui sont habituel-
lement hauts en fréquence par rapport aux modes de flexion, contribuent fortement à
la réponse de la structure en basses fréquences. La stratégie d’enrichissement de la base
de réduction est indispensable pour une prédiction optimale.
Réanalyse par approximation directe
Un problème de réanalyse classique s’écrit sous la forme suivante :
[(K0 + ∆K)− λ (M0 + ∆M)]ϕ = 0. (2.31)
Il s’agit d’un problème de réanalyse structurale présentant des modifications aux ni-
veaux de la masse et de la raideur. Les inconnues du problème sont λ et ϕ que l’on
souhaite estimer sans résoudre le problème aux valeurs propres, très coûteux. K0 et
M0 sont les matrices du problème initial, elles vérifient le problème aux valeurs propres
initial connu et déjà résolu :
[K0 − λ0M0]ϕ0 = 0. (2.32)
En considérant l’hypothèse de faible perturbation, les vecteurs propres du système
modifié sont proches du système initial, d’où :
ϕ = ϕ0 + ∆ϕ. (2.33)
L’équation (2.31) s’écrit alors sous la forme :
(K0 + ∆K)ϕ = λ (M0 + ∆M)ϕ0 + λ (M0 + ∆M) ∆ϕ. (2.34)
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L’effet inertiel sur ∆ϕ est faible devant l’effet élastique :
‖λ (M0 + ∆M) ∆ϕ‖ << ‖(K0 + ∆K) ∆ϕ‖ , (2.35)
l’équation (2.34) devient :
(K0 + ∆K)ϕ = λ (M0 + ∆M)ϕ0. (2.36)
Le scalaire λ peut être intégré dans la constante de normalisation du vecteur propre
qui peut être estimé par la résolution d’un problème statique :
ϕ = (K0 + ∆K)
−1 (M0 + ∆M)ϕ0. (2.37)
Ainsi, la base de réduction du système modifié est exprimée par l’écriture approchée
suivante :
T ≈ (K0 + ∆K)−1 (M0 + ∆M)T0. (2.38)
Cependant, les approximations effectués lors de la construction de cette base impliquent
qu’elle ne vérifie pas les propriétés d’orthogonalité entre les vecteurs, ni celle de l’unicité
de chacun. Une décomposition en valeurs singulières (SV D, annexe A) est nécessaire
pour garantir un bon conditionnement du problème.
Réanalyse par approximations combinées : Méthode CA
Le terme (K0 + ∆K) étant un terme variable, l’inconvénient majeur dans la mé-
thode présentée ci-dessus est la procédure d’inversion de ce terme à chaque itération.
La méthode des approximations combinées évite ce problème et ne nécessite qu’une
seule inversion du terme K0 constant. En multipliant l’équation (2.36) par K−10 et en
posant : r0 = K
−1
0 (M0 + ∆M)ϕ0,
B0 = K
−1
0 ∆K,
(2.39)
l’équation (2.38) devient :
T = (I +B0)
−1 r0. (2.40)
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Le développement du terme (I +B0)
−1 en série de Taylor permet d’approximer la base
T à l’ordre ν tel que :
T =
(
I −B0 +B20 + · · ·+ (−B0)ν−1
)
r0. (2.41)
La méthode des approximations combinées consiste à remplacer la somme des termes
de la série de Taylor par un enrichissement de la base r0 via ces nouveaux termes. La
procédure de construction de la base de réduction par approximations combinées se
présente comme suit :
1. Factorisation de K0 en L par la méthode de Cholesky et inversion de L :
K0 = LL
T ,
S0 = K
−1
0 =
(
L−1
)T
L−1.
2. Calcul de r0 et normalisation par rapport à la masse :
r0 = αS0 (M0 + ∆M)T0,
avec α un scalaire tel que :
rT0 Mr0 = I.
3. Calcul de B0 :
B0 = S0∆K.
4. Calcul de la sous-base ri et normalisation par rapport à la masse :
ri = −αiB0ri−1 (i = 1 · · · ν − 1) ,
avec αi un scalaire tel que :
rTi Mri = I.
5. Assemblage des sous-bases ri :
TCA = [r0 · · · ri · · · rν−1] .
6. Décomposition en valeurs singulières de TCA.
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Dans le cas où K0 est une matrice singulière la technique de filtrage (annexe A) ou
de décalage spectral est appliquée. Pour cette dernière, les paramètres de la méthode,
r0 et B0 s’écrivent alors :r0 = (K0 + µM)
−1 (M0 + ∆M)T0,
B0 = (K0 + µM)
−1 ∆K,
(2.42)
où µ désigne la valeur du décalage spectral.
Ordre de la série de Taylor
La méthode des approximations combinées est fondée sur l’hypothèse des petites
perturbations de ∆K par rapport à K0. On considère que celle-ci est validée car le
comportement de la structure reste élastique. D’autre part, le choix sur l’ordre du
développement de la série de Taylor doit être pertinent afin d’avoir une approximation
conforme à l’équation exacte. L’erreur engendrée par ce développement est difficile
à estimer pour des systèmes matriciels de grandes tailles. Toutefois, elle est en lien
direct avec ∆K qui décrit le niveau de non-linéarité. De même, le déplacement relatif,
qui désigne le rapport du déplacement transversal sur l’épaisseur, permet d’apprécier
quantitativement le niveau de non-linéarité. En règle générale et dans le cas statique des
structures minces, les grands déplacements sont considérés à partir d’un déplacement
relatif unitaire. On propose ainsi de lier l’ordre de la série de Taylor au déplacement
relatif maximal. Cependant, il serait toujours difficile de surveiller le déplacement relatif
maximal (quelle noeud choisir ?) pour des réponses transitoires (non-harmoniques). Un
critère énergétique qui décrit le rapport de l’énergie de déformation non-linéaire sur
l’énergie de déformation totale du système est introduit. L’expression de ce critère
énergétique est définie telle que :
Ξdef =
XT∆KX
XT (K0 + ∆K)X
. (2.43)
La figure 2.2 montre l’évolution de Ξdef en fonction du déplacement relatif maximal
pour une excitation harmonique au centre d’une plaque de dimension 580×20×2 mm3.
On remarque que l’allure de cette courbe est toujours identique pour toute excitation
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Figure 2.2 – Evolution de Ξdef en fonction du déplacement maximal relatif.
harmonique appliquée à une structure mince. Le tableau 2.1 propose l’ordre de la série
de Taylor en fonction du critère énergétique ou du déplacement relatif maximal. Au
cours du calcul de la réponse temporelle, à chaque itération où il faut calculer une base
de réduction, on se réfère à l’itération précédente pour évaluer Ξdef ou w/h et définir
l’ordre du développement selon le tableau. C’est un choix qui a été fait a posteriori
et qui permet d’éviter le calcul de l’erreur engendrée par le développement en série
de Taylor. A noter qu’une fois un certain ordre atteint, il est déconseillé de repasser à
l’ordre inférieur ; ce critère permet essentiellement d’indiquer s’il y a besoin d’augmenter
l’ordre de la série.
|Ξdef | 0 - 0.2 0.2 - 0.4 0.4 - 0.6 0.6 - 0.8 > 0.8
|wmax/h| 0 - 0.5 0.5 - 1 1 - 1.5 1.5- 2 > 2
Ordre 0 1 2 3 4
Tableau 2.1 – Ordre de la série de Taylor.
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Actualisation de la base de réduction :
L’actualisation de la base de réduction à chaque itération est une procédure coû-
teuse en temps. Pour améliorer les performances de la méthode CA, cette actualisation
peut ne pas être systématique. Cependant, l’instant de l’actualisation doit suivre un
critère physique. L’idée est d’actualiser à des instants spécifiques faciles à identifier :
lors du passage sur des minimaux ou des maximaux (en déplacement, vitesse ou accé-
lération), une nouvelle base est calculée. Une technique bien adaptée à des excitations
harmoniques est d’actualiser la base, tous les quarts ou les huitièmes de la période d’ex-
citation. Ce critère fonctionne correctement pour des niveaux d’excitation relativement
faibles. En effet, du moment où le niveau d’excitation est suffisamment important et
fait apparaitre des pseudos-périodes, ou même dans le cas où il s’agit d’une excitation
aléatoire, ce critère peut influencer la précision de la réponse. En effet, l’instant de l’ac-
tualisation peut s’avérer faible en information sur l’état de la structure. La figure 2.3
montre la réponse sur un nœud d’une plaque, en déplacement relatif, vitesse et accélé-
ration pour plusieurs niveaux d’excitation à fréquence constante. La figure (a) montre
des types de réponses où le critère proposé s’adapte bien, et la figure (b) présente les
réponses où ce critère n’est pas bien adapté.
Pour des réponses telles la figure 2.3 (b) ou celle d’une excitation quelconque, un
autre critère consiste à actualiser la base de réduction, en fonction du comportement
de la structure. On propose d’actualiser la base de réduction à chaque demi-pseudo-
période d’accélération, mais il sera toujours difficile de choisir le nœud à surveiller.
D’un point de vue énergétique, cela revient à actualiser la base de réduction à chaque
passage par l’extremum de l’énergie cinétique du système sans prendre en compte les
extremums nuls. La figure 2.4 montre la réponse de la plaque avec une base de réduction
actualisée. Un changement de marqueur indique une actualisation de la base.
2.2.5 Parallélisation
Avec l’avancée informatique, la technique de parallélisation est devenue un outil
incontournable en calcul numérique. L’idée générale du calcul en parallèle est d’effectuer
plusieurs calculs indépendants en simultané sur une machine multitâches (à plusieurs
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Figure 2.3 – Réponse de la plaque pour plusieurs niveaux d’excitations.
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Figure 2.4 – Réponse de la plaque avec une base de réduction actualisée : chaque
changement de marqueur correspond à une actualisation de la base.
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Figure 2.5 – Modèle éléments finis décomposé en sous domaines.
cœurs ou processeurs). L’évaluation de la force non-linéaire fnl et de la matrice tangente
Kt sont les procédures les plus coûteuses à chaque itération temporelle. Le calcul itératif
des matrices élémentaires élément par élément et l’assemblage de ces matrices pour
former la matrice globale du système, sont les causes directes de la longueur de la
procédure. Or, les matrices élémentaires associées à fnl et à Kt sont indépendantes
entre elles. Par conséquent, il est possible de tirer profit du calcul parallèle.
La figure 2.5 représente un modèle élément finis d’un domaine Ω. Ce modèle est
décomposé en n sous-domaines Ωi, avec n le nombre de processeurs à disposition.
Si p est le nombre d’éléments dans le domaine Ω, chaque Ωi aura p/n éléments afin
que la répartition des tâches de calcul soit équivalente entre les processeurs. Ainsi, le
processeur i (i = 1...n) calcule itérativement les matrices élémentaires du sous-domaine
Ωi pour former une sous-matrice globale Ai et une fois cette dernière calculée, elle est
sommée avec les autres pour obtenir la matrice globale. La figure 2.6 représente un
organigramme pour effectuer un calcul parallèle.
L’intégration du calcul parallèle est essentielle pour rendre efficace la méthode de
réduction proposée. Plusieurs ouvrages décrivant les diverses architectures du paral-
lélisme existent, pour plus d’information sur ces méthodes, on renvoie le lecteur à
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Fin des tâches en parallèle
Tâches en 
parallèle
processeur iprocesseur 1 processeur n
A1
Ai
An
... ...
A = Σ Ai
Figure 2.6 – Schéma du calcul parallèle.
l’ouvrage de Grama [36]. L’intérêt du calcul parallèle réside dans la diminution du coût
de l’évaluation de fnl et de Kt afin de rendre la réduction de modèle efficiente.
A titre illustratif, la figure 2.7 montre un diagramme des coûts des tâches à effectuer
par rapport au coût total pour un calcul parallèle à 12 processeurs et un calcul non-
parallèle. Il est clair qu’avec le calcul non parallèle la réduction de modèle n’agit pas
sur le coût total du calcul alors qu’avec un calcul parallèle, le coût de la résolution du
système linéaire devient important devant le coût total du calcul et la réduction de
modèle a tout son intérêt.
2.2.6 Indicateurs temporels
Le moment temporel est un outil statistique qui permet de quantifier un signal tem-
porel dans le but de comparer plusieurs réponses transitoires [42]. Le moment temporel
Mi est défini par l’expression :
Mi =
∫ +∞
−∞
(t− ts)i (x(t))2 dt, (2.44)
où ts correspond à un décalage temporel, i l’ordre du moment et x(t) le signal à
quantifier. Les moments temporels sont utilisés afin d’obtenir les moments centraux.
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Figure 2.7 – Coût des opérations en fonction du coût total du calcul en %.
Pour un décalage temporel nul, ces moments centraux s’écrivent sous la forme :
E = M0,
T =
M1
M0
,
D2 =
M2
M0
−
(
M1
M0
)2
.
(2.45)
E est l’énergie totale du signal, elle quantifie l’amplitude de la réponse, son unité est en
SI2.s avec SI l’unité du signal en système international. T est le temps à mi-parcours
de l’énergie du signal, elle quantifie la période de la réponse, son unité est en s. D2 est
la durée moyenne quadratique et son unité est en s2. Ainsi, dans les applications qui
suivent, E sera utilisée pour identifier l’erreur au niveau de l’amplitude de la réponse ;
T et D seront utilisés pour identifier l’erreur au niveau de la périodicité de la réponse.
Critère d’évaluation de l’erreur
L’erreur engendrée par la réduction de modèle est limitée afin de pouvoir conclure
sur la validité du modèle réduit. On suppose qu’une erreur de ±2% sur l’amplitude
ou la période de la réponse est admissible pour un modèle réduit comparé au modèle
éléments finis.
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Figure 2.8 – Erreur relative du moment central E en fonction de ∆Ap, avec ∆fp = 0.
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Figure 2.9 – Erreur relative des moments centraux T et D en fonction de ∆fp, avec
∆Ap = 0.
Soit un signal harmonique de la forme x(t) = A sin (2pift) représenté sur une pé-
riode [0 : 1/f ], avec A l’amplitude et f la fréquence du signal. Soit le signal perturbé
xp(t) = (A+ ∆Ap)× sin (2pi(f + ∆fp)t) sur la période [0 : 1/(f + ∆fp)s], avec ∆Ap la
perturbation de l’amplitude et ∆fp celle de la fréquence.
La figure 2.8 représente la variation de l’erreur du moment central E en fonction
de la variation de l’amplitude ∆Ap pour A = 1. On constate une évolution linéaire de
l’erreur avec une pente de 2. Ainsi, l’erreur relative admissible sur E pour valider le
modèle réduit est de ±4%. La figure 2.9 représente la variation des moments centraux
T et D en fonction de la variation de la fréquence du signal ∆fp pour f = 10Hz. La
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variation de l’erreur est toujours linéaire pour des petites perturbations et elle admet
une borne admissible de ±2% sur T et de ±4% sur D.
2.2.7 Application
Afin d’illustrer l’efficacité de la méthode proposée, un exemple académique d’une
plaque rectangulaire encastrée sur deux côtés (Ly) est présenté. Le tableau 2.2 présente
les données géométriques et matérielles de cette structure.
Données Valeurs Unités
Dimensions (Lx × Ly) 654× 527 mm2
Epaisseur (h) 1, 5 mm
Module d’Young (E0) 70.103 MPa
Coefficient de poisson (ν0) 0.33
Masse volumique (ρ0) 2, 7.10−9 t/mm3
Tableau 2.2 – Données du modèle éléments finis.
Chaque bord de la plaque est discrétisé en 24 éléments afin d’obtenir un maillage
régulier. Un amortissement proportionnel à la raideur est introduit avec un coefficient
α de 5.10−3 (B = αK0). Plusieurs types d’excitations sont étudiés afin de montrer
l’intérêt et les performances de la méthode proposée. Le point d’excitation se situe en
x = 327mm et y = 219, 6mm.
Excitation harmonique
Dans un premier temps, la plaque est excitée par une force harmonique à 20Hz au
voisinage du premier mode de vibration. Plusieurs niveaux d’excitation sont imposés
allant du cas faiblement non-linéaire au cas fortement non-linéaire. Le modèle éléments
finis (MEF) est comparé aux modèles réduits par base modale non actualisée (BM)
et par base actualisée par approximations combinées (CA).
Le choix de la base modale initiale est lié au nombre d’harmoniques supposées
intervenir a priori. Si on considère que les harmoniques 1, 3 et 5 interviennent dans la
réponse, la base Tf des vecteurs propres de nature ’flexion’ doit contenir les modes dont
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la fréquence est supérieure ou égale à 5 fois la fréquence de l’excitation (harmonique 1).
Concernant les modes de membrane, ils sont de nature hautes fréquences, il est difficile
d’adopter un critère similaire basé sur un choix a priori d’une fréquence de coupure. La
règle empirique adoptée consiste à prendre un nombre de modes équivalent à celui des
modes de flexion. Toutefois, il est possible de mettre en place un critère d’évaluation a
postériori basé sur l’évolution de l’erreur du modèle réduit.
La figure 2.10 montre les résultats en déplacement et en vitesse au point d’excitation.
Sur cette figure, on observe que l’erreur engendrée par la réduction du modèle influe
principalement sur l’amplitude de la réponse. La figure 2.11 montre l’erreur de l’énergie
E du déplacement et de la vitesse en fonction du déplacement relatif maximal pour
plusieurs niveaux d’excitation. La quantification de cette erreur est difficile à effectuer
a priori mais le lien avec le niveau de non-linéarité, en l’occurrence le déplacement
relatif montre le domaine de validité de la méthode proposée.
Il apparait que la méthode des approximations combinées (CA), comparée à la
méthode de réduction par base modale (BM), prédit finement le comportement de
la structure pour un certain seuil de non-linéarité (w/h < 3.5). Au-delà de ce seuil,
cette méthode engendre une erreur non négligeable pour des comportements fortement
non-linéaires. Mais, il a été constaté qu’il est toujours possible d’avoir un comporte-
ment plus précis en augmentant le nombre des vecteurs propres de type ’membrane’
dans la base de réduction principale. La figure 2.10 montre que le déplacement relatif
et la vitesse sont correctement prédits même pour des niveaux d’excitation très élevés
(200N). En effet, l’erreur provient principalement de l’algorithme d’intégration tempo-
relle qui prédit les accélérations avec des fluctuations qui varient aux alentours de la
valeur exacte (figure 2.12). Ces fluctuations peuvent engendrer une erreur instantanée
sur la vitesse ou le déplacement. Ce problème numérique est souvent rencontré avec
les intégrations temporelles implicites et il est lié au critère de convergence de l’état
dynamique.
Dans notre cas, l’état à tn+1 est prédit en fonction de l’état à tn dans la base de
réduction Tn+1 ; or l’état à tn a été prédit dans Tn. En quelque sorte, il y a une cer-
taine discontinuité qui affecte principalement l’accélération sans modifier pour autant
la vitesse et le déplacement.
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Figure 2.10 – Réponses en déplacement et en vitesse de la plaque à une excitation
harmonique de 20Hz pour quatre niveaux d’excitation ; comparaison du modèle de
référence MEF et des modèles réduits BM et CA.
72 2.2. PLAQUES MINCES EN GRANDS DÉPLACEMENTS
CHAPITRE 2. NON-LINÉARITÉS GÉOMÉTRIQUES
1.5 1.75 2 2.25 2.5 2.75 3 3.25 3.5 3.75 4 4.25 4.5
0
4
8
12
16
20
22
w/h
e
rr
e
u
r 
 E
 (%
)
 
 
BM
CA
(a) déplacement
1.5 1.75 2 2.25 2.5 2.75 3 3.25 3.5 3.75 4 4.25 4.5
0
4
8
12
16
w/h
e
rr
e
u
r 
E 
(%
)
 
 
BM
CA
(b) vitesse
Figure 2.11 – Erreur relative du moment central E en fonction du déplacement relatif
maximal pour plusieurs niveaux d’excitation.
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Figure 2.12 – Niveau d’accélération fluctuant par la méthode CA pour des non-
linéarités élevés : F = 140N et w/h = 3.75.
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Figure 2.13 – Excitation sinus balayé avec une amplitude croissante.
Sinus balayé
Pour généraliser l’utilisation de la méthode des approximations combinées à d’autres
types d’excitation, on se place dans le cas d’une excitation sinus balayé sous la forme
F (t) = 160t sin(60pit2) (figure 2.13), ceci sans changer les données de la structure.
Cette excitation balaye plusieurs modes sur la bande fréquentielle [0 − 200Hz] avec
une amplitude croissante qui permet d’avoir un déplacement transversal relativement
élevé afin de maintenir le comportement non-linéaire dans le temps.
La figure 2.14 présente les réponses de la structure en déplacement et en vitesse
au point d’excitation obtenues en mettant en œuvre les méthodes MEF, BM et CA.
Aux alentours de 1.1s on constate une chute d’amplitude qui est due à un passage
fréquentiel [60−80Hz] démuni de modes de vibration. Malgré cette chute d’amplitude,
le déplacement transversal reste relativement important pour conserver un caractère
non-linéaire. Le modèle réduit par la base modale (BM) prédit mal cette phase de
réponse alors qu’avec la méthode des approximations combinées (CA) l’erreur reste
très faible. La figure 2.15 montre l’erreur relative des moments centraux du déplacement
et de la vitesse de la structure et confirme que la méthode CA conduit à une erreur
réduite comparé à la méthode BM.
Comparé à l’excitation harmonique, le modèle BM engendre une plus faible erreur
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Figure 2.14 – Réponse temporelle à une excitation en sinus balayé.
sur E mais celle-ci reste beaucoup plus élevée que celle associée au modèle CA. D’autre
part, le balayage fréquentiel du sinus balayé engendre une erreur sur T et D avec le
modèle BM, qui n’apparaissait pas avec l’excitation harmonique. La méthode CA
continue à prédire correctement les moments centraux.
Cette application permet de conclure que le modèle réduit par une base compor-
tant des modes de flexion et de membrane permet d’obtenir des résultats limités en
précision. Ceci s’explique par le comportement non-linéaire et le couplage entre les
mouvements de membrane et de flexion qui ne sont pas pris en compte dans la base
de réduction. L’enrichissement de cette base par des informations traduisant la non-
linéarité et le couplage à travers la méthode des approximations combinées permet
d’obtenir un modèle prédictif vis-à-vis du modèle élément finis complet.
Les applications montrent une erreur de prédiction relativement faible et qui aug-
mente en fonction du degré de non-linéarité. Malgré la précision qu’elle affiche, cette
méthode présente quelques inconvénients :
– la mise à jour de la base de réduction peut engendrer un temps de CPU non négli-
geable. Ceci dit, l’utilisation de techniques de parallélisation permet de surmonter
cette difficulté,
– les fluctuations de l’accélération pour des non-linéarités élevées telles que celles
présentées dans l’exemple de l’excitation harmonique peuvent conduire pour des
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Figure 2.15 – Erreur relative des moments centraux pour une excitation en sinus balayé.
applications fortement non-linéaires à la divergence des résultats. Le choix des
modes dans la base de réduction principale doit être bien adapté pour pallier
cette difficulté.
2.3 Non-linéarités localisées
Le comportement non-linéaire local est un comportement fréquemment rencontré
au niveau des liaisons mécaniques. Il est identifiable pour des niveaux d’excitation
relativement élevés et il influence l’énergie de déformation ou l’énergie de dissipation
du système. Cette étude se focalise sur les non-linéarités géométriques de type raideur.
2.3.1 Formulation discrète
Soit L, la liaison reliant la structure Si à la structure Sj à travers les degrés de
liberté (ddls) i et j. Soient xi et xj les déplacements des ddls i et j. L’action du ddl i
sur le ddl j se traduit par l’équation
fi/j = k(xi − xj) + µ(xi − xj)n, (2.46)
où k désigne la raideur linéaire de la liaison, µ un terme perturbateur lié au com-
portement non-linéaire et n le degré de non-linéarité. µ et n sont les paramètres du
comportement non-linéaire, et sont identifiables expérimentallement.
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Figure 2.16 – Variation des différents termes de fi/j.
La figure 2.16 montre l’évolution des différents termes de l’équation (2.46) en fonc-
tion du déplacement relatif (xi−xj) pour des valeurs de k = 1.104N/m, µ = 1.109N/m3
et n = 3. Le terme de perturbation agit sur la force fi/j à partir d’un certain niveau
de déplacement relatif, en l’occurrence |xi−xj| > 1.10−3. En concordance avec la non-
linéarité répartie, il est nécessaire de connaître le niveau de non-linéarité pour choisir
la méthode de réduction adaptée au modèle.
D’après l’équation (2.46), le comportement non-linéaire est une perturbation du
comportement linéaire. Le problème non-linéaire est considéré comme un problème
de réanalyse du modèle linéaire avec une modification équivalente à la perturbation
engendrée par le terme non-linéaire.
2.3.2 Réduction de modèle
Le modèle réduit doit tenir compte de la modification apportée par la non-linéarité,
sans nécessiter de résoudre des problèmes itératifs aux valeurs propres. La base de ré-
duction est construite à partir du modèle linéaire initial et enrichie par des informations
sur le comportement non-linéaire. Pour des faibles non-linéarités, lorsque l’excitation
est harmonique, la réponse est a priori quasi-harmonique, une base modale judicieuse-
ment choisie peut satisfaire les conditions de prédictions (erreur relative dans la borne
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admise comparé au modèle complet) si le nombre de degrés de liberté non-linéaires
est petit devant la taille du système global. La base modale est choisie en fonction du
spectre de l’excitation : pour une excitation dans le domaine d’intérêt [0 − fmax], on
utilise classiquement tous les modes situés dans la bande [0 − 3fmax]. Pour des com-
portements fortement non-linéaires, une méthode proposée dans [80] et inspirée des
méthodes de sous-structuration, consiste à enrichir ces modes de vibrations linéaires
par des résidus statiques (ou "modes contraints") sur les ddls non-linéaires traduisant
ainsi l’action de la liaison Si sur Sj. Cette méthode est présentée dans le paragraphe
suivant.
2.3.3 Approximation par enrichissement de résidus statiques
L’hypothèse de petites déformations permet de considérer que malgré le compor-
tement non-linéaire, le mouvement de la structure résulte toujours d’une somme de
modes de vibrations, qui sont plus ou moins perturbés par rapport au modèle linéaire.
Ces modes vérifient le problème linéarisé aux valeurs propres suivant :(
K l + ∆Knl − ΛM)T = 0, (2.47)
où Λ et T désignent respectivement la matrice spectrale et la base modale du problème
aux valeurs propres. ∆Knl est une matrice qui dépend du déplacement à un instant
donné et qui décrit la modification issue du comportement non-linéaire comparé au
comportement linéaire.
Comme mentionné précédemment, la résolution de l’équation (2.47) à chaque itéra-
tion est coûteuse. En supposant que ces modes sont proches du problème non perturbé,
il est possible d’introduire l’équation :
T = T0 + ∆T, (2.48)
où T0 désigne la base modale tronquée du modèle initial non perturbé et ∆T la per-
turbation de T0 par rapport à T . On cherche alors la variation ∆T qui décrit cette
perturbation. Le comportement non-linéaire est interprété comme une force extérieure
qui agit sur le problème initial ; ∆T peut être assimilée aux modes contraints de la liai-
son entre les structures Si et Sj. Ainsi, ∆T est approximée par une suite de vecteurs
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où chacun représente la réponse statique du système pour une force unitaire appliquée
à chaque degré de liberté non-linéaire :
∆Ti ≈ K−10 Fi, (i = 1 ... m). (2.49)
m représente le nombre des ddls non-linéaires et Fi une force résiduelle unitaire sur le
degré de liberté non-linéaire qui s’écrit sous la forme :
Fi =

0
...
1
...
0

. (2.50)
La base de réduction T aura la forme :
T = [T0 ∆T1 · · ·∆Ti · · ·∆Tm] , (i = 1 ... m). (2.51)
Avec cette approximation, la base T ne respecte plus la propriété d’unicité et d’ortho-
gonalité des vecteurs. Une normalisation et une décomposition en valeurs singulières
(SV D) sont nécessaires pour corriger ce défaut.
En comparaison avec la méthode des approximations combinées (paragraphe 2.2.4),
cette méthode a pour avantage d’avoir une base de réduction constante qui la rend plus
efficace. Ceci dit, son domaine de validité est restreint et n’englobe que le comportement
non-linéaire au niveau local pour un faible nombre de ddl.
2.3.4 Applications
Afin de mettre en évidence l’intérêt de la méthode présentée, deux exemples d’ap-
plication ont été choisis. Le premier utilise la même plaque que dans l’application
précédente avec des conditions aux limites non-linéaires. Le deuxième exemple pré-
sente l’analyse d’une masse suspendue par des liaisons non-linéaires entre deux plaques
identiques. Le modèle éléments finis (MEF) est comparé aux modèles réduits par base
modale (BM) et par base modale enrichie par des résidus statiques (BME).
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Figure 2.17 – Modèle éléments finis d’une plaque avec des liaisons non-linéaires sur une
largeur.
Plaque en appui non-linéaire
Il s’agit du modèle éléments finis traité dans l’application précédente avec une
épaisseur de plaque différente (h = 3mm). La plaque est encastrée en x = 0 et en
appui élastique non-linéaire en x = Lx (figure 2.17). On considère des excitations
en déplacement qui sollicitent la plaque à travers des raideurs cubiques non-linéaires
(k = 100N/m, µ = 109N/m3 et n = 3).
Une source d’excitation harmonique de fréquence 11Hz (voisinage de la première
fréquence propre de vibration) est considérée afin d’étudier l’influence du niveau d’ex-
citation. Le point d’excitation situé au coin de la plaque (x = Lx et y = 0) est en
vis-à-vis d’un ressort non-linéaire. Plusieurs simulations ont été réalisées en faisant va-
rier l’amplitude de l’excitation. La figure 2.18 montre la réponse temporelle au point
(Lx, Ly) en déplacement et en vitesse pour plusieurs niveaux d’excitation allant de 1N
à 20N . La figure 2.19 montre la variation de l’erreur relative du moment central E
en déplacement et en vitesse comparé au modèle de référence (MEF) en fonction du
niveau d’excitation.
D’après la figure 2.18, la réponse de la structure est quasi-linéaire pour un niveau
d’excitation de 1N . En-deçà de ce niveau, le modèle réduit BM prédit avec une faible
erreur la réponse de la structure (figure 2.19). Pour des niveaux d’excitation plus élevés,
l’erreur produite par ce modèle évolue rapidement alors que celle produite par le modèle
BME reste très faible. En visualisant de plus près l’évolution de l’erreur du modèle
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Figure 2.18 – Réponses temporelles en déplacement et en vitesse de la plaque encastrée–
appuyée, pour différents niveaux d’excitation avec le modèle de référence MEF.
0 20 40 60 80 100 120
0
5
10
15
20
25
F (N)
Er
re
ur
 d
ép
la
ce
m
en
t e
n 
E 
(%
)
 
 
0 20 40 60 80 100 120
0
10
20
30
F (N)
Er
re
ur
 v
ite
ss
e 
en
 E
 (%
)
 
 
BM
BME
BM
BME
(a) BM et BME
0 20 40 60 80 100 120
0
0.05
0.1
0.15
0.2
F (N)
Er
re
ur
 d
ép
la
ce
m
en
t e
n 
E 
(%
)
 
 
0 20 40 60 80 100 120
0
0.01
0.02
0.03
0.04
F (N)
Er
re
ur
 v
ite
ss
e 
en
 E
 (%
)
 
 
BME
BME
(b) BME (zoom)
Figure 2.19 – Variation de l’erreur relative sur E en fonction du niveau d’excitation.
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Figure 2.20 – Modèle d’une masse suspendue entre deux plaques avec des liaisons non-
linéaires.
BME au niveau de la vitesse (figure 2.19), on constate qu’elle n’est pas croissante sur
toute la bande. Ceci peut s’expliquer par le fait que la structure a un comportement
raidissant jusqu’à 10N (amplitude maximale du déplacement décroissante pour une
amplitude d’excitation croissante, figure 2.18) et qu’au delà, le comportement devient
assouplissant. Il faut noter que l’erreur relative présentée sur les figures est en valeur
absolue ; l’erreur algébrique à partir de 40N est négative, ainsi de 20 à 120N l’évolution
de l’erreur est monotone.
Masse suspendue entre deux plaques
L’exemple suivant étudie le comportement d’une masse suspendue, à mi-distance
entre deux plaques identiques. Contrairement à l’exemple précédent, les ddls non-
linéaires ne sont plus indépendants entre eux. Les mêmes ressorts non-linéaires de
l’exemple précédent sont utilisés pour lier le centre des deux plaques à la masse (poids
de 1kg, figure 2.20). Deux types d’excitation sont considérés : une excitation harmo-
nique au voisinage d’un mode de vibration où l’influence du niveau d’excitation est
étudiée, et une excitation large bande avec un sinus balayé permettant de solliciter
plusieurs modes. L’excitation est appliquée sur la masse mobile.
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Figure 2.21 – Variation de l’erreur sur E en fonction du niveau d’excitation.
Excitation harmonique
Comme dans l’application précédente, la réponse à plusieurs niveaux d’excitation
harmonique est étudiée afin de visualiser l’évolution de l’erreur engendrée par la ré-
duction de modèle. La fréquence d’excitation est de 38Hz, au voisinage d’un mode de
vibration des plaques. La figure 2.21 montre la variation du moment central (E) en
fonction du niveau d’excitation.
Cette application montre encore une fois la précision du modèle réduit BME.
Contrairement à l’application précédente, la propagation d’erreur est différente du
comportement non-linéaire qui est évolutif en fonction de l’amplitude de l’excitation.
Toutefois, le niveau absolu de cette erreur est si faible (< 3.10−3%) que son évolution
n’est pas significative.
Excitation sinus balayé
Les applications précédentes ont montré l’efficacité de la méthode proposée pour
une excitation harmonique. Avec ce type d’excitation où la fréquence est imposée et
fixe, il est difficile de conclure sur l’erreur au niveau de la périodicité de la réponse.
Une excitation de type sinus balayé est alors proposée afin de tirer une conclusion
globale sur la méthode de réduction proposée. Le point d’excitation est le même que
l’application précédente et la force s’écrit sous la forme : f(t) = 160t sin(60pit2).
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Figure 2.22 – Erreur des moments centraux pour une excitation en sinus balayé.
La figure 2.22 montre l’erreur relative des moments centraux des modèles BM et
BME par rapport au modèle MEF. D’après cette figure, le modèle réduit par base
modale prédit la réponse avec une erreur importante en amplitude et en période alors
que le modèle BME prédit la réponse avec une erreur très faible (<0.01%).
Le nombre de modes pris en compte dans la base de réduction de la méthode
BM est calculé dans la bande allant jusqu’à 5 × fmax et malgré cela on constate une
convergence monotone, ce qui ne fait pas évoluer la précision des résultats. Quand au
modèle BME, les simulations ont montré qu’il est possible de rendre ce critère moins
exigeant en ne conservant que les modes appartenant à trois fois la bande fréquentielle
d’intérêt. Cet exemple montre ainsi l’intérêt d’enrichir la base modale par des résidus
statiques.
La méthode des approximations combinées (CA) n’a pas été appliquée dans le cas
de non-linéarités localisées. En effet, la méthode BME a donné satisfaction dans les
applications choisies et il n’y a pas dans ce cas d’intérêt à appliquer la méthode CA.
Toutefois, il se peut que dans d’autres applications [37], la méthode BME ne soit plus
aussi efficace, en particulier pour des comportements fortement non-linéaires, et dans
ce cas précis la méthode CA constitue une bonne alternative à la méthode BME.
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2.4 Conclusion
Ce chapitre dédié aux non-linéarités géométriques, rappelle la formulation du pro-
blème de vibration pour des non-linéarités réparties et localisées. Le comportement
non-linéaire réparti est un comportement souvent rencontré en vibrations des struc-
tures minces et il influe sur le comportement de la structure à partir d’un certain niveau
de déplacement (déplacement transversal relatif unitaire par rapport à l’épaisseur). Le
comportement non-linéaire localisé caractérise les liaisons rigides non-parfaites entre
les sous-structures.
Avec ces types de non-linéarités, la matrice de raideur du modèle élément finis
devient dépendante de l’état de déplacement et il n’est plus suffisent d’utiliser les
méthodes classiques en vibrations tel que le principe de superposition modale. La ré-
duction de modèle, qui est un outil indispensable en calcul de structures, devient plus
compliquée à mettre en œuvre.
Pour des non-linéarités réparties associées à un comportement faiblement non-
linéaire, il est montré qu’une base modale judicieusement choisie, contenant des modes
de membrane et de flexion conduit à des résultats satisfaisants en terme de préci-
sion. Pour un comportement fortement non-linéaire, la méthode des approximations
combinées développée à l’origine pour des calculs de réanalyse, fournit des résultats
satisfaisants. Dans cette approche, le comportement non-linéaire est considéré comme
une perturbation du comportement linéaire ; cette perturbation est alors utilisée pour
construire une base de réduction à partir de la base modale du système linéaire. Un
critère lié au niveau de non-linéarité est proposé pour paramétrer la base de réduction
(ordre de série de Taylor et nombre de modes à prendre en compte). Cependant, l’effi-
cacité du modèle réduit est liée aux ressources informatiques disponibles. La technique
de parallélisation est nécessaire pour rendre le modèle réduit efficient en terme de temps
de calcul. L’application proposée a montré le niveau de précision de la méthode et son
domaine de validité en fonction du degré de non-linéarité.
Pour des non-linéarités localisées, la méthode de réduction proposée consiste à
construire une base modale enrichie par des résidus statiques issus de la réponse statique
à des forces unitaires appliquées successivement sur les degrés de libertés non-linéaires.
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Dans les applications proposées, cette méthode a montré un bon niveau de précision,
même s’il reste difficile de borner a priori l’erreur engendrée par la réduction du modèle.
Ce point reste encore un problème ouvert.
Les résultats obtenus permettent d’avoir des perspectives pratiques. Les méthodes
de réduction proposées peuvent être adaptées au problème vibroacoustique en prenant
en compte le couplage fluide-structure. Le chapitre suivant traite de la réduction de
modèles en vibroacoustique non-linéaire.
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Chapitre 3
Réduction de modèles en
vibroacoustique non-linéaire
3.1 Introduction
Le comportement vibratoire d’une structure dépend du milieu dans lequel celle-ci
est placée. Ainsi, la température influe sur les caractéristiques dynamiques et la nature
du fluide environnant peut modifier considérablement ce comportement. Il est alors
nécessaire de prendre en compte dans les modèles l’interaction entre la structure et le
milieu, comme illustré dans ce chapitre dédié au couplage fluide-structure.
Le couplage fluide-structure est une phénomène qui se rencontre dans de nom-
breuses applications (génie civil, acoustique musicale, applications biomédicales, mi-
crosystèmes...). Le fluide couplé à la structure peut être en mouvement (dynamique)
ou au repos (statique). Cette étude se focalise sur le cas des fluides statiques. On s’in-
téresse plus particulièrement au couplage vibroacoustique où le fluide est homogène,
compressible et sa masse volumique est faible comparée à celle de la structure. Quelques
éléments relatifs au couplage avec un fluide lourd seront présentés.
Les principaux inconvénients liés à la mise en œuvre de cette méthode sont les
capacités numériques importantes qui sont requises pour le stockage des matrices et
des vecteurs, ainsi que les temps de calcul conséquents liés à la résolution numérique des
équations. Ce chapitre présente plusieurs méthodes de réduction de modèle adaptées à
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Figure 3.1 – Problème vibroacoustique
la vibroacoustique permettant de pallier ces inconvénients.
3.2 Formulations théoriques et état de l’art
Pour une vue détaillée sur l’interaction fluide-structure, le lecteur est invité à consul-
ter les ouvrages de Morand et Ohayon [83], de Ohayon et Soize [95] et de Lesueur [73].
3.2.1 Mise en équation
On considère un fluide délimité par un volume Ωf (figure 3.1), en contact avec une
structure occupant un volume Ωs. On désigne par Γfs la surface de contact entre les
deux domaines. La structure est soumise à des conditions aux limites en termes de
contraintes sur la surface Γsc et en termes de déplacements sur la surface Γsd. Le fluide
admet une paroi souple délimitée par la surface Γfl ; il est en contact avec une paroi
rigide délimitée par la surface Γfr.
Soit M(x, y, z) un point du domaine Ωs ∪Ωf . Le comportement du fluide est décrit
par sa pression totale ptot(M, t), sa vitesse vf (M, t), sa masse volumique ρtot(M, t) et
sa vitesse de propagation c0. Les variables sont des fonctions du temps et de l’espace.
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Le mouvement du fluide vérifie les équations suivantes :
ρtot
(
∂vf
∂t
+ vf . div vf
)
= −∇ptot sur Ωf , (3.1a)
∂ρtot
∂t
+∇. (ρtotvf ) = 0 sur Ωf , (3.1b)
ptot
p0
=
(
ρtot
ρ0
)γ
sur Ωf . (3.1c)
L’équation (3.1a) est l’équation d’Euler traduisant la conservation de la quantité de
mouvement. L’équation (3.1b) traduit la conservation de la masse et l’équation (3.1c)
décrit la loi de comportement des gaz parfaits dans un mileu adiabatique où γ est le
rapport des capacités calorifiques (1.4 pour l’air). L’hypothèse de petites perturbations
permet de considérer que le fluide oscille autour d’une position d’équilibre. Les variables
ptot et ρtot s’écrivent alors sous la forme :ptot(M, t) = p0 + p(M, t), avec p0 >> p,ρtot(M, t) = ρ0 + ρ(M, t), avec ρ0 >> ρ. (3.2)
p0 et ρ0 sont respectivement la pression et la masse volumique du fluide au repos. Ces
hypothèses permettent de réécrire les équations (3.1a), (3.1b) et (3.1c) sous la forme
suivante : 
ρ0
∂vf
∂t
= −∇p sur Ωf , (3.3a)
∂ρ
∂t
+ ρ0divvf = 0 sur Ωf , (3.3b)
∂ρ
∂t
=
1
c20
∂p
∂t
sur Ωf . (3.3c)
En appliquant l’opérateur de divergence à l’équation (3.1a) et en dérivant l’équation
(3.1b) par rapport au temps et en se servant de l’équation (3.3c) on retrouve l’équation
de propagation de la pression qui s’écrit sous la forme :
∆p− 1
c20
∂2p
∂t2
= 0, sur Ωf . (3.4)
Pour que ce problème soit bien posé, il faut prendre en compte les conditions aux
limites du problème. Soit n la normale extérieure au bord du fluide ; les conditions aux
limites se traduisent par les équations suivantes :
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– paroi rigide sur Γfr :
∂p
∂n
= 0, (3.5)
– paroi libre sans contact sur Γfl :
p(M, t) = 0, (3.6)
– paroi en mouvement (couplage) sur Γfs :
∂p
∂n
= −ρ0∂
2u
∂t2
.n. (3.7)
– milieu infini – condition de Sommerfeld : le domaine est limité par un milieu fini
occupé par une sphère de rayon r et vérifiant les équations suivantes :
lim
r→∞
[
r
(
∂p(r)
∂r
+ jkp(r)
)]
= 0,
lim
r→∞
p(r) = 0.
(3.8)
– les parois d’une cavité ont souvent une capacité d’absorption (amortissement) re-
présentée par une fonction Z(ω) qui dépend de la pulsation ω et du comportement
du matériau. Il est difficile d’utiliser cette fonction dans le domaine temporel ; les
conditions aux limites sur une paroi Γa absorbante et couplée à une structure
vibrante se traduisent par l’équation :
1
ρ0
∂p
∂n
+ TF−1
(
jωp(M,ω)
Z(M,ω)
)
= −∂
2u
∂t2
.n. (3.9)
Si la paroi n’est pas couplée à la structure, le terme
∂2u
∂t2
est nul. Une alternative
pour remédier à l’application d’une Transformée de Fourier inverse (TF−1) est
de rajouter le déplacement normal à Γr comme inconnue au problème et de
considérer la dissipation comme étant proportionnelle à une raideur et à une
masse [30].
3.2.2 Formulation variationnelle
On se place dans le domaine Ωf . En introduisant l’espace Cf des fonctions δp(M),M ∈
Ωf régulières, et l’espace C0f ⊂ Cf des δp nuls sur Γfl, la formulation variationnelle sur
le champ de pression p s’énonce alors :
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Trouver p ∈ C0f , tel que ∀δp ∈ C0f , on a :
−
∫
Ωf
∇p∇δpdV +
∫
∂Ωf
∂p
∂n
δpdS − 1
c20
∫
Ωf
∂2p
∂t2
δpdV = 0. (3.10)
En appliquant les conditions aux limites représentées par les équations (3.5) et (3.7), le
terme
∫
∂Ωf
∂p
∂n
δpdS décrivant le couplage peut s’exprimer sous la forme−ρ0
∫
Γfs
∂2u
∂t2
.nδpdS
et l’équation (3.10) devient :∫
Ωf
∇p∇δpdV + ρ0
∫
Γfs
∂2u
∂t2
.nδpdS +
1
c20
∫
Ωf
∂2p
∂t2
δpdV = 0. (3.11)
On s’intéresse maintenant au domaine Ωs. Le problème élastodynamique couplé re-
prend les équations déjà introduites dans le paragraphe 1.2.1 du chapitre 1. La condition
de continuité entre les domaines du fluide et de la structure impose un équilibre sur
la surface de couplage Γfs entre la pression du fluide et les contraintes normales rési-
duelles au niveau de la structure. A cela, il faut ajouter la condition de compatibilité
des déplacements normaux du fluide et de la structure sur Γfs.
En introduisant l’espace Cs des fonctions δu(M,M ∈ Ωs) régulières, cinématiquement
admissibles, et l’espace C0s ⊂ Cs des δu nuls sur Γsd, la formulation variationnelle
s’énonce alors :
Trouver u ∈ C0s , tel que ∀δu ∈ C0s , on a :∫
Ω
σ(u) : ε(δu)dV +
∫
Ω
ρs
∂2u
∂t2
δudV −
∫
Γfs
pnδudS =
∫
Γsc
F δudS. (3.12)
Le terme −
∫
Γfs
pndS décrit l’action du fluide sur la structure.
3.2.3 Ecriture matricielle et problème aux valeurs propres
La résolution directe du système constitué par les équations (3.11) et (3.12) est quasi
impossible dans la plupart des applications. On cherche alors une solution approchée,
en projetant la solution u dans un sous-espace de dimension Ns et la solution p dans
un sous espace de dimension Nf . Cela conduit à un système matriciel de taille Ns+Nf
qui s’écrit : δU
TMsU¨ + δU
TKsU − δUTCP = δUTF ∀ δU,
δP TMf P¨ + ρ0δP
TCT U¨ + δP TKfP = 0 ∀ δP,
(3.13)
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où : 
∫
Ω
ρs
∂2u
∂t2
δudV =⇒ δUTMsU¨ ,∫
Ω
σ(u) : ε(δu)dV =⇒ δUTKsU,∫
Γfs
pnδudS =⇒ δUTCP,∫
Γsc
F δudS =⇒ δUTF,
1
c20
∫
Ωf
∂2p
∂t2
δpdV =⇒ δP TMf P¨ ,∫
Γfs
∂2u
∂t2
δpdS =⇒ δP TCT U¨ ,∫
Ωf
∇p∇δpdV =⇒ δP TKfP.
(3.14)
Ms et Ks sont les matrices de masse et de raideur de la structure et F le vecteur
des forces extérieures appliquées. Mf et Kf sont les matrices dites de masse et de
raideur associées au fluide. Mf est symétrique, définie positive et Kf est symétrique
définie semi-positive. C est la matrice associée au couplage fluide-structure, elle est
rectangulaire de taille Ns × Nf . Le système (3.13) s’écrit finalement sous la forme
matricielle suivante : Ms 0
ρ0C
T Mf

︸ ︷︷ ︸
M
U¨P¨
+
Ks −C
0 Kf

︸ ︷︷ ︸
K
UP
 =
F0
 . (3.15)
Le choix de la formulation du problème vibroacoustique n’a pas été abordé dans
cette partie. L’équation (3.15) peut être écrite avec différentes variables d’état (déplacement-
pression, déplacement-potentiel de déplacement ou de vitesse, ...) où chaque formu-
lation présente ses propres avantages et inconvénients. Le choix de la formulation
déplacement-pression (U -P ) est le plus répandu dans les codes industriels malgré le
caractère non-symétrique des équations. Un rappel sur ces différentes formulations est
mentionné dans l’ouvrage de Morand et d’Ohayon [83] et dans la thèse de Tran [120].
D’autre part, en ce qui concerne le choix de la discrétisation, bien que la méthode
des éléments finis soit le choix le plus fréquent, elle présente certains inconvénients,
notamment lorsque le rayonnement acoustique est un milieu infini. On retrouve dans
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la littérature des applications qui traitent le problème en couplant la méthode des élé-
ments finis pour la résolution du problème vibratoire à la méthode des éléments de
frontière (BEM) pour la résolution du problème acoustique [26, 70].
Ces travaux se focalisent sur un problème acoustique en milieu fermé. Le choix de
la méthode de discrétisation porte alors sur la méthode des éléments finis. Le problème
aux valeurs propres associé à l’équation (3.15) s’écrit sous la forme :Ks −C
0 Kf
− λ
 Ms 0
ρ0C
T Mf
ϕsϕf
 =
00
 . (3.16)
Du fait du caractère non Hermitien des matrices K et M , le problème (3.16) admet
des vecteurs propres de droite et de gauche distincts. Cependant, les valeurs propres
ainsi que les vecteurs propres sont réels. Les vecteurs propres de gauche (indexés par
un astérisque ∗) sont liés à ceux de droite par la relation suivante [129] :ϕ∗sϕ∗f
 =
 ϕs1
λ
ϕf
 . (3.17)
ϕs et ϕf sont les parties dédiées respectivement à la structure et au fluide du vecteur
propre global ϕ.
La résolution directe du problème aux valeurs propres de l’équation (3.16) est quasi
impossible pour des systèmes de grandes tailles. En effet, le caractère non-symétrique de
l’équation ne permet pas d’utiliser les algorithmes classiques de résolution de problèmes
aux valeurs propres pour des systèmes matriciels de grande taille.
D’autre part, il s’avère qu’un préconditionnement des matrices pour les rendre du
même ordre de grandeur est d’une importance capitale pour obtenir des solutions pré-
cises avec une convergence rapide. Maess et Gaul [79] proposent des coefficients déter-
minés en fonctions de la norme de Frobenius des matrices, soit :
a =
√
‖Ks‖F
‖Mf‖F
et b =
√
‖Ms‖F
‖Ks‖F
,
Ck = aC, Cm = bC, K̂f = abKf , et M̂f = abMf .
(3.18)
Le nouveau problème aux valeurs propres qui ne présente plus un mauvais condition-
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nement s’écrit sous la forme :Ks −Ck
0 K̂f
− λ
 Ms 0
ρ0Cm
T M̂f
φsφf
 =
00
 . (3.19)
Les valeurs propres associées aux problèmes (3.16) et (3.19) sont identiques, φs et φf
sont les vecteurs propres associés au problème (3.19). Les vecteurs propres associés au
problème (3.16) sont déterminés en utilisant le facteur de préconditionnement a :ϕsϕf
 =
 φsaφf
 . (3.20)
Dans la suite du manuscrit, les équations utilisées sont les équations dédiées au pro-
blème non préconditionné. L’adaptation du problème préconditionné se fait automati-
quement en identifiant terme à terme les équations (3.16) et (3.19).
3.2.4 Réduction de modèle
Malgré le bon conditionnement du nouveau problème, le caractère non-symétrique
du système à résoudre ainsi que sa grande taille liée à la discrétisation par éléments
finis complexifient la résolution numérique de celui-ci. Le modèle réduit se présente
ainsi comme un passage obligatoire pour obtenir une solution approchée du problème
complet. Cependant, la forme non-symétrique du problème complique la construction
de la base de réduction associée au modèle. L’équation homogène associée au problème
(3.15) s’écrit sous la forme :Ks −C
0 Kf
− ω2
 Ms 0
ρ0C
T Mf
UP
 =
00
 . (3.21)
Les valeurs propres du problème (3.21) sont réelles, mais la forme non-symétrique du
problème alourdit la résolution. Plusieurs techniques existent pour contourner cette
difficulté. Le plus souvent, les bases modales du problème découplé fluide-structure
sont utilisées pour la construction du modèle réduit. Ces bases vérifient les équations
suivantes : (Ks − λsMs)ϕ
0
s = 0,
(Kf − λfMf )ϕ0f = 0.
(3.22)
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Le déplacement physique et la pression acoustique sont ainsi projetés sur ces bases de
sorte que : UP
 =
T 0s 0
0 T 0f
qsqf
 = T 0q, (3.23)
où qs désigne le déplacement généralisé, qf la pression généralisée, et où T 0s et T
0
f sont
respectivement la base des vecteurs propres ϕ0s et ϕ
0
f .
Ce choix est loin d’être performant en terme de convergence et on cherche à enrichir
les bases découplées avec des vecteurs contenant des informations sur le couplage fluide-
structure. A titre d’exemple, Ohayon [94] propose d’utiliser la réponse statique de la
cavité sous une déformation de la surface de contact. Tran [121] propose d’enrichir la
base fluide par la contribution des modes structures pour les fluides légers et de rajouter
la contribution statique des modes fluides dans le cas général.
Une autre méthode proposée par Bobillot et Balmès [14] consiste à enrichir par des
résidus de forces traduits en déplacements. Ces résidus vérifient l’équation suivante :
fres = KT
0c−MT 0cΛ, (3.24)
où Λ et c sont les valeurs propres et les vecteurs propres associés au problème :(
K¯ − ΛM¯) c = 0 (3.25)
avec :
K¯ = T 0
T
KT 0 et M¯ = T 0TMT 0. (3.26)
Ces résidus sont traduits par la suite en déplacement et en pression résiduels en calcu-
lant la réponse statique du système découplé :UresPres
 =
Ks−1 0
0 Kf
−1
 fres (3.27)
Ces réponses sont ajoutées aux vecteurs propres du système découplé (T 0s et T
0
f ) pour
obtenir une nouvelle base T formé de Ts et Tf . La convergence du nouveau système
s’appuie sur les indicateurs εs et εf :
εs =
UTresKsUres
Ts
TKsTs
,
εf =
P TresKfPres
Tf
TKfTf
,
(3.28)
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la procédure est itérée tant que ceux-ci sont supérieurs à une valeur limite imposée a
priori. Cette méthode est comparée par la suite à la méthode proposée dans ces travaux.
Une alternative à l’enrichissement de la base modale du problème découplé consiste
à symétriser le problème (3.21) [49]. L’inconvénient de cette technique réside dans la
gestion de la mémoire du fait de la nature des matrices qui ne présentent plus un
caractère creux.
3.2.5 Réduction de modèle non-linéaire
Les méthodes de réduction présentées jusqu’à présent ne sont pas adaptées aux pro-
blèmes non-linéaires. Le chapitre 1 rappelle les méthodes dédiées à ce type de problème.
On peut les classer en trois catégories :
– les bases de Ritz actualisées,
– la décomposition propre orthogonale (POD),
– les modes normaux non-linéaires (NNM).
Cependant, le caractère couplé non-symétrique du problème vibroacoustique ne per-
met pas l’application directe de ces méthodes d’une manière explicite. Amabili et Touzé
[2, 3] adaptent la POD et les NNM au problème couplé fluide-structure. Ils étudient un
réservoir cylindrique rempli d’eau et considèrent un comportement non-linéaire struc-
tural en grands déplacements. Le problème couplé électo-mécanique admet quelque
similitude avec le problème couplé fluide-structure. Avec les nano-structures piézoélec-
triques, Lazarus [71] utilise une base de Ritz pour réduire son modèle non-linéaire.
D’autres applications qui traitent les modèles réduits des problèmes de couplage non-
linéaire existent mais elles sont souvent dédiées à la dynamique des fluides et à l’aéro-
dynamique [75, 77]. La POD demeure la méthode la plus répandue dans ce domaine.
Ainsi, dans ce chapitre nous proposons d’adapter les méthodes de réduction intro-
duites dans le chapitre précédent au problème couplé. Deux applications non-linéaires
seront traitées :
– la non-linéarité géométrique en grands déplacements appliquée aux structures
minces,
– la non-linéarité géométrique localisée.
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3.2.6 Conclusion
Dans ce paragraphe, un rappel de la formulation du problème acoustique est pré-
senté. La formulation matricielle a permis de comprendre les méthodes de réduction
proposées dans la littérature. Elles sont généralement basées sur les vecteurs propres
du problème découplé enrichis par des résidus statiques. Un rappel des méthodes de
réduction dédiées aux problèmes couplés dans un contexte non-linéaire est également
présenté. Dans la suite du chapitre, une nouvelle approche pour la synthèse modale
du problème vibroacoustique linéaire est présentée ainsi qu’une méthode de réduction
dédiée au problème vibroacoustique non-linéaire.
3.3 Une nouvelle approche pour la synthèse modale
de problèmes vibroacoustiques linéaires
La méthode des approximations combinées a montré dans le chapitre 2 ainsi que
dans d’autres applications un grand intérêt pour les problèmes de réanalyses appro-
chées [20, 21]. La forme matricielle du problème vibroacoustique en formulation U -P
permet de considérer le problème couplé comme une modification du problème décou-
plé. L’équation homogène s’écrit alors sous la forme :
[
(K0 + ∆K)− ω2 (M0 + ∆M)
]
X = 0, (3.29)
où,
K0 =
Ks 0
0 Kf
 ,∆K =
0 −C
0 0
 ,
M0 =
Ms 0
0 Mf
 ,∆M =
 0 0
ρ0C
T 0
 .
(3.30)
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Les paramètres de la méthode des approximations combinées (r0 et B0) s’écrivent alors
sous la forme : 
B0 = K0
−1∆K =
0 −Ks−1C
0 0
 ,
r0 = K0
−1 (M0 + ∆M)ϕ0.
(3.31)
La forme creuse sur la diagonale de la matrice B0 ainsi que sur un bloc de sa partie
extra-diagonale ne permet pas de profiter de l’intérêt de la CA : à l’ordre 1, la sous-
base dédiée à la partie fluide est nulle et à partir de l’ordre 2 le développement est
nul. Ainsi, l’application de la méthode des approximations combinées dans sa version
originale n’est pas envisageable pour le problème vibroacoustique.
3.3.1 Une variante de la méthode des approximations combi-
nées
L’idée consiste alors à perturber les matrices K0 et ∆K par un décalage spectral
afin de ne plus avoir le caractère creux, sans perturber le problème initial. Cette per-
turbation se traduit par l’équation :[
(K0 + µKM0) + (∆K + A)−
(
ω2 + µM
)
(M0 + ∆M)
]
X = 0. (3.32)
µK et µM sont des scalaires arbitraires, A est une matrice qui peut s’écrire sous deux
formes distinctes. Suivant la forme choisie, µK , µM et A seront liés d’une manière
différente : µK = µM , et A = µK∆M ∀ µK 6= 0, ouµM = 0, et A = −µKM0 ∀ µK 6= 0. (3.33)
Ainsi, les nouveaux paramètres de la CA s’écrivent sous la forme :B0 = (K0 + µKM0)
−1 (∆K + A) ,
r0 = (K0 + µKM0)
−1 (M0 + ∆M)T0.
(3.34)
Il est intéressant de noter que si l’on considère le cas où µK = µM et si l’on choisit pour
µK l’inverse de la masse volumique du fluide, on retrouve une matrice B0 symétrique.
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Les paramètres B0 et r0 vont permettre de construire une base de projection T qui
va dépendre de l’ordre n du développement de la série de Taylor :T = [r0 r1 · · · ri · · · rn] i = 1 · · · n,ri = −B0ri−1. (3.35)
Une fois T déterminée et décomposée en valeurs singulières, on résoud le problème aux
valeurs propres des matrices globales projetées sur T :
(
K¯ − ΛM¯) c = 0,
K¯ = T TKT et M¯ = T TMT.
(3.36)
Les valeurs propres (Λ) du problème réduit sont celles associées au problème complet
et les vecteurs propres Φ sont déterminés en projetant c sur T :
Φ = Tc. (3.37)
3.3.2 Application
La synthèse modale du cas-test d’une cavité parallélépipédique remplie d’air (figure
3.2) est présentée. Cette cavité admet cinq parois rigides et une paroi souple représentée
par une plaque appuyée sur ses bords. Les données du modèle sont listées dans le tableau
3.1. Le modèle éléments finis admet 3750 degrés de liberté pour la structure et 8125
pour le fluide.
Les résultats obtenus avec la méthode proposée sont comparés à ceux obtenus avec :
– la méthode des itérations sur le résidu proposée par Bobillot et Balmes [14] et
décrite précédemment,
– la méthode utilisée par le logiciel ANSYS appelée la méthode des dérivées en
fréquence qui utilise un ensemble de vecteurs de Krylov [65].
Les études sont menées sur la bande fréquentielle [0− 900 Hz]. Le modèle complet
doit contenir environ 60 modes dans cette bande. Les valeurs propres et les vecteurs
propres sont obtenus de la façon suivante :
– Les vecteurs propres et les valeurs propres retrouvés par la méthode des approxi-
mations combinées sont issus de 34 vecteurs propres de la structure in vacuum
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x
z
paroi rigide
plaque
air
Figure 3.2 – Coupe en y de la cavité
Structure
Dimensions de la plaque (mm3) 654× 527× 3
Masse volumique (kg/m3) 2700
Module d’Young (MPa) 70.103
Cœfficient de poisson 0.33
Fluide
Dimensions de la cavité (mm3) 654× 527× 600
Masse volumique (kg/m3) 1.2
Célérité (m/s) 340
Tableau 3.1 – Données du modèle
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Figure 3.3 – Ecart fréquentiel avec ANSYS
et de 59 vecteurs propres du fluide à paroi rigide. En effet, ces modes sont ceux
qui appartiennent à la bande d’intérêt [0− 900 Hz]. Les simulations ont montré
que le développement de la série de Taylor jusqu’à l’ordre 2 ou 3 suffit pour la
convergence des vecteurs.
– Les vecteurs propres et les valeurs propres calculés par la méthode des itérations
sur le résidu sont issus de 60 vecteurs propres de la structure in vacuum et du
fluide à paroi rigide.
– L’algorithme qui permet d’obtenir les vecteurs propres et les valeurs propres sous
ANSYS est une « boîte noire ».
La figure 3.3 représente l’écart fréquentiel entre les fréquences propres obtenues par
ANSYS et les deux autres méthodes. Les figures 3.4 et 3.5 représentent la diagonale sur
les MAC des déplacements transversaux et de la pression acoustique entre les différents
modèles. Sur ces trois figures, il apparait que les résultats obtenus avec ANSYS et avec
la méthode des approximations combinées sont très similaires et diffèrent légèrement
de ceux obtenus par la méthode des itérations sur le résidu. Cet écart est surtout visible
sur le MAC des vecteurs propres en pression (figure 3.5) où la différence atteint 25%
sur certains modes.
Les résultats obtenus jusqu’à présent ont permis de comparer les modèles entre
eux mais les critères de comparaison utilisés ne permettent pas de se prononcer sur
la validité des modèles. Afin de pouvoir favoriser un modèle plutôt qu’un autre, un
critère basé sur l’énergie de déformation résiduelle issue du résidu de force engendré
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Figure 3.4 – MAC sur les déplacements transversaux entre les trois modèles.
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Figure 3.5 – MAC sur la pression acoustique entre les trois modèles.
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par l’approximation du vecteur propre est utilisé. La démarche pour calculer ce résidu
est la suivante :
Soient ϕs et ϕf les vecteurs propres respectivement associés aux parties structure et
fluide tels que ϕ = [ϕs ϕf ]. Soit λ la valeur propre associée. λ et ϕ vérifient le système :(Ks − λMs)ϕs − Cϕf = 0,(Kf − λMf )ϕf − ρ0λCTϕs = 0. (3.38)
Or, les valeurs propres et les vecteurs propres sont approximés, ainsi l’équation (3.38)
n’est dans les faits pas nulle. Soit :(Ks − λMs)ϕs − Cϕf = Rs,(Kf − λMf )ϕf − ρ0λCTϕs = Rf . (3.39)
où, Rs et Rf sont des résidus de force d’erreur. Les résidus statiques en déplacement
et en pression équivalents à ces résidus de force s’écrivent sous la forme :rs = Ks
−1Rs,
rf = Kf
−1Rf .
(3.40)
Le rapport de l’énergie de déformation résiduelle issue de rs et rf sur l’énergie de
déformation du vecteur propre s’écrit alors sous la forme :
εs =
rTs Ksrs
ϕTsKsϕs
,
εf =
rTfKfrf
ϕTfKfϕf
.
(3.41)
Les figures 3.6 et 3.7 montrent les rapports εs et εf en % pour les trois modèles en
excluant le premier mode (mode de corps rigide acoustique). En visualisant les deux
figures, on constate que les résidus εs sont très faibles (< 1%) pour les trois modèles
alors que l’ordre de gradeur de εf n’est pas le même pour la méthode des itérations sur
le résidu comparé aux deux autres méthodes. En effet, 25 modes sur les 60 calculés sont
mal prédits par la méthode des itérations sur le résidu (εf > 1%) et cela justifie l’écart
retrouvé sur le MAC en pression. En comparant les résultats obtenus avec ANSYS et
avec la méthode CA, on constate que les résultats diffèrent entre la partie structure
et fluide. Ainsi, εf obtenu avec la CA est toujours plus faible que celui obtenu avec
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Figure 3.6 – εs pour les trois modèles.
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Figure 3.7 – εf pour les trois modèles.
ANSYS et l’écart est important pour les premiers modes. Les conclusions sur εs sont
moins évidentes, mais on peut toujours constater que les premiers modes sont toujours
plus précis par la CA alors qu’à partir du 15ème mode, le εs d’ANSYS est plus faible.
Cependant, l’ordre de grandeur de ces erreurs est tellement faible (< 1.10−3%) que
l’écart est infime.
En conclusion de cette partie, on peut formuler les remarques suivantes :
– la méthode des itérations sur le résidu et la méthode proposée par ANSYS sont
des méthodes itératives nécessitant une résolution du système linéaire à chaque
itération. Un premier avantage de la méthode des approximations combinées est
le nombre de procédure à effectuer qui est moins important par rapport aux deux
autres méthodes.
– la méthode des itérations sur le résidu et la méthode des approximations combi-
nées sont des méthodes qui dépendent d’un critère d’arrêt. Pour la méthode des
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itérations sur les résidus il s’agit du résidu à imposer a priori et pour la méthode
des approximations combinées, il s’agit de l’ordre du développement de la série de
Taylor. Ces critères peuvent varier d’une application à une autre contrairement
à la méthode d’ANSYS,
– la variante de la méthode des approximations combinées proposée dans ce para-
graphe présente une nouvelle alternative pour calculer les vecteurs propres et les
valeurs propres d’un système couplé. Sur les trois méthodes testées, elle semble
la mieux adaptée en terme de précision pour cet exemple.
Cette variante des approximations combinées ouvre une multitude d’opportunités
à développer dans le domaine de réduction de modèle des problèmes couplés, notam-
ment dans les problèmes non-linéaires. L’adaptation au problème non-linéaire se fait en
additionnant la contribution de comportement non-linéaire à la réponse. Cependant,
l’idée a été développée à la fin de cette thèse et il n’était pas possible d’aller plus loin.
Ainsi, l’adaptation de cette méthode aux problèmes non-linéaires couplés ne sera pas
développée dans ces travaux.
3.4 Extension au problème couplé non-linéaire
3.4.1 Formulation théorique du problème couplé non-linéaire
Dans le cadre du problème non-linéaire couplé, le comportement non-linéaire géo-
métrique est dû au tenseur de déformation qui n’est plus linéaire en u. L’équation
(3.15) qui décrit le problème vibroacoustique ne prend pas en compte ce comporte-
ment. Le tenseur du 2nd ordre des déformations de Green-Lagrange est lié au champ
de déplacement par l’équation :
E (u) =
1
2
(∇u+∇uT )︸ ︷︷ ︸
El
+
1
2
∇u∇uT︸ ︷︷ ︸
Enl
. (3.42)
L’équation (3.12) qui traduit la formulation variationnelle dans le domaine Ωs n’est
plus valable dans le cas non-linéaire. On introduit le tenseur des contraintes de Piola-
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Kirchhoff (S) et l’équation (3.12) devient :∫
Ω
S(u) : E(u, δu)dV +
∫
Ω
ρs
∂2u
∂t2
δudV −
∫
Γfs
pnδudS =
∫
Γsc
F δudS. (3.43)
De même, la projection de la solution u dans le sous espace de dimension Ns permet
d’obtenir une solution approchée telle que :
δUTMsU¨ + δU
TKs (U)U − δUTCP = δUTF, ∀ δU. (3.44)
Le système couplé s’écrit alors sous la forme matricielle suivante : Ms 0
ρ0C
T Mf
U¨P¨
+
Ks (U) −C
0 Kf
UP
 =
F0
 . (3.45)
On constate que le couplage n’est pas affecté explicitement par le comportement non-
linéaire (la matrice C est constante) : l’équation (3.7) qui traduit les conditions de
couplage ne dépend pas du tenseur des déformations.
Dans le cas d’une non-linéarité localisée, les efforts internes non-linéaires sont tra-
duits par l’équation :
Ks (U)U = fnl (U) = K
l
sU + ∆fnl (U) . (3.46)
K ls est la matrice de raideur linéaire (Ks précédemment) et ∆fnl (U) est l’effort résiduel
dû au comportement non-linéaire. On rappelle que la composante i du vecteur ∆fnl (U)
s’écrit sous la forme :
∆fnli =
m∑
j=1
kj (Ui − Uj) + µj (Ui − Uj)n. (3.47)
m est le nombre d’attaches non-linéaires liées au ddl i ; kj et µj sont les composantes
des raideurs et n est le degré de non-linéarité.
Pour des non-linéarités de type grands déplacements appliquées aux structures
minces, on rappelle qu’il s’agit aussi d’un problème de couplage entre les déplace-
ments dans le plan moyen de la plaque (membrane) et hors plan (flexion). Le système
matriciel s’écrit alors sous la forme :
Mms 0 0
0 M fs 0
0 ρ0C
T
n Mf


U¨
W¨
P¨
+

Kms
1
2
∆K1 0
∆KT1 K
f
s + ∆K2 −Cn
0 0 Kf


U
W
P
 =

Fm
F f
0
 . (3.48)
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Dans cette équation, U et W sont les déplacements dans le plan et hors plan, Mms et
Kms sont les matrices de masse et de raideur dédiées au problème dans le plan (mem-
brane),M fs , K
f
s sont les matrices de masse et de raideur dédiées au problème hors plan
(flexion), ∆K1 et ∆K2 sont des matrices non constantes (fonction deW ) qui traduisent
le couplage entre les effets de la membrane et de flexion ainsi que le comportement non-
linéaire. Cn est la matrice de couplage fluide-structure ; elle représente une partie de
la matrice C qui traduit le couplage entre les déplacements normaux sur la surface de
couplage et la pression. Le couplage fluide-structure s’effectue uniquement entre W et
P : en effet, la condition de couplage est portée suivant la normale n à la surface de
contact.
Les méthodes de résolution de l’équation (3.45) sont les mêmes que celles présentées
dans le chapitre 1. De manière générale, la méthode de résolution va dépendre de la
nature de l’excitation F . Si F est harmonique et le comportement du système est
faiblement non-linéaire, la méthode de la balance harmonique s’applique. Pour une
excitation quelconque, l’intégration temporelle est la méthode la mieux adaptée. Dans
tous les cas et quelle que soit F , la forme non-linéaire de l’équation (3.45) implique
une résolution par continuation où l’on cherche à minimiser un résidu suite à une ou
plusieurs inversions de matrices tangentes. Ainsi, la résolution est coûteuse et le passage
par des modèles réduits est incontournable.
3.4.2 Réduction de modèle couplé non-linéaire
Les méthodes de réduction dédiées aux problèmes non-linéaires présentées dans
le chapitre 2 doivent être étendues pour s’adapter au problème couplé non-linéaire.
Ainsi, la base de réduction doit tenir compte du comportement non-linéaire de la
structure et du couplage fluide-structure. L’idée est alors d’étendre ce qui a été proposé
précédemment pour les problèmes non-linéaires et de l’enrichir avec les techniques de
réduction des problèmes couplés.
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Extension du problème structural au problème couplé
En supposant que le fluide considéré est un fluide léger, l’action de la structure sur le
fluide sera plus importante que celle du fluide sur la structure. L’équation homogène du
problème couplé qui est issue de l’équation (3.21) et qui décrit l’action de la structure
sur le fluide s’écrit sous la forme :
(
Kf − ω2Mf
)
P = ω2ρ0C
TU. (3.49)
Il est possible à travers cette équation d’obtenir des vecteurs résiduels qui décrivent
l’action de la structure sur le fluide. Ces vecteurs s’écrivent sous la forme :
∆Tfs =
(
Kf − ω2Mf
)−1
CTUs. (3.50)
Us est un vecteur de déplacement qui est assimilé à une déformation modale ou statique
de la structure. Selon le type de non-linéarité traité, Us aura une forme spécifique.
Le terme ω dans cette équation est un terme inconnu a priori, mais il est toujours
possible de mettre une valeur bien spécifique pour obtenir la contribution résiduelle
souhaitée. Tran [120] propose de choisir une valeur ω incluse dans la bande d’intérêt
de la structure et loin d’une valeur propre du fluide. Le principal inconvénient de cette
technique se rencontre pour des systèmes ayant une densité modale importante au sens
où la contribution modale des modes proches de ω choisi sera privilégiée sur les autres
modes. Dans notre cas, on propose un choix de ω inférieure à la première pulsation
propre de la structure. Ainsi, les résidus calculés sont assimilés à la contribution statique
de la structure sur le fluide.
Cas d’une non-linéarité localisée
La méthode de réduction proposée pour les non-linéarités localisées consiste à enri-
chir la base modale de la structure in vacuum par sa réponse statique due à des efforts
unitaires sur chaque ddl non-linéaire :Ts = [T
0
s ∆T
1
s · · · ∆T is · · · ∆Tms ], avec i = 1 . . .m,
∆T is = K
l
s
−1
Fi.
(3.51)
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m est le nombre de ddls non-linéaires appartenant au système, et Fi est un vecteur force
de composante unitaire sur le ième ddl non-linéaire. Une normalisation de ces vecteurs
résiduels est nécessaire afin que la décomposition en valeurs singulières de Ts ne soit
pas erronée.
La base modale du fluide à parois rigides est alors enrichie par la contribution
statique de la structure sur le fluide. Ces résidus statiques s’écrivent sous la forme :
∆Ts→f =
(
Kf − ω2Mf
)−1
CTTs, (3.52)
une normalisation des vecteurs qui constituent cette sous-base est nécessaire et la base
du fluide aura la forme :
Tf = [T
0
f ∆Ts→f ]
⊥. (3.53)
Finalement, cette base nécessite aussi une décomposition en valeurs singulières pour
assurer un bon conditionnement du problème.
La base de réduction du modèle couplé assemble les deux bases indépendantes mais
elle prend en compte le comportement non-linéaire ainsi que le couplage. Cette base
s’écrit sous la forme :
T =
Ts 0
0 Tf
 . (3.54)
Cas d’un fluide lourd
Dans le cas d’un fluide lourd où les masses volumiques du fluide et de la structure
sont du même ordre de grandeur, l’action du fluide sur la structure ne peut plus être
négligée lors de la construction de la base de réduction. A noter qu’on reste dans le
cas où le fluide occupe le domaine entier de la cavité et les effets de la pesanteur sont
négligés. La contribution statique du fluide sur la structure s’écrit sous la forme :
KsU = CP. (3.55)
Cette contribution peut être approximée en enrichissant la base de la structure par des
résidus qui traduisent cette expression. Soit :
∆Tf→s = Ks−1CTf , (3.56)
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et la nouvelle base dédiée à la structure s’écrit alors sous la forme :
T fls = [Ts ∆Tf→s]. (3.57)
Une normalisation de ∆Tf→s est nécessaire ainsi qu’une décomposition en valeurs sin-
gulières de T fls pour assurer le bon conditionnement du problème.
Cas d’une non-linéarité répartie
La forme matricielle de l’équation (3.48) permet dans des cas particuliers de séparer
les matrices afin d’obtenir une équation équivalente à un problème perturbé tel que :
(M0 + ∆M) X¨ + (K0 + ∆K)X = F (t), (3.58)
Les non-linéarités géométriques en grands déplacements, particularités des structures
minces, ont été traités dans le chapitre 2 où la formulation s’écrit sous la forme de
l’équation (3.58) avec un couplage entre les déplacements dans le plan et hors plan.
Cette équation peut alors être explicitée de sorte que :
K0 =

Kms 0 0
0 Kfs 0
0 0 Kf
 , M0 =

Mms 0 0
0 M fs 0
0 0 Mf
 ,
∆K

0
1
2
∆K1 0
∆KT1 ∆K2 −Cn
0 0 0
 et ∆M =

0 0 0
0 0 0
0 ρ0C
T
n 0
 ,
(3.59)
et l’équation homogène associée à ce problème s’écrit alors sous la forme :

Kms
1
2
∆K1 0
∆KT1 K
f
s + ∆K2 −Cn
0 0 Kf
− ω2

Mms 0 0
0 M fs 0
0 ρ0C
T
n Mf



U
W
P
 =

0
0
0
 . (3.60)
La forme du problème permet d’appliquer la méthode des approximations combinées
en prenant en compte les phénomènes non-linéaires et le couplage fluide-structure. Mais,
comme démontré précédemment, la forme de la matrice B0 conduit à des vecteurs
nuls à partir de l’ordre 1 du développement de la série de Taylor. L’idée est alors
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d’appliquer la méthode des approximations combinées à la structure en tenant compte
du comportement non-linéaire et de tirer profit du couplage fluide-structure qui est
indépendant dans ce cas du couplage membrane-flexion. Ainsi, le modèle réduit se
construit de la manière suivante :
Soit ∆Ks la variation de la raideur non-linéaire de la structure. Soient Tms et T
f
s les
bases des vecteurs propres des problèmes membrane et flexion respectivement. Soit T 0s
la base de vecteurs propres contenant Tms et T
f
s . Ces entités s’écrivent sous la forme :
∆Ks =
 0 12∆K1
∆KT1 ∆K2
 , (3.61)
et
T 0s =
[
Tms T
f
s
]
. (3.62)
Les paramètres de la méthode des approximations combinées auront la forme suivante :r0 = Ks
−1MsT 0s ,
B0 = Ks
−1∆Ks.
(3.63)
A l’ordre n du développement de la série de Taylor, la base dédiée à la structure s’écrit
sous la forme : Ts = [r0 · · · ri · · · rn] , avec i = 1 . . . n,ri = −B0ri−1. (3.64)
Comme il est mentionné précédemment, le couplage fluide-structure est uniquement
affecté par le mouvement hors plan de la structure. Ainsi, il est nécessaire de prendre
en compte la contribution statique des modes hors plan. Cette contribution se traduit
par l’équation :
∆Ts→f =
(
Kf − ω2Mf
)−1
CTT fs . (3.65)
La base de réduction dédiée au fluide s’écrit sous la forme :
Tf =
[
T 0f ∆Ts→f
]
. (3.66)
Finalement la base du modèle complet s’écrit sous la forme :
T =
Ts 0
0 Tf
 . (3.67)
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3.5 Applications
Afin de montrer l’intérêt des méthodes de réduction proposées, plusieurs modèles
éléments finis de cavité acoustique couplée avec une structure sont étudiés. Les réponses
temporelles de ces modèles sont comparées aux réponses obtenues avec différents mo-
dèles réduits afin de montrer la performance des méthodes proposées. Les cas de non-
linéarités localisées et réparties sont étudiés séparément. Afin de pouvoir quantifier la
réponse du fluide, une interprétation énergétique est utilisée.
3.5.1 Indicateurs vibroacoustiques
Les indicateurs introduits pour représenter la réponse vibroacoustique de la struc-
ture sont l’énergie acoustique, la vitesse quadratique de la structure ainsi que les mo-
ments temporels.
L’énergie acoustique dans le domaine du fluide est définie par [97] :
Ea =
∫
Ωf
(
1
2
ρ0v
2
f +
1
2
p2
ρ0c20
)
dV. (3.68)
Le terme
∫
Ωf
1
2
p2
ρ0c20
dV représente l’énergie potentielle dans le fluide et le terme
∫
Ωf
1
2
ρ0v
2
fdV
l’énergie cinétique. Le calcul de l’énergie potentielle est explicite du fait qu’elle dépend
de la pression qui est la variable du problème. L’énergie cinétique dépend de la vitesse
dans le fluide. Ainsi, pour pouvoir la calculer, le plus simple est de passer par le poten-
tiel de vitesse qui est en lien direct avec la vitesse et la pression. Le potentiel de vitesse
φ est lié à la vitesse du fluide et à sa pression par les équations :
vf = ∇φ,
p = −ρ0∂φ
∂t
.
(3.69)
Ainsi, l’énergie acoustique s’écrit sous la forme discrète suivante :
Ea =
1
2
ρ0Φ
TKfΦ +
1
2ρ0
P TMfP, (3.70)
où Φ désigne la forme discrétisée de φ.
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Par définition, la vitesse quadratique moyenne au niveau de la structure s’écrit sous
la forme :
Vn
2 =
1
Γs
∫
Γs
u˙2ndS. (3.71)
Γs est l’air de la structure vibrante et u˙n la vitesse correspondante. Sous forme discrète
cette équation s’écrit :
Vn
2 =
1
Ss
U˙TMnU˙ , (3.72)
où Mn est associée à la discrétisation
∫
∂Ωs
u˙2ndS.
3.5.2 Non-linéarités localisées : cavité suspendue portant une
masse
La première application est une cavité suspendue portant une masse. La cavité ad-
met cinq parois souples modélisées par des plaques d’épaisseur 3mm et une paroi libre
(P = 0). Les suspensions de la cavité et de la masse sont modélisées par des ressorts
non-linéaires (figure 3.8). Ce modèle a la particularité de posséder une densité modale
importante qui permet d’avoir une forte interaction fluide-structure dès les basses fré-
quences. Le tableau 3.2 présente les données du modèle éléments finis. La masse portée
par la cavité est de 25kg et la raideur des liaisons non-linéaires est de kl = 104N/m et
knl = 10
12N/m3. Le modèle éléments finis est discrétisé en 24 éléments par ligne sur
les trois dimensions. Cela engendre un modèle de 17577 ddls structure et 15000 ddls
fluide. Le couplage entre la masse et le fluide est négligé et un amortissement structural
proportionnel (B = 10−4Ks + 10−4Ms) est appliqué pour modéliser les dissipations.
La cavité est excitée en deux points (aux centres des plans y = 0 et x = Lx) sur
les trois directions, sans déphasage et pour différents niveaux de fréquence et d’excita-
tion. Le modèle éléments finis (MEF) est comparé à différents modèles réduits afin de
montrer l’avantage de la méthode proposée :
– le premier modèle réduit est constitué de la base modale du problème fluide-
structure découplé. 160 modes structure et 30 modes fluide dans la bande [0 −
600Hz] forment cette base (BM),
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Figure 3.8 – Cavité suspendue portant une masse
Structure
Masse volumique (kg/m3) 2700
Module d’Young (MPa) 70.103
Cœfficient de poisson 0.33
Fluide
Dimensions (Lx × Ly × Lz mm3) 654× 527× 600
Masse volumique ( kg/m3) 1.2
Célérité (m/s) 340
Tableau 3.2 – Données du modèle
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BM BMES BMEF BMESF
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4
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2
0
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1
6
1
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z
1
0
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2
0
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4
4
H
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N 4.1 -6.2 3.9 0.8 1.7 -1.0 0.0 0.1
2
0
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1
6
1
H
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1
0
N 0.8 0.8 0.7 0.7 0.4 0.4 0.4 0.4
2
0
N 0.8 0.8 0.7 0.7 0.4 0.4 0.4 0.4
Tableau 3.3 – Erreurs relatives sur E en % par rapport au modèle éléments finis MEF.
– le second modèle reprend la base modale du problème découplé où la sous-base dé-
diée à la structure est enrichie par la contribution du comportement non-linéaire
comme il a été proposé dans le chapitre précédent, (BMES)
– le troisième modèle reprend la base modale du problème découplé où la sous-base
dédiée au fluide est enrichie par la contribution de la structure (BMEF),
– le dernier modèle est issu de la méthode de réduction proposée de sorte que la
sous-base dédiée au fluide est enrichie par une base structure prenant en compte
le comportement non-linéaire (BMESF).
Le tableau 3.3 montre l’erreur relative sur le moment temporel E en U , U˙ , P et P˙
des modèles réduits comparés au modèle éléments finis complet (MEF) pour plusieurs
simulations :
– le mode à dominance structure à 44Hz est excité pour deux niveaux d’excitation
(10N et 20N),
– le mode à dominance fluide à 161Hz est excité pour deux niveaux d’excitation
(10N et 20N).
A titre indicatif, la figure 3.9 montre les indicateurs acoustiques pour une excitation
de 20N à 44Hz.
Les résultats montrent que le modèle réduit BMESF est celui qui prédit au mieux
la réponse : son erreur relative sur E ne dépasse pas les 0.4%. Par ailleurs, la différence
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Figure 3.9 – Comparaison des indicateurs vibroacoustiques pour une excitation à 20N
et 44Hz en non-linéarité localisée.
du modèle BMESF sur les autres modèles se fait surtout sur l’excitation à 44Hz. En
effet, à 161Hz on remarque que l’erreur reste constante et faible pour les deux niveaux
d’excitation sur les quatre modèles réduits. Malgré un fort comportement non-linéaire
qui se traduit par plusieurs itérations de Newton-Raphson pour chaque pas temporel,
la réponse temporelle est dominée par le couplage fluide-structure beaucoup plus que
par le comportement non-linéaire de sorte que les erreurs obtenues avec la BMES sont
supérieures aux erreurs BMEF. Ceci ne peut pas être généralisé puisque l’étude de
la réponse à 44Hz montre que le modèle BMES prédit mieux le comportement de la
structure que le modèle BMEF.
La figure 3.10 montre l’écart relatif sur le moment temporel E en % entre le modèle
réduit BMESF et les autres modèles réduits pour des niveaux d’excitation très élevés
(50N et 100N). En effet, la qualité de la réponse à travers le modèle BMESF était
toujours supérieure comparée aux autres modèles réduits. Au vu des contraintes de
temps que demandait la solution du modèle complet MEF, il était plus judicieux de
se référer au modèle réduit BMESF qui reste une approximation du modèle MEF.
Ainsi, on peut constater que pour une excitation à 50N et 161Hz la réponse est tou-
jours dominée par le couplage alors que pour 100N cela s’inverse du fait que l’écart
visualisé sur la figure 3.10 est inférieur pour le modèle BMES que BMEF. Concernant
l’excitaion à 44Hz, on remarque que le modèle BMEF prédit moins bien la réponse
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Figure 3.10 – Ecart sur E entre le modèle réduit BMESF et les autres modèles réduits.
que la simple base modale du modèle BM ; dans ce cas, la réponse est largement domi-
née par le comportement non-linéaire et la contribution du couplage est faible au point
où sa prise en compte dans le modèle réduit sans prendre en compte le comportement
non-linéaire peut fausser les résultats.
En conclusion, la prédominance dans la réponse d’effets liés au comportement struc-
tural non-linéaire ou au couplage fluide-structure ne peut être connu a priori. Le modèle
réduit proposé BMESF présente l’avantage de prendre en compte ces deux aspects.
3.5.3 Non-linéarités réparties : cavité en contact avec une plaque
mince
L’exemple suivant reprend la cavité acoustique étudiée dans l’application du pa-
ragraphe 3.3. La plaque en contact avec le fluide a une épaisseur h = 1.5mm, elle
est encastrée sur ses quatre bords. Un amortissement structural proportionnel (B =
10−4Ks + 10−4Ms) est appliqué pour modéliser les dissipations. On s’intéresse à la ré-
ponse temporelle du problème couplé où la plaque est excité en son centre à différents
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40Hz 270Hz
Force 50N 100N 200N 100N 250N 500N
w/h 1.8 2.4 3.0 1.0 1.8 2.7
Tableau 3.4 – Déplacement relatif maximal de la plaque pour différents niveaux d’ex-
citation.
niveaux autour du premier mode à dominance structural (40Hz) et autour du premier
mode à dominance acoustique (270Hz).
A titre indicatif, le tableau 3.4 montre le déplacement relatif maximal obtenu au
niveau de la plaque pour les différentes simulations effectuées.
Afin de mettre en valeur la méthode des approximations combinées, plusieurs mo-
dèles réduits ont été réalisés et comparés avec le modèle éléments finis complet MEF :
– un modèle construit à partir de la base modale du problème découplé contenant
40 modes de plaque en flexion ainsi que 40 en membrane et 80 modes acoustiques
(BM),
– un modèle où la base fluide est enrichie en prenant en compte la contribution de
la structure (BMEF),
– un modèle où les modes structure du modèle BM sont utilisés pour construire
une nouvelle base par la méthode des approximations combinées qui est enrichie
par la base fluide du problème (CAS),
– un modèle où les modes fluide du modèle CAS sont enrichis par la contribution
de la structure (CASEF).
Le tableau 3.5 montre l’erreur relative sur le moment temporel E (en déplacement,
pression acoustique et leurs dérivées temporelles) des modèles réduits par rapport au
modèle de référence MEF pour les différents fréquences et niveaux d’excitation. Ce
tableau montre en premier lieu la précision obtenue avec le modèle réduit CASEF
et dans une moindre mesure le modèle CAS. Cela montre l’importance d’associer la
méthode des approximations combinées à l’enrichissement de la base acoustique pour
prendre en compte les effets du couplage. D’autre part, les modèles BM et BMEF
présentent une grande variance dans la prédiction qui ne dépend pas de l’importance
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Tableau 3.5 – Erreur relative sur E en % par rapport au modèle éléments finis MEF.
de la non-linéarité. Pour illustrer graphiquement ces résultats, la figure 3.11 montre
la variation temporelle des indicateurs vibroacoustiques (énergie acoustique et vitesse
quadratique) du modèle de référence comparée aux modèles réduits pour une configu-
ration spécifique (200N − 40Hz). D’après cette figure, il est évident qu’à partir d’un
certain instant temporel (t = 0.03s) les modèles BM et BMEF divergent dans leurs
prédictions par manque d’information dans leurs bases de réduction respectives ; en
effet, la nature de la réponse dans cette application est dominée par le comportement
non-linéaire. Quant au modèle CASEF, il montre une très bonne qualité de prédic-
tion grâce à la méthode des approximations combinées et à l’enrichissement des modes
fluides mais les écarts avec le modèle de référence sont de l’ordre de 3% pour de grands
niveaux d’excitation (250N − 270Hz). Sans l’enrichissement de modes fluides (modèle
CAS) la prédiction est moins précise. Il est important de signaler que l’énergie acous-
tique utilisée comme indicateur acoustique dans cette étude ne représente pas l’énergie
acoustique totale ; la contribution non-linéaire a été négligée pour simplifier le calcul.
Cette application montre encore une fois l’intérêt de la méthode des approximations
combinées pour les problèmes non-linéaires. Pour les différentes simulations effectuées,
la nature de la réponse a toujours été dominée par le comportement non-linéaire plutôt
que par le couplage. Même en excitant le mode acoustique de 270Hz à une amplitude
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Figure 3.11 – Comparaison des indicateurs vibroacoustiques pour une excitation à 200N
et 40Hz en non-linéarité répartie.
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qui permet d’avoir un déplacement relatif maximal unitaire (100N) la réponse est
restée dominée par le comportement non-linéaire d’après les écarts relevés sur le modèle
BMEF.
3.6 Conclusion
Ce chapitre propose des méthodes de réduction adaptées aux problèmes vibroacous-
tiques linéaires ou non-linéaires.
Dans un premier temps, une variante de la méthode des approximations combinées
est proposée pour la synthèse modale du problème vibroacoustique linéaire. Cette mé-
thode est comparée à d’autres méthodes de synthèse modale dédiées aux problèmes
couplés et les résultats obtenus à travers l’application proposée montrent une grande
précision dans la prédiction des modes. Cette variante étend le sujet de recherche à
diverses applications telles que les problèmes fortement couplés (hydro-élastiques en
présence ou sans gravité ...).
Dans un deuxième temps, les méthodes de réduction proposées dans le chapitre
précédent ont été adaptées au problème couplé non-linéaire en considérant des non-
linéarités géométriques (localisée ou répartie en grands déplacements). S’agissant d’un
problème vibroacoustique, le fluide représente une masse volumique faible devant celle
de la structure. Ainsi, la contribution du fluide à la réponse de la structure est faible
mais l’inverse doit être pris en compte dans la base de réduction à construire. La
base modale acoustique est enrichie par la contribution de la structure à la réponse
du fluide. Les applications proposées dans les deux types de non-linéarités montrent
l’intérêt de cet enrichissement. La variante de la méthode des approximations combinées
proposée permet par ailleurs d’étendre la méthode à des problèmes vibroacoustiques
non-linéaires.
Le chapitre suivant s’intéresse à l’extension au problème d’acoustique non-linéaire.
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Chapitre 4
Acoustique et vibroacoustique
non-linéaires : application aux hauts
niveaux de pression
4.1 Introduction
Les modèles éléments finis dédiés aux problèmes d’acoustique ou de vibroacous-
tique nécessitent des ressources informatiques importantes. L’hypothèse des petites
perturbations conduit à un système d’équations différentielles linéaires pour lesquelles
l’application du principe de superposition modale permet de réduire la taille du sys-
tème. Dans le cas où le niveau de fluctuation de pression n’est plus négligeable devant
la pression statique, l’hypothèse des petites perturbations n’est plus valable et la mise
en équation du système doit en tenir compte. Cette situation est rencontrée dans les
applications où le niveau de pression dépasse les 130 dB. A titre d’exemple, les niveaux
de pression auxquels est soumis un satellite dans sa coiffe lors du décollage peuvent
facilement atteindre ces limites. De même en acoustique musicale, ces niveaux sont
souvent rencontrés avec les instruments à percussion comme les timbales.
La mise en équation d’un problème d’acoustique non-linéaire mène à un système
d’équations différentielles non-linéaires où, contrairement aux problèmes de vibrations
non-linéaires déjà présentés dans ce document, plusieurs termes non-linéaires sont iden-
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tifiés. La description du mouvement du fluide acoustique est obtenue à partir des équa-
tions de conservation, en tronquant les développements en série de Taylor à un ordre
donné. Moyennant certaines hypothèses, on peut obtenir à partir de cette formulation
mixte (vf , p) une formulation à une seule variable. Les deux formulations les plus popu-
laires sont la formulation en pression de Westervelt [126] et la formulation en potentiel
de vitesse de Kuznetsov [68]. Le domaine de validité de ces équations est discuté par
la suite afin de pouvoir proposer une méthode de réduction adaptée.
4.2 Mise en équation : acoustique non-linéaire
Le comportement du fluide est décrit par les équations traduisant la conservation de
la quantité de mouvement, la conservation de la masse ainsi que la loi de comportement
en prenant en compte les conditions aux limites. Ces équations ont été détaillées dans
le chapitre précédent et l’hypothèse des petites perturbations a permis la linéarisation
de ces équations pour aboutir à un système d’équations différentielles linéaires. Dans
le cas où le niveau de pression reste petit par rapport à la pression statique mais pas
suffisamment pour linéariser les équations, le problème doit être posé différemment. Le
problème posé au chapitre précédent est repris ; ainsi le mouvement du fluide vérifie les
équations :

ρtot
(
∂vf
∂t
+ vf . div vf
)
= −∇p sur Ωf , (4.1a)
∂ρtot
∂t
+∇. (ρtotvf ) = 0 sur Ωf , (4.1b)
ptot
p0
=
(
ρtot
ρ0
)γ
sur Ωf . (4.1c)
Les équations (4.1a) et (4.1b) sont les mêmes que celles décrites au chapitre précédent.
L’équation (4.1c) décrit la loi de comportement des gaz parfaits qui est un cas général
du cas linéaire. γ est le rapport des capacités calorifiques (1.4 pour l’air).
Kuznetsov [68] et Westervelt [126] proposent deux formulations différentes qui abou-
tissent à un système d’équations différentielles non-linéaires. Ces équations sont rap-
pelées dans la suite du manuscrit et le domaine de validité de chacune est discuté.
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4.2.1 Equation de Kuznetsov
Les équations de base reprises par Kuznetsov sont les équations (4.1a), (4.1b) et
(4.1c). Les effets de dissipation sont négligés dans cette étude et l’hypothèse des pe-
tites perturbations n’est plus valable mais on considère malgré tout que l’ordre des
perturbations reste inférieur aux grandeurs non perturbées :∣∣∣∣ρtot − ρ0ρ0
∣∣∣∣ < 1 , ∣∣∣∣ptot − p0p0
∣∣∣∣ < 1.
L’équation (4.1c) peut ainsi être développée en série de Taylor tronquée à l’ordre 2 aux
alentours de p0 à entropie constante :
p = ptot − p0 ≈ ∂p
∂ρ
(ρtot − ρ0) + 1
2
∂2p
∂ρ2
(ρtot − ρ0)2 . (4.2)
Cette équation peut être écrite sous la forme :
p = c20ρ+
1
2
c20
ρ0
(γ − 1) ρ2, (4.3)
avec
ρ = ρtot − ρ0
Ceci permet d’aboutir à l’équation d’acoustique non-linéaire proposée par Kuznetsov
qui s’écrit sous la forme :
∆φ− 1
c20
∂2φ
∂t2
=
1
c20
∂
∂t
[
(∇φ)2 + 1
c20
(γ − 1)
2
(
∂φ
∂t
)2]
, (4.4)
avec φ est le potentiel de vitesse défini par l’équation :
p = −ρ0∂φ
∂t
.
La démonstration permettant d’aboutir à cette équation peut être trouvée dans l’article
de référence de Kuznetsov [68] ou dans les ouvrages [52, 86].
Afin de mettre en évidence l’existence d’un comportement non-linéaire malgré l’hy-
pothèse des petites perturbations, la figure 4.1 montre l’évolution de l’erreur relative
engendrée sur p suivant la loi de comportement choisie (en l’occurrence l’ordre du dé-
veloppement de l’équation (4.1c)). Plus exactement, il s’agit d’une comparaison des
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Figure 4.1 – Evolution de l’erreur sur p suivant l’ordre du développement de la série
de Taylor.
équations 3.3c et 4.3 par rapport à l’équation exacte 4.1c. Il est important de signaler
que l’erreur présentée porte uniquement sur l’équation de comportement du fluide et
non pas sur la solution du problème caractérisé par les équations d’ondes. Cela justifie
la faible erreur obtenue à 130 dB.
4.2.2 Equation de Westervelt
La formulation complète de l’équation de Westervelt n’a pas été retrouvée dans la
littérature. On se propose donc de refaire la démonstration.
De la même façon que Kuznetsov, Westervelt établit sa formulation à partir des
équations (4.1a), (4.1b) et (4.1c) linéarisées grâce à l’hypothèse des petites perturba-
tions. A l’inverse de l’équation (4.2), la loi de comportement est issue du developpement
en série de Taylor tronquée à l’ordre 2 de ρ aux alentours de ρ0 à entropie constante.
L’équation (4.1c) est utilisée pour identifier les termes inconnus du développement. Le
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problème est alors traduit par les équations :
ρ0
∂vf
∂t
= −∇p sur Ωf , (4.5a)
∂ρ
∂t
+ ρtotdivvf = 0 sur Ωf , (4.5b)
ρ =
∂ρ
∂p
p+
1
2
∂2ρ
∂p2
p2 sur Ωf . (4.5c)
On cherche à exprimer une équation de la forme de l’équation d’onde classique en p
avec un terme non-linéaire.
Soit uf le vecteur des déplacements du fluide. En intégrant par rapport au temps
l’équation (4.5b), on aura : ∫
ρ˙
ρtot
dt = −divuf + cst,
soit
lnρtot = −divuf + cst.
Or, on sait que lorsque uf = 0, ρ = ρ0 d’où, cst = lnρ0. Ainsi :
ln
(
ρtot
ρ0
)
= ln
(
1 +
ρtot − ρ0
ρ0
)
= −divuf .
Le développement limité de cette équation au premier ordre permet d’obtenir la nou-
velle équation décrivant la conservation de masse. Soit :
ρ0 − ρtot
ρtot
≈ divuf , (4.6)
La dérivée par rapport au temps de cette équation donne :
− ρ0
ρ2tot
∂ρ
∂t
=
∂divuf
∂t
= divvf ,
et la dérivée seconde par rapport au temps s’écrit :
−ρ0
(
−2
ρ3tot
(
∂ρ
∂t
)2
+
1
ρ2tot
∂2ρ
∂t2
)
=
∂divvf
∂t
.
On suppose que (ρ+ ρ0)
n ≈ ρn0 , cette équation devient :
2
ρ0
(
∂ρ
∂t
)2
− ∂
2ρ
∂t2
= ρ0div
∂vf
∂t
.
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En appliquant l’opérateur div à l’équation (4.5a), on obtient :
2
ρ0
(
∂ρ
∂t
)2
− ∂
2ρ
∂t2
= −∆p. (4.7)
On cherche alors à exprimer
∂ρ
∂t
en fonction de
∂p
∂t
pour obtenir une équation d’onde
non-linéaire en p.
A partir de l’équation (4.5c), on cherche à exprimer les termes
∂ρ
∂p
et
∂2ρ
∂p2
.
Dans le cas linéaire, la relation qui lie la fluctuation de pression à celle de la masse
volumique est la suivante :
ρ =
1
c20
p.
Afin que cette relation soit homogène avec le développement en série de Taylor tronqué
à l’ordre 1 il faut que :
∂ρ
∂p
=
1
c20
.
Le terme
∂2ρ
∂p2
est déduit en dérivant deux fois l’équation (4.1c) :
∂2ρ
∂p2
=
1− γ
ρ0c40
.
L’équation (4.5c) devient :
ρ =
1
c20
p+
1
2
(1− γ)
ρ0c40
p2. (4.8)
On cherche alors à déterminer les expressions des termes
(
∂ρ
∂t
)2
et
∂2ρ
∂t2
:
(
∂ρ
∂t
)2
=
(
1
c20
∂p
∂t
+
1
2
(1− γ)
ρ0c40
∂2p
∂t
)2
,
≈
(
1
c20
∂p
∂t
)2
+ . . . ,
les autres termes d’ordre supérieur sont négligés.
On cherche aussi à retrouver la relation entre
(
∂p
∂t
)2
et
∂2p2
∂t2
:
∂p2
∂t
= 2p
∂p
∂t
,
∂2p2
∂t2
= 2
[(
∂p
∂t
)2
+ p
∂2p
∂t2
]
.
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Le deuxième terme de cette équation est négligé devant le premier, ainsi :
∂2p2
∂t2
= 2
(
∂p
∂t
)2
,
et (
∂ρ
∂t
)2
=
1
2c40
∂2p2
∂t2
.
La dérivée seconde de cette équation par rapport au temps s’écrit sous la forme :
∂2ρ
∂t2
=
1
c20
∂2p
∂t2
+
1
2
(1− γ)
ρ0c40
∂2p2
∂t2
.
L’équation (4.7) devient :
− 1
c20
∂2p
∂t2
+ ∆p = − β
ρ0c40
∂2p2
∂t2
, (4.9)
avec β =
γ + 1
2
le paramètre non-linéaire du fluide.
L’équation (4.9) est l’équation de propagation de pression non-linéaire proposée par
Westervelt.
D’après la démarche suivie pour aboutir à cette équation et d’après les hypothèses
considérées, il apparait que le domaine de validité de l’équation de Westervelt est plus
restreint que l’équation de Kuznetsov. D’ailleurs, l’auteur dans son article admet que
certaines hypothèses ne sont pas justifiées mais il s’appuie sur des résultats expérimen-
taux pour valider ces hypothèses. Ainsi, la suite des travaux est basée sur l’équation
de Kuznetsov afin de modéliser le problème d’acoustique non-linéaire.
4.3 Formulation du problème couplé fluide-structure
non-linéaire
4.3.1 Formulation variationnelle du problème acoustique non-
linéaire
L’équation de Kuznetsov (4.4) est valable dans tout le domaine Ωf du fluide. On
introduit l’espace Cf des fonctions δφ(M,M ∈ Ωf ) suffisamment régulières et l’espace
C0f ⊂ Cf des δφ nuls sur Γfl. L’équation (4.4) est multipliée par δφ indépendante du
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temps et intégrée sur le domaine Ωf en appliquant la formule de Green ; la formulation
variationnelle s’énonce alors :
Trouver φ ∈ C0f , tel que ∀δφ ∈ C0f , on a :∫
Ωf
∇φ∇δφdΩ + 1
c20
∫
Ωf
∂2φ
∂t2
δφdΩ−
∫
Γfs
vsδφdS
+
2
c20
∫
Ωf
∇φ∇
(
∂φ
∂t
)
δφdΩ +
(γ − 1)
c40
∫
Ωf
∂φ
∂t
∂2φ
∂t2
δφdΩ = 0.
(4.10)
vs est la vitesse de la structure en contact avec le fluide :
vs = vf =
∂u
∂t
.
4.3.2 Ecriture matricielle
La résolution directe de l’équation (4.10) est impossible dans la plupart des appli-
cations. On cherche alors une solution approchée, en projetant la solution φ dans un
sous-espace qui conduit à un système matriciel de dimension Nf . Soit :
φ (x, y, z, t) = N (x, y, z) Φ (t) ,
avec N la matrice d’interpolation et Φ le potentiel de vitesse discrétisé, ∇Φ s’écrit alors
sous la forme :
∇φ (x, y, z, t) = B (x, y, z) Φ (t) ,
où B est la dérivée spatiale de N .
L’équation (4.10) discrétisée par la méthode des éléments finis s’écrit finalement sous
la forme : ∫
Ωf
BtBdΩ Φ +
1
c20
∫
Ωf
N tNdΩ Φ¨−
∫
Γfs
N tNsdS U˙
+
2
c20
∫
Ωf
N tΦtBtBdΩ Φ˙ +
(γ − 1)
c40
∫
Ωf
N tNΦ˙NdΩ Φ¨ = 0,
(4.11)
soit :
(Mf + ∆Mf ) Φ¨ + ∆Bf Φ˙ +KfΦ− CU˙ = 0. (4.12)
Mf et Kf sont respectivement les matrices de masse et de raideur du fluide, C est la
matrice du couplage fluide-structure. Il s’agit des matrices présentées dans le chapitre
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précédent. ∆Mf et ∆Bf sont des matrices variables qui décrivent le comportement
non-linéaire du fluide : 
∆Mf =⇒ (γ − 1)
c40
∫
Ωf
N tNΦ˙NdΩ
∆Bf =⇒ 2
c20
∫
Ωf
N tΦtBtBdΩ
(4.13)
4.3.3 Résolution par continuation – matrice tangente
L’équation (4.12) est une équation différentielle du second ordre non-linéaire. La
résolution par continuation de ce type d’équation est décrite dans le chapitre 1. Il
est alors nécessaire d’évaluer la matrice tangente dR de la fonction R (X) définie par
l’équation (4.12). La forme différenciée de l’équation (4.10) s’écrit :
dR =
∫
Ωf
d (∇φ)∇δφdΩ + 1
c20
∫
Ωf
d
(
∂2φ
∂t2
)
δφdΩ−
∫
Γfs
d (vf ) δφdS
+
2
c20
[∫
Ωf
d (∇φ)∇
(
∂φ
∂t
)
δφdΩ +
∫
Ωf
∇φd
(
∇
(
∂φ
∂t
))
δφdΩ
]
+
(γ − 1)
c40
[∫
Ωf
d
(
∂φ
∂t
)
∂2φ
∂t2
δφdΩ +
∫
Ωf
∂φ
∂t
d
(
∂2φ
∂t2
)
δφdΩ
]
,
(4.14)
ou encore, sous forme discrétisée :
dR =
∫
Ωf
BtBdΩ dΦ +
1
c20
∫
Ωf
N tNdΩ dΦ¨−
∫
Γfs
N tNsdS dU˙
+
2
c20
(∫
Ωf
N tΦ˙tBtBdΩ dΦ +
∫
Ωf
N tΦtBtBdΩ dΦ˙
)
+
(γ − 1)
c40
(∫
Ωf
N tNΦ¨NdΩ dΦ˙ +
∫
Ωf
N tNΦ˙NdΩ dΦ¨
)
,
(4.15)
et sous forme matricielle :
dR = (Mf + ∆Mf ) ∆Φ¨ + (∆Bf + ∆Df ) ∆Φ˙ + (Kf + ∆Kf ) ∆Φ− C∆U˙ . (4.16)
Ainsi, à un instant i donné, R (Xi) est approximé comme suit :
R (Xi) ≈ R (Xi−1) + ∂R (Xi−1)
∂X
∆X +
∂R (Xi−1)
∂X˙
∆X˙ +
∂R (Xi−1)
∂X¨
∆X¨ ≈ 0. (4.17)
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4.3.4 Problème couplé non-linéaire
La solution des équations (4.12) et (4.16) va dépendre de la vitesse de la structure
en contact avec Ωf , qui elle-même dépend de l’excitation. Pour avoir des hauts niveaux
de pression, il faut que le niveau d’excitation soit aussi élevé. Ainsi, la structure se
comporte en grands déplacement et les deux problèmes fluide et structure sont po-
tentiellement non-linéaires. Le problème couplé non-linéaire se traduit par le système
d’équations :
∫
Ωs
S(u) : E(u, δu)dV +
∫
Ωs
ρs
∂2u
∂t2
δudV + ρ0
∫
Γfs
∂φ
∂t
nδudS =
∫
Γsc
F δudS,∫
Ωf
∇φ∇δφdΩ + 1
c20
∫
Ωf
∂2φ
∂t2
δφdΩ−
∫
Γfs
∂u
∂t
δφdS
+
2
c20
∫
Ωf
∇φ∇
(
∂φ
∂t
)
δφdΩ +
(γ − 1)
c40
∫
Ωf
∂φ
∂t
∂2φ
∂t2
δφdΩ = 0.
(4.18)
On obtient ainsi une formulation (U,Φ) du problème couplé fluide structure non-linéaire
qui s’écrit sous la forme matricielle suivante :
Ms 0
0 Mf + ∆Mf
U¨
Φ¨
+
 0 ρ0CT
−C ∆Bf
U˙
Φ˙
+
Ks + ∆Ks 0
0 Kf
U
Φ
 =
F
0
 .
(4.19)
4.4 Réduction de modèle
Le système (4.19) est un système différentiel du second ordre non-linéaire en U
et Φ. Nous proposons dans la suite une technique de réduction de modèle adaptée à
cette formulation. Jusqu’à présent, la méthode des approximations combinées a mon-
tré un grand intérêt dans la résolution des équations différentielles non-linéaires pour
des non-linéarités réparties. Cette méthode est adaptée aux équations différentielles où
la non-linéarité se traduit par des perturbations au niveau des matrices de raideur et
de masse. En acoustique non-linéaire, l’équation (4.19) montre que le comportement
non-linéaire peut se traduire également par des perturbations au niveau de la matrice
d’amortissement. Ceci empêche l’application de la méthode des approximations com-
binées dans sa forme actuelle. Cela dit, l’hypothèse des petites perturbations dans le
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fluide permet toujours d’utiliser une approche modale pour prédire le comportement
non-linéaire.
4.4.1 Base de réduction structurale
La structure en contact avec le fluide va subir des niveaux acoustiques élevés. Il est
alors nécessaire de considérer un comportement non-linéaire en grands déplacements
dans le domaine Ωs. L’équation du mouvement de la structure en contact avec le fluide
est traduite par la première ligne de l’équation (4.19) :
MsX¨ + (Ks + ∆Ks)X + ρ0C
T Φ˙ = F (4.20)
L’influence du fluide sur le comportement de la structure est faible dans ce cas, le terme
ρ0C
T Φ˙ peut être négligé dans la construction de la base de réduction. La méthode
des approximations combinées est appliquée comme dans les chapitres précédents en
considérant que le comportement non-linéaire est une perturbation du comportement
linéaire. Ainsi, on pose :
X (t) = Tsq (t) ,
avec Ts la base de réduction calculée par la méthode des approximations combinées.
Soit :
Ts =
(
I −B +B2 − · · · ) r0, (4.21)
avec : B = K
−1
s ∆Ks,
r0 = K
−1
s MsT
0
s .
(4.22)
4.4.2 Base de réduction fluide
Comme mentionné auparavant, les petites perturbations supposées malgré le com-
portement non-linéaire du fluide vont permettre en première approximation d’utiliser
les modes du fluide enrichis par la contribution de la structure pour construire une base
de réduction. La base de réduction principale est construite avec les modes du fluide à
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bords rigides qui vérifient le problème aux valeurs propres :
(
Kf − ωf 2Mf
)
T f0 = 0. (4.23)
Ces modes sont enrichis par la contribution de la structure à la réponse du fluide. Soit :
∆Ts→f =
(
Kf − ω2Mf
)−1
CTTs. (4.24)
Une orthogonalisation des vecteurs qui constituent cette sous base est nécessaire et la
base du fluide aura la forme :
Tf = [T
0
f ∆Ts→f ]
⊥. (4.25)
La base de réduction du modèle couplé assemble les deux bases indépendantes tout
en prenant en compte le comportement non-linéaire ainsi que le couplage. Cette base
s’écrit sous la forme :
T =
Ts 0
0 Tf
 . (4.26)
4.5 Application
La cavité étudiée dans le chapitre précédent au paragraphe 3.5.3 dédié aux non-
linéarités réparties est reprise. Il s’agit de la cavité à cinq parois rigides en contact avec
une plaque mince encastrée sur ses bords.
L’influence des termes non-linéaires ajoutés aux équations est étudiée en premier
lieu. Le modèle non-linéaire de Kuznetsov est comparé au modèle linéaire. L’exemple
d’une excitation harmonique d’amplitude 200N et de fréquence 270Hz est repris en
tenant compte des comportements non-linéaires structural et acoustique. Le lecteur est
invité à consulter le tableau 3.5 du chapitre 3 qui recense les données relatives à cet
exemple.
Le tableau 4.1 présente l’écart relatif du modèle linéaire par rapport au modèle
de Kuznestsov au niveau des moments temporels en déplacement, vitesse et pression
acoustique. D’après ces résultats, la structure n’est pas influencée par le comportement
non-linéaire du fluide, ce qui paraît normal du fait que la contribution du fluide à la
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E T D
U 0.04 0.02 0.03
U˙ 0.06 0.02 0.02
P -1.6 -0.6 -1.3
Tableau 4.1 – Ecart relatif en % sur les moments temporels entre le modèle acoustique
linéaire et non-linéaire.
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Figure 4.2 – Evolution temporelle de la pression acoustique sur deux nœuds différents.
réponse de la structure est faible. Par ailleurs, l’écart relatif au niveau de la pression
acoustique semble également faible (<1.6%). La comparaison des réponses au niveau
de nœuds particuliers (un localisé au milieu de la cavité et l’autre sur un bord rigide)
permet de montrer que cet écart présente une variance importante d’un nœud à un
autre, les réponses linéaire et non-linéaire peuvent être identiques ou très distinctes
(figure 4.2). Contrairement à ce qui peut être supposé, ce ne sont pas les zones subissant
les plus grandes variations de pression acoustique qui sont perturbées par les termes
non-linéaires mais bien le contraire. Il s’agit ici du plan nodal du vecteur propre du
mode acoustique dominant la réponse ; les écarts des niveaux de pression sur les deux
graphes de la figure 4.2 confirment ceci.
Les modèles réduits proposés dans cette application sont les suivants :
– un modèle construit à partir de la base modale du problème découplé contenant
40 modes de plaque en flexion ainsi que 40 en membrane et 80 modes acoustiques
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U U˙ Φ P
BM -26.5 -27. -12.9 -22.4
CA -0.2 -0.4 -2.9 -3.1
Tableau 4.2 – Erreur relative en % sur E par rapport au modèle MEF
(BM),
– un modèle construit de la façon suivante : les modes structure du modèle BM
sont utilisés pour construire une nouvelle base par la méthode des approxima-
tions combinées et les modes acoustiques sont enrichis par la contribution de la
structure (CASEF).
Le tableau 4.2 montre l’erreur relative des modèles réduits par rapport au modèle
de référence au niveau des moments temporels E en déplacement, vitesse, potentiel de
vitesse et pression acoustique. En comparant ce tableau au tableau 3.5 du chapitre 3,
on constate que les erreurs ont peu évolué. Cela confirme d’une part l’hypothèse de
la faible participation du fluide à la réponse de la structure et d’autre part, malgré
le comportement non-linéaire, la confirmation de la pertinence de projeter la réponse
sur les modes vibroacoustiques. Cette observation est liée à la qualité de la réponse
du fluide obtenue avec le modèle CASEF. La figure 4.3 montre la réponse en pression
acoustique des nœuds observés précédemment dans la figure 4.2. Ce résultat valide
les conclusions en terme de nécessité de prendre en compte dans la base de réduction
les effets non-linéaires structuraux et le couplage vibroacoustique en négligeant l’effet
non-linéaire acoustique.
4.6 Conclusion
Dans ce chapitre, une description des équations de Westervelt et de Kuznetsov
dédiées à l’acoustique non-linéaire est présentée. Après un rappel des hypothèses posées
pour aboutir à ces équations, la formulation proposée par Kuznetsov a été choisie pour
modéliser le problème par la méthode des éléments finis. Ces équations sont basées
sur l’hypothèse de faibles perturbations qui engendrent un faible écart entre le modèle
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Figure 4.3 – Pression acoustique en fonction du temps sur deux nœuds différents.
linéaire et non-linéaire. Les simulations ont montré que cet écart peut varier d’une
zone à l’autre. Par ailleurs, on a conclu que le choix de la base de projection n’est
pas influencé par le comportement non-linéaire au sein du fluide sur l’exemple traité.
Les erreurs relatives comparées au modèle de référence n’ont pas évolué malgré la
modification du comportement au niveau global. D’après ces résultats, l’hypothèse qui
a permis d’écarter le modèle de Westervelt peut être remise en question. Les deux
modèles doivent être confrontés à un modèle expérimental afin de tirer des conclusions
convenables.
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Conclusion
La réduction de modèle pour des systèmes mécaniques oscillant dans un contexte
non-linéaire a été présentée dans ce mémoire. Les vibrations des structures in-vacuum
ou couplés à un fluide en présence de non-linéarités ont été plus particulièrement étu-
diées. Trois types de non-linéarités sont considérés : les non-linéarités localisées géomé-
triques caractérisant une liaison non-linéaire entre deux structures, les non-linéarités
géométriques en grands déplacements caractéristiques des structures minces et les non-
linéarités acoustiques décrivant les hauts niveaux de pression.
Après une rappel général sur les vibrations des structures linéaires, les méthodes de
résolution temporelle et fréquentielle dédiées aux problèmes non-linéaires ont été in-
troduites. Un état de l’art sur les méthodes de réduction non-linéaires a été illustré et
celles-ci ont été classées en trois catégories : bases de Ritz, décomposition propre ortho-
gonale et modes normaux non-linéaires. La méthode des approximations combinées qui
fait partie des méthodes de réduction par base de Ritz a été présentée. Cette méthode
initialement développée pour des études d’optimisation et de robustesse par réanalyse
approchée est adaptable au problème non-linéaire en le considérant comme une modi-
fication du problème linéaire. La base modale du problème linéaire est enrichie par des
informations provenant de la nature de la modification à travers un développement en
série de Taylor.
Dans ce contexte, la méthode des approximations combinées a été adaptée aux non-
linéarités géométriques qui se traduisent par une modification de la matrice de raideur
du système discret. La mise en équation dans le cas de plaques minces de Love-Kirchhoff
a été rappelée en proposant une écriture qui met en évidence le couplage membrane-
flexion et le comportement non-linéaire. Ce couplage implique une contribution des
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modes de membrane (hautes fréquences) dans la réponse à une excitation des modes
de flexion (basses fréquences). Le modèle réduit doit tenir compte de ces effets en
incluant les modes membrane et flexion dans la base de réduction. L’enrichissement
de la base modale par la méthode des approximations combinées permet d’obtenir un
modèle réduit prédictif. Concernant le coût des simulations numériques, il a été montré
que dans certains cas, la procédure la plus coûteuse en temps de calcul est l’évaluation
de la force non-linéaire. Les coûts de calcul des autres procédures sont négligeables ce
qui rend la réduction de modèle inefficace. En parallélisant la procédure d’évaluation
de la force non-linéaire, le coût de l’évaluation de la force non-linéaire devient du
même ordre de grandeur que les autres procédures de calcul et la réduction de modèle
retrouve tout son intérêt. Afin d’accélérer les calculs, un critère temporel permettant
l’actualisation de la base en fonction de l’évolution de l’énergie cinétique du système a
été proposé.
Pour des non-linéarités localisées, l’action de la liaison non-linéaire est assimilée à
une action externe appliquée au système. La base de Ritz du système linéaire est enri-
chie par la contribution statique de la liaison. Les résultats des simulations proposées
ont montré une très bonne qualité de prédiction par la méthode d’enrichissement par
les résidus statiques. Toutefois, cette qualité n’est pas assurée pour toutes les applica-
tions ; dans des cas particuliers, la méthode des approximations combinées s’avère être
un très bon compromis.
Une nouvelle approche de synthèse modale pour un problème couplé vibroacous-
tique linéaire a été proposée sur la base de la méthode des approximations combinées.
Cependant, l’application de cette méthode n’est pas immédiate en raison des matrices
de perturbation nulles sur la diagonale. Une perturbation du problème numérique,
sans impact sur le problème physique, a été introduite afin de contourner les problèmes
qui empêchent l’application de la méthode. Cette nouvelle approche a été comparée à
d’autres méthodes proposées dans la littérature et a montré à travers l’exemple traité
une très bonne qualité de prédiction.
Pour une approche non-linéaire géométrique grands déplacements, on a montré
que le couplage structural entre les effets de membrane et de flexion est indépendant
du couplage vibroacoustique. Ainsi, la méthode des approximations combinées a été
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appliquée au problème structural et l’action du couplage a été introduite en enrichissant
les modes fluides du problème découplé par la contribution de la flexion à la réponse
du fluide. Concernant les non-linéarités localisées, la base de réduction du problème
structural non-couplé sert à enrichir la base modale du problème fluide non-couplé
pour obtenir la contribution de la structure dans la réponse du fluide. Pour les deux
cas de non-linéarité, il a été conclu que la réponse du problème peut être dominée par
le comportement non-linéaire ou par le couplage ce qui justifie le choix de la méthode
de réduction proposée.
Pour des non-linéarités acoustiques où le niveau de la pression acoustique peut dé-
passer les 130 dB, deux formulations d’équations d’ondes non-linéaires ont été étudiées
et l’équation de Kuznetsov a été choisie pour la modélisation du problème. Ces équa-
tions sont basées sur l’hypothèse de petites fluctuations de pression devant la pression
statique. Les simulations ont montré que la contribution du comportement non-linéaire
peut varier spatiallement. Le modèle réduit utilisé dans le même problème sans prendre
en compte les effets non-linéaires acoustiques a montré une bonne convergence. Grace
aux hypothèses sur le mouvement du fluide, l’enrichissement de la base fluide par la
contribution non-linéaire du fluide n’est pas impératif.
Ces travaux ouvrent sur différents sujets de recherche en lien avec les problèmes
vibratoires couplés. En premier lieu, les applications ont été étudiées dans le domaine
temporel. Une extension des méthodes proposées au domaine fréquentiel est en cours de
réalisation en utilisant la méthode de la balance harmonique couplée avec la méthode
asymptotique numérique pour la résolution des équations non-linéaires. La synthèse
modale proposée ici dans un cadre vibroacoustique peut s’étendre à d’autres problèmes
couplés ou non-linéaires, liés à d’autres physiques. La réduction de modèle obtenue par
la mise en œuvre de la méthode des approximations combinées, dans un contexte de cou-
plage non-linéaire, permet à présent d’envisager d’autres études de sous-structuration
dynamique ou d’optimisation notamment.
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Annexe A
Eléments d’algèbre matricielle
A.1 Décomposition en valeurs singulières
La décomposition en valeurs singulières (SV D) est une méthode algébrique pour
factoriser les matrices rectangulaires. Soit T la matrice à factoriser, de taille (n∗t) avec
n le nombre de ddl et t l’ordre de troncature de la base (n >> t). La SV D consiste à
écrire T sous la forme :
T = UΣV T , (A.1)
où U et V sont des matrices rectangulaires de la même taille que T et Σ est une
matrice diagonale contenant des valeurs singulières positives ou nulles classées par
ordre décroissant. Si T ne vérifie ni la propriété d’orthogonalité ni celle de l’unicité,
Σ aura des valeurs nulles ou quasi nulles sur la diagonale et les vecteurs associés à
ces valeurs singulières devront être négligés pour garantir un bon conditionnement du
problème. On écrit ainsi T sous la forme :
T = U1Σ1V
T
1 + U2Σ2V
T
2 , (A.2)
avec,
U = [U1 U2] , Σ =
Σ1 0
0 Σ2
 , V = [V1 V2] , et |Σ2i < τ | .
τ est un seuil à définir.
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La nouvelle forme de T s’écrit :
TSV D = U1Σ1V
T
1 . (A.3)
L’ordre de troncature de la SV D correspond au rang de la base T , ainsi le rang de T
est égal au nombre de valeurs singulières contenus dans Σ1. Le seuil τ n’est pas toujours
évident à estimer a priori surtout dans le cas où la base de réduction est actualisée.
Dans cette situation, le cumul d’erreurs engendrées par une mauvaise troncature mène
souvent à la divergence des résultats. Au lieu de définir τ , on peut utiliser le rapport
de la valeur sigulière maximale sur la valeur sigulière minimale choisie, ce qui revient
à se fixer un rapport maximal admissible eps tel que :
Σmax1
Σmin1
> eps,
avec eps de l’ordre de 10−5 ou 10−6. Ce critère souvent utilisé dans la littérature, n’est
pas toujours adapté pour les problèmes réduits nécessitants la réactualisation des bases
de réductions. La valeur eps est une valeur imposée a posteriori après une étude de
convergence alors que dans le cas d’une base actualisée il est nécessaire d’avoir un
critère imposé a priori. Le calcul d’une valeur singulière limite permet de faire un choix
à priori. Cette valeur s’écrit sous la forme suivante :
Σlimite = Σmax ∗ n ∗ eps0. (A.4)
eps0 est le zéro de la machine, elle est de l’ordre de 10−24. Les valeurs singulières
supérieures à Σlimite sont attribuées à Σ1.
A.2 Inversion des matrices singulières
La matrice K symbolisant la raideur du modèle est définie semi-positive. Dans des
cas spécifiques où la structure n’est soumise ni à des conditions aux limites ni à des
précontraintes ou dans le cas d’un fluide occupant un volume fermé cette matrice pré-
sente une singularité numérique et son inverse explicite n’existe pas. Or cette inversion
est requise pour calculer des résidus statiques ou approximer des bases de réduction
pour des méthodes telle que la technique des approximations combinées. Différentes
astuces numériques existent pour palier la problématique de singularité.
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A.2.1 Filtrage des modes de corps rigides
Dans le cas où K est singulière, le problème aux valeurs propres admet un certain
nombre de modes de corps rigides. Une première méthode consiste à construire une
matrice de filtrage des modes de corps rigides qui est projetée sur la matrice de flexibilité
de la structure qui est rendue isostatique par blocage d’un certain nombre de degrés
de libertés égal au nombre de modes de corps rigides.
Pour cela, il convient d’adopter une nouvelle réorganisation de la matrice de raideur
telle que :
K =
Kbb Kbl
Klb Kll
 .
b et l correspondent respectivement aux degrés de libertés bloqués et libres. La taille
de b est le même que le nombre de modes de corps rigides.
Soit G une matrice ayant la taille de K, contenant la matrice de flexibilité associée à
Kll :
G =
0 0
0 K−1ll
 .
Soit φr la base modale associée aux valeurs propres associées aux modes de corp rigide.
La matrice de filtrage des modes de corps rigides P est construite telle que :
P = I −MφrφTr .
La pseudo-flexibilité S associée à K sera la projection de P sur G :
K+ = S = P TGP.
A.2.2 Décalage spectral
Une méthode alternative consiste à appliquer un décalage spectral. Cette technique
a été développée initialement pour les problèmes aux valeurs propres avec des matrices
singulières. Le problème aux valeurs propres
(K − λM)ϕ,
admet les mêmes vecteurs propres que le problème :
(K + µM − (λ+ µ)M)ϕ.
A.2. INVERSION DES MATRICES SINGULIÈRES 157
ANNEXE A. ELÉMENTS D’ALGÈBRE MATRICIELLE
avec µ la valeur du décalage spectral qui est souvent inférieure à la première valeur
propre du problème. La raideur du problème n’est plus la matrice K mais le terme
(K + µM) qui lui est défini positif.
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Annexe B
Expression de la matrice tangente des
plaques en grands déplacements
En partant de l’équation (2.24) qui traduit le problème dynamique, on a :
MdX¨ + dfnl(X)− dF = 0, (B.1)
soit,
MdX¨ +
∂fnl(X)
∂X
dX − dF = 0 (B.2)
Or la matrice tangente Kt correspond au terme
∂fnl(X)
∂X
, d’où
MdX¨ +KtdX − dF = 0 (B.3)
La matrice tangente s’écrit sous la forme suivante :
Kt =
 ∂fU˜∂U˜ ∂fU˜∂W˜∂fW˜
∂U˜
∂fW˜
∂W˜
 (B.4)
Ecriture du terme dfnl :
dfnl(X) = dfU˜(X) + dfW˜ (X) (B.5)
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Ecriture du terme dfU˜ :
dfU˜(X) =d
(∫
Γm
BmTDmBmU˜dS +
∫
Γm
1
2
BmTDmBnl
(
W˜
)
W˜dS
)
=
∫
Γm
BmTDmBmdSdU˜ +
∫
Γm
1
2
BmTDm
∂
(
Bnl
(
W˜
)
W˜
)
∂W˜
dW˜dS
=
∫
Γm
BmTDmBmdU˜dS +
∫
Γm
1
2
BmTDm
∂Bnl
(
W˜
)
∂W˜
W˜ +Bnl
(
W˜
) dW˜dS
(B.6)
Or, Bnl
(
W˜
)
est linéaire en W˜ :
∂Bnl
(
W˜
)
∂W˜
W˜ = Bnl
(
W˜
)
dfU˜(X) =
∫
Γm
BmTDmBmdU˜dS +
∫
Γm
BmTDmBnl
(
W˜
)
dW˜dS (B.7)
Ecriture du terme dfW˜ :
dfW˜ (X) =d
(∫
Γm
BnlT (W˜ )DmBmU˜dS +
∫
Γm
(
1
2
BnlT (W˜ )DmBnl
(
W˜
)
+BfTDfBf
)
W˜dS
)
=
∫
Γm
BnlT (W˜ )DmBmdU˜dS
+
∫
Γm
d
(
BnlT (W˜ )
)
DmBmU˜dS +
∫
Γm
1
2
d
(
BnlT (W˜ )
)
DmBnl(W˜ )W˜dS
+
∫
Γm
1
2
BnlT (W˜ )Dmd
(
Bnl(W˜ )W˜
)
dS +
∫
Γm
BfTDfBfdW˜dS
(B.8)
∫
Γm
d
(
BnlT (W˜ )
)
DmBmU˜dS +
∫
Γm
1
2
d
(
BnlT (W˜ )
)
DmBnl(W˜ )W˜dS =∫
Γm
d
(
BnlT (W˜ )
)
Dm
(
BmU˜ +
1
2
Bnl(W˜ )W˜
)
dS =∫
Γm
d
(
BnlT (W˜ )
)
DmEmdS
(B.9)
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Ecriture du terme dBnlT (W˜ )DmEm :
d
(
BnlT (W˜ )
)
DmEm = GTd
(
H(W˜ )T
)
DmEm
= GTd
(
H(W˜ )T
)
Tm
= GT
dw,x 0 dw,y
0 dw,y dw, x


Tmx
Tmy
Tmxy

= GT
Tmx Tmxy
Tmxy T
m
y
dw,xdw,y

= GT
Tmx Tmxy
Tmxy T
m
y
N,wx N,θxx N,θyx
N,wy N,
θx
y N,
θy
y


dw˜
dθ˜x
dθ˜y

= GTTmGdW˜
(B.10)
∫
Γm
1
2
BnlT (W˜ )Dmd
(
Bnl(W˜ )W˜
)
dS =
∫
Γm
BnlT (W˜ )DmBnl(W˜ )dW˜dS (B.11)
Ceci a été expliqué précédemment (Bnl est linéaire en w).
Finalement, dfW˜ s’écrit sous la forme :
dfW˜ (X) =
∫
Γm
(
BnlT (W˜ )DmBmdU˜ +GTTmGdW˜ +BnlT (W˜ )DmBnl(W˜ )dW˜ +BfTDfBfdW˜
)
dS
(B.12)
dfnl(X) =
∫
Γm
 BmTDmBm BmTDmBnl (W˜)
BnlT (W˜ )DmBm GTTmG+BnlT (W˜ )DmBnl(W˜ ) +BfTDfBf
dU˜dW˜
 dS
(B.13)
Finalement, la matrice tangente Kt s’écrit sous la forme :
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Kt =
∫
Γm
BmTDmBm 0
0 BfTDfBf
 dS
︸ ︷︷ ︸
Kl
+
∫
Γm

 0 12BmTDmBnl
(
W˜
)
BnlT (W˜ )DmBm
1
2
BnlT (W˜ )DmBnl
(
W˜
)

 dS
︸ ︷︷ ︸
Knl(w˜)
+
∫
Γm

0 12BmTDmBnl
(
W˜
)
0
1
2
BnlT (W˜ )DmBnl
(
W˜
)
+GTTmG.

 dS
(B.14)
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Résumé
Les structures soumises à des vibrations sont rencontrées dans diverses applications. Dans de 
nombreux cas, elles sont de nature linéaires, mais quand les amplitudes des oscillations deviennent 
importantes, cela provoque un comportement non-linéaire. Par ailleurs, les oscillations des 
structures dans un milieu fluide entrainent une interaction fluide-structure. Cette thèse porte sur 
la modélisation du problème fluide-structure non-linéaire. Les cas de non-linéarités étudiés sont la 
non-linéarité grands-déplacements caractéristique des structures minces, la non-linéarité localisée 
géométrique décrivant une liaison non-linéaire entre deux structures et la non-linéarité acoustique 
particularité des très hauts niveaux de pression.
Pour la modélisation de ces problèmes, il se peut que le calcul en réponse demeure infaisable en 
raison du temps de calcul. D’une part, on est amené à résoudre des systèmes matriciels (symétriques 
ou non) de grandes tailles générés par la méthode des éléments finis et d’autre part, cette 
résolution demande une évaluation de la force non-linéaire à chaque itération. Afin de diminuer le 
coût de calcul, la réduction de modèle par des bases de réductions couplées avec un algorithme 
parallélisant l’évaluation de la force non-linéaire, est une alternative à la résolution du système 
complet. La construction des bases de réduction doit s’adapter au mieux à chaque problème traité. 
La base modale du problème linéaire est une première approximation puis elle est enrichie par des 
informations qui proviennent à la fois de la nature du couplage et du comportement non-linéaire.
Mots clés : Vibrations non-linéaires – Vibroacoustique – Réduction de modèle – Méthode des 
approximations combinées – Non-linéarités géométriques – Non-linéarité acoustique – Intégration 
temporelle.
Abstract
Structures subjected to vibrations are found in various applications. In many cases, they behave in 
a linear way, but when the amplitudes of the oscillations become important, it causes a nonlinear 
behavior. Moreover, the oscillations of structures in a fluid field lead to a fluid-structure 
interaction. This thesis focuses on the modeling of nonlinear fluid-structure problem. Different 
kind of nonlinearities are studied in this work including the large-displacement nonlinearity 
characteristic of thin structures, the localized geometrical nonlinearity describing a nonlinear link 
between two structures, and the acoustic nonlinearity characteristic of very high levels of 
pressure.
Modeling such problems are time and memory consuming, that may lead to a limitations of the 
model. Therefore, it is necessary to solve a large matrix system (either symmetric or not) 
generated by the finite element method and the resolution needs an evaluation of the nonlinear 
force at each iteration. In order to reduce the computational cost, model reduction with reduced 
bases combined with parallelization of the nonlinear force evolution is proposed as an alternative to 
the resolution of complete systems. Building reduction bases must be adapted to each concerned 
problem. The eigenmode of the linear problem is a first approximation and it is enriched with 
information coming from both coupling and nonlinear behaviors.
Keywords : Nonlinear vibration – Vibroacoustic – Reduced order modeling – Combined 
approximations method – Geometrical nonlinearities – Acoustic nonlinearity – Time integration.
