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Abstract
An asymptotic expansion is constructed for the solution of the initial-value problem
utt − uxx + u = (ut − 13 u3t ), −∞<x <∞, t0,
u(x, 0) = sin kx, ut (x, 0) = 0,
when t is restricted to the interval [0, T /], where T is any given number. Our analysis is mathematically rigorous;
that is, we show that the difference between the true solution u(t, x; ) and the Nth partial sum of the asymptotic
series is bounded by N+1 multiplied by a constant depending on T but not on x and t.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Many physical problems are governed by nonlinear hyperbolic equations, where the nonlinear terms
depend only on certain derivatives of the dependent variable and a small parameter . These weakly non-
linear problems are usually considered as perturbations of the corresponding linear hyperbolic equations.
Since solutions of linear problems can be represented by superposition of uniform waves and solutions
of nonlinear problems cannot usually be expressed explicitly, one often uses perturbation methods to
represent the solutions of perturbed problems in the form of asymptotic series. If one starts with a regular
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perturbation expansion, i.e., a power series in , then a secular term appears in the second term of the
expansion. Thus, this naive approach is useless for large values of t. To obtain an approximation for
the solution, which holds uniformly for large t, one would have to use more sophisticated methods. The
best known and most effective methods for this purpose are the Poincaré–Lindstedt’s method and the
multiple-scale method. Both of these methods are described in great detail in the books [2,6,8].
In the paper in [5], a van der Pol-type perturbation problem of the linear Klein–Gordon equation is
studied. More precisely, the authors consider
utt − uxx + u = (ut − 13 u3t ), 0x, t0 (1.1)
with boundary and initial conditions
u(0, t) = u(, t) = 0 (1.2)
and
u(x, 0) = f (x, ), ut (x, 0) = g(x, ), (1.3)
respectively, where  is a small positive parameter and f, g can, respectively, be represented by the Fourier
sine series
f (x, 0) =
∞∑
n=1
An(0) sin nx (1.4)
and
g(x, 0) =
∞∑
n=1
√
n2 + 1Bn(0) sin nx. (1.5)
By using the method of two-timing (i.e., two scales), they derived the ﬁrst term of a uniform asymptotic
expansion of the solution u(x, t; ) for tO(1/). The term obtained is given by
u0(x, , ) =
∞∑
n=1
[
An() cos
(√
n2 + 1
)
+ Bn() sin
(√
n2 + 1
)]
sin nx, (1.6)
where  = [1 + O(2)]t ,  = t ,(
An()
Bn()
)
=
(
dz
d
)1/2
exp
{
1
2
∫ 
0
yn(s) ds
}(
An(0)
Bn(0)
)
, (1.7)
e − 1 =
∫ z
0
∞∏
k=1
[1 − yk(0)s]−4 ds, (1.8)
yn() = yn(0)dzd
1
1 − yn(0)z (1.9)
and
yn(0) = n
2 + 1
16
[A2n(0) + B2n(0)]. (1.10)
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Their result is, however, only formal; that is, they did not estimate the difference between the true solution
and the approximate solution u0(x, , ). The purpose of this paper is to prove their result rigorously. This
is part of our aim in building up a sufﬁcient amount of machinery to deal with perturbation problems, so
that in future one can establish many results in this area on mathematically rigorous ground.
In the same direction as in [5], for the perturbed equation
utt − uxx + u3t = 0
and
utt − uxx = (ut − u3t ),
where  and  are arbitrary positive constants, Chikwendu and Kevorkian [1] constructed the asymptotic
solutions for the initial boundary value problems by using the method of multiple scales.And van Horssen
[3] studied the initial boundary value problem of the Rayleigh wave equation
utt − uxx = (ut − 13 u3t ), 0<x < , t0,
u(x, 0) = an sin nx, 0<x < ,
ut (x, 0) = bn sin nx, 0<x < ,
u(0, t) = u(, t) = 0, t0.
He constructed the ﬁrst two leading term of the asymptotic approximation to the solution. Furthermore,
by an approach of making use of the integral equation, the author showed that the solution to the problem
exists uniquely for ||tL (L is some sufﬁciently small, positive constant) and the error between the
solution and the ﬁrst leading term of the asymptotic approximation is O() for 0 tL/.
Here we shall be concerned with the initial value problem
utt − uxx + u = (ut − 13 u3t ), −∞<x < + ∞, t0, (1.11)
u(x, 0) = f (x), ut (x, 0) = g(x), (1.12)
where > 0 and f (x), g(x) are 2-periodic C∞-functions representable by Fourier sine series. It should
be pointed out that the solution u(x, t; ) of problem (1.11)–(1.12) automatically satisﬁes the boundary
condition (1.2); see Lemma 1 in Section 3. Using the method of two-timing, as described in [5], we
can construct a uniform approximation to the solution valid for −∞<x < + ∞ and tO(1/). When
the initial data f (x) and g(x) are as general as that given in (1.4) and (1.5), the approximation solution
u0(x, , ) can only be represented implicitly; cf. (1.6)–(1.9). Thus, we shall consider only the simplest
case
u(x, 0) = sin kx, ut (x, 0) = 0, (1.13)
where k is any integer. In Section 2, for problem (1.11)–(1.13), we will use the two-timing scale s = t ,
 = t and assume the solution to the problem
u(x, t; ) =
∞∑
n=0
un(x, s, )
n
.
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The formula to represent un(x, s, ) will be derived. In Section 3, we will employ the energy method to
obtain a priori uniform estimate for the solution and thus yields the global existence and uniqueness of
the solution. And the remainder of the ﬁrst ﬁnite terms of the asymptotic expansion obtained in Section
2 will be estimated by using the energy method in Section 4. It must be pointed out that the method used
here applies equally well for the equation under a more general initial condition as (1.12). Now we state
the main result of this paper as below.
Theorem. The solution of Eq. (1.11), with initial value conditions (1.13), exists uniquely and globally.
For any given T > 0, u(x, t; ) is uniformly bounded for all tT/. Furthermore, for any integer N0,
there is a constant M(T,N, 0)> 0, such that∣∣∣∣∣u(x, t; ) −
N∑
n=0
un(x, t, t)
n
∣∣∣∣∣ M(T,N, 0)N+1 (1.14)
for 0 tT/ and 00, where
u0(x, t, t) = 4
√
et
16 + 3w2(et − 1) coswt · sin kx, (1.15)
w = √k2 + 1 and un(x, t, t) (n1) can be determined successively as in Section 2.
Notice that (1.15) is a special case of (1.6) if we set  in (1.6) to t, just because (1.13) is a special case
of (1.3). The method presented in this paper is quite general, and can be used for other similar nonlinear
wave equations, such as
utt − uxx + u3t = 0 (1.16)
and
utt − uxx = (ut − u3t ) (1.17)
considered in [1]. Note that Eq. (1.17) differs from Eq. (1.11), since the linear term u in (1.11) is absent
in Eq. (1.17).
2. Construction of un(x, t, t) in (1.14)
To construct un(x, t, t), we introduce the following two time scales:
s = t and  = t .
Clearly,

t
= 
s
+  

and
2
t2
= 
2
s2
+ 2 
2
s
+ 2 
2
2
.
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In terms of the new variables, the solution can be written as u(x, t; )=u(x, s, ; ). Assume that we have
a formal series expansion
u(x, s, ; ) =
∞∑
n=0
un(x, s, )
n
. (2.1)
With u−1 = u−2 ≡ 0, the following relations hold:
u
t
=
∞∑
n=0
n
(
un
s
+ un−1

)
, (2.2)
2u
t2
=
∞∑
n=0
n
(
2un
s2
+ 2 
2un−1
s
+ 
2un−2
2
)
(2.3)
and (
u
t
)3
=
(
u0
s
)3 ( ∞∑
n=0
cn
n
)
, (2.4)
where the coefﬁcients cn are recursively deﬁned by c0 ≡ 1 and
cn = 1
(u0/s)
n−1∑
j=0
(
3 − 4j
n
)(
un−j
s
+ un−1−j

)
cj , n = 1, 2, . . . . (2.5)
Substituting (2.1)–(2.4) into (1.5)–(1.7), and comparing the coefﬁcients of like powers of , we obtain
2u0
s2
− 
2u0
x2
+ u0 = 0,
u0(x, 0, 0) = f (x), u0
s
∣∣∣∣
(x,0,0)
= g(x); (2.6)
2u1
s2
− 
2u1
x2
+ u1 = u0
s
− 1
3
(
u0
s
)3
− 2 
2u0
s
,
u1(x, 0, 0) = 0, u1
s
∣∣∣∣
(x,0,0)
= −u0

∣∣∣∣
(x,0,0)
; (2.7)
2u2
s2
− 
2u2
x2
+ u2 = −2 
2u1
s
− 
2u0
2
+ u1
s
+ u0

−
(
u0
s
)2 (u1
s
+ u0

)
,
u2(x, 0, 0) = 0, u2
s
∣∣∣∣
(x,0,0)
= − u1

∣∣∣∣
(x,0,0)
; (2.8)
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and for n3
2un
s2
− 
2un
x2
+ un = −2 
2un−1
s
− 
2un−2
2
+ un−1
s
+ un−2

− 1
3
(
u0
s
)3
cn−1,
un(x, 0, 0) = 0, un
s
∣∣∣∣
(x,0,0)
= − un−1

∣∣∣∣
(x,0,0)
. (2.9)
In the special case of (1.13), i.e., f (x) = sin kx and g(x) = 0, the solution of (2.6) is given by
u0(x, s, ) = [A0() cosws + B0() sinws] sin kx, (2.10)
where w = √k2 + 1, A0(0) = 1 and B0(0) = 0. Inserting (2.10) into (2.7) gives
2u1
s2
− 
2u1
x2
+ u1 = b1(x, s, ), (2.11)
where
b1(x, s, ) = − 2w[B ′0() cosws − A′0() sinws] sin kx + w[B0() cosws − A0() sinws] sin kx
− w
3
4
[
3
4
(B30 + B0A20) cosws −
3
4
(A30 + A0B20 ) sinws
+
(
1
4
B30 −
3
4
B0A
2
0
)
cos 3ws +
(
1
4
A30 −
3
4
A0B
2
0
)
sin 3ws
]
sin kx
+ w
3
12
[
3
4
(B30 + B0A20) cosws −
3
4
(A30 + A0B20 ) sinws
+
(
1
4
B30 −
3
4
B0A
2
0
)
cos 3ws +
(
1
4
A30 −
3
4
A0B
2
0
)
sin 3ws
]
sin 3kx. (2.12)
To prevent secular terms from occurring in u1(x, s, ), we must eliminate all resonance terms on the
right-hand side of (2.11). Hence, we set
−2B ′0 + B0 −
3w2
16
(B20 + A20)B0 = 0, (2.13)
2A′0 − A0 +
3w2
16
(A20 + B20 )A0 = 0. (2.14)
The initial conditions are A0(0)=1 and B0(0)=0. To solve the above two equations, we multiply the ﬁrst
one by −B0 and the second one by A0. Adding the two resulting equations yields a ﬁrst-order equation
for u = A20 + B20 . (In fact, it is a Bernoulli equation.) Once u is found, it is easily shown that
A0() = 4
√
e
16 + 3w2(e − 1) , B0() = 0. (2.15)
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Using (2.13), (2.14) and the fact that B0() = 0, (2.7) becomes
2u1
s2
− 
2u1
x2
+ u1 = − w
3
16
A30() sin 3ws · sin kx −
w3
16
A30() sinws · sin 3kx
+ w
3
48
A30() sin 3ws · sin 3kx,
u1(x, 0, 0) = 0, u1
s
∣∣∣∣
(x,0,0)
= 3w
2 − 16
32
sin kx. (2.16)
The solution of (2.16) is given by
u1(x, s, ) =
[
A1() cosws + B1() sinws + w128A
3
0() sin 3ws
]
sin kx
+
[
C1() cos s + D1() sin s − w
3A30()
16(2 − w2) sinws
+ w
3A30()
48(2 − 9w2) sin 3ws
]
sin 3kx, (2.17)
where  = √9k2 + 1, A1(0) = 0, C1(0) = 0,
B1(0) = 9w
2 − 64
128w
, D1(0) = − w
6
2(2 − w2)(2 − 9w2) . (2.18)
The functions A1(), B1(), C1() and D1() are to be chosen so that there will be no secular terms in
u2. To ﬁnd these functions, we substitute (2.10) and (2.17) into (2.8), and make sure that there are no
resonance terms on the right-hand side of the equation. This leads to
dA1()
d
+ 1
2
3w2 + 6w2e − 16
16 + 3w2(e − 1) A1() = 0,
dB1()
d
− 1
2
16 − 3w2
16 + 3w2(e − 1) B1() =
√
e
16 + 3w2(e − 1)
1
[16 + 3w2(e − 1)]2
×
{
w3
4
(94 − 1062w2 + 161w4)
(2 − w2)(2 − 9w2) e
2
− 3w(3w2 − 16)e + (3w
2 − 16)2
2w
}
,
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dC1()
d
+ 1
2
3w2 − 16 + w2e
16 + 3w2(e − 1) C1() = 0,
dD1()
d
+ 1
2
3w2 − 16 + w2e
16 + 3w2(e − 1) D1() = 0. (2.19)
(The calculations here are done by Maple.) These are all ﬁrst-order linear differential equations, and
hence can be solved explicitly. Since A1(0) = C1(0) = 0, it follows immediately that A1() ≡ 0 and
C1() ≡ 0. From (2.18), we also easily obtain
D1() = 2
5/3w6
(2 − w2)(2 − 9w2)
e/2
[16 + 3w2(e − 1)]2/3 .
To solve (2.19), we note that 2 = 9k2 + 1 = 9w2 − 8 and
d
d
(
e
16 + 3w2(e − 1)
)−1/2
= −1
2
16 − 3w2
16 + 3w2(e − 1)
(
e
16 + 3w2(e − 1)
)−1/2
.
Therefore, (2.19) can be written as
d
d
(
B1()
/√
e
16 + 3w2(e − 1)
)
= 1[16 + 3w2(e − 1)]2
{
w3
4
k4 + 9k2 − 1
k2
e2 − 3w(3w2 − 16)e + (3w
2 − 16)2
2w
}
,
which, upon integration, gives
B1() =
√
e
16 + 3w2(e − 1)
{
k4 − 9k2 − 1
36wk2
ln
[
16 + 3w2(e − 1)
16
]
+ 
2w
+ 3k
6 − 40k4 + 276k2 − 977
576wk2
− (3w
2 − 16)(k4 − 9k2 − 1)
36wk2
1
16 + 3w2(e − 1)
}
,
thus determining u1(x, s, ) uniquely. With u0 and u1 so chosen, Eq. (2.8) becomes
2u2
s2
− 
2u2
x2
+ u2 = c(x, s, ),
u2(x, 0, 0) = 0, u2
s
∣∣∣∣
(x,0,0)
= 0, (2.20)
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where
c(x, s, ) =
{
−A
2
0()w
2
2048k2
[A30()w2(2k4 + 19k2 − 1) − 48k2A0()
− 384wk2B1() − 96k2A′0()] cos 3ws +
w4(w2 + 9)
2048
A50() cos 5ws
+ w
2
8
A20()D1() cos s −
w2
16
A20()D1() cos( + 2w)s
− w
2
16
A20()D1() cos( − 2w)s
}
sin kx
+
{[
−w
4(2w4 − w2 − 3)
2048k2
A50() −
w4
128k2
A30()
+ w
2(7w2 − 4)
64k2
A20()A
′
0() +
w3
16
A20()B1()
]
cosws
+
[
w4(2w4 − 3)
1024k2
A50() −
w4
128k2
A30()
+ w
2(3w2 − 4)
64
A20()A
′
0() −
w3
16
A20()B1()
]
cos 3ws
− w
4(2w2 + 3)
2048
A50() cos 5ws +
w2
8
[cos( + 2w)s + cos( − 2w)s]
}
sin 3kx
+
{
w6(w2 − 2)
2048k2
A50() cosws −
w6(2w2 − 3)
2048k2
A30() cos 3ws
+ w
6
2048
A50() cos 5ws +
w2
8
A20()D1() cos s
−w
2
16
A20()D1()[cos( + 2w)s + cos( − 2w)s]
}
sin 5kx.
Most of the above calculations were done by Maple.
The above process can be continued, and the coefﬁcients un(x, s, ) in (2.1) are all linear combinations
of functions of the form
() cos s sin(2i + 1)kx or () sin s sin(2i + 1)kx, (2.21)
where i is a nonnegative integer,  is a constant depending on k and () is a C∞-function in [0,∞). As
in (2.7) and (2.8), we choose {u1, . . . , un−1} so that there are no resonance terms on the right-hand side
of Eq. (2.9). This will ensure that there are no secular terms in un(x, s, ).
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The unspeciﬁed functions in un−1, i.e., those corresponding to A0(), B0() in u0 and A1(), B1(),
C1(),D1() in u1, can be uniquely determined by requiring not to have secular terms in un. To see this,
we return to Eq. (2.9). The right-hand side of this equation is
−2 
2un−1
s
+ un−1
s
−
(
u0
s
)2 (un−1
s
+ un−2

)
+ · · · .
To require un not to have secular terms, we can see, as in (2.19), that any unspeciﬁed function in un−1
will satisfy a ﬁrst-order linear ordinary differential equation with smooth coefﬁcients. (The coefﬁcient
of the highest-order term is a constant.) These equations can be solved uniquely, and the solutions are
C∞-functions.
Note that only sin kx appears in u0, and that only sin kx and sin 3kx appear in u1. By making a simple
analysis of the right-hand side of Eq. (2.9), it is readily veriﬁed by induction that only sin kx, sin 3kx, . . . ,
and sin(2n + 1)kx appear in un, and that there are 2(n + 1) unspeciﬁed functions in un. Therefore, to
determine un, we need to solve a total of 2(n + 1) linear ordinary differential equations of the ﬁrst
order.
3. A bound for the solution
Consider the perturbed equation (1.11) with initial conditions given in (1.13). By using successive
approximation, it can be shown, as by Lemma 2 in [4], that there is a t0 > 0, such that the solution exists
for t ∈ [0, t0] and that there is a constant M(t0), such that |u|, |ut |M(t0) uniformly for x ∈ (−∞,+∞)
and 0 t t0.
Lemma 1. As long as a solution to the problem in (1.11) and (1.13) exits, it is unique. Furthermore, it
satisﬁes
u(x, t; ) = u
(
x + 2
k
, t; 
)
, (3.1)
u(x, t; ) = −u(−x, t; ), (3.2)
u(0, t; ) = u
(
k
, t; 
)
= 0. (3.3)
The proof of the above result is similar to the proofs for Lemmas 3–5 in [4]. Hence, it will not be
repeated here. In view of the properties in (3.1)–(3.3), the initial value problem in (1.11) and (1.13) is
equivalent to the following initial-boundary value problem (1.1), (1.2) and (1.3), i.e.,
utt − uxx + u = (ut − 13 u3t ), t0, > 0, (3.4)
u(x, 0) = sin kx, ut (x, 0) = 0, 0x, (3.5)
u(0, t) = u(, t) = 0. (3.6)
For the proof of our main theorem stated in Section 1, we need the following a priori estimate for the
solution u(x, t; ).
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Lemma 2. The solution of (3.4)–(3.6) satisﬁes
|u|
√

2
wet , (3.7)
|ut |
√

2
w2et . (3.8)
Proof. Multiplying (3.4) by ut and integrating it with respect to x from 0 to , we have
1
2
d
dt
∫ 
0
[u2t + u2x + u2] dx = 
∫ 
0
[
u2t −
1
3
u4t
]
dx

∫ 
0
u2t dx. (3.9)
Here, we have made use of integration by parts, and of the properties in (3.1) and (3.3). Replacing the
integral on the right-hand side by the integral on the left-hand side gives a ﬁrst-order linear differential
inequality. Upon integration, we obtain∫ 
0
[u2t (x, t) + u2x(x, t) + u2] dxe2t
∫ 
0
[k2 cos2 kx + sin2 kx] dx
= 
2
w2e2t .
From Cauchy–Schwarz’s inequality, if follows that
|u|2 =
∣∣∣∣2
∫ x
0
uux dx
∣∣∣∣ 
∫ 
0
[u2x + u2] dx

2
w2e2t ,
thus proving (3.7). To prove (3.8), we note that from (3.4) we have
utt (x, 0) − uxx(x, 0) + u(x, 0) = [ut (x, 0) − 13 u3t (x, 0)]
and hence utt (x, 0) = −(k2 + 1) sin kx = −w2 sin kx. If we let v = ut , then we get from (3.4)–(3.6)
vtt − vxx + v = [vt − v2vt ], 0x, t0, > 0,
v(x, 0) = 0, vt (x, 0) = −w2 sin kx, 0x,
v(0, t) = v(, t) = 0.
Repeating the argument leading to (3.9), we obtain
1
2
d
dt
∫ 
0
[v2t + v2x + v2] dx = 
∫ 
0
[v2t − v2v2t ] dx

∫ 
0
v2t dx.
X.H. Jiang / Journal of Computational and Applied Mathematics 190 (2006) 22–36 33
Thus ∫ 
0
[v2t (x, t) + v2x(x, t) + v2(x, t)] dxe2t
∫ 
0
w4 sin2kx dx = 
2
w4e2t
from which it follows that
|ut |2 = |v2|
∫ 
0
[v2t (x, t) + v2x(x, t) + v2(x, t)] dx

2
w4e2t .
This completes the proof of Lemma 2. 
4. Proof of the theorem
The estimates in (3.7) and (3.8) can be used to show, as in Section 5 of [4], that the solution of problem
(3.4)–(3.6) can be extended to the whole interval [0,∞). This fact, together with Lemma 2, gives the
proof of the ﬁrst part of our theorem. Thus, it remains only to establish the inequality in (1.13).
Suppose that we have constructed u0, u1, . . . , un (n1). Then, we write
u(x, t; ) =
n∑
j=0
juj (x, t, t) + nRn. (4.1)
Substituting (4.1) into (3.4)–(3.6), we obtain
n
(
2Rn
t2
− 
2Rn
x2
+ Rn
)
= n+1
⎡
⎢⎣1 −
⎛
⎝ n∑
j=0
j
uj
t
⎞
⎠
2
⎤
⎥⎦ Rn
t
− 2n+1
⎛
⎝ n∑
j=0
j
uj
t
⎞
⎠(Rn
t
)2
− 
3n+1
3
(
Rn
t
)3
+ n+1fn(x, t, t; ), (4.2)
nRn(x, 0) = 0, (4.3)
and
n
Rn
t
∣∣∣∣
(x,0)
= −
n∑
j=0
j
uj
t
∣∣∣∣
(x,0)
, (4.4)
where
n+1fn(x, t, t; ) =
n∑
j=0
j+1
uj
t
− 
3
⎛
⎝ n∑
j=0
j
uj
t
⎞
⎠
3
−
n∑
j=0
j
(
2uj
t2
− 
2uj
x2
+ uj
)
. (4.5)
As in Section 2, we let s = t and  = t . Then (4.4) can be written as
n
Rn
t
(x, 0) = −
n∑
j=0
j
(
uj
s
+  uj

)∣∣∣∣
(x,0,0)
= −n+1 un

∣∣∣∣
(x,0,0)
,
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where use has been made of the initial conditions in (2.7)–(2.9). Furthermore, we can rewrite (4.2)–(4.4)
as
2Rn
t2
− 
2Rn
x2
+ Rn = 
⎡
⎢⎣1 −
⎛
⎝ n∑
j=0
j
uj
t
⎞
⎠
2
⎤
⎥⎦ Rn
t
− n+1
⎛
⎝ n∑
j=0
j
uj
t
⎞
⎠(Rn
t
)2
− 
2n+1
3
(
Rn
t
)3
+ fn(x, t, t; ), (4.6)
Rn(x, 0) = 0, Rn
t
∣∣∣∣
(x,0)
= − un

∣∣∣∣
(x,0,0)
. (4.7)
Since uj (0, t, t) = 0 for each j, from (4.1) we also have
Rn(0, t) = Rn(, t) = 0. (4.8)
cf. (2.10), (2.17) and (2.21).
Now deﬁne u−1 ≡ 0 and uj ≡ 0 for all jn + 1. By using (2.4), (2.6) and (2.9), it can be shown that
n+1fn(x, t, t; ) = n+1
(
un
s
+ un−1

− 2 
2un
s
− 
2un−1
2
)
+ n+2
(
un

− 
2un
2
)
− 1
3
(
u0
s
)3 ∞∑
j=n+1
c′j−1j ,
where the c′j are recursively deﬁned as in (2.5). Note that the last series is actually ﬁnite, and in fact
terminates at j = 3n+ 4. Since each uk, k = 0, 1, . . . , n, is a linear combination of functions of the form
given in (2.21), it is easily seen that fn(x, s, ; ) is also a linear combination of such functions. Hence,
for any T > 0 and 0< < 0, there is a constant M(fn, T , 0), such that[∫ 
0
f 2n (x, t, t; ) dx
]1/2
M(fn, T , 0) (4.9)
for 0< tT/.
Now, we turn to estimate the remainder Rn in (4.1) by using the method of energy. Multiplying (4.2)
by Rn/t and integrating it with respect to x from 0 to , we obtain for tT ,
1
2
d
dt
∫ 
0
[(
Rn
t
)2
+
(
Rn
x
)2
+ R2n
]
dx
= 
∫ 
0
⎡
⎢⎣(Rn
t
)2
−
⎛
⎝ n∑
j=0
j
uj
t
⎞
⎠
2(
Rn
t
)2
− n
⎛
⎝ n∑
j=0
j
uj
t
⎞
⎠(Rn
t
)3
− 
2n
3
(
Rn
t
)4
+ Rn
t
fn(x, t, t; )
⎤
⎥⎦ dx.
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The right-hand side of the above equation can be written as

∫ 
0
(
Rn
t
)2
dx + 
∫ 
0
Rn
t
fn(x, t, t; ) dx − 
2n+1
12
∫ 
0
(
Rn
t
)4
dx
− 
∫ 
0
⎡
⎣ n
2
(
Rn
t
)2
+ Rn
t
n∑
j=0
j
(
uj
s
+  uj

)⎤⎦
2
dx.
Hence
1
2
d
dt
∫ 
0
[(
Rn
t
)2
+
(
Rn
x
)2
+R2n
]
dx
∫ 
0
(
Rn
t
)2
dx + M(fn, T , 0)
[∫ 
0
(
Rn
t
)2
dx
]1/2
.
As before, by solving a ﬁrst-order linear differential inequality, we have{∫ 
0
[(
Rn
t
)2
+
(
Rn
x
)2
+ R2n
]
dx
}1/2
et
∫ 
0
(
un

)2∣∣∣∣∣
(x,0,0)
dx + M(fn, T , 0)(et−1)
Mn(T , 0)
for tT . From Cauchy–Schwartz’s inequality, it follows that for 0x and 0tT ,
|Rn(x, t; )| =
[
2
∫ x
0
Rn(, t; )Rn

(, t, ) d
]1/2

{∫ 
0
[(
Rn
x
)2
+ R2n
]
dx
}1/2
Mn(T , 0). (4.10)
Since un is bounded by some constant Cn(T ) for 0tT , coupling (4.1) and (4.10) gives∣∣∣∣∣∣u(x, t; ) −
n−1∑
j=0
juj
∣∣∣∣∣∣ n|un| + nMn(T , 0)
nM(T , n, 0), (4.11)
where M(T, n, 0) ≡ Cn(T ) + Mn(T , ). Because of the periodicity of Rn(x, t; ) with respect to x, the
estimate in (4.11) holds for all −∞<x <+ ∞, 00 and 0tT . This completes the proof of our
theorem.
The leading term u0(x, t, t) of our expansion (1.14) agrees with the result given in [5]. The second
term in our expansion can be written as
u1(x, t, t) =
√
e
16 + 3w2(e − 1)
(
k4 − 9k2 − 1
36wk2
+ 1
2w
)
· t · sinwt · sin kx + · · · ; (4.12)
cf. (2.17). Note that on the right-hand side of (4.12), there is a term containing a factor of t which could
be unbounded if t?1 ; i.e., u1(x, t, t) involves a higher-order secular term. Therefore, the ﬁrst two terms
in our expansion do not provide an optimal uniform O(2) approximation, in the sense of O’Malley [7],
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for 0 tT/. To achieve an optimal uniform O(2) approximation for 0 tT/, one should probably
use three time scales: s = t,  = t and 1 = 2t . This would lead to an approximation of the form
u(x, t, ) = v0(x, t, t, 2t) + v1(x, t, t, 2t) + O(2)
uniformly for 0 tT/. The calculation for such an approximation is, however, far more complicated.
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