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Abstract
In this paper, we propose a regularization method for numerical differentiation of two-dimensional
mildly scattered input data. A regularized solution is constructed based on the Green’s function. The
existence and uniqueness of the regularized solution are proved and the convergence estimates are
provided under a simple choice of regularization parameter. Numerical results show that our method
is quite effective. One of the advantages for our proposed method is that the basis functions are
independent of input data.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Numerical differentiation is a problem to determine the derivatives of a function from
the values on scattered points. It is very important for scientific research and application.
The main difficulty is that, it is an ill-posed problem, which means, the small error of
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merical differentiation problem, there have been many works concerning the convergence
analysis of the numerical algorithms [8,12,18]. Some different methods are used to get the
numerical results [9–11,17,20]. Since it is a typical ill-posed problem, some researchers
use Tikhonov regularization for treating the numerical differentiation problem, which has
been shown quite effective [5,7,16]. A regularization solution in one-dimensional case has
been developed in [21]. This method has been used for finding numerical solutions of Abel
integral equations [3] and detecting image edge [13].
However, if we use one-dimensional algorithm to calculate two-dimensional derivatives,
some important information may be lost. Therefore, directly treating two-dimensional
problem will give the better solutions. In this paper, we will treat the two-dimensional
numerical differentiation problem and propose a computational method.
This paper is organized as follows. In Section 2, we will give the formulation of the
problem and prove the existence and uniqueness of the regularized solution. The construc-
tion scheme is also given during the proof. In Section 3, we will prove the error estimate.
Two numerical examples will be displayed in Section 4 and the conclusion will be given
in Section 5.
2. Problem and some results
Suppose that Ω is a C1,1 or piecewise C1,1 simply connected bounded domain in R2,
and ψ = ψ(x) is a function defined on Ω . Let N be a natural number and {xi}Ni=1 be a
group of points in Ω . We assume that Ω is divided into N parts {Ωi}Ni=1, and there is only
one point of {xi}Ni=1 in each part. We also assume that
maxi{vol(Ωi)}
mini{vol(Ωi)}  V,
where V > 0 is a constant, and vol(Ωi) is the volume of Ωi . We denote di as the diameter
of Ωi and let d = max{di}.
The following notations will be used in this paper:
Lp(Ω) =
{
u
∣∣∣∣∣
(∫
Ω
up(x)dx
)1/p
< ∞
}
,
Wm,p(Ω) = {u | u ∈ Lp(Ω), Dαu ∈ Lp(Ω), for 0 |α|m},
Hk(Ω) = Wk,2(Ω),
Hk0 (Ω): the closure of C∞0 (Ω) in the space Hk(Ω),
‖u‖p =
(∫
Ω
∣∣u(x)∣∣p dx
)1/p
,
‖u‖m,p =
( ∑
‖Dαu‖pp
)1/p
.0|α|m
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Suppose that we know the approximate value ψ˜i of ψ(x) at point xi , i.e.∣∣ψ˜i −ψ(xi)∣∣ δ, i = 1,2, . . . ,N,
where δ > 0 is a given constant called the error level.
We want to find a function f∗(x) which is close to ψ(x) in the sense that
lim
d→0, δ→0 ‖∇f∗ − ∇ψ‖2 = 0.
We assume that the values of the function ψ(x) on the boundary are precisely given, i.e.
ψ |∂Ω = φ(x).
By using Tikhonov regularization method, we treat this problem as the following opti-
mization problem.
Problem 2.1. Define a cost functional
Φ(f ) = 1
N
N∑
j=1
(
f (xj )− ψ˜j
)2 + α‖∆f ‖22, f ∈ S,
where S = {f | f ∈ H 2(Ω), f |∂Ω = φ}, and α is a regularization parameter.
The problem is then to find f∗ ∈ S such that Φ(f∗)Φ(f ) for every f ∈ S.
Here in the cost functional, the first part is used to control the value of f close to the
measured data, and the second part is used to stabilize the first order derivative by the
second order derivative. In one dimensional case, the similar idea was used by Locker and
Prenter to treat the ill-posed integral equations [14,15], in which they used general closed
unbounded operator as the regularization term.
In this section we will prove the existence and uniqueness of the minimizer of Prob-
lem 2.1.
Theorem 2.2. Suppose that f∗ ∈ S is a solution of the following variational problem:∫
Ω
∆f∆hdx = − 1
αN
N∑
j=1
(
f (xj )− ψ˜j
)
h(xj ) (2.1)
for all h ∈ H 2(Ω) ∩ H 10 (Ω). Then f∗ is the minimizer of Problem 2.1. Moreover, the
minimizer of Problem 2.1 is unique.
Theorem 2.3. Suppose that f∗ ∈ S is a solution of the following problem:
1
N
N∑
j=1
(
f (xj )− ψ˜j
)
δ(x − xj )+ α∆2f = 0
with boundary conditions ∆f |∂Ω = 0, f |∂Ω = φ(x). Then f∗ is the minimizer of Prob-
lem 2.1. Moreover, the minimizer of Problem 2.1 is unique.
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Remark 2.5. We will prove the existence of a solution of (2.1) later in Theorem 2.6.
Proof of Theorem 2.2. For any f ∈ S, let h = f − f∗, then h|∂Ω = 0. It is easy to get the
following equations:
Φ(f )−Φ(f∗) = 1
N
N∑
j=1
(
f (xj )− f∗(xj )
)(
f (xj )+ f∗(xj )− 2ψ˜j
)
+ α
∫
Ω
[
(∆f )2 − (∆f∗)2
]
dx
= I1 + αI2, (2.2)
where
I1 = 1
N
N∑
j=1
(
f (xj )− f∗(xj )
)(
f (xj )+ f∗(xj )− 2ψ˜j
)
= 1
N
N∑
j=1
h(xj )
(
2f∗(xj )− 2ψ˜j + h(xj )
)
= 1
N
N∑
j=1
2
(
f∗(xj )− ψ˜j
)
h(xj )+ h2(xj ).
By the definition of f∗, we have
I2 =
∫
Ω
[
(∆f )2 − (∆f∗)2
]
dx = ‖∆h‖22 + 2
∫
Ω
∆h ·∆f∗ dx
= ‖∆h‖22 −
2
αN
N∑
j=1
(
f (xj )− ψ˜j
)
h(xj ).
Substituting the equations I1 and I2 into (2.2) gives
Φ(f )−Φ(f∗) = 1
N
N∑
j=1
h2(xj )+ α‖∆f −∆f∗‖22  0.
Thus, f∗ is a minimizer of Problem 2.1.
If there is another f ∗ ∈ S minimizing Problem 2.1, denote g = f ∗ − f∗, then function
g satisfies:
∫
Ω
(∆g)2 dx = 0 and g|∂Ω = 0. It is obtained that g(x) ≡ 0 for x ∈ Ω . So
f ∗ = f∗. The uniqueness of the minimizer of Problem 2.1 is proven. 
To completely solve numerical differentiation problem, a constructible approximation
is needed which can be used in application. Next we will use Green’s function to construct
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of (2.1).
Let us recall the definition of Green’s function before the construction. Function G(x,y)
is called a Green’s function if it satisfies the following equations:
∆xG(x, y) = δ(x − y), x, y ∈ Ω,
and
G|∂Ω = 0, ∀y ∈ Ω.
In the following we propose a scheme to obtain the solution of Eq. (2.1). Multiplying
both sides of Eq. (2.1) by G(x,y) and integrating on Ω , we obtain
− 1
N
N∑
j=1
(
f∗(xj )− ψ˜j
)
G(xj , y) =
∫
Ω
α∆f∗(x) ·∆xG(x, y) dx = α∆f∗(y).
Multiplying both sides of equation above with G(x,y) and integrating it on Ω , we obtain
− 1
N
N∑
j=1
(
f∗(xj )− ψ˜j
)∫
Ω
G(xj , x)G(x, y) dx
= α
∫
Ω
∆f∗(x) ·G(x,y) dx
= α
∫
∂Ω
(
∂
∂ν
f∗(x) ·G(x,y)− ∂
∂ν
G(x, y) · f∗(x)
)
dSx
+ α
∫
Ω
f∗(x) ·∆xG(x, y) dx
= αf∗(y)− α
∫
∂Ω
∂
∂ν
G(x, y) · φ(x)dx.
Rewriting the above equation, we obtain the following equation:
αf∗(x)+ 1
N
N∑
j=1
(
f∗(xj )− ψ˜j
)∫
Ω
G(xj , y)G(y, x) dy
= α
∫
∂Ω
∂
∂ν
G(y, x) · φ(y)dy. (2.3)
Denote
aj (x) =
∫
G(xj , y)G(y, x) dy (2.4)
Ω
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∫
∂Ω
∂
∂ν
G(y, x) · φ(y)dy, (2.5)
then (2.3) becomes
f∗(x)+ 1
αN
N∑
j=1
(
f∗(xj )− ψ˜j
)
aj (x) = b(x). (2.6)
Let
cj = − 1
αN
(
f∗(xj )− ψ˜j
)
, (2.7)
we can rewrite (2.6) to be of the following form:
f∗(x) =
N∑
j=1
cj aj (x)+ b(x). (2.8)
Now the problem of constructing f∗ becomes determining the coefficients cj from ψ˜j
and φ(x). From (2.7) and (2.8) we obtain
cj = − 1
αN
(
f∗(xj )− ψ˜j
)= − 1
αN
(
N∑
k=1
ak(xj )ck + b(xj )− ψ˜j
)
. (2.9)
Let
A =


αN + a1(x1) a2(x1) a3(x1) . . . aN(x1)
a1(x2) αN + a2(x2) a3(x2) . . . aN(x2)
. . . . . . . . . . . . . . .
a1(xN) a2(xN) a3(xN) . . . αN + aN(xN)


and
c =


c1
c2
. . .
cN

 , b =


y˜1 − b(x1)
y˜2 − b(x2)
. . .
y˜N − b(xN)

 .
Then (2.9) becomes the linear equations Ac = b. Solving this equations will get coeffi-
cients cj and then finish the construction of f∗.
Theorem 2.6. Suppose function f∗ =∑Nj=1 cj aj (x) + b(x), where aj (x) and b(x) are
defined in (2.4) and (2.5), {cj }Nj=1 is the solution of linear system (2.9), then f∗ is the
solution of (2.1).
Proof. For every x ∈ ∂Ω , from the definition of Green’s function, we know that G(x,y) =
G(y,x) = 0 for y ∈ Ω . So
aj (x) =
∫
G(xj , y) ·G(y,x) dy = 0.
Ω
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b(x) =
∫
∂Ω
∂
∂ν
G(y, x) · φ(y)dy
=
∫
∂Ω
G(y, x)
∂Φ
∂ν
dy +
∫
Ω
Φ(y)∆yG(y, x) dy −
∫
Ω
G(y,x)∆Φ(y)dy
= 0 +
∫
Ω
Φ(y)δ(x − y)dy + 0 = φ(x).
Thus we have f∗(x)|∂Ω = φ(x).
Moreover, from the definition of aj (x) and b(x), we know that for every x ∈ Ω ,
∆aj (x) =
∫
Ω
G(xj , y)∆xG(y, x) dy =
∫
Ω
G(xj , y)δ(x − y)dy = G(xj , x) (2.10)
and
∆b(x) = ∆Φ(x)−
∫
Ω
∆xG(x, y) ·∆Φ(y)dy = ∆Φ(x)−∆Φ(x) = 0. (2.11)
Since G(xj , x) ∈ L2(Ω), so ∆f∗(x) ∈ L2(Ω). By the a priori estimate of Poisson equation
with Dirichlet boundary condition (refer to Lemma 3.2 in the next section), we know f∗ ∈
H 2(Ω). Furthermore f∗ ∈ S.
For any h ∈ H 2(Ω)∩H 10 (Ω), we have∫
Ω
∆f∗∆hdx =
∫
Ω
N∑
j=1
cjG(xj , x)∆h(x)dx
=
N∑
j=1
cj
(∫
Ω
∆G(xj , x)h(x) dx +
∫
∂Ω
h(x)
∂G(xj , x)
∂ν
dx
−
∫
∂Ω
G(xj , x)
∂h(x)
∂ν
dx
)
=
N∑
j=1
cjh(xj ) = − 1
αN
N∑
j=1
(
f∗(xj )− ψ˜j
)
h(xj ).
So f∗ is the solution of (2.1). This completes the proof. 
The solution of the linear equations exists and is unique since if we assume y˜i = 0,
i = 1, . . . ,N , and φ(x) = 0, then we know that there is only one minimizer of Problem 2.1,
which is f∗(x) ≡ 0, x ∈ Ω . It is obvious c = 0 is a solution of Ac = 0 and if there is
another cˆ satisfying Acˆ = 0, then we will get a function fˆ 
= 0 which is also a minimizer
of Problem 2.1. This is a contradiction, so the homogeneous linear equations only has a
trivial solution. Thus the solution of the linear equations exists and is unique.
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3. Error estimate
In this section we will prove a convergence estimate for our proposed solution under a
priori choice of the regularization parameter. The proof uses the following two lemmas.
Lemma 3.1. Let Ω be a domain in Rn having the strong local Lipschitz property, u ∈
W 1,p(Ω), and suppose that n < p ∞, then∣∣u(x)− u(y)∣∣K|x − y|1−n/p‖u‖1,p,
where K is independent of u.
This lemma can be obtained from [1, Lemma 5.17, p. 108].
Lemma 3.2. Let Ω be a C1,1 domain in Rn, and let the operator Lu = aij (x)Diju +
bi(x)Diu+ c(x)u be strictly elliptic in Ω with coefficients aij ∈ C0(Ω¯), bi, c ∈ L∞, with
i, j = 1, . . . , n and c 0. Then there exists a constant C (independent of u) such that
‖u‖2,p  C‖Lu‖p
for all u ∈ W 2,p(Ω)∩W 1,p0 (Ω), 1 <p < ∞.
This lemma can be obtained from [6, Lemma 9.17, p. 242].
According to the result of [4], we choose the regularization parameter α = δ2 in this
paper. Such choice has been proven to be quite useful (see [21]). We give the error estimate
in the following theorem.
Theorem 3.3. Suppose Ω satisfies the conditions in Lemmas 3.1 and 3.2, and f∗ is the
minimizer of Problem 2.1 and y ∈ H 2(Ω). Let e = f∗ − ψ and choose α = δ2, then we
have the following error estimate:
‖∇e‖2  L · d1/4 +Kδ1/2, (3.1)
where L and K are constants depend on Ω and ‖∆ψ‖2.
Proof. First, we have
‖∇e‖22 =
∫
Ω
|∇e|2 dx =
∫
Ω
∇e · ∇e dx = −
∫
Ω
∆e · e dx +
∫
∂Ω
e · ∂
∂ν
e dS
= −
∫
Ω
∆e · e dx  ‖e‖2 · ‖∆e‖2.
Since δ2‖∆f∗‖22  Φ(f∗)  Φ(ψ) δ2 + δ2‖∆ψ‖22, we have ‖∆e‖2  1 + 2‖∆ψ‖2.
So the only proof left is the estimation of ‖e‖2.
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‖e‖22 =
∫
Ω
e2(x) dx =
N∑
i=1
∫
Ωi
e2(x) dx
=
N∑
i=1
∫
Ωi
e(x)
(
e(x)− e(xi)
)
dx +
N∑
i=1
∫
Ωi
e(xi)
(
e(x)− e(xi)
)
dx
+
N∑
i=1
∫
Ωi
e2(xi) dx
= I3 + I4 + I5.
Now we try to estimate I3, I4, and I5,
I3 =
N∑
i=1
∫
Ωi
e(x)
(
e(x)− e(xi)
)
dx 
N∑
i=1
∫
Ωi
∣∣e(x)∣∣∣∣(e(x)− e(xi))∣∣dx

N∑
i=1
∫
Ωi
K1|x − xi |1−n/p‖e‖1,p
∣∣e(x)∣∣dx  d1−n/pK1‖e‖1,p
∫
Ω
∣∣e(x)∣∣dx
 d1−n/pK1‖e‖1,p‖e‖2
(
vol(Ω)
)1/2
,
where vol(Ω) is the volume of Ω . The second inequality is obtained from Lemma 3.1 with
n = 2. We may set p = 4, then I3  d1/2K1(vol(Ω))1/2‖e‖1,4‖e‖2. From the imbedding
theorem of Sobolev spaces we know that W 2,2(Ω) → W 1,4(Ω) for Ω having cone prop-
erty, which means, there is a constant C1 independent of e satisfying ‖e‖1,4  C1‖e‖2,2.
From Lemma 3.2, we can see that ‖e‖2,2  C2‖∆e‖2 and since ‖∆e‖2 is bounded, we
have I3 K2d1/2‖e‖2.
Using the same way we can also get
I4 =
N∑
i=1
∫
Ωi
e(xi)
(
e(x)− e(xi)
)
dx 
N∑
i=1
∫
Ωi
∣∣e(xi)∣∣∣∣(e(x)− e(xi))∣∣dx
 d1/2K3‖e‖1,4
N∑
i=1
(∫
Ωi
∣∣e(xi)∣∣dx
)
 d1/2K3‖e‖1,4 V vol(Ω)
N
N∑
i=1
∣∣e(xi)∣∣.
And since Φ(f∗)Φ(ψ), we have 1N
∑N
i=1(f∗(xi)− ψ˜i)2  δ2(1 + ‖∆ψ‖22). So
1
N
N∑
i=1
∣∣e(xi)∣∣ 1
N
N∑
i=1
(∣∣f∗(xi)− ψ˜i∣∣+ ∣∣ψ˜i −ψ(xi)∣∣)

√√√√ 1
N
N∑∣∣f∗(xi)− ψ˜i∣∣2 + δ  δ(√1 + ‖∆ψ‖22 + 1).
i=1
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I5 =
N∑
i=1
∫
Ωi
e2(xi) dx =
N∑
i=1
e2(xi)
∫
Ωi
dx  V
N
vol(Ω) ·
N∑
i=1
e2(xi)
 2V
N
vol(Ω) ·
N∑
i=1
((
f∗(xi)− ψ˜i
)2 + (ψ˜i −ψi)2)
 2V vol(Ω)δ2
(
2 + ‖∆ψ‖22
)= K5δ2.
From all above, we can conclude that ‖e‖22 K2d1/2‖e‖2 +K4d1/2δ +K5δ2. Then we
will have ‖e‖2 K6d1/2 +K7δ. So the result of Theorem 3.3, comes out.
‖∇e‖2 
√‖e‖2 · ‖∆e‖2  L · d1/4 +Kδ1/2,
where L and K are constants. This completes the proof. 
Remark 3.4. In Theorem 3.3, we used Lemma 3.1 to estimate I3 in which we choose the
parameter p to be 4. Actually we can choose any p satisfying 2  p < ∞. And we can
still use the imbedding theorem of Sobolev spaces W 2,2(Ω) → W 1,p(Ω). The result will
be
‖∇e‖2  Lp · d1/2−1/p +Kpδ1/2,
where Lp and Kp are constants depend on Ω , ‖∆ψ‖2 and p. So when we choose a larger
p we will get a better convergence rate.
4. Numerical examples
Two numerical examples will be given to verify the effect of our proposed scheme. Here
we denote x = (ξ, η) as one point in R2.
4.1. Domain is a disk
Let Ω = {(ξ, η) | ξ2 + η2  1}, then the Green’s function can be obtained explicitly.
Choose points (ξi, ηj ), where ξi = 2i−1n − 1, ηj = 2j−1n − 1, i, j = 1, . . . , n. Noisy data
are generated by adding some random errors to the exact values. The error is controlled
by δ.
Example 1. Choose the exact function as ψ(ξ,η) = (ξ2 + η2 − 2)3 and set δ = 0.01,
n = 20, then there are 316 points inside Ω , which means N = 316 in Problem 2.1. The
numerical results are shown in Figs. 1–3.
Here in Figs. 1–3, we use Cartesian coordinates system, even the domain is a disk. We
simple set the values outside the domain to be zero. The condition number for solving the
linear equations is 95.5934. And we use Riemann integration to calculate aj (x) and b(x).
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Fig. 1. (a) ψ(ξ,η); (b) f∗(ξ, η); (c) ψ(ξ,η)− f∗(ξ, η).
4.2. Domain is a rectangle
Let Ω = {(ξ, η) | 0  ξ  A, 0  η  B} be a rectangle. First we will consider the
problem with zero boundary value. We will use Fourier series to compute G(x,y) and
then to get ∇f∗(x). We define
uk(x) = sin k1πξ
A
sin
k2πη
B
,
where k = (k1, k2). Further
G(x,y) =
∑
k
pk(y)uk(x) =
∑
k
pk(y) sin
k1πξ
A
sin
k2πη
B
.
By a direct computation we have
pk(y) = −uk(y)( k21π2
A2
+ k22π2
B2
)
AB
4
.
So in this case,
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Fig. 2. (a) ∂ψ
∂ξ
(ξ, η); (b) ∂f∗
∂ξ
(ξ, η); (c) ∂ψ
∂ξ
(ξ, η)− ∂f∗
∂ξ
(ξ, η).
aj (x) =
∫
Ω
G(xj , y)G(x, y) dy =
∫
Ω
∑
k
pk(xj )uk(y)
∑
k
pk(x)uk(y) dy
=
∑
k
pk(xj )pk(x)
∫
Ω
u2k(y) dy =
∑
k
pk(xj )pk(x)
AB
4
,
and
b(x) = 0.
For problems with nonzero boundary value, first we solve the following problem:
∆v(x) = 0, x ∈ Ω,
v(x)|∂Ω = φ(x).
The solution is denoted as v∗(x). Then
v∗(ξ, η) =
∞∑
An sin
nπ
A
ξ sinh
nπ
A
(B − η)+
∞∑
Bn sin
nπ
A
ξ sinh
nπ
A
ηn=1 n=1
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Fig. 3. (a) ∂ψ
∂η
(ξ, η); (b) ∂f∗
∂η
(ξ, η); (c) ∂ψ
∂η
(ξ, η)− ∂f∗
∂η
(ξ, η).
+
∞∑
n=1
Cn sin
nπ
B
η sinh
nπ
B
(A− ξ)+
∞∑
n=1
Dn sin
nπ
B
η sinh
nπ
B
ξ,
where
An = 2
A sinh nπB
A
A∫
0
φ(ξ,0) sin
nπ
A
ξ dξ,
Bn = 2
A sinh nπB
A
A∫
0
φ(ξ,B) sin
nπ
A
ξ dξ,
Cn = 2
B sinh nπA
B
B∫
0
φ(0, η) sin
nπ
B
ηdη,
Dn = 2
B sinh nπA
B
B∫
φ(A,η) sin
nπ
B
ηdη.0
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Fig. 4. (a) ψ(ξ,η); (b) f∗(ξ, η); (c) ψ(ξ,η)− f∗(ξ, η).
For detailed information, please refer to [2].
Let
ψˆ(x) = ψ(x)− v∗(x),
˜ˆ
ψj = ψ˜j − v∗(xj ), j = 1, . . . ,N,
then ψˆ(x)|∂Ω = 0. Denote the regularized solution from ˜ˆψj , j = 1,2, . . . ,N , as fˆ∗(x),
then f∗(x) = fˆ∗(x) + v∗(x). fˆ∗(x) can be computed by using the algorithm for homoge-
neous problem.
From above, we get the formulation of aj (x) and v∗(x) and then we can compute f∗(x)
and f ′∗(x). Numerical integration is also needed to get An,Bn,Cn,Dn.
Remark 4.1. Some information about the Green’s function for a rectangle can also be
found in [2].
Example 2. We choose ψ(ξ,η) = (2 − (2ξ − 1)2)2 cos(4η). Set δ = 0.01, n = 20, A = 1,
B = π . So N = 400 in Problem 2.1. These 400 small domains have same shape and volume
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Fig. 5. (a) ∂ψ
∂ξ
(ξ, η); (b) ∂f∗
∂ξ
(ξ, η); (c) ∂ψ
∂ξ
(ξ, η)− ∂f∗
∂ξ
(ξ, η).
but we choose one point from each small domain randomly, which means mildly scattered.
We also create the noisy data by adding some random errors to exact values. The error is
controlled by δ. And the numerical results are shown in Figs. 4–6.
In Figs. 4–6 we calculate and compare the values at points (ξi, ηj ), where ξi = 2 ∗ (i −
1/2)/20 − 1, ηj = 2 ∗ (j − 1/2)/20 − 1, j = 1, . . . ,20. (ξi, ηj ) is the center of each small
domain. From the figures we can see that the numerical results is quite good inside the
domain, and is acceptable at the boundary. The condition number for solving the linear
equations is 7799.3.
Remark 4.2. The formula for Green’s function on a simply connected domain Ω can be
presented in terms of conformal mapping of Ω onto the unit disk (see [2]).
5. Conclusion
In this paper we propose a numerical method for solving differentiation problem in
two-dimensional cases. The existence and uniqueness of the solution are proven, with a
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Fig. 6. (a) ∂ψ
∂η
(ξ, η); (b) ∂f∗
∂η
(ξ, η); (c) ∂ψ
∂η
(ξ, η)− ∂f∗
∂η
(ξ, η).
reconstruction algorithm obtained during our proof. The error estimate shows that this
numerical method is convergent. We also show that the basis functions are independent
of the source function, which means lots of computations can be saved when we treat
different source functions in the same domain, for example, image processing of many
pictures with same size. The computation of the basis functions will requires considerable
work, especially when we want to use a large N to get more precise results. For higher
dimensional cases, our proposed method still can be applied.
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