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Abstract: We set up and analyze the lightcone Hamiltonian for an abelian Chern-
Simons field coupled to Nf fermions in the limit of large Nf using conformal truncation,
i.e. with a truncated space of states corresponding to primary operators with dimension
below a maximum cutoff ∆max. In both the Chern-Simons theory, and in the O(N)
model at infinite N , we compute the current spectral functions analytically as a function
of ∆max and reproduce previous results in the limit that the truncation ∆max is taken to
∞. Along the way, we determine how to preserve gauge invariance and how to choose
an optimal discrete basis for the momenta of states in the truncation space.
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1 Introduction and Summary
Compared to the perturbative regime, the strong coupling regime of Quantum Field
Theories (QFTs) remains poorly understood. The standard method of defining QFTs
nonperturbatively is through their Lattice definition, which puts the Lagrangian and
the path integral front and center. An alternative to the Lattice description are Hamil-
tonian truncation methods, which involve truncating the Hamiltonian of the theory
to a finite subspace where it can be exactly diagonalized, usually numerically. A spe-
cial case is to consider the large class of QFTs that are points along the RG flow of
a Conformal Field Theory (CFT) deformed by a relevant operator. In this case, if
one fixes the truncation basis in terms of the primary operators of the original CFT,
then the Hamiltonian matrix elements are given by the CFT OPE coefficients and its
spectrum of operators. We will refer to such methods generally as Conformal Trunca-
tion methods; these are an appealing formulation of QFT that takes CFTs rather than
Lagrangians as the starting point.
One of the major obstacles to applying conformal truncation widely is that there
are few CFTs where the CFT ‘data’ – OPE coefficients and scaling dimensions – are
known to high precision. Free theories are an obvious case where this data is known.
However, free theories are a problematic starting point for studying gauge theories. The
reason is that interacting gauge theories are not really deformations of their free theory
limit by a local operator; AµJ
µ is not locally gauge invariant. Nevertheless, conformal
truncation has been successfully applied to nonabelian gauge theories in d = 2 [1–3].
An important simplification in this case is that 2d gauge fields have no local degrees of
freedom, and can be integrated out of the action directly. From this point of view, a
natural next step is to consider Chern-Simons (CS) gauge theories coupled to matter
in d = 3, where again the gauge field is nondynamical and can be integrated out.
Understanding how to apply conformal truncation to such theories will be our main
goal in this paper.
Rather than considering CS gauge theories in general, we will restrict to a limit
where the number Nf of fermion flavors is infinite. The large Nf limit significantly
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simplifies the theory, and will allow us to perform all calculations analytically as well
as to compare correlators to their known solution from resumming Feynman diagrams.
In addition, there are important conceptual issues that remain to be resolved at finite
Nf , but are avoided at infinite Nf .
We will use the lightcone (LC) conformal truncation framework of [4]. In general,
there are tradeoffs between adopting an equal-time (ET) quantization scheme [5–8] vs
a LC quantization scheme [9]. In the present case, the most important reason we take
LC quantization is that the interaction is dimensionless, and it remains unclear how to
treat dimensionless interactions in ET Hamiltonian truncation.
Our motivation for starting a Hamiltonian Truncation study of CS gauge theories
stems from several aspects. They are relevant to describe different physical phenomena,
such as deconfined quantum criticality [10] and the ν = 1
2
quantum Hall state [11, 12].
Furthermore, CS theories with matter have been conjectured to undergo a web of
dualities, which generalize rank-level duality [13–15]. Various evidence has been put
forward to confirm these dualities, and we believe the Hamiltonian truncation could
provide a strong non-perturbative check.
Summary of Results
Our first task will be to construct the lightcone Hamiltonian in a basis of primary op-
erators of the free, massless theory. With the benefit of some hindsight, we will allow a
mass counterterm for the gauge boson, which will eventually be tuned to cancel off the
UV contributions due to a non-gauge-invariant regulator. Aside from a term propor-
tional to the gauge boson mass, the resulting Hamiltonian in terms of the fermions fields
has appeared in the literature previously, e.g. [16], and contains 2-, 4-, and 6-fermion
terms,
H = H2 +H4 +H6. (1.1)
In lightcone quantization, these interactions can change fermion particle number by
up to 0, 2, and 4 particles at a time, respectively. However, in the large Nf limit,
fermion particle number is conserved and we can restrict to the two-particle sector. The
corresponding primary operators are therefore fermion bilinears, and our truncation
scheme is to keep a basis of such operators up to a maximum scaling dimension, which
in this case is equivalent to keeping operators up to a maximum spin `max.
In this basis, diagonalizing the quadratic Hamiltonian H2, which is just the Hamil-
tonian for the free massive theory, is already a nontrivial problem. This is clearly true
if the goal is to perform the diagonalization analytically, but even numerical diagonal-
ization involves dealing with the fact that some of the matrix elements of H2 in this
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basis are IR divergent. To deal with this, we impose an IR regulator, and project onto
the subspace that has finite energy as the IR regulator is taken to zero. We refer to
states in this space as the “Dirichlet” subspace. Fortunately, it turns out to be possible
to find this subspace and diagonalize H2 acting on it analytically, for any value of the
truncation level `max. We can then construct the spectral functions of local operators as
sums over the overlaps with the resulting eigenstates. For instance, we find the spectral
function ρ−− for the 〈J−J−〉 current-current two-point function in the free theory is
piρ−−(q) =
q2−
4
`max+1
2∑
α=1
1
`max+1
cos2
pi(α− 1
2
)
`max+1√
q2 − 4m2f sec2
(
pi(α− 1
2
)
`max+1
) , (1.2)
where terms are only included in the sum if the argument of the square root in the
denominator is positive. Moreover, in the limit `max →∞, we recover the Lagrangian
result,
piρµν(q) =
qµqν − q2ηµν
|q| Re τ(q)− sgn(mf )
iµνλq
λ
2pi
Imκ(q), (1.3)
where τ and κ are known functions.
At large Nf , the only interaction terms that survive are in the four-body piece H4
of the Hamiltonian. Unlike the free Hamiltonian H2, the interaction terms mix states
with different invariant momentum-squared µ2, and the eigenstates become nontrivial
functions of µ2. One way to deal with this mixing is simply to choose a priori a
general basis, evaluate the matrix elements in this basis, and numerically diagonalize
the resulting Hamiltonian. The work in [4] took such an approach, where the general
basis was a particular fixed set of polynomials gk(µ), vanishing sharply at µ above a
cut-off Λ. However, the more closely one can tailor the basis of eigenfunctions in µ
to the interactions of the particular theory at hand, the smaller the basis that will
be needed for a particular accuracy. In the large Nf limit, we will see that we can
actually choose a small, optimal basis, selected by the structure of the interactions
themselves. The feature that makes this optimal choice possible is that the interaction
matrix elements factorize into separate µ-dependence of the bra and ket state. As a
consequence, we will be able to remove the cut-off analytically, and in fact we will see
that we can take the truncation limit `max to infinity as well, reproducing the known
large Nf correlators.
In fact, essentially the same strategy works to simplify the O(N) model at large
N . We first treat this case as a warm-up, where we do not have to deal with issues
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of gauge invariance or spin indices. In the interacting theory, we again find we can
analytically diagonalize the Hamiltonian, and so we obtain explicit expressions for the
spectral functions at any `max. In the O(N) model, the spectral function for the φ
2
two-point function takes the form
piρφ2(q) =
P+(q)
(1 + λ
4
P−(q))2 + λ216P2+(q)
, P±(q) ≡
`max
2∑
α=1
1
`max+1√
±
(
q2 − 4m2 sec2 pi(α− 12 )
`max+1
) .
(1.4)
Again, the sum on α implicitly includes only terms where the argument of the square
root is positive. At infinite `max, this spectral function reduces to the Lagrangian result
from summing bubble diagrams. Similarly, we obtain explicit analytic expressions for
the spectral functions of the currents in the large Nf Chern-Simons theory, and find
they reduce to the Lagrangian results at infinite `max.
The rest of the paper proceeds as follows. In section 2, we set up the LC Hamilto-
nian for the abelian Chern-Simons gauge field coupled to fermions in lightcone gauge
a− = 0, and integrate out the nondynamical components of the fields. In section 3,
we construct the CFT primary basis states, and show how to analyze the free theory,
where the only deformation of the UV CFT is the fermion mass term. The analysis
involves finding the eigenstates of the mass term in the truncated basis, and using these
eigenstates to compute the spectral functions of the conserved currents. In section 4,
we warm up for the interacting CS case with an analysis of the O(N) model at infinite
N . In section 5, we apply these methods to the Chern-Simons theory at infinite Nf ,
where we compute the spectral functions of the currents at finite `max analytically. We
show that in the limit `max → ∞ where the truncation level is taken to infinity, the
correct results are reproduced. Finally, in section 6, we conclude with a discussion of
potential future directions.
2 Setup
In this section, we set up the Lightcone (LC) Hamiltonian formulation of the theory of
Nf Dirac fermions coupled to a Chern-Simons gauge field. Much of the construction
will follow previous work (see e.g. [16]), though with some modifications in order to
preserve gauge invariance once we pass to a truncation framework. After removing
the non-dynamical fields in light-cone gauge, the theory as formulated in (2.13) can be
thought of as a deformation of a free fermion theory parameterized by a dimensionless
coupling (k) and two relevant couplings (mf and ma). The theory for general values of
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these couplings will be studied by diagonalizing the Hamiltonian in a truncated basis
of free fermion states.
2.1 Construction of On-Shell Hamiltonian
We study Nf Dirac fermions coupled to a U(1)k Chern-Simons gauge field
L = Ψ¯(i Da +mf )Ψ + k
4pi
µνλaµ∂νaλ , (2.1)
with  Da ≡ γµ(∂µ + iaµ).1 This theory has a global2 SU(Nf ) flavor symmetry and a
global U(1) symmetry carried by the ‘topological’ current
jµ =
1
2pi
µνλ∂νaλ . (2.2)
We will work in light-cone time (x+) quantization with the following conventions
x± =
1√
2
(x0 ± x1) , ds2 = 2dx+dx− − dx2⊥ , 012 = −+−⊥ = 1 , (2.3)
and make the following choice of gamma matrices:
γ+ =
(
0
√
2
0 0
)
, γ− =
(
0 0√
2 0
)
, γ⊥ =
(−i 0
0 i
)
. (2.4)
We will work in light-cone gauge a− = 0. This gauge has a number of advantages,
the chief one being that the gauge field is nondynamical and can be integrated out.
Naively, eliminating the gauge field also eliminates any issues with preserving gauge
invariance, but unfortunately the actual situation is not so simple. One way to think
about the problem is that if we first integrate over the fermion degrees of freedom with
a generic regulator, then we may generate a mass term for the gauge field. Defining
the “fermion current”
jµf ≡ Ψ¯γµΨ, (2.5)
1Our choice of regulator will be such that integrating out the fermion in the mf →∞ limit produces
a shift k → k + Nf2 sgn(mf ), and the theory is therefore gauge invariant if k + Nf/2 is an integer.
However since we will mostly be concerned with the Nf , k →∞ limit, this distinction is unimportant
here and we will treat k as a free parameter in the following.
2Technically, the global symmetry is a more complicated if one keeps track of discrete symmetries,
see e.g. [17].
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we can write
Leff [a] = k
4pi
µνλaµ∂νaλ + aµaν〈jµf jνf 〉+ . . . . (2.6)
The two-point function 〈jµf jνf 〉 is linearly divergent and may produce a contribution
∼ Ληµν that generates a mass term for aµ.3 Consequently, our original Lagrangian may
need a gauge boson mass counter-term to cancel this contribution:
L = Ψ¯(i Da +mf )Ψ + k
4pi
µνλaµ∂νaλ +maaµa
µ. (2.7)
In particular, when we attempt to diagonalize the lightcone Hamiltonian, we should
expect to encounter divergences that are cancelled by a mass term for the gauge boson.
Next, we want to integrate out the nondynamical fields from the Lagrangian. First,
a+ acts as a Lagrangian multiplier enforcing
a⊥ = −2pi
k
1
∂−
j+f , (2.8)
which allows us to eliminate a+ and a⊥. The Lagrangian reduces to
L = Ψ¯(i∂ +mf )Ψ + 2pi
k
j⊥f
1
∂−
j+f +ma
(
2pi
k
)2
j+f
1
∂2−
j+f . (2.9)
The action can be further simplified because a component of the spinor is non-
dynamical in light-cone quantization. Writing the fermions as Ψ =
(
χ
ψ
)
, Ψ¯ =
(
ψ∗
χ∗
)
, the
currents are
j+f =
√
2ψ∗ψ , j⊥f = i(χ
∗ψ − ψ∗χ) , j−f =
√
2χ∗χ , (2.10)
and the action for the components is
L = i
√
2 (χ∗∂−χ+ ψ∗∂+ψ)− χ∗∂⊥ψ + ψ∗∂⊥χ
+mf (χ
∗ψ + ψ∗χ) +
2pi
k
i
√
2(χ∗ψ − ψ∗χ) 1
∂−
ψ∗ψ
+ 2ma
(
2pi
k
)2
ψ∗ψ
1
∂2−
ψ∗ψ .
(2.11)
3Higher order terms are UV finite by Lorentz invariance and power-counting.
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The spinor component χ is non-dynamical, the solution to its constraint equation is
χos,i =
1
i
√
2
1
∂−
[
∂⊥ψ −mfψi − 2pi
k
i
√
2ψi
1
∂−
ψ∗jψj
]
. (2.12)
where we reintroduced the SU(Nf ) indices i, j = 1, . . . , Nf . After integrating out χ,
one obtains the following Lagrangian for ψ:
L = i
√
2
(
ψ∗i ∂+ψi − χ∗os,i∂−χos,i
)
+ 2ma
(
2pi
k
)2
ψ∗iψi
1
∂2−
ψ∗jψj , (2.13)
This formulation of the theory will be our starting point for conformal truncation.
It will be useful to keep track of what has become of the global U(1) current (2.2) in
the process of integrating out the non-dynamical fields. This can be done by coupling
the theory (2.7) to a background gauge field:
L[A] = L+ 1
2pi
µνλAµ∂νaλ . (2.14)
The current in the theory (2.13) without non-dynamical fields is then given by jµ ≡
δS[A]/δAµ|A=0, or
j+ =
1
k
j+f , j
⊥ =
1
k
j⊥f + 2ma
2pi
k2
1
∂−
j+f , (2.15)
and j− = − 1
∂−
(∂+j
+ + ∂⊥j⊥). Note that the current is still identically conserved:
∂µj
µ = 0 holds whether or not the fermion ψ is on-shell. This current conservation
is in contrast with gauge invariance of the underlying theory, which holds only for
a particular value of ma. Moreover, because we are using a Lorentz violating gauge
a− = 0, breaking of gauge invariance is tied to that of Lorentz invariance. Therefore,
we can equivalently tune ma by requiring correlators of the purely fermionic theory
(2.13) to be Lorentz invariant; this is what will be done in practice in section 5.
Following some straightforward manipulations outlined in appendix A, one can
obtain the Hamiltonian H in terms of the physical fermion modes from the above
Lagrangian. The Hamiltonian has two-particle, four-particle, and six-particle terms:
H = H2 +H4 +H6. (2.16)
In LC quantization, the matrix elements of H2 conserve total particle number because
particles cannot be pair produced from the vacuum. By contrast, H4 (H6) mixes n and
n+ 2 (n, n+ 2 and n+ 4) particle states.
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2.2 Simplifications at Infinite Nf
Up to this point, the construction has been for a general Nf . We will now restrict to the
case Nf =∞, which has a number of simplifications. The first of these simplifications
is that particle number is conserved by the interaction at infinite Nf , and we can
restrict our analysis to the two-particle states as these will not mix with higher particle
numbers. Moreover, we will focus on the singlet sector of SU(Nf ). Two-particle states
in this sector take the form
|φ, P 〉 = Aφ√
Nf
∫
d3y e−iyP
[
fφ(−i∂1,−i∂2) : ψ∗(y1)ψ(y2) :
]
y1,2→y |0〉 , (2.17)
where here and in the following the summation over flavor indices will be kept implicit,
and Aφ is a normalization factor. The neutral states of the theory form a Generalized
Free Field Theory (GFF), and they can be constructed from the two-particle eigenstates
in a standard way.
At finite Nf , including particle-number-mixing interactions is a tractable challenge,
but it requires numerically constructing as large a basis as possible. By contrast, we will
see that the infinite Nf basis is simple enough to allow for a purely analytic treatment.
There are also conceptual issues that arise at finite Nf , having to do with the proper
formulation of the Hamiltonian itself. The first issue is that the double pole in (2.13), if
interpreted literally, leads to IR divergences in matrix elements. A similar issue arises
in the t’ Hooft model. In that case, one can derive the correct prescription for removing
the IR divergence by analyzing Feynman diagrams in the covariant formulation, where
the IR divergence cancels between multiple diagrams [18, 19]. A similar analysis might
be possible here. However, the issue is avoided entirely at infinite Nf , because the
t-channel exchange of a photon vanishes in this limit.
A second issue is that the one-loop fermion propagator from integrating out the
gauge field has a non-analytic contribution. The one-loop contribution (and moreover
the full resummed propagator at infinite Nc) was computed in [16] in lightcone gauge
and found to be
Σ(p) =
Nc
k
√
2p+p−. (2.18)
In terms of the loop integral of the rainbow diagram in Lorentzian space, this nonan-
alytic contribution comes entirely from the zero lightcone momentum q− = 0 region
of the photon. When we integrate out the photon in our LC Lagrangian, we gener-
ate a four-fermion term, and normal-ordering this four-fermion term involves the same
contractions in the rainbow diagram. However, it is not clear how the nonanalytic
– 8 –
contribution from the rainbow diagram ought to be evaluated in the LC Hamiltonian.
A naive interpretation would be simply to evaluate (2.18) on-shell, effectively setting
p+ to the LC energy of the corresponding individual parton. On the other hand, gen-
erally nonanalytic terms must correspond to sums over physical states in the theory
and cannot be absorbed into local terms in the action. The infinite Nc limit provides
a promising setting in which to analyze this issue further, since the theory is solvable
there [20] in the covariant approach. However, rainbow diagrams vanish in the infinite
Nf limit.
Given these additional complications, we will address the problem at finite Nf in
future work and focus here on the limit Nf , k,ma → ∞, keeping the following ratios
fixed
λ =
Nf
k
, m′a =
ma
Nf
. (2.19)
We drop the prime on ma in the following for simplicity.
3 Free Theory Warm-up
In the conformal truncation framework of Ref. [4], only states that map to primaries
of the free fermion CFT need to be considered. To set up this basis, it will therefore
be sufficient to consider only the free part of the mass matrix
M≡ P µPµ = 2P−H , (3.1)
where the light-cone Hamiltonian is simply (see appendix A.1)
H = H2 =
∫
d2p
4pi2
p2⊥ +m
2
f
2p−
ψ∗(p)ψ(−p) . (3.2)
A number of interesting issues arise already in the free theory. For the sake of clarity,
in this section we will therefore set up the conformal truncation basis and compute the
current correlators in the free theory. We will separate the quadratic Hamiltonian into
a massless “kinetic” piece and a mass term, H2 = H
kin +Hmass:
Hkin =
∫
d2p
4pi2
p2⊥
2p−
ψ∗(p)ψ(−p) , Hmass =
∫
d2p
4pi2
m2f
2p−
ψ∗(p)ψ(−p) . (3.3)
We will start by the describing the conformal basis that diagonalizes the kinetic term
Hkin, and then we will consider the mass term.
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3.1 Massless primary basis
The 2-body primary operators of the free fermion CFT are spanned by the singlet J0 =
Ψ¯Ψ and higher spin currents J `µ1···µ` for ` = 1, 2, . . ., which are known in closed form
[21]. Ward identities reduce the number of independent components to 2 per current;
we take these to be J `−...−− and J
`
−...−⊥, which are parity even and odd respectively.
These are shown in appendix A.2 to lead to the states
|`, s, µ〉 = A√
Nf
∫ 1
0
dx
pi
√
x(1− x)1
2
∑
σ=±
f`s(x, σ) : ψ
∗
pψP−p : |0〉 , (3.4)
Here, ` denotes the spin of the state, s = ± denotes the sign under parity, and µ is
the P 2 eigenvalue. We have also introduced the normalization factor A =
√
P−
µ
. The
wavefunctions f`s are
f`+(x, σ) = 2C
1
`−1(1− 2x) , f`−(x, σ) =
σ`/2√
x(1− x)C`(1− 2x) , (3.5)
for ` ≥ 1, and the singlet is given by
f0−(x) =
σ/
√
2√
x(1− x) . (3.6)
These states are properly normalized (see appendix A.3):
〈`′, s′, µ′|`, s, µ〉 = 2piδ(µ2 − µ′2)δ``′δss′ . (3.7)
The matrix elements of the kinetic term Hkin from (3.3) are diagonal and given by
Mkin`′s′, `s = 2piδ(µ2 − µ′2)δ``′δss′ · µ2 . (3.8)
3.2 Massive theory and IR Divergences as Projectors: The Dirichlet Basis
When mf 6= 0, the parity even sector has the following matrix elements for the mass
term Hmass in (3.3):
Mmass`′s, `s = 2piδ(µ2 − µ′2)δ``′mod2δss′ ·M s``′ with M+``′ = 8m2f min(`, `′) . (3.9)
Notice that spin is conserved mod 2. One can easily check that M+ has a spectrum
that is bounded below by 4m2f as expected. The parity odd sector however has IR
– 10 –
divergences:
M−``′ =
8m2f
2(δ`0+δ`′0)/2
[
1√

−max(`, `′)
]
, (3.10)
where  is a sharp IR momentum cutoff, see appendix A.4 for details. In appendix B,
we discuss an IR regulator based instead on dimensional regularization. The spectrum
of M− is also bounded by 4m2f , but has 4 eigenvalues that are strictly infinite in the
limit → 0. The corresponding states will thus be projected out and will not contribute
to spectral densities. It is then convenient to eliminate these states from the start, by
projecting the basis obtained in the previous section to the kernel of the IR divergent
part of M−. This is done in appendix A.4 and leads to states of the form (3.4) with
now
f`−(x, σ) = σ
√
x(1− x)√
`2 − 1 8C
2
`−2(1− 2x) for ` ≥ 2 . (3.11)
The matrix elements still have the form (3.9), but now with
M−``′ =
8
3
m2f min(`, `
′)
√
min(`, `′)2 − 1
max(`, `′)2 − 1 . (3.12)
The parity even sector is unchanged since M+ is free of IR divergences.
3.3 Diagonalization of the mass term
The mass matrix (3.9) is block diagonal in four sectors labelled by parity and spin
mod 2, each of which can be diagonalized independently. We focus here on the spin
odd sector, and treat the spin even sector in appendix A.5. Our goal will be to find
the eigenbasis of the massive quadratic Hamiltonian in the truncated conformal basis.
Because the kinetic term is diagonal, diagonalizing the massive quadratic Hamiltonian
H2 is equivalent to diagonalizing the mass term H
mass. We will use Greek letters |α〉, |β〉
to refer to parity even and odd eigenstates, respectively, of the (truncated) quadratic
Hamiltonian, whereas |`,±〉 denotes the parity even/odd conformal primary eigenstates
of the kinetic term.
Let us start with the parity-even, spin odd sector, truncated to 1
2
(`max + 1) states
|1,+〉, |3,+〉, . . . , |`max,+〉. (3.13)
The Hamiltonian is diagonalized M|α〉 =Mα|α〉 by the following states:
|α〉 =
`max+1
2∑
j=1
e
(α)
j+ |2j − 1,+〉 , (3.14)
– 11 –
α = 1, 2, . . . , `max+1
2
, where
e
(α)
j+ =
2√
`max + 1
(−1)j cos
[
2φα+
(
j − 1
2
)]
, φα+ ≡
pi
(
α− 1
2
)
`max + 1
, (3.15)
and with eigenvalues
Mα+ = µ2 + 4m2f sec2 φα+ . (3.16)
Next we consider the parity-odd, spin odd sector truncated to 1
2
(`max − 1) states
|3,−〉, |5,−〉, . . . , |`max,−〉. (3.17)
In this sector, the Hamiltonian is diagonalized M|β〉 =Mβ−|β〉 by states of the form
|β〉 =
`max−1
2∑
j=1
e
(β)
j− |2j + 1,−〉 , (3.18)
β = 1, 2, . . . , `max−1
2
. We will not need the explicit form of the vectors e
(β)
j− , but we will
need the explicit form of the eigenvalues:
Mβ− ≡ µ2 + 4m2f sec2 φβ−, φβ− ≡
piβ
`max + 1
. (3.19)
Note that the spectrum satisfies
Mγ± > µ2 + 4m2f and lim
`max→∞
min
γ
Mγ± = µ2 + 4mf , (3.20)
with γ = α, β.
3.4 Massive free fermion correlators
As an application of the diagonal basis constructed in the previous section we can
compute spectral densities
ρO1O2(q) =
∑
i
δ(Mi − q2)〈O1|i, q〉〈i, q|O2〉 . (3.21)
in the free fermion theory. Here, the sum over i is an integral over µ2 and a sum over
primaries. If the operators O1,2 only overlap with the spin odd, two-particle primaries,
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the spectral density takes the form
ρO1O2(q) = 2q−
∑
γ
∫
dµ2
2pi
δ(Mγ − q2)〈O1|γ, µ2, ~q〉〈γ, µ2, ~q|O2〉 , (3.22)
where the states |γ, µ2, ~q〉 were defined in Eqs. (3.14) and (3.18), with µ2 and ~q implicit
(e.g. “|α〉” ≡ |α, µ2, ~q〉) and the sum over γ includes both parity even and parity odd
states. Given the simple form of the eigenvalues (3.19), we can perform the integral
over µ2 to obtain
ρO1O2(q) =
q−
pi
∑
γ
Θ(µ2±(γ, q))〈O1|γ, µ2±(γ, q), ~q〉〈γ, µ2±(γ, q), ~q|O2〉 , (3.23)
where µ2±(γ, q) = q
2 − 4m2f sec2 φγ±. The sum is over all γ’s small enough such that
µ2±(γ, q) ≥ 0.
We will take the operators to be the currents O = j−, j⊥. Since current is con-
served, correlators involving these components entirely fix correlators involving j+.
These currents differ from the currents used to define the basis in two ways. First,
the physical currents have a natural normalization jµ = Ψ¯γµΨ so that the charge is
an integer, whereas the higher spin currents used in the construction of the basis were
normalized according to (3.7). Second, the physical currents of the interacting (or mas-
sive) theory do not necessarily match the ones defined in the free CFT. This is the case
in particular for j⊥ = −i(χ∗ψ − ψ∗χ), since the solution to the constraint equation for
χ (2.12) depends on mf , ma, k. In the free case with only mf 6= 0, we have
j− =
√
2ψ∗ψ , j⊥ =
1√
2
ψ∗
∂⊥ −mf
∂−
ψ + h.c. . (3.24)
The first step in obtaining spectral densities is to compute the overlap of the states of
interest |O〉 ≡ O(y = 0)|0〉 with the basis states. Using Wick contractions one finds
that the overlaps with the Dirichlet states are
〈j−|`, s, q〉 =
√
q−
4
√
µ
δ`1δs+ , (3.25a)
〈j⊥|`, s, q〉 = −imf√
µq−
δ`1mod2δs+ +
√
µ
2
√
q−
δ`1mod2√
`2 − 1δs− . (3.25b)
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The overlaps with the parity-even Hamiltonian eigenstates are therefore
〈j−|α, q〉 =
√
q−
4
√
µ
e
(α)
1 = −
√
q−
2
√
µ
cosφα+√
`max + 1
, (3.26a)
〈j⊥|α, q〉 = −imf√
µq−
`max+1
2∑
j=1
e
(α)
j =
imf√
µq−
secφα+√
`max + 1
, (3.26b)
where φα+ =
pi(α− 12)
`max+1
. The component j⊥ overlaps with parity-odd states:
〈j⊥(0)|β, q〉 =
√
µ
4
√
q−
`max−1
2∑
j=1
e
(β)
j√
j(j + 1)
=
√
µ
2
√
q−
(−1)β√
`max + 1
sinφβ− , (3.27)
where φβ− =
piβ
`max+1
. Consequently, parity-odd states only appear in the cut for ρ⊥⊥.
Note that Lorentz invariance is broken by truncation in the Dirichlet basis. Indeed,
Lorentz generators Lµν can rotate |J−〉 into |J⊥〉 and so on – in the primary basis
truncation therefore keeps or removes entire Lorentz multiplets without mutilating
any. However in the Dirichlet basis |J−〉 = |1,+〉 is rotated onto all |`,−〉, so L+⊥|J−〉
is not in the truncated Hilbert space and Lorentz invariance is broken. This breaking
of Lorentz invariance at finite `max can be probed by studying ρ⊥⊥, as discussed below.
Plugging the overlaps (3.26) into (3.23) one finds
ρ−−(q) =
1
`max + 1
∑
α
Jµ2+(α, q)K−1/2 cos2 φα+ · (q2−4pi
)
, (3.28a)
ρ⊥−(q) =
1
`max + 1
∑
α
Jµ2+(α, q)K−1/2 · (−imfq−2pi
)
, (3.28b)
ρ⊥⊥(q) =
1
`max + 1
· (3.28c)[∑
α
Jµ2+(α, q)K−1/2 sec2 φα+ · (m2fpi
)
+
∑
β
Jµ2−(β, q)K1/2 sin2 φβ− · ( 14pi
)]
,
where we introduced the short-hand notation JxKα ≡ xαΘ(x). The spectral densities
therefore take the form
piρµν(q) =
qµqν − q2ηµν
|q| Re τ˜(q)− sgn(mf )
iµνλq
λ
2pi
Im κ˜(q) + piρ˜µν(q) , (3.29)
where ρ˜µν(q) is the Lorentz violating part (with our kinematics q⊥ = 0 we have ρ˜µν ∝
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δ⊥µ δ
⊥
ν ) and where
Re τ˜(q) =
q/4
`max + 1
∑
α
Jq2 − 4 sec2 φα+K−1/2 cos2 φα+ , (3.30a)
Im κ˜(q) =
pi
`max + 1
∑
α
Jq2 − 4 sec2 φα+K−1/2 . (3.30b)
In the `max →∞ limit, one recovers the Lagrangian result [22]
1
Nf
〈jµjν(q)〉0 = τ0(q)q
µqν − q2ηµν
|q| + sgn (mf )κ0(q)
µνλqλ
2pi
, (3.31)
with q = |q|/|mf | and
κ0 = −1
q
tanh−1
q
2
, (3.32a)
τ0 = − i
4piq
− i(4 + q
2)
8piq
κ0 . (3.32b)
Indeed,
lim
`max→∞
Re τ˜(q) =
q
4
∫ 1
pi
acos 2
q
0
dx
cos2 pix√
q2 − 4 sec2 pix =
4 + q2
16q2
= Re τ0(q) , (3.33a)
lim
`max→∞
Im κ˜(q) = pi
∫ 1
pi
acos 2
q
0
dx
1√
q2 − 4 sec2 pix =
pi
2q
= Imκ0(q) , (3.33b)
and the Lorentz violating part vanishes
lim
`max→∞
ρ˜⊥⊥(q) =
mf
4pi
∫ 1
pi
acos 2
q
0
dx
4− q2 cos 2pix√
q2 − 4 sec2 pix = 0 . (3.34)
One can similarly recover stress tensor spectral densities which instead involve spin
even states – this is done in appendix A.5.
In the above expressions, we have kept track of the q−-dependence, but in the
remaining sections we will use boost invariance to set q− = 1.
4 O(N) Warm-up
Having seen how to diagonalize the free theory, we next want to diagonalize the inter-
acting Hamiltonian. The free Hamiltonian was diagonal in µ2, and therefore the energy
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eigenstates were also eigenstates of µ2. Once we turn on interactions, the Hamiltonian
will mix states with different µ2s, so we will have to contend with the Hamiltonian in a
basis both of primary operators and a basis of µ-dependence of the wavefunctions. Our
first step will be to choose an optimal basis for the µ dependence of the wavefunctions.
This basis will in turn allow us to solve for the eigenstates analytically, both in terms
of their µ dependence and their components for the CFT primary operators.
In this section, we will go through these manipulations in a model that is simpler
than Chern-Simons at large Nf , but similar in many ways: namely, the 3d scalar O(N)
model at large N . This warm-up will allow us to demonstrate how to choose a basis to
efficiently deal with the interactions, without having to also deal with issues relating
to gauge invariance. In the following we set q− = 1.
4.1 Hamiltonian and Matrix Elements
The Lagrangian of the theory is
L = 1
2
(∂µφi)(∂
µφi)− 1
2
m2φiφi − λ
4N
(φiφi)(φjφj). (4.1)
The LC truncation approach to this theory was analyzed in [4], to which we refer the
reader for more details. Here we will briefly summarize the conformal primary basis
states and Hamiltonian matrix elements in this basis. As in the CS theory, the ba-
sis states for the O(N) singlet sector at infinite N are two-particle currents |`, s, µ〉,
parameterized by a spin `, parity s, and momentum-squared µ2. The interaction pre-
serves parity, so we can focus entirely on the parity-even states and drop the s label
for conciseness.
The kinetic term is the same as (3.8),
Mkin`′, ` = 2piδ(µ2 − µ′2)δ``′ · µ2 , (4.2)
and the mass term in the Dirichlet basis is the same as (3.12):
Mmass`′, ` = 2piδ(µ2 − µ′2)δ``′mod2 ·M``′ , M``′ =
8
3
m2 min(`, `′)
√
min(`, `′)2 − 1
max(`, `′)2 − 1 . (4.3)
Consequently, the quadratic Hamiltonian eigenvalues are the same as in (3.19):
Mα = µ2 + 4m2 sec2 φα , φα ≡
pi
(
α− 1
2
)
`max + 1
. (4.4)
Here, α denotes the eigenvector number, and runs over α = 1, . . . , `max
2
. Finally, the
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interaction is
Mint`,`′ =
λ
2
√
(`2 − 1)(`′2 − 1)
1√
µµ′
(4.5)
The values of `, `′ run over positive even integers, ` = 2, 4, 6, . . . .
It is much easier to diagonalize the full Hamiltonian if we first change to the basis
of eigenstates |α〉 of the mass term. This change of basis can be written as
|α, µ〉 =
`max
2∑
j=1
e
(α)
j |2j, µ〉 , 〈α, µ|α′, µ′〉 = 2piδ(µ2 − µ′2)δαα′ (4.6)
for some e
(α)
j ; we will not need the exact form. Instead, we will just need the interaction
matrix elements in the mass eigenbasis. These matrix elements turn out to be much
simpler than the change of basis itself:
Mintα,α′ =
λ
2
vα(µ)vα′(µ
′), vα(µ) =
1√
µ
1√
`max + 1
∀ α. (4.7)
In other words, M2int is proportional to the outer product v
Tv, where v = 1√
µ
1√
`max+1
(1, 1, . . . , 1)
is just the wavefunction of the singlet operator φ2i in the mass eigenbasis. So, the equa-
tion for the eigenstates of the interacting Hamiltonian takes the form
(q2 − µ2 − 4m2 sec2 φα)δαα′ψα′(µ; q) = λ
2
vα(µ)
∫
dµ′2
2pi
vα′(µ
′)ψα′(µ′; q) (4.8)
in the mass basis, where ψα(µ; q) = 〈α, µ|ψ; q〉 is the component of the eigenstate ψ in
the direction of the |α〉 mass eigenstate. As in the previous section, q2 is the eigenvalue
of the mass-squared operator 2P−H. In the free theory, we did not need a separate
µ2 and q2 label on the eigenstates since they were related by q2 = µ2 + 4m2 sec2 φγ,
4
but due to the interaction term the q2 eigenstate wavefunctions will have nontrivial µ2
dependence.
4.2 Optimal Basis
The key features of this integral equation are that the interaction term is factorizable
and that the mass term has been diagonalized. The interaction term depends on ψ
4More precisely, the states (3.14) of definite µ2 are also eigenstates of q2, so the wavefunctions were
ψα(µ; q) ∝ δ(q2 − µ2 − 4m2 sec2 φα).
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only through the definite integral∫
dµ′2vα′(µ′)ψα′(µ′; q), (4.9)
so the Hamiltonian equation takes the form
(q2 − µ2 − 4m2 sec2 φα)δαα′ψα′(µ; q) ∝ vα(µ). (4.10)
One can therefore immediately write down a complete basis for the solutions to ψα(µ; q):
ψα(µ; q) = Cα2piδ(µ
2(q, α)− µ2) + S P.V. vα(µ)
µ2(q, α)− µ2 , (4.11)
where “P.V.” denotes “principal value,” and as in the previous section µ2(q, α) ≡
q2 − 4m2 sec2 φα. The parameters Cα, S implicitly depend on q2, but not µ2.
Substituting this general form back into the Hamiltonian equation of motion, the
problem is converted from an integral equation to a simple linear equation for the Cα, S
coefficients:
S =
λ
2
∑
α
(
Cαvα(Jµ2(q, α)K1/2)− 1
2
S v2α(J−µ2(q, α)K1/2)), (4.12)
where vα(JxKγ) denotes vα(xγ)Θ(x), and we have used the following identity:∫ ∞
0
dµ2v2α(µ)P.V.
1
x− µ2 = −piv
2
α(
√−x)Θ(−x) ≡ −piv2α(J−xK1/2). (4.13)
The equation (4.12) should be thought of as an equation for S in terms of the parameters
Cα, because there are actually `max/2 solutions here, one for each parameter Cα. The
reason there is a large degeneracy of eigenvalues is that µ is a continuous parameter,
so for any value of q we have one eigenstate for each α such that q2 > 4m2 sec2 φα.
However, it is also clear from (4.12) that we can separate this space of solutions into
one direction parallel to the vector vα(Jµ2(q, α)K1/2), and the space perpendicular to
this vector. The perpendicular space has the trivial solution S = 0, since it does not see
the interaction term. In other words, we can solve the Hamiltonian equation of motion
because for any `max, there is really only one state that is affected by the interaction.
The upshot of this discussion is that we can focus on the special case
Cα = C vα(Jµ2(α, q)K1/2). (4.14)
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We also need to compute the norm of the state |ψ〉. The states are δ function
normalized:
〈ψ; q|ψ; q′〉 = Nψ2piδ(q2 − q′2). (4.15)
We discuss how to compute these norms in appendix F; the result is
Nψ =
(
C2 +
1
4
S2
)∑
α
(
v2α(Jµ2(q, α)K1/2)). (4.16)
Lastly, to obtain the spectral function of the singlet operator φ2 ≡ φiφi, we need
its overlap with the basis states. Since the interaction is (φ2)2, we have essentially
already computed the overlap of φ2 with the mass eigenstates when we computed the
interaction matrix elements. The overlap is5
〈φ2|α, µ〉 = vα(µ). (4.17)
Therefore, |φ2〉 only has overlap with the eigenstate |ψ〉 that is parallel to v. The
spectral function reduces to the overlap with this state divided by its norm:
piρφ2(q) =
1
Nψ 〈φ
2|ψ; q〉〈ψ; q|φ2〉 = P+(q)
(1 + λ
4
P−(q))2 + λ216P2+(q)
, (4.18)
where we have defined
P±(q) ≡
∑
α
v2α(J±µ2(q, α)K1/2). (4.19)
In the limit `max →∞, the P functions simplify to
P+(q) =
∫ pi−1 cos−1( 2m
q
)
0
dx
(q2 − 4m2 sec2(pix))1/2 =
1
2q
,
P−(q) =
∫ 1
2
pi−1 cos−1( 2m
q
)
dx
(4m2 sec2(pix)− q2)1/2 =
1
piq
coth−1
q
2m
,
(4.20)
5More explicitly, the overlap with the Dirichlet states |`, µ〉 were computed in [4] to be 〈φ2|µ, `〉 =
1√
µ
1√
`2−1 , and from this one can perform the change of basis to obtain the overlap with the mass
eigenstates.
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for q > 2m, and vanish for q < 2m. Finally, the spectral function reduces to
piρφ2(q) =
1
2q(
1 + λ
8qpi
log
(
q+2m
q−2m
))2
+
(
λ
8q
)2 θ(q − 2m), (4.21)
which matches the known result from the standard covariant large N solution.6
4.3 Interaction Subspace Notation
The large N O(N) model is simple enough that writing all the states out in components
was sufficiently concise that the resulting equations were still reasonably compact and
readable. However, as the size of the interaction subspace increases, keeping track
of all components quickly becomes more of a distraction. In this subsection, we will
rewrite the Hamiltonian equations in Dirac notation, which will make the equations
more compact and the fact that we are essentially dealing with a single-state system
more transparent.
We begin by defining the following state |φ2〉 associated with the operator φ2, whose
wavefunction is
〈α, µ|φ2〉 ≡ vα(µ), (4.22)
We also define the matrices
Dˆαα′ = 2piδαα′δ(µ
2(q, α)− µ2), D˜αα′ = P.V. 1
µ2(q, α)− µ2 (4.23)
to be diagonal and have, respectively, δ functions or principal value poles on their
diagonal, as written above. More explicitly,
〈α, µ|Dˆ|φ2〉 ≡ vα(µ)2piδ(µ2(q, α)− µ2), 〈α, µ|D˜|φ2〉 = P.V. vα(µ)
µ2(q, α)− µ2 . (4.24)
Essentially, D˜ and Dˆ are just the real and imaginary parts of (q+ −H2)−1, where H2
is the quadratic part of the Hamiltonian:
1
2(q+ −H2 + i) =
1
q2 − 2H2 + i
∼= D˜ − i
2
Dˆ. (4.25)
6See e.g. [4] equation (2.34).
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The overlap between states is defined as
〈χ|φ〉 ≡
∑
α
∫
dµ2
2pi
χ∗α(µ)φα(µ). (4.26)
Finally, the eigenstates ψ will just be denoted |ψ〉,
〈α, µ|ψ〉 ≡ ψα(µ; q), (4.27)
and we will also introduce |ψ〉(0) for the purely δ function piece of ψ:
〈α, µ|ψ〉(0) ≡ Cα2piδ(µ2(q, α)− µ2). (4.28)
Now that we have introduced a formalism tailored to the problem, solving the Hamil-
tonian problem will be fairly quick. The Hamiltonian equation can be written in the
following compact form:
(q21− 2H2)|ψ〉 = λ
2
|φ2〉〈φ2|ψ〉. (4.29)
For µ2 6= µ2(α, q), the inverse of (q2 − 2H2) is D˜, so we can multiply through by D˜
as long as we allow an extra purely δ function piece |ψ〉(0) whose components are all
proportional to δ(µ2 − µ2(α, q)):
|ψ〉 = λ
2
D˜|φ2〉〈φ2|ψ〉+ |ψ〉(0). (4.30)
Clearly, ψ can be purely its δ function piece |ψ〉(0) as long as it is orthogonal to 〈φ2|.
Therefore the subspace of states with |ψ〉(0) orthogonal to 〈φ2| is trivial to solve, and
we can restrict our attention to the state with |ψ〉(0) ∝ Dˆ|φ2〉. Acting on this state, the
interaction manifestly generates only states of the form
|ψ〉 = CDˆ|φ2〉+ SD˜|φ2〉. (4.31)
The equation for |ψ〉 becomes the following equation for C, S:
S =
λ
2
(
C〈φ2|Dˆ|φ2〉+ S〈φ2|D˜|φ2〉
)
. (4.32)
The norm of the states is
Nψ = (C2 + 1
4
S2)〈φ2|Dˆ|φ2〉. (4.33)
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It is straightforward to verify that the inner products are given by
〈φ2|Dˆ|φ2〉 = P+(q), (4.34a)
〈φ2|D˜|φ2〉 = −1
2
P−(q). (4.34b)
The spectral function is again obtained from taking the overlaps and dividing by the
norm:
piρφ2(q) =
|〈φ2|ψ〉|2
Nψ =
〈φ2|Dˆ|φ2〉
(1− λ
2
〈φ2|D˜|φ2〉)2 +
(
λ〈φ2|Dˆ|φ2〉
4
)2 , (4.35)
which reproduces (4.18).
5 CS at Infinite Nf
5.1 Hamiltonian Eigenstates
The full Hamiltonian, given in (A.6), simplifies at infiniteNf . First, the matrix elements
of the six-body interaction term H6 vanish, and only ‘planar’ contractions of the four-
body term H4 survive. In section 3.3, we worked out the conformal primary states as
well as the mass eigenstates of the quadratic Hamiltonian H2. Recall that the mass
eigenstates came in two families, a parity even set of states |α〉 with α = 1, . . . , `max+1
2
,
and a parity odd set of states |β〉 with β = 1, . . . , `max−1
2
(we restrict to odd `max).
We will work with the two-particle eigenstates ψ in the mass eigenbasis, so ψ has
components ψ
(+)
α (µ; q) in the parity even space as well as components ψ
(−)
β (µ; q) in the
parity-odd space. The Hamiltonian equation for the eigenstates takes a similar form
to what we saw in (4.8) for the O(N) model. Now, we have
(q2 − µ2 − 4m2f sec2 φα+)δαα′ψ(+)α′ (µ; q)
=
∫
dµ′2M intαα′(µ, µ
′)ψ(+)α′ (µ
′; q) +
∫
dµ′2M intαβ′(µ, µ
′)ψ(−)β′ (µ
′; q), (5.1a)
(q2 − µ2 − 4m2f sec2 φβ−)δββ′ψ(−)β′ (µ; q)
=
∫
dµ′2M intβα′(µ, µ
′)ψ(+)α′ (µ
′; q) +
∫
dµ′2M intββ′(µ, µ
′)ψ(−)β′ (µ
′; q). (5.1b)
From the structure of the Lagrangian (2.9) with aµ integrated out,
L = Ψ¯(i∂ +mf )Ψ + 2pi
k
j⊥f
1
∂−
j+f +ma
(
2pi
k
)2
j+f
1
∂2−
j+f . (5.2)
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one might expect that the interaction Hamiltonian in the infinite Nf limit should reduce
to something with components only in a two-dimensional subspace, corresponding to
the + and ⊥ components of the current operator. This expectation is correct. It is
particularly clear if we take the limit mf = 0 from the very beginning, so that we do not
need to use the Dirichlet states. In this case, the interaction piece of the Hamiltonian
is nonzero only on the two independent ` = 1 primary states; we perform the explicit
analysis of this case in appendix D. More generally, in appendix E, we work out the
form of the matrix elements M int of the two-particle mass eigenstates at mf 6= 0. In
the bra and ket notation of subsection 4.3, we can write the Hamiltonian equation for
the eigenstates |ψ〉 simply as
(q21− 2H2)|ψ〉 =
[
2piiλ
(|j−〉〈j⊥| − |j⊥〉〈j−|)− 8pi2λ2ma|j−〉〈j−|]|ψ〉, (5.3)
or equivalently,
|ψ〉 = D˜
[
2piiλ
(|j−〉〈j⊥| − |j⊥〉〈j−|)− 8pi2λ2ma|j−〉〈j−|]|ψ〉+ |ψ〉(0). (5.4)
Recall that, as in subsection 4.3, we will use the matrices D˜ and Dˆ to denote the diag-
onal matrices with the principal value pole (µ2(γ, q)−µ2)−1 or δ(µ2(γ, q)−µ2) function
on their diagonal, respectively. The states |j⊥〉 and |j−〉 are the states corresponding to
the current operator in the absence of the gauge boson mass term; their components in
the Dirichlet and mass eigenbasis were given in section 3.4. |ψ〉(0) represents the purely
δ function pieces of the eigenstate |ψ〉.
The form (5.4) of the Hamiltonian equation makes it manifest that states in |ψ〉(0)
perpendicular to |J⊥〉 and |J−〉 are not affected by the interaction, and the eigenstates
in these directions are the free ones. There are therefore only two nontrivial eigenstates,
and without loss of generality we can parameterize them as
|ψ〉 =
∑
i=−,⊥
CiDˆ|ji〉+ SiD˜|ji〉, (5.5)
similarly to what we did in the O(N) model. We can write the Hamiltonian equation
even more compactly as
|ψ〉 =
( ∑
i,j=−,⊥
VijD˜|ji〉〈jj|
)
|ψ〉+ |ψ〉(0), (5.6)
where V⊥⊥ = 0, V−− = −λ2ma, and V−⊥ = V ∗⊥− = iλ. Substituting the general form
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(5.5) into the Hamiltonian equation gives the following relation between the Si and Ci
coefficients:
Si =
∑
j,k
Vij
(
〈jj|Dˆ|jk〉Ck + 〈jj|D˜|jk〉Sk
)
. (5.7)
Following the general discussion in appendix F, the norm of the eigenstates is
〈ψ; q|ψ′; q′〉 = Nψ,ψ′2piδ(q2 − q′2), Nψ,ψ′ =
(
C†ψ,iCψ′,j +
1
4
S†ψ,iSψ′,j
)
〈ji|Dˆ|jj〉. (5.8)
The eigenstates are simply the states with Sis given in terms of Cis (or vice versa)
using equation (5.7), and orthonormalizing using the above inner product.
5.2 Computing Correlators
Next we want to use the expression from the previous subsection for the eigenstates
in order to compute spectral functions for local operators. Two natural correlators
to consider are the current two-point function 〈JJ〉 and the stress tensor two-point
function 〈TT 〉. The latter is computed in appendix A.5 and is independent of the
interactions, so it is just a free theory computation. So in this subsection, we will
compute the former, where we will explicitly see the role of the gauge boson mass
counterterm ma in canceling divergences.
To compute the spectral densities for the currents, we also need to take into account
the fact that the current is modified by the gauge boson mass term according to equation
(2.15). We can write the modified current state |ji,ma〉 in terms of the ma = 0 current
|ji〉 as
|ji,ma〉 =
∑
j
Xij|jj〉, X =
(
1 0
−4piiλma 1
)
. (5.9)
Note that by using equations (5.5) and (5.7), we have 〈ji|ψ〉 =
∑
j V
−1
ij Sj, and therefore
〈ji,ma|ψ〉 =
∑
j
(V −10 )ijSj, V0 ≡ V (X∗)−1 =
(
0 2piiλ
−2piiλ 0
)
. (5.10)
Finally, the spectral function ρij(q) is given by summing over a basis of the eigenstates:
piρij(q) =
∑
ψ,ψ′
〈ji,ma|ψ〉(N−1)ψ,ψ′〈ψ′|jj,ma〉. (5.11)
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The space of eigenstates is parameterized by the coefficients Si, Ci. Because equation
(5.7) relates them to each other, we can use either the Sis or the Cis to parameterize
the physical two-dimensional space. For instance, we can choose our basis states to be
S− = 0, S⊥ = 1 and S− = 1, S⊥ = 0, and solve for Ci in terms of Si. Because of (5.10),
using the Si parameters is particularly convenient. As long as we impose (5.7) and
divide by the inverse Gram matrix Nψ,ψ′ , the spectral function will be independent of
the specific basis we choose for doing the sum. The result is
piρij(q) =
((
X − 〈j|D˜|j〉V0
)†
〈j|Dˆ|j〉−1
(
X − 〈j|D˜|j〉V0
)
+
1
4
V †0 〈j|Dˆ|j〉V0
)−1
ij
.
(5.12)
To go farther, we need expressions for the matrices 〈j|Dˆ|j〉 and 〈j|D˜|j〉. The former are
in fact just the free theory spectral function components, and were already computed
in (3.28):
〈ji|Dˆ|jj〉 = piρfreeij (q). (5.13)
For instance, 〈j−|Dˆ|j−〉 = 1`max+1
∑
αJµ2+(α, q)K−1/2 cos2 φα+ · (14) (recall we are using
boosts to set q− = 1). This fact is consistent with the above equation for ρij, since
V0 vanishes and X = 1 in the free theory, where there is no gauge boson counterterm
needed.
So the only new matrix elements we need to compute are 〈ji|D˜|jj〉, which are of
the form
〈ji|D˜|jj〉 =
∑
γ
∫
dµ2
2pi
P.V.
〈ji|γ, µ〉〈µ; γ|jj〉
µ2±(γ, q)− µ2
. (5.14)
The overlaps of the currents with the parity-even Hamiltonian eigenstates decay like
µ−1/2, and consequently they lead to convergent integrals in 〈ji|D˜|jj〉, of the form∫
dµ2
2piµ
P.V.
1
x− µ2 = −
1
2
J−xK− 12 . (5.15)
However, the overlaps with the parity-odd eigenstates grow like µ1/2. This growth leads
to divergences in 〈j⊥|D˜|j⊥〉. If we take a hard cut-off on Λ, then the divergent integrals
take the form ∫
0≤µ≤Λ
dµ2
2pi
P.V.
µ
x− µ2 = −
Λ
pi
+
1
2
J−xK 12 +O( 1
Λ
)
. (5.16)
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By contrast, something like dimensional regularization would simply discard the linear
term in Λ and keep the finite piece. For now, we will keep the linear divergence as
above.
Finally, note that the matrix elements 〈ji|D˜|jj〉 always appear in the spectral func-
tion in the combination
Xij − 〈ji|D˜|jk〉V0,kj = δij − 2piiλ
( −〈j−|D˜|j⊥〉 〈j−|D˜|j−〉
2ma − 〈j⊥|D˜|j⊥〉 〈j⊥|D˜|j−〉
)
. (5.17)
Crucially, the component 〈j⊥|D˜|j⊥〉 and the gauge boson mass ma always come in the
combination 2ma − 〈j⊥|D˜|j⊥〉, which means that the mass term successfully removes
the UV divergences as promised!
Case 1: mf → 0
Let us first see how this works in detail in the massless limit mf → 0.7 The free piece
ρfreeij reduces to a diagonal matrix, with the following diagonal components:
piρfree−−(q) =
1
`max + 1
∑
α
1
q
cos2 φα+
(
1
4
)
=
1
16q
, (5.18a)
piρfree⊥⊥(q) =
1
`max + 1
∑
β
q sin2 φβ−
(
1
4
)
=
q(`max − 1)
16(`max + 1)
. (5.18b)
The finite pieces of the matrix elements 〈ji|D˜|jj〉 all vanish at mf → 0, because
they are proportional to J−µ2(γ, q)K± 12 = J−qK± 12 = 0. The only nonvanishing piece is
the divergence in 〈j⊥|D˜|j⊥〉:
〈j⊥|D˜|j⊥〉 =
∑
β
−Λ/pi
`max + 1
sin2 φβ−
(
1
4
)
=
(
`max − 1
`max + 1
)(−Λ
16pi
)
. (5.19)
We choose ma to cancel this piece. Substituting these expressions into our result (5.12)
for the full spectral function, we find
lim
mf→0
piρij =
1
(1 +
(
piλ
16
)2 `max−1
`max+1
)
(
1
16q
0
0 q
16
)
. (5.20)
7The limit mf → 0 is slightly different from taking mf = 0 from the beginning, because in the
limiting case we are still working within the Dirichlet subspace of states.
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Case 2: `max →∞
Next, we want to compute the spectral function at nonzero mf and take the truncation
limit `max →∞. In this case, as we explicitly saw in section 3.4, the free theory spectral
function reduces to
piρfreeij (q) =
 4m2f+q216q3 −imf4q
i
mf
4q
4m2f+q
2
16q

ij
θ
( q
m
− 2
)
. (5.21)
To obtain the interacting spectral function from our expression (5.12), we also need to
compute the matrix elements 〈ji|D˜|jj〉 at nonzero mf . In the `max → ∞ limit, all the
sums over α and β can be approximated as integrals, which are evaluated in appendix
E. We must also choose the gauge boson mass counterterm ma. One way to do this is
to note that Lorentz- and gauge-invariance constrain the correlator to be of the form in
equation (3.29), and in particular q2ρ−−(q) and ρ⊥⊥(q) must be equal for both Lorentz
and gauge invariance to hold. This condition together with the form of the spectral
function (5.12) and the matrix elements (E.8) is sufficient to fix the counterterm:
2ma = − 1
8pi
(
Λ
2
+ (2 + 4 log 2)mf
)
. (5.22)
Taking this choice of ma, we find
Xij − 〈ji|D˜|jk〉V0,kj = δij + λ
2
(
Re(κ0)
2piiIm(τ0)
q
−2piiIm(τ0)q Re(κ0)
)
ij
, (5.23)
in terms of the free theory κ0, τ0 from (3.32). Note that V0(X − 〈j|D˜|j〉) = (X −
〈j|D˜|j〉)†V0, which allows us to rewrite our expression (5.12) for the spectral function
in the form
piρij(q) =
((
X − (〈j|D˜|j〉 − i
2
〈j|Dˆ|j〉)V0
)†
〈j|Dˆ|j〉′−1
(
X − (〈j|D˜|j〉 − i
2
〈j|Dˆ|j〉)V0
))−1
.
(5.24)
We also have, from the free theory results, that
〈ji|Dˆ|jj〉 = piρfreeij =
(
1
q
Re(τ0)
1
2pii
Im(κ0)
− 1
2pii
Im(κ0) qRe(τ0)
)
ij
. (5.25)
This free theory spectral function is the Hermitian piece GH0 of the free correlator G0,
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which also has an anti-Hermitian piece GA0 :
G0 =
(
1
q
τ0 − 12piκ0
1
2pi
κ0 qτ0
)
= GH0 +G
A
0 . (5.26)
By inspection, we see that our spectral function ρij can be written in terms of G
H
0 and
GA0 as
ρij(q) = (1 +
i
2
G†0V0)
−1GH0 (1−
i
2
V0G0)
−1. (5.27)
The full correlator G in the interacting theory can be solved by a standard re-
summation of 1PI diagrams; in this picture, V0 is just the gauge boson propagator at
q− = 1. The result is that
G = G0
(
1− i
2
V0G0
)−1
. (5.28)
The Hermitian piece of this correlator is
GH =
G0(1− i2V0G0)−1 + (1 + i2G†0V0)−1G†0
2
= (1+
i
2
G†0V0)
−1GH0 (1−
i
2
V0G0)
−1, (5.29)
which agrees with our conformal truncation result (5.27).
5.3 Convergence Rate
The large Nf limit is a rare case where conformal truncation can be evaluated ana-
lytically as a function of the truncation level `max, and more generally the analysis
is limited by numerical resources to some finite maximum value. The rate at which
the truncated result approaches the exact result as a function of `max is an important
part of how useful conformal truncation can be in practice. In this subsection, we will
consider the size of the corrections to the exact spectral functions at finite `max.
We must first discuss what quantities we want to compare at finite vs infinite `max.
It is clear by inspection of the terms in the sums of the spectral functions (3.28) that
the spectral functions themselves have inverse-square-root singularities, ∼ 1√
µ2−µ2(α,q) ,
at any finite `max, whereas the exact spectral functions are smooth functions of q. So,
the finite `max spectral functions do not converge pointwise. Rather, we must consider
the spectral functions integrated against sufficiently smooth kernels. In practice, taking
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the integrated spectral functions,
Iµν(q) ≡
∫ q2
0
dµ2ρµν(µ), (5.30)
will be sufficient. Comparisons between the exact result for I−− and the truncation
result at finite `max are shown in Fig. 1 for a couple of values of coupling λ and `max.
Plots for the other components Iµν are qualitatively similar.
We can also read off the rate at which the integrated spectral function from trun-
cation approaches the exact result by looking at the difference as a function of `max
for some fixed value of q. In Fig. 2, we show the result for λ = 0 and q = 3mf .
To quantify the rate of convergence for the interactions as well, we also look at the
difference “δI˜−−(3mf )” between the integrated value of the matrix element 〈j−|D˜|j−〉
from q = 2mf to q = 3mf and its `max =∞, analytic value. For comparison, we show
∼ `−3/2max , which fits the overall trend. There is some spread around this trendline, with
some values of `max happening to be better or worse at the particular point q = 3mf
we have chosen for the plot.
Finally, we would like to comment on another quantity related to the spectral
density, which we have found to converge even faster than (5.30). For any spectral
density ρ with a mass gap at m one can define its Fourier transform
ρ˜(x) ≡
∫ ∞
4m2
dµ2eiµ
2xρ(µ). (5.31)
Note that this is essentially the Wightman function as a function of lightcone time x+
at finite q−, i.e. G(x+, q−, q⊥ = 0) ∼
∫
dµ2e
−i µ2
2q− x
+
ρ(µ). For simplicity, we will focus
on the case of the O(N) model, whose exact spectral density at finite `max was shown
in equation (4.18).
In figure 3 is shown the relative error between the numerical and exact ρ˜φ2φ2(x) in
the free and interacting cases. x has to have an imaginary part in order to regulate the
UV divergence in integral (5.31). In the interacting case, we choose λ so that there exist
a strongly coupled region 2m . q . λ
16
(by inspection of (4.21)), and correspondigly
we choose x to probe the spectral density in this window, x ≈ 1
q2
. Empirically, we find
that in both cases the convergence is exponentially fast, |∆ρ˜φ2φ2| ∼ e−a`bmax . We find
numerically that b ∼ 2
3
, however we haven’t investigated the analytical dependence of
a on x. We imagine it could be possible to extract physical quantities, such as mass
gaps and anomalous dimensions, from the x dependence of ρ˜. We leave this interesting
question for future work.
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Figure 1. Comparison with exact analytic result (red, dashed) and truncation result (black,
solid) for various values of the coupling λ and truncation level `max. The residuals (defined
as truncationexact − 1) are shown in the insets.
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Figure 2. Left: Difference δI−− between exact analytic result and truncation result at λ = 0
and q = 3mf as a function of truncation level `max. The black solid line is 0.1 `
−3/2
max for
comparison. Right: Analogous plot, but for the integrated value of 〈j−|D˜|j−〉.
6 Discussion and Future Directions
In this paper, we have attempted to make progress in understanding how Lightcone
Conformal Truncation can be applied to gauge theories in d > 2 dimensions. We have
focused on 3d Chern-Simons theories coupled to matter since, in terms of the degrees
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Figure 3. Left: Dependence of log (− log ∆ρ˜free) versus log `max, where ∆ρ˜ ≡ ρ˜−ρ˜
num
ρ˜ and
ρ˜num is evaluated at finite `max, at x = 0.2 + 0.01i. The linear best fit is shown above the
plot. There is a trend ∆ρ˜ ∼ e−aLb with b ∼ 0.6. Right: Dependence of log ∆ρ˜ versus `max for
λ = 24 and x = 0.16e0.2i. Exponential best fit is shown above the plot.
of freedom in the gauge field, such theories are a natural next step after successful work
in 2d Yang-Mills theories. Unlike in 2d, the interaction in our case is dimensionless,
and one might have worried a priori that conformal truncation methods require strictly
relevant interactions in order to converge as the truncation parameter ∆max is lifted to
infinity. Instead, the complications from the increased dimensionality of the interaction
term turned out to be manageable. Specifically, the interaction leads to UV divergences,
which must be regulated. Taking a hard cutoff on the Lorentz-invariant momentum-
squared as we did here produces finite answers, but also breaks gauge invariance and
generates a gauge boson mass, which can be subtracted off by including a corresponding
counterterm in the original Hamiltonian.
Our analysis was restricted to the case of Abelian gauge theories in the large
Nf limit. This restriction was partly for simplicity and clarity - in this limit, the
entire conformal truncation analysis can be performed analytically, and compared to
the known exact answer - but mostly to avoid some conceptual puzzles about how
to implement the method that arise at small Nf . These puzzles, described briefly in
section 2.2, must be resolved in order to apply LC Conformal Truncation to the general
case of Chern-Simons matter theories. A relatively simple setting where some of those
problems can be isolated is the large Nc limit, where the exact solution is also known
from more standard covariant methods [20]. In this limit, the rainbow diagrams that
renormalize the fermion propagator can be computed exactly, and one might hope to
gain insight into how to properly define the LC Hamiltonian with the gauge boson and
nondynamical fermion component χ integrated out. One could also attempt to define
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the Hamiltonian indirectly via the Bethe-Salpeter equation, as in appendix C.8 We
leave this important step for future work.
From a condensed matter perspective, it would be interesting to try to incorporate
Lorentz violating deformations such as a chemical potential or a background magnetic
field. These can in principle be studied within the same framework, which could po-
tentially help address the problem of a Fermi surface coupled to critical bosons. It
would also be very interesting to try to generalize the method to nonzero temperature
and study finite temperature quantum criticality. Accessing the real time dynamics of
strongly correlated systems is notoriously difficult, even numerically.
One shortcoming of our approach is that we use an IR regulator that breaks Lorentz
invariance, and Lorentz invariance is restored only when the truncation level `max is
lifted to infinity. An IR regulator is needed in order to deal with the matrix elements
associated with the fermion mass term, and our regulator effectively treats the light-
cone direction x− differently from the other spacetime directions. It would be more
satisfying, and likely useful, to develop a regulator that preserves Lorentz invariance.
Finally, although the interaction in our analysis is dimensionless, its effect is rel-
atively mild in that it does not change the scaling dimension of any operators. A
more stringent test of the method would be to consider a marginal deformation that
allows one to dial anomalous dimensions of the deformed theory, or even to induce
log running of couplings. Applying LC conformal truncation to such examples, even
two-dimensional ones, would likely shed light on the details of how and whether the
technique works more generally.
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A Algebra
A.1 Hamiltonian and mode expansion
The Lagrangian (2.13) leads to the Hamiltonian density
H = i
√
2χ∗os∂−χos + 2ma
(pi
k
)2
ψ∗ψ
1
∂2−
ψ∗ψ (A.1)
with anti-commutation relation
{ψ(x), ψ∗(y)} = 1√
2
δ(x− − y−)δ(x⊥ − y⊥) . (A.2)
The fields can be expanded into modes as
ψ(x) =
1
21/4
∫
d2p
(2pi)2
eip·xψ(p) =
1
21/4
∫
d2p
(2pi)2
eip·x
(
a−pΘ(−p−) + b†pΘ(p−)
)
. (A.3)
The step functions are necessary because there are no modes with p− < 0. The creation
and annihilation operators satisfy
{ap, a†q} = {bp, b†q} = (2pi)2δ(p− − q−)δ(p⊥ − q⊥) . (A.4)
The Hamiltonian has two-particle, 4-particle, and six-particle terms:
H = H2 +H4 +H6. (A.5)
Using the notation ψ∗(−p) = ψ(p)∗, in momentum space these take the form
H2 =
∫
d2p
4pi2
h2 ψ
∗(p)ψ(−p),
H4 =
∫
d2p
4pi2
d2q
4pi2
d2q′
4pi2
h4 ψ
∗
i (−p)ψ∗j (q − q′)ψi(p− q)ψj(q′),
H6 =
∫
d2p
4pi2
d2q
4pi2
d2p′
4pi2
d2q′
4pi2
d2p′′
4pi2
h6 ψ
∗
i (−p− q)ψ∗j (q − p′)ψ∗k(q′ − q′′)ψi(p− q′)ψj(p′)ψk(q′′),
(A.6)
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with
h2 =
p2⊥ +m
2
f
2p−
, (A.7a)
h4 =
pi
k
[
i(p− q)⊥ −mf
(p− q)−q− +
ip⊥ +mf
p−q−
]
+ma
(
2pi
k
)2
1
q2−
, (A.7b)
h6 = −
(pi
k
)2 2
p−q−q′−
. (A.7c)
A.2 Higher spin currents and 2-particle states
The two-particle primaries in the free fermion theory are spanned by the singlet
J0 = Ψ¯Ψ = ψ∗χ+ χ∗ψ , (A.8)
and the higher spin currents which can be expressed in terms of Gegenbauer polynomials
as [21]
Jˆ `(y) = (∂ˆ1 + ∂ˆ2)
`−1C1`−1
( ∂ˆ1 − ∂ˆ2
∂ˆ1 + ∂ˆ2
)
: Ψ¯(y1)γˆΨ(y2) :
∣∣∣
y1,2→y
, (A.9)
where hats denote contractions of tensors with a null vector Aˆ ≡ Aµν···zµzν · · · . Current
conservation implies that only two components of each current are independent, which
we take to be J `−...−− and J
`
−...−⊥. We then define the corresponding states as
|`,+, P 〉 ∝
∫
d3y e−iyPJ `−...−−(y)|0〉 , (A.10a)
|`,−, P 〉 ∝
∫
d3y e−iyPJ `−...−⊥(y)|0〉 , (A.10b)
with the normalizations to be fixed later. The ± label denotes the charge under parity.
The parity even states can be simply obtained from (A.9) by taking zµ = δµ−. The
parity odd states can be found for example by taking zµ = δµ− + δ
µ
⊥ (which is still null
to leading order in ), and picking up the O() part of (A.9). Further using the mode
expansion (A.3) one finds
|`, s, P 〉 = A`s
∫ 1
0
dx
√
x(1− x)1
2
∑
σ=±
f`s(x, σ) : ψ
∗
pψP−p : |0〉 , (A.11)
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where x = p−/P− and p⊥ = σµ
√
x(1− x), and the functions are given by
f`+(x, σ) = 2C
1
`−1(1− 2x) , f`−(x, σ) =
σ`/2√
x(1− x)C`(1− 2x) , (A.12)
for ` ≥ 1. Here C`(y) ≡ limm→0 1mCm` (y). Doing the same with the singlet (A.8) gives
f0−(x) =
σ/
√
2√
x(1− x) . (A.13)
The normalizations of these functions is arbitrary for now, since we have not fixed A`s.
However we will show in Section A.3 that with the choices (A.12), (A.13), A`s will be
independent of ` and s.
A.3 Inner products and matrix elements
Two-particle states in the singlet sector take the form
|φ, P 〉 = A
′
φ√
Nf
∫
d3y e−iyP
[
fφ(−i∂1,−i∂2) : ψ∗(y1)ψ(y2) :
]
y1,2→y |0〉
=
Aφ√
Nf
∫ 1
0
dx
pi
√
x(1− x)1
2
∑
p⊥
fφ(p, P − p) : ψ∗(p)ψ(P − p) : |0〉
(A.14)
where x ≡ p−/P−, and to get the to the second line we used the mode expansion from
A.1. The sum is over p⊥ = ±µ
√
x(1− x). We now choose
Aφ =
√
P−/µ (A.15)
for all states φ. Using Wick contractions, the inner product of two states is given by
〈φ′, P ′|φ, P 〉 = 2piδ(µ2 − µ′2)
∫ 1
0
dx
pi
√
x(1− x)
∑
p⊥
f ∗φ′(p, P − p)fφ(p, P − p) . (A.16)
Note that all inner products and matrix elements will contain an overall spatial mo-
mentum preserving delta function (2pi)2δ2(~P − ~P ′) which we will not write explicitly.
The choices of basis functions (A.12), (A.13) is then orthonormal
〈`′, s′, µ′|`, s, µ〉 = 2piδ(µ2 − µ′2)δ``′δss′ . (A.17)
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Matrix elements of the mass operator
M≡ PµP µ = 2P−H (A.18)
can be similarly computed. As an example, we can consider a generic two-body hamil-
tonian
M2 = 2P−
∫
d2p
4pi2
h2(p)ψ
∗(p)ψ(−p) . (A.19)
Using Wick contractions, one finds that its matrix elements in two-particle states (A.14)
is
〈φ′, P ′|M2|φ, P 〉 = 2piδ(µ2 − µ′2)·∫ 1
0
dx
pi
√
x(1− x)
∑
p⊥
f ∗φ′(p, P − p)fφ(p, P − p)2P− [h2(−p)− h2(P − p)] .
(A.20)
For example for the Hamiltonian of a free massive particle (A.7a) the quantity in
brackets is
µ2 +
m2f
x(1− x) . (A.21)
Since the basis states |`, s, µ〉 are orthonormal (A.17), the matrix elements of the kinetic
term are just
Mkin`′s′,`s ≡ 〈`′, s′, µ′|Mkin|`, s, µ〉 = 2piδ(µ2 − µ′2)δ``′δss′ · µ2 . (A.22)
The matrix elements of the mass term m2f have the form
Mmass`′s′, `s ≡ 〈`′, s′, µ′|Mkin|`, s, µ〉 = 2piδ(µ2 − µ′2)δss′ ·M s``′ . (A.23)
In the parity-even sector (s = +) they are given by
M+``′ = 8m
2
f
∫ 1
0
dx
pi
C1`−1(1− 2x)C1`′−1(1− 2x)√
x(1− x) = 8m
2
f min(`, `
′)δ``′mod2 . (A.24)
The matrix elements of the mass term in the parity-odd sector have an IR divergence
which is discussed in the next section.
The matrix elements of the interaction terms (A.6) between two-particle states can
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be similarly computed. For the quartic interactions M4 = 2P−H4 we have
〈φ′, P ′|M4|φ, P 〉 = P
2
−√
µµ′
·
Nf
∫ 1
0
dxdx′
pi2
√
x(1− x)
√
x′(1− x′)1
4
∑
p⊥,p′⊥
fφ′(p
′, P − p′)fφ(p, P − p)h˜4 ,
(A.25)
with
h˜4 = −h4(−p′,−P,−p)− h4(P − p, P, P − p′)
+
1
Nf
[h4(P − p, p′ − p,−p) + h4(−p′, p− p′, P − p′)] ,
(A.26)
where h4 is given in eq. (A.7). In the Nf → ∞ limit, H6 does not contribute and the
second line in (A.26) vanishes. In this limit one has
NfP
2
−h˜4 =− 8pi2λ2ma − piλmf
[
1
x(1− x) +
1
x′(1− x′)
]
+ piλ
[
iµσ
1− 2x√
x(1− x) − iµ
′σ′
1− 2x′√
x′(1− x′)
]
.
(A.27)
When mf = 0, this leads to matrix elements Mint`′s′,`s ≡ 〈`′, s′, µ′|M4|`, s, µ〉 in the
primary basis (A.12) given by
Mint`′s′,`s = −
mapi
2λ2
4
√
µµ′
δ`1δ`′1δs+δs−
ipiλ
8
√
µ
µ′
δ`1δ`′1δs−δs′+ + h.c. . (A.28)
A.4 Projection to Dirichlet basis
The matrix elements of the mass term in the parity-odd sector are given by
M−``′ =
m2f ``
′
21+(δ`0+δ`′0)/2
∫ 1
0
dx
pi
C`(1− 2x)C`′(1− 2x)
[x(1− x)]3/2 , (A.29)
and are all divergent. A sharp cutoff on the integral gives
M−``′ =
8m2f
2(δ`0+δ`′0)/2
[
1√

−max(`, `′)
]
δ``′mod2 . (A.30)
In the limit  → 0, two of the eigenvalues of M− diverge (one in each spin even and
odd sectors), and the corresponding states decouple from the theory. It is convenient
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to remove them by hand by projecting the basis to the kernel of the divergent part of
M−. Doing so gives the orthonormal Dirichlet basis
f`−(x, σ) = σ
√
x(1− x)√
`2 − 1 8C
2
`−2(1− 2x) . (A.31)
In this basis, the matrix elements of the mass term are finite and given by
M−``′ =
128m2f√
(`2 − 1)(`′2 − 1)
∫ 1
0
dx
pi
C2`−2(1− 2x)C2`′−2(1− 2x)
√
x(1− x)
=
8
3
m2f min(`, `
′)
√
min(`, `′)2 − 1
max(`, `′)2 − 1δ``′mod2 .
(A.32)
A.5 Spin even sector and 〈TT 〉
In Sec. 3.3 the matrixM = P µPµ for the massive free fermion theory was diagonalized
in the spin odd sector, which allowed us to compute current spectral densities in Sec. 3.4.
In this section we obtain stress tensor spectral densities by similarly diagonalizing
the spin odd sector. The stress tensor two-point function is constrained by Lorentz
invariance and Ward identities to take the form [22]
〈TµνTαβ〉 = τg|p|PµνPαβ +
τ ′g
|p|(PµαPνβ + (µ↔ ν))
+ sgn(mf )
κg
192pi
(
εµαλp
λPνβ + perm.
)
,
(A.33)
where Pµν ≡ p2ηµν − pµpν . Here τg, τ ′g and κg are functions of p2 in general, except in
a CFT where they are constants and τg = −τ ′g. These functions can be obtained in the
Lagrangian approach by computing a fermion loop. This is done in Ref. [24], which
found9
τg =
i
64piq3
[
4 + q2 − (q
2 − 4)2
2q
atanh
q
2
]
(A.34a)
τ ′g =
i
64piq3
[
4− q2 + q
4 − 16
2q
atanh
q
2
]
(A.34b)
κg = −3
q
[(
1− 4
q2
)
atanh
q
2
+
2
q
]
. (A.34c)
9Note that T hereµν = 2T
there
µν .
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In the kinematic regime p⊥ = 0, we can extract these coefficients from
〈T−−T−−〉 = p
4
−
|p|
(
τg + 2τ
′
g
)
, (A.35a)
〈T−⊥T−⊥〉 = p2−|p|τ ′g , (A.35b)
〈T−−T−⊥〉 = −sgn(mf )p3−
κg
96pi
. (A.35c)
The stress tensor in the fermion theory is given by10 Tµν = iΨ¯γ(µ
↔
∂ ν) Ψ, the relevant
components are
T−− =
√
2i (∂−ψ∗ψ − ψ∗∂−ψ) (A.36a)
T−⊥ =
3i
2
√
2
∂⊥ψ∗ψ +
i
2
√
2
∂−ψ∗
∂⊥ −mf
∂−
ψ + c.c. . (A.36b)
The overlaps with the Dirichlet states are given by
〈T−−(0)|`,+〉 = 1
8
√
p3−√
µ
δ`,2 (A.37a)
〈T−⊥(0)|`,−〉 = 1
4
√
µp−
[
δ`0mod2√
`2 − 1 −
√
3
2
δ`2
]
(A.37b)
〈T−⊥(0)|`,+〉 = 1
2
√
p−√
µ
(−imf )δ`0mod2 . (A.37c)
Diagonalization
The parity-even, spin even sector spanned by the states |`,+〉, ` = 2, 4, . . . , `max is
diagonalized M|α¯〉 =Mα¯|α¯〉 by the states
|α¯〉 =
`max
2∑
j=1
e
(α¯)
j |2j,+〉 , with e(α¯)j =
2√
`max + 1
(−1)j sin 2piα¯j
`max + 1
, (A.38)
for α¯ = 1, 2, . . . , `max/2. The corresponding eigenvalues are
Mα¯ = µ2 + 4m2f sec2 φα¯ , (A.39)
with φα¯ =
piα¯
`max+1
.
10We consider the improved stress tensor (as opposed to the Noether current that generates trans-
lations) because only if it is symmetric will its correlator take the form (A.33).
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The parity-odd, spin even sector is spanned by the Dirichlet states |`,−〉, ` =
2, 4, . . . , `max and is diagonalized M|β¯〉 =Mβ¯|β¯〉 by the states
|β¯〉 =
`max
2∑
j=1
e
(β¯)
j |2j,+〉 . (A.40)
for some eβ¯j ; the exact form will not be needed. The corresponding eigenvalues are
Mβ¯ = µ2 + 4m2f sec2 φβ¯ . (A.41)
The overlaps in the diagonal basis are given by
〈T−−(0)|α¯〉 = −1
4
√
p3−√
µ
sin 2φα¯√
`max + 1
, (A.42a)
〈T−⊥(0)|β¯〉 = −1
4
√
µp−
cos 2φβ¯√
`max + 1
, (A.42b)
〈T−⊥(0)|α¯〉 = imf
2
√
p−√
µ
tanφα¯√
`max + 1
. (A.42c)
Spectral densities
We are now ready to compute the spectral densities using Eq. (3.23). From the overlaps
above, these are found to be
piρT−−T−−(p) =
1
`max + 1
∑
α¯
Θ(µ2α¯)
µα¯
sin2 2φα¯ ·
(
p4−
16
)
, (A.43a)
piρT−−T−⊥(p) =
1
`max + 1
∑
α¯
Θ(µ2α¯)
µα¯
sin 2φα¯ tanφα¯ ·
(
imfp
3
−
8
)
, (A.43b)
piρT−⊥T−⊥(p)|even cut =
1
`max + 1
∑
α¯
Θ(µ2α¯)
µα¯
tan2 φα¯ ·
(
m2fp
2
−
4
)
, (A.43c)
piρT−⊥T−⊥(p)|odd cut =
1
`max + 1
∑
β¯
µβ¯Θ(µ
2
β¯) cos
2 2φβ¯ ·
(
p2−
16
)
. (A.43d)
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In the `max →∞ limit, one finds
piρT−−T−−(p)→
p4−
16|mf |
∫ 1
pi
acos 2
q
0
dx
sin2 2pix√
q2 − 4 sec2 pix =
p4−
|p|
q4 + 8q2 − 48
64q4
, (A.44a)
piρT−−T−⊥(p)→ −
imfp
3
−
8|mf |
∫ 1
pi
acos 2
q
0
dx
sin 2pix tanpix√
q2 − 4 sec2 pix = −i
sgn(mf )p
3
−
96pi
6pi
q2 − 4
q3
,
(A.44b)
Similarly adding the parity-even and odd cuts one finds
piρT−⊥T−⊥ → p2−|p|
q4 − 16
64q4
. (A.45)
The result from truncation is therefore
Re τg = −(q
2 − 4)2
64q4
, Re τ ′g =
q4 − 16
64q4
, Imκg = 6pi
q2 − 4
q3
. (A.46)
These results exactly agree with the Lagrangian predictions (A.34).
B Dirichlet basis from dimensional regularization
The Dirichlet basis was constructed in appendix A.4 by computing matrix elements
with a sharp IR momentum cutoff x = p−
P−
∈ [, 1 − ], and projecting to the kernel
of the divergent part of this matrix. For free CFTs, this regularization scheme can be
generalized to states of higher particle number by cutting off the momentum of each
particle. However, this prescription does not generalize to generic CFTs, motivating
the study of alternative regularization schemes that can be more readily generalized.
In this section we study the theory using dimensional regularization (dim. reg.) dp− →
d1+
′
p− = p
′
−dp−. We perform this replacement in the mode expansion
ψ(x) =
1
21/4
∫
d2p
(2pi)2
p−e
ipxψp . (B.1)
Two particle states now take the form (ignoring overall factors)
|φ, P 〉 =
∫
d3y e−iyP
[
fφ(−i∂1,−i∂2) : ψ∗(y1)ψ(y2) : |y1,2→y
] |0〉
=
∫ 1
0
dx
pi
[x(1− x)] 1+
′
2
∑
p⊥
f(p, P − p) : ψ∗pψP−p : |0〉.
(B.2)
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This replacement will simply add a factor of [x(1−x)]′ in any inner product or matrix
elements. Let us now look at the matrix elements of the mass term in the parity-odd
sector of primary states. These are given by (A.30) and are all divergent. A sharp
momentum cutoff on the integral gave
M−``′ =
8m2f
2(δ`0+δ`′0)/2
[
1√

−max(`, `′)
]
δ``′mod2 (IR cutoff ) . (B.3)
If instead the integral in (A.30) is evaluated with the dim. reg. prescription explained
above, assume ′ > 1/2 and then analytically continue to ′ → 0 one finds
M−``′ =
8m2f
2(δ`0+δ`′0)/2
[
0−max(`, `′)
]
δ``′mod2 (d
1+′p− dim. reg.) . (B.4)
The effect of dim. reg. is simply to remove the power law divergence in (B.3). In the limit
`max →∞ the spectra in both schemes agree, except that the infinite eigenvalues ∼ 1√
in (B.3) are replaced by negative eigenvalues in (B.4). Removing the corresponding
eigenvectors, one recovers the Dirichlet basis with the dim. reg. prescription. At finite
`max the spectra and corresponding bases will however differ in both schemes.
C Connection to Covariant Formulation
In this section we show how to relate the Bethe-Salpeter equation, which is used to
compute the correlators, to the Hamiltonian equation. To warm up, we will consider
the O(N) model first, and express the Hamiltonian equation in the conformal basis.
Next, we will show how to derive the Hamiltonian equation from the Bethe-Salpeter
equation in the large Nf Chern-Simons theory.
C.1 Large N O(N)
We will begin as a warm-up with the O(N) model at large N . The Bethe-Salpeter
equation in this case is
ψ(p, p′, r) = S(p)S(p− r)δ(p− p′) + λ
∫
ddkψ(p, p′, r)S(p)S(p− r) (C.1)
We now follow steps similar to ’t Hooft [18]. However, instead of considering directly
the homogenous equation for the “blob” as in ’t Hooft, we will not integrate entirely
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over d3p′, so that we have an equation for the full correlator.11 Next, we consider
φ(~p, ~p′, r) =
∫
dp+dp
′
+ψ(p, p
′, r) (C.2)
Which satisfies the equation
φ(p, p′, r) =
(∫
dp+S(p)S(p− r)
)(
δ2(p− p′) + λ
∫
d2kφ(p′, k, r)
)
(C.3)
This correlator can be used to compute the two-point functions between the bilinear
currents, which do not mix with higher currents at large N. We can indentify the
currents symbolically in terms of a discrete set of parameters,
〈Jα(q)Jα(−q)〉 =
∫
d2pd2p′F (2)α (p)φ(~p, ~p
′, q)F (2)α′ (p
′) . (C.4)
where the F ’s are the wavefunctions of the bilinear states, F
(2)
α (p) ≡ 〈p|Jα〉.12 In this
model, the parameters α just denote the spin and parity quantum numbers.
We will now show how the Bethe-Salpeter equation (C.3) can be related to the
conformal truncation Hamiltonian equation, and how the spectral density can be com-
puted in terms of the wavefunctions of the Hamiltonian. To show that, we first perform
11A physical motivation to consider the full correlator is that the states φi in the O(N) model are
physical states, unlike the quarks in the 2D ’t Hooft model which are confined.
12Explicitly, the wavefunctions are proportional to Gegenbauer polynomials,
F`−(p) = C`
(
1− 2 p−
P−
)
(C.5)
F`⊥(p) =
p⊥
P−
C1`−1
(
1− 2 p−
P−
)
. (C.6)
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the dp+ integral in the first term in (C.3) explicitly,
13 to obtain(
r2 − p
2
⊥ +m
2
x(1− x)
)
φ(p, p′, r) = θ(x)θ(1− x) pii
x(1− x)
(
δ2(p− p′) + λ
∫
d2kφ(k, p′, r)
)
(C.8)
where we have taken r⊥ = 0, r− = 1, and defined x = p−/r−. We define the action of
the non-perturbative squared mass operator as
M2[f(·)](p) ≡ p
2
⊥ +m
2
x(1− x)f(x) + λθ(x)θ(1− x)
pii
x(1− x)
∫
d2kf(k) (C.9)
we therefore have
M2[φ(·, ~p′, r)](p) = − ipi
x(1− x)δ
2(p− p′) + r2φ(p, ~p′, r) (C.10)
Let φE,n(~p) be the solutions of the homogeneous part of this equation:
M2[φE,n](p) = E
2φE,n(~p) (C.11)
where E is a continuous energy parameter, while n denotes a countable set of quantum
numbers. These solutions will the orthogonal, and we normalize them so that∑
n
∫
En
dE2φE,n(~p)φ
∗
E,n(~p
′) =
1
x(1− x)δ
2(p− p′) (C.12)
where En is the lower bound on the energy of states with index n. Then, we can
construct φ(~p, ~p′, q) as
φ(~p, ~p′, q) = ipi
∑
n
∫
En
dE2
q2 − E2 + iφE,n(~p)φ
∗
E,n(~p
′) (C.13)
13The scalar propagators each decay like p−1+ , so S(p)S(p− r) decays like p−2+ and the dp+ integral
can be done by residues:∫
dp+S(p)S(p− r) =
∫
dp+
1
(2p+p− − p2⊥ −m2 + i)(2(p+ − r+)(p− − r−)− p2⊥ −m2 + i)
= θ(p−)θ(r− − p−) piir−
p−(r− − p−)
(
r2 − p
2
⊥ +m
2
p−(r− − p−)r
2
−
)−1
= θ(x)θ(1− x) pii
x(1− x)
(
r2 − p
2
⊥ +m
2
x(1− x)
)−1
(C.7)
In the last line, we set r− = 1 and p− = x.
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It is straightforward to see that this construction satisfies (C.10). Furthermore, the
spectral density is just the real part of these correlators
ραα′ = Re 〈Jα(−q)Jα′(q)〉 =
∫
d2pd2p′Fα(p)Fα′(p′)Re(φ(~p, ~p′, q))
= pi2
∑
n|E2n<q2
(∫
d2pφ|q|,n(~p)Fα(p)
)(∫
d2p′φ|q|,n(~p′)Fα′(p′)
)∗
(C.14)
Finally, we want to show explicitly that the Hamiltonian equation (C.11) is equiva-
lent to the Hamiltonian equation in the conformal basis. To do so, we define the states
|E, n〉 via φE,n(p) ≡ 1p(1−p) 〈p|E, n〉 Next, we project Eq. (C.11) onto the conformal
basis |µ, `〉, by integrating it with the kernel ∫ d2p 〈p|µ, `〉, where
〈p|`, µ〉 = f`(x)δ
(
µ2 − p
2
⊥
2x(1− x)
)
(C.15)
is the representation of the conformal basis states in the parton momentum space, f`(x)
being a orthonormal set of functions in the interval [0, 1] with measure 1√
x(1−x) . Here we
only parity-invariant states, but the extension to parity-odd states is straightforward.
Taking into account the completeness relation
∑
`
∫
dµ2µ |µ, `〉 〈µ, `| = I, we arrive at
E2φE,n(µ, `) = µ
2φE,n(µ, `) +m
2
∑
`′
∫
dxx−
3
2 (1− x)− 32f`(x)f`′(x) (C.16)
+ λ
(∫
dx
1√
x(1− x)f`(x)
)∫
dµ′2
∑
`′
1√
µµ′
(∫
dx
1√
x(1− x)f`′(x)
)
φE,n(µ
′, `′)
(C.17)
where we defined φE,n(µ, `) ≡ √µ 〈µ, `|E, n〉. Equation (C.16) is equivalent to the con-
formal Hamiltonian truncation equation, leading to the matrix elements in section 4.1.
Finally, the spectral densities (C.14) can be expressed as a sum over these wavefunc-
tions,
ραα′(q
2) =
∑
n|En<q2
(∑
`
∫
dx
1√
x(1− x)Fα(x)f`(x)
∫
dµ2φ|q|,n(µ, `)
)
(C.18)
(∑
`′
∫
dx′
1√
x′(1− x′)Fα′(x
′)f`′(x′)
∫
dµ2φ|q|,n(µ, `)
)∗
(C.19)
where we specialized to the parity-even sector, but the generalization is straightforward.
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p'
p
p'
p
p'
p
= +
Figure 4. Symbolic Bethe-Salpeter equation for the large Nf CS theory
In this model, the spectral density is proportional to δ``′δαα′ , however the procedure to
extract the correlators and spectral densities from φ is general.
C.2 Large Nf CS
In a similar way, we can show that the Bethe-Salpeter equation for the large Nf Chern-
Simons theory can be cast as the Hamiltonian equation for the wavefunctions. There
is, however, a subtlety related to the presence of unphysical degrees of freedom on the
light-cone. In LC gauge, our Lagrangian is
L = Ψ¯(i/∂ +mf )Ψ− aiΨ¯γiΨ + κ
pi
a+∂−a⊥ −maa2⊥ (C.20)
We will write the tree-level gauge boson propagator as
〈aµ(p)aν(−p)〉 = D0(p) = i
p−
(
−λ2ma
p−
λ
−λ 0
)
(C.21)
where λ = pi/κ. Similarly to the previous subsection, we consider the Bethe-Salpeter
equation for the “transfer matrix” ψadbc (p, p
′, r) (see figure C.2) or equivalently the re-
summed correlator in momentum space 〈Ψ¯i(p′)Ψi(p′ − r)Ψ¯j(p)Ψj(p − r)〉, with the
overall momentum delta function factored out. Let S(p) be the fermion propagator.
Then, the Bethe-Salpeter equation can be written as
ψadbc (p, p
′, r) = Sac (p)S
d
b (p− r)δ3(p− p′)−
∫
d3k Tr
[
ψaebf (k, p
′, r)(γν)fe
]
D0,νρ(r)(S(p)γ
ρS(p− r))dc
(C.22)
We define the integrated transfer matrix φadbc as
φadbc ≡
∫
dp+dp
′
+ψ
ad
bc (p, p
′, r) (C.23)
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To derive the Bethe Salpeter equation for φ we need to evaluate the tensor
(φ0)
ad
bc (p, r) ≡
∫
dp+S
a
c (p)S
d
b (p− r) (C.24)
To simplify the analysis, we will split the propagator into a “regular term”, which is
analytic in p+, and an “on-shell” term, where p+ is evaluate at the single particle pole,
S(p) =
pµγ
µ +mfI
p2 −m2f + i
= SOS(p) +
1
2p−
γ+ (C.25)
SOS(p) ≡ 1√
2
u(p)u¯(p)
p2 −m2f + i
=
m2f+p
2
⊥
2p−
γ+ + p−γ− + p⊥γ⊥ +mfI
p2 −m2f
(C.26)
where the fermion wavefunction u(~p) is the usual solution in 3d, with p+ = (p+)on−shell:
u(~p) =
√
p−
(
ip⊥−m√
2p−
−1
)
(C.27)
and u¯ = u∗
(
0 1
1 0
)
, so that (/p+m)u(~p) = 2mfu(~p). SOS is proportional to a projection
operator on a one-dimensional subspace of the space of spinors. Consequently, we have
two contributions to φ,
(φ0)
ad
bc (p, r) ≡ (φOS)adbc (p, r) + (φreg)adbc (p, r) (C.28)
The right prescription, from comparison of the final correlators with a Feynman diagram
calculation, turns out to be to discard the “regular term” in the derivation of the
Bethe-Salpeter equation. This prescription intuitively corresponds to discarding the
unphysical degrees of freedom on the light cone, though we do not have an a priori
derivation for it. Performing the integral we obtain
(φOS)
ad
bc (p, r) =
√
2
r−
ipi
x(1− x)θ(x)θ(1− x)
1
E20
ub(p− r)uc(p)u¯a(p)u¯d(p− r) (C.29)
x ≡ p−
r−
, E0 ≡ 2r+r− − p
2
⊥ +m
2
x(1− x) (C.30)
Since the external momentum rµ just sets the momentum frame we are working with,
we will set r⊥ = 0, r− = 1, r+ = 12µ
2, and for conciseness we will not write the µ-
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dependence explicitly. Integrating the equation (C.22), we get
φadbc (p, p
′, r) =
1
E20(p)
√
2
ipi
x(1− x)θ(x)θ(1− x)uc(p)u¯
d(p− r) (C.31)[
ub(p
′ − r)u¯a(p′)δ2(p− p′)−
∫
d2k
[
φaebf (k, p
′, r)(γν)fe
]
D0,νρ(r)(u¯(p)γ
ρu(p− r))
]
(C.32)
Taking the contraction of φ with γ matrices, and integrating in
∫
d2pd2p′, will just
give the expression for the correlators. However, we will not do this, since we seek an
equation for the wavefunctions. Formally, the solution can be found by first solving the
homogeneous equation,
M2[φE,n]
d
c = E
2(φE,n)
d
c (C.33)
where we defined the squared mass operator
M2[f(.)]dc(p) ≡ E20(p)fdc (p) (C.34)
+
√
2
pii
x(1− x)θ(x)θ(1− x)uc(p)u¯
d(p− r)
∫
d2kf fe (k)(γ
ν)efD0,νρ(r)(u¯(p)γ
ρu(p− r)) .
(C.35)
The wavefunctions will be normalized so that∑
α
∫
dE2(φE,α)
d
c(p)(φ
∗
E,α)
a
b (p
′) =
√
2
ipi
x(1− x)uc(p)u¯
d(p− r)ub(p′ − r)u¯a(p′)δ2(p− p′)
(C.36)
Therefore, the solution of (C.31) can be written as
φadbc (p, p
′, r) = ipi
∑
n
∫
En
dE2
1
r2 − E2 + i(φE,n)
d
c(p)(φ
∗
E,n)
a
b (p
′) (C.37)
from which the spectral densities for the currents J−, J⊥ can be computed as
ρµν(q) = Re
∫
d2pd2p′(γµ)baφ
ad
bc (p, p
′, r)(γν)cd . (C.38)
D Large Nf CS at mf = 0 in Primary State Basis
In this appendix we study the massless theory mf = 0, which can be addressed using the
primary basis (3.4) instead of the Dirichlet basis. The matrix elements of the interaction
are given in (A.28). Since the interaction only acts on the states |`, s, µ〉 = |1,±, µ〉,
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the Hamiltonian is already diagonal except in the subspace spanned by these two states
where it is given by (we drop the spin index since ` = 1 in this subspace)
〈±, µ′|Mint|±, µ〉 =
(
−pi2λ2ma
2
√
µµ′ i
piλ
8
√
µ/µ′
−ipiλ
8
√
µ′/µ 0
)
, (D.1)
Using the overlaps of the current operators with the basis states
〈j−|+, µ〉 = 1
4
√
µ
, 〈j⊥|−, µ〉 =
√
µ
4
, (D.2)
the full mass matrix in this subspace can be written
M = µ21 + 2piiλ (|j−〉〈j⊥| − |j⊥〉〈j−|)− 8mapi2λ2|j−〉〈j−| . (D.3)
The rest of the diagonalization will closely follow Sec. 4.3 where the O(N) model was
diagonalized, using Dirac notation. For simplicity in this section we will use dimensional
regularization to perform the µ2 integrals, and we can therefore take ma = 0 (see
Section 5 and in particular Eq. (5.19) for regularization using a sharp cutoff, where a
counterterm ma 6= 0 is needed). Looking for an eigenvector of (D.3) with eigenvalue q2
leads to
(q2 − µ2)|ψ〉 = 2piiλ (|j−〉〈j⊥| − |j⊥〉〈j−|) |ψ〉 . (D.4)
This equation can be inverted up to a term in the kernel of (q2 − µ2) which can be
written |ψ〉(0) = ∑iCiDˆ|ji〉, where i = −,⊥. One then finds
|ψ〉 =
∑
i
CiDˆ|ji〉+ SiD˜|ji〉 , (D.5)
where the coefficients Si satisfy
Si =
∑
j
Vij〈jj|Dˆ|jj〉Cj , (D.6)
where the non-zero entries of V are V ∗⊥− = V−⊥ = 2piiλ (note that here the matrix
〈ji|Dˆ|jj〉 ∝ δij is diagonal and 〈jj|Dˆ|jj〉 = 0, unlike in the general case with mf 6= 0
studied in section 5). The norm of the state is
〈ψ|ψ〉 =
∑
i
(
|Ci|2 + 1
4
|Si|2
)
〈ji|Dˆ|ji〉 . (D.7)
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Let us focus on the solution with C⊥ = 0 and C− = 1. It has the form
|ψ,−〉 = Dˆ|j−〉 − D˜|j⊥〉2piiλ〈j−|Dˆ|j−〉 , (D.8)
with norm
Nψ ≡ 〈ψ|ψ〉 = 〈j−|Dˆ|j−〉+ (piλ)2〈j−|Dˆ|j−〉2〈j⊥|Dˆ|j⊥〉 . (D.9)
Since the current j− only overlaps with this state, we can directly compute its spectral
density
piρ−− =
|〈j−|ψ,−〉|2
Nψ =
1
〈j−|Dˆ|j−〉−1 + (piλ)2〈j⊥|Dˆ|j⊥〉
=
1
16µ
1
1 +
(
piλ
16
)2 , (D.10)
where in the last step we used 〈j−|Dˆ|j−〉 = 116µ and 〈j⊥|Dˆ|j⊥〉 = µ16 . This reproduces
the known result (5.29) at mf = 0.
E Large Nf Interaction Matrix Elements
The general form of matrix elements of M4 in two-particle states was given in (A.25).
This leads to the following matrix elements in the Dirichlet basisMint`′s′,`s ≡ 〈`′, s′|M4|`, s〉:
Mint`′s′,`s = −δs+δs′+δ`1δ`′1
pi2λ2ma
4
√
µµ′
− δs+δs′+δ`1δ`′1mod2 mf√
µµ′
piλ
2
+ δ`′1δs′+δs−δ`1mod2
1√
`2 − 1
ipiλ
4
√
µ
µ′
+ h.c. .
(E.1)
It will be convenient to work in the basis constructed in section 3.3 that diagonalizes
the mass term. In this basis, the matrix elements read
Mmaαα′ = −
2mapi
2λ2√
µµ′
1
`max + 1
cosφα+ cosφα′+ , (E.2a)
Mmfαα′ = −
mfpiλ√
µµ′
1
`max + 1
cosφα+
cosφα′+
+ (α↔ α′) , (E.2b)
MCSαβ =
ipiλ
2
√
µβ
µα
1
`max + 1
cosφα+ sinφβ− . (E.2c)
We will particularly be interested in the spectral densities of the current j−, j⊥. In the
free theory, their overlaps with the mass eigenstates |α〉, |β〉 were given in (3.26) and
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(3.27). In the interacting theory, the overlaps are given by
〈α, µ|j−〉 = cα(µ), 〈β, µ|j−〉 = 0, 〈α, µ|j⊥〉 = −2imfaα(µ), 〈β, µ|j⊥〉 = sβ(µ),
(E.3)
where we have defined the following vectors:
cα(µ) ≡ −1
2
µ−
1
2
cosφα+√
`max + 1
, sβ(µ) ≡ −1
2
µ
1
2
sinφβ−√
`max + 1
, aα(µ) ≡ −1
2
µ−
1
2
secφα+√
`max + 1
.
Using this notation, the interaction with matrix elements (E.2) is simply given by
Mint = 2piiλ|j−〉〈j⊥|+ h.c.− 8pi2λ2ma|j−〉〈j−| . (E.4)
The matrices D˜ and Dˆ denote matrices whose diagonal components are the prin-
cipal value pole or δ function, respectively. For instance,
〈α, µ|D˜|j−〉 = P.V. cα(µ)
µ2(q, α)− µ2 , (E.5)
and
〈j−|D˜|j−〉 =
∑
α
∫
dµ2
2pi
P.V.
c2α(µ)
µ2(q, α)− µ2 . (E.6)
We will also use the following matrix elements:
〈j−|D˜|j−〉 = − 1
8(`max + 1)
∑
α
J−µ2(α, q)K− 12 cos2 φα+, (E.7)
〈j⊥|D˜|j−〉 = 〈j−|D˜|j⊥〉∗ = 2imf 1
8(`max + 1)
∑
α
J−µ2(α, q)K− 12 ,
〈j⊥|D˜|j⊥〉 = 1
8(`max + 1)
(
−Λ(`max − 1)
2pi
+
∑
β
J−µ2(β, q)K 12 sin2 φβ− − 4m2f∑
α
J−µ2(α, q)K− 12 sec2 φα+) .
The corresponding matrix elements for Dˆ were obtained in section 3.14 In the limit
14See equation (3.28) for the free theory spectral function ρfree, and the connection between Dˆ and
ρfree is (5.13).
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`max →∞, the above expressions simplify to
〈j−|D˜|j−〉 = − 1
8mf
∫ 1
2
pi−1 cos−1( 2
q
)
dx cos2 pix
(4 sec2 pix− q2)1/2 =
1
8pimf
(
1
q2
− (q
2 + 4) coth−1
(
q
2
)
2q3
)
,
〈j⊥|D˜|j−〉 = i
4
∫ 1
2
pi−1 cos−1( 2
q
)
dx
(4 sec2 pix− q2)1/2 =
i coth−1
(
q
2
)
4piq
,
〈j⊥|D˜|j⊥〉 = − Λ
16pi
−mf 1
8
∫ 1
2
pi−1 cos−1( 2
q
)
dx(4 + q2 sin2 pix)
(4 sec2 pix− q2)1/2 −
1
2pi
mf log 2
=
1
8pi
[(
−Λ
2
− (2 + 4 log 2)mf
)
+mf
(
1− (q
2 + 4) coth−1
(
q
2
)
2q
)]
. (E.8)
at q > 2.15 At 0 < q < 2, the expressions are the same except with every coth−1
replaced by a tanh−1. Recall that we define q = q
mf
.
F Wavefunction Normalizations
In our analysis, we often encounter eigenstates with wavefunctions of the form
ψα(µ; q) = Cαδ(q
2 − µ2 −m2α) + fα(µ)P.V.
1
q2 − µ2 −m2α
, (F.1)
where fα is regular away from µ = 0. These states are eigenstates of a Hamiltonian
with a continuous set of eigenvalues, and therefore their norm receives only δ function
contributions. These contributions can come from the overlap of two δ function terms,
as well as from the overlap of two principal value terms:∫
dµ2ψ∗α(µ; q)ψα(µ, q
′) =
∑
α
Θ(q2 −m2α)
[
CαC
′∗
α + pi
2fα(
√
q2 −m2α)f ′∗α (
√
q2 −m2α)
]
×δ(q2 − q′2). (F.2)
The contribution from the principal value parts can be derived as follows. First, recall
the following representation of the principal value part:
lim
→0+
x
x2 + 2
= P.V.
1
x
(F.3)
15The log 2 term in the second-to-last line is a bit subtle because it is due to the difference between
the `max →∞ limit of the sum, and the approximation of the sum as an integral over the summand.
Shamefully, we discovered it numerically. It is easiest to derive analytically by evaluating the sum at
q = 0.
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The normalization of ψα above involves two kinds of integrals over principal values:∫
dxg(x)P.V.
1
x− a and
∫
dxg(x)P.V.
1
x− aP.V.
1
x− b, (F.4)
where g(x) is regular. We are interested only in divergences that arise in the integral
from the region near x ∼ a and x ∼ b. By construction of the principal value part,
integrals of the first kind do not produce any divergences in the region around x ∼ a.
Integrals of the second kind are clearly equivalent to the first kind if a 6= b. So we can
restrict our attention to the region a ∼ b.
Using the  representation of the principal value part, we therefore have to evaluate
I ≡
∫
dxf(x)
(x− a)2
(x− a)2 + 2
(x− b)2
(x− b)2 + 2 . (F.5)
We are interested in the region a ∼ b, and also the limit of small , but to see the
relevant behavior we have to take a limit where a→ b and → 0 simultaneously. More
precisely, we take the limit
δ ≡ b− a→ 0, y ≡ x− a→ 0, → 0, δ

and
y

fixed. (F.6)
Then, f(x)→ f(a) in the integrand, and we can integrate over y from −∞ to ∞
I → f(a)
∫
dy
y(y − δ)
(y2 + 2)((y − δ)2 + 2) = f(a)
2pi
δ2 + 42
. (F.7)
The → 0 limit of the RHS is a δ function, so we have
lim
→0+
I = f(a)pi2δ(b− a) + finite, (F.8)
as desired.
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