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Summary 
 
To confront the fierce international and domestic competition, manufacturing 
companies are endeavoring to increase production rate, improve 
manufacturing quality, reduce inventory, cut down operational costs, and 
hence maintain competitive standing in the market. Performance enhancement 
is challenging in a multistage manufacturing system, because of the complex 
configuration and various uncertainties in the system.  This thesis details a 
modeling framework for performance analysis of multistage manufacturing 
systems.  This modeling framework characterizes the uncertain properties of 
manufacturing systems that undermine system performance, in particular: 1) 
machines are unreliable and may experience deterioration; 2) production is 
imperfect and defective parts are generated randomly.   
        The modeling framework can be used to estimate a variety of quantitative 
and qualitative performance measures.  These estimates may enable one to 
assess and improve the management of a multistage manufacturing system.  A 
managerial issue investigated in this research is preventive maintenance, 
which is widely implemented in manufacturing systems for improving 
machine reliability.  Although analytical models of single or two-machine 
systems with preventive maintenance have been proposed in the literature, 
similar study on multistage systems remains limited.  Based on the modeling 
framework, the author presents an algorithm to determine the frequency of 
preventive maintenance on each machine of a multistage manufacturing 
system.  Performing preventive maintenance at the frequency prescribed by 
  vii 
the algorithm may avoid excessive or insufficient maintenance, resulting in 
improved production rate. 
         In addition to machine unreliability, imperfect production may also 
substantially increase the cost of a manufacturing system.  In order to mitigate 
the corrupting effects of defective parts generated due to imperfect production, 
the quality inspection of the multistage manufacturing system is also 
investigated in this thesis.  An algorithm is formulated for determining the 
placement of inspection machines in such a system.  With the inspection 
allocation scheme indicated by this algorithm, the quality of material flow in 
the multistage manufacturing system is improved.  This may reduce the waste 
on processing defective parts and penalty resulting from defective parts 
shipped to customers.   
        Based on the modeling framework, the author further explores the 
extension for multistage manufacturing systems with batch operations and 
generally distributed processing times.  This extension makes it possible to 
model a wider range of real manufacturing systems. 
 
Keywords: Multistage Manufacturing Systems; Quantity and Quality 
Performance; Preventive Maintenance; Inspection Allocation; 
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1.1. Research Background 
Uncertainty associated with production activities has long been considered to 
be the “enemy of manufacturing management” (Gershwin, 2009).  A 
manufacturing system may experience various uncertain events (Liberopoulos 
et al., 2006): machines may deteriorate and break down; defective parts may 
be generated; inspection errors may occur; machine processing times may vary; 
demand may fluctuate; raw material supply may be delayed; etc (some 
commonly observed uncertain characteristics of manufacturing systems are 
summarized in Figure 1.1).  Due to the uncertainty, manufacturing systems 
rarely perform exactly as expected, and this substantially complicates the 
decision-making in the control and configuration of such systems.   
       Manufacturing systems may be roughly divided into two groups: single 
stage systems and multistage systems.  Single stage systems are usually used 
in the manufacturing of relatively simple products.  Multistage systems, on the 
other hand, integrate a number of manufacturing stages (i.e. machines) to 
fabricate products with high complexity.  The automotive assembly system 
illustrated in Figure 1.2 is one typical example of the multistage 
manufacturing system, which consists of hundreds of machines with various 
functionalities (Sakai and Amasaka, 2007).  Compared with single stage 
  2 
systems, the impact of uncertainty in multistage manufacturing systems is 
much more complex and unpredictable, because machines are influenced by 
each other.  For instance, the failure of a machine may induce material 
starvation of its downstream machines, and hence interrupt their production.  
To mitigate the corrupting effects of uncertainty on a system, an analytical 
model for performance evaluation is beneficial.  Such a model may provide 
useful insights for improving the management of manufacturing.  As 
illustrated in Figure 1.3, an analytical model of the multistage manufacturing 
system may allow a line manager to evaluate various alternate options to 
configure a system (for example, one such configuration problem is to 
determine the size of each buffer in the system (Li and Meerkov, 2009)).  
Based on the performance measures provided by the model, the manager may 
identify the best option, and subsequently implement it in the real system.  
This practice may result in improved system performance.  
        In this thesis, the author investigates the multistage manufacturing system 
with unreliable machines (machines may deteriorate and break down) and 
imperfect production (defective parts are generated).  This research provides 
the analysis for investigating the influence of production reliability and quality 
on system performance.  Based on the proposed models, methods for 
enhancing the quantitative and qualitative performance of the multistage 
manufacturing system are also explored.   Preventive maintenance (a widely 
implemented strategy for improving production rate) and quality inspection (a 
common practice for improving the quality of material flow in manufacturing 
systems) are two focuses of this thesis.  The motivation of this research will be 
further elaborated in the following subsections. 




Figure 1.1. Uncertainty in a manufacturing system.  Internal uncertainty is associated 
with the operation inside a manufacturing system (for instance, machines may 
deteriorate and break down, repair time may fluctuate, defective parts may be 
generated, inspection error may occur, processing time may be random, etc).  The 
external uncertainty mainly originates from supply delay and demand fluctuation.  
Both internal and external uncertainty may influence the performance of a system. 
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Figure 1.3. A typical application of the model in the management of manufacturing 
systems.  The model is used to predict performance measures of a manufacturing 
system under different feasible configuration alternatives.  Based on the performance 
measures, the best option can be identified and then implemented in the real system. 
 
1.1.1. Machine Deterioration and Strategy for Improving System 
Reliability 
Production rate of the manufacturing system is viewed as a key performance 
indicator of competitiveness in the global marketplace (Gerold, 2004).  A 
major impediment to high production rate, as pointed out by many 
practitioners and scholars, is machine deterioration and failure (Montoro-
Cazorla and Perez-Ocon, 2006).  Unpredictable failures may delay production 
and also induce repair costs, resulting in a significant loss of profit.  For 
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example, a case study on a paper production company by Alsyouf (2006) 
indicates that machine failures had reduced profit by approximately 9%.  
Fortunately, the incidence of machine failures may be reduced by preventive 
maintenance, a mainstream strategy for improving the reliability of 
manufacturing systems (Garg and Deshmukh, 2006, Bao and Jaishankar, 
2008).  For instance, by regularly replacing worn gears of robot arms in car 
body assembly lines, uptimes of these machines are substantially extended 
(Sakai and Amasaka, 2007).  As depicted in Figure 1.4, preventive 
maintenance may eliminate accumulated deterioration of a machine before it 
results in machine failure.  However, frequent preventive maintenance may 
also interrupt the processing of machines and thus undermine production rate 
(Ambani, et al., 2009).  Therefore, to increase production rate, manufacturers 
need to find a reasonable tradeoff between the interruptions caused by 
machine failures and preventive maintenance.  Striking this tradeoff may 
require an analytical model that reflects the influence of machine failures and 
preventive maintenance on the performance of the system.  Analytical models 
that have been proposed in the literature for this purpose predominantly focus 
on single-machine systems (Kenne and Gharbi, 1999; Bloch-Mercier, 2002; 
Gurler and Kaya, 2002; Moustafa et al., 2004; Zequeira et al., 2004; Chen and 
Trivedi, 2005; Chen and Wu, 2007; Wu and Makis, 2008).  Recently, several 
studies (Kyriakidis and Dimitrakos, 2006; Pavitsos and Kyriakidis, 2009; 
Ambani et al., 2009) have explored other systems consisting of two or three 
machines.   
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(a) If preventive maintenance is not performed, deterioration accumulates in a machine and 
this may induce frequent machine failures.  If on the other hand, preventive maintenance is 
performed, this practice may eliminate the accumulated deterioration.  Therefore, the average 
time between two consecutive machine failures may be substantially extended.  
 
 
(b) The probability that a machine is up (operational) is improved when preventive 
maintenance is performed.  Repairing a machine from complete failures usually requires much 
more time than preventive maintenance.  Therefore, although preventive maintenance may 
also interrupt machine processing, it reduces the overall interruption to production, resulting in 
improved machine reliability. 
 
Figure 1.4. The effect of preventive maintenance.  Preventive maintenance may 
reduce the probability of machine failure and enhance the reliability of machines. 
 
1.1.2. Imperfect Production and Solution for Quality Improvement 
In addition to machine deterioration and failure, imperfect production is 
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another uncertain factor that may substantially undermine the system 
performance.  In a multistage manufacturing system, machines with various 
functionalities are connected as a network.  Each of the machines may 
generate defective parts randomly (Heredia-Langner et al., 2002).  For 
example, in some PCB assembly lines, defects account for up to 10% of 
production (Shina, 2002).  If these defective parts are left undetected, they will 
progress downstream of the manufacturing process and consume valuable 
machine capacity.  Hence, it is common practice to place inspection machines 
at different locations in the manufacturing system to detect and remove 
defective parts, as demonstrated in Figure 1.5.  Determining the exact 
placement of inspection machines in a multistage manufacturing system is a 
complex problem as it affects not only the quality of parts, but also the 
quantitative performance of the system, such as production rate and WIP.  
Therefore, solving this problem requires an analytical model that reflects the 
influence of inspection machines on both quantitative and qualitative 
performance measures of the system.  In the literature, a number of analytical 
models have been proposed for performance analysis of multistage 
manufacturing systems, which may be roughly categorized as quantitative and 
qualitative models.  Quantitative models are usually dedicated to estimating 
production rate and WIP by considering random processing times and 
unreliable machines.  In comparison, qualitative models focus on evaluating 
the quality of parts in manufacturing systems.   
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Figure 1.5. The effect of inspection.  Each processing machine (such as machine A, 
B, and D) may produce defective parts randomly.  Therefore, after each processing 
machine, the proportion of defective parts in the material flow may increase.  To 
improve the quality of material flow, the inspection machine (machine C) is placed to 
remove defective parts.  This may prevent wasting the capacity of machine D by 
eliminating the processing of defective parts generated by machines A and B.  
Therefore, the cost due to imperfect production may be reduced via inspection.   
 
1.2. Motivation 
As discussed in Section 1.1.1, the investigation of machine deterioration and 
preventive maintenance on multistage manufacturing systems remains limited, 
especially for non-serial systems with intermediate buffers between machines.  
In multistage systems, manufacturers usually maintain a relatively small 
number of parts in each buffer to reduce the inventory holding cost.  This 
makes the systems more vulnerable to machine failures and excessive 
preventive maintenance (Rezg et al., 2004; Alsyouf, 2009).  Therefore, the 
research on preventive maintenance is of practical value for the management 
of multistage manufacturing systems.  Although analytical models of such 
systems with unreliable machines have been proposed (Kuo et al., 1997; 
Gershwin and Burman, 2000; Chiang et al., 2000; Baynat et al., 2001; Li, 
2005), these studies generally assume that machine failures are unpreventable 
and have not accounted for preventive maintenance.   
In Chapter 3 of the thesis, the author formulates an approximate model 
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for analyzing machine deterioration and preventive maintenance in the 
multistage manufacturing systems.  This model is based on the decomposition 
method, which was first proposed in the 1960s (Sevastyanov, 1962) and has 
been extensively applied to the analysis of multistage manufacturing systems.  
In this model, a multistage manufacturing system is decomposed into 
mathematically tractable primitive line segments.  This feature facilitates the 
modeling of multistage manufacturing systems with different numbers of 
machines and various configurations.  The proposed model provides estimates 
of various commonly used performance measures, such as production rate, 
work-in-process (WIP), availability of each machine (i.e. the fraction of time 
that a machine is operational), probability of machine failures, probability of a 
machine being maintained, etc.  The numerical experiments of Section 3.5  
(which compare the analytical results obtained from the decomposition model 
with simulation results) demonstrate that these estimates are of satisfactory 
accuracy.  Based on this model, the author also formulates an optimization 
problem to determine the frequency of preventive maintenance for each 
machine.  An algorithm is provided for solving this problem in Section 3.4.  
In addition, as mentioned in Section 1.1.2, quantitative and qualitative 
models of multistage manufacturing systems have been previously approached 
as two separate areas.  On the one hand, quantitative models were proposed for 
multistage manufacturing systems with perfect production (i.e. no defects).  
This condition may not be encountered frequently in many real systems, since 
imperfect production is widely observed in practice (Mandroli et al., 2006).  
On the other hand, qualitative models rarely explore the influence of quality 
control on the quantitative performance of multistage manufacturing systems.  
  11 
This may make it difficult to evaluate the configuration of inspection machines 
comprehensively.   
In Chapter 4, the author analyzes the inspection allocation problem in 
multistage manufacturing systems by simultaneously considering both 
quantitative and qualitative issues.  To evaluate the configuration of inspection 
machines, an integrated quantitative and qualitative model is formulated.  As 
pointed out in the recent literature (Kim and Gershwin, 2005; Lee et al., 2007; 
Li et al., 2009), an integrated description of quantity and quality is necessary 
because these two issues are usually tightly coupled in real manufacturing 
systems.  The model may be used to estimate various quantitative and 
qualitative performance measures, with which the author develops a profit 
function consisting of the following factors: revenue, inventory holding cost, 
processing cost, inspection cost, and penalty cost due to shipping defective 
parts.  The placement of inspection machines is then formulated as a 
maximization problem of the profit function.  A heuristic approach is 
developed for providing a good feasible solution to this problem and this is 
discussed in Section 4.4.    
        The modeling framework in this thesis is motivated by the 
decomposition model proposed by Gershwin (1994, 2000).  However, this 
research is not just a simple variation of Gershwin‟s study, and it is also not a 
creative application of decomposition.  We consider the multistage 
manufacturing system subjected to machine deterioration and preventive 
maintenance.  These two factors may substantially influence the performance 
of a manufacturing system.  In order to characterize this influence, the 
proposed model introduces multiple upstates for a machine to represent 
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different levels of deterioration.  Furthermore, an additional state is also 
included to model preventive maintenance.  By contrast, in Gershwin‟s model, 
each machine has only two states, viz. up and down.  The author formulated a 
new set of equations to characterize the state transitions due to machine 
deterioration and preventive maintenance, as presented in the following 
chapters.  In addition, the author also considers various common 
characteristics that have not been incorporated in Gershwin‟s model.  For 
instance, the following issues have been included in the model presented in 
this thesis: 
 Defective parts are removed from the manufacturing process.  This is 
commonly practiced to improve the quality of material flow in a 
manufacturing system and to reduce wastage of machine capacity. 
 Machines are operated in batches (i.e. machines are capable of processing 
several parts simultaneously).  The implementation of batch operations 
improves the utilization of machines and production rate.  Therefore, 
batch machines are employed in many industries, such as electrical 
appliance manufacture (e.g. chemical coating processes), wafer 
fabrication (e.g. diffusion and oxidation processes), etc (Chen et al., 2010).   
 The processing times of machines are generally distributed.  In the 
decomposition models proposed in the literature previously, processing 
times are assumed to be either deterministic or exponentially distributed 
(exponential distribution can be used to characterize the processing times 
of a machine only when their standard deviation is equal to the mean 
(Bolch et al., 2006)).  This was assumed to make the models 
mathematically tractable.  However, this assumption may be inadequate to 
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model the non-deterministic nature of many industrial processes, such as 
random disturbances, operator inconsistencies, etc.   
        The model presented in this thesis is a substantial expansion of the 
previous decomposition models that have been proposed in the literature.  It 
can be applied to a wide range of manufacturing systems, which were 
impossible with the models proposed previously. 
 
1.3. Thesis Outline 
The remainder of this thesis is organized as follows: a literature review 
pertaining to performance evaluation of multistage manufacturing systems is 
presented in Chapter 2.  In Chapter 3, multistage manufacturing systems with 
machine deterioration and preventive maintenance are investigated.  An 
analytical model is formulated for performance evaluation of such systems and 
subsequently used to improve machine reliability.  In Chapter 4, the author 
develops an integrated quantitative and qualitative model for multistage 
manufacturing systems with imperfect production.  An algorithm is also 
provided for determining the placement of inspection machines.  In Chapter 5, 
the author analyzes the extension of the models presented in Chapters 3 and 4 
for multistage manufacturing systems with batch operations (i.e. machines can 
process more than one part each time) and generally distributed processing 
times.  This extension may facilitate the models in the thesis to adapt to more 
complex conditions. A discussion on future research opportunities is provided 
in Chapter 6.  Finally, this thesis concludes with a summary of the key 
findings. 
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Chapter 2.  
Performance Evaluation and Enhancement of 
Multistage Manufacturing Systems: a State of the Art 
 
2.1. Overview 
From car body assembly to wafer fabrication, from food processing to garment 
production, multistage manufacturing systems play an important role in 
modern industry.  The prevalence of multistage manufacturing systems has 
attracted substantial research attention and resulted in the development of 
several analytical models for performance evaluation of such systems.  One of 
the major objectives to develop these models is to predict system performance 
(e.g. production rate, inventory, production lead time, etc).  Since these 
performance measures may be used to assess the impact of uncertainty, they 
are vital factors in the control and configuration of manufacturing systems.  In 
the following section, the commonly used performance measures of 
manufacturing systems are discussed.  Subsequently, in Section 2.3, analytical 
models for performance evaluation of multistage manufacturing systems are 
reviewed.  In Section 2.4 and 2.5, we shall discuss analytical studies pertaining 
to preventive maintenance and inspection, which are two important strategies 
for improving performance of manufacturing systems. 
 
2.2. Performance Measures of Manufacturing Systems 
The increasing competitive pressure, resulting from the globalization of 
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manufacturing activities and markets, stimulates manufacturing companies to 
continuously reorient their strategies, improve production efficiency, and 
reduce cost.  To achieve the competitive standing, manufacturing companies 
must be able to measure different facets of performance of their systems, as 
reflected in Figure 2.1.  Without the ability to measure performance, 
benchmarking efforts aimed at deploying the best manufacturing practices will 
not bear fruit.  A variety of performance measures are used in practice, which 
may be roughly divided into two groups (Yang, 2007): 1) cost measures (the 
lower the better), such as inventory, production lead time, backorder, etc; 2) 
benefit measures (the higher the better), such as production rate, system yield, 
utilization, etc.  Some commonly used performance measures in practice are 
highlighted as follows. 
 
Figure 2.1. An important task in managing manufacturing systems is to predict 
system performance.  The knowledge of performance measures may enable line 




 Production rate  
Production rate is defined as the average number of parts a manufacturing 
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system produces per unit time (Altiok, 1996).  In some literature, it is also 
referred to as throughput (Bonvik et al., 2000).  Production rate is a key 
performance measure of manufacturing systems, and it may be used to 
estimate the revenue of the systems. 
 System yield  
System yield is a metric to evaluate the quality of production.  It is defined 
as the fraction of input to a system that is transformed into output of 
products without defects (Kim, 2005).  Another commonly used qualitative 
performance measure is effective production rate, i.e. the number of good 
parts a system produces per unit time.   
 Utilization 
Utilization is defined as the fraction of time a machine is working 
(Gershwin, 1994).  To improve production rate, machines in a 
manufacturing system should maintain relatively high utilization.  One 
impediment for achieving this is random machine failure.  By performing 
preventive maintenance, the probability of machine failure may be reduced, 
and hence the utilization is increased.  
 Inventory 
Studies have demonstrated that inventory may comprise of up to 30 
percent of a company‟s assets and perhaps as much as 90 percent of its 
working capital (Stevenson, 1992).  Therefore, inventory has long been 
considered as a key performance indicator of manufacturing systems.  The 
inventory in a manufacturing system is usually divided into three 
categories: raw materials, work-in-process (WIP), and finished goods.  
Raw materials are kept for two major reasons: to avoid frequent material 
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transportations; and to reduce the impact of supply uncertainty on the 
production (Silver et al., 1998).  WIP is defined as the total number of 
parts in the manufacturing system (in machines and intermediate buffers) 
(Meow 2001).  Finished goods are held mainly to cope with the variability 
of demand and to shorten delivery time.  The concentration of inventory 
investment varies in different industries.  For example, in the primary steel 
industry of Canada, raw materials, WIP, and finished goods cost 46%, 25%, 
and 29% of the total inventory investment respectively, as illustrated in 
Figure 2.2.  For railroad rolling stock manufacturers, the corresponding 
investments are 35%, 61%, and 4% respectively; and in the rubber industry, 
the numbers are 27%, 12%, and 61% respectively.   
 
                 
(a) Primary steel industry                (b) Railroad rolling stock manufacturers 
    
(c) Rubber industry 
Figure 2.2. The relative concentration of inventory investment in three Canadian 
industries (in percent of total inventory investment) (Silver, et al., 1998). 
 
 Production lead time 
Production lead time is defined as the duration of time from the moment a 
part is released into a system until it finishes all the processes (Gershwin, 
1994).  According to Little‟s law (Little, 1961), production lead time can 
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                       (2.1) 
Hence, there are two ways to shorten the production lead time: reducing 
WIP and increasing production rate.   
 Backorder 
Backorder is defined as the average amount of orders waiting to be served 
(Bonvik et al., 2000), and it is a performance indicator of customer service.  
Generally, low backorder usually implies good on-time delivery.  An 
alternate measure to evaluate on-time delivery is the service level, which is 
the percentage of orders served before due times (Yang, 2007).    
 
2.3. Analytical Models for Performance Evaluation of 
Multistage Manufacturing Systems 
Reliable performance evaluation is desirable in the management of multistage 
manufacturing systems (Matta et al., 2005).  Unfortunately, for multistage 
manufacturing systems (such as the serial production line and assembly line 
illustrated in Figure 2.3), providing reliable estimates of performance 
measures is a challenging task due to the large number of machines, complex 
configurations, and the uncertain characteristics of the systems.  Computer 
simulation is widely used in practice for predicting performance measures of 
manufacturing systems (Takahashi et al., 2005; Yang et al., 2006; Carlson and 
Yao, 2008; Sandanayake et al., 2008, 2009; Hao and Shen, 2008; Betterton et 
al., 2009; Subramaniam et al., 2009).  However, a relatively long computational 
time is usually required for obtaining performance measures with high 
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confidence via simulation (Li and Meerkov, 2009).  In some instances, 
especially when numerous alternate configurations must be analyzed, 
simulation may become prohibitively time consuming. 
 
 





 (b) An assembly line.  In an assembly line, parts from different branches are merged to form a 
new one and hence the system has a non-serial configuration.   
 
Figure 2.3. Two representative multistage manufacturing systems. In this figure, a 
rectangle represents a machine and a circle represents a buffer.   
 
Analytical models of manufacturing systems have been developed as 
alternatives to simulation for providing performance measures with less 
computational time.  As building exact models for multistage manufacturing 
systems is usually not tractable or too limited to be of interest (Dallery et al., 
1992), many approximate models have been proposed in the literature, and 
these can be roughly categorized into aggregation (Ancelin, et al., 1987) and 
decomposition (Zimmern, 1956) models.   
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The fundamental idea of aggregation is to replace a two-machine-one-
buffer section of the line with an equivalent machine, and this process is 
repeated until only one machine remains.  This approach was initially 
proposed for serial production lines (Ancelin, et al., 1987).  Kuo et al. (1997), 
Chiang et al. (2000), Li and Huang (2005) apply the aggregation approach to 
model assembly lines with exponential processing times.  In these studies, 
assembly lines are divided into several serial production lines, each of which is 
then aggregated into an equivalent machine for calculating production rate.  
The aggregation approach was extended to include machine unreliability by Li 
and Meerkov (2005). 
The decomposition approach, on the other hand, divides a multistage 
manufacturing system into a series of primitive line segments.  The 
development of a decomposition model generally includes the following three 
steps (Dallery et al., 1992): (1) characterizing the primitive line segment; (2) 
deriving the equations to determine the parameters of each line segment; (3) 
developing an algorithm to solve these equations.  The first step is critical, as 
it determines how the production line should be decomposed.  One way to 
characterize the primitive line segment is using existing queuing models 
(Atiok et al., 1985; Dallery et al., 1989; Tempelmeier et al., 2001; Manitz et al., 
2008).  However, this may limit the extensibility of the decomposition 
approach for including various uncertainties in a manufacturing system.  For 
example, if machines are subjected to some commonly observed random 
events, such as machine deterioration or quality failures, the existing queuing 
models may be insufficient to model such phenomena.  For this reason, most 
of these researches focus only on production lines consisting of reliable 
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machines and without quality issues (Dallery et al., 1992).   
An alternative mathematical tool to characterize the primitive line 
segment is Markov theory, and this is used in the decomposition method 
proposed by Gershwin (1987).  Based on this approach, a multistage 
manufacturing system is divided into a series of two-machine-one-buffer 
(2M1B) line segments.  The state of each line segment is defined as 
 , ,u dx   , where x  represents the WIP in the line segment, u  (or d ) 
indicates whether the upstream (or downstream) machine is “up” or “down”.  
A Markov model is formulated for each 2M1B line segment and provides the 
limiting probabilities of the states. These limiting probabilities are then used to 
calculate the performance measures, such as production rate and WIP of the 
system.  The use of Markov theory in a decomposition model makes it 
possible to characterize various uncertainties in multistage manufacturing 
systems.  Tolio et al. (2002) and Levantesi et al. (2003) explored production 
lines where machines have multiple failures, i.e. a machine may have different 
types of failures with distinct repair times.  Kim and Gershwin (2005, 2008) 
and Colledani and Tolio (2006, 2009) extended the decomposition model to 
serial production lines where machines may experience quality failures.  In 
addition to serial production lines, the decomposition method based on 
Markov theory has also been applied in multistage manufacturing systems 
with various configurations, including assembly/disassembly lines (Gershwin, 
1991; Gershwin and Burman 2000) and multiple-part systems (Colledani et al., 
2005, 2008; Gurgur and Altiok 2007, 2008). 
        In the literature, several case studies on the application of decomposition 
models in real manufacturing systems have been published.  Burman et al. 
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(1998) investigated an ink-jet printer production line at Hewlett-Packard 
Corporation, and developed a model for performance evaluation of this system.  
Liberopoulos and Tsarouhas (2002) formulated a model for the croissant 
production line of Chipita International Inc., one of the largest Greek 
manufacturers of bakery products and snacks.  Their model was used to 
determine the size of each buffer in the production line.  Patchong et al. (2003) 
presented a case study on the car body assembly line at PSA Peugeot Citroen.  
An analytical model was formulated and subsequently used to examine the 
impact of machine failures on production rate.  Alden et al. (2006) analyzed 
the performance of a car assembly line of General Motors Corporation.  Their 
model was used to identify the bottleneck machines and improve buffer 
allocation.  Colledani et al. (2010) studied a production line of Scania, a 
manufacturer of heavy trucks and buses, as well as industrial and marine diesel 
engines, and proposed a model for the purpose of performance evaluation.  In 
all these case studies, machine unreliability is considered as an important 
factor that undermines production rate.  For mathematical tractability, these 
case studies generally assume that machines have only two states (i.e. 
machines are either up or down).  However, this assumption is inadequate for 
modeling systems with machine deterioration and preventive maintenance.  
Additionally, production is assumed to be perfect in these case studies, and 
inspection is not considered.  Due to the inadequacy of the previous 
decomposition models in the literature, the study on real manufacturing 
systems with preventive maintenance and inspection was not attempted to the 
best knowledge of the author.  However, with the model proposed in this 
thesis, we are able to simultaneously analyze the quantitative and qualitative 
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performance of an unreliable multistage manufacturing system with imperfect 
production.  The proposed model can also be used to plan preventive 
maintenance and determine the allocation of inspection machines.  This may 
further improve the performance of a manufacturing system.  
 
2.4. Analytical Studies of Manufacturing Systems with 
Unreliable Machines and Preventive Maintenance 
In previous analytical models of multistage manufacturing systems that 
consider unreliability, machines are usually assumed to have two states: “up” 
and “down”.  If a machine is “up”, it has a constant transition rate to break 
down.  However, as Yao et al. (2005) pointed out, this two-state description of 
machine reliability may not be accurate if machines are subjected to 
continuous deterioration, a phenomenon widely observed in practice (Gurler 
and Kaya, 2002; Moustafa et al., 2004; Chen and Trivedi, 2005).  In many real 
systems, machines continuously degrade due to various reasons, such as gear 
wear, corrosion, fatigue, ageing, etc (Montoro-Cazorla and Perez-Ocon, 2006).  
As deterioration accumulates, machines become more and more failure prone, 
and eventually break down.  Through preventive maintenance, manufacturers 
may effectively reduce the accumulated deterioration and hence prevent the 
occurrence of machine failures.  Therefore, preventive maintenance may 
substantially improve production rate of a manufacturing system.   In order to 
provide reliable performance evaluation of a manufacturing system, it may be 
necessary to incorporate preventive maintenance in the analytical model (Li et 
al., 2009; Chen and Subramaniam, 2010).   
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The majority of analytical studies on preventive maintenance focus on 
single-machine manufacturing systems (Bloch-Mercier, 2002; Gurler and 
Kaya, 2002; Moustafa et al., 2004; Chen and Trivedi, 2005; Montoro-Cazorla 
and Perez-Ocon, 2006; Bao and Jaishankar, 2008; Wu and Makis, 2008).  In 
comparison with the two-state (“up” and “down”) description of machine 
reliability, these studies generally incorporate a number of additional states 
between the best and worst states of a machine to represent different levels of 
deterioration.  In addition, a state of preventive maintenance is also introduced.  
Markov models have been formulated to describe the transitions between all 
these states, and based on these models, the limiting probabilities of the states 
are calculated.  These probabilities are subsequently used to estimate 
performance measures of a manufacturing system, including machine 
availability (i.e. the fraction that a machine is neither down nor under 
maintenance), average repair and maintenance costs, etc.  Based on these 
performance measures, maintenance managers may be able to evaluate the 
reliability and cost of a system and hence determine an appropriate frequency 
to perform preventive maintenance. 
Some recent researches explored preventive maintenance in more 
complex manufacturing systems rather than single-machine systems.  Ambani 
et al. (2009) analyzed a three-machine serial production line and formulated a 
Markov model for calculating the availability of each machine and the whole 
line.  However, some key performance measures of the manufacturing system, 
such as the inventory, were not provided in this study.  In addition, this study 
assumes that the system is without intermediate buffers.  However, in 
production lines with unreliable machines, buffers are usually placed to reduce 
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the impact of machine failures.  This has been considered by Kyriakidis and 
Dimitrakos (2006), who explored a two-machine system with an intermediate 
finite buffer.  The upstream machine is assumed to be subjected to 
deterioration and the downstream machine is reliable.  A model was 
formulated and then used to plan preventive maintenance for the upstream 
machine.  Pavitsos and Kyriakidis (2009) analyzed a similar system where 
upstream and downstream machines are swapped (i.e. the upstream machine is 
reliable while the downstream machine is unreliable). 
Previous analytical models pertaining to preventive maintenance 
generally focus on small manufacturing systems.  Their extensions to large-
scale manufacturing systems have been studied limitedly.  However, these 
extensions are necessary as many real manufacturing systems, such as auto 
assembly lines, usually consist of hundreds of machines (Sakai and Amasaka, 
2007).  In a multistage manufacturing system, the relationship between 
preventive maintenance and production rate is more complex than that in small 
systems, due to the large number of machines.  To describe this relationship, 
the influence of machines on each other should be incorporated in the model.  
Therefore, the author formulates an analytical model for performance 
evaluation of multistage manufacturing systems with preventive maintenance, 
and this will be discussed in Chapter 3. 
 
2.5. Analytical Studies of Manufacturing Systems with 
Imperfect Production and Quality Inspection 
Previous analytical models of multistage manufacturing systems focus on 
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predicting quantitative performance measures, particularly production rate.  
This emphasis on production rate is necessary for achieving high revenue.  
However, it is equally important to maintain high-quality production, since 
products with inferior quality may incur expensive penalty cost and a loss of 
market share (Montgomery, 2001; Mandroli, et al., 2006).  Therefore, to 
comprehensively assess the performance of a multistage manufacturing system, 
it is necessary to develop an integrated model that provides both quantitative 
and qualitative performance measures (Cao et al., 2010).  In such an integrated 
model, the conservation of part flow, which was usually assumed in previous 
quantitative models of multistage manufacturing systems, is no longer 
satisfied.  The flow rate at each machine is altered (Penn and Raviv, 2007, 
2008) as defective parts are removed by inspection machines.  This 
phenomenon needs to be considered for reliable performance evaluation of the 
multistage manufacturing system.   
A feature of the manufacturing system rarely reflected in previous 
quantitative models in the literature is the quality of material flow (which may 
be alternatively interpreted as the fraction of parts without defect after each 
machine).  This is an important performance indicator of a multistage 
manufacturing system.  High fraction of defective parts in the material flow 
usually implies that a substantial portion of processing capacity is lost on these 
defective parts.  To provide a reliable estimate for the quality of material flow 
in the manufacturing system, a number of qualitative models have been 
proposed, and the majority of these studies are based on serial production lines 
(Bai and Yun, 1996; Lee and Unnikrishnan, 1998; Heredia-Langner et al., 
2002; Kakade et al., 2004; Rau and Chu, 2005; Freiesleben, 2006; Van 
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Volsem et al., 2002, 2007; Penn and Raviv, 2007, 2008).  These models 
describe the impact of imperfect production and inspection on the quality of 
material flow.  One major application of these models is to determine the 
allocation of inspection machines.  By appropriately placing inspection 
machines in a manufacturing system, the quality of material flow may be 
improved, resulting in a reduction of cost.  These studies generally assume that 
each processing machine randomly generates defective parts with a constant 
probability, and this type of quality failure is referred to as the Bernoulli-type 
quality failure (Montgomery, 2001).  Bernoulli-type quality failure is inherent 
in the design of a machine and cannot be removed by maintenance or repair.  
Since this type of quality failure is common in practice, many analytical 
models of multistage manufacturing systems with imperfect production have 
assumed this type of quality failure.  Another type of quality failure is 
persistent quality failure, which is attributed to physical causes, such as the 
breakdown of tools.  Once a processing machine experiences a persistent 
quality failure, it will continue producing defective parts, until the quality 
failure is detected and repaired.  A recent study by Kim and Gershwin (2005) 
investigated a serial production line with persistent quality failure and 
provided an analytical model for predicting the yield of such a system.   
In assembly lines, parts delivered from different branches are merged to 
form a new one.  Predicting the quality of material flow in assembly lines is 
more complex than that in tandem production lines due to the non-serial 
configuration of the systems.  An early analytical study of inspection and 
qualitative issues in assembly lines was analyzed by Britney (1972) based on a 
case consisting of six processing machines.  This model was later extended by 
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Taneja and Viswanadham (1994) and Viswanadham, et al. (1996) to assembly 
lines with arbitrary number of machines.  These studies incorporate the type I 
and type II inspection errors (viz. rejecting good parts and accepting non-
conforming parts respectively).  In these models, the quality of material flow 
and the proportion of parts rejected by each inspection machine are calculated 
through an iterative procedure.  These values are then used to estimate 
different types of costs, such as processing cost, inspection cost, penalty cost 
due to shipping nonconforming parts to customers, etc.  Based on these 
estimates, the placement of inspection machines is formulated as a problem to 
minimize the total cost required for producing one part.  In recent researches, 
qualitative models have been formulated for some particular assembly lines by 
incorporating their specific features.  For instance, Vivek et al. (2004) 
explored a printed circuit board (PCB) assembly line, in which the inspection 
of all components on the PCB is costly.  Therefore, only the most defect-prone 
components on the PCB are tested in each inspection machine.  Trichy et al. 
(2001) and Shi and Sandborn (2003, 2006) investigated assembly lines where 
parts are repaired immediately after they are classified as defective.  By 
repairing defective parts, the value of these parts may be salvaged, and hence 
the total cost of the assembly line is further reduced. 
In previous qualitative models of assembly lines, the influence of 
inspection machines on the quantitative performance is investigated limitedly.  
As pointed out by Drezner et al. (1996), inspection may substantially affect 
production rate as well as WIP.  Avoiding this consideration may undermine 
the effectiveness of inspection allocation.  This was also reiterated by Penn 
and Raviv (2007, 2008), who explored the inspection allocation problem in a 
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serial production line with exponential processing times and infinite buffers.  
However, the extension of this model for non-serial production systems, such 
as assembly lines, was not provided.  In many systems, buffers are 
intentionally chosen to be finite in order to prevent excessive WIP.  Therefore, 
the study reported by Penn and Raviv (2007), in which infinite buffers were 
considered, may not be applicable for such systems.  Furthermore, the study 
restricted the focus on production lines where machines never break down and 
inspection is error-free.  This condition may not be satisfied in many real 
production lines, as machine failures and inspection errors are widely observed 
in practice, and they substantially affect the performance of manufacturing 
systems. 
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Chapter 3.  
Performance Enhancement of Multistage 
Manufacturing Systems with Unreliable Machines 




In real manufacturing systems, machines may deteriorate due to corrosion, gear 
wear, fatigue, ageing, and many other reasons (Montoro-Cazorla and Perez-
Ocon, 2006).  The deterioration may accumulate in a machine and eventually 
cause breakdown.  To eliminate machine deterioration and reduce subsequent 
failures, preventive maintenance is widely implemented in manufacturing 
industries.  However, as reflected in Figure 3.1, excessive preventive 
maintenance also induces frequent interruption to production.  Therefore, 
preventive maintenance ought to be performed at suitable frequencies such that 
the interruption to production is minimized.  In this chapter, the author 
investigates preventive maintenance in multistage manufacturing systems, and 
develops an analytical model for such systems.  In Section 3.3, this model is 
presented for assembly line systems, the multistage systems of choice in the 
manufacturing of various products, such as automobile, LCD television, 
personal computer, etc.  In addition to assembly lines, the proposed model may 
also be applicable for serial production lines.  In Section 3.4, we discuss the 
application of the model in determining the frequency of preventive 
  31 
maintenance of each machine in an assembly line, and this is formulated as an 
optimization problem for maximizing production rate.  Numerical illustrations 




Figure 3.1. An appropriate preventive maintenance frequency may minimize 
production interruptions due to maintenance or machine failures, resulting in high 
machine reliability.   
 
3.2. Definition of Notations 
The notations used in this chapter to describe production lines (such as the 
systems illustrated in Figure 3.2) are listed below.  The notations that denote 
“rate” (e.g. preventive maintenance rate and deterioration rate) represent the 
transition rate of the occurrence of an event (e.g. preventive maintenance or 
machine deterioration).  These rates are used to characterize transitions of states 
in Markov models and are defined as (Gross and Harris, 1998): 
 
0
Event  has occured at | Event  has not occured at 
lim
t







K : The number of machines in a system.  2K   for the 2M1B system. 
k : The index of machine in a system, i.e. kM   1,2,...,k K .  For 
convenience, we also use the index of machine, if it is not the last 
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machine, to denote its immediately downstream buffer ( kB ).  It should 
be noted that there are only 1K   intermediate buffers in the system.   
kX :  The maximum capacity of buffer kB , where  0,1,..., 1k K  .  
kx :  The number of parts in buffer kB ,  0,1,...,k kx X  and 
 0,1,..., 1k K  .  
k : Processing rate of kM .  
kN :  The number of upstates of kM .  As illustrated in Figure 3.3, a machine 
has kN  upstates representing different levels of deterioration (Gurler 
and Kaya, 2002).  A machine may degrade from one upstate to its 
subsequent upstate until it finally breaks down.   
kn : The index of upstates of machine kM ,  1, 2,...,k kn N . 
k :  The state of kM .   1,2, , , 1, 2k k k kN N N    , where  1,2, , kN  
are the kN  upstates of increasing deterioration.  1k   represents the 
“best” condition state of kM .  As illustrated in Figure 3.3, it is assumed 
that k kN   is the worst possible up condition, and further deterioration 
will lead to the failure of the machine and hence transit to the down 
state, 1k kN   .  In addition, 2k kN    represents the preventive 
maintenance state.  
, kk n
p : The deterioration rate of kM  from the 
th
kn  upstate to the subsequent 
(  
th
1kn  ) state, as illustrated in Figure 3.3.   
kr : The repair rate of kM . 
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, kk n
 : Preventive maintenance rate of machine kM  in the 
th
kn  upstate.  As 
illustrated in the transition diagram of Figure 3.3, kM  is subjected to 
preventive maintenance at any of its upstate ( k kN  ).  In the literature, 
, kk n
  is usually assumed to be identical for each upstate (Bao and 
Jaishankar, 2008; Ambani et al., 2009).  In this study, the analytical 
model is formulated without this restriction.  The proposed analytical 
model does not require the maintenance rates for the various upstates to 
be identical.  However, for reasons of simplicity, in the numerical 
experiments, the maintenance rates are chosen to be homogeneous, and 
we have:  
 ,1 ,2 ,
1
inter-maintenance time of k
k k k N
kMean M
       (3.2) 
k :  The transition rate to complete preventive maintenance of kM . 
 
1
maintenance time of 
k
kMean M
      (3.3) 
kFq : The frequency of preventive maintenance on machine kM .  Based on 
Eqns (3.2) and (3.3), kFq  may be calculated as:  
   
1
inter-maintenance time of maintenance time of 
k k
k

























        (3.4) 
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3.3. Model Development 
In this section, the author will first present a continuous-time-discrete-state 
Markov model of a two-machine-one-buffer (2M1B) line with machine 
deterioration and preventive maintenance.  This 2M1B line is then used as 
“building blocks” for modeling assembly lines in Sections 3.3.2 and 3.3.3.   
 
3.3.1. A 2M1B Line with Machine Deterioration and Preventive 
Maintenance 
To formalize the model, the following assumptions are used in this section. 
 The machine deterioration is assumed to be operation dependent (i.e. a 
machine may deteriorate only when it is processing and it will not 
deteriorate when it is idle) (Gershwin, 1994).   
        This is a common assumption in many analytical studies of 
manufacturing systems with unreliable machines (Bonvik, et al., 2000; 
Colledani, et al., 2005, 2006, 2008, 2009; Gershwin, 1994, 2000; Gurgur 
and Altiok, 2007, 2008; Kim and Gershwin, 2005, 2009; Matta, et al., 
2005).  In real systems, machines may deteriorate due to various reasons, 
and tool wear is a widely reported reason of machine deterioration 
(Montoro-Cazorla and Perez-Ocon, 2006).  As mentioned by Li and 
Meerkov (2009), tool wear does not occur when a machine is idle, and the 
operation dependent assumption reflects this feature.  However, this 
assumption is not restrictive in this study.  The state transitions of the 
Markov model in this thesis may be extended to account for time dependent 
deterioration, where a machine may deteriorate even if it is not processing 
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(Buzacott and Shanthikumar, 1993; Mourani et al., 2007).   
 As illustrated in Figure 3.3, we shall assume that both repair and preventive 
maintenance will revert the state of a machine to the best condition (i.e. 
1k  ).   
        This assumption is widely used in many researches on preventive 
maintenance (Smith and Dekker, 1997; Tomasevicz and Asgarpoor, 2006; 
Bao and Jaishankar, 2008; Ambani et al., 2009).  The validity of this 
assumption is supported by a case study on the Toyota production system 
(Sakai and Amasaka, 2007).  Sakai and Amasaka analyzed the reliability of 
robots in such a system, and pointed out that gear wear is one major cause 
of robot deterioration and failure.  In the preventive maintenance 
implemented in this system, gears of robots are replaced with new ones, 
which can effectively remove accumulated deterioration.  Additionally, 
when a robot breaks down due to the gear wearing, an overhaul is 
performed, and then the robot is restored to the best operating condition.   
 The deterioration of machines is assumed to be unobservable (i.e. 
maintenance operators are incapable of determining the current upstate of a 
machine).   
        Unobservable machine deterioration is assumed in many analytical 
studies pertaining to preventive maintenance (Yeh, 2003; Kuo, 2006; Bao 
and Jaishankar, 2008; Ghasemi et al., 2010).   Unobservable deterioration is 
common in practice.  For instance, the deterioration of the drilling tool in a 
CNC machine may result in an increment of vibration, which is difficult to 
detect to the naked eye (Naveen Prakash and Ravindra, 2008).  Although it 
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is possible to use sophisticated sensors to monitor the state of a machine, 
these sensors may be too expensive to implement.  In Section 3.10, we shall 
discuss the extension of the model for systems where the deterioration of 
machines can be detected via inspecting the machines (Ambani et al., 2009).   
 All the machines are assumed to be single-item machines (i.e. each machine 
may process one part each time) in this chapter.   
        In the literature, the majority of analytical models of multistage 
manufacturing systems also focus on single-item machines (Chiang et al., 
2000; Penn and Raviv, 2007, 2008; Li and Meerkov, 2009; Gershwin, 1994, 
2000).  This is because single-item machines are commonly observed in 
real manufacturing systems.  However, in some systems, such as wafer 
fabrication lines, batch machines (i.e. a machine may process several parts 
simultaneously) are also used to improve the production rate.  For this 
reason, the author will discuss the incorporation of batch machines in the 
decomposition model in Chapter 5. 
 We also assume that the first machine in the system is never starved of raw 
material and the last machine is never blocked as finished parts are removed 
immediately from the system.  
        Stock out of raw material may induce an expensive loss of machine 
capacity and hence a reduction of profit (Huang and Wu, 2010).  In practice, 
manufacturers usually implement sophisticated replenishment policies, 
which prevent the first machine from running out of raw material.  
Therefore, it is reasonable to assume that the system is never starved of raw 
material.  On the other hand, the assumption that the last machine never 
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gets blocked is made for reasons of simplicity in many studies (Gershwin, 
1994, 2000; Chiang et al., 2000; Levantesi et al., 2003; Kim, 2005).  This 
condition may not be true if a system is running at a demand rate, which is 
lower than the system capacity.  However, as discussed by Li and Meerkov 
(2009), the customer demand can be approximated as an additional 
processing machine in this case.  With this approximation, the proposed 
model in this chapter may also be extended to the systems with finite 
demand. 
 
Figure 3.3 depicts state transitions of machine kM ,  1, 2k , in a 2M1B 
line due to deterioration and preventive maintenance.  If k kN  , kM  may 
deteriorate to a worse condition with a transition rate of 
, kk
p  .  When kM  is at 
the worst upstate ( k kN  ), further deterioration may result in machine failure 
( 1k kN   ) with a transition rate of , kk Np .  Once kM  breaks down, repair is 
triggered, and the transition rate to complete repair of kM  is kr .  If kM  is 
operational ( k kN  ), preventive maintenance is performed with a transition 
rate of , kk  , and this operation is completed at a transition rate of k .  
 
2M1M 1B
    












(b) Assembly line. 
Figure 3.2. Multistage manufacturing systems. 
 


















 maintenance 1 or 2k 
                   
Figure 3.3. Transitions of machine states (γk) due to deterioration and preventive 
maintenance.  Note:  the transitions illustrated in this figure are for machine Mk only.  
While the transitions of all machines may be similar, the parameters associated with 
transitions may differ for different machines. 
 
The 2M1B line is modeled as a continuous-time-discrete-state Markov 
process, with the state defined as: 
1 1 2( , , )S x            (3.5) 
The balance equations (Gershwin 1994), which equate the rate of leaving a 
particular state and the rate of entering it, are used to describe state transitions 
of the 2M1B line.  k ,  1, 2k , may be roughly categorized into the 
following four conditions:  
 kM  is at the best state ( 1k  ). 
 kM  is at a deteriorated state ( 2 k kN  ). 
 kM  is down ( 1k kN   ). 
 kM  is under preventive maintenance ( 2k kN   ). 
Based on the combination of these four conditions of both machines, we 
have 16 groups of balance equations, as listed in Table 3.1.  For reasons of 
brevity, we do not provide the complete balance equations in this subsection.  
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Instead, Group 6 in Table 3.1 is selected as an example to illustrate the 
development of balance equations.  The complete balance equations are 
provided in Appendix A. 
 
Table 3.1. Balance equation groups based on γ1 and γ2. 
Group 1 1 1  , 2 1   Group 2 1 12 N  , 2 1   
Group 3 1 1 1N   , 2 1   Group 4 1 1 2N   , 2 1   
Group 5 1 1  , 2 22 N   Group 6 1 12 N  , 2 22 N   
Group 7 1 1 1N   , 2 22 N   Group 8 1 1 2N   , 2 22 N   
Group 9 1 1  , 2 2 1N    Group 10 1 12 N  , 2 2 1N    
Group 11 1 1 1N   , 2 2 1N    Group 12 1 1 2N   , 2 2 1N    
Group 13 1 1  , 2 2 2N    Group 14 1 12 N  , 2 2 2N    
Group 15 1 1 1N   , 2 2 2N    Group 16 1 1 2N   , 2 2 2N    
 
In Group 6, machines 1M  and 2M  are operational.  The balance equations 
of this group may be further divided into three sub-categories:  
 
1) Internal state (where 1M  is not blocked and 2M  is not starved). 
Based on the transition diagram in Figure 3.4(a) for the internal state, the 
balance equation may be formulated as: 
     
1 2 1 21 1 2 1 2 1, 2, 1, 2, 1 1 2 1
, , 1, ,P x p p P x
   
                  
     
1 21 1 2 2 1 1 2 1, 1 1 1 2 2, 1
1, , , 1, , , 1P x P x p P x p
 
      
 
      (3.6) 
The left side of Eqn (3.6) represents the total transition rate from state 
 1 1 2, ,x    to other states.  The transitions out of this state include:  
 Part arrival ( 1M  delivers parts to the buffer at the rate of 1 ). 
 Part departure ( 2M  sends out parts at the rate of 2 ). 
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 Deterioration of 1M  and 2M  (with the rate 11,p   and 22,p   respectively). 
 Preventive maintenance of 1M  and 2M  (with the rate 11,  and 22, ).   
The right side of Eqn (3.6) indicates the total transition rate from other 
states to state  1 1 2, ,x   .  These transitions include part arrival, part departure, 
and deterioration of both machines. 
 
2) Boundary state with 1 0x  (i.e. 2M  is starved). 
When the buffer is empty, 2M  is starved and remains idle.  In this case, 2M  
will not deteriorate due to the operation dependent assumption.  As illustrated 
in the transition diagram of Figure 3.4(b), we have the balance equation as: 
       
1 1 2 11 2 1 1, 1, 2, 1 2 2 1 2 1, 1
0, , 1, , 0, 1,P p P P p
   
         

        (3.7) 
 
3) Boundary state with 1 1x X  (i.e. 1M  is blocked).   
When the buffer is full, i.e. 1 1x X , 1M  is blocked, and remains idle.  Hence, 
1M  will not deteriorate.  The balance equation for this state can be derived 
based on Figure 3.4(c) as: 
       
2 1 2 21 1 2 2 2, 1, 2, 1 1 2 1 1 1 2 2, 1
, , 1, , , , 1P X p P X P X p
   
         

       
          (3.8) 
 
Similarly, balance equations for the other groups can be derived.  By solving 
the balance equations and the normalization equation (i.e. the sum of all 
probabilities equals one), the limiting probabilities of all states,  1 1 2, ,P x    
are obtained.   
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1x 12,, 1
1x , 2N1 2,
1x , 1N 22,
211x ,,
1x 12,, 1














1x , 1 21,
1x , 1 21 ,
1x , 1 21,
1x , 1 21 ,
22,
 
   (a) Internal transition.      
0 , 2N1 2,
0 , 1N 22,
210 ,,
1 0x 





0 , 1 21,
0 , 1 21,
, 1 21 ,
 
(b) Boundary transition when buffer is empty (M2 is starved).     
1X 12,, 1
1X , 2N1 2,












1X , 1 21 ,
22,
 
   (c) Boundary transition when buffer is full (M1 is blocked).  
Figure 3.4. Transition diagrams for state (x1,γ1,γ2) (the group with 2≤γ1≤N1 and 
2≤γ2≤N2). 
 
3.3.2. Assembly Lines with Preventive Maintenance 
An assembly line with K  machines is approximately decomposed into 1K   
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primitive line segments, as illustrated in Figure 3.5.  Each line segment is 
denoted with the index, k (  1,2, , 1k K  ). Each line segment consists of an 
upstream machine ( u
kM ), a downstream machine (
d
kM ), and an intermediate 
buffer ( kB ).  The superscripts “u” and “d ” are used to differentiate the 
parameters of upstream and downstream machines.   
To capture the influence of primitive line segments on each other, the 
author introduces a new state, referred to as “pseudo down” for both u
kM  and 
d
kM .  A machine in a primitive line segment is said to be “pseudo down” if it is 
starved or blocked by the upstream or downstream segments, and hence 
remains idle.  If u
kM  (or 
d
kM ) is “pseudo down”, it cannot process, which is 
similar to the condition that a machine is physically down.  However, “pseudo 
down” is distinct from machine failure because preventive maintenance may 
still be performed on u
kM  (or 
d
kM ) in this state; while only repair may be 
performed if u
kM  (or 
d
kM ) is physically down.  Two variables k  and k  are 
used to denote whether u
kM  and 
d
kM  are “pseudo down” respectively, and 
these two variables are defined as follows: 
 k =0: The upstream machine 
u
kM  is “pseudo down”, and this represents 
the condition that u
kM ‟s corresponding machine in the assembly line (i.e. 
kM ) is starved.  For instance, in Figure 3.6(a), 6
uM  represents a non-
assembly machine 6M , and 6
uM  is “pseudo down” if the upstream buffer of 
6M  ( 5B ) is empty.  While in the primitive line segment of Figure 3.6(b), 
5
uM  represents an assembly machine, 5M .  5
uM  is “pseudo down” if either 
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2B  or 4B  is empty. 
 k =1: 
u
kM  is not “pseudo down”, which implies that the corresponding 
machine in the assembly line, kM , is not starved.  If k =1, 
u
kM  continues 
processing as long as u
kM  is operational and kB  is not full. 
 k =0: The downstream machine 
d
kM  is “pseudo down”.  In Figure 3.6(c), 
the downstream machine in the primitive line segment, 
5
dM , represents a 
non-assembly machine, 6M .  In this case, 5
dM  is “pseudo down” if buffer 
6B  is full ( 6 6x X ).  A more complex case is as illustrated in Figure 3.6(d), 
where 
2
dM  represents the assembly machine 5M .  2
dM  is “pseudo down” 
under one of the following conditions: 
1) 4 0x   (i.e. parts required for assembly are lacking). 
2) 5 5x X  (i.e. the downstream buffer of 5M  is full).   
 k =1: 
d
kM  is not “pseudo down”, and thus it continues processing as long 
as d








































Figure 3.5. Decomposing an assembly line into primitive line segments. 
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kM  represents an assembly machine. 
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kM  represents an assembly machine. 
 
Figure 3.6. The interpretation of the “pseudo down” state.  This example is based on 
the assembly line depicted in Figure 3.5.  
 
With k  and k , the state of the 
thk  primitive line segment may be 
extended based on Eqn (3.5) as: 
( , , , , )u dk k k k k kS x            (3.9) 
The balance equations of the primitive line segment can be easily derived 
based on the discussion in Section 3.3.1 and by considering the additional 
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transitions of states k  and k , as elaborated below: 
1) Transition from = 1kα  to = 0kα .   
u
kM  may be switched to “pseudo down” state only when it completes 
processing a part.  This is because the starvation of a machine (e.g. kM ) in the 
assembly line, if it occurs, commences at the moment when kM  completes 
processing a part and cannot obtain the parts for its next processing.  Hence, 
when u
kM  delivers a part to buffer kB , it has a probability of becoming “pseudo 
down”.  This probability is denoted as 
kp
 , and used as the parameter to 
describe the transition from 1k   to 0k  : 
        0 | 1, ,u u uk k k k k k k kProb t t t t N x t X p t                   (3.10) 
where   1k t  ,  
u u
k kt N  , and  k kx t X  indicate 
u
kM  is processing at 
time t.  u
k  is the transition rate that 
u
kM  completes processing a part.  
u
k kp
   
implies that u
kM  becomes “pseudo down” with the probability kp
  when it 
completes processing a part.   
2) Transition from  = 1k  to  = 0k .   
Similarly, when d
kM  delivers a part out of the primitive line segment, it has a 
probability of becoming “pseudo down”.  This probability, denoted as 
kp
 , is 
used to describe the transition from 1k   to 0k  . 
        0 | 1, , 0d d dk k k k k k kProb t t t t N x t p t                      (3.11) 
3) Transition from  = 0k  to  = 1k .    
u
kM  recovers from “pseudo down” with the transition rate of kr
 , i.e. 
    1| 0k k kProb t t t r t
                     (3.12) 
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4) Transition from  = 0k  to  = 1k .   
Similarly, if d
kM  is “pseudo down”, it recovers with the transition rate of kr
 :  
    1| 0k k kProb t t t r t
                    (3.13) 
 
With these considerations, we may extend the balance equations for 2M1B 
line (discussed in Section 3.3.1) to a primitive line segment.  For instance, for 
the group of states ( , , , , )u dk k k k kx      with 2
u u
k kN   (
u
kM  is in the internal 
deterioration state), 2 d dk kN   (
d
kM  is in the internal deterioration state), 
1k   (
u
kM  is not pseudo down), and 1k   (
d
kM  is not pseudo down), we 
may have balance equations as follows.   
1) Internal state ( 0 k k< x < X ). 
For the internal state, u
kM  is not blocked and 
d
kM  is not starved.  The balance 
equation can be formulated as: 
      , , , ,, , ,1,1 1 1 u d u d
k k k k
u d u u d d u d u d
k k k k k k k k k k k k k k k
P x p p p p p p
   
   
                   
       1, , ,1,1 1 1, , ,1,1 1u d u u d dk k k k k k k k k kP x p P x p
             
 
, 1
, 1, ,1,1 u
k
u d u





     
, 1
, , 1,1,1 , , ,0,1d
k
u d d u d
k k k k k k kk
P x p P x r

   

    
 , , ,1,0u dk k k kP x r              (3.14) 
         The left side of Eqn (3.14) represents the transitions out of state 
 , , ,1,1u dk k kx   , including: 
 u




 ; ukM  completes processing a part and remains not 
“pseudo down” with the transition rate  1uk kp  . 
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 u




 ; it may also remain not “pseudo down” with the 
transition rate  1dk kp  . 
 u
kM  and 
d















 Preventive maintenance is triggered on u
kM  and 
d













  respectively. 
        The right side of Eqn (3.14) represents the transitions into state 
 , , ,1,1u dk k kx   , and these involve: part arrival, part departure, deterioration of 
u
kM  and 
d
kM , and recovery of 
u
kM  and 
d
kM  from “pseudo down”. 
2) Lower boundary state (where  0kx ). 
For the lower boundary state, d
kM  is starved and idle.  Therefore, it will not 
deteriorate.  The balance equation for the lower boundary state is: 
    , , ,0, , ,1,1 1 u u d
k k k
u d u u u u d
k k k k k k k k k
P p p p
 
  
               1, , ,1,1 1u d dk k k kP p
      
   
, 1
0, 1, ,1,1 0, , ,0,1u
k
u d u u d
k k k k kk
P p P r


   

    0, , ,1,0u dk k kP r
         (3.15) 
3) Upper boundary state (where 
j j
x X ). 
For the upper boundary state, u
kM  is blocked and idle, and hence it will not 
deteriorate.  The balance equation of the upper boundary state can be 
formulated as: 
    , , ,, , ,1,1 1 d u d
k k k
u d d d d u d
k k k k k k k k k k
P X p p p
 
  
             
   1, , ,1,1 1u d uk k k k kP X p
        
, 1
, , 1,1,1 , , ,0,1d
k
u d d u d
k k k k k k kk
P X p P X r


   

    
 , , ,1,0u dk k k kP X r
               (3.16) 






 , and 
kr
  are parameters of a primitive line segment.  An 
algorithm to calculate these parameters is provided in Appendix B.  With these 
parameters, we may derive the balance equations for solving the limiting 
probabilities of states,  , , , ,u dk k k k kP x      for each primitive line segment.    
 
3.3.3. Performance Measures 
Predicting the performance measures is one of the major objectives of this 
research.  With the limiting probabilities of states  , , , ,u dk k k k kP x      of each 
primitive line segment, we are able to compute the following performance 
measures.   
 Production rate (PR). 
Production rate of an assembly line is calculated based on the limiting 
probabilities of the  
th
1K   primitive line segment.  The probability that 
1
d
KM   is operational, not „pseudo down‟, and not starved is: 
 
1 11 1 1
1 1 1 1
1
, , , ,1
d d u
K KK K K
u d





   
   

    .  Under these conditions, 1
d
KM   
processes at the speed of 
1
d
K  .  Hence, the production rate is: 
 
11 1 1 1
1 1 1 1 1
1
, , , ,1
d d u
KK K K K
u d d




   
   
    

              (3.17) 
 Work-In-Process (WIP). 
We may obtain the WIP in a buffer as: 
  , , , ,
d u
k k kk k
B u d
k k k k k k k
x
WIP x P x
   
     , 1 1k K           (3.18) 
Since part rejection is not considered in this chapter, machines in the 
multistage systems have the same flow rates, which are equal to production 
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rate (PR) of the system.  The WIP in a machine is equal to the probability 
that a machine is busy, which may be estimated by: 
  is busyMk kWIP Prob M  




                (3.19) 










                (3.20) 
 Probability of machine failure ( kMF ). 
The probability of machine failure for kM  is  1k k kMF Prob N   , and 
this can be estimated as: 
 
1
, , , , , for  1
d u u
k k kk k k
u d
k k k k k k
xN
MF P x k K
   
   
 
               (3.21) 
 
1 1 11 1 1
1 1 1 1 1
1
, , , ,
d d u
K K KK K K
u d
K K K K K K
xN
MF P x
   
   
    
    
 
   ,  for KM   
                         (3.22) 
 Probability of preventive maintenance ( kPM ). 
Similarly, kPM  (i.e.  2k kProb N   ) can be calculated as: 
 
2
, , , , , for  1
d u u
k k kk k k
u d
k k k k k k
xN
PM P x k K
   
   
 
              (3.23) 
 
1 1 11 1 1
1 1 1 1 1
2
, , , ,
d d u
K K KK K K
u d
K K K K K K
xN
PM P x
   
   
    
    
 
   , for KM  
                   (3.24) 
 Availability of machine ( kA ). 
The availability of a machine (  k k kA Prob N  ) can be estimated by: 
 1 ,      for  1,2, ,k k kA MF PM k K                 (3.25) 
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3.4. An Application of the Model: Determining the Frequency of 
Preventive Maintenance for Improving Production Rate 
In this section, the author formulates the determination of maintenance rate as 
an optimization problem to maximize production rate.  With an appropriate 
maintenance rate for each machine obtained by solving this problem, we may 
subsequently calculate the frequency of preventive maintenance using Eqn 
(3.4).  For simplicity, we shall assume the maintenance rate of each upstate is 
identical, i.e. 
,1 ,2 , kk k k N k
       .  
Performance Enhancement Problem 3-1:  
Preventive Maintenance for Production Rate Improvement. 
Maximize:   
11 1 1 1
1 1 1 1 1
1
, , , ,1
d d u
KK K K K
u d d




   
   
    

          (3.26) 
Subject to:   0 k k   ,  1,2, ,k K  
Where  1 1 1 1, , , ,1u d uK K K KP x        is calculated based on the decomposition 
model.  Generally, the preventive maintenance rate k  is smaller than the 
processing rate k  (the inter-maintenance times are usually many orders larger 
than the processing times of machines in practice).  Hence, we use k  as an 
upper bound for k .   
 
There are many possible methods for solving the problem above.  In this 
chapter, we use the steepest ascent method as an example to illustrate the 
determination of k .  This method identifies the search direction via the 
sensitivity analysis of the objective function (i.e. the production rate) with 
respect to each decision variable (i.e. k ).  Let  1 2, , , K    .  Define 
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k  as a small increment of k .  In addition, we also define a vector 
 0, 0, ,0, ,0k k   , where all the elements are 0 except the 
thk  
element is equal to k .  Then, the derivative of production rate with respect to 
k  may be approximately calculated as: 




   


,  1, 2, ,k K             (3.27) 
where  PR   is the production rate corresponding to  .  At  , the search 
direction with the maximum gradient may be calculated as: 
           1 2
1 2
, , , K
K
PR PR PR PR PR PR
D
  






                                                 (3.28) 
where D  is a 1 K  vector representing the search direction.  In the direction of 
D , a single-dimensional optimization approach, such as the golden section 
search (Kiefer, 1953), is applied to identify the next  , which induces a 
maximum increment of  PR  .  This procedure is repeated until no better   
can be found.  The algorithm can be summarized as: 
 
Algorithm for Calculating Frequency of Preventive Maintenance (and 
Maintenance Rate) 
 Initialize the iteration number, i =0.  Let i  denote the vector of 
maintenance rates obtained in the thi  iteration of the algorithm.  Choose an 
initial value for this vector (e.g.  0 0,0, ,0  ).  Choose a small value   
as the tolerance limit of the algorithm. 
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 Loop 
Calculate 
iD  from Eqn (3.28).  Perform a golden section search (Kiefer, 
1953) in the direction of 
iD  to maximize production rate  i iPR J D   , 
where J  is a nonnegative step size that maximizes production rate. 
 If    i i iPR J D PR       , 1i i iJ D    , 1i i  , go to Loop.  
Otherwise, calculate the frequency of preventive maintenance, kFq  based 
on Eqn (3.4), and terminate the algorithm. 
 
Optimization Problem for Maximizing Profit 
The above optimization problem uses production rate as the objective function.  
Improving production rate may not necessarily be the only managerial goal in 
many manufacturing systems.  Reducing operational costs associated with 
machine repair, preventive maintenance, and holding WIP may be other 
additional considerations.  The decomposition model also makes it possible to 
assess the cost structure of a multistage manufacturing system with unreliable 
machines.  This may further improve the planning of preventive maintenance.  
In a multistage manufacturing system, preventive maintenance may give rise to 
the following aspects: 
1) Revenue.  Revenue of a manufacturing system can be estimated by 
multiplying production rate and unit price (Gershwin and Schor, 2000).  
Since the unit price of a product is usually a constant value in many 
manufacturing systems, revenue is proportional to the production rate.  
Therefore, the influence of preventive maintenance on production rate is 
also reflected in revenue.   
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2) Preventive maintenance cost.  Performing preventive maintenance on a 
machine requires spending man labor as well as other resources, and this 
induces additional operational costs.  Since excessive preventive 
maintenance cost may also undermine the profitability of a system, this cost 
is considered as an important factor in the decision making of preventive 
maintenance (Ambani, et al., 2009).   
3) Machine repair cost.  Similar to preventive maintenance, repairing a 
machine from complete failure also increases the operational costs.  For this 
reason, many studies incorporate machine repair cost in the evaluation of 
the preventive maintenance scheme (Meller and Kim, 1996; Ambani, et al., 
2009).   
4) WIP holding cost.  The interruption to production of a machine, either due 
to preventive maintenance or machine failure, may affect the WIP level in 
the buffers (Meller and Kim, 1996).  Therefore, to examine the impact of 
preventive maintenance comprehensively, the WIP holding cost should also 
be accounted for.  This cost is usually estimated by multiplying the average 
WIP level and the unit holding cost (Gershwin and Schor, 2000).   
 
        Revenue, preventive maintenance cost, machine repair cost, and WIP 
holding cost of a system can be estimated based on the decomposition model.  
With these estimates, we may then estimate the expected profit (EP) of the 
system, and use it as the objective function to determine the maintenance rate.  
This requires the following information: 
Price :  The unit price of a finished part.   
PM
kCost : The cost of preventive maintenance on machine kM .  
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Repair
kCost : The cost for repairing machine kM .  
WIPCost :  WIP holding cost per part. 
        With the above information, we have the optimization problem as follows.  
This problem may also be solved using the above algorithm by replacing 
 PR   with the new objective function,  EP  . 
Performance Enhancement Problem 3-2:  
Preventive Maintenance for Profit Improvement. 
Maximize:  
       EP= revenue preventive maintenance cost machine repair cost    
                  WIP holding cost  




k k k k
k k
PR Price Cost PM Cost MF Cost WIP
 
                          
                                                                                                                   (3.29) 
Subject to:      0 k k   ,  1,2, ,k K  
Where the objective function Eqn (3.29) includes the following four factors and 
their relationship is as reflected in Figure 3.7. 









  is the preventive maintenance cost of the system.  kPM  
is the probability of preventive maintenance and is calculated using Eqn 









  is the repair cost of the system due to machine failures.  
kMF  is the probability of machine failure and it is calculated using Eqn 
(3.21) or (3.22). 
 WIPCost WIP  is the WIP holding cost.   
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Figure 3.7. The relationship between expected profit, revenue, and cost factors. 
 
3.5. Model Validation 
In this section, we shall first discuss the convergence of the decomposition 
algorithm.  Subsequently, the decomposition model is evaluated based on 
systems with homogeneous machines.  In Section 3.5.3, the accuracy of the 
decomposition model in systems with non-homogeneous machines is examined.  
 
3.5.1. Convergence of the Decomposition Algorithm  
Due to the complexity of the model, a mathematical proof of convergence of 
the decomposition algorithm presented in Appendix B is not possible.  
However, the author has used the algorithm for a variety of problems (in excess 
of 5000 cases), in which the parameters and numbers of machines are randomly 
generated.  In all of these experiments, the algorithm has always converged.   
 
3.5.2. Model Validation in Systems with Homogeneous Machines 
To validate the decomposition model, the author conducted a large number of 
experiments with different numbers of machines and parameter values, as well 
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as different serial and assembly line configurations.  Comparisons between 
analytical and simulation results demonstrate that the model can estimate 
performance measures of production lines with good accuracy.   
        In this subsection, three cases of experiments will be discussed.  The 
configurations of these production lines are illustrated in Figure 3.8.  Although 
the model was developed for non-homogeneous parameters, for reasons of 
simplicity, we shall assume that the machine parameters in this set of 
experiments are homogeneous.  In these experiments, the unit of time is an hour.  
The parameters for the validation experiments are chosen as follows: 
 5kX  , k =1, kN =4, kr =0.1, k =1, for  1,2, ,k K . 
 
, kk n
p =0.05, for  1,2, ,k kn N ,  1, 2, ,k K . 
 
        For each of the three production line configurations, three conditions with 
different maintenance rates will be tested: 
1) No maintenance (NM):      
, kk n
 =0, for  1,2, ,k kn N ,  1, 2, ,k K . 
2) Medium maintenance (MM): 
, kk n
 =0.05, for  1,2, ,k kn N ,  1, 2, ,k K . 
3) High maintenance (HM):      
, kk n
 =0.25, for  1,2, ,k kn N ,  1, 2, ,k K . 
 
Both analytical and simulation results are obtained on a Personal 
Computer with Intel Core 2 Duo CPU (2.33GHz) and 4Gb RAM (this 
computer is also used to perform other numerical experiments in this thesis).  
Each simulation was run for 1 million time units with a warm up period of 0.1 
million time units (the same settings of simulation will also be used in the 
experiments of model validation in the following chapters).  For each 
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experiment, 10 simulation runs are performed, which assure that the 95% 
confidence intervals of production rate and WIP are less than 0.2% for each 
estimate, as indicated in Table 3.2.  The numerical results include production 
rate, WIP, and CPU time, which are provided in Table 3.2.  Based on the CPU 
times of Table 3.2, we find that the decomposition model requires only a 
fraction of the time required by simulation.  For all cases, the decomposition 
model provides the results in less than one second.  On the other hand, it takes 
more than two minutes to complete one simulation run.  To obtain the 
performance measures with significant confidence, ten such runs are required.  
Based on the results of production rate and WIP in Table 3.2, the 
decomposition model yields results that are very similar to the results obtained 
with simulation.  The relative difference of production rate and WIP between 
decomposition and simulation is generally smaller than 4%.  
 
1M 1B 2M 2B 3M 3B 4M 4B 5M 5B 6M 6B 7M 7B 8M 8B 9M 9B 10M
 
(a) Case A 
1M 1B 2M 2B
4M 4B
5M 5B 6M 6B
13M 13B 14M
3M 3B
7M 7B 8M 8B
10M 10B




1M 1B 2M 2B 3M 3B 4M 4B 10M 10B 11M 11B 12M 12B 13M 13B 17M 17B 18M
5M 5B 6M 6B 9M 9B
7M 7B 8M 8B
14M 14B 15M 15B 16M 16B
 
(c) Case C 
Figure 3.8. The production lines in the experiments. 
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Table 3.2. Comparison of performance measures and CPU times between 
decomposition model (Dec) and simulation (Sim) for homogeneous systems.  
Diff=100%∙|Dec-Sim|/Sim.  The CPU time of simulation is the average time required 
for finishing one simulation run for each experiment. 
Case 




























































































3.1972 0.5822 201.5 
 
For each production line configuration, based on the comparison between 
the production rates of the system under no, medium, and high maintenance 
conditions, we observe that the production line exhibits relatively low 
production rate when no preventive maintenance is performed.  In addition, 
excessive maintenance also leads to lower production rate.  This observation 
reinforces our hypothesis that determining a suitable maintenance rate (or 
equivalently the frequency of preventive maintenance) is important for a 
multistage manufacturing system to improve production rate.  This will be 
further elaborated in the experiments of the next subsection. 
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3.5.3. Model Validation in Systems with Non-homogeneous Machines 
In this subsection, non-homogeneous manufacturing systems, where machines 
have distinct processing rates and deterioration rates, are investigated.  The 
configurations of the manufacturing systems studied in this subsection are as 
illustrated in Figure 3.9.   The parameters of these three systems are chosen as 
follows:   
 5kX  , kN =4, kr =0.1, k =1, for  1,2, ,k K . 
 The processing rates and deterioration rates of machines in the three 
experiments are summarized in Tables 3.3, 3.4, and 3.5 respectively. 
 
1M 1B 2M 2B 3M 3B 4M 4B 5M 5B 6M 6B 7M 7B 8M 8B 9M 9B 10M
 
(a) Case D 







5M 5B  
(b) Case E 
2M 2B 3M 3B 4M 4B 11M 11B 12M 12B 13M 13B 14M 14B 19M 19B
6M 6B 7M 7B 10M 10B
8M 8B 9M 9B






(c) Case F 
Figure 3.9. The production lines in the experiments. 
 
Table 3.3. Processing rate and deteriorate rate of each machine in Case D. 
Machine Number 1 2 3 4 5 6 7 8 9 10 
Processing rate 1 1.1 0.9 0.9 1.2 1.1 1 0.9 0.9 1 
Deterioration rate 0.05 0.02 0.01 0.03 0.05 0.01 0.04 0.02 0.05 0.04 
 
Table 3.4. Processing rate and deteriorate rate of each machine in Case E. 
Machine Number 1 2 3 4 5 6 7 8 9 10 
Processing rate 0.9 1 1.1 0.9 1.2 0.8 1.1 1.1 1.2 0.9 
Deterioration rate 0.04 0.01 0.03 0.02 0.01 0.05 0.02 0.01 0.02 0.01 
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Table 3.5. Processing rate and deteriorate rate of each machine in Case F. 
Machine Number 1 2 3 4 5 6 7 8 9 10 
Processing rate 1 0.9 1 0.9 1.1 0.9 1.2 1 1.1 1 
Deterioration rate 0.02 0.05 0.02 0.05 0.03 0.02 0.03 0.04 0.01 0.02 
Machine Number 11 12 13 14 15 16 17 18 19 20 
Processing rate 1 1.2 0.9 1.1 1.1 1 0.9 1.1 1.2 1 
Deterioration rate 0.02 0.01 0.02 0.01 0.02 0.03 0.01 0.02 0.05 0.04 
 
         As in Section 3.5.2, the analytical results obtained from the 
decomposition model are compared with simulation results.  Ten simulation 
runs are performed for each experiment, and each simulation was run for 1 
million time units with a warm up period of 0.1 million time units.  As 
indicated in Table 3.6, the relative difference between the analytical and 
simulation results is generally lower than 4%.  This observation demonstrates 
that the decomposition model can provide reliable estimates of performance 
measures for multistage manufacturing systems with non-homogeneous 
machines. 
Table 3.6. Comparison of performance measures and CPU times between 
decomposition model (Dec) and simulation (Sim) for non-homogeneous systems.  
Diff=100%∙|Dec-Sim|/Sim.  The CPU time of simulation is the average time required 
for finishing one simulation run for each experiment. 
Case 




























































































2.808 0.673 207.8 
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3.6. A Case Study for Determining the Maintenance Rate of 
Each Machine in an Assembly Line  
In this set of experiments, the decomposition model is used to determine the 
frequency of preventive maintenance for each machine in a multistage 
manufacturing system.  An assembly line with nine machines (Figure 3.10) will 
be studied in this set of experiments.  We shall consider the case where 
machines have different deterioration rates.  3M  and 7M  are intentionally 
assigned with higher deterioration rates.  Machines with higher deterioration 
rates may require more frequent preventive maintenance, and this will be 
examined later based on the numerical results.   
        For simplicity, parameters of the machines are chosen to be homogeneous 
(except for the deterioration rates).  The decision variables of the experiments 
are the individual maintenance rates.  Similar experiments may also be 
conducted when the parameters are non-homogenous.  In this experiment, the 
unit of time is an hour.  Parameters used in this set of experiments are as 
follows: 
 5kX  , k =1, kN =4, kr =0.05, k =1, for  1,2, ,k K . 
 
11,n
p =0.005, for  1 11,2, ,n N ;  22,np =0.01, for  2 21,2, ,n N ;  
33,n
p =0.02, for  3 31,2, ,n N ;  44,np =0.01, for  4 41,2, ,n N ; 
55,n
p =0.005, for  5 51,2, ,n N ; 66,np =0.01, for  6 61,2, ,n N ; 
77,n
p =0.02, for  7 71,2, ,n N ;  88,np =0.005, for  8 81,2, ,n N ; 
99,n
p =0.01, for  9 91,2, ,n N . 
In addition, we shall assume that the maintenance rate at each upstate of a 
machine is identical, i.e. ,1 ,2 , kk k k N k        for  1,2, ,k K .   
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Figure 3.10. The assembly line studied in the experiment. 
 
        Using the algorithm presented in Section 3.4, we obtain the maintenance 
rate ( k ) for each individual machine in the assembly line, as presented in 
Table 3.7.  With the maintenance rate, the frequency of preventive maintenance 
( kFq ) for each machine is then calculated using Eqn (3.4).  kFq  represents the 
number of preventive maintenance performed on machine kM  in an hour.  For 
example, 1 0.00891Fq   in Case H implies that preventive maintenance is 
performed 0.00891 times per hour (or once every 112.2 hours).  As 3M  and 
7M  have higher deterioration rates, they may require more preventive 
maintenance than other machines.  This is also reflected in the results of Table 
3.7, where 3Fq  and 7Fq  are higher than that of the other machines.   
The production rate of the system under the maintenance rate predicted by 
the algorithm in Section 3.4 is provided in Table 3.7.  For comparison, we also 
provide the production rate of the system where no preventive maintenance is 
performed.  In this subsection, we shall refer to the experiment without 
preventive maintenance as Case G, and the experiment with the predicted 
maintenance rate as Case H.  Based on results presented in Table 3.7, the 
production rate of Case H (0.64392) is 15.96% higher than that of Case G 
(0.55531).  This difference indicates that preventive maintenance, if performed 
appropriately, may result in a substantial improvement of production rate.  
One of the reasons for the production rate enhancement in Case H is that 
preventive maintenance may improve the availability of each machine.  As 
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illustrated in Figure 3.11, each machine has a relatively high probability of 
failure in Case G.  While in Case H, the total probability of interruption 
(including machine failure and preventive maintenance) of each machine is 
reduced by approximately 40% when compared to Case G.   
A second reason of the production rate enhancement is that in Case H, the 
probability of a machine being down (  Prob Down , which can be estimated 
using Eqns (3.21) and (3.22)) is much lower than the probability of being under 
preventive maintenance (  Prob PM , which is calculated using Eqns (3.23) 
and (3.24)).  In practice, repairing a machine from complete failure usually 
requires much more time than preventive maintenance (Bao and Jaishankar, 
2008).  Therefore, preventive maintenance may cause short interruptions to 
processing while machine failures result in longer interruptions.  In an 
assembly line, a small number of parts are held in each buffer, which may 
sustain the production of the downstream system of a machine for a short 
period of time when the processing of this machine is interrupted.  This feature 
effectively mitigates the impact of short interruptions on production rate of the 
system.  Machine failures, on the other hand, usually require much more time 
before a machine can resume processing, and this may significantly undermine 
the production rate.  Therefore, reducing the proportion of long interruptions is 
also a factor for achieving high production rate.  
As shown in Figure 3.11, 3M  and 7M  are the most unreliable machines in 
the system, as they have relatively higher probability of failure than other 
machines.  Hence, preventive maintenance on these two machines is more 
important than that on other machines.  To provide an intuitive description of 
the influence of preventive maintenance on the production rate, the 
maintenance rate of these two machines are varied from 0 to 0.1, and a surface 
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of production rate vs. 3  and 7  is generated, as illustrated in Figure 3.12.  The 
maintenance rate of the other machines (i.e. k  where  3,7k ) are chosen as 
for Case H in Table 3.7.  From Figure 3.12, we may observe that the point 
representing Case H is close to the peak point of the surface.  This agreement 
indicates that the algorithm in Section 3.4 may provide a good solution for the 
maintenance rate of machines in an assembly line that maximizes production 
rate.   
 
Table 3.7. Numerical results in the experiment for determining the frequency of 
preventive maintenance. The maintenance rate, frequency of preventive maintenance 
of each machine, and production rate of the system in Cases H (preventive 
maintenance is performed according to the maintenance rate provided by the algorithm 





Figure 3.11. The probability of machine failure (Prob(Down)) of Case G, and the 
probability of machine failure (Prob(Down)) and preventive maintenance (Prob(PM)) 
of Case H. 
Case 
Maintenance rate Production 
rate π1 π2 π3 π4 π5 π6 π7 π8 π9 
H 0.01084 0.02045 0.04329 0.01906 0.01007 0.02156 0.04076 0.009845 0.02294 0.64392 
G 0 0 0 0 0 0 0 0 0 0.55531 
Case 
Frequency of preventive maintenance 
 
Fq1 Fq2 Fq3 Fq4 Fq5 Fq6 Fq7 Fq8 Fq9 
H 0.00891 0.01451 0.02320 0.01379 0.00838 0.01506 0.02245 0.00822 0.01572 
G 0 0 0 0 0 0 0 0 0 
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Figure 3.12. Production rate vs. π3 and π7.   
 
3.7. Impact of Costs and Buffer Sizes on Preventive 
Maintenance: A Numerical Study 
Improving production rate may not necessarily be the only managerial goal in 
many manufacturing systems.  Other additional considerations may include 
reducing operational costs associated with machine repair, preventive 
maintenance, and holding WIP.  In addition to performing preventive 
maintenance, other operational strategies such as configuring buffer sizes, may 
also influence the response of a system towards its goal of maximizing profit.  
In this regards, we use the decomposition model to formulate the following 
optimization problem that will simultaneously determine effective sizes of all 
buffers and maintenance rates of all machines:   
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Performance Enhancement Problem 3-3:  
Preventive Maintenance and Buffer Allocation for Profit Improvement. 
Maximize:  
       EP= revenue preventive maintenance cost machine repair cost    
                  WIP holding cost  




k k k k
k k
PR Price Cost PM Cost MF Cost WIP
 
                                                                
                                                                                                                     (3.30) 
Subject to:      0 k k   ,  1,2, ,k K  
 0, 1,..., 1kX k K    
 
The algorithm in Section 3.4 can be easily modified to solve this problem, and 
this requires the following extensions: 
1) The original objective function (Eqn (3.26)) is replaced with profit 
(Eqn(3.30)).   
2) Buffer sizes, kX ,  1,..., 1k K  , are additional decision variables.  
We use the assembly line discussed in Section 3.6 as an example to 
demonstrate the application of the decomposition model in simultaneously 
determining maintenance rates and buffer sizes.  This experiment is referred to 
as Case I.  The parameters are chosen as in Case H.  Additionally, the following 
parameters are also used: 
Price :      1000$/part 
WIPCost :      5$/hour 
Repair
kCost :    Repair cost for each machine is 2000$/hour 
PM
kCost :      Preventive maintenance cost for each machine is 200$/hour 
Using the algorithm in Section 3.4, we obtain the maintenance rates and 
buffer sizes for both Cases I and H.  The results are summarized in Table 3.8.  
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The profit and various costs of the assembly line for both experiments are 
itemized in Figure 3.13.  We may observe the following: 
1) Profit of Case I is higher than that of Case H.   
2) Revenue of Case I is significantly higher than that of Case H.  This is 
because buffers are configured better in Case I.  Results in Table 3.8 
demonstrate that more space is provided for buffers after machines with low 
reliability (e.g. machines M3 and M7).  This buffer configuration contributes 
to the improvement of production rate with a slight increase in holding cost.   
3) The sum of repair and preventive maintenance costs in Case I is smaller 
than that of Case H.  In cases where repairing a machine from complete 
failure is costly, line managers may perform frequent preventive 
maintenance to reduce the repair cost.  Although performing maintenance 
more frequently may decrease the availability of machines for production, 
the reduction in repair cost may compensate for this loss in production.   
 
Table 3.8. The maintenance rates of machines and buffer sizes obtained from Case I. 
Maintenance 
rate 
π1 π2 π3 π4 π5 π6 π7 π8 π9 
0.01612 0.03098 0.06693 0.02952 0.01558 0.03598 0.06826 0.01500 0.03253 
Buffer size 
X1 X2 X3 X4 X5 X6 X7 X8  
3 4 6 5 4 4 6 6  
 
 
Figure 3.13. Profit and costs of the assembly line under two conditions: 1) 
maintenance rate and buffer size are chosen as in Case I; 2) maintenance rate and 
buffer size are chosen as in Case H. 
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3.8. Numerical Comparison of the Decomposition and Single-
Machine Models 
Much of the literature pertaining to preventive maintenance focuses on single-
machine models.  These models are usually proposed to minimize the sum of 
repair and preventive maintenance costs for a single machine (Montoro-Cazorla 
and Perez-Ocon, 2006).  However, in a multi-machine system, merely 
minimizing these two costs is inadequate, because other economic measures, 
such as WIP holding cost and revenue also affect profit.  WIP holding cost and 
revenue cannot be calculated using the single-machine model.  By contrast, 
they can be easily estimated using the decomposition model. With these 
estimates, we can examine the impact of preventive maintenance more 
comprehensively and therefore determine maintenance rates more effectively.   
In this subsection, we use the assembly line discussed in Section 3.7 to 
further elaborate the advantage of the decomposition model.  In Section 3.7, we 
had identified maintenance rates for all machines in the assembly line based on 
the decomposition model.  For comparison, we use the single-machine model 
proposed by Bao and Jaishankar (2008) to estimate the repair and preventive 
maintenance costs of the machines in Case I.  We can then estimate the 
maintenance rate of each machine by minimizing the sum of repair and 
preventive maintenance costs.  Maintenance rates obtained using the 
decomposition and single-machine models are provided in Table 3.9.  These 
maintenance rates can then be used to estimate the various performance 
measures summarized in Table 3.9.  In this analysis, buffer sizes are chosen as 
in Section 3.7.   
The results in Table 3.9 indicate that the sum of repair and preventive 
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maintenance costs of the assembly line is 94.32 for the experiment using the 
single-machine model.  The corresponding value for the assembly line where 
maintenance rates are chosen using the decomposition model is 95.58.  The 
latter is 1.34% higher than the former.  However, if we compare the profit of 
these two cases, we notice that profit of the assembly line using the 
decomposition model (477.32) is 1.27% higher than the case using the single-
machine model (471.34).  This is because the decomposition model 
incorporates the WIP holding cost and revenue in determining maintenance 
rates, and this results in better overall performance. 
 
Table 3.9. Maintenance rates and performance measures determined using the 
decomposition and single-machine models. 
Maintenance 
rate 
π1 π2 π3 π4 π5 π6 π7 π8 π9 
Decomposition 0.01612 0.03098 0.06693 0.02952 0.01558 0.03598 0.06826 0.01500 0.03253 
Single-machine 0.01828 0.03672 0.07461 0.03661 0.01820 0.03675 0.07479 0.01818 0.03664 
Performance 
measure 
Repair cost PM cost Holding cost Revenue Profit 
Decomposition 36.13 59.45 133.62 706.52 477.32 
Single-machine 27.59 66.73 134.41 700.07 471.34 
 
3.9. Analyzing CPU time and Accuracy of the Decomposition 
Model 
In this subsection, we perform a set of experiments to investigate the impact of 
system size and number of upstates on CPU time and accuracy of the 
decomposition model.  We consider a tandem production line, and the number 
of machines is varied from 2 to 20 in steps of 2.  Additionally, four cases are 
studied, where the upstates of machines are 1, 2, 4, and 8 respectively.  The 
other parameters are chosen as follows: 
 5, 1, 0.1, 1, for 1,...,k k k kX r k K       
   , 0.01 for 1,..., and 1,...,kk n k kp n N k K    
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In each experiment, we develop a decomposition model for estimating the 
performance measures of the system.  The CPU time of the decomposition 
model is summarized in Figure 3.14.  Simulation is also performed for 
comparison.  Each simulation was run for 1 million time units, including a 
warm up period of 0.1 million time units.  For each experiment, ten simulation 
runs were performed to guarantee that the 95% confidence intervals of the 
simulation results (such as production rate, etc) are less than 0.2% of the point 
estimates.  The CPU time of simulation is plotted in Figure 3.15.  Additionally, 
we also compare the production rates obtained using the decomposition model 
and simulation.  The absolute relative difference (i.e. 100%∙|Dec-Sim|/Sim, 
where Dec and Sim denote the production rate obtained from the 
decomposition model and simulation respectively) is plotted in Figure 3.16.  
From Figures 3.14, 3.15, and 3.16, we make the following observations: 
1) The comparison between the CPU time of the decomposition model (Figure 
3.14) and simulation (Figure 3.15) demonstrates that the decomposition 
model is superior in terms of computational speed.  For instance, in the 
experiment where the number of machines is 20 and number of upstates is 8, 
the CPU time of the decomposition model is 1.18 seconds.  By contrast, it 
requires 279.12 seconds to finish one simulation run for the same 
configuration.  Based on Figures 3.14 and 3.15, we observe that, in each 
experiment, the CPU time of the decomposition model is less than 0.5% of 
the CPU time required for performing one simulation run.  This advantage 
in computational speed makes the decomposition model a time efficient 
alternative to simulation in the performance analysis of multistage 
manufacturing systems. 
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2) As illustrated in Figure 3.14, a large-scale system may require more CPU 
time than a small system.  In the decomposition model, a system with K 
machines is decomposed into K-1 primitive line segments.  Therefore, a 
decomposition model with more line segments requires more computational 
effort.  For example, in the case with 8 upstates, the CPU times of the 
decomposition models of the systems with 10 and 20 machines are 0.56 and 
1.18 seconds respectively.  The latter is approximately twice of the former.  
Likewise, the CPU time of simulation also increases with the number of the 
machines, as illustrated in Figure 3.15.   
3) Figure 3.14 demonstrates that the CPU time of the decomposition model is 
influenced by the number of upstates.  This is because the number of 
balance equations for each primitive line segment is affected by the number 
of upstates.  The system with a large number of upstates requires solving 
more balanced equations, and this may increase the CPU time.  Comparing 
Figure 3.15 with Figure 3.14, we may observe that the influence of the 
number of upstates on the CPU time of simulation is less significant.   
4) The absolute relative difference between the production rate obtained from 
the decomposition model and simulation is lower than 3%, as reflected in 
Figure 3.16.  This indicates that the decomposition model is of reasonable 
accuracy. 
5) Figure 3.16 indicates that the difference increases as the system size 
increases.  Machines in a manufacturing system are subjected to various 
random events, such as deterioration, machine repair, etc.  The more 
machines a system has, the more random events may occur.  The 
decomposition model has slightly lower accuracy if the system is 
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structurally more complex and subjected to more random events.  
Additionally, as the number of upstates increases, the system becomes more 
complex, and this also results in a slight increase of the difference. 
 
Figure 3.14. CPU time of the decomposition model vs. the number of machines and 
number of upstates. 
 
 
Figure 3.15. CPU time of the simulation per run vs. the number of machines and 




Figure 3.16.  Absolute relative difference between the decomposition model and 
simulation vs. the number of machines and number of upstates. 
 
3.10. Extension of the Model for Incorporating Machine State 
Inspection 
The analytical model discussed in Section 3.4 is based on the assumption that 
  73 
upstates of the machines are unobservable (i.e. the maintenance operator is 
incapable of identifying the current upstate of a machine).  In some 
manufacturing systems, machine state inspection is implemented for identifying 
the upstate of a machine (Moustafa et al., 2004).  Once the inspection indicates 
a machine has deteriorated to a specific level, preventive maintenance is 
triggered immediately; otherwise, the state of a machine is not altered after the 
inspection.  To incorporate the machine state inspection, two additional 
notations are defined: 
k : Inspection rate of kM  when it is operational (i.e. k kN  ).   
kTH : The threshold to perform preventive maintenance on kM .  Preventive 
maintenance may be triggered only when k kTH  . 
The transition diagram of Figure 3.3 is extended to incorporate machine 
state inspection, as illustrated in Figure 3.17.  Based on the discussion in 
Section 3.3.1, the balance equations can also be derived for the 2M1B line with 
machine state inspection and preventive maintenance.  By solving these balance 
equations, the limiting probabilities of states of such a system are obtained.   
The decomposition model presented in Section 3.4 can be easily extended 
to the multistage manufacturing system with machine state inspection.  
Similarly, we may estimate the performance measures of such a system, which 
can then be used to determine the inspection rate k  and the threshold of 
preventive maintenance kTH  for each machine.  For example, the 
determination of k  and kTH ,  1, 2, ,k K  may be formulated as the 
optimization problem to maximize expected profit (EP) of the system.  We may 
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derive the optimization problem as below: 
Performance Enhancement Problem 3-4:  




                 EP= revenue preventive maintenance cost machine repair cost    
                             WIP holding cost machine state inspection cost  




k k k k
k k
PR Price Cost PM Cost MF
 
        




k k k k
k
Cost Prob N 

            (3.31) 
Subject to:   0 k k   ,  1,2, ,k K  
1 k kTH N  ,  1,2, ,k K  
where Price  denotes the unit price of a finished part.  
PM
kCost  is the cost of 
preventive maintenance on machine 
kM . 
Repair
kCost  is the cost for repairing 
machine 
kM . 
WIPCost  denotes the WIP holding cost per part.  
Inspection
kCost  is the 
operation cost per inspection on machine kM , and  k k kProb N    is the 
frequency that inspection is performed on machine kM  (if kM  is operational, 
















after inspection. Hence, the state is not 
altered by inspection when .k kTH 
Preventive maintenance is triggered 













Figure 3.17. Machine state inspection and preventive maintenance. 
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Numerical Example 
In this subsection, a numerical example is used to demonstrate the influence of 
kTH  and inspection rate k  on the performance of an assembly line.  The 
system discussed in Section 3.6 is used in this experiment, and we assume that 
the upstates of machine can be detected via machine state inspection in this 
experiment.  The parameters are chosen as in Section 3.6 with the following 
exception: 
 Unit price:    1000 dollars/part 
 Repair cost:   2000 dollars/hour (for each machine) 
 Preventive maintenance cost: 1000 dollars/hour (for each machine) 
 Machine state inspection cost: 100 dollars/inspection (for each machine) 
 WIP holding cost per part:  1 dollar/(part∙hour) 
 
        In this example, we shall choose kTH  identical for each machine to 
simplify the problem.  The algorithm presented in Section 3.4 is used to 
determine the optimal inspection rate k ,  1,2, ,k K  for each machine 
with different thresholds of preventive maintenance, kTH .  As the number of 
upstate of each machine, kN  is chosen to be 4 in this example, kTH  have four 
possible values, i.e. kTH =1, 2, 3, or 4.  The numerical results are provided in 
Table 3.10.  Based on these results, we observe that when kTH =3 and the 
inspection rates are chosen as in Table 3.10, profit of the system is the highest.  
In addition, the inspection rate obtained from the algorithm is also depicted in 
Figure 3.18.  From this figure, we notice that for machines with higher 
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deterioration rate (e.g. 3M  and 7M ), inspection should also be performed more 
frequently.   
 
Figure 3.18. The inspection rate (λk) of each machine under four conditions, viz. 
kTH =1, kTH =2, kTH =3, and kTH =4,  1,2, ,k K . 
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Chapter 4.  
Performance Enhancement of Multistage 
Manufacturing Systems with Imperfect Production 
—A Study on Defective Material Flow and Inspection with Errors 
 
4.1. Overview 
Improving production quality is a key issue in many manufacturing companies 
to improve or at least maintain profitability, competitiveness, and market share.  
In a multistage manufacturing system, each processing machine may generate 
defective parts randomly.  These defective parts often result in a waste of 
machine capacity, money, labor, etc, which may undermine the profit of a 
manufacturing system (Chen and Subramaniam, 2010), as reflected in Figure 
4.1.  Additionally, shipping defective parts to customers also induces costly 
penalty.  In order to analyze the corrupting effects of imperfect production and 
provide insights for quality management of multistage manufacturing systems, 
the author formulates an integrated quantitative and qualitative model in 
Section 4.3.  With this model, the author also investigates the placement of 
inspection machines in multistage manufacturing systems in Section 4.4.  By 
appropriately allocating the inspection machines, profit of a multistage 
manufacturing system is improved.  Numerical experiments of the proposed 
model are provided and discussed in Sections 4.5 to 4.8.   





Figure 4.1. An important cause of profit loss: imperfect production.  Each machine in 
a multistage manufacturing system may generate defective parts randomly.  Imperfect 
production not only results in the waste of machine capacity and other resources, but 
also induces expensive penalty if defective parts are shipped to customers. 
 
4.2. Definition of Notations 
In addition to the notations defined in Section 3.2, the following notations will 
also be used in this chapter. 
 U k : A function that returns the immediately upstream machine of kM  if 
it is a non-assembly machine; and it returns the set of immediately 
upstream machines if kM  is an assembly machine.  For example, 
 3 2U   and    7 3,6U   in Figure 4.2. 
kl : Defective rate (i.e. the probability that kM  generates defective parts).  
0kl   for inspection machines. 
ku : The probability that type I inspection error (classifying good parts as 
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defective) occurs at kM , if kM  is an inspection machine.   
kv : The probability that type II inspection error (classifying defective 
parts as good) occurs at kM , if kM  is an inspection machine.   
k : Outgoing quality of parts of kM , i.e. the fraction of good parts in the 
material flow out of 
kM . 
k : Reject rate of kM . The fraction of the parts flowing into kM  that are 
rejected if 
kM  is an inspection machine.  0k   for processing 
machines.  
ky : The state of machine kM ,  0,1ky  .  We assume that there are only 
two states of kM , viz. up ( 1ky  ) and down ( 0ky  ). 
kp : The failure rate of kM  (i.e. the transition rate from state ky =1 to 
state ky =0).   
kr : The repair rate of kM  (i.e. the transition rate from state ky =0 to state 
ky =1).   
Price : The unit price of a finished part.   
Op
kCost : The operation cost per part of machine kM .  
Op
kCost  is the 
processing cost per part if 
kM  is a processing machine; on the other 
hand, if 
kM  is an inspection machine, 
Op
kCost  represents the 
inspection cost per part.   
WIPCost : WIP holding cost per part. 
Penalty :The penalty cost per defective part shipped to customers.   
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4.3. Model Development 
In this section, the quantitative and qualitative performance of assembly lines 
with imperfect production is investigated.  This investigation may also be 
applicable for serial production lines. The quality of material flow in such 
systems will be analyzed first in Section 4.3.1.  This analysis is later 
incorporated in the decomposition model of assembly lines presented in 
Section 4.3.2.  This model decomposes an assembly line into a number of 
primitive line segments, each of which is characterized as a continuous-time-
discrete-state Markov chain.  The model is used to estimate a variety of 
performance measures, as discussed in Section 4.3.3.   
        The following assumptions are used in this chapter. 
 Raw materials are without defects. 
        Many previous analytical studies on multistage manufacturing 
systems with imperfect production also make this assumption for reasons 
of simplicity (Kim and Gershwin, 2005, 2009; Colledani and Tolio, 2006, 
2009; Bai and Yun, 1996; Rau and Chu, 2005; Freiesleben, 2006).  This 
assumption is appropriate in many real manufacturing systems, as most 
companies have very strict quality requirements for raw materials in order 
to assure the quality of final products.  Raw materials are usually inspected 
before they are accepted by the manufacturers.  Once the inspection results 
indicate that the raw materials are with a high level of defects, the 
manufacturers will not accept these raw materials.  For this reason, raw 
materials used in the manufacturing system are usually of good quality, 
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and hence it is reasonable to assume that they are without defects. 
 Processing machines (including non-assembly and assembly machines) are 
subjected to Bernoulli-type quality failures (Montgomery, 2001), i.e. each 
processing machine generates defective parts randomly with a constant 
probability.   
        Bernoulli-type quality failures are commonly observed in 
manufacturing systems (Bai and Yun, 1996; Heredia-Langner et al., 2002; 
Rau and Chu, 2005; Freiesleben, 2006; Van Volsem et al., 2007).  This 
assumption reflects that in many systems, defective parts are generated due 
to various unpreventable factors associated with the product design and 
manufacturing environment.  For instance, in the wafer fabrication 
industry, the dust may induce the random generation of defective silicon 
chips, and this is a typical example of Bernoulli-type quality failures.   
 Ubiquitous inspection (i.e. inspecting parts after each processing machine) 
is costly, and hence a feasible inspection allocation scheme is desirable.   
         In the literature, only a few papers pertaining to multistage 
manufacturing systems are based on the assumption of ubiquitous 
inspection (Kim and Gershwin, 2005, 2009).  Ubiquitous inspection is a 
restrictive condition, which may not be encountered in practice.  Therefore, 
the majority of researches consider un-ubiquitous inspection, a more 
general condition in reality (Colledani and Tolio, 2006, 2009; Penn and 
Raviv, 2007, 2008).  This thesis will likewise study systems with un-
ubiquitous inspection. 
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 Parts classified as defective by inspection machines are rejected. 
       In manufacturing systems, defective parts are handled in one of the 
following three ways: reject, repair, or rework.  Defective parts are usually 
rejected when they are impossible (or very expensive) to repair or rework.  
For instance, in the wafer fabrication industry, silicon chips contaminated 
by dust are usually abandoned.  Since part rejection is one of the most 
commonly used defective parts handling mechanisms in practice, many 
researches adopt this assumption (Taneja and Viswanadham, 1994; 
Viswanadham et al., 1996; Penn and Raviv, 2007, 2008).   
 The first machine is never starved of raw materials and the final machine is 
never blocked.  This is a common assumption in many analytical studies of 
multistage manufacturing systems, and its validity has been discussed in 
Section 3.3.  
 Both processing and inspection machines are subjected to operation-
dependent failures (i.e. machines may break down only when it is 
processing or inspecting).  Each machine has two states: “up” and “down”.    
        The model presented in this section may be easily extended to 
incorporate machine deterioration (where a machine has multiple upstates 
with different levels of deterioration), as discussed in Section 3.3.  
 All the machines are single-item machines, i.e. each machine can process 
or inspect one part each time (refer to Chapter 5 for the incorporation of 
batch machines). 
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4.3.1. Quality of Material Flow  
Imperfect production, as well as imperfect inspection, has a substantial 
influence on the quality of material flow in an assembly line.  In such a system, 
both the outgoing quality of parts ( k ) and reject rate ( k ) of machine kM  can 
be calculated based on its upstream machines and this may fall into the 
following four conditions: 
1)  kM  is the first machine (and therefore a processing machine) in a branch 
of the assembly line (e.g. 1M  or 4M  in Figure 4.2).  Since raw materials 
are assumed to be without defects, we may calculate k  and k  as below, 
and this is also reflected in Figure 4.3(a): 
1k kl            (4.1) 
0k   (because kM  is a processing machine)    (4.2) 
2)  kM  is not the first machine of any branch, and it is a non-assembly 
processing machine (e.g. 3M  in Figure 4.2).  As illustrated in Figure 4.3(b), 
k  and k  can be calculated as: 
   1k kU k l            (4.3) 
0k           (4.4) 
3)  kM  is an assembly machine (e.g. 7M  in Figure 4.2).  kM  may obtain good 
parts from its upstream machine iM ,  ki U  with probability i .  Hence, 






 .   As indicated in Figure 4.3(c),  
 





   
 
        (4.5) 
0k           (4.6) 
  85 
4)  kM  is an inspection machine (e.g. 2M  in Figure 4.2).  As illustrated in 
Figure 4.3(d), the parts out of an inspection machine may be divided into 
four categories: 
 Good parts rejected due to type I inspection error (with probability 
  kU k u  ). 
 Good parts sent to the next machine (with probability    1 kU k u   ). 
 Bad parts accepted due to type II error (with probability 
  1 kU k v  ). 
 Bad parts rejected correctly (with probability 
    1 1 kU k v   ). 
Hence, 
   













    
     (4.7) 
      1 1k k kU k U ku v              (4.8) 
Based on Eqns (4.1) to (4.8), k  and k  can be calculated for each 
machine.  These values reflect the quality of material flow in the assembly line, 
as illustrated in Figure 4.4. 
 
       




Figure 4.2. An assembly line with inspection machines. 
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First Processing Machine of Each Branch
kM






Defective material flow kM
 U k
 1 U k
   1 kU k l  

























































































 1 U k
   1 kU k u  
  1 kU k v 
    1 1 kU k v  







(c)      (d) 





Figure 4.4. Quality of material flow in the assembly line. 
 
4.3.2. Decomposition of Assembly Lines 
As in Chapter 3, the author formulates a decomposition model for assembly 
lines with imperfect production.  An important feature of the decomposition 
model in this chapter is that it incorporates the quality of material flow in the 
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system (which is discussed in Section 4.3.1). This feature facilitates the 
prediction of system performance from the quantitative (such as total 
production rate and inventory) and qualitative (such as percentage of good 
finished parts, wasted machine capacity, and wasted processing cost due to 
defective parts) perspectives simultaneously.  This model decomposes an 
assembly line with K machines into (K-1) two-machine-one-buffer (2M1B) 
primitive line segments, as illustrated in Figure 3.5.   
       A primitive line segment consists of two machines (the upstream machine 
u
kM  and downstream machine 
d
kM ) and a buffer kB .  The machines (
u
kM  or 
d
kM ) in a primitive line segment may be up ( 1
u
ky   or 1
d
ky  ) or down 
( 0uky   or 0
d
ky  ).  In a primitive line segment, if buffer kB  is full, 
u
kM  is 
blocked; and if kB  is empty, 
d
kM  is starved.  The blockage and starvation of 
machines due to the buffer inside a primitive line segment can be easily 
captured by developing a Markov model for such a line segment.  However, 
u
kM  and 
d
kM  may also be starved or blocked by buffers in the upstream or 
downstream line segments.  Therefore, to account for the starvation or 
blockage due to the upstream or downstream line segments, an additional state, 
referred to as “pseudo down” is introduced for the machines in the line 
segment, and this is elaborated with details in Section 3.3.2.  Two variables 
( k  and k ) are used to denote whether the upstream and downstream 
machines in a line segment are “pseudo down” respectively.  As discussed in 
Section 3.3.2, the occurrence and disappearance of “pseudo down” state of 






 , and 
kr
 ).   The calculation of these four parameters of a primitive line 
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segment is presented in Appendix B.  With these parameters, we may derive 
the balance equations for each primitive line segment, and this will be 
presented in the next subsection. 
 
4.3.3. Deriving Balance Equations for the Primitive Line Segment 
The decomposition model analyzed in this chapter considers part rejection due 
to inspection.  The rejection of parts makes the primitive line segment behave 
differently from the primitive line segment presented in Chapter 3, where no 
parts are rejected.  Therefore, a new set of balance equations should be derived 
to characterize state transitions of the primitive line segment with rejected 
parts, and this is presented in this section. 
        The state of the thk  primitive line segment may be defined as: 
( , , , , )u dk k k k k kS x y y          (4.9) 
        State transitions of a primitive line segment are described using balance 
equations.  Based on different combinations of u
ky  ( 1 or 0
u
ky  ), 
d
ky  
( 1 or 0dky  ), j ( 1 or 0k  ), and k ( 1 or 0k  ), the states of a primitive 
line segment may be roughly categorized into 
42  or 16 groups.  In the 
following paragraphs, we shall select the group of states with 1uky  , 1
d
ky  ,  
1k  , and 1k   (i.e. 
u
kM  and 
d
kM are up and not in the “pseudo down” state) 
as the example to illustrate the derivation of balance equations.  The balance 
equations for the other groups may be obtained similarly.  By solving the 
balance equations and the normalization equation (i.e. the sum of all 
probabilities equals one), the limiting probabilities of all states, 
 , , , ,u dk k k k kP x y y    are obtained.  The balance equations of states in this 
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group ( 1uky  , 1
d
ky  , 1k  , and 1k  ) may be further divided into three 
sub-categories:  
1) Internal state ( 0 k k< x < X ). 
In this case, buffer kB  is neither empty nor full.  Based on the transition 
diagram in Figure 4.5 (a), the balance equation may be formulated as: 
       ,1,1,1,1 1 1 1u d u u u u u uk k k k k k k k k k k kP x p p p p p                 
  1d dk k k kp p        ,0,1,1,1 ,1,0,1,1u dk k k kP x r P x r   
 ,1,1,0,1k kP x r
   ,1,1,1,0k kP x r
      1,1,1,1,1 1 1u uk k k kP x p      
   1,1,1,1,1 1dk k kP x p                    (4.10) 
The left side of Eqn (4.10) represents the transitions out of state  ,1,1,1,1kx , 
including: 
 u
kM  and 
d
kM  may break down with transition rates of 
u





kM  rejects a part and becomes “pseudo down” with the transition rate of  
u u
k k kp




k  is the probability that 
u
kM  rejects a part, and kp
  is the probability that u
kM  becomes “pseudo 
down” after it finishes processing a part. 
 u
kM  delivers a part to buffer kB  (i.e. the part is not rejected) and becomes 
“pseudo down” with the transition rate of   1u uk k kp  . 
 u
kM  delivers a part to buffer kB  and does not become “pseudo down”.  
The corresponding transition rate is   1 1u uk k kp   . 
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 d





kM  discharges a part and does not become “pseudo down”.  The rate of 
this transition is  1dk kp  . 
The right side of Eqn (4.10) indicates the transitions from other states to 
state  ,1,1,1,1kx , including the repair of 
u
kM  and 
d
kM  from down states 
respectively, the recovery of u
kM  and 
d
kM  from “pseudo down” states 
respectively, part arrival, and part departure. 
 
2) Lower boundary state (where  0kx ). 
In this case, the buffer is empty, and as illustrated in Figure 4.5 (b), we have: 
       0,1,1,1,1 1 1 1u u u u u u uk k k k k k k k k kP p p p p                
 0,0,1,1,1 ukP r         0,1,1,0,1 0,1,1,1,0 1,1,1,1,1 1dk k k kP r P r P p      
(4.11) 
 
3) Upper boundary state (where k kx X ). 
The buffer is full in this case, and the balance equation can be derived based 
on Figure 4.5 (c) as: 
    ,1,1,1,1 1d d dk k k k k kP X p p p          ,1,0,1,1 ,1,1,0,1dk k k kP X r P X r   
      ,1,1,1,0 1,1,1,1,1 1 1u uk k k k k kP X r P X p                  (4.12) 
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 (a) Internal transition.
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 (b) Boundary transition when buffer is empty.  
1 1 1 1, , , ,kX
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 (c) Boundary transition when buffer is full.
1 1 1 1, , , ,kX 1
 
Figure 4.5. Transition diagrams for state (xk,1,1,1,1). 
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4.3.4. Performance Measures 
With the limiting probabilities of the states of each primitive line segment, we 
may estimate various performance measures of the manufacturing system.  For 
instance, Work-In-Process (WIP) may be calculated similarly as discussed in 
Section 3.3.3.  In the remainder of this subsection, the author will highlight the 
calculation of performance measures relevant to qualitative issues that were 
not discussed in Chapter 3. 
 Flow rate and production rate of the assembly line. 
The flow rate into machine kM  is the average number of parts delivered 





k k k k k
x Xy




  ,    1 1k K                         (4.13) 
 
1 11






K K K K K
xy




   

  , for machine KM          (4.14) 
The flow rate out of kM  and sent to the downstream machine can be 
calculated based on In
kFR  and the reject rate k  as:  
 1Out Ink k kFR FR                    (4.15) 
For the last machine KM , 
Out
KFR  is also the total production rate (
TotalPR ) 
of the assembly line.   
Total Out
KPR FR                      (4.16) 
Since the fraction of finished parts that are good is K , the effective (good 
parts) and defective (defective parts not detected) production rates are: 
Effect Total
KPR PR                 (4.17) 
 1Defect Total KPR PR                 (4.18) 
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 Expected processing and inspection cost. 
With In
kFR , the expected processing and inspection cost of the assembly 









               (4.19) 
 Input quality of kM . 
The input quality of kM  is defined as the fraction of parts sent into kM  






                 (4.20) 
 Wasted capacity and wasted processing cost. 
For each processing machine, we may calculate the fraction of capacity 
wasted on processing defective parts.  We shall refer to this value as 









               (4.21) 
where  1Ink kFR    represents the defective flow rate into machine kM .  
To improve the quantitative performance of a manufacturing system, it is 
imperative that the machine capacity used to process defective parts is 
minimized.  Hence, a processing machine with high wasted capacity 
usually implies that inspection is required before this machine.  
Similarly, the wasted processing cost can be estimated as: 
 1In Opk k k kWPC FR Cost                (4.22) 
Both wasted capacity and wasted processing cost will be used in the 
algorithm for determining inspection allocation in Section 4.4. 
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4.4. Inspection Allocation in Assembly Lines 
The integrated quantitative and qualitative model in this chapter may be used 
to determine the placement of inspection machines in an assembly line for 
maximizing expected profit.  In a real manufacturing system, finished parts are 
generally inspected before being shipped to customers.  This practice may 
result in a reduction of the penalty due to undetected nonconforming parts 
(Penn and Raviv, 2007).  Therefore, we shall assume that an inspection 
machine is always placed at the end of an assembly line.  As illustrated in 
Figure 4.6, an assembly line with N  processing machines may have ( 1N  ) 
possible locations for placing inspection machines, excluding the inspection 
machine at the end of the line.  These candidate inspection machines may be 
placed between any two consecutive processing machines.  The variable 
,n mz  
is used to indicate the placement of an inspection machine between two 
consecutive processing machines, nM  and mM .  The first subscript of ,n mz  (i.e. 
n ) represents the upstream processing machine, nM ; and the second subscript 
of ,n mz  (i.e. m ) represents the downstream machine, mM .  If an inspection 
machine is placed at this location, 
,n mz =1; otherwise, ,n mz =0.  For instance, if 
an inspection machine is inserted between processing machines 3M  and 6M  
in the assembly line of Figure 4.6, we have 3,6 1z  .  In this section, we also 
assume that an output buffer is added after an inserted inspection machine.  
For convenience, a  1 1N   vector Z  is used to represent a solution to the 
inspection allocation problem.  For example, in the assembly line of Figure 4.6, 
candidate inspection machines may be inserted between 1M  and 2M , 2M  and 
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3M , 3M  and 6M , 4M  and 5M , 5M  and 6M , and 6M  and 7M .  Hence, for 
this case,  
1,2 2,3 3,6 4,5 5,6 6,7, , , , ,Z z z z z z z                 (4.23) 
 
 
Figure 4.6. Possible locations for placing inspection machines.   
 
        The determination of inspection allocation is formulated as an 
optimization problem to maximize expected profit (EP): 
Performance Enhancement Problem 4-1:  
Inspection Allocation for Enhancing Quantitative and Qualitative 
Performance 
Maximize: EP=Revenue Penalty Cost Holding Cost            
                          Processing and Inspection Cost                      
                       
Total Defect WIP=Price PR Penalty PR Cost WIP EPIC        (4.24) 
Subject to: , 0 or1n mz  ,   ,n mz Z  
where 
TotalPR , 
DefectPR , WIP , and EPIC , are calculated as discussed in 
Section 4.3.4.   EP Z  will be used to represent the expected profit when 
inspection machines are placed as indicated by Z.  
 
In this chapter, an algorithm is developed to solve this problem, and it is 
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based on the following considerations: 
 An inspection machine is placed before a processing machine that has high 
wasted capacity (calculated using Eqn (4.21)).  This placement may 
prevent wasting the capacity of machines on processing defective parts, 
and hence may lead to an improvement in production rate.  
 Additionally, an inspection machine is also placed before a processing 
machine that has high wasted processing cost (calculated using Eqn (4.22)).    
This may result in a reduction of resources spent on processing defective 
parts. 
 An inspection machine may be unnecessary if it only detects a very small 
amount of defective parts, or exhibits very few rejections.  Hence, 
inspection machines that have small reject rates are removed from the 
assembly line.   
        The proposed algorithm consists of two major procedures: inspection 
machine insertion and inspection machine removal.  In the first procedure, 
inspection machines are inserted before processing machines with high wasted 
capacity or wasted processing cost.  It should be noted that if such a 
processing machine is an assembly machine (e.g. 6M  in Figure 4.6), there will 
be more than one upstream branch.  In this case, the inspection machine is 
inserted in the branch with the worst quality of parts ( k , which is calculated 
as discussed in Section 4.3.1).  In the second procedure, inspection machines, 
which do not have a significant contribution for improving the quality of 
material flow, are removed.  Once an inspection machine is removed, its 
output buffer is also eliminated.   These two procedures are repeated until the 
profit cannot be further improved.   
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Inspection Allocation Algorithm 
Step 1:     Initialization. 
Initialize  0,0, ,0Z   (where Z  is defined as Eqn (4.23)), i.e. 
there are no inspection machine placed between any two 
consecutive processing machines initially.   
Step 2:     Inspection machine insertion. 
Step 2A: Identify inspection location before processing machines with 
high wasted capacity. 
Step 2A.1: Place the inspection machines as suggested by Z, and calculate the 
wasted capacity (Eqn (4.21)) for each processing machine.  Find 
the processing machine with the highest wasted capacity (e.g. cM , 
where c is the index of such a machine).   
Step 2A.2: Identify the location to insert a new inspection machine.  This 
location is between cM  and its immediately upstream processing 
machine (we shall refer to this upstream processing machine as 
bM ).  Hence, the corresponding location to insert the inspection 
machine is denoted by variable ,b cz .  If cM  is an assembly 
machine, bM  is the immediately upstream processing machine of 
cM  with the worst output quality. 
Step 2A.3: If ( ,b cz =0) {( ,b cz =0 indicates that no inspection machine has been 
placed at this location in the current solution Z.  If ,b cz =1, Step 
2A.3 is skipped.) 
Generate a new solution (which will be referred to as 
NewZ ) for 
testing.  
NewZ  is similar to Z  except that a new inspection 
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machine is inserted before the processing machine with the 
highest wasted capacity (i.e. 
,b cz =1).  
If (    NewEP Z EP Z ) NewZ Z . (The current solution is 
updated with a better solution.) 
} 
Step 2B: Identify inspection location before processing machines with 
high wasted processing cost. 
Step 2B.1: Place the inspection machines as suggested by Z, and calculate the 
wasted processing cost (Eqn (4.22)) for each processing machine.  
Find the processing machine with the highest wasted processing 
cost (e.g. 
pM , where p is the index of such a machine).   
Step 2B.2: Identify the location to insert a new inspection machine.  This 
location is between 
pM  and its immediately upstream processing 
machine (we shall refer to this upstream processing machine as 
oM ).  This location is denoted by ,o pz .  If pM  is an assembly 
machine, oM  is the immediately upstream processing machine of 
pM  with the worst output quality.                
Step 2B.3: If ( ,o pz =0) {(No inspection machine has been placed at this 
location in the current solution Z.  If ,o pz =1, Step 2B.3 is 
skipped.) 
Generate a new solution (which will be referred to as 
NewZ ) for 
testing.  
NewZ  is similar to Z  except that a new inspection 
machine is inserted before the processing machine with the 
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highest wasted processing cost (i.e. 
,o pz =1).  
If (    NewEP Z EP Z ) NewZ Z . (The current solution is 
updated with a better solution.) 
} 
Step 3:     Inspection machine removal. 
Identify and remove unnecessary inspection machine. 
Step 3.1:  Place the inspection machines as suggested by Z, and calculate the 
reject rate (Eqn (4.8)) for each existing inspection machine.  
Identify the inspection machine which has the lowest reject rate 
(suppose such an inspection machine is between processing 
machines rM  and sM , and hence denoted by ,r sz ). 
Step 3.2:  Generate a new solution, 
NewZ  for testing.  
NewZ  is similar to Z  
except that the inspection machine with the lowest reject rate is 
removed (i.e. ,r sz =0).  
Step 3.3:   If (    NewEP Z EP Z ) NewZ Z .  (Update the current solution.) 
Step 4:   Termination condition. 
 If no inspection machine is inserted or removed in the current 
iteration, terminate; otherwise, go to Step 2. 
 
4.5. Model Validation 
In this section, the accuracy of the integrated quantitative and qualitative 
model is validated by comparing the analytical results with the results obtained 
through simulation.  Six assembly lines (referred to as Cases A, B, C, D, E, 
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and F) as illustrated in Figure 4.7 are investigated.  In Cases A and C, 
ubiquitous inspection is implemented.  In comparison, non-ubiquitous 
inspection is performed in Cases B and D.  In Cases A to D, we investigate the 
balanced systems, where machines have identical processing times.  The 
parameters for these four experiments are chosen as follows: 
 Mean processing or inspection rate:  1 part/min (for each machine). 
 Defective rate:       0.02 (for each processing machine).  
 Probability of type I error:     0.01 (for each inspection machine). 
 Probability of type II error:      0.01 (for each inspection machine). 
 Failure rate:       0.001 min-1 (for each machine). 
 Repair rate:       0.1 min-1 (for each machine). 
For each case, the assembly line under two conditions is examined:  
1) The size of each buffer is 5;  
2) The size of each buffer is 10.   
  
        In Cases E and F, unbalanced systems are considered.  The processing 
and inspection rates of machines in these two experiments are summarized in 
Tables 4.1 and 4.2.  The other parameters are chosen as in Cases A to D. 
 
Table 4.1. The processing or inspection rate for machines in Case E. 
Machine Number 1 2 3 4 5 6 7 8 9 10 
Processing/inspection  rate 1 0.9 0.9 1.1 0.9 1 1.1 0.95 1 1 
Machine Number 11 12 13 14 15 16 17 18 19 20 
Processing/inspection  rate 1.05 1.1 0.9 1 1.1 1.05 0.95 0.9 1 0.9 
 
Table 4.2. The processing or inspection rate for machines in Case F. 
Machine Number 1 2 3 4 5 6 7 8 9 10 
Processing/inspection  rate 0.9 0.95 1 1.1 0.95 1.1 0.95 1.05 1.1 0.95 
Machine Number 11 12 13 14 15 16 17 18 19 20 
Processing/inspection  rate 1 1 1.1 0.95 1 1.1 1.05 1.05 0.95 0.9 
Machine Number 21 22 23 24 25 26 27 28 29 30 
Processing/inspection  rate 1 0.9 0.95 1 1 0.9 1.05 1 1.1 1 
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M1 B 1 M2 B2 M3 B 3 M4 B4 M5 B 5 M6 B6 M7 B 7 M8 B8
M9 B 9 M10
B10 M11 B11 M12
B12 M13 B13 M14
B14 M15 B15 M16
B16
M17 B17 M18
B18 M19 B19 M20
 
(a) Case A. Ubiquitous inspection (i.e. inspection is performed after each processing machine). 
M2 B 2 M3 B3M1 B 1
M8 B 8 M9 B9M7 B 7






(b) Case B. Non-ubiquitous inspection. 
M1 B 1 M2 B2 M3 B 3 M4 B4
M5 B 5 M6 B6 M7 B 7 M8 B8
M9 B 9 M10
B10 M11 B11 M12
B12
M13 B13 M14
B14 M15 B15 M16
B16
M17 B17 M18
B18 M19 B19 M20
B20
M21 B21 M22
B22 M23 B23 M24
B24
M25 B25 M26
B26 M27 B27 M28
 
(c) Case C. Ubiquitous inspection. 
M2 B 2 M3 B3M1 B 1
M5 B 5 M6 B6M4 B 4










(d) Case D. Non-ubiquitous inspection 
M1 B 1 M2 B2 M3 B 3 M4 B4
M5 B 5 M6 B6 M7 B 7 M8 B8
M9 B 9 M10 B10 M11 B11 M12 B12 M13 B13 M14 B14 M19 B19 M20
M15 B15 M16 B16 M17 B17 M18 B18
 
(e) Case E. 
M1 B 1 M2 B 2 M3 B3 M4 B 4 M5 B 5 M6 B6
M7 B 7 M8 B 8 M9 B9 M10 B10 M11 B11 M12 B12
M13 B13 M14 B14 M15 B15
M16 B16 M17 B17 M18 B18 M19 B19 M20 B20 M21 B21 M25 B25 M26 B26 M27 B27
M22 B22 M23 B23 M24 B24
M28 B28 M29 B29 M30
 
(f) Case F. 
Figure 4.7. The assembly lines studied in the experiments. 
 
The numerical results obtained from the decomposition model and 
simulation are provided in Table 4.3.  The CPU times in Table 4.3 
demonstrate that the integrated quantitative and qualitative model is much 
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more time efficient than simulation.  In addition to the CPU time, Table 4.3 
also lists the results of three performance measures, viz. the total production 
rate (including both good and defective parts), defective production rate, and 
WIP.  The relative differences between the analytical and simulation results 
are generally less than 4%.  This agreement demonstrates that the proposed 
model is of reasonable accuracy for both balanced and unbalanced production 
lines. 
        Comparing the results of Cases A and B (or Cases C and D), we observe 
that ubiquitous inspection may result in a low defective production rate.  
However, placing an inspection machine after each processing machine may 
reduce total production rate and increase WIP, which also undermines profit.  
Therefore, ubiquitous inspection may not be the most economically feasible 
solution in an assembly line.   
 
Table 4.3. Comparison of results from the integrated quantitative and qualitative 
model (IQQ) and simulation (Sim).  Diff=100%|IQQ-Sim|/Sim.  Each simulation 
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2.526 0.99 243.3 
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4.6. Comparison with the Model of Penn and Raviv (2007, 2008) 
In the literature, several models have been formulated for evaluating the 
quantitative and qualitative performance of multistage manufacturing systems 
with imperfect production (Colledani and Tolio, 2006, 2009; Penn and Raviv 
2007, 2008).  Colledani and Tolio (2006, 2009) proposed an integrated 
quantitative and qualitative model for manufacturing system with persistent 
quality failures.  By contrast, the model presented in this thesis is developed 
for multistage manufacturing systems with Bernoulli-type quality failures.  As 
discussed in Section 2.5, Bernoulli-type quality failure is distinct from 
persistent quality failure.  Manufacturing systems with these two distinct types 
of quality failures may behave differently.  Therefore, it is not useful to 
compare the model in this thesis with Colledani and Tolio‟s model.   
        Penn and Raviv (2007, 2008) formulated an analytical model for serial 
manufacturing systems, where machines are subjected to Bernoulli-type 
quality failures (Montgomery, 2001).  Compared with Penn and Raviv‟s 
model, the proposed model in this thesis has two advantages: 
1) The proposed model is applicable for both serial and non-serial 
manufacturing systems, while Penn and Raviv‟s model is specifically for 
serial systems. 
2) Inspection error is taken into consideration in the proposed model, which 
makes it possible to assess the impact of inspection errors on the system 
performance.  By contrast, Penn and Raviv‟s model assumes that 
inspection is without error. 
        In order to further compare the proposed model with Penn and Raviv‟s 
model, a numerical experiment will be presented in the remainder of this 
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subsection.  In this experiment, we shall consider the condition that demand is 
finite.  This is because Penn and Raviv had formulated their model based on 
the assumption that the manufacturing system is operating at a constant 
demand rate and this rate is smaller than the system capacity.  The proposed 
model in this thesis can be easily extended to incorporate finite demand.  This 
can be achieved by approximating the demand as an additional processing 
machine (Li and Meerkov, 2009), as illustrated in Figure 4.8.  With this 
approximation, the proposed method in Section 4.3 can then be used to model 
the system with finite demand. 
 
Figure 4.8. Finite demand is approximated as an additional machine. 
 
        In the numerical study, the proposed model is compared with Penn and 
Raviv‟s model using two system configurations illustrated in Figure 4.9 as 
testbed problems.  The parameters of machines in these two systems are 
summarized in Tables 4.4 and 4.5. Additionally, the sizes of buffers are 
chosen to be 5.  Since Penn and Raviv‟s model does not consider inspection 
errors, we also assume that the probabilities of type I and type II inspection 
errors are both 0 for each inspection machine in the experiment. 
 
Table 4.4. Parameters of the machines in Case G. 
Machine Number 1 2 3 4 5 6 
Processing/inspection  rate 1 0.95 1.1 0.97 0.98 1.05 
Failure rate 0.001 0.001 0.001 0.001 0.001 0.001 
Repair rate 0.1 0.1 0.1 0.1 0.1 0.1 
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Table 4.5. Parameters of the machines in Case H. 
Machine Number 1 2 3 4 5 6 
Processing/inspection  rate 1 0.95 0.98 1.1 0.94 1 
Failure rate 0.001 0.001 0.001 0.001 0.001 0.001 
Repair rate 0.1 0.1 0.1 0.1 0.1 0.1 
Machine Number 7 8 9 10 11 12 
Processing/inspection  rate 1.02 1.05 1.01 1 1.02 1.04 
Failure rate 0.001 0.001 0.001 0.001 0.001 0.001 




(a) Case G 
 
 
(b) Case H 
Figure 4.9. Configurations of the systems studied in the experiment. 
 
 
        In both experiments, the demand rate is varied from 0.1 to 0.6 in steps of 
0.05.  The proposed model and Penn and Raviv‟s model are used to estimate 
the total inventory in the system.  The performance measures obtained using 
these two analytical models are subsequently compared with the simulation 
results.   
        As illustrated in Figure 4.10, the relative difference between the total 
inventory estimated using the proposed model and simulation is generally 
lower than two percent.  By contrast, Penn and Raviv‟s model provides less 
accurate results when the demand rate increases.  Additionally, the relative 
difference between their model and simulation is even more significant in the 
system with a larger number of machines.   
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(a) Case G. 
 
(a) Case H. 
Figure 4.10. The relative difference between the total inventory obtained using the 
analytical models and simulation.  (100%·|Ana-Sim|/Sim, where Ana and Sim 
represent the total inventory obtained from the analytical models and simulation 
respectively). 
 
4.7. A Case Study for Determining the Location of Inspection 
Machines 
In this subsection, the integrated quantitative and qualitative model is used to 
determine the placement of inspection machines in the following two cases:  
1)  Case I: An assembly line with 18 processing machines, as illustrated in 
Figure 4.11(a) is considered.  The parameters are chosen as: 
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 Mean processing or inspection rate:  1 part/min (for each machine). 
 Defective rate:       0.02 (for each processing machine).  
 Probability of type I error:    0.01 (for each inspection machine). 
 Probability of type II error:   0.01 (for each inspection machine). 
 Buffer size:        5 parts (for each buffer). 
 Failure rate:       0.001 min-1 (for each machine). 
 Repair rate:       0.1 min-1 (for each machine). 
 Processing cost:        10 dollars/part (for each processing machine). 
 Inspection cost:       5 dollars/part (for each inspection machine) 
 Penalty cost:       2000 dollars/part. 
 Unit price:        1000 dollars/part. 
 WIP holding cost per part:     0.5 dollars/(part∙min). 
 
2) Case J: An assembly line with 30 processing machines (Figure 4.11(b)), 
where processing machines are non-homogeneous, is analyzed.  The 
parameters are chosen as in Case I, except: 
 Mean processing rate of 13M  (the bottleneck machine) is 0.8 part/min. 
 Processing cost of 8M  and 24M  are 40 and 50 dollars/part respectively. 
 Defective rate of processing machines are chosen as: 
l1=0.01, l2=0.005, l3=0.02, l4=0.01, l5=0.001, l6=0.05, l7=0.01, l8=0.001, 
l9=0.02, l10=0.025, l11=0.02, l12=0.01, l13=0.005, l14=0.02, l15=0.01, l16=0.001, 
l17=0.05, l18=0.01, l19=0.02, l20=0.01, l21=0.025, l22=0.01, l23=0.02, l24=0.002, 
l25=0.01, l26=0.02, l27=0.001, l28=0.01, l29=0.005, l30=0.002 
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(b) Case J. 
 
Figure 4.11. The assembly lines studied in Cases I and J. 
 
The numerical results for Cases I and J are provided in Table 4.6.  The 
inspection allocation algorithm (IAA) presented in Section 4.4 is used to 
determine the placement of inspection machines.  For comparison, two other 
methods (enumeration and Genetic Algorithms) are also used to determine the 
inspection allocation.  Additionally, the performance measures of the assembly 
line under two conditions: without any inspection and with ubiquitous 
inspection are also provided in Table 4.6.  Based on the results of Case I in 
Table 4.6, we observe that the solution prescribed by IAA is similar to the 
optimal solution obtained via enumeration.  The corresponding EP of IAA 
(394.83) is only 0.28% lower than that of enumeration (395.95).  On the other 
hand, the solution obtained using Genetic Algorithms is not as close to the 
optimal solution.  The CPU time in Table 4.6 also demonstrates that IAA is 
much more computationally efficient than enumeration or Genetic Algorithms.   
For Case J, the number of processing machines is 30, and there are 
2
29≈5.37108 different possible placements of inspection machines.  Hence, it 
is infeasible to determine the inspection allocation via enumeration.  For 
problems with a large number of processing machines, a fast method, such as 
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IAA as proposed in this paper, is desirable.  Based on the results of Case J in 
Table 4.6, we notice that the solution provided by IAA may lead to a profit 
(243.72) that is 11.47% higher than that obtained using Genetic Algorithms 
(218.64).  The solution obtained using IAA is also depicted in Figure 4.12.  As 
illustrated in this figure, an inspection machine is placed before the bottleneck 
machine, 13M .  This placement may avoid wasting the capacity of the 
bottleneck machine on defective parts, and hence improve production rate.  
Additionally, inspection machines are also located before processing machines 
with high processing cost (i.e. 8M  and 24M ), which may prevent these 
machines from processing defective parts and thus reduce operational costs.  
Figure 4.13 illustrates the fraction of defective parts in the material flow out of 
each processing machine (i.e. 1 k , and k  is calculated as discussed in 
Section 4.3.1) under three conditions: ubiquitous inspection; inspection 
machines are placed as prescribed by IAA; and no inspection.  Compared with 
the condition without inspection, the percentage of defective parts throughout 
the assembly line is effectively reduced if inspection machines are allocated 
appropriately.  The improvement of quality of material flow substantially 
reduces the waste of machine capacity and processing cost on defective parts.  
This may result in the simultaneous improvement of quantitative and 
qualitative performance.  Although ubiquitous inspection assures good quality 
of material flow throughout the assembly line, it may result in high inspection 
costs, as shown in Table 4.6.  Additionally, the numerical results also 
demonstrate that excessive inspection may also undermine effective 
production rate (calculated using Eqn (4.17)) of the assembly line.  Therefore, 
ubiquitous inspection is not economically feasible. 
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Table 4.6. Comparison of results obtained using three methods: enumeration, 
inspection allocation algorithm (IAA), and Genetic Algorithms (GA).  Additionally, 
performance measures of the systems under two conditions: no inspection and with 
ubiquitous inspection, are also provided for comparison. 













Enumeration 00100100100100000 395.95 0.5684 17.65 2169.1 
IAA 00100100010100000 394.83 0.5650 17.51 2.2 
GA 01010100101000100 376.27 0.5539 24.15 41.5 
No inspection 00000000000000000 119.79 0.4865 0 0.0038 
Ubiquitous inspection 11111111111111111 310.95 0.5291 59.96 0.0045 
J 









IAA 00000010000100101000001000100 243.72 0.5578 22.89 13.2 
GA 01000001000101000010100001010 218.64 0.5546 29.29 232.4 
No inspection 00000000000000000000000000000 -89.69 0.4462 0 0.0074 
Ubiquitous inspection 11111111111111111111111111111 112.01 0.5305 96.82 0.0095 
#For Case I:   Z=[z1,2, z2,3, z3,4, z4,5, z5,6, z6,13, z7,8, z8,9, z9,10, z10,11, z11,12, z12,13, z13,14, z14,15, z15,16, z16,17, z17,18]
 
For Case J:   Z=[z1,2, z2,3, z3,4, z4,5, z5,6, z6,7, z7,8, z8,16, z9,10, z10,11, z11,12, z12,13, z13,14, z14,15, z15,16, z16,17, z17,18, 











Figure 4.13. The fraction of defective parts in the flow rate out of each processing 
machine, under three conditions: ubiquitous inspection; inspection machines are 
placed as prescribed by the inspection allocation algorithm; and no inspection. 
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4.8. Sensitivity Analysis of the Model 
The application of the integrated quantitative and qualitative model is not only 
limited to solving the inspection allocation problem.  The model may also be 
used to perform sensitivity analysis of the manufacturing system (i.e. to 
analyze the effects of varying a parameter on the performance measures). This 
analysis may provide line managers with the insights for improving the control 
of such systems.  The assembly line in Case J will be used as an example to 
briefly discuss this application.  In this example, we shall assume that the 
inspection machines are placed as prescribed by the inspection allocation 
algorithm.   
        In addition to performing inspection, another way to improve the quality 
of material flow in the assembly line, is to reduce the defective rate of 
processing machines.  This may be achieved by replacing processing machines 
with more reliable ones.  Since replacing different processing machines in an 
assembly line may result in different levels of profit improvement, it is 
important to decide which machines should be replaced.  A sensitivity analysis 
of expected profit (EP) with respect to the defective rate of each processing 
machine ( kl ) may facilitate the line manager to indentify which machine 
should be replaced.   
        Expected profit of the assembly line is a function of defective rates of all 
the processing machines, and hence we may denote it as:  1 2, , , KEP l l l   .  
The percentage of profit improvement (PPI) when kl  (  1,2, ,k K ) is 
reduced by a small fraction (denoted as  ) can be calculated as follows: 
    
 
1 2 1 2
1 2
1
1 , ,  ,  ,  ,   ,  
,  ,   ,  
100%K K
K
EP l l l EP l l l
EP l l l
PPI
        
  
            (4.25) 
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    
 
1 2 1 2
1 2
2
,  1 ,   ,  ,  ,   ,  
,  ,   ,  
100%K K
K
EP l l l EP l l l
EP l l l
PPI
        
  
            (4.26)  
           
    
 
1 2 1 2
1 2
,  ,   ,  1 ,  ,   ,  




EP l l l EP l l l
EP l l l
PPI
        
  
            (4.27)  
        For instance, if we choose  =0.05, kPPI  (  1,2, ,k K ) of the 
assembly line in this example can be calculated using Eqns (4.25) to (4.27), 
and the results are as illustrated in Figure 4.14.  From this figure, we observe 
that by reducing the defective rate of the 17
th
 processing machine, profit of the 
system may be improved significantly.  Therefore, if the line manager plans to 
replace one of the processing machines in the assembly line, this machine 
should be considered with higher priority than others.  Additionally, if the line 
manager decides to replace several processing machines simultaneously, the 





 processing machines) may also be considered. 
 
 
Figure 4.14. Percentage of profit improvement if the defective rate of a processing 
machine is reduced by 5%. 
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Chapter 5.   
Modeling of Multistage Manufacturing Systems with 




In Chapters 3 and 4, the author analyzed manufacturing systems with single-
item machines (i.e. each machine can process only one part at a time) and did 
not consider batch operations (where a machine is capable of processing 
several parts simultaneously).  Although many analytical studies of multistage 
manufacturing systems in the literature also restrict the focus on single-item 
machines, both batch and single-item machines coexist in the production lines 
of many industries.  For example, in garment production, fabric cutting, 
washing and drying processes involve batch machines whereas sewing 
operations and packing processes are essentially single-item operations.  Other 
industries where batch machines are employed include electrical appliance 
manufacture (e.g. chemical coating processes), wafer fabrication (e.g. 
diffusion and oxidation processes), etc (Chen et al., 2010).  The 
implementation of batch operations may improve the utilization of machines 
and production rate, as illustrated in the example of Figure 5.1.  A system with 
batch operations may exhibit fundamentally different performance when 
compared with single-item systems.  Therefore, it is necessary to account for 
the influence of batch operations in performance evaluation of the systems 
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with such feature.  Recent simulation studies (Aguirre, et al., 2008; Schmidt 
and Rose 2008) further support the need to explicitly account for batch 
operations in performance analysis. 
 
 
Figure 5.1. Manufacturing systems with single-item operations and batch operations.  
In this example, the heat processing of each part may require a relatively long 
processing time.  If the oven processes parts item by item, production rate of the 
system is low.  If on the other hand, the oven operates in batch, the number of parts 
processed in a time unit is increased, and hence production rate of the system is 
improved.   
 
        In order to represent a wide range of manufacturing systems, the author 
further assumes that the machine processing times are generally distributed.  
This assumption reflects the variable processing times observed in industrial 
batch processes such as garment washing/dyeing and material transportation 
processes.  To account for general distributions, the processing times are 
represented with a phase-type distribution, in particular, the hypoexponential 
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distribution.  Using this distribution we are able to approximate processing 
time distributions that have a coefficient of variation (CV, defined as the ratio 
of standard deviation to mean) of less than one, which is prevalent in the 
majority of real cases (Li, et al., 2009).   
        The remainder of this chapter is organized as follows: the modeling of the 
multistage manufacturing system with batch operations and hypoexponential 
processing times is discussed in Section 5.2.  Numerical experiments are 
provided in Section 5.3 to validate the model presented in this chapter.  
Additionally, in Section 5.4, a case study is presented to illustrate the use of 
this model in improving the control of multistage manufacturing systems with 
batch operations. 
 
5.2. Modeling Multistage Manufacturing Systems with Batch 
Operations and Hypoexponential Processing Times 
In this section, a serial multistage manufacturing system with K  machines in 
series decoupled by 1K   buffers will be investigated, as illustrated in Figure 
5.2.  Each machine in such a system can process a specific batch size, kQ .  
Single-item machines are also viewed as batch machines with kQ =1.   
1M 1B 2M 2B 3M 3B 1KM  1KB  KM
 
Figure 5.2. A multistage manufacturing system with batch processing machines. 
 
        The following assumptions are used in this chapter. 
 kM  may commence processing only when the number of parts in its 
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immediately upstream buffer, 1kB  , is equal to or larger than kQ , i.e. a full 
batch of parts are available (Bolch, et al., 2006).  kM  is said to be starved 
if it is idle and the number of parts in buffer 1kB   is less than kQ . 
        This is common in real systems with batch operations such as 
heating/cooling and chemical coating processes.  In many manufacturing 
systems, the setup cost is usually incurred for a machine to process a batch 
of parts (Nagaraj and Selladurai, 2002).  To reduce the total setup cost, a 
machine does not start processing until a full batch of parts is available.  
As pointed out by In et al. (2003), many batch machines in wafer 
production lines are operated on this condition.   
 Suppose kM  is not starved, i.e., there is a full batch of parts available in its 
upstream buffer, 1kB  . It will however not start processing if its 
immediately downstream buffer, kB  has insufficient space to unload that 
batch of parts.  In this case, the machine is blocked.   
        This assumption is referred to as “blocking-before-service” in the 
literature (Gershwin, 1994).  Many analytical models of multistage 
manufacturing systems have been developed based on this assumption 
(Kuo et al., 1997; Chiang et al., 2000; Li and Huang, 2005; Li and 
Meerkov, 2009; Kim and Gershwin, 2005, 2008; Colledani and Tolio, 
2006, 2009).  Another alternative assumption is referred to as “blocking-
after-service”.  Under the “blocking-after-service” assumption, a machine 
continues processing until the finished parts cannot be delivered to its 
immediately downstream buffer.  In this case, the machine may process an 
additional batch of parts even when its immediately downstream buffer is 
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full.  As discussed by Gershwin (1994), the analytical models based on the 
“blocking-before-service” assumption can be easily extended to the 
systems with “blocking-after-service”.  Therefore, the author formulates 
the model based on the “blocking-before-service” assumption.  
 Machine processing times are described with a hypoexponential 
distribution, which is a series of J exponential distributions with rates j 
(j=1,2,…,J).  This is represented in Figure 5.3, where the batch machine is 
divided into a series of J virtual stages.  The parts should go through all the 
virtual stages sequentially, and there is at most one batch of parts being 
processed at any time.     
        In Queuing Theory, the generally distributed variables are usually 
characterized by two important values, viz. mean and variance (Gross and 
Harris, 1998).  Hypoexponential distribution is a phase-type distribution, 
which has been widely used to approximate general distribution in terms of 
mean and variance (Bolch, et al., 2006).  The author has performed a large 
number of experiments, in which production lines with processing times of 
different types of distributions are compared.  The results demonstrate that 
the difference among performance measures of the various distributions is 
very small.  These results also justify the statement by Dallery and 
Gershwin (1992) that approximating the mean and variance of a general 
distribution using a phase-type distribution is a sufficient approximation.   
 We assume that the first machine in the system is never starved of raw 
material and the last machine is never blocked.  The validity of this 
assumption has been discussed in Section 3.3.   
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1
A batch of parts under processing
2 3 1J  J
 
Figure 5.3. A machine modeled as a series of virtual stages. 
 
5.2.1. Markov Model of a Primitive Line Segment 
Similar to the decomposition models discussed in Chapters 3 and 4, we 
decompose a long production line with batch operations and hypoexponential 
processing times into a number of two-machine-one-buffer primitive line 
segments.  Each primitive line segment consists of an upstream machine ( u
kM ), 
a downstream machine ( d
kM ), and an intermediate buffer ( kB ), as illustrated 
in Figure 5.4.  In addition to the notations defined in Section 3.2, the following 
notations will also be used in the development of the Markov model of the 
primitive line segment in this chapter. 
,u dk kQ Q : The batch size of the upstream and downstream machines 
respectively. 
,u dk kJ J :The number of virtual stages of the upstream and downstream 
machines respectively. 
,u dk kj j : The state of the upstream and downstream machines respectively, 
0,1,...,u uk kj J  and 0,1,...,
d d
k kj J .  0 indicates that a machine is idle; 
and for 1 u uk kj J   (or 1
d d
k kj J  ), there is a batch of parts at the 
( ukj )
th
 (or ( dkj )
th
) stage.   
        Furthermore, as discussed in Section 3.3.2, two variables k  and k  are 
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used to denote whether u
kM  and 
d
kM  are “pseudo down”.   
        The primitive line segment is shown in Figure 5.4.  The system state is 
defined as: 
 , , , ,u dk k k k k kS x j j          (5.1) 
The balance equations are used to describe state transitions of the 
primitive line segment.  We shall first present the balance equations for the 
primitive line segment in isolation, i.e., under the assumption that u
kM  and 
d
kM  are never “pseudo down” ( 1k   and 1k  ).  In this case, the state of 
the system is  , , ,1,1u dk k k kS x j j .  For simplicity, the state is rewritten as 

























Figure 5.4. The line segment with processing times characterized as a 
hypoexponential distribution. 
 
        The state of the upstream or downstream machine ( u
kj  or 
d
kj ) may be 
approximately categorized into the following four conditions:  
 u
kM  (or 
d
kM ) is idle, i.e. 0
u
kj   (or 0
d
kj  ). 
 u
kM  (or 
d
kM ) is at the first virtual stage, i.e. 1
u
kj   (or 1
d
kj  ). 
 u
kM  (or 
d
kM )  is at the intermediate virtual stages, i.e. 1
u u
k kj J   (or 
1 d dk kj J  ). 
 ukM  (or 
d
kM )  is at the final virtual stage, i.e. 
u u
k kj J  (or 
d d
k kj J ). 
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Based on the combination of these four conditions of both machines, we 
have 16 groups of balance equations.  The group where u
kM  and 
d
kM are both 
in the final virtual stages, i.e. u u
k kj J  and 
d d
k kj J , is selected as an example 
to illustrate the development of balance equations.   
In this group, the states  , ,u dk k kx J J  with uk k kx X Q   are transient 
states, i.e., the limiting probability of these states is zero.   This is because, 
based on our assumptions, it is not possible to reach these states from any 
other state except from another transient state.  For example, when 
u
k k kx X Q  , the buffer has insufficient space for machine 
u
kM  to unload a 
batch of parts and machine u
kM  is then blocked.  In this condition, machine 
u
kM  will always be in state 0 ( 0
u
kj  ).  The balance equations for the other 
states in this group can be written as Eqn (5.3) based on the transition 
diagrams in Figure 5.5.   
       , , , 1 , 1, , , 1, , , 1u d u dk k k k
u d u d u d u u d d
k k k k k k k k kk J k J k J k J
P x J J P x J J P x J J   
 
         
          (5.3) 
        The left side of Eqn (5.3) represents the total transition rate out of state 
 , ,u dk k kx J J .  These transitions are described as follows: 
 u
kM  discharges a batch of parts to buffer kB  at the rate of , uk
u
k J
 , and the 
resulting state of machine u
kM   has two possibilities based on the current 
buffer level of kB : 
o If 2 uk k kx X Q  , after kB  receives 
u
kQ  parts, there is still enough 
space to receive another batch of parts.  Hence, ukM  starts processing a 
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new batch of parts and these arrive into the first virtual stage of u
kM  
(i.e. 1ukj  ), as illustrated in Figures 5.5 (a) and (b).  
o If 2 u uk k k k kX Q x X Q    , after kB  receives 
u
kQ  parts, the inventory 
in the buffer is increased to u
k kx Q , and there is insufficient space for 
unloading another batch from u
kM .  Therefore, 
u
kM  is blocked and 
u
kj =0, as illustrated in Figures 5.5 (c) and (d). 
 d
kM  sends out a batch of parts at the rate of , dk
d
k J
 , and the subsequent state 
of machine d
kM   has two possibilities: 
o If d
k kx Q , a new batch of parts are delivered from buffer kB  to the 
first virtual stage of d
kM  (i.e. 1
d
kj  ), as illustrated in Figures 5.5 (a) 
and (c). 
o If d
k kx Q , 
d
kM  cannot obtain a full batch of parts from kB  for 
processing, hence it remains idle (i.e. 0dkj  ), as illustrated in Figures 
5.5 (b) and (d). 
On the other hand, the right side of Eqn (5.3) indicates the transitions 
from other states into state  , ,u dk k kx J J , and these can be described as follows: 
 The parts at the  
th
1ukJ   stage of 
u
kM   are transited to the  
th
u
kJ  stage 






.  Although this does not represent an 
actual movement of the batch within the machine, it can be seen as a 
progression of machine processing from one phase to the next, in this case, 
from phase 1ukJ   to phase
u
kJ . 
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 The parts at the  
th
1dkJ   stage of 
d
kM   are transited to the  
th
d
kJ  stage 






.   
        Likewise, the balance equations for the other groups can also be derived.  
By solving the balance equations and the normalization equation (i.e. the sum 
of all probabilities equals one), the limiting probabilities of all states, denoted 

















































































































































































(c)      (d) 
 
Figure 5.5. Transition diagrams for states when u uk kj J  and 
d d
k kj J . 
 
5.2.2. Incorporating the “pseudo down” state in the Primitive Line 
Segment 
As discussed in Section 3.3, the “pseudo down” state of machines in a 
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primitive line segment is introduced to represent the starvation and blockage 
due to the upstream and downstream line segments.  Hence, we will revert to 
describing the state as  , , , ,u dk k k k k kS x j j   . Similar to the primitive line 






 , and 
kr
 ) are used to 
characterize the transitions of u
kM  and 
d
kM  between “pseudo down” and not 
“pseudo down” states.  The calculation of these parameters is presented in 
Appendix B.  When u
kM  finishes a batch of parts, it has the probability, kp
  to 
become “pseudo down”.  This represents the condition that u
kM  cannot obtain 
a full batch of parts from the immediately upstream line segment for further 
processing after it completes processing a batch.  If u
kM  is “pseudo down”, it 
recovers from this condition with the transition rate of 
kr
 .  Similarly, when 
d
kM  discharges a batch of parts, it has the probability kp
  to become “pseudo 
down”.  This represents the condition that after d
kM  delivers a batch of parts 
to its immediately downstream buffer, the buffer has no further space for 
unloading another batch.  If d
kM  is “pseudo down”, it recovers with the 
transition rate of 
kr
 . 
With the consideration of these additional state transitions between 
1k   and 0k  , and 1k   and 0k  , the balance equations can be 
formulated for the primitive line segment, and then used to solve for 
 , , , ,u dk k k k kP x j j   .  
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5.2.3. Performance Measures 
Based on the limiting probabilities of the primitive line segments, we may 
calculate the performance measures of the manufacturing system.  In the 
calculation of the following performance measures, the batch sizes of 
machines will be accounted for.  This is a distinct feature compared with the 
decomposition models in Chapters 3 and 4, where only single-item machines 
are considered.   
 Production rate ( PR ) 
Production rate of a multistage manufacturing system is calculated based on 
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 Work-In-Process (WIP) 
The average numbers of parts in u
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        We can also obtain the WIP in the buffer, kB , as: 
  , , , ,
d u
k k kk k
b u d
k k k k k k k
xj j
WIP x P x j j
 
       (5.7) 
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 Production lead time 
According to Little‟s Law (Little, 1961), production lead time is calculated as: 
/PLT WIP PR         (5.9) 
 
5.2.4. Unreliability of Machines 
Introducing hypoexponential processing times in the decomposition model 
provides an alternative way to incorporate machine failures besides using 
additional state for representing machine failures.  We may employ the 
concept of effective processing time (Hopp and Spearman, 2000) to 
incorporate machine failures into the model.  In this method, the time losses 
due to machine failures is integrated with the processing time by lumping 
them into one probability distribution called the effective processing time 
distribution.  This leads to a general distribution which we can then 
approximate using the hypoexponential distribution and follow the same 
methodology described earlier.  Only the mean and variance (first two 
moments) of the machine processing, failure and repair time distributions are 
required to characterize the effective processing time.  For simple distributions 
of machine processing, failure and repair times, the closed form expression of 
the probability density function for the effective processing time can be 
derived and this procedure is described in Appendix C.   
 
5.3. Model Validation 
In this section, the decomposition model is evaluated using ten sets of 
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experiments.  The numerical results obtained from the analytical model are 
validated by comparing with the results from a simulation model.  
Additionally, based on these experiments, the influence of batch size, 
probability distribution of processing times, CV of processing times and 
machine unreliability on the system performance is investigated. 
 
5.3.1. Parameters 
In the experiments, the decomposition model is applied to a ten-machine serial 
manufacturing system under ten different operating conditions (Cases A to J).  
These ten cases are organized as summarized in Table 5.1. 
        The parameters used in the experiments are summarized in Table 5.3.  In 
addition, the following parameters require further elaboration.     
 Mean processing times 
For Cases A to H, balanced systems are analyzed while in Cases I to J, 
unbalanced systems are analyzed.  For balanced systems, each machine is 
assumed to have a mean processing rate of one part per minute.  Therefore, 
the mean processing time of batch machines with batch sizes of kQ  is 
chosen to be kQ  min/batch.  For unbalanced systems, the batch machines 
M3, M7 and M9 with batch sizes 3Q , 7Q  and 9Q  are assumed to have 









 parts per minute respectively  
while the other machines will have processing rates of one part per minute.  
The batch sizes ( kQ ) of machines for all the experiments are summarized 
in Table 5.2. 
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 Probability distribution of processing times 
For Cases A to C, the effect of the underlying probability distribution of 
processing time on system performance is analyzed by comparing 
simulation results for the lognormal, gamma and hypoexponential 
distributions (with the same mean and variance) with the results obtained 
through the analytical method which is based on the hypoexponential 
distribution.  
 
Table 5.1. Organization of Cases A to J. 
Cases  For analyzing the influence of 
A - C Batch sizes and probability distribution of processing times 
D - F CV of processing times 
G and H Machine reliability of a balanced system 
I and J Machine reliability of an unbalanced system 
 
Table 5.2. The batch size of each machine in the experiments. 
Case Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 
A 1 1 1 1 1 1 1 1 1 1 
B 2 1 2 1 2 1 2 1 2 1 
C 4 1 4 1 4 1 4 1 4 1 
D 1 2 3 1 4 3 1 5 1 2 
E 1 2 3 1 4 3 1 5 1 2 
F 1 2 3 1 4 3 1 5 1 2 
G 1 2 1 1 2 3 1 1 1 2 
H 1 2 1 1 2 3 1 1 1 2 
I 1 2 1 1 2 3 1 1 1 2 
J 1 2 1 1 2 3 1 1 1 2 
 
5.3.2. Results and Discussion  
The numerical results obtained for Cases A to J are summarized in Table 5.4.  
Three system performance measures, viz. production rate, total inventory, and 
production lead time obtained through the decomposition model are compared 
with those obtained from simulation.  Further, the effect of increasing batch 
size on the average buffer levels at each stage of the system for Cases A to C 
is illustrated in Figure 5.6.   
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        In all these numerical experiments, the absolute relative difference 
between the analytical and simulation results of each performance measure is 
generally less than 3%, which indicates that the decomposition model is 
capable of providing reliable estimates of performance measures for a 
multistage manufacturing system with batch processing.  Based on the results 
in Table 5.4, the decomposition model requires only a small fraction of the 
CPU time required by simulation.  
For Cases A to C, Table 5.4 shows the simulation results for lognormal, 
gamma and hypoexponential distributions of processing times (each with the 
same mean and variance) compared with the analytical results obtained 
assuming a hypoexponential distribution.  It can be observed that the 
difference among performance measures under the various distributions is 
very small.  These results justify the statement by Dallery and Gershwin (1992) 
that approximating the first two moments (mean and variance) of a general 
distribution using a phase-type distribution is a sufficient approximation when 
the coefficients of variation (CV) are not very large (in this chapter, CV<1).  
Therefore, we can infer that the analytical model is generally insensitive to the 
underlying distribution of processing times.  Hence, for brevity, we only 
provide the simulation results under lognormal processing times for Cases D 
to J.  To approximate generally distributed processing times with CV>1, the 
hyperexponential distribution can be assumed instead of the hypoexponential 
distribution.  In this chapter, we only consider processing times with CV<1.  
        In the following subsections, the influence of batch sizes, CV of 
processing times and machine unreliability on the system performance is 
discussed. 
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 Influence of Batch Size 
To understand the influence of batch sizes, we first use Case A as a base case 
where all machines have batch sizes of one (single-item machines).  In Case B, 
we then increase the batch sizes of machines 1, 3, 5, 7, and 9 to two, as in 
Table 5.2, but maintain the mean processing rate of 1 part/min by adjusting the 
mean processing time of these batch machines to 2 mins/batch such that the 
mean processing time of every machine is identical for both Cases A and B.  
Based on the results in Table 5.4, we observe that the system in Case B has 
relatively lower production rate and longer lead time than for Case A.  In Case 
C, we further increase the batch size of these machines (machines 1, 3, 5, 7, 
and 9) to four, while maintaining the mean processing rate of 1 part/min for 
each machine.  The results in Table 5.4 indicate that the deterioration of 
system performance increases in Case C.  The deterioration of performance is 
mainly because of our assumption that batch machines do not commence 
processing until a full batch is available, which may increase the starvation 
and blockage of the system and thereby reduce the production rate and 
increase the waiting time of parts in the buffers.   
 Figure 5.6 shows graphical plots of the average inventory levels in 
each machine and its immediately downstream buffer for Cases A to C.  It may 
be observed that as the batch size increases, the average inventory levels tend 
to increase.  These results show that although the mean processing rate of 
every machine is identical in Cases A, B and C, the increased batch sizes in 
Cases B and C increase the waiting time of parts in buffers and lead to 
increased average inventory levels.   
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Table 5.4. Comparison of performance measures and CPU times between 
decomposition model (Dec) and simulation (Sim).  Diff=100%∙|Dec-Sim|/Sim.  Ten 
simulation runs were performed for each simulation. 








Dec 0.93681 54.072 57.720 0.24 
Sim 1 (lognormal) 0.93479  0.00033 54.852  0.096 58.678  0.101 111.32 
Diff 1 (%) 0.2155 1.4211 1.6331  
Sim 2 (gamma) 0.93593  0.00028 54.612  0.102 58.350  0.109 112.54 
Diff 2 (%) 0.0935 0.9879 1.0804  
Sim 3 (hypoexponential) 0.94001  0.00037 55.260  0.089 58.786  0.097 116.31 
Diff 3 (%) 0.3408 2.1498 1.8133  
Case B 
Dec 0.89705 56.283 62.742 0.32 
Sim 1 (lognormal) 0.89673  0.00048 56.615  0.105 63.135  0.113 119.34 
Diff 1 (%) 0.0355 0.5859 0.6213  
Sim 2 (gamma) 0.89926  0.00050 56.508  0.102 62.839  0.109 117.15 
Diff 2 (%) 0.2455 0.39862 0.15351  
Sim 3 (hypoexponential) 0.90544  0.00048 56.771  0.097 62.699  0.121 118.55 
Diff 3 (%) 0.9268 0.8591 0.0684  
Case C 
Dec 0.79523 59.773 75.164 0.37 
Sim 1(lognormal) 0.80849  0.00059 59.856  0.106 74.035  0.117 119.13 
Diff 1 (%) 1.6402 0.1397 1.5255  
Sim 2 (gamma) 0.81215  0.00055 60.016  0.117 73.898  0.159 120.31 
Diff 2 (%) 2.0827 0.4046 1.7138  
Sim 3 (hypoexponential) 0.81218  0.00052 60.357  0.102 74.3148  0.133 118.52 
Diff 3 (%) 2.0869 0.96774 1.1427  
Case D 
Dec 0.87043 65.207 74.913 0.54 
Sim (lognormal) 0.88189  0.00038 66.255  0.105 75.128  0.125 113.26 
Diff (%) 1.2998 1.5817 0.2855  
Case E 
Dec 0.78518 64.063 81.590 0.42 
Sim (lognormal) 0.80177  0.00045 65.107  0.093 81.204  0.146 117.85 
Diff (%) 2.0695 1.6033 0.47609  
Case F 
Dec 0.70652 63.044 89.232 0.37 
Sim (lognormal) 0.72807  0.00074 63.898  0.098 87.764  0.108 116.43 
Diff (%) 2.9598 1.3362 1.6715  
Case G 
Dec 0.87797 56.979 64.898 0.44 
Sim (lognormal) 0.88492  0.00061 57.481  0.101 64.956  1.112 117.33 
Diff (%) 0.7854 0.8742 0.0896  
Case H 
Dec 0.76993 56.406 73.424 0.49 
Sim (lognormal) 0.79287  0.00072 56.998  0.106 71.889  0.146 114.59 
Diff (%) 2.8932 1.0387 2.1353  
Case I 
Dec 0.80667 56.408 69.927 0.42 
Sim (lognormal) 0.80571  0.00031 55.978  0.104 69.476  0.136 120.31 
Diff (%) 0.1186 0.7676 0.6481  
Case J 
Dec 0.72027 56.307 78.175 0.47 
Sim (lognormal) 0.73925  0.00035 56.695  0.081 76.693  0.122 119.22 
Diff (%) 2.5665 0.6838 1.9323  
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(a) Case A (lognormal processing times) 
 
 
 (b) Case B (lognormal processing times) 
 
 
 (c) Case C (lognormal processing times) 
#A machine and its immediately downstream buffer. 
Figure 5.6. The average inventory in each machine and its immediately downstream 
buffer for machines M1 to M9 in Cases A to C (with lognormal processing times).  For 
machine M10, parts that complete processing enter the finished goods buffer and are 
immediately removed.  Hence, M10 will not contribute to the inventory of the system. 
 
 Influence of CV  
The CV of processing times has a significant impact on the performance of a 
system.  The comparison of results between Cases D, E, and F provided in 
Table 5.4 indicates that an increase in the CV of processing time in a system 
leads to a decrease in the production rate and an increase in the production 
lead time.  This is due to the increased propagation of starvation and blockage 
in the system as a result of the increase in processing time variability. 
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 Influence of Machine Unreliability 
Comparing the results of Cases G and H, and Cases I and J, we observe that 
machine unreliability undermines production rate and increases production 
lead time in both the balanced and unbalanced systems.  This is because 
random machine failures also increase the variability in the system and hence 
the probability of starvation and blockage, leading to a deterioration of 
performance.  The effects of random machine failures are therefore similar to 
the effects due to an increase in the CV of machine processing time. 
 
5.4. A Case Study for Determining Batch Size of Machines 
The performance measures obtained based on the proposed model may 
provide line managers with deeper insights, which may facilitate the 
improvement of control and configuration of the multistage manufacturing 
system with batch processing.  This model may be used to determine the 
control parameters of the system.  For instance, the proposed model may be 
applied to determine the batch sizes of machines.  In some systems where 
consecutive processing machines are located far apart, material transfer is 
conducted in batches to reduce the transportation cost.  Although choosing 
large batch sizes for such machines reduces the operation cost, it also requires 
longer waiting time for accumulating a full batch of parts, and this may reduce 
production rate of the system.   
        To better illustrate the application, we shall consider a simple system 
with a number of transportation facilities, dedicated to the material transfer at 
different locations of the system.  These transportation facilities are modeled 
as batch machines, the set of indices of these machines is denoted as   (for 
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example, if machines 3M  and 6M  are transportation machines, {3,6}  ).  
The batch sizes of the transportation machines (i.e. kQ , k )  are the 
decision variables to be determined.  The determination of kQ , k  is 
formulated as the following optimization problems.  The first problem is 
intended to maximize production rate, and the second problem considers the 
maximization of expected profit.  
 
Performance Enhancement Problem 5-1:  
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Subject to: 1 Maxk kQ Q  , k  
where Max
kQ  denotes the maximum batch size of transportation machine kM . 
 
Performance Enhancement Problem 5-2:  









EP = Price PR Cost WIP Cost

 
     
 
               (5.11) 
Subject to: 1 Maxk kQ Q  , k  
where Price  is the unit price, WIPCost  represents the WIP holding cost per part, 
and Batch






Cost  is the operation cost per unit time of machine kM .   
 
   Numerical example 
In this example, an eight-machine system with two material transportation 
machines, 3M  and 6M , as illustrated in Figure 5.7 is considered.  The other 
machines are single-item processing machines.  The batch sizes of 3M  and 
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6M  (i.e. 3Q  and 6Q ) are the decision variables to be determined.  The 
maximum batch sizes of 3M  and 6M  are both 18 parts.  The size of each 
buffer is 20.   Price  is 1000 dollars/part and WIPCost  is chosen to be 1 
dollar/(part min).  The other parameters are summarized in Table 5.5.  
        To provide an intuitive description of the influence of 3Q  and 6Q  on the 
performance of the system, we enumerate the combinations of  3Q  and 6Q , 
and obtain the corresponding performance measures based on the proposed 
model.  The production rate and profit are illustrated in Figure 5.8.  Based on 
the surfaces in Figure 5.8, we may identify the batch sizes that lead to the 
highest production rate and highest profit, as provided in Table 5.6.  When 
3Q =6 and 6Q =7, production rate is maximized.  However, if the operation cost 
is considered, we may choose 3Q =9 and 6Q =11.  By increasing the batch sizes 
of these two machines, the operation cost is reduced, which may compensate 
the decrement of production rate and result in a higher profit.  
 
Table 5.5. Parameters for the application problem. 
 M1 M2 M3 M4 M5 M6 M7 M8 
Mean processing time (min) 1 1 4 1 1 4 1 1 
CV of processing time 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
Batch size 1 1 ? 1 1 ? 1 1 





Figure 5.7. The manufacturing system studied in the example. 
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(a) Production rate vs. Q3 and Q6. 
 
 
 (b) Profit vs. Q3 and Q6. 
Figure 5.8. Production rate and profit per minute under different batch sizes. 
 
Table 5.6. Solutions for Q3 and Q6 . 
Objective Q3 Q6 Production rate Profit 
Maximize production rate 6 7 0.85067 573.92 
Maximize profit 9 11 0.84657 594.29 
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Chapter 6.  
Future Research Opportunities 
 
6.1. Overview 
Throughout the research, the author has observed the contrast between the 
prevalence of multistage manufacturing systems in modern industry and the 
lack of analytical studies on modeling and performance enhancement for such 
systems.  The models presented in this thesis provide the mathematical tools to 
estimate performance measures of multistage manufacturing systems, based on 
which one may improve the control and configuration of the systems.  The 
case studies of Chapters 3, 4, and 5 demonstrate that the proposed models may 
be used to investigate managerial problems in multistage manufacturing 
systems, such as determining the frequency of preventive maintenance, 
allocating inspection machines, and choosing batch sizes of machines.  In 
addition to these problems, there are many research problems in this area 
remaining to be explored and solving these problems may require further 
extension of the models.  In the remainder of this chapter, several promising 
research opportunities relevant to this study are highlighted. 
 
6.2. Preventive Maintenance with Variable Machine State 
Inspection Rate 
In Section 3.10, the author discussed a multistage manufacturing system where 
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the state of each machine is inspected at a constant rate, and preventive 
maintenance is triggered when the maintenance operator detects that a 
machine has deteriorated to a specific level.  This preventive maintenance 
strategy is also reflected in Figure 6.1.  To further reduce the operation cost 
associated with machine state inspection, the inspection rate may be varied 
based on the inspection result, as illustrated in Figure 6.2.  When a machine is 
in a relatively good condition, low machine state inspection rate is adopted.  
Once the maintenance operator detects that a machine has deteriorated to a 
worse state between two consecutive inspections, the inspection rate is 
increased.  Similar preventive maintenance strategy is mentioned by Bloch-
Mercier (2002) based on the single-machine system.  However, in the 
multistage manufacturing system, this preventive maintenance strategy has 
been explored limitedly.  The development of the analytical model 
incorporating this preventive maintenance strategy may be a potential research 
problem.  Such a model will facilitate the maintenance operator to determine a 
suitable machine state inspection rate for each upstate of every machine in a 
multistage manufacturing system, and hence maximize profit of the system. 
 
 
Figure 6.1. Preventive maintenance with constant machine state inspection rate.  
Preventive maintenance is triggered when machine inspection detects that the 
machine has deteriorated to a specific level. 
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Figure 6.2. Preventive maintenance with variable machine state inspection rate.   
Machine state inspection rate is increased when the maintenance operator detects that 
the machine deteriorates to a worse level between two consecutive inspections.  
Preventive maintenance is triggered when maintenance operator detects that a 
machine has deteriorated to a specific level. 
 
6.3. Preventive Maintenance with Consideration of Inventory 
In the research reported in this thesis, the author has not accounted for the 
upstream or downstream inventory of a machine in the decision of preventive 
maintenance.  Since inventory in the buffer may effectively reduce the impact 
of random production interruption, a preventive maintenance strategy that 
accounts for inventory may further improve production rate of a 
manufacturing system (Abboud, 2001).  Performing preventive maintenance 
on a machine when its immediately downstream buffer has low inventory may 
increase the likelihood that starvation occurs in the downstream system.  To 
minimize the starvation, preventive maintenance should be initiated on a 
machine only when it has high downstream inventory.  Similarly, performing 
preventive maintenance on a machine when its immediately upstream buffer is 
near full may result in blockage of the upstream system.  Hence, preventive 
maintenance under this condition should be avoided in order to reduce the 
likelihood of blockage.  To account for inventory in the decision of preventive 
maintenance, the extension of the decomposition model presented in Chapter 3 
is needed. 
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6.4. Imperfect Production and Repair or Rework of Defective 
Parts 
The integrated quantitative and qualitative model presented in Chapter 4 is 
based on the assumption that defective parts are rejected.  However, in some 
real systems, scraping defective parts is costly, and the value of defective parts 
may be salvaged via repair or rework (Rau, et al. 2005).  Figure 6.3 illustrates 
a production line where repair machines are placed after the inspection 
machines.  After a defective part is repaired, it proceeds to the next processing 
machine.  Figure 6.4, on the other hand, illustrates a production line where 
defective parts are sent back for reworking.  As both the repair and rework 
mechanisms may induce a substantial influence on the quantitative and 
qualitative performance of a multistage manufacturing system, the analytical 
model introduced in Chapter 4 may not be adequate to address repair or 
rework of defective parts.   
 
Figure 6.3. A production line where defective parts are repaired. 
 
 
Figure 6.4. A production line where defective parts are reworked. 
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6.5. Performance Enhancement of other Complex Multistage 
Manufacturing Systems 
In this thesis, the author limits the focus on two of the most common 
multistage manufacturing systems, namely assembly lines and serial 
production lines.  In addition to these systems, multistage manufacturing 
systems of other configurations are also employed in the industry.  For 
instance, reentrant manufacturing systems, as illustrated in Figure 6.5, have 
been widely used in wafer fabrication (Kumar, 1993).  In a reentrant system, 
some downstream parts may be sent back to the upstream system, as these 
parts require the processing of certain machines more than once.  The 
disassembly line (Gershwin, 1994) is another type of multistage 
manufacturing system, which is common in recycling industry.  As illustrated 
in Figure 6.6, parts are disaggregated into a series of subparts in a disassembly 
line.  Since the modeling and analysis of a manufacturing system are 
fundamentally influenced by its topology (Kim, 2005), the models presented 
in the thesis may not be directly applicable for reentrant and disassembly lines.  
It is therefore desirable to explore the variations of the proposed models for 
such systems.  This will provide the mathematical tools for solving managerial 
problems, such as preventive maintenance, inspection allocation, etc, in 
reentrant or disassembly lines.   
 
 
Figure 6.5. Reentrant system. 
  142 
 
 
Figure 6.6. Disassembly line. 
 
 
6.6. Modeling Manufacturing Systems with Uncertain Supply 
The models of multistage manufacturing systems presented in Chapters 3 to 5 
assume that raw materials are always available.  Although this assumption is 
commonly used in the literature, it may not always be satisfied in practice.  
Since supply delay may significantly undermine the performance of a 
multistage manufacturing system, incorporating this uncertainty may add more 
rigour to the model.  To incorporate material supply in the decomposition 
model, an additional line segment, which includes the supplier, raw material 
buffer, and the first machine of the production line, may be introduced.  Figure 
6.7 illustrates an example of such a line segment, where the raw material 
inventory is monitored using the (s,Q) policy.  Under this policy, if the raw 
material inventory is equal to or lower than the replenishment point s , the 
supplier receives a request for replenishment, and subsequently the raw 
materials with the quantity of Q  parts will be delivered to the production line.     
        The line segment illustrated in Figure 6.7 may be characterized as a 
continuous-time-discrete-state Markov chain, for which balance equations can 
also be derived. Based on this line segment, performance measures relevant to 
supply, such as the raw material inventory and frequency of replenishment, 
may be estimated.  The frequency of replenishment is an important 
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performance indicator and it can be used to estimate the transportation cost 
associated with raw material replenishment.  As demonstrated in Figure 6.8, 
transportation cost consumes a significant portion of revenue in a 
manufacturing system.  By incorporating raw material supply, the 
decomposition model may be used to determine an appropriate replenishment 
quantity for a manufacturing system, which reduces transportation cost, whilst 
avoiding excessive raw material inventory.   
 
Figure 6.7. The supplier-buffer-machine line segment.  The supplier is modeled as a 
batch machine.  When the raw material inventory is lower than or equal to the 
replenishment point (s), a request of replenishment is sent to the supplier.  Then, a 
batch of raw materials with the quantity of Q will be delivered to buffer B0 .  
 
 
Figure 6.8. The logistics cost vs. total sales in an average manufacturing company 
(2008).  The transportation and inventory cost 50.4% and 19.4% of the logistics 
investment. (Source: Logistics cost and service 2008). 
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6.7. Integration of Multi-factory Manufacturing Systems 
In some industries, the manufacturing of a product is not completed in a single 
factory.  Several factories collaborate closely and take charge of different parts 
of the manufacturing process. Materials are transferred between factories via 
the transportation system and hence these factories are connected to form a 
supply chain, as shown in Figure 6.9.  In a multi-factory system, the 
production of each factory is influenced by its upstream or downstream 
partners.  On the one hand, the starvation of material in an upstream factory 
may propagate through the supply chain and thus delay the production of 
downstream factories.  On the other hand, the blockage of production in a 
downstream factory due to the overstock of inventory propagates upstream 
and prohibits manufacturing in other factories.  To reduce inventory cost and 
avoid the risk of stock out for a factory, coordinating its production, inventory, 
and transportation frequency with upstream and downstream partners is 
necessary (Simchi-Levi et al., 2000).  However, the uncertain characteristics of 
the supply chain (such as the uncertain processing times, uncertain inter-
factory transportation times, random machine breakdowns, etc) make it 
difficult to predict the supplies of upstream partners and demand from 
downstream partners.  To address this problem, an analytical model for the 
multi-factory manufacturing system may be developed based on the models 
presented in this thesis.  This model may be used to investigate managerial 
problems in a multi-factory manufacturing system, such as determining the 
inventory in each factory for reducing holding costs and the transportation 
frequency between two connected factories for minimizing transportation 
costs.  
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Chapter 7. Conclusions 
 
 
In many manufacturing systems, machines with various functions are 
connected to form multistage networks.  Machines in such systems may 
influence each other, which makes the quantitative and qualitative behavior of 
multistage manufacturing systems fundamentally different from single-
machine systems.  For instance, the failure of a machine may result in material 
starvation in its downstream machines and blockage of upstream machines, 
and hence prohibit their processing.  To analyze the influence of machines on 
each other and predict the performance measures of the multistage 
manufacturing system, the author formulates a modeling framework based on 
the decomposition method (Gershwin, 1994).  The modeling framework 
provides a mathematical tool to assess the impact of uncertainty on the 
performance of a multistage manufacturing system.  Based on the modeling 
framework, one may develop efficient control or configuration scheme for the 
multistage manufacturing system.   
        The major contributions of this thesis are highlighted as follows: 
1) In Chapter 3, the author investigates unreliable multistage manufacturing 
systems where machines are subjected to deterioration.  Unlike previous 
analytical studies on multistage manufacturing systems with unreliable 
machines, the model formulated in Chapter 3 incorporates preventive 
maintenance.  Since preventive maintenance is a strategy that has been 
successfully implemented in the manufacturing industry and since it 
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substantially improves machine reliability, incorporating this issue in the 
model is desirable.  
Two major applications of the proposed model are discussed.  First, it 
may be applied in the performance analysis of a multistage manufacturing 
system.  The model provides the limiting probabilities of states of each 
primitive line segment, based on which production rate and WIP  of the 
system can be estimated.  Comparisons between analytical and simulation 
results in the numerical studies of Section 3.5 demonstrate that these 
estimates are of good accuracy.  The second application of the proposed 
model is to determine the frequency of preventive maintenance for each 
machine in the multistage manufacturing system.  Both insufficient and 
excessive maintenance results in a loss of machine capacity.  The author 
formulates the determination of the frequency of preventive maintenance 
as an optimization problem to maximize production rate of the 
manufacturing system.  An algorithm for solving this problem is also 
presented.  The case study in Section 3.6 indicates that production rate of 
the system is substantially improved when the frequency of preventive 
maintenance as prescribed by the algorithm is adopted.  
2) In Chapter 4, the author develops an integrated quantitative and qualitative 
model for multistage manufacturing systems with imperfect production 
and inspection errors based on the model presented in Chapter 3.  One 
important feature of this model is that it can be used to estimate a variety 
of quantitative and qualitative performance measures.  This feature 
distinguishes the proposed model from many previous models in the 
literature, which usually focus on predicting either the quantitative or 
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qualitative performance measures.  In addition, the author also provides a 
time efficient algorithm for allocating inspection machines in a multistage 
manufacturing system.  Inspection has a substantial influence on the 
performance of a multistage manufacturing system.  Inspection may 
remove defective parts from the manufacturing process, resulting in a 
reduction of processing costs.  On the other hand, excessive inspection 
may increase the inspection costs.  Determining the placement of 
inspection machines in a multistage manufacturing system is a complex 
problem, as it may influence both the quantitative and qualitative 
performance measures.  With the integrated quantitative and qualitative 
model, this influence may be evaluated comprehensively and hence a 
better solution to this problem can be provided.  As the number of feasible 
solutions for the inspection allocation problem increases exponentially 
with an increase in the number of machines in the manufacturing system, 
determining the placement of inspection machines via exhaustive search 
may be prohibitive.  Based on the proposed algorithm, the number of 
computations is substantially reduced and a good feasible solution for 
allocating inspection machines is provided.  
3) The proposed modeling framework provides the flexibility and 
extensibility to incorporate various characteristics of multistage 
manufacturing systems that may be encountered in reality.  For instance, in 
Chapter 5, the extension of the modeling framework for multistage 
manufacturing systems with batch operations and generally distributed 
processing times is investigated.  Although batch operations are prevalent 
in industry, most previous studies of multistage manufacturing systems 
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have limited their focus on single-item operations.  In addition, the 
assumption of generally distributed processing times represents the non-
deterministic nature of many industrial processes due to such factors as 
random disturbances, operator inconsistencies etc.  Such an extension may 
facilitate the application of the modeling framework to more complex 
manufacturing systems. 
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Appendix A.  
Balance Equations of the 2M1B Line with Machine 
Deterioration and Preventive Maintenance 
 
As discussed in Section 3.3.1, the balance equations for the 2M1B line with 
machine deterioration and preventive maintenance may be divided into 16 
groups listed in Table 3.1.  These balance equations can be derived based on 
the discussion in Section 3.3.1, and they are summarized as follows: 
 
1) Group 1. 1 1  , 2 1   
       1 1 2 1,1 2,1 1,1 2,1 1 1 1 2,1,1 1,1,1 1,1,1P x p p P x P x                 1 1 1, 1,1P x N r   
     1 1 1 1 2 2 1 2 2, 2,1 ,1, 1 ,1, 2P x N P x N r P x N      ,   1 10 x X             (A.1) 
       1 1,1 1,1 2,1 2 1 10,1,1 1,1,1 0, 1,1P p P P N r            1 10, 2,1P N    
 2 20,1, 2P N                    (A.2) 
     1 2 2,1 1,1 2,1 1 1,1,1 1,1,1P X p P X           1 1 1, 2,1P X N    1 2 2,1, 1P X N r   
 1 2 2,1, 2P X N                    (A.3) 
 
2) Group 2. 1 12 N  , 2 1    
       
1 11 1 1 2 1, 2,1 1, 2,1 1 1 1 1 1 2
, ,1 1, ,1 1, ,1P x p p P x P x                     
     
11 1 1, 1 1 1 2 2 1 1 2 2
, 1,1 , , 1 , , 2P x p P x N r P x N        ,   1 10 x X                  (A.4) 
       
1 1 11 1 1, 1, 2,1 1 2 1 1, 1
0, ,1 1, ,1 0, 1,1P p P P p                  1 2 20, , 2P N     (A.5) 
     
11 1 2 2,1 1, 2,1 1 1 1
, ,1 1, ,1P X p P X               1 1 2 2 1 1 2 2, , 1 , , 2P X N r P X N      
                      (A.6) 
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3) Group 3. 1 1 1N   , 2 1   
       
11 1 2 1 2,1 2,1 1 1 2 1 1 1,
, 1,1 1, 1,1 , ,1 NP x N r p P x N P x N p             
   1 1 2 2 1 1 2 2, 1, 1 , 1, 2P x N N r P x N N      ,   1 10 x X             (A.7) 
       
11 1 2,1 1 2 1 1,
0, 1,1 1, 1,1 0, ,1 NP N r P N P N p         1 2 20, 1, 2P N N             (A.8) 
 1 1, 1,1 0P X N                   (A.9) 
 
4) Group 4. 1 1 2N   , 2 1   
       
1
1 1 2 1 2,1 2,1 1 1 2 1 1,
1




P x N p P x N P x n    

           
   1 1 2 2 1 1 2 2, 2, 1 , 2, 2P x N N r P x N N      ,   1 10 x X             (A.10) 
       
1
1 1 2,1 1 2 1,
1




P N P N P n   

        1 2 20, 2, 2P N N        (A.11) 
       
1
1 1 2 1 2,1 2,1 1 1, 1 1 2 2
1




P X N p P X n P X N N r   

           
 1 1 2 2, 2, 2P X N N                 (A.12) 
 
5) Group 5. 1 1  , 2 22 N   
       
2 21 2 1 2 1,1 2, 1,1 2, 1 2 1 1 2 2
,1, 1,1, 1,1,P x p p P x P x                     
     
21 1 2 1 1 1 2 1 1 2 2, 1
, 1, , 2, ,1, 1P x N r P x N P x p          ,   1 10 x X            (A.13) 
       
22 1 1,1 1,1 2, 2 2 1 2 1
0,1, 1,1, 0, 1,P p P P N r               1 2 10, 2,P N       (A.14) 
     
2 21 2 2 2, 1,1 2, 1 2 1
,1, 1,1,P X p P X              1 1 2 1, 2,P X N     
 
21 2 2, 1
,1, 1P X p                  (A.15) 
 
6) Group 6. 1 12 N  , 2 22 N   
     
1 2 1 21 1 2 1 2 1, 2, 1, 2, 1 1 2 1
, , 1, ,P x p p P x                     1 1 2 21, ,P x      
   
1 21 1 2 1, 1 1 1 2 2, 1
, 1, , , 1P x p P x p        ,   1 10 x X             (A.16) 
  166 
       
1 1 2 11 2 1 1, 1, 2, 1 2 2 1 2 1, 1
0, , 1, , 0, 1,P p P P p                              (A.17) 
     
2 1 21 1 2 2 2, 1, 2, 1 1 2 1
, , 1, ,P X p P X                  21 1 2 2, 1, , 1P X p            (A.18) 
 
7) Group 7. 1 1 1N   , 2 22 N   
       
2 2 11 1 2 2 1 2, 2, 1 1 2 2 1 1 2 1,
, 1, 1, 1, , , NP x N r p P x N P x N p                 
 
21 1 2 2, 1
, 1, 1P x N p    ,   1 10 x X               (A.19) 
       
2 11 2 2 1 2, 1 2 2 1 2 1,
0, 1, 1, 1, 0, , NP N r P N P N p                      (A.20) 
 1 1 2, 1, 0P X N                   (A.21) 
 
8) Group 8. 1 1 2N   , 2 22 N   
     
2 21 1 2 2 1 2, 2, 1 1 2 2












21 1 2 2, 1
, 2, 1P x N p    ,   1 10 x X               (A.22) 
       
1
21 2 1 2, 1 2 2 2 1,
1




P N P N P n      

                 (A.23) 
     
1
2 21 1 2 2 1 2, 2, 1 2 1,
1




P X N p P X n      

        
11 1 2 2, 1
, 2, 1P X N p      
    (A.24) 
 
9) Group 9. 1 1  , 2 2 1N    
       1 2 1 1,1 2 1,1 1 2 1 1 1 2 1,1, 1 1,1, 1 , 1, 1P x N p r P x N P x N N r               
   
21 1 2 1 1 2 2,
, 2, 1 ,1, NP x N N P x N p   ,   1 10 x X              (A.25) 
 20,1, 1 0P N                   (A.26) 
     1 2 2 1,1 1 2 1,1, 1 1,1, 1P X N r P X N            21 1 2 1 1 2 2,, 2, 1 ,1, NP X N N P X N p    
         (A.27) 
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10) Group 10. 1 12 N  , 2 2 1N    
     
1 11 1 2 1 1, 2 1, 1 1 2 1
, , 1 1, , 1P x N p r P x N                11 1 2 1, 1, 1, 1P x N p      
 
21 1 2 2,
, , NP x N p ,   1 10 x X                (A.28) 
 1 20, , 1 0P N                   (A.29) 
     
11 1 2 1 2 1, 1 1 2 1
, , 1 1, , 1P X N r P X N              21 1 2 2,, , NP X N p          (A.30) 
 
11) Group 11. 1 1 1N   , 2 2 1N    
       
1 21 1 2 1 2 1 1 2 1, 1 1 2 2,
, 1, 1 , , 1 , 1,N NP x N N r r P x N N p P x N N p        , 1 10 x X     (A.31) 
 1 20, 1, 1 0P N N                   (A.32) 
 1 1 2, 1, 1 0P X N N                  (A.33) 
 
12) Group 12. 1 1 2N   , 2 2 1N    
       
1
21 1 2 1 2 1 2 1, 1 1 2 2,
1




P x N N r P x n N P x N N p 

        , 1 10 x X   
        (A.34) 
 1 20, 2, 1 0P N N                   (A.35) 
       
1
21 1 2 1 2 1 2 1, 1 1 2 2,
1




P X N N r P X n N P X N N p 

                  (A.36) 
 
13) Group 13. 1 1  , 2 2 2N    
       
1 11 2 1 1, 2 1, 1 2 1 1 1 2 1
,1, 2 1,1, 2 , 1, 2P x N p P x N P x N N r                 
   
2
1 1 2 1 1 2,
1




P x N N P x n 

    ,   1 10 x X              (A.37) 
       
1 12 1 1, 2 1, 1 2 1 1 2 1











                 (A.38) 
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     
11 2 2 1, 1 2 1
,1, 2 1,1, 2P X N P X N            
2
1 1 2 1 1 2,
1




P X N N P X n 

     
                 (A.39) 
 
14) Group 14. 1 12 N  , 2 2 2N    
       
1 1 11 1 2 1 1, 2 1, 1 1 2 1 1 1 2 1, 1









P x n 

 ,   1 10 x X                          (A.40) 
       
2
1 1 11 2 1 1, 2 1, 1 2 1, 1 1 2,
1




P N p P N p P n        

                  (A.41) 
     
11 1 2 2 1, 1 1 2 1








P X n 

          (A.42) 
 
15) Group 15. 1 1 1N   , 2 2 2N    
       
2
11 1 2 1 2 1 1 2 1, 1 1 2,
1




P x N N r P x N N p P x N n 

        ,   1 10 x X   
                        (A.43) 
       
2
11 2 1 2 1 2 1, 1 2,
1




P N N r P N N p P N n 

                         (A.44) 
 1 1 2, 1, 2 0P X N N                    (A.45) 
 
16) Group 16. 1 1 2N   , 2 2 2N    
       
1 2
1 1 2 1 2 1 2 1, 1 1 2,
1 1




P x N N P x m N P x N n   
 
           ,   1 10 x X 
                        (A.46) 
       
1 2
1 2 1 2 2 1, 1 2,
1 1




P N N P m N P N n   
 
                    (A.47) 
       
1 2
1 1 2 1 2 1 2 1, 1 1 2,
1 1




P X N N P X m N P X N n   
 
                  (A.48) 
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Appendix B.  
Decomposition Algorithm 
 
The decomposition algorithm in this appendix uses an iterative procedure to 






 , and 
kr
 , which are defined in Section 3.3.2).  These parameters characterize the 
occurrence and disappearance of the “pseudo down” state for the upstream and 
downstream machines in a primitive line segment.  As mentioned in Section 
3.3, the “pseudo down” state of the machines in a line segment essentially 
reflects the starvation or blockage due to the upstream or downstream line 
segments.  For example, in the primitive line segments of Figure B.1, the 
upstream machine of 5Line , 5
uM  being “pseudo down” represents that 2
dM  (in 
2Line ) or 4
dM  (in 4Line )  is starved.  The probability that 2
dM  (or 4
dM ) 
becomes starved can be estimated using the limiting probabilities of states of 
2Line  (or 4Line ), as discussed later in this appendix.  Similarly, the 
downstream machine in 2Line , 2
dM , being “pseudo down” indicates that 4
dM  
is starved or 
5
uM  is blocked.  The probability that 4
dM  becomes starved and 
5
uM  becomes blocked can be estimated based on the limiting probabilities of 
4Line  and 5Line  respectively.  In the algorithm presented below, the limiting 
probabilities of a line segment can be used to calculate the values of four 
additional parameters, which quantify starvation of the downstream machine 
d
kM  and blockage of the upstream machine 
u
kM .  These values are 
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 , and 
kr






























Figure B.1. A portion of the assembly line in Figure 3.5 and the corresponding 
primitive line segments. 
 
        In Chapters 3, 4, and 5, the decomposition models were presented for 
manufacturing systems under three different conditions: 
 Multistage manufacturing systems with machine deterioration and 
preventive maintenance (Chapter 3). 
 Multistage manufacturing systems with imperfect production (Chapter 4). 
 Multistage manufacturing systems with batch operations and phase-type 
processing times (Chapter 5). 
Although these decomposition models share the common framework, they 
differ in the details of calculation.  This is because the primitive line segments 
used in these various models are defined differently in order to characterize 
different properties of the systems.  In the remainder of this appendix, the 
author will first discuss the calculation of parameters of the decomposition 
model for systems with machine deterioration and preventive maintenance 
(presented in Chapter 3).  Subsequently, the extension of the calculation to the 
other two decomposition models (discussed in Chapter 4 and 5 respectively) 
will be presented. 
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B.1. Calculating the Parameters of the Decomposition Model for 
Systems with Machine Deterioration and Preventive Maintenance 
Based on the limiting probabilities of a primitive line segment 
(  , , , ,u dk k k k kP x y y   ), the following additional parameters may be calculated.   
1)   When d
kM  completes processing a part, there is a possibility that buffer 
kB  is empty, and hence 
d
kM  becomes starved.  The probability of 
d
kM  
becoming starved after it completes processing a part is denoted as d
kg , 
and it is calculated as below: 
d
kM  continues processing if 
d
kM  is not “pseudo down” ( 1k  ), 
d
kM  is up 
( d d
k kN  ), and the intermediate buffer kB  is not empty  ( 1kx  ).  Under 
this condition, d
kM  completes processing parts at the transition rate of 
d
k .  
Hence, the frequency of d
kM  discharging parts is: 
 
1
, , , ,1
d d u
k kk k k
u d d




   

                                    (B.1) 
After d
kM  completes processing a part, kx  (number of parts in kB ) is 
reduced by 1.  In the case where 1kx  ,  when 
d
kM  completes processing a 
part, kx  is reduced from 1 to 0, and subsequently 
d
kM  becomes starved.  
Since the probability that d
kM  is busy and there is only one part in the line 
segment is  1, , , ,1
d d u








   , the frequency that dkM  completes 
processing a part and then becomes starved may be estimated as: 
 ' 1, , , ,1
d d u
k k k k
u d d




   

                (B.2) 
Thus, the probability that d
kM  becomes starved after it finishes processing 
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1, , , ,1
, , , ,1
d d u
k k k k
d d u


















             (B.3) 
2)  Similarly, u
kg , the probability that the upstream machine 
u
kM  becomes 






k k k k
d u u
k k kk k k
u d
k k k k
Nu
k u d















             (B.4) 
3)  If d
kM  is starved, it recovers from starvation with the transition rate 
denoted as d
kh .  
d
kh  is calculated as below:   
Since the probability that d
kM  is starved is  0, , , ,
d u
k k k k
u d
k k k kP
   
    , 
and the total transition rate that d
kM  recovers from starvation satisfies: 
 0, , , ,
d u
k k k k
u d d
k k k k kP h
   




  0, , ,1,
d u u
k k k k
u d u




   

   





0, , , ,
d u u
k k k k
d u
k k k k
u d u
k k k k
Nd
k u d





   
   





             (B.6) 
4)  Similarly, ukh , the transition rate that 
u
kM  recovers from being blocked is 
 
 
, , , ,1
, , , ,
d d u
k k k k
d u
k k k k
u d d
k k k k k
Nu
k u d





   
   





              (B.7) 






kg , and 
u
kh  discussed above can be used to calculate the 






 , and 
kr
 .  For simplicity, 
 U k is defined as a function that returns the set of indices of line segments 
immediately upstream of the thk  primitive line segment, e.g.    6 3,5U   as 
in Figure B.1.  Additionally,  D k  is defined as a function that returns the 
index of the immediately downstream line segment of the thk  primitive line 
segment, e.g.  3 6D   as in Figure B.1. 
If the upstream machine u
kM  in a line segment represents a non-assembly 
machine, its “pseudo down” state indicates that  
d
U k
M  (the corresponding 
machine in the upstream line segment) is starved.  Therefore, the parameters 
characterizing the transitions between “pseudo down” and not “pseudo down” 
of u
kM  can be approximated by the parameters characterizing the transitions 











r h                   (B.9) 
        If u
kM  represents an assembly machine, its “pseudo down” state includes 
all the possibilities that any of its upstream buffers are empty.  Hence, the 
probability that u
kM  becomes “pseudo down”, kp







                  (B.10) 
        The probability that the “pseudo down” of u
kM  is caused by the 
thi  line 
segment (  i U k ) is: 
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,  i U k      (B.11) 
If the “pseudo down” of u
kM  is due to the 
thi  line segment (  i U k ), it may 
recover with the transition rate d
ih  (i.e. the transition rate that 
d
iM  recovers 
from starvation).  Hence, the transition rate that u
kM  recovers from “pseudo 
down” (
kr
 ) can be approximated by the average transition rate that the 
corresponding machines in all the immediately upstream line segments recover 
from starvation, i.e.   
  
 







   





















             (B.12) 
         If the downstream machine d
kM  in a line segment represents a non-
assembly machine, its “pseudo down” state represents that this machine is 
blocked by the downstream line segment (i.e. the   
th
D k  line segment).  
Hence, the parameters characterizing the transitions between “pseudo down” 
and not “pseudo down” of d
kM  can be estimated using the parameters 
describing the transitions between blockage and not blockage of the  
u
D k








r h                 (B.14) 
        If dkM  represents an assembly machine (such as 2
dM  in Figure B.1), its 
“pseudo down” state also includes the condition that one of the parts required 
for the assembly process is missing (for instance, in Figure B.1, 2
dM  being 
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“pseudo down” also includes the possibility that 
4
dM  is starved).  This 
probability should be added into the calculation of 
kp





k l D k
l U D k l k
p g g
 
                (B.15) 
Similar to Eqn (B.12), the transition rate that d
kM  recovers from “pseudo 
down” is the average value of transition rates that  
u
D k
M  recovers from 
blockage and d
iM  (     and i U D k i k  ) recovers from starvation.  
Therefore, 
  









k i D kd u d u
i U D k i k l lD k D k
l U D k l k l U D k l k
gg
r h h
g g g g

 
   
 
 






Based on the discussion above, the decomposition algorithm may be 
summarized as follows: 
 
Decomposition Algorithm 
 Initialize 0ukg  , 1
u
kh  , 0
d
kg  , and 1
d
kh  ,  1,2,..., 1k K  .  Choose a 
small value,  , as the tolerance limit of the algorithm. 
 Loop 





 , and 
kr
  using Eqns 
(B.10), (B.12), (B.15), and (B.16). Solve the balance equations of the k
th
 
primitive line segment, and update d
kg  and 
d
kh  using Eqns (B.3) and (B.6) 
respectively.  
For( 1k K  ; 1k  ; k  ), calculate kp
 , kr
 , kp
 , and kr
  using Eqns 
(B.10), (B.12), (B.15), and (B.16).  Solve the balance equations of the k
th
 
primitive line segment, and update ukg  and 
u
kh  using Eqns (B.4) and (B.7) 
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respectively. 
 Terminate the algorithm if  , , , , 1, 2, , 1
u u d d
k k k k
u u d d
k k k k
g h g h
k K
g h g h
Max











kg , and 
d






kg , and 
d
kh  
in the iteration respectively); otherwise, go to Loop. 
 
B.2. Calculating the Parameters of the Decomposition Model for 
Systems with Imperfect Production  
The algorithm presented above can be extended to calculate the parameters of 
the decomposition model of manufacturing systems with imperfect production 
(refer to Section 4.3 for more detail of this model).  For the primitive line 






kg , and 
u
kh  are calculated as discussed below (
d
kg  and 
d
kh  
characterize the occurrence and disappearance of starvation of the downstream 
machine in a primitive line segment respectively; while u
kg  and 
u
kh  
characterize the occurrence and disappearance of blockage of the upstream 
machine respectively). 
1)   d
kg , the probability that 
d
kM  becomes starved when it sends out a part, 
can be calculated as follows: 
The frequency of d







k k k k k
xy




                      (B.17) 
The frequency that d
kM  sends out a part and becomes starved ( kx  
becomes 0) is: 








                           (B.18) 
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Thus, the probability that d
kM  becomes starved after it completes 







         


























                           (B.19) 
2)     u
kg  represents the probability that 
u
kM  becomes blocked after it delivers a 



























              (B.20) 
3)    d
kh , the transition rate that 
d
kM  recovers from being starved is estimated 
as follows: 
The probability of d
kM  being starved is  0, , , ,
d u
k k k k
u d




  . 
The total transition rate that d
kM  recovers from starvation satisfies: 
 0, , , ,
d u
k k k k
u d d
k k k k k
y y














    
(B.21) 
Hence, 
   
 
0,1, ,1, 1
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d u u
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yd
k u d













            (B.22) 
4)    Similarly, the transition rate that u
kM  recovers from blockage, 
u









k k k k
u d
k k k k
yu
k u d












                    (B.23) 
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kg , and 
u
kh .  These may be used to estimate the 






 , and 
kr
 ) for 
systems with imperfect production following the same methodology described 
in Section B.1. 
 
B.3. Calculating the Parameters of the Decomposition Model for 
Systems with Batch Operations and Phase-Type Processing Times 
The decomposition algorithm introduced in Section B.1 may also be extended 
to calculate the parameters of the decomposition model for multistage 
manufacturing systems with batch operations and phase-type processing times 






kg , and 
d
kh  are calculated as follows: 
1)   d
kg , the probability that 
d
kM  becomes starved after it completes 
processing a batch of parts can be estimated as discussed below. 
The frequency of d
kM  finishing a batch of parts is calculated as: 
  
,




k k k k k k J
xj
FR P x j J

               (B.24) 
The frequency that d
kM  sends out a batch of parts and becomes starved 
( dk kx Q ) is: 
 
,




k k k k k k J
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                      (B.26) 
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2)    Similarly, using the limiting probabilities of the k
th
 line segment, the 
blockage occurring probability when u
kM  completes processing a batch 
of parts, u











k k k k
u d
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                         (B.27) 
3)     d
kh , the transition rate that 
d







, , 0, ,
, ,0,1,
u d
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            (B.28) 
4)   Similarly, u
kh , the transition rate that 
u
kM  recovers from being blocked 
may also be estimated as: 









k k k k
d u
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k k k k kk
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k k k k J
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              (B.29) 
With Eqns (B.26), (B.27), (B.28), and (B.29), the parameters of each 
primitive line segment may be estimated using the decomposition algorithm 
presented in Section B.1.  
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Appendix C.  
Using Effective Processing Times to Incorporate 
Machine Failures 
 
The decomposition model in Chapter 5 can be extended to model operation 
dependent machine failures by utilizing the concept of effective processing 
times (Hopp and Spearman, 2000).  In reality, the processing, up, and down 
times of a machine may be modeled by a variety of distributions, hence, it is 
difficult to derive a universal probability density function (PDF) of the 
effective processing time.  However, it can be approximated from simulation 
data, and in some instances, the closed form expressions may be derived for 
simple distributions.  Here, one such example is introduced, where the 
processing, up, and down times follow exponential distributions, with means 
of P, U, and D respectively.  Thus,  
  ( / )1 , 0px Pp pPDF x P e x
                 (C.1) 
  ( / )1 , 0ux Uu uPDF x U e x
                 (C.2) 
  ( / )1 , 0dx Dd dPDF x D e x
                 (C.3) 
where px , ux , and dx  denote the processing, up, and down time random 
variables respectively.  The breakdown of a machine usually occurs far less 
frequently than the processing of parts, otherwise, the machine is not 
economically feasible.  The likelihood that a machine breaks down more than 
once during the processing of a batch of parts is very low.  Hence, the 
probability that a batch of parts being processed encounters machine 
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breakdown is: 







p uProb x U e dx






                  (C.4) 
        The effective processing time z is defined as: 
, if no breakdown occurs within









             (C.5) 
        The CDF (cumulative density function) of z is derived as follows: 
      
0
1 breakdown occurs within
z
p p pCDF z PDF x Prob x dx   
      0 0breakdown occurs within
pz z x
p p d d pPDF x Prob x PDF x dx dx

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               (C.6) 
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     
               (C.7) 
        Based on Eqn (C.7), the mean and variance of the effective processing 
times maybe shown to be: 
 





                  (C.8) 
 
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
               (C.9) 
 
