We consider the ferromagnetic Ising model on the Cayley tree and we investigate the decomposition of the free state into extremal states below the spin glass temperature. We show that this decomposition has uncountably many components.
Both sums runs over nearest neighbors pairs, the first being over the pairs x ∈ Λ, y ∈ Λ, and the second one runs over sites x ∈ Λ, y / ∈ Λ. The infinite volume Gibbs distributions are obtained as limit points when Λ grows to cover all the vertices of the tree. The set of Gibbs distributions for a fixed temperature and interaction is convex, and its extreme points are called pure states: they cannot be decomposed into other states.
In the ferromagnetic case we put J xy = 1, and in the spin-glass model the interaction is random J xy = ±1 with probability 1/2 independently for any pair x, y . We can also consider the random interaction
with probability p +1 with probability 1 − p
which interpolates between the ferromagnetic model p = 0 and the spin-glass model p = 1/2.
It is known that in the ferromagnetic case the phase transition happens at the critical temperature T cr = 1/ arctanh(1/k) . For T > T cr there is a unique infinite volume Gibbs distribution and below that critical temperature the spontaneous magnetization m * (T ) becomes nonzero, while plus and minus boundary conditions give rise to different states:
We use the convention that the boundary condition by which the infinite volume Gibbs state is obtained is indicated by a subscript to the expectation · , and superscripts will be used to indicate further parameters like temperature or the choice of model in (2) .
There is yet another special temperature, T SG = 1/ arctanh 1/ √ k , called the spin-glass temperature. It will often appear in what follows below, and it has various interpretations.
For the ferromagnetic model it is known that the free state, the infinite volume Gibbs distribution obtained by putting η ≡ 0 in (1) is extreme for T > T SG while it is not for T < T SG ; see [1] , [3] . Hence the question that motivates the present paper: what is the decomposition of the free state · T ∅ (at these lower temperatures) into extremal ones?
Part of the question is also to understand why that extremality of the free state exactly stops at the spin-glass temperature, which in its origin characterizes a transition to glassy behavior in the spin-glass model. For example consider the spin-glass state obtained via plus-boundary conditions and look at the (random) magnetization:
It depends on the independent random variables J xy , which take values ±1 with equal probability. The spin-glass temperature T SG is that temperature below which m(T, {J xy })
is a fluctuating quantity with a non-trivial distribution. For example, the second moment, the Edwards-Anderson parameter
where the expectation E[·] is taken over the randomness {J xy }.
III. DECOMPOSITION OF THE FREE STATE
In this section we present the decomposition of the free state into pure states and we explain that a continuum of them enters into it, at least at low temperatures. Presumably, it is the case for all temperatures in the spin-glass region.
For any Gibbs state µ corresponding to temperature T we have that
where σ is a spin configuration drawn from µ and used as boundary condition at infinity. The Gibbs distributions · T σ are µ-almost surely extreme. Hence, we have here a decomposition of µ into extreme Gibbs distributions, but obviously the states · T σ might well be the same for different σ-s. Nevertheless this decomposition is nontrivial when µ is not extremal. It remains then to see how many and which different extremal states we get.
For the Ising model free state µ T ∅ we will use the Edwards-Sokal representation, [7] :
(In contrast to the more standard notation we prefer here to call q(T ) = 1 − tanh 1/T the probability of removed (or closed) bonds.) On the tree, the random cluster measure is generated by independent bond percolation and n is the resulting random bond configuration over which we take the expectation E q . The open bonds generate a partition of the tree into maximal connected components. The measure µ ES (dσ|n) is supported by the spin configurations σ which are constant on each connected component as specified by n; these constants take values ±1, independently with probability 1/2.
We can rewrite (3) on the tree by ordering the components using the following definitions.
Let D be a subset of bonds of the tree T k , and consider the two Ising spin configurations
and
That is, we fix the value of the spin at the root (say 0) to be +1 or −1, and the nearest neighbors sites alternate iff they belong to the set D. Let p ∈ (0, 1). Take the set D to be random: every bond decides to be in D with probability p independently of the other bonds. Denote by E p the expectation with respect to that process.
Proposition III.1. The following decomposition of the free state for the ferromagnetic Ising model on the tree holds for all temperatures T :
where
Proof. We apply the Edwards-Sokal representation (3) of the Ising model. Start by noting that
and evidently,
where p(T ) = q(T )/2, and where µ ± (dσ|n) = 1 2 (δ σ n+ + δ σ n− ) is atomic, i.e., it assigns to any bond collection n two configurations defined by the relations (4), each with probability 1 2 . Bringing all that together we conclude that on the tree (3) reduces to the formula (5).
To see that this decomposition (5) is non-trivial for T < T SG it suffices to show that when
That follows from the fact that
The inequality (6) is proven in Section VI by recursion techniques.
Of course, the states · T σ D,+ may coincide for different sets D -this is the case at high temperature. However we do know that at low temperatures there is a continuum of different states · T σ D,+ as we vary over the sets D; see [6] . Indeed, at low temperatures the sets D are composed of rare bonds and thus define stable ground states and mutually singular low-temperature states (with probability one).
Remark: At all temperatures T the free state two-point function σ 0 σ x T ∅ → 0 goes to zero when x goes to infinity. Yet, for T < T SG the free state is not extreme. In particular, the magnetization in increasingly large volumes has a variance that does not go to zero with the size of the volume. The interesting tail observable which shows that the free state is not extreme is related to the Edwards-Anderson parameter. Here is the simplest version: take the magnetization
in the infinite volume Gibbs distribution with boundary condition τ ; that τ is drawn from the free state at temperature T . For T < T SG the random variable M (τ ) has a non-trivial distribution.
IV. DOUBLE TEMPERATURE ISING MODEL
To understand what happens it is useful to enlarge the objects in (5) into a twotemperature setting. We consider the two-temperature states
which is the infinite volume Gibbs distribution at temperature T 2 with the boundary condition taken to be the spin configuration (4) where D is drawn from E p(T 1 ) , the Bernoulli bond percolation process with parameter 1 − p(T 1 ). Note that (5) contains these states ν(T, T ) with T 1 = T 2 = T , and that is why it is useful to speak about the temperature T 1 but of course the relevant parameter is the density p(T 1 ). The following is therefore presented in the (p, T )-plane. A similar discussion can be found in [5] .
Consider the curve
, 0}. 
Let us now look to the second moment,
2 ), which is called the Edwards-
2. Otherwise for any temperature T > 0:
From Fig. 2 it is clear that the model shows an interesting and non-trivial behavior, even on the line
It was treated in the paper [2] of Pavel Bleher.
To understand the nature of the spin-glass temperature, we remark that the composition T SG (p(T )), which we abbreviate as
is an involution: T SG (T SG (T )) = T . In particular,
V. BETWEEN FERROMAGNETIC AND RANDOM BOND ISING MODELS
Let us recall the equivalence between the Ising model with random boundary conditions and the spin-glass Ising model; see e.g. [4] .
For a fixed vertex x 0 ∈ V , the root, consider the sphere W n and the ball of radius n
Remember the definition of the two Ising spin configurations σ D,± around (4). Denote the corresponding ferromagnetic Gibbs states at temperature T in the volume V n and with
with ω = ±1.
Consider next the spin-glass Ising model with the following fixed couplings
and denote by As follows from the above, that state is equivalent to the state of the spin-glass model with fixed boundary condition ω = ±1 and random couplings J xy given by (2), or equivalently by
We denote this state by
Obviously, for the expectations with respect to the process n p we have
Therefore various problems of the ferromagnetic Ising model with random boundary conditions can be translated in terms of the spin-glass model provided one proceeds as follows. Consider a very large box of size n and compute quantities such as the local magnetization for the sites far away from the boundary, i.e. inside a box of size r. Then, take first the limit when n → ∞ and after that take the limit r → ∞. However contrary to what was done in [4] where computations are formulated in terms of random boundary conditions to get results for the spin-glass model, here we prefer to adopt the opposite direction. The reason for doing so is that the latter formulation allows to immediately catch that the recursive equations of the Proposition V.1 below reduces, in case e.g. of the singlesite magnetization, to a one-dimensional recursion. Obviously both formulations lead to the same conclusions.
Observe then, that in term of the boundary fields
the Gibbs distributions µ n,T,J(p) ω in (13) read
for the spin configurations σ n ∈ {+1, −1} Vn of the ball V n .
Introduce next, for real valued boundary fields h x , x ∈ V , the Gibbs distributions
Those probability distributions are said compatible if when summing over the spins σ x = {+1, −1} of the sphere W n we have
Proposition V.1. (P. Bleher [1] ). The probability distributions µ n are compatible if and only if for any x the following recursive equations hold The recursive equations (16) for the boundary fields defined by (14) read also in case ω = +1:
arctanh(θJ xy σ y )
where we used the notation
Notice that σ y and σ z are the magnetization at sites y and z would have if they were disconnected from the site x (the same with x when this site is disconnected from his parent).
Notice also that the equality (17) holds true in case ω = −1.
Next, consider the spheres defined in (7), W m , m = 0, 1, . . . , n+1, entering in the recursion (17).
The following lemma states that the expectations with respect to the random variables J xy of those half-tree magnetization depends only on the level m. It provides, by denoting by E m these expectations, a one-dimensional set of recursive equations for these quantities.
Lemma VI.1. Assume that the temperature T > 0. Then, for the probability distributions
, the expectations E p ( σ x ) are the same for all the vertices x belonging to the sphere W m . Those expectations E m satisfy, in case of degree k = 2 and for m = 1, ..., n, the recursive equations
with
and E n+1 = +1. For the probability distributions µ n,T,J(p) − the same results holds true with
Proof. In case of degree k = 2, the formula (17) gives:
where y and z are the successors of the site x. Observe that at the beginning level of recursion m = n + 1 the quantities σ x are merely the boundary conditions. Take the boundary condition ω = +1 in which case σ x = +1 for all x ∈ W n+1 .
Then, in the first step of recursion, that is for the boundary sites x ∈ W n , the formula (21) reads:
J xy and J xz . Remembering that those random variables are independent, take value 1 with probability 1 − p and take value −1 with probability p, we get that these expectations at the level n are given by E n = P(J xy = 1)P(J xz = 1) 2θ 1 + θ 2 − P(J xy = −1)P(J xz = −1)
Note that we used here that θ 2 < 1, which excludes the zero temperature case; that can be treated separately however, as is done in [2] .
Furthermore, it is obvious that E( σ x ) are the same for all the sites x belonging to the sphere W n . Notice also that all moments E( σ x p ) at that level n are the same.
Let us next consider the second step of the recursion. In this step for a site x ∈ W n−1
we know that the expectation of the magnetization of its successors are given by the above formula. Therefore for the sites x ∈ W n −1 the recursion (21) reads:
By taking in the above equation the expectation over the random variables J xy and J xz and using again that J xy and J xz are independent, we get
For the next steps of recursion we proceed analogously to obtain the recursion formula (19).
Let us then turn to the
Proof of Proposition IV.1
The function F in Lemma VI.1 giving the recursion of expectations of our process has the following properties. It is an odd and increasing function, concave for positive E, and convex for negative E. In addition, it has the slope
at the origin, and takes finite values at E = ±1.
When kθ(1−2p) < 1, E = 0 is the unique solution of the equation E = F (E). Under this condition, the recursion leads to that solution so that the half-tree magnetization vanishes.
Whenever kθ(1 − 2p) > 1, the equation E = F (E) has two stable fixed points and the unstable solution 0. Under this condition, the recursion leads obviously to the positive solution if we start with the boundary condition ω = +1 and to the negative one if we take ω = −1.
As a consequence we get that in the limit n → ∞ the expectations of half-tree magnetization at the root goes to the positive or negative solution according to the choice of the boundary conditions to be +1 or −1. Fig. 3 shows a plot of the solution E of the fixed
To compute these expectations on the full tree is easy. Look at the neighbors of the root, say y, z, t. We have by recursion
where σ y = σ y = σ y = E 1 are the expectations of the half tree magnetization at the level 1. Here we used the equation
It is obvious that expectation E( σ 0 ) will behave in the limit n → ∞ as the expectations of the half tree magnetization. It is easy to understand that this holds also true for any site provided we proceed as described above. Namely consider a very large box of size n and compute the local magnetization for the sites far away from the boundary, i.e. inside a box r. Then, take first the limit when n → ∞ and after that take the limit r → ∞.
B. The second moment: Edwards-Anderson parameter.
Consider again the spheres defined in (7), W m , m = 0, 1, . . . , n + 1, entering in the recursion (17).
The following lemma says that the expectations with respect to the random variables J xy of the square of half-tree magnetization depends only on the level m. It provides, denoting by D m these expectations, a one-dimensional recursive equation for these quantities.
Lemma VI.2. Assume that the temperature T = 1/β is positive, then for the probability distributions µ n,T,J(p) ω , the expectations E p ( σ x 2 ) are the same for all the vertices x belonging to the level m. These expectations D m satisfy, in case of degree k = 2 and for m = 1, ..., n, the recursive equations
and the E m are given by the recursive equations (19) of Lemma VI.1.
Proof. Recall that at the level m = n + 1 the quantities σ x are the boundary conditions so that
for all sites belonging to the sphere W n+1 .
In the first step of recursion, that is for the boundary sites x ∈ W n , we know by (21) that at this level:
in case ω = +1. Therefore
By taking the expectation over the random variables J xy and J xz we get:
Here we used (as in the proof of Lemma VI.1) that the temperature is positive (θ 2 < 1).
Let us next consider the second step of the recursion. From the formula (21), giving the recursion of half tree magnetization, we have:
But we know in this second step that for the successors y and z of the site x:
and σ y = σ y = E n Therefore, the above formula (32) reads:
Let us then compute for the sites x ∈ W n−1 the expectations E( σ x 2 ) over the random variables J xy and J xz :
The next steps of recursion proceed analogously. The above arguments immediately apply in case ω = −1
Proof of Proposition IV.2
1. From Proposition IV.1, we know that when T ≥ T SG (p), the first moment vanishes.
Therefore the recursion equation for the second moment will reduce to
The function G(D, 0) has the following properties. It is increasing and concave, has the slope kθ 2 at the origin, and takes finite values at D = 1. 
Equation D = G(D, E ) is a quintic polynomial in D whose solutions can be expressed in terms of special functions, see e.g. [8] . These expressions are too cumbersome to be included
here. See Fig. 4 for a picture of the solution when T ≤ T SG (p).
The complete expression for D is given by the union of the solutions for T ≤ T SG (p) and T ≥ T SG (p) along a separatrix (see Fig. 4 ). Note that the projection of this separatrix on the plane (p, T ) coincides with the involution curve T SG (p).
VII. GENERAL DEGREE REMARKS
So far we treated the case k = 2. For the general case and concerning the expectation of magnetization, we can use the formula tanh(a 1 + · · · + a k ) = 
Here, y 1 , . . . , y k denote the successors of the vertex x.
We can next perform the expectations over the random variables J xy 1 , . . . , J xy k to get that the function F (E) has the following properties:
1. F (E) is an odd function.
2. F (E) is concave for positive E and convex for negative E.
Indeed, there is no need to write down a formula for F (E) to catch the two above properties.
However, in this straightforward computation, we still have to assume the condition θ 2 < 1 which excludes the zero temperature case.
Next, we want to know the slope of that function at the origin. Here, it is easy to realize
