We propose a new approach to study the long time dynamics of the wave kinetic equation in the statistical description of acoustic turbulence. The approach is based on rewriting the discrete version of the wave kinetic equation in the form of a chemical reaction network, then employing techniques used to study the Global Attractor Conjecture to investigate the long time dynamics of the newly obtained chemical system. We show that the solution of the chemical system converges to an equilibrium exponentially in time. In addition, a resonance broadening modification of the acoustic wave kinetic equation is also studied with the same technique. For the near-resonance equation, if the resonance broadening frequency is larger than a threshold, the solution of the system goes to infinity as time evolves.
Introduction
Describing the behavior of a spatially homogeneous field of random, weakly interacting dispersive waves, the theory of wave turbulence has been very successful in explaining the processes of spectral energy transfer in several areas of modern science, such as oceanography, plasmas, planetary waves, acoustic turbulence etc. (cf. [62] ). The central ingredient of the theory is the derivation of the kinetic-wave equations, which describe the spectral energy transfer via n-wave resonant processes, and which are in one to one correspondence with the spectral moments [42] . Without making a priori assumptions on the statistics of the processes, these equations are closed. An important feature of these equations is that their exact equilibrium solutions have constant spectral fluxes of one of the conserved energy densities and the number density.
The derivation of kinetic equations to describe how weakly interacting waves share their energies in anharmonic crystal lattices in solid state physics go back to Peierls, in the early 30's [46, 45] . Indeed, to our knowledge, Peirels' model is the first wave turbulence kinetic equation derived. The modern theory has been then developed based on the pioneering works of Hasselmann [31] , Benney and Saffmann [8] , Kadomtsev [37] , Zakharov [62] , Benney and Newell [7] . A great breakthough in the theory is the discovery of the Zakharov-Kolmogorov solution [60, 61] by using the scaling symmetries of the dispersion relation and the coupling coefficient via the Zakharov transformation [60, 61, 62] .
In [39] , the authors develop expressions for the nonlinear wave damping and frequency correction of a field of random, spatially homogeneous, acoustic waves. They derived the 3-wave kinetic equation of acoustic waves, describing the evolution of the density distribution function f of the waves, in which the distribution f (t, p) is a function of time t and wave number p. If we denote f 1 = f (t, p 1 ), f 2 = f (t, p 2 ), f 3 = f (t, p 3 ), then f 1 satisfies
where
]dp 2 dp 3 − 2
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(1.
2) The collision kernels V p 1 ,p 2 ,p 3 ≥ 0 are radially symmetric, and symmetric with respect to the permutation of p 1 , p 2 , p 3 ,:
where |p| denotes the length of the vector p, and λ is a positive constant that we can assume without loss of generality to be 1. In the case of acoustic waves, the dispersion relation ω p = ω(p) is given by the phonon dispersion law:
In this paper, besides the exact resonance equation (1.1), we also consider the following near-resonance turbulence kinetic equation for acoustic waves
(1.5)
Indeed, equation (1.1) has an explicit expression for the Kolmogorov-type spectrum of acoustic turbulence which is just a stationary solution of the equation (cf. [39] ). Such a solution has not been found for the resonance broadening equation (1.4) . In the current paper, we are interested in a different mathematical question on the time-dependent solutions rather than the stationary solution.
In general, the 3-wave kinetic equation plays an important role in the theory of weak turbulence, and has been rigorously studied in [43] for capillary waves, in [19, 1, 24, 14] for the phonon interactions in anharmonic crystal lattices, in [57] for acoustic waves, and in [24] for stratified flows in the ocean.
It is the goal of our work to make the connection between equations (1.1), (1.4) and chemical reaction systems. Understanding the qualitative behavior of deterministically modeled chemical reaction systems has been a subject of great interests during the past four decades [59] . The main questions include the existence of positive equilibria, stability properties of equilibria, and the non-extinction, or persistence, of species [22, 23, 33, 2, 4, 28, 5, 3, 16, 59] . Used to describe an important class of chemical kinetics, toric dynamical systems or complex-balanced systems (cf. [16, 34] ) are among the most important models in chemical reaction network. First introduced by Boltzmann [10] for modeling collisions in kinetic gas theory, the complex-balanced condition was used by Horn and Jackson [34, 32, 21, 30, 59 ] to show that a complex-balanced system has a unique locally stable equilibrium within each linear invariant subspace. Later on, the name "toric dynamical system" was proposed in [16] to underline the tight connection to the algebraic study of toric varieties. The Global Attractor Conjecture, the most important problem for toric dynamic systems, states that the complex balanced equilibrium of each system is also a globally attracting point within each linear invariant subspace. The Global Attractor Conjecture has been proved in [18] for small dimensional systems, and a solution has been proposed in [15] for the general case.
In this paper, we discover, for the first time, the connection between the wave kinetic equation (1.1) and chemical reaction networks. We prove that the discrete version of (1.1) can be associated with a chemical reaction network which takes the form
and will be described in detail in Section 2.3. As a consequence, techniques that have been used to study the Global Attractor Conjecture in chemical reaction network theory can be applied to study the long time behavior of the wave kinetic equation (1.1). We prove that as time evolves, the solution of the discrete version of (1.1) converges to a steady state exponentially in time.
The Dirac-delta functions in (1.1) imply that the spectral energy transfer occurs on the resonant manifold, which is a set of wave vectors p, p 1 , p 2 satisfying
However, in related systems, it is shown that exact resonances with ω p = ω p 1 + ω p 2 do not capture some important physical effects ( [29, 27, 47, 6, 58] ). Therefore one needs to include more physics by adding near-resonant interactions (cf. [41, 9, 13, 38, 40, 39, 52, 35, 38, 51, 52, 53, 54] ), which satisfy
where Λ is the resonance broadening frequency.
By extending the chemical reaction network approach used to study the discrete versions of (1.1) and (1.4), we prove that:
• There exists a positive constant Λ 0 such that when 0 ≤ Λ < Λ 0 , the solution of the discrete version of (1.4) converges to an unique equilibrium exponential having the form |p| −1 in time, similar to the exact resonance case, which is the same as the equilibrium solution of the exact resonance case. Note that when Λ = 0 the equation (1.4) becomes (1.1).
• There exists a positive constant Λ 1 such that when Λ ≥ Λ 1 , the solution of the discrete version of (1.4) exits any compact set as t tends to infinity.
Besides the 3-wave kinetic equation, the rigorous study of 4-wave kinetic equation is a very important subject (see [20, 12, 11, 25, 26] and references therein). Finally, we note that wave-turbulence kinetic equations have very similar form with the quantum Boltzmann equations, used to describe the evolution of diluted bose gases at high and low temperature. We refer to the book [48] or the papers [56, 55, 44, 36, 50, 49] and the references therein for more discussions on the latter topic.
The plan of our paper is the following:
• In section 2, we show that the discrete version of equation (1.1) can be rewritten as a chemical reaction network. By using an approach inspired by the theory of toric dynamical system, we prove in Theorem 2.1 that the solution of the discrete version of (1.1) converges to the equilibrium exponentially in time.
• In section 3, we generalize Theorem 2.1 to the near resonance case (1.4). We prove that depending on the resonance broadening frequency Λ, the solution of the discrete version of the equation may converge to the equilibrium exponentially or go to infinity as time evolves.
2 A reaction network approach to the exact resonance equation
The dynamical system associated with the exact resonance equation
Let us consider the discrete version of (1.1), which is described below.
Let L R denote the lattice of integer points
The discrete version of the quantum Boltzmann equation (1.1) readṡ
Decoupling the exact resonance equation
Observe that when p 1 = 0, V p 1 ,p 2 ,p 3 is also 0, and therefore,
which implies that f 0 (t) is a constant for all t ≥ 0. Moreover, f p 1 does not depend on f 0 for all p 1 = 0. Therefore, without loss of generality, we can suppose that f 0 (0) = 0, which leads to f 0 (t) = 0 for all t.
Taking into account the fact ω(p) = c|p|, note that if p 1 , p 2 , p 3 ∈ L R are different from 0, and for p 3 = p 1 + p 2 and |p 3 | = |p 1 | + |p 2 | (like in the second sum of (2.1)), then p 1 , p 2 , p 3 must be collinear and on the same side of the origin. Therefore, we infer that there exists a vector P and
Since L R is bounded, it follows that k 1 , k 2 , k 3 belong to a finite set of integer indices I = {1, . . . , I}. Arguing similarly for the first sum in (2.1), we deduce that (2.1) is equivalent to the following system for k 1 
Note that the system of equations (2.3) shows a decoupling of the system of equations (2.1) along a ray {kP 0 } with k > 0 (see Figure 1) . As a consequence, it is sufficient to study the system of equations (2.3) for a fixed value of P 0 , instead of the system of equations (2.1).
If we denote f k 1 P 0 by f k 1 (with k 1 ∈ I) and V 12
, with an abuse of notation, we obtain the following new system for the ray {k 1 P 0 |k 1 > 0}:
The conservation of energy then follows 5) or equivalently
These conservation relations also follow easily from the rewriting of equations (2.4) as a mass-action system, as described in the next section. Also by abuse of notation, we denote this discrete version of Q by
(2.7)
The chemical reaction network associated with the exact resonance equation
For X ∈ R n >0 and α ∈ R n ≥0 , we denote by X α the monomial Π n i=1 X α i i . Definition 2.1 Consider a chemical reaction of the form
where V is a positive parameter, called reaction rate constant. Then the mass-action dynamical system generated by this reaction iṡ
8)
is the concentration of the chemical species A i . For the case of a network that contains several reactions
for 1 ≤ j ≤ m, its associated mass-action dynamical system is given bẏ
In this section, we will show that the system (2.4) has the form (2.9) for a well-chosen set of reactions. We will derive the system (2.4) from the network of chemical reactions of the form:
If we denote by F k the concentration of the species X k , we will show that, for appropriate choices of the reaction rate constants in (2.10) and (2.11), the differential equations satisfied by F k according the mass-action kinetics are exactly the same as (2.4).
In order to describe the connection between the mass-action system given by reactions of the form (2.10)-(2.11) and our system (2.4), we need to consider several cases. 13) and for the reaction (2.12)-(2.13), we choose the reaction rate constants of the three reactions
For example, consider the reaction (2.12): in this reaction, A k 1 is created from A k 2 + A k 3 with the rate 2V
Therefore, the rate of change of the species A k 1 due to this reaction is 2V
For the reaction (2.13), A k 1 is lost with the rate
Therefore the rate of change of the species A k 1 due to this reaction is
By exchanging the roles of A k 2 and A k 3 in (2.13), we obtain the rate
. Therefore, the total rate of change of A k 1 due to the reactions in (2.12)-(2.13) is
(2.14)
, we obtain 2k 2 = k 1 , k 1 , k 2 ∈ I, and we consider
We choose the reaction rate constant of 2A k 2 → A k 1 to be V k 1 ,k 2 ,k 3 . Also, we choose the reaction rate constant of . The rate of change of the species
. For the second reaction (2.16): A k 1 is lost with the rate −2V k 1 ,k 2 ,k 2 F k 2 F k 1 to create 3A k 2 . As a result, the rate of change of A k 1 due to the reactions (2.15)-(2.16) is
In order to compute the total rate of change of A k 1 , we need the combination of (2.12)-(2.13), (2.15)-(2.16) and 19) which, by (2.14), (2.17), implieṡ 20) which can be written aṡ
(2.21) Equation (2.21) shows that the system of differential equations satisfied by the concentrations F k is exactly the same as the system of differential equations (2.4) satisfied by the densities f k .
A Lyapunov function inspired by the associated reaction network
The observation above is very interesting because it shows a very strong connection between our system (2.4) and the reaction network model (2.10)-(2.11). As a consequence, the techniques developed to study the Global Attractor Conjecture [15] in reaction network theory can be applied to study (2.4) . One of the key ingredients in proving the convergence to global attractors of detailed balanced or complex balanced reaction network models is that these networks have a specific type of Lyapunov functions. Then our system of interest (2.4) may also have a similar Lyapunov function. By using a change of variable similar to the approach in [14] , we can create a global Lyapunov function (related to Boltzmann's original H-theorem calculations), as follows.
To illustrate this idea in a very simple way, we select in the system above three values k 1 , k 2 , k 3 such that k 1 + k 2 = k 3 , and suppose V k 1 ,k 2 ,k 3 = 1. Then this simplified "subsystem" can be rewritten as
which can be developed into
Consider the change of variables
then we have 1
We then get
(2.24) By following the approach in [14] , we construct a Lyapunov function for the system in variables G k given by
which, when translated back into the F k coordinates has a very simple form:
In the next section, we will see that this construction does indeed give rise to a global strict Lyapunov function for our (full) dynamical system of interest. 
Convergence to equilibrium
Moreover, the solution f (t) of (2.1) converges to f * exponentially fast, in the following sense: there exist positive constants C 1 , C 2 such that
Proof By using the decoupling and the change of variables discussed in the previous sections, for each ray {kP 0 } k≥1 , we can reduce the study of f to F , which satisfies (2.21).
Step 1: The Lyapunov function. We define the function
and we will show that L is a Lyapunov function for (2.21). Indeed, we have 26) which implies thaṫ 27) where 28) in which the number 1 stands for the k-th coordinate. In this case the vector β − α in (2.8) takes the form e k − e k 1 − e k 2 . Also, note that the above inequality is strict unless 29) for all k = k 1 + k 2 . Equation (2.29) implies that at equilibrium F * k = 1 ρk , for some positive constant ρ. By the conservation relation
we deduce that ρ is unique, i.e.,
is the only equilibrium point that satisfies the same conservation relation as the initial condition.
Step 2: Differential inclusions and persistence.
Since the Lyapunov function L is infinite on the boundary, we conclude that the system is persistent. Therefore, by using the existence of the globally defined strict Lyapunov function L, and the LaSalle invariance principle, it follows that all trajectories converge to the unique positive equilibrium F * that we discussed in Step 1.
Step 3: Exponential rate of convergence.
Despite the fact that the system (2.12)-(2.13) is irreversible, in this step, we will use methods that work well for reversible systems. The reason is that (2.12)-(2.13) can be regarded as a reversible system for the reaction A k 1 + A k 2 ↔ A k 3 , but with reaction rate functions different from mass action kinetics.
We introduce a change of variables that will help us to investigate the dynamics of the system
and
The system (2.21) is converted intȯ
(2.31) Suppose that G represents the column vector (G 1 , . . . , G I ) T . Let us also denote by A k , with an abuse of notation, the vector 
in which the only element that different from 0 is the k-th one.
Also, for k 1 = k 2 , we denote
Otherwise, if k 1 = k 2 , we denote
Using these notations, the system (2.31) could be rewritten as:
Equivalently, we can also writė
where y ↔ y belongs to the set of reversible reactions
Following [17] , we compute the Jacobian of S at the equilibrium point G * , applied to an arbitrary vector δ = 0 that belongs to the span of the vectors y − y 36) since V y↔y (G * ) y − V y↔y (G * ) y = 0 in which the inner product * is defined as
Now, we compute the Jacobian of R at the equilibrium point G * ,
where the second equality is due to the fact that since G * is an equilibrium we have that S(G * ) = 0. Since
is a diagonal matrix and J := Jac(S(G * )) is negative definite, then D 1/2 JD 1/2 is also negative definite with respect to this inner product. Since
it follows that D 1/2 JD 1/2 and DJ have the same eigenvectors, so DJ is negative definite. In other words, Jac(R(G * )) is negative definite. The exponential rate of convergence
then follows from the fact that the Jacobian above is negative definite. This leads to the conclusion of the theorem.
Remark 2.1 In the proof above we could have used the Lyapunov function 38) and all the computations remain the same.
3 A reaction network approach to the near resonance equation 3.1 The dynamical system associated to the near resonance equation
Similar as in Section 2, let us consider the discrete version of (1.4), which is described below.
The discrete version of the near-resonance equation (1.4) readṡ
Since L R contains a finite number of grid points, then there exists a positive number Λ * satisfying Λ * = min
See Figure 1 for a geometric illustration of the construction of Λ * . The red triangle in Figure 1 shows an example of a triple (p 1 , p 2 , p 3 ) such that we have
3.2 Convergence to equilibrium • If Λ < Λ * , where Λ * is defined in (3.2): For any positive initial condition, the solution
of the discrete wave turbulence equation (3.1) converges to an equilibrium state f * = (f * p ) p∈L R . For each ray {kP 0 } k≥1 there exists a positive constant ρ(P 0 ) such that if p = kP 0 then
Moreover, the solution f (t) of (3.1) converges to f * exponentially fast, in the following sense: there exist positive constants C 1 , C 2 such that
The reason for (3.4) to hold is that when Λ < Λ * , the resonance broadening equation becomes the exact resonance one.
• If 2Λ * ≤ Λ, where Λ * is defined in (3.3): For any positive initial condition, the solution f (t) = (f p (t)) p∈L R of the discrete wave turbulence equation (3.1) exits any compact set K ⊂ (0, ∞) |L R | as t tends to infinity, and moreover we have lim inf t→∞ ||f (t)|| = ∞.
Proof
and we will show that L is a Lyapunov function for (3.1). Similar as the proof of Theorem 3.1, we also haveḟ
Note that the above inequality is strict unless
for all p 1 = p 2 + p 3 and ||p 2 | + |p 3 | − |p 1 || ≤ Λ.
Step 2: The two cases of Λ. Case 1: Λ < Λ * . Since Λ < Λ * , the system p 1 = p 2 + p 3 and ||p 2 | + |p 3 | − |p 1 || ≤ Λ < Λ * becomes exactly the system p 1 = p 2 + p 3 and ||p 2 | + |p 3 | − |p 1 || = 0. Therefore, equation (3.7) implies that at equilibrium f * k = ρk, for some positive constant ρ. By the conservation relation we deduce that ρ is unique and f * is the only equilibrium point that satisfies the same conservation relation as the initial condition. The same argument as in Theorem 2.1 can be applied and the conclusion of Theorem 3.1 follows.
Fp . The equilibrium set of (3.6) satisfies the following system of linear equations.
for all p 1 = p 2 + p 3 and ||p 2 | + |p 3 | − |p 1 || ≤ Λ. We will show that the system (3.8) has no solution by contradiction. The system (3.8) contains the exact resonance one as a subsystem
for all p 1 = p 2 + p 3 and ||p 2 | + |p 3 | − |p 1 || = 0. For each ray p, we denote by e p the closet point of L R to the origin on this ray. Suppose that p is chosen such that |e p | = Λ * . Let us consider all of the points of L R , which is a set of the form {e p , 2e q , 3e q , · · · , Je q }. On this set, the exact resonance equation (3.9) is the classical one Z (i+j)ep = Z iep + Z jep and has a unique solution
where λ is a positive constant.
By a similar argument, let us consider the ray −e p ; then −e p is also the closest point of L R to the origin on this ray. Thus, we know
where λ is a positive constant, for all q on the ray of −e p .
Consider the vectors p 1 = 3e p , p 2 = 4e p and p 3 = −e p , then p 1 = p 2 + p 3 and ||p 2 | + |p 3 | − |p 1 || = 2Λ * ≤ Λ. Therefore for these choices
which is equivalent to λ3|e p | = λ4|e p | + λ |e p |.
This leads to a contradiction. Since the system (3.8) has no solution, for any compact set K ⊂ (0, ∞) |L R | , there exists ∆ K > 0 such thaṫ Note that the set {x ∈ (0, ∞)
is a level set of the Lyapunov function L(f ) (see also Remark 3.1 below). Consider now a solution f (t) of equation (3.1) and some ε 0 > 0 such that for f 0 = f (0) we have p∈L R f 0 p > ε 0 . Then, since f (t) must exit the compact set given by (3.11) for any M > 0, and the Lyapunov function property prevents it from exiting through the boundary of the form (3.12), it follows that lim inf t→∞ ||f (t)|| = ∞. and all the computations remain the same.
Perspectives
The explicit expression for the Kolmogorov-type spectrum of acoustic turbulence of equation (1.1) is (cf. [39] )
An open question is if this is also a spectrum of the discrete system. In our work, we prove that |p| −1 is a global attractor for the discrete system. In a future work, we will try to compare these two solutions. We suspect that it may be not possible to find a Lyapunov function for |p| −3/2 despite the fact that it is possible to find a Lyapunov function for |p| −1 , as shown above. Moreover, we will also plan to study the behavior of the system when Λ * ≤ Λ ≤ 2Λ * .
