Abstract. We consider an important class of derivative contracts written on multiple assets (so-called spread options) which are traded on a wide range of financial markets. The present paper introduces a new approximation method of density functions arising in high-dimensional basket options which is based on applications of generalised Nyquist-Whitakker-Kotel'nikov-Shannon theorem we established. It is shown that the method of approximation we propose has an exponential rate of convergence in various situations.
introduction
Consider a frictionless market with no arbitrage opportunities with a constant riskless interest rate r > 0. Let S 1,t and S 2,t , t ≥ 0, be two asset price processes. Consider a European call option on the price spread S 1,T − S 2,T . The common spread option with maturity T > 0 and strike K ≥ 0 is the contract that pays (S 1,T − S 2,T − K) + at time T , where (a) + := max {a, 0}. There is a wide range of such options traded across different sectors of financial markets. For instance, the crack spread and crush spread options in the commodity markets [31] , [39] , credit spread options in the fixed income markets, index spread options in the equity markets [11] and the spark (fuel/electricity) spread options in the energy markets [9] , [34] .
Assuming the existence of a risk-neutral equivalent martingale measure we get the following pricing formula for the call value at time 0.
(1.1) V = V (S 1,0 , S 2,0 , T ) = e −rT E (S 1,T − S 2,T − K) + , where the expectation is taken with respect to the equivalent martingale measure.
There is an extensive literature on spread options and their applications. In particular, if K = 0 a spread option is the same as an option to exchange one asset for another. An explicit solution in this case has been obtained by Margrabe [27] . Margrabe's model assumes that S 1,t and S 2,t follow a geometric Brownian motion whose volatilities σ 1 and σ 2 do not need to be constant, but the volatility σ of S 1,t /S 2,t is a constant, σ = σ 2 1 + σ 2 2 − 2σ 1 σ 2 ρ , where ρ is the correlation coefficient of the Brownian motions S 1,t and S 2,t . Margrabe's formula states that
where N denotes the cumulative distribution for a standard Normal distribution,
and d 2 = d 1 − σT 1/2 . Unfortunately, in the case where K > 0 and S 1,t , S 2,t are geometric Brownian motions, no explicit pricing formula is known. In this case various approximation methods have been developed. There are three main approaches: Monte Carlo techniques which are most convenient for high-dimensional situation because the convergence is independent of the dimension, fast Fourier transform methods studied in [6] and PDEs. Observe that PDE based methods are suitable if the dimension of the PDE is low (see, e.g. [33] , [12] , [40] and [42] for more information). The usual PDE's approach is based on numerical approximation resulting in a large system of ordinary differential equations which can then be solved numerically.
Approximation formulas usually allow quick calculations. In particular, a popular among practitioners Kirk formula [19] gives a good approximation to the spread call (see also Carmona-Durrleman procedure [7] , [23] ). Various applications of fast Fourier transform have been considered in [8] and [24] .
It is well-known that Merton-Black-Scholes theory becomes much more efficient if additional stochastic factors are introduced. Consequently, it is important to consider a wider family of Lévy processes. Stable Lévy processes have been used first in this context by Mandelbrot [26] and Fama [17] .
From the 90th Lévy processes became very popular (see, e.g., [28] , [29] , [4] , [5] and references therein). Usually the reward function has a simple structure, hence the main problem in computation of integral (1.1) is to approximate well the respective density function. In the present article we develop a general method of approximation of density functions. This method is saturation free and can be applied in high-dimensional situation.
theoretical background
Let C(R n ) be the space of continuous functions on R n and L p (R n ) be the usual space of p-integrable functions equipped with the norm
.., y n ), and x, y be the usual scalar product in R n , i.e.,
For an integrable on R n function, i.e., f (x) ∈ L 1 (R n ) define its Fourier transform
and its formal inverse as
Remark that in the periodic case the most natural (and in many important cases optimal in the sense of the respective n-widths) method to approximate sets of smooth functions is to use trigonometric approximations.
In the case of approximation on the whole real line R the role of subspaces of trigonometric polynomials play functions from the Wiener spaces W σ (R), i.e., entire functions from L 2 (R) whose Fourier transform has support [−σ, σ]. Such functions have an exponential type σ > 0. Remind that an entire function f (z) defined on the complex plane C can be represented as
Then for some constant M > 0 we have
We say that a function f (z) defined on the complex plane C is of exponential type σ > 0 if there exists a constant M such that for any θ ∈ [0, 2π),
in the limit of r → ∞. The key role here plays the classical Paley-Wiener theorem which relates decay properties of a function at infinity with analyticity of its Fourier transform. It makes use of the holomorphic Fourier transform defined on the space of square-integrable functions on R.
is an entire function of exponential type σ as defined in (2.1) .
Remark that entire functions of exponential type σ as an apparatus of approximation was first considered by Bernstein [1] .
In the n-dimensional settings we use entire functions f (z) : C n −→ C of n variables z = (z 1,···, z n ) ∈ C n which satisfy the condition
where M is a fixed constant. Here σ : = (σ 1 , · · ·, σ n ) is the exponential type of f (z) . To justify an inversion formula we will need Planchrel's theorem (see, e.g., [10] ).
Theorem 2. (Plancherel) The Fourier transform is a linear continuous operator from
The inverse Fourier transform, F −1 , can be obtained by letting
3. λ-deformation of entire basis functions of exponential type
In this section we discuss a multidimensional generalisation of a well-known Nyquist-Whitekker-Kotel'nikov-Shannon theorem which explains why Wiener spaces W σ (R) are so important. Observe that Nyquist-Whitekker-Kotel'nikov-Shannon theorem has its roots in the Information Theory first developed by Shannon [36] , [37] , [38] . There are various extensions of the mention above theorem to a more general sets of lattice points in R n [30] . However, these results are aside of our main line of research. In particular, almost uniformly distributed lattice points in R n can be used to reproduce trigonometric polynomials just with the spectrum inside a properly scaled symmetric hyperbolic cross [21] , [20] , [22] . Unfortunately, characteristic exponents of density functions which correspond to a jump-diffusion process, which can be used in pricing formulas, should admit an analytic extension into a proper domain to guarantee the existence of the pricing integral. The shape of such characteristic exponents is quite far from the hyperbolic cross. Hence, number theoretic lattice points can not be effective in such situations. The problem of constructing of lattice points which will reproduce trigonometric polynomials inside the respective domain which corresponds to the shape of a given characteristic exponent is a deep problem of Geometry of Numbers which remains unsolved.
Consider several examples of characteristic functions which illustrate this situation.
Example 2. Consider a three factor stochastic volatility model [8] which is defined as
where dW 1 , dW 2 and dW υ have correlations
X t = (log S 1,t , log S 2,t ) and υ t is the squared volatility. The characteristic function has the form
where [8] , p.16:
Let us fix parameters as in
Example 3. Following [25] consider the V G process. The Lévy measure in this case is
where
The characteristic function has the form
Observe that all three examples show high concentration of characteristic functions around the origin.
Consider a general case now. Let a be a fixed positive vector in
n ) be a diagonal matrix generated by a. Consider the set of points in R n .
where m T means transpose of m. Observe that
for any fixed m ∈ Z n . Let
Denote by W a (R n ) the space of functions f ∈ L 2 (R n ) such that supp Ff ⊂ Q a . Let C (C n ) and C(R n ) be the spaces of continuous functions on C n and R n respectively. We construct a family of linear operators P λ a ,
The sign "+" means the Minkowski sum of two vector spaces C(R n ) and iC(R n ) endowed with the induced topology of
Observe that instead of Q a we can take any neighborhood of 0 ∈ R n . Using Plancherel's theorem we find that
Applying Plancherel's theorem again we get
Changing the index of summation and simplifying we get
Consider a particular form of λ-deformation. Let
Proof.
Observe that the function
is π/a-periodic. Consequently
Clearly, 2 sup 
Another example of λ-deformation is given by the function
Clearly, Fourier transform of φ (x) is an entire function of type 1 since
. Applying the method of saddle point it is possible to show that
and the norm of the interpolation operator can be bounded as
approximation of density functions
Consider the set A ∞,δ U M of analytic functions f (z) = u (x, y) + iv (x, y) , z = x + iv in the strip |Im z| ≤ δ such that |u (x, y)| ≤ M for any z ∈ {z| |Im z| ≤ δ} and f (x) ∈ R for any x ∈ R. It is known (see, [41] , p. 150) that for almost all x there are limits lim
and such functions can be represented in the form
where |g (x)| ≤ M. Conversely, since the function (cosh (π (x − iy) /2δ)) −1 is analytic in the strip |y| < δ, x ∈ R and Re cosh π (z − x) 2δ
is analytic in the strip |y| < δ, x ∈ R and |Re f (x + iy)| ≤ M if ess sup |g (x)| ≤ M . Observe that the function
is not bounded in the strip {z|z = x + iy, |y| < δ, x ∈ R} . It means that the set of functions A ∞,δ M which are bounded and analytically extendable into the same strip is a proper subset of A ∞,δ U M . Similarly, in the multidimensional settings, the set A ∞,δ U M, δ = (δ 1 , · · ·, δ n ) of functions f (z) , z = (z 1 , · · ·, z n ) ∈ C n which are analytically extendable into the tube Ω (δ) :
and such that |Re f (z)| ≤ M , admits representation
and
be the best approximation of f (z) by the space
be the best approximation of the function class
is of exponential type a = (a 1 , · · ·, a n ) .
Proof. It follows from the definition that it is sufficient to show that
for some absolute constant M l and fixed x k , k = l. Expanding ϑ a l (x l − y l ) , 1 ≤ l ≤ n into the power series with respect to x k we get
Applying Bernstein's inequality [41] p.230
which is valid for any entire function ϑ a (y) of exponential type a, we get
It means that ̺ a (x) is of exponential type a.
Lemma 3.
where K is defined by (4.1), |g| ≤ M , g ∈ L 1 (R n )and
Proof. We prove Lemma just in the case p = ∞. The case p = 1 follows in the similar way. It is easy to check that ϑ a k (x k ) is a function of exponential type a k and
. Consider the set of functions K * g, where |g| ≤ M and g 1 ≤ L. Assume that ϑ a ∈ L 2 (R n ). In this case,
Hence, by Lemma 2, (ϑ a * g) ∈ W a (R n ) and
Observe that for any complex numbers ρ 1,m and ρ 2,m , 1 ≤ m ≤ n we have It easy to check that (4.4) sup
Comparing (4.2) -(4.5) we get
It is known (see, e.g. [41] , p. 320) that for sufficiently large a k ,
Observe that
Hence,
Lemma 4. Let B (R n ) be the set of bounded measurable functions on R n then for any density function p t ∈B (R n ) we have
Proof. The symmetric rearrangement of a measurable set A ∈ R n is defined as
where ω n is the volume of the unit ball in R n . The symmetric rearrangement f ∼ of a measurable function f ≥ 0 is defined as
Hence for any 1 ≤ q < ∞ we get
Lemma 5. In our notations
Proof. Since for any ρ a ∈ W a (R n ) we have
then applying Lemma 3 and Corollary 1 we get
Lemma 6. Assume that the characteristic function Φ (x,t) := exp (−tψ (x)) admits an analytic extension into the tube Ω (δ) and
Proof. Since the characteristic function Φ (x,t) := exp (−tψ (x)) admits an analytic extension into the tube Ω (δ) and
and applying Caychy's theorem we get
where α ∞ < δ ∞ . Hence
Similarly,
It means that
and admits an analytic extension into the tube Ω (δ). Let
at the points z m = Am T , m ∈ Z n . Then
where A ⊂ R n is such that
and, in our notations,
Proof. Applying Lemma 6 we get
where C is some absolute constant.
Hence for any ε > 0 there is such A := A ε that
Finally, we apply Lemma 5.
Observe that a similar estimate can be obtained in the case p T (·) − p * T,a (·) ∞ . Finally, examples 1-3 show that the function Ξ (πA · ,T ) is rapidly decaying. Consequently, we can effectively truncate the Fourier series in the representation of p * T,a (·) to reduce significantly the number of point evaluation.
Appendix. characteristic exponents and density functions
Let (Ω, F , P)be a probability space. Let B (R n )be the collection of all Borel sets on R n which is the σ−algebra generated by all open sets in R n ,i.e., the smallest σ−algebra that contains all open sets in R n .A real valued function is called measurable (Borel measurable) if it is B (R n )measurable. A mapping X :Ω−→ R n is an R n −valued random variable if it is F -measurable, i.e., for any B ∈ B (R n )we have {ω|X(ω) ∈ B} ∈ F .A stochastic process X = {X t } t∈R+ is a one-parametric family of random variables on a common probability space (Ω, F , P). The trajectory of the process X is a map
, where ω ∈ Ω and X t = (X 1t , · · ·, X nt ). X = {X t } t∈R+ is called a Lévy process (process with stationary independent increments) if
(1) The random variables X t0 , X t1 − X t0 , · · · , X tm − X tm−1 , for any 0 ≤ t 0 < t 1 < · · · < t m and m ∈ N are independent (independent increment property). Consider the set L of Lévy process X = {X t } t∈R+ on a probability space (Ω, F , P). For a finite measure µ on R n (i.e., if µ (R n ) < ∞) we define its Fourier transform as µ (y) = Fµ (y) = It is known that if µ is infinitely divisible then there exists a unique continuous function φ : R n → C such that φ (0) = 0 and e φ(y) = µ (y) . Hence, the characteristic function of the distribution of X t of any Lévy process can be represented in the form E [exp ( ix, X t )] = e −tψ(x) , where x ∈ R n , t ∈ R + and the function ψ (x) is uniquely determined. This function is called the characteristic exponent. Vice versa, a Lévy process X = {X t } t∈R+ is determined uniquely by its characteristic exponent ψ (x). In particular, density function p t can be expressed as (5.1) p t (·) = 1 (2π) n R n exp (i ·, x − tψ (x)) = F −1 (exp (−tψ (x))) (·) .
We say that a matrix A is nonnegative-definite (or positive-semidefinite) if x * , Ax ≥ 0 for all x ∈ C n (or for all x ∈ R for the real matrix), where x * is the conjugate transpose.
The key role in our analysis plays the following classical result known as the Lévy-Khintchine formula which gives a representation of characteristic functions of all infinitely divisible distributions. Hence µ (y) = e ψ(y) .
The density of Π is known as the Lévy density and A is the covariance matrix. In particular, if A = 0 (i.e. A = (a j,k ) 1≤j,k≤n , a j,k = 0) then the Lévy process is a pure non-Gaussian process and if Π = 0 the process is Gaussian.
We say that the Lévy process has bounded variation if its sample paths have bounded variation on every compact time interval. A Lévy process has bounded variation iff A = 0 and
