Abstract-As the amount of noisy, unorganized, linked data on the Internet increases dramatically, how to efficiently analyze such data becomes a challenging research problem. In this paper, we propose a framework, iOLAP, that offers functionalities for analyzing networked data from Internet, social networks, scientific paper citations, etc. We first identify four main data dimensions that are common in most of networked data, namely people, relation, content, and time. Motivated by the fact that various dimensions of data jointly affect each other, we propose a polyadic factorization approach to directly model all the dimensions simultaneously in a unified framework. We provide detailed theoretical analysis of the new modeling framework. In addition to the theoretical framework, we also present an efficient implementation of the algorithm that takes advantage of the sparseness of data and has time complexity linear in the number of data records in a dataset. We then apply the proposed models to analyzing the blogosphere and personalizing recommendation in paper citations. Extensive experimental studies showed that our framework is able to provide deep insights jointed obtained from various dimensions of networked data.
iOLAP: A Framework for Analyzing the Internet, Social Networks, and Other Networked Data engines only take good care of a small number of dominant websites, and mostly ignore the data in the long tail. However, long tail data also contain a lot of valuable information, such as grassroots opinions, sentiments, wisdom of crowds, etc. Such information is more valuable for the purpose of business intelligence, better decision making, and market strategies. We need new technologies to dig out such valuable information from the long tail data. In terms of technology development path, we see a lot of analogies between the database area and the Internet area. During the 1960s and 1970s, researchers focused on the development of relational database technologies to address the query and retrieval needs on structured data. However, people gradually recognized that query and retrieval do not cover data access needs from all kinds of users. Quite often, instead of retrieving a small subset of data, users want to know the overall picture, or want to visualize the distribution of the entire data set. This kind of abilities is more important for business intelligence, and decision making supports. Because of this, during the 1980s and 1990s, researchers developed database OLAP technologies to provide analysis, summarization and visualization tools on structured data.
We envision a similar technology evolution path in the Internet area. During the 1990s and 2000s, researchers focused on the development of internet search engines to address the query and retrieval needs on unorganized, linked data. Nowadays, there is an increasing need for OLAP-like technologies on unorganized data for business intelligence and decision making supports. However, there is no matured technology for this purpose in the market. Although in recent years we see many researchers and start-up companies developing various technologies for data analysis, summarizations, visualization, etc., in general all these research activities provide one or two specific analytic abilities using ad-hoc approaches. So far nobody is taking a systematic approach to accomplishing Internet OLAP.
B. Four Dimensions of Networked Data
Although networked data on the Web are usually unorganized, they are not totally unstructured. Most of these networked data share certain essential features. In our iOLAP framework, we have identified four such essential features that can serve as good descriptors of networked data and can answer commonly asked queries about networked data. These four features, for which we call the four dimensions, of networked data are
• People: the generators of social media, e.g., bloggers in the blogosphere and authors in a paper citation network; • Relation: the interrelationship among people, e.g., friendship in social networks and coauthorship in research communities;
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• Content: the media generated by people, e.g., blog and paper contents; • Time: the timestamps for the generation of contents and relations. Of course, one can argue that more dimensions could be used to describe networked data. For example, in many social networks, additional metadata such as tags (e.g., flickr.com) and trust scores (e.g., epinions.com) are available. However, on the one hand, we believe that these four dimensions have already captured most interesting information in networked data, and on the other hand, as will be shown later in this paper, our iOLAP framework can handle data with arbitrary number of dimensions and therefore can incorporate these additional metadata easily.
C. Polyadic Factor Model
With the four dimensions defined, we are able to put networked data into a multidimensional networked data cube and develop OLAP-type operations on the cube. However, some of the dimensions (such as content and relation) do not have counterparts in traditional relational databases, and therefore traditional OLAP techniques cannot be directly used to analyzing networked data cubes. To overcome this difficulty, as a core technique in our iOLAP framework, we develop a polyadic factorization method that decomposes a networked data cube into meaningful factors, where these factors together with their correlations are used as the basic units for the OLAP-type operations, such as roll-up and drill-down, in the iOLAP framework.
To analyze the networked data cube, an important and challenging issue is how to combine heterogeneous information from different dimensions. Various approaches have been proposed to tackle the challenge of analyzing multiple-dimension data. However, most existing research work adopts a two-step approach: first, only relationships between pairs of dimensions are analyzed; second, the obtained pairwise relationships are combined in certain ways. A main weak point of such a two-step approach is that it considers the relationships among different pairs of dimensions independently while in reality, different dimensions of polyadic data affect each other in a joint way.
There are some recent studies, such as [18] , [24] , and [25] , that combine the two steps mentioned above into a single-step process. The key idea of these studies is to use the same set of concepts to simultaneously capture all the pairwise relationships among different dimensions. These approaches are more accurate in modeling polyadic data, however they have two major weaknesses. First, they usually use a linear combination to fuse all pairwise relationships among different dimensions. Such a linear combination is somewhat ad hoc, which makes it difficult to find a good intuition behind the coefficients as well as a principled way to set the values of the coefficients. Second, they ignore valuable information on the higher-order (higher than pairwise) correlation among various dimensions of data. In this study, we propose a probabilistic factorization model for analyzing polyadic data in a coherent way.
D. Efficient Implementation
A key for the successful application of our framework is that the implementation of the framework should be scalable enough to handle real data, where data in real Internet and Blogosphere applications usually have extremely large size in each of the four dimensions. For example, in a blog dataset, the size of the content dimension is the size of the vocabulary used in the dataset and the size of the people dimension is the number of bloggers in the dataset. Fortunately, very often data in real applications are very sparse. For example, the keywords that a blogger uses are very limited and the links generated by a blogger usually only point to those pointing to the blogger's close friends. Based on this observation, we develop an efficient implementation of our polyadic factorization algorithm that takes advantage of the sparseness of data. This implementation has a provable time complexity that is linear (per iteration) in the number of data records in a dataset.
E. Paper Organization
The rest of the paper is organized as the following. In Section II, we describe the core of our iOLAP framework-the polyadic factor models-in detail. In Section III, we provide some details on efficient computation of the model parameters. In Section IV, we demonstrate the applications of the iOLAP framework in analyzing the blogosphere and in personalized recommendation. In Section V, we survey related work. Finally we give conclusions in Section VI.
II. CORE FOR THE iOLAP FRAMEWORK: POLYADIC FACTOR MODELS
In this section, we describe the theoretical framework of the core technique in our iOLAP framework-the polyadic factor model. First, the factor model based on a probabilistic polyadic factorization is presented. Then an interpretation using a nonnegative tensor factorization is given. Finally, the connection between the two is proved. For ease of discussion we show the cases of 3-D data in the rest of the paper, although our factor model can be defined on data with an arbitrary number of dimensions.
A. Notations
First, we introduce some mathematical notations that will be used in later sections. We denote scalars by lowercase letters (e.g., , , , ), vectors by lowercase letters in vector forms (e.g., , ), matrices by capital letters (e.g., , , ), and tensors by calligraphic letters (e.g., , , ). We reserve , , , ,
, to indicate the indices of tensors and matrices. We say a tensor is obtained from another tensor by a base transform if , which is denoted by
In such a transform, we refer to as a core tensor. The same notation applies to matrices where . The dot product between two tensors is denoted by Similar dot products are defined on matrices and vectors. For example, , where is the trace operator. The KL-divergence between and is defined as KL-divergence is defined on matrices and vectors in a similar fashion.
The element-wise product between two matrices and is denoted by with . Similarly, the element-wise division is denoted by with
. We easily extend element-wise product and division operations to tensors.
As the partial derivative of with respect to is independent to , we denote it by . That is, with , we have Similarly, we use , , and to indicate the partial derivatives of with respect to , , and , respectively. Note that
B. Probabilistic Polyadic Factor Model
We describe the probabilistic framework of our factor model by using a paper citation dataset, CiteSeer, as a running example where in the CiteSeer data, each data record is an author-keyword-reference triple. That is, each data record corresponds to an observation that an author, in an article on a specific keyword, cites a reference. Assume that the dataset contains distinct authors, distinct keywords, and distinct references. Furthermore, assume that there are latent factors (groups) of authors where each author belongs to these groups with different probabilities. Note that these latent factors are not explicit, i.e., they are hidden and need to be learned from training data. A random variable is used to represent the prior distribution for the latent factors of authors. Similarly, it is assumed that there are latent factors of keywords and latent factors of references, and random variables and are used to represent the prior distributions of these two sets of latent factors. It is worth noting that the cardinalities of , , and do not have to be identical. In the following discussion, , , and are used to represent the indices for author, keyword, and reference, respectively; , , and are used to represent the indices for the factors of author, keyword, and reference, respectively.
With these latent factors defined, the following generative model is used to model how each data record is generated. To generate a data record (i.e., an author-keyword-reference triple ), a factor for author, a factor for keyword, and a factor for reference are selected with probability . Then depending on the selected factors, an author is picked with probability , a keyword with probability , and a reference with probability . The assumption of this generative model is that the selections of author, keyword and reference are independent with each other, given the latent factors , , and have been chosen. In the following discussion, to avoid notational clutter, we write as , as , as , and as , respectively. Furthermore, it is assumed that the data records are generated following an identical independent distribution. By using to denoted the number of occurrences of triple in the data, the likelihood of observing the data is (1) Then to complete the generative model, the parameters are to be learned in order to maximize the above data likelihood, or equivalently, the logarithm of the data likelihood (2) where . It can be shown that the following EM algorithm can be used to compute the MLE parameters in our generative model (due to the space limit, we skip all proofs in this paper and refer interested readers to [4] for details):
This probabilistic polyadic factor model is related to the aspect model proposed by Hofmann et al. [15] . However, it is different from the aspect model in two ways. First, the aspect model is defined on dyadic data (matrices) while our factor model can handle polyadic data with arbitrary number of dimensions. Second, in the dyadic aspect model, there is a one-one mapping between the factors in the row space and the factors in the column space while in our model, such a one-one mapping is not enforced. Instead, in our factor model a joint probability, , is used to capture the correlation among factors in different dimensions. As a result, our factor model is more flexible and it allows many-to-many mapping between factors in different dimensions.
C. Model Based on Nonnegative Tensor Factorization
Now we connect the probabilistic polyadic factor model in the previous section with a nonnegative version of the Tucker tensor factorization. For this purpose, we reinterpret the generative model in a different way. Assume that each author is encoded with an -dimensional vector , where represents all nonnegative real numbers. Similarly, each keyword is encoded by and each reference by . In addition, is approximated by a function where belongs to a certain family of functions and denotes the Kronecker product. The objective is to find the best encoding, in terms of , , , and , that minimizes the following loss: 
Then, we can rewrite the objective function (8) in terms of tensor factorization. Data are first put into a data tensor where . Next, the vectors 's are concatenated to a matrix where the th row of is the transpose of . Similarly 's and 's are concatenated into matrices and . Furthermore, is folded into a tensor with , and we call the core tensor. After the concatenation and the folding, we have where , , and are the mode-1, mode-2, and mode-3 multiplications of the tensor by the matrices , , and , respectively. (Please refer to [5] for details about the terminologies.) Then the problem of best encoding becomes to find the best approximation, in terms of , , , and , that minimizes the following loss: (10) In addition, because of the scale-free issue (e.g., ), we add additional constraints that each column of , , and must sum to one. Equation (10) turns out to be a nonnegative version of the Tucker tensor decomposition [23] . By directly extending the algorithm given by Lee et al. [16] for solving the nonnegative matrix factorization problem, we have the following iterative update algorithm.
Theorem 1: For a given , we first define another tensor as (11) Then the following update rules are guaranteed to converge to an optimal solutions to the objective function defined in (10): (12) (13) (14) (15) where denotes the operation of after all updates are completed, normalizing so that all columns sum to ones.
D. Equivalence Between the Two Models
It turns out that the model we defined using the NTF framework is equivalent to the probabilistic polyadic factor model and therefore, it is just a different interpretation of the probabilistic factor model. We state this claim in the following theorem.
Theorem 2: The problem of minimizing the loss in (10) is equivalent to the MLE problem described by (2) .
As can be expected, there is a close connection between the EM algorithm in (3)- (7) and the NTF factorization algorithm in (11)- (15) . With some simple derivation we can show that the two algorithms share almost the identical form. However, there is a subtle difference between the two. In the EM algorithm, all parameters are updated together in the M-step. In comparison, in the NTF factorization algorithm, , , , and must be updated alternatively, which makes it a block descent algorithm.
III. IMPLEMENTATION DETAILS AND TIME COMPLEXITY
In this section, we describe some practical details in the implementation of our algorithm and provide time complexity analysis.
A. Implementation Details
In the following discussion, without loss of generality, it is assumed that and . We assume that there are data records in the dataset, which implies that there are nonzero entries in the data tensor . In addition, we assume that there are distinct pairs in the dataset. For ease of discussion, we use the NTF framework in the following discussion, although the same ideas apply to the EM algorithm.
It turns out the most components in (11)- (15), especially those time-consuming parts, can be computed in the same computational framework. We design an implementation that takes advantage of the sparseness of the dataset and has a time complexity that is linear (per iteration) in , the number of nonzero entries in the raw data tensor .
We describe this computation framework by showing how to compute in (11) , while other computations can be conducted in a similar fashion. Assuming the data are stored in the format of , where , , and are the indices of the data record in the first, second, and third dimensions, respectively; is the value of the data record, which can be, for example, the number of times that an author cite a reference on a keyword. In the first step of the algorithm, the data records are sorted according to as the major key and then and then as the minor keys. This sorting takes time linear in because the keys are integers with known upper-bounds and therefore a linear sorting algorithm, such as bucket sort, can be applied. In addition, to simplify the discussion, it is assumed that is a primary (unique) key for the data records.
There are two key ideas in our implementation. First, our implementation is a lazy one where only the absolute necessary computations are performed. In such a lazy fashion, the implementation takes advantage of the sparseness of the data and only performs computations on entries corresponding to nonzero values in the dataset. In comparison, a naive implementation for computing will expand , which turns out to be a dense tensor in . Because such a dense tensor contains entries, it is impractical to make such an explicit expansion in many real applications (e.g., consider a dataset with 10 K authors, 10 K keywords, and 10 K references, where ). The second key idea of our implementation is that the computations are carefully ordered in a way such that repeated computations are minimized. Algorithm 1 illustrates these two key ideas using pseudo-code. 2) for each data record do
11) return ;
In the algorithm, is an matrix and is a vector of length . In , , and are -by-and -by-identity matrices, respectively. has size 1 in the first dimension and so can be written as a matrix. The idea of lazy computation is reflected by the fact that the for loop enumerates only nonzero entries in the dataset (or equivalently, in ). To see the idea of ordered computation, we note that the matrix computed at line 5 for a given is usually reused several times at line 8 for different 's, and the computed at line 8 is usually reused several times at line 10 for different 's.
B. Time Complexity
It can be easily seen that the algorithm in Algorithm 1 has a time complexity of , where is the number of data records and is the number of distinct pairs in the dataset. (Recall that we assume and so is an upper bound for and is an upper bound for .) Here are some observations on the time complexity.
• If we consider , the number of factors, as a constant, then the time is linear in . This characteristic is good because datasets in real applications often have high cardinality in each dimension but are sparse overall and therefore, an algorithm linear in is practically appealing.
• If we do not consider as a constant, then some terms in the time complexity are proportional to , , and , respectively. However, we have . When the difference between , , and is large, which is very common in real applications where data distribution is skewed, the term or even the term dominates the running time instead of the term.
• An additional good property of our algorithm is that since the data records are accessed in a sequential way, the algorithm can be easily parallelized. In addition, our algorithm is an iterative updating one and therefore the loss in (10) is needed in each iteration. Again, to explicitly expand is impractical. However, it turns out that the loss in KL-divergence can be easily computed while computing at no extra cost. As a result, computing the losses does not change the total time complexity of the algorithms.
IV. APPLICATIONS IN THE BLOGOSPHERE ANALYSIS AND PERSONALIZED RECOMMENDATION
In this section, we apply the iOLAP framework to two applications, to demonstrate the functionalities that the iOLAP framework can provide for analyzing networked data. First, we study a social network dataset obtained by an in-house blog crawler. We use this blog dataset to demonstrate certain operations, such as roll-up and drill-down, offered by the iOLAP framework. Second, we study a paper citation dataset, to show that the iOLAP framework provides a nice solution to the application of personalized recommendation. 
A. Analyzing the Blogosphere 1) Problem and Dataset Description:
At NEC Laboratories America, we have built a focused crawler on blogs. Given a manually preselected set of technology-related seed blogs, the crawler followed the embedded hyperlinks in these seed blogs to discover additional blogs that are densely connected with the original seed blogs. More specifically, we only added blogs containing at least certain number of hyperlinks pointing to and pointed by the seed blogs. This resulted in an expanded set of blogs that densely connected with each other. The crawler then monitored new entries generated in this expanded set of blogs over a long time period We start with analyzing the overall picture of the dataset. By manually investigating the contents of the posts, we found that the blogs in our dataset fall into four main communities. We draw the aggregated graph in Fig. 1 , according to the main community each blog most likely belongs to. In the figure, nodes of the same shape belong to the same community and their relative distance is determined by Kamada-Kamai layout algorithm in the Pajek package [6] . The links in the figure represent the entry-to-entry links in the dataset. In addition, in Table I we list the top keywords, measured by the tf-idf score, that occur in the posts of these four communities. We find that community focuses on technology, on politics, on international entertainment, and on digital libraries. The tasks we defined on this dataset are exploratory. That is, by using the iOLAP framework we want to answer certain exploratory queries from the user such as "What are the main communities in the blog dataset?", "What are their main topics during a given period of time?", "How do things change over time?", and "What are people with different backgrounds saying about a given product, e.g., 'iPod'?".
2) Experimental Results: From the blog dataset, we build a networked data cube where each entry is a sid-did-keywordtime quadrable, which corresponds to "A source blog with id sid links to a destination blog with id did on a keyword at a given time." In this data cube, the relation corresponds to the notion of "citation" and consists of pairs of source and destination blogs. Of course, in many applications there exist other types of pairwise relations (e.g., friendship, trust) and relations that are not necessarily pairwise (e.g., a set of authors that coauthored a paper). We first apply the polyadic factor model on the 4-D data cube, with 20 factors in each dimension. Some sample factors in the time dimension and in the relation dimension are shown in Figs. 2 and 3 , respectively. As can be seen from the figures, the factors in the time dimension show some interesting patterns that may correspond to certain events while the factors in the relation dimension form some coherent communities. Note that in Fig. 2 , for the ease of visualization, we have applied a moving average with a window size of seven days; in Fig. 3 we have kept the color, shape, and position of the nodes as they are in Fig. 1 , in order to easily visualize the major community to which a blog belongs.
Next, we show some iOLAP operations that can be applied to the factors and their correlations which have been computed from the polyadic factorization. In the first example, the query is "What are the main groups of bloggers and what are the main topics in each group?". To answer this query, we roll-up the core tensor by aggregating the relation dimension into blogs and aggregating out the time dimension. Fig. 4 shows the result. From the figure we can clearly see distinct blog groups and content groups (topics). By using the factors in the corresponding dimensions, we can easily recover the top bloggers and top keywords in the each group. An interesting observation from Fig. 4 is that multiple blog groups can share similar content factors (topics) while a single blog group may contain several different topics. For example, content factors 6 and 17 both correspond to political issues, but with slightly different focuses. The top keywords for factor 6 are washington, bush, election, state, house, american, left, katrina, conservative, etc., and those for factor 17 are washington, terrorists, military, american, attacks, officials, war, bush, nation, etc. As can be seen, factor 17 focuses more on the issue of terrorism. By looking at the blog factors who have high values jointly with these two content factors, we found that the two content factors share very similar blog factors, except that blog factor 4 focuses mainly on content factor 17 but not on content factor 6 (as indicated by a black square in Fig. 4 ). It turns out that blog factor 4 consists of a small group of blogs whose top member is the blog of Michelle Malkin (http://michellemalkin.com/), who is a political blogger well-known for her insights on the issue of terrorism.
In the second example, with the assistance of the factors and their correlation provided by the iOLAP framework, we answer an exploratory query "What are people with different backgrounds saying about 'iPod'?". To answer this query, we first select all the sentences that contain the word "iPod", and the drill-down the result according to the factors in the relation dimension (by projecting the blogger of each sentence into the relation factors) and the factors in the content dimension (by projecting the content of each sentence into the content factors). Such a drill-down operation naturally categorizes the sentences related to "iPod" into separated groups. Table II shows the top sentences in several resulting groups (where to facilitate reader understanding, we named each group by a title and listed the top keywords occurred within each group). As can be seen, sentences in different groups clearly focus on different aspects of the same query word "iPod". Also, by comparing the top keywords with those in Table I , we can see that each of these groups clearly belongs to one of the manually detected communities . These functionalities provided by the iOLAP framework, as demonstrated by the above examples, are very valuable for the purpose of business intelligence, better decision making, and market strategies.
B. Personalized Recommendation 1) Problem and Dataset Description:
The dataset we used in this application is obtained from the CiteSeer website. 1 A set of articles from various areas are selected first. The author(s), abstract, and references of each article is extracted and the abstracts are split into keywords. Finally the author-keyword-reference triples are extracted, which result in a dataset containing TABLE II  SOME TOP SENTENCES RESULTS ON THE QUERY "IPOD", DRILLED-DOWN ON  THE RELATION AND THE CONTENT DIMENSIONS 16 466 authors, 920 keywords, 29 309 references, and 3 636 020 data records. On this CiteSeer dataset, we define the task as follows: for a given author and on a given keyword, recommend relevant references. This task is useful for an author to collect important references when writing an article on a particular topic. A straightforward solution to this problem is to simply count for each reference the number of articles on the given keyword that cite the reference. Such an approach, however, makes global recommendations to all the authors and therefore ignores any personal information about the author to whom the recommendation is made. Personal information can be very useful for recommendations. For example, different authors have different areas of expertise and research focuses. So for a given keyword, the most popular reference on the keyword may not be the most relevant reference for a particular author to write a paper on that keyword.
Our factor model provides a natural way to incorporate an author's background while making personalized recommendation. We can compute the following conditional probability for all the reference 's to be selected given the keyword is and the author is : (16) and then recommend the references with the highest conditional probabilities.
2) Experimental Results:
For the performance studies, data are randomly split into training data and testing data following an 80-20 ratio. Factorizations are applied to the training data to get the parameters for our factor models, i.e., the factors in each dimensions and their correlation. Then the learned factor models are applied to the testing data for top-personalized recommendation with various 's. The recommendation performance is measured by the average normalized discounted cumulative gain (NDCG), where NDCG is defined as (17) NDCG is a relatively new measure used extensively in Web search. It allows different levels of relevance and weighs the recommendations according to their ranks in the ranked list. In our study, we use a binary relevance score for where if item occurs in the testing data and 0 otherwise. More specifically, we use top-3 tag recommendation as an example to illustrate how the average NDCG is computed. Assume that for a user on a url , our model recommends an ordered list of three tags . Furthermore, assume that and show up in the testing data but not . Then the NDCG for the pair is . The average NDCG is the NDCG scores average over all distinct pairs in the testing data. We compare the performance of our factor model with that of two baseline algorithms. These baseline algorithms offer global rather than personalized recommendations. We explain these baseline algorithms using the task of reference recommendation. First, the author-keyword-reference triples are aggregated into keyword-reference pairs together with the count of each pair. The aggregated results are put into a matrix where the rows and columns of correspond to keywords and references, respectively, and the entry of represents the count of occurrences of keyword associated with reference . For the first baseline algorithm, the recommendation is only based on the count of occurrences. That is, for keyword , this baseline recommends the references with highest magnitudes in the th row of . This baseline algorithm corresponds to recommending by popularity and such a straightforward method usually shows very good performance when enough observations are sampled from data. In the second baseline algorithm, a nonnegative matrix factorization (NMF) is applied to to compute an approximation to . After is obtained, the recommendations are made in a similar way to the first baseline, except that is used instead of . The intuition behind this baseline is similar to the intuition behind the latent semantic indexing (LSI [7] )-by capturing the major components from the raw data, we may be able to reduce the noise in the raw data and therefore discover the hidden relations. Note that both baseline algorithms make recommendations globally while our factor model offers personalized recommendations.
For this task of recommending relevant references to a given author on a given keyword, Table III shows the performance. For our factor model, ten factors are used for each of the three dimensions. As can be seen from the results, in this task our TABLE III  PERFORMANCE OF DIFFERENT ALGORITHMS FOR THE TASK  OF RECOMMENDING REFERENCES ON CITESEER DATA   TABLE IV  TOP MEMBERS IN SOME AUTHOR FACTORS factor model is able to outperform the baseline algorithms using very small number of factors.
This good performance suggests that in this CiteSeer dataset, personalization tells us a lot about an author. To validate this point, we show in Tables IV-VI the top members in some factors obtained by our framework. We have chosen some representative factors that correspond to the research areas that we are more familiar with and for each factor, we show the top-ranked members (i.e., those members whose entries have the largest values in the corresponding columns of , , and ). As can be seen, the factors obviously form clusters of authors focusing on different research areas with different relevant references. It is worth mentioning that these factors for the three dimensions are simultaneously obtained by our factor models from the polyadic raw data. That is, our factor models are effective in simultaneously analyzing all dimensions as well as their correlations among polyadic data.
V. RELATED WORK
As we have mentioned in the introduction, traditional OLAP techniques were developed during the 1980s and 1990s to provide analysis, summarization, and visualization tools on structured data [10] , [11] . One feature that distinguishes traditional OLAP techniques from our iOLAP framework is that in traditional OLAP data are usually numerical values, which makes data statistics such as min, max, average, etc., well-defined for the data cube and its subsets. In comparison, in the iOLAP framework, we provide novel techniques to analyze data types (e.g., relations and contents) that have no counterparts in traditional databases. Another unique feature of our iOLAP frame- work is that instead of handling databases with clearly defined relations (e.g., through the foreign keys among tables in a database), the iOLAP framework identifies important dimensions in unorganized data, discovers meaningful factors in each of the dimensions, and provides OLAP-type functionalities to analyze the correlations among the factors in all the dimensions.
Another research area that is closely related to our work is general tensor factorizations where the nonnegative constraint is removed. The Tucker model [23] (which has recently been generalized to the higher order singular value decomposition [5] ) and the PARAFAC model [12] are two such tensor decompositions. These tensor factorization techniques show some good properties in terms of minimizing certain losses in the Frobenius norm. However, the factors and core tensors obtained by these general factorizations have negative values. In addition, factors obtained from these tensor factorizations usually have some orthogonality constraints. All of these restrict the applications of these tensor factorizations.
As we have mentioned before our factor model for polyadic data is closely related to the aspect model [15] and the probabilistic semantic analysis (PLSA) [14] proposed by Hofmann et al. and the nonnegative matrix factorization (NMF) algorithms proposed by Lee et al. [16] . The MLE interpretation of our factor model is an extension to PLSA and the NTF interpretation is an extension to NMF. Recently, some work, such as [8] and [9] , has shown the equivalence between the PLSA and the NMF algorithms. Therefore it comes at no surprise that the MLE and the NTF interpretations of our factor model are equivalent. Also, we are not the first ones to notice that the NMF algorithms developed by Lee et al. [16] can be directly extended to solving NTF problems. For example, Mørup et al. [19] have explored this connection and developed similar algorithms. In addition, there also exist nonnegative versions of the PARAFAC model such as [13] and [21] . However, a weak point of such algorithms is that they require the number of factors in each dimension to be identical and the core tensor to be diagonal. This limits the usage of the model in many applications. In [3] , Banerjee et al. proposed a multi-way clustering framework that can handle multidimensional relations. However, the approach by Banerjee et al. is derived from the Bregman divergence and it uses an optimization framework. In comparison, our polyadic factor model is derived from the probabilistic generative model and therefore provides an underlying probabilistic interpretation to the results.
In addition, all the implementations in the above papers can only handle small-scale dense tensors, such as images or time series with sizes of hundreds or thousands in each dimension. Although there exist some attempts to take advantage of data sparseness, such as the Matlab tensor toolbox by Badar et al. [2] , to the best of our knowledge, our implementation is the first one that is capable of conducting decompositions on large-scale sparse tensors.
Papers analyzing communities and their evolutions in social networks are related to our work. Recently, there exists a growing body of literature on analyzing communities and their evolutions in dynamic social networks. Palla et al. [20] analyzed a coauthorship network and a mobile phone network, where both networks are dynamic. Toyoda et al. [22] studied the evolution of Web communities from a series of Web archives. Asur et al. [1] introduced a family of events on both communities and individuals to characterize evolution of communities. Lin et al. [17] proposed a generative model for capturing community evolutions. Our framework only captures the change of intensity of communities over time and does not support analysis on the change of community structures. To extend our framework to capturing the evolutions of communities is among our future directions.
VI. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we present a novel framework, iOLAP, for analyzing social media. In the proposed framework, four important dimensions-people, relation, content, and time-are used to capture the information contained in networked data. The core technique of the iOLAP framework, the polyadic factor model, is used to partition networked data cubes into meaningful factors. The key advantage of the proposed polyadic factor model is that it directly analyzes all the dimensions of a networked data cube simultaneously in a unified framework. As a result, the obtained factors are more accurate and the correlation among the factors in different dimensions is explicitly derived. Both the factors and their relation are used in the iOLAP analysis of the networked data cube. It is worth noting that our iOLAP framework is general enough to handle any type networked data, such as blogs, scientific papers, social bookmarking data, and e-mails, because it can handle data with arbitrary number of dimensions. Experimental results on a social network dataset and a paper citation dataset demonstrated some valuable functionalities for multidimensional data analysis that are offered by the iOLAP framework.
For future studies, we plan to work on the following directions. First, we plan to explore how to extend our framework to efficiently support more OLAP-type functionalities, such as summarizing query results. Second, we plan to conduct more comprehensive studies to compare the performance of our framework with some other approaches (e.g., those in [3] and [25] ) under the same number of parameters.
