Introduction
Engineers have long been interested in methods to more efficiently synthesize models of dynamic systems. The rapid development of personal computers and affordable workstations has proliferated the evolution of modeling and simulation as important tools for design of dynamic systems. Reduced-order models, in particular, have increasingly been used as means of garnering insight for design of such systems. Many methods have been developed and explored for deducing reduced-order models of a variety of systems ͓1,2,3,4͔. Common reasons for obtaining low-order models are ͓5͔:
1. Low-order models simplify the understanding of a system to aid in design optimization; 2. They reduce computational effort during simulations; and 3. Reduced-order models facilitate more simple controller laws.
In short, the benefit of reduced-order models is often better heuristic understanding with reduced numerical effort. However, to date there does not exist a well established approach for synthesizing reduced-models of switched systems. Because of the discontinuities that switching devices introduce, switched systems involve nuances that make them more difficult to model, simulate, control, and design. There do exist well established methods for modeling and designing electronic power converters-a class of switched systems. The most common of these methods is the state-space averaged approach. Semiconductor switches are designed to have negligible parasitic losses and power electronic circuits employing such devices can be highly efficient ͓6͔. Furthermore, the frequency at which these semiconductor devices are switched on and off is typically several orders of magnitude higher than the overall system dynamic response. These characteristics allow one to make simplifying assumptions that lead to an averaged representation. During the 1970s, researchers like Wester, Middlebrook, and Ć uk ͓7,8͔ formulated averaging methods for modeling the dynamics of electronic power converters.
1 Unfortunately, the simplifying assumptions that make this approach feasible for electric converters are not valid for all switched systems, as is the case with two systems modeled in this paper ͓11͔.
Control of power electronic circuits is discontinuous by design. Therefore, power electronic converters can be classified as variable structure systems ͑VSS͒ ͓12͔. This brings up an important question: if power electronic converters can be classified as VSS, and they are a subset of switched systems, can a VSS approach be alternatively used to model and design switched systems? VSS theory was developed to design switched control structures that improve performance and stability ͓13͔. Switched systems are systems in which the system structure, rather than control, is switched to improve control or efficiency. The parallels between VSSs and switched systems suggest that a VSS formulation can be applied to model and design switched systems.
Additionally, a bond graph method as described in ͓14,15͔ provides an insightful means of methodically deriving models of lumped-parameter systems. Using a bond graph approach, a model is represented as a network of generalized inertial, compliant, and resistive elements that store or dissipate energy. A bond graph method provides a means for quickly deriving state equations and understanding the causal relations between the constitutive laws of model elements. This provides a framework for understanding the physical significance of the mathematical stability of the system. The goal of this paper is to describe the application of bond graphs and VSS concepts to synthesize models of switched systems. An underlying goal is to show how such an approach can provide insight useful in more efficiently redesigning these types of systems. Three test cases are described and studied herein: an electric boost converter, a hydraulic-ram pump, and a clutched yo-yo. Each of these systems innately employ switch-like mechanisms to provide a control structure and/or improve efficiency. The electric boost converter is a well understood design and control problem with many established methods for modeling. It provides a basis for testing and establishing new modeling strategies. The hydraulic-ram pump is a nonlinear problem with distributed parameter effects. Some of the physical effects associated with the pump offer challenges in modeling, but its structure parallels that of the boost converter making it a hydraulic analog ͓11,16͔. The clutched yo-yo operates much like a centrifugal clutch found in a variety of machines including compressors, lawn equipment, and drilling equipment. The type of on/off functionality inherent in this device is very common in many engineering systems.
It is more effective to present the formulation using an illustrative example and then to generalize the methodology for a larger class of switched systems. Thus, in the next section, the boost converter will be evaluated using a hybrid approach incorporating VSS and bond graph concepts to establish the basic methodology, and then in the subsequent section, the methodology will be generalized for application to the hydraulic-ram pump and clutched yo-yo.
Variable Structure Model of an Electric Boost Converter
The electric boost converter is a DC-to-DC power converter used to boost output voltage relative to input. It employs two semiconductor switches. The transistor ͑or BJT͒ is controlled by a modulated current source, i c , that switches from positive to negative like a square wave to toggle the BJT from on to off. In contrast, the current through the diode is modulated by the voltage drop across it ͑if the ⌬Vу0 the diode conducts͒. Semiconductor switches are usually very efficient and parasitic losses are often negligible. Furthermore, by modulating the BJT using the control current, i c , via changes of the switch frequency and duty cycle, the output voltage can be controlled. Thus, the boost converter provides high efficiency power conversion relative to an electric transformer, and it has an innate control structure that more readily allows for modulation of the output voltage.
Because VSS theory was developed to design systems that have a changing control structure it seems natural to apply the theory to model and analyze an electric boost converter ͓11,12͔. A boost converter can be thought of as a system that switches between two distinct structures or electrical sub-circuits due to the actuation of its semiconductor switches.
Converter Model Synthesis.
A state space approach can be used to determine the governing equations that represent the two structures and examine the stability and response of each structure. For purposes of this exercise the transistor and diode will be treated as ideal. In the ideal case only one switch conducts at a time.
When the transistor conducts, the control current is greater than zero (i c Ͼ0), and the boost converter can be represented by the simplified structure shown in Figs. 1͑c͒ and ͑d͒ and is governed by,
Note that the charge in the capacitor ͑and therefore the capacitor voltage͒ responds as a first order equation. The system has real negative roots,
since R, R load , L, and C are all real positive numbers. This implies that this structure is asymptotically stable with two asymptotes if the roots are distinct or one asymptote if the roots are repeated ͓13͔. For this structure, the steady-state inductor current, i L , and capacitor voltage, C , would be V in /R and 0, respectively, and a phase diagram would therefore be centered at (V in /R,0). In a similar fashion, this analysis is applied to the converter when the diode conducts as shown in Figs. 1͑e͒ and ͑f ͒ when i c Ͻ0. The governing equation is
The charge now responds with second-order dynamics that are dependent on charge, q, as well as flux linkage, . The characteristic roots for this set of equations are,
which lead to three standard cases. In the first case there are two real, negative, distinct roots for,
As mentioned earlier, this case is asymptotically stable and has two asymptotes. A second case is defined by repeated, negative roots for,
Repeated, negative, roots suggest an asymptotically stable structure with a single asymptote. The final case involves complex roots with negative real parts,
This case suggests a globally asymptotically stable system. Analysis shows that the inductor current and capacitor voltage will approach V in /(RϩR load ) and V in /(R/R load ϩ1), respectively, at steady-state. Therefore, the phase diagram for this structure will be centered at (
The complete system can be represented as a single set of equations using a VSS formulation: (5) where,
We now have sets of equations for each variable structure and for the complete system. By overlapping the phase diagrams for the two structures, one can determine if and how the system reaches a limit cycle. Furthermore, the switching surface becomes more apparent. If we assume for the sake of simplicity that all parameters are of unit value except the inductor resistance R, which typically is at least an order of magnitude less than R load , then the boost converter will have the phase diagram shown in Fig. 2 . When the transistor conducts the system has distinct, negative, real roots, and therefore the phase diagram of this structure is stable but with two asymptotes. ͑The second is not visible because of the axis ranges chosen, plus it is physically not realizable.͒ Furthermore, the system has complex roots with negative real part when the diode conducts and is therefore globally asymptotically stable. Notice that the separate phase diagrams for each structure are shown on the same figure. The system switches between structures and follows the characteristic curves of each structure until it reaches a limit cycle.
Converter Redesign.
When designing a boost converter, it is desirable to limit the ripple of the output voltage since a boost converter is a DC-to-DC electric converter. There are three key parameters that affect the performance of the boost converter: the switch frequency f switch , the inductance L, and capacitance C. The duty cycle is varied to achieve the desired output voltage and does not directly affect efficiency.
When the transistor is conducting, the capacitor is discharging and has a first order response, as suggested by the structure in Figs. 1͑c͒ and ͑d͒, i.e.,
By increasing the capacitance one can reduce the rate at which the capacitor discharges, helping reduce the output voltage ripple. Increasing the capacitance also decreases the rate at which the capacitor charges when the diode conducts, thus helping to reduce the output voltage ripple. A down side of a larger capacitance is that the overall system will reach steady-state slower during the transient, but since this is a DC-to-DC converter it will operate at steady-state and the transient effects will be unimportant.
The inductance, L, does not contribute when the transistor is conducting and the capacitor is discharging. It only affects the capacitor voltage when the diode is conducting ͑refer to Figs. 1͑e͒ and ͑f ͒͒ and the capacitor is charging. When the diode conducts the converter responds like a damped second order system,
with a natural frequency, n , of,
and a damping ratio, , of,
By adjusting the inductance L and/or the capacitance C, the natural frequency at which the capacitor charges can be changed. To reduce the output voltage ripple, it would be desirable for the second order system to respond at a natural frequency much lower than the switch frequency so that the capacitor voltage will charge and discharge relatively slow between cycles. This can be accomplished by increasing L and/or C to reduce the natural frequency, or by increasing the switch frequency, f switch , to limit the time the capacitor has to charge and discharge between cycles.
Since the capacitance C affects the output voltage in both cases ͑i.e., Eqs. ͑1͒ and ͑3͒͒, it would seem prudent to vary the capacitance first instead of the inductance L to reduce output voltage ripple. Let us return to the original model and again assume for simplicity that all parameters except R load and C are of unit value. As before, the inductor resistance is at least an order of magnitude less than the load, and the capacitance is varied to explore the effects on output voltage ripple. Figure 3 shows the boost converter simulation results for two capacitances and switch frequencies. Note that as suggested by the VSS analysis the voltage ripple decreases as the capacitance or the switch frequency is increased. These results conform with general practices in boost converter design ͓9,10͔.
It has been shown how the variable structure model for a boost converter is derived, and how it can be used to redesign the converter. This VSS model approach shows how insight into this system is enhanced and basic design changes are derived from a VSS formulation.
Variable Structure Model Synthesis Methodology
The idea is to break up switched systems into continuous subsystems ͑or variable structures͒ whose representations can be more readily analyzed and simplified using existing methods for continuous systems. In particular, a bond graph approach can be used to efficiently derive variable structure models and account for the physical changes resulting from the system switching. Then the overall system model can be systematically synthesized using VSS concepts. In short, the process involves identifying the Transactions of the ASME switching mechanisms, deriving the variable structure submodels, and formulating the overall model with a variable structure representation that uses switching functions. Several steps are taken to facilitate derivation of a VSS representation of a switched system:
• Identify switching elements. Determine the physical elements that introduce discontinuities in the system dynamics. Characterize their actuation ͑e.g., switch frequency͒ and dissipative losses if any.
• Identify separable variable structures. By identifying the switch elements and specifying their assumed actuation, the variable substructures that make up the complete system can be identified.
• Make simplifying assumptions. Make reasonable assumptions about each switch element and the associated variable structures that simplify analysis and model synthesis.
It is more feasible to derive reduced-models for each variable structure using established methods for continuous systems. These tools can be used to determine system stability of each variable structure and to make more intuitive conclusions about the dynamics of the overall system dynamics. Using the defined switching structure, the parts are pieced together to compose the complete system model. Using a VSS approach, the generally nonlinear and discontinuous system model, ẋϭf(x,u,t) ͑where xR n , uR m , and f R n ), can be represented by a set of continuous variable structure models derived using bond graphs, and then reformulated into a single VSS model in terms of switching functions, ␣ (␣R k ), that discontinuously change depending on the system states and/or inputs in much the same manner as described by Utkin for sliding modes in ͓17,18͔. Here k corresponds to the number of switching mechanisms in the switched system or the number of mechanisms that vary the systems structure. Thus, in addition to system states, external inputs, and time, the system is dependent on switching functions that change as the system switches between its variable structures,
where ␣ i are generally dependent on the systems internal states and external inputs and s i are the associated switching surfaces. The problem thus becomes one of analyzing a maximum of 2k variable structure sub-models and understanding how they interact to realize the overall system. Only a subset of the total mathematically possible models may be physically realizable ͑e.g., in the boost converter model only one of the switches conducted at any one time͒. By formulating the switched system problem in this manner the result is a set of sub-models that are continuous and more readily analyzed and/or simplified using existing methods. For example, for lower order switched systems, phase plane analysis or Lyaponov's stability theorem can be used to predict behavior and determine stability of the individual variable structures. Additionally, if need be, model-reduction methods can be applied to simplify the representation of the variable structure sub-models to simplify the overall representation. In the following sections, the hydraulic-ram pump and clutched yo-yo are formulated using the methodology described above, and bond graphs of each are provided to illustrate the variable structure models.
Reduced-Order Model of a Hydraulic-Ram Pump
A hydraulic-ram pump is chosen for study because its operational behavior is dependent on switch-like mechanisms, and it is more complex than the boost converter due to nonlinearities and distributed-parameter effects. The challenge is to find the least complex model necessary to sufficiently predict general dynamic trends ͑i.e., capture low-frequency dynamics͒ of the pump so as to be able to identify the key parameters that dominantly affect system performance and to suggest an improved design. The intent in this case is to create a model that captures low frequency dynamics and identifies those parameters that most contribute to these dynamics. To accurately model the nonlinear dynamics of the pump, higher fidelity models with many energetic states were initially employed. It was not obvious from these preliminary models the number of elements or the level of reticulation necessary to sufficiently predict system dynamics so as to provide insight for optimizing the pump. Because the pump is a hydraulic analog of the boost converter it was decided to approach the pump in much the same manner as the converter.
The pump requires no external input power aside from gravitational energy. It is used where electric power is not readily available to pump water from a stream or lake to an elevated water reservoir where it can be used for irrigation or other purposes. Note that when the waste-gate valve is open, water escapes the pump ͑refer to Fig. 4͒ and does not make it into the reservoir. A well designed hydraulic-ram pump provides significant pressure boost while limiting the flow of water out the waste-gate valve to maximize the transfer of water to the elevated tank or reservoir.
The hydraulic-ram pump has many similarities with the boost converter that make it a hydraulic analog ͑refer to Table 1͒ .
2 In place of a BJT the hydraulic pump uses a waste-gate valve, and in place of the diode the pump uses the hydraulic analog-a check valve. The boost converter and the hydraulic-ram pump differ, however, in the following key areas, which are detailed in Table 2 : switch modulation, switch frequency, resistive elements, and energetic elements.
Despite these fundamental differences, the key similarities suggest a reduced-order model may be formulated using methods similar to those used for the boost converter. Initial experimental results revealed dominate low-frequency dynamics that could be predicted using a reduced-order model that treats the hydraulic valves as if they opened and closed nearly ideally, as is the case with the boost converter.
By assuming that the valves are open simultaneously for only a short period of time, the valves can be treated ideally, and variable structure models can be derived to aid in modeling the operation of the pump. These models form the basis for an initial reducedorder model that may be used to capture the lower-order dynamics of the system. The reduced-order model is more tractable and better suited for suggesting design improvements. Using the reduced model, one can identify key parameters that most affect the performance of the system.
Pump Model Synthesis.
The hydraulic-ram pump can be broken down into more basic structures, in much the same manner as the boost converter. If the waste-gate valve and check valve were to operate ideally, they would actuate like the BJT and diode in the boost converter. Since the objective of this section is to derive a reduced-order model of the pump, a good place to start is by treating the valves as ideal switches, which facilitates identification of distinct variable structures of the pump system model. If it is assumed that only one valve flows water at a time, then two distinct structures can be identified.
When the waste-gate valve is open and the check-valve closed, as shown in Fig. 4͑c͒ and ͑d͒, the system can be represented by,
where ⌫ in , V pc , and ⌫ out are the fluid momentum in the inlet pipe, the volume in the pumping chamber, and the fluid momentum in the outlet hose, respectively. The inlet flow is, Q in ϭ⌫ in /I inlet , pumping chamber pressure is, P pc ϭV pc /C pc , and the outlet flow is, Q out ϭ⌫ out /I outlet . R xx and I xx are the hydraulic resistance and inertia of the respective pump component, ''xx,'' and C pc is the hydraulic compliance of the pumping chamber. In much the same manner, the governing equations can be derived for the system when the waste-gate valve is closed and the check valve is fully open ͑refer to Fig. 4͑e͒ and ͑f ͒͒, i.e.,
Note that, in general, the resistive effects of the inlet pipe and outlet hose are nonlinear and are functions of the flow rates in those elements. Assuming the valves operate ideally, the complete system can be represented as a single set of equations using a VSS representation, and where Q wgv is the flow through the waste-gate valve and is physically limited to be greater than or equal to zero. We now have sets of equations for each variable structure and for the complete system. The hydraulic resistance can be modeled as,
If the fluid flow through the pipe is laminar, the losses in the pipe can be treated as linear and a state-space approach much like that used to examine the boost converter can be applied to determine the phase diagrams for the various structures. However, flow in the pump is generally turbulent ͑i.e., ReϾ2300), so pressure losses are nonlinear functions of the flow rate. To facilitate computer simulations, however, an analytical approximation for the friction factor in terms of Reynolds number is used ͓19͔. For this purpose, the Blassius correlation for turbulent flow in a smooth pipe can be used and is generally valid for Reр10 5 . Using the Blassius correlation the resistance can be calculated as,
where the resistance is given as a function of fluid momentum, ⌫.
For the hydraulic ram pump, variable structure model synthesis results in two continuous nonlinear variable structures. A smallsignal, approximation about the origin is used to facilitate stability analysis:
where ␣ is defined above, and ⌫ in , V pc , and ⌫ out are the perturbations about the origin ͑0,0,0͒. The origin is used because it is an equilibrium point for both variable structures. Note all nonlinear terms fall out, including those due to the inlet pipe and outlet hose resistances. The stability can be determined from the eigenvalues of linearized system matrix A. When the waste-gate valve is completely open ͑i.e. ␣ϭ0) the system is decoupled suggesting a degenerate case,
If the characteristic curves for this structure are mapped in three dimensions, the P pc ϪQ in plane will look like straight, parallel lines with a negative slope if the structure is stable. If the wastegate valve is held open for a long time, the pumping chamber would empty and the flow out the valve should reach a constant flow. Therefore, this structure is stable. The second structure corresponds to when the check valve is completely open, or ␣ϭ1. Matrix A is then,
and the eigenvalues for this matrix are,
The first two eigenvalues are purely imaginary (Re s 1 ϭRe s 2 ϭ0) and the imaginary parts are of opposite sign (Im s 2 Ͻ0ϽIm s 1 ). Thus, the system has complex conjugate poles with zero real part. If the characteristic curves for this structure are mapped in three dimensions, the P pc ϪQ in state plane will appear as concentric ellipses.
Pump Simulation and Experimental Results.
The reduced model of the pump is third order, and a three-dimensional plot would be necessary to produce a complete phase diagram for the model. However, it is useful to map only the characteristic curves in the P pc ϪQ in plane corresponding to Q out ͉ tϭ0 Ϸ19 LPM ͑liters per minute͒ ͑i.e., only ⌫ in ͉ tϭ0 and V pc ͉ tϭ0 are varied͒. This condition is chosen since it corresponds to the steady-state outlet flow ͓11͔. At steady-state, the system dynamics are represented closely by the characteristic curves plotted for the two variable structures.
The characteristic curves mapped in Fig. 5 are plotted for each nonlinear variable substructure model ͑Eqs. ͑11͒-͑13͒͒, and the complete nonlinear variable structure model is mapped over these characteristics. It is interesting to note that the nonlinear model compares well with the general trends predicted by the linearized variable structure sub-models. For instance, the characteristic curves corresponding to the system when the waste-gate valve is fully open are approximately straight, parallel lines with negative slope. Additionally, as predicted by the above analysis, the set of characteristic curves for the system when the check-valve is fully open are approximately concentric ellipses. Hydraulic-ram pump dynamics have not been as extensively analyzed as the basic boost converter ͓11͔. To validate the VSS approach given here it is helpful to compare the model results with experimental data. A commercially-available, hydraulic-ram pump, the Fleming Hydro-Ram, was acquired and set up in the lab to garner experimental results. To facilitate the model developed in the previous section, it was assumed that the valves actuate ideally. This was motivated by initial measurements of the wastegate valve motion ͓11͔. Figure 6 compares experimental data and model predictions. For these initial results the pumping chamber was completely filled with water. The total compliance is thus due to the water compression C 1 , chamber wall expansion C 2 , and outlet hose compliance C 3 (C pc ϭC 1 ϩC 2 ϩC 3 ). Note that the reduced-order model predictions generally follow the overall low-frequency dynamics of the pump experimental data. Interestingly, except for the initial spike, the simulation results peak at near the same magnitude and time as the experimental data. The simulation results and experimental data differ for several reasons. First of all, the actual system exhibits several higher-order phenomena that are not accounted for in the simulation. For instance, the actual pump vibrates while operating, even though it is rigidly mounted to a support structure. Furthermore, the inlet pipe and outlet hose are relatively long and introduce distributed-parameter effects. The only resistances considered in the model are due to the inlet pipe and outlet hose. The experimental setup has several fittings that introduce dissipative effects not included in the model. The valves also impede the flow of water through them, and they have dynamics associated with their operation that are neglected in the reduced model. Despite neglecting these effects, the reduced model captures the critical low-frequency dynamics and produces correct order-of-magnitude results. Moreover, as will be shown in the next section, this model proves useful for identifying key design parameters and understanding their effect on system performance.
Pump Redesign.
As mentioned earlier, a desired pump design would maximize the total water volume transferred and/or the pressure in junction 2. Taking a close look at matrix A in Eq. ͑14͒, one notices that the key parameters affecting pump dynamics are ␣, I inlet , C pc , and I outlet . However, I inlet and I outlet are not specifically related to the pump design, but rather to the inlet pipe and outlet hose, respectively. This fact leaves ␣ and C pc as the key pump parameters.
The VSS model can be used to suggest general trends for key parameters. Because of its relative simplicity, the model can be used to quickly determine how the pumping chamber capacitance affects the total volume of water transported out of the pump. For instance, Fig. 7 shows the average output flow rate, Q out , from the pump and the average junction 2 pressure, P jnc2 . Both quantities are plotted in reference to changes in the pumping chamber capacitance where (C pc ) initial is the capacitance used for the baseline model. The relative simplicity of the VSS model facilitates running the simulation iteratively for pumping chamber capacitances that vary between 5% to 500% of the initial value. Also plotted in Fig. 7 are the average flow ratio, Q out /Q in , average pressure boost, P jnc2 / P jnc1 , average power efficiency, ( P jnc2 Q out )/(P jnc1 Q in ), and average output power, P jnc2 Q out . Results suggest that the output flow rate Q out could be maximized if the pumping chamber capacitance is doubled while the junction 2 pressure P jnc2 is maximized if the capacitance is tripled. By maximizing the output power P jnc2 Q out using approximately twice the initial capacitance, a good balance can be achieved between maximizing Q out and P jnc2 . Though the power efficiency is maximized at about 500% of the pumping chamber capacitance, the output power drops. Since, efficiency is not paramount ͑we do not care if some water is lost from the waste-gate valve and flows back into a reservoir or creek͒ the output power should be maximized to improve the pump design.
Steady-state analysis of the linearized model lends further insight. The following steady state problem can be evaluated to determine general trends. From Eq. ͑14͒,
which is evaluated to derive the following steady state values, These results suggest that in general the steady-state volume of the pumping chamber (V pc ) ss and hence junction 2 pressure ((P jnc2 ) ss ϭ(V pc ) ss /C pc ) increase with pumping chamber capacitance, supporting the results shown in Fig. 7 . The flow rate can be directly related to fluid momentum as suggested earlier. Therefore the steady-state flow ratio can be predicted using the above results,
Recall that ␣ is either 0 or 1 as defined above, and that the valves were assumed to open and close ideally. The duty cycle would therefore be a measure of the percentage of time during each switch period that the check valve is open. As the duty cycle is increased, the check valve is open (␣ϭ1) for a greater percentage of the switch period. Therefore, the flow ratio will have a general tendency to increase with increases in the duty cycle. Notice that the rate of fluid momentum into the system, ⌫ in , is a negative function of ␣ ͑refer to Eq. ͑14͒͒. If one increases the duty cycle one should expect the inlet fluid momentum rate ⌫ in to decrease, effectively reducing inlet flow Q in . This is evidenced by results shown in Fig. 8 . These results were garnered by iteratively simulating the nonlinear VSS pump model for duty cycles ranging from 2% to 100%.
As suggested by the above analysis, the flow ratio (Q out /Q in ) does generally increase with ␣. It reaches a maximum and begins to decrease suggesting a limit on how much the flow ratio can be increased. However, increasing the duty cycle has a negative effect on the inlet flow Q in and therefore reduces the amount of water that is transported out of the pump. The results suggest that the flow out of the system can be maximized for a duty cycle near 10%. Additionally, the pressure at junction 2, P jnc2 , is also maximized at the same duty cycle.
Using the LVDT to track the motion of the waste-gate valve in the experimental setup, it was determined that the valve is at least partially open for about 65% of each cycle. The check valve was not monitored, but it is suspected that if the waste-gate valve is partially open for approximately 65% of the cycle then the check valve is open for 35% of the cycle. Currently, the actuation of the two valves is innate to the system; i.e., no outside controlled force opens and closes these valves. Hence, to adjust the pressure necessary to close each valve would require that the valves be redesigned or that an actuator be introduced to control the waste-gate valve motion. The design of the Fleming pump required significant time and effort especially in designing the waste-gate valve via trial and error ͓11͔. To improve pump performance it is more readily feasible to increase the pumping chamber capacitance.
To increase the pumping chamber compliance, an air bladder was placed in the pumping chamber. The bladder is much more compliant than water. This change, however, modifies the constitutive relation for the pumping chamber compliance,
where P pc , V pc , D pc , P air 0 , V air 0 , and V water 0 are the pressure in the pumping chamber, volume of water in the pumping chamber, diameter of the pumping chamber, initial pressure of air in the bladder, initial volume of air in the bladder, and initial volume of water in the chamber, respectively. Figure 9 shows experimental and simulation results for the pump with the bladder introduced. These results substantiate two important things. First, though the pumping chamber model has changed to accommodate the increased compliance, the predictions match the magnitude and general trend of the low-frequency dynamics of the experimental data. Second, the results also validate the suggested design improvement. As evidenced by the results in Fig. 9 , both the average junction 2 pressure, ( P jnc2 ) average , and average pressure boost, ( P jnc2 / P jnc1 ) average , are increased by introducing the air bladder. ( P jnc2 ) average has increased from 43.7 MPa without the bladder to 60.7 MPa with the bladder. The pressure boost is raised from 13 to 13.8. Though the values may not exactly match results suggested by Fig. 7 , they do follow the general trends predicted by the model. Without the bladder the junction 2 pressure, P jnc2 , reached a higher maximum, but it varied over a greater range and dropped down near zero for a significant portion of the switch cycle ͑refer to Fig. 6͒ . With the bladder in place, the pressure varies less and stays at or near approximately 60.7 MPa. Much like the increase in capacitance in the electric boost converter that led to reduced output voltage ripple, the increased compliance in the pumping chamber has led to decreased junction 2 pressure variation.
Variable Structure Model of a Clutched Yo-Yo
The clutched yo-yo shown in Fig. 10 employs a switch-like clutch that allows this yo-yo to free-wheel, if and when the yo-yo reaches an angular velocity fast enough to induce a centripetal force that overcomes the static spring force and disengages the brakes. When the clutched yo-yo slows due to rotational damping the centripetal force decreases and the brake is re-engaged causing the yo-yo to retract. The clutched yo-yo operates much like a centrifugal clutch found in a variety of machinery ranging from drilling equipment to amusement park rides, and it serves as a valuable illustrative example of a purely mechanical switched system. For the purpose of this study several simplifying assumptions are made, for reasons that will become evident later. These assumptions are:
• The yo-yo does not slip relative to the string while ascending or descending; • Slip only occurs during the free-wheeling stage when the yo-yo reaches the bottom and the brakes are disengaged; • The string tension applies a torque at a constant radius during ascent and descent; and • The brake masses move out radially at the same rate.
These assumptions allow one to separate the yo-yo dynamics into three sub-structures-string tension right of center ͑Structure A: Fig. 10͑c͒ and ͑f͒͒, string tension left of center ͑Structure B: Fig.  10͑d͒ and ͑g͒͒, and the free-wheeling yo-yo ͑Structure C: Fig.  10͑e͒ and ͑h͒͒.
The string tension imparts a torque about the yo-yo's center of mass. Upon initial descent, the string tension is right of center and imparts a positive torque about the center of mass ͑Structure A͒, but as the yo-yo ascends the string is then left of center and the tension imparts a negative torque ͑Structure B͒. The key here is whether the string is left or right of the center of mass. The string also accounts for a friction torque. During ascent and descent, the string imparts a friction torque along the inner wall of the yo-yo and prevents the yo-yo from free-wheeling during ascent or descent. This dissipative torque depends on the direction of rotation-on whether (ϭ ) is positive or negative. To fully understand the clutched yo-yo, one must consider yet a third variable structure-the yo-yo free-wheeling ͑Structure C͒. This occurs when the brakes are disengaged and the yo-yo hits bottom. While free-wheeling, the yo-yo is not acted upon by a torque due to the string tension. There is, however, a damping torque that causes the yo-yo to slow when it is free-wheeling.
To facilitate the development of a model for the clutched yo-yo, a simple yo-yo is first considered in the following section.
Simple Yo-Yo Model Synthesis and Simulation.
Both a simple yo-yo and a clutched yo-yo employ variable structures. The simple yo-yo does not, however, employ a clutch to enable free-wheeling. If it is assumed that the string does not slip with respect to the yo-yo's axle, then only two structures are required and depend only on whether the string tension imparts a positive or negative torque: Structure A and Structure B.
The system equations for a simple yo-yo are,
and,
where,
ϭsgn͑ϪL string /R string ͒ and,
and where M is the mass of the yo-yo, N a static torque equivalent of the moment of the yo-yo weight about the radius R s ͑i.e. N ϭM gR s ), and L string is the unwound length of the string. 3 Because of the no-slip condition, the sign of the torque can be determined directly from the measure of revolutions, . Also, the length of string traveled, and hence the vertical position y, can also be directly related to the angular revolution, . During original descent ͑i.e., T string is right of center and imparts a positive torque ͑Structure A͒͒, y and are related through the following constraint:
Here H is the height from which the yo-yo is dropped. The yo-yo reaches bottom once it has traveled the length of the string L string and therefore travels through ϭL string /R string revolutions. As it begins to ascend for the first time ͑i.e., T string is left of center and imparts a negative torque ͑Structure B͒͒, the constraint becomes, R string ͑ ϪL string /R string ͒ϭyϪ͑ HϪL string ͒.
Because and y are related through constraints Eqs. ͑15͒ and ͑16͒ are not independent of each other and the system stability can be fully determined from either one or the other. Now that the variable structures have been identified, and the system equations specified one can determine the stability of each 3 Refer to ͓11͔ for a detailed derivation of the yo-yo models. Transactions of the ASME substructure and map the system characteristic curves over the substructure curves to view the switching surface. When the string imparts a positive torque ͑i.e., ␣ϭϩ1) the system operates like Structure A, and the eigenvalues can be determined from Eq. ͑15͒ as,
The coefficient of friction is very small, and therefore the friction torque is much less than the torque applied (N ӶR string T string ), and the characteristic roots are purely real (Im s 1 ϭIm s 2 ϭ0) and of unlike signs (s 2 Ͻ0Ͻs 1 ). These roots correspond to an unstable system whose trajectories in the state plane are hyperbolas with two asymptotes. Structure B stability can be examined in a similar manner. The characteristic roots are determined using Eq. ͑15͒ as, s 1,2 ϭϮͱϪ͓R string T string ϩN␣ 2 ͔/J.
The roots are purely imaginary (Re s 1 ϭRe s 2 ϭ0) and of unlike signs (Im s 2 Ͻ0ϽIm s 1 ). The roots, therefore, correlate to ellipses in the state plane. Structure B is a stable system that limit cycles.
Notice that the friction torque introduces a switch-like dynamic because of its discontinuous behavior, but since the friction torque is much less than the string torque, the characteristic curves in the state-plane only vary slightly as the angular velocity, , switches from negative to positive. Strictly speaking, there are two switching surfaces-one due to angular position, , and the other to angular velocity, .
The yo-yo modeled in this section has the following parameters:
Rϭ3.02 cm, R string ϭ0.63 cm, L string ϭ96.52 cm, M ϭ100 g, Hϭ1.143 m, and ϭ0.1826.
The characteristic curves for Structure A and Structure B are mapped in Fig. 11 . The diagram is divided into quadrants. The quadrants represent the following scenarios:
I String torque positive and yo-yo descending: ␣ 1 ϭϩ1 and ␣ 2 ϭϩ1.
II String torque negative and yo-yo ascending: ␣ 1 ϭϪ1 and ␣ 2 ϭϩ1.
III String torque negative and yo-yo descending: ␣ 1 ϭϪ1 and ␣ 2 ϭϪ1.
IV String torque positive and yo-yo ascending: ␣ 1 ϭϩ1 and ␣ 2 ϭϪ1.
Mapped over these characteristic curves is the phase diagram for the simple yo-yo released from height H with zero initial velocity. The system switches between an unstable structure ͑Structure A͒ and an oscillatory structure ͑Structure B͒ to approach global asymptotic stability. As time approaches infinity (t→ϱ), the system approaches steady state where (,)ϭ(L string /R string ,0). Figure 12 shows the dynamic results for the yo-yo dropped from height H at zero velocity. The yo-yo climbs up a shorter height after every cycle. As the yo-yo reaches steady state, it comes to rest at the bottom of the string at a height HϪL ϭ17.78 cm(ϭ7 in).
Clutched Yo-Yo Model Synthesis and Simulation.
The clutched yo-yo is a bit more difficult to model. Including the brake mechanisms introduces additional energy storing elements ͑refer to Fig. 10͒ . Furthermore, the varying radial position of the brake masses results in a variable rotational inertia. A third variable structure ͑Structure C͒ is introduced by the disengagement of the brakes, which allows the yo-yo to function as a flywheel and rotate freely when it hits bottom.
The system equations for the clutched yo-yo require additional states-the brake radial position and velocity. For the clutched yoyo, Eq. ͑15͒ thus becomes, 
where and r are the perturbations about the origin. Note that the linearized equations are decoupled. Furthermore, according to Eq. ͑20͒, the state equations for and are similar to those used for the simple yo-yo ͑Eq. ͑15͒͒, except for the added damping term (Ϫ␣ 3 B /J). Since the added term only applies when the yo-yo free-wheels, the linearized model suggests that the clutched yo-yo should approximately function dynamically, while descending and ascending, like the simple yo-yo. It seems reasonable that the clutched yo-yo should function similar to a simple yo-yo when ascending or descending. This leaves only the third structure to analyze.
When the yo-yo free-wheels, it is at the end of the string and does not move vertically ͑i.e., yϭHϪL and ẏ ϭÿ ϭ0). In addition, the damping torque applies, but the string and friction torques do not (␣ 3 ϭ1 and ␣ 1 ϭ␣ 2 ϭ0). Therefore the characteristic roots for the equation of rotational motion are, s 1 ϭ0 and s 2 ϭϪB/J. This is a degenerate case. The phase trajectories are straight parallel lines with a negative slope.
By linearizing the system, the analysis developed for the simple yo-yo and the analysis detailed in the above paragraph for Structure C can be used to predict and better understand the dynamics of the clutched yo-yo. Figure 13 shows the phase diagram for the clutched yo-yo mapped over the linearized results for Structures A, B, and C. Though not exact, the clutched yo-yo results approximately follow the characteristic curves for Structure A when the yo-yo descends, Structure C when the yo-yo free-wheels, and Structure B when the yo-yo ascends. Note that the yo-yo abruptly comes to a stop because the initial velocity is fast enough to cause the yo-yo to return completely to the user's hand. This is also shown by the simulation results in Fig. 14 . Figure 14 contains the dynamic results for the yo-yo released from a height H with the initial vertical velocities of 0, Ϫ1 m/s, and Ϫ2 m/s. For the first two sets of results ( y ͉ tϭ0 ϭ0 and y ͉ tϭ0 ϭϪ1 m/s) the clutched yo-yo responds just like the simple yo-yo. When released with zero initial vertical velocity the yo-yo falls and rises iteratively retracting less and less after every cycle just like the simple yo-yo. When released downward at an initial velocity of Ϫ1 m/s the yo-yo has enough initial energy to fully Transactions of the ASME retract to the user's hand. The simulation is designed to stop if and when the yo-yo reaches maximum height after initial release. The third result shows that the yo-yo free-wheels for approximately 1 second.
Discussion
It has been shown how a variable structure system formulation provides a methodology that can aid and guide in the model synthesis of switched systems, like the boost converter, hydraulic-ram pump, and clutched yo-yo. Using variable structure model synthesis, one can reduce a switched system into its more fundamental continuous structures. A variable structure model synthesis approach can aid the modeler in determining the key parameters that affect the system's overall performance and the general trends associated with these key parameters. The insight gained from these models suggested design improvements for both the boost converter and the pump. These models were verified and/or validated experimentally. This approach shows significant promise for synthesizing simplified models of switched systems.
This approach has only been applied in this paper to systems with a limited number of switches. Furthermore, the systems examined have only a few variable structures. It would be rather laborious to apply this approach under its current formulation to systems that employ many more than 2 to 3 variable structures. Work is in progress to examine the scalability of this scheme to allow a higher number of switches to be accommodated. To enable the identification of each system's variable structure the switches are modeled as ideal. Many switched systems employ switches with significant energy dissipation. Hence, further work must be done to extend this approach to accommodate dissipative switches.
