We obtain some new results about products of large and small sets in the Heisenberg group as well as in the affine group over the prime field. We apply these growth results to Freiman's isomorphism in nonabelian groups.
Then for any ε > 0, one has |AA| ≥ |A| 2 max{|AA|, |A + A|} ≫ ε |A| 3+7/22−ε .
(1.1)
Thus, formula (1.1) shows that the products in H are directly connected with the sum-product quantities AA and A + A similar to the products of sets in the affine group. Nevertheless, in a certain sense the affine group correlates more with the multiplication and the Heisenberg group correlates with the addition, see the discussion of trivial representations in Section 4. We improve Theorem 1.1 and, moreover, generalize it for so-called bricks, see Theorem 5.1 in Section 5. It was conjectured in [9] that, actually, the right exponent in (1.1) is four and we have obtained 7/2 + c in ℝ.
Using the representation theory and the incidences theory in p , we have found new bounds for products of large subsets from the Heisenberg group as well as from the affine group, see Theorem 4.1 and Corollary 4.5 below. Also, we improve the dependence of n on ε as well as the dependence on |Z| in the following result from [7, Theorem 1.3] (see Theorem 5.5 from Section 5). Theorem 1.3. Let ε > 0. Then there exists n 0 (ε) such that for all n ≥ n 0 (ε) and any sets X i ,
with |A| > |H n | 3/4+ε , then A 2 contains at least |A|/p cosets of [0, 0, p ].
In [6] one can find an interesting application of products of sets in the Heisenberg group to so-called models of Freiman isomorphisms. It was showed that there is a (nonabelian) group, namely, the Heisenberg group such that any set with the doubling constant less than two has no good model, see [24, Section 5.3] . We now recall the required definitions and formulate our result. Let G 1 , G 2 be groups, A ⊆ G 1 , B ⊆ G 2 , and let s ≥ 2 be a positive integer. A map ρ : A → B is said to be a Freiman s-homomorphism if for all 2s-tuples (a 1 , . . . , a s , b 1 , . . . , b s ) ∈ A s × B s and any signs ε j ∈ {−1, 1}, we have a
Moreover, if ρ is bijective and ρ −1 is also a Freiman s-homomorphism, then ρ is called a Freiman s-isomorphism. In this case A and B are said to be Freiman s-isomorphic.
Theorem 1.4. Let n be a positive integer and let ε ∈ (0, 1/6) be any real number. Then there is a finite (nonabelian) group H and a set A * ⊂ H with the following properties:
(2) For any A ⊆ A * , |A| ≥ |A * | 1−ε , and any finite group G such that there exists a Freiman 5-isomorphism from A to G, we have |G| ≫ |A| 1+(1−6ε)/5 .
It is well-known [5, Proposition 1.2] that in abelian case the situation above is not possible and Theorem 1.4 shows that the picture changes drastically already in the simplest nonabelian case of a two-step nilpotent group. Firstly, this phenomenon was demonstrated in [4] . Previously, in [6] Hegyvári and Hennecart proved an analogue of Theorem 1.4 for 6-isomorphisms (our arguments follow their scheme but are slightly simpler). Theoretically, the constant 5 can possibly be improved (see, e.g., [4] ) we remark that it is the limit of the present method. All logarithms are to base 2. The signs ≪ and ≫ are the usual Vinogradov symbols. For a positive integer n, we set [n] = {1, . . . , n}. Having a set A, we write
In what follows G is a group with the identity element e, is a field, * = \ {0}, and p is an odd prime number, p = ℤ/pℤ. Also, we use the same letter to denote a set A ⊆ and its characteristic function A : → {0, 1}.
Write E + (A, B) for the common additive energy of two sets A, B ⊆ (see, e.g., [24] ), that is,
If A = B, then we simply write E + (A) instead of E + (A, A) , and the quantity E + (A) is called the additive energy in this case. One can consider E + (f ) for any complex function f as well. More generally, we deal with a higher energy
Sometimes we use representation function notations as r AB (x) or r A+B (x), which counts the number of ways x ∈ can be expressed as a product ab or a sum a + b with a ∈ A, b ∈ B, respectively. Further, clearly,
Similarly, one can define E × (A, B), E × (A), E × (f ) and so on. In a nonabelian setting, the energy of a set A, B ⊆ G is (see [20] )
We finish this section by recalling some notions and simple facts from the representation theory, see, e.g., [17] . For a finite group G, letĜ be the set of all irreducible unitary representations of G. It is well known that the size ofĜ coincides with the number of all conjugate classes of G. For π ∈Ĝ, denote by d π the dimension of this representation. We write ⟨ ⋅ , ⋅ ⟩ HS for the corresponding Hilbert-Schmidt scalar product ⟨A, B⟩ HS := tr(AB * ), where A, B are any (d π × d π )-matrices. Clearly, ⟨π(g)A, π(g)B⟩ HS = ⟨A, B⟩ HS . Also, we have ∑ π∈Ĝ d 2 π = |G|. For any f : G → ℂ and π ∈ G, define the matrixf (π) which is called the Fourier transform of f at π by the formulaf (π) = ∑ g∈G f(g)π(g).
Then the inverse formula takes place 2) and the Parseval identity is
The main property of the Fourier transform is the convolution formulâ f * g(π) =f (π)ĝ(π), (2.4) where the convolution of two functions f, g : G → ℂ is defined as
Finally, it is easy to check that for any matrices A, B, one has ‖AB‖ HS ≤ ‖A‖ op ‖B‖ HS and ‖A‖ op ≤ ‖A‖ HS , where the operator l 2 -norm ‖A‖ op is just the absolute value of the maximal eigenvalue of A.
Preliminaries
Let be a field and let P ⊆ × be a set of points and L a collection of lines in × . Given p ∈ P and l ∈ L, we write
Put I(P, L) = ∑ r∈P,l∈L I(p, l). We omit to write the conditions r ∈ P and l ∈ L below. A trivial upper bound for I(P, L) is I(P, L) ≤ min{|P| 1/2 |L| + |P|, |L| 1/2 |P| + |L|}, see, e.g., [24, Section 8] . Further, there is a bound of Vinh [25] (also, see [19, Section 3] ) that says
where either ∑ r f(r) = 0 or ∑ l g(l) = 0. Finally, a well-known result of Stevens and de Zeeuw gives us an asymptotic formula for the number of points/lines incidences in the case when the set of points forms a Cartesian product, see [22] , and also [19] .
Theorem 3.1. Let A, B ⊆ p be sets, P = A × B, and let L be a collection of lines in 2 p . Then
The proof rests on a well-known points/planes result from [13] (also, see [19, 25] ).
Theorem 3.2. Let p be an odd prime, let P ⊆ 3 p be a set of points and let
Pi be a collection of planes in 3 p . Suppose that |P| ≤ |Pi| and that k is the maximum number of collinear points in P. Then the number of pointplanes incidences satisfies
On products of large subsets of the affine group and the Heisenberg group
Let n ≥ 1 be a positive integer. By H n define the Heisenberg linear group over consisting of matrices
where xy is the scalar product of the vectors ⃗ Thus, the center of H n is [0, 0, z], z ∈ , and hence H n is a two-step nilpotent group. For [x 0 , y 0 , z 0 ] ∈ H n , the centralizer is C([x 0 , y 0 , z 0 ]) = {[x, y, z] : xy 0 = x 0 y}. The Heisenberg group H n acts on n × n as
and hence Stab((x, y)) = {[a, b, 0] : ay + b = 0}. Further, the structure ofĤ n is well known, see, e.g., [16] .
There are | | 2n one-dimensional representations that correspond to additive characters for x, y, see the group law (4.1) and there is a unique nontrivial representation π of dimension | | n . Thus, formula (2.2) has the following form:
Let us describe the representation π in details for n = 1, see, e.g., [16] . Let ζ = e 2πi/p and D = diag(1, ζ, . . . , ζ p−1 ), and let
The fact that π is a representation follows from an easy checkable commutative identity
Thus, there is just one nontrivial representation π, and a similar situation takes place in the case of the affine group Aff( ), see below.
We now formulate a lemma about products of sets in H n . A similar result was obtained in [8, Propositions 3-6 and Theorem 1], but for a special family of sets which are called semi-bricks. Given a set A ⊆ H, we write K −1 (A) := |A| −1 max x,y δ A (x, y). By the definition of K = K(A), for any x, y ∈ , we have δ A (x, y) ≤ |A|/K. 
Finally, for K = K(A) and k ≥ 2, we have
Proof. We know that for any
Hence, for any λ ̸ = 0, we must solve the equation xy − yx = λ, where the points (x, y) and (x , y ) are counted with the weights equal δ A and δ B . Using (3.1), we see that the number solutions to this equation is at least
because of our assumption |A||B| > p 5 and the trivial estimate
To prove the second part of the theorem, take any z * := [0, 0, z] ∈ [0, 0, p ] and write S for the convolution of ∏ 2k j=1 A ε j . Then, by (2.4), we haveŜ(π) = ∏ 2k j=1 C ε jÂ (π), where C is the conjugation operator. Using (2.4) and the fact that all one-dimensional representations equal 1 on [0, 0, p ], we obtain 
as required.
To obtain (4.5), we use the calculations above and, by applying definition of k (A) from (2.1), we obtain
Using the Cauchy-Schwarz inequality, we derive |A| 2k ≤ k (A)|A k | and hence we completed the proof. (1) |A * | > n, |A * A * | < 2|A * |.
Proof. The argument follows the scheme of the proof from [6] and [4] . Let
and we choose α ∈ (0, 1) later. Clearly, |A * A * | ≤ 2|A * | − p 2 < 2|A * |. Take any A ⊆ A * , |A| ≥ |A * | 1−ε and let ρ be a Freiman 5-isomorphism from A to a group G. Assuming G = ⟨ρ(A)⟩ and using Lemma 4.3, we derive that G is a two-step nilpotent group. If ∈ ρ(B) , and one can check by induction (see [6] ) that for any l ≥ 1, the following holds: g l(i−j) = g l i−j . In particular, the order of g i−j in G is p. Consider the Sylow p-subgroup of G, which we denote by G p . Suppose that G p is abelian. We know that [a; a ] = [0, 0, xy − yx ] for any a, a ∈ A and since ρ is 5-isomorphism and hence 4-isomorphism, it follows that xy − yx = 0 on A, whence |A| ≤ p 2 , and this is a contradiction, since |A| > p (2+α)(1−ε) and this contradicts with our choice of the parameter α (see details in [6] ). Otherwise, G p is nonabelian and in view of (4.7) and our choice of α, we obtain
It is easy to see from the proof that the constant 5 can possibly be improved (see, e.g., [4] ); we remark that it is the limit of the present method. Now consider the group of invertible affine transformations Aff( ) of a field , i.e., maps of the form x → ax + b, a ∈ * , b ∈ or, in other words, the set of matrices
Here we associate with such a matrix the vector (a, b). Then Aff( ) is a semi-product * p ⋉ p with the multiplication There are (| | − 1) one-dimensional representations which correspond to multiplicative characters of * , and because there exist precisely | | conjugate classes in Aff( ), we see that there is one more nontrivial representation π of dimension | | − 1. We have an analogue of formula (4.2), namely, f((x, y) ). As above, let us describe the representation π in details, see, e.g., [2] . We define D = diag(1, ζ ω , . . . , ζ ω p−2 ), where ω is any primitive root in * p . Then π((x, y) 
Hence, as in the case of the Heisenberg group, there is just one nontrivial representation π of large dimension and thanks to this similarity we can consider these two groups together. Underline it one more time so that the trivial representations of H correspond to additive characters but the trivial representations of Aff correspond to multiplicative ones.
Put K −1 (A) := |A| −1 max x δ A (x). Using the same method as in the proof of Theorem 4.1, one has the following result. (1, p 
On products of bricks in the Heisenberg group and in the affine group
Now let us obtain an upper bound for the energy of bricks in H, see the definition in Theorem 5.1 below. In particular, it gives a lower bound for the size of the product set of such sets.
Proof. The energy E(A) equals the number of the solutions to the system
First of all, we consider solutions to (5.1) with all possible z, z , z * , z * ∈ Z such that z + z * ̸ = z + z * . Denote by σ 1 the correspondent number of the solutions. Then the last equation of our system (5.1) determines a line such that (x, x ) ∈ X × X and (y * , y * ) ∈ Y × Y are counted with the weights r X−X (x − x ) and r Y−Y (y * − y * ), correspondingly. Clearly, such weights do not exceed |X| and |Y|, respectively. Moreover, ∑ x,x ∈X r X−X (x − x ) = E + (X) and, similarly,
Using the pigeonhole principle and applying Theorem 3.1, we find a number 0 < ≤ |X| and a set of lines L ⊆ X × X, |L| ≤ E + (X) such that
Let us give another estimate for σ 1 . Now we crudely bound r X−X (x − x ) and r Y−Y (y * − y * ) as |X| and |Y|, respectively, but treat our equation z + z * + xy * = z + z * + x y * as s + xy * = s + x y * , where s, s are counted with weights r Z+Z (s), r Z+Z (s ). Applying Theorem 3.2 and using the same calculations as above, we obtain
as required. Now consider the remaining case when z + z * = z + z * and denote the rest by σ 2 /E + (Z). One can check that zero solutions in the remaining variables x, x , y * , y * , as well as solutions with α := x/x = y * /y * = 1, coins at most
in σ 2 . Thus, suppose that α ̸ = 1 and all variables x, x , y * , y * do not vanish. We have
In particular, x /y * = (x * − x * )/(y − y ) and if we determine all variables x , x * , x * , y, y , y * from the last equation, then from (5.5), we know α and hence, recalling α = x/x = y * /y * , we find the remaining variables x, y * . Hence, E(A, A) . For simplicity, put X = Y = Z = A. Then it is easy to see that
We say that two series of sets X i ⊆ p , Y i ⊆ p have comparable sizes if for all i, j ∈ [n], the following holds:
Now we are ready to improve Theorem 1.3 from the introduction in the situation when X i , Y i have comparable sizes. It is easy to show that in our result ε(n) = λ n for a certain λ < 1 but in Theorem 1.3 it is just ε(n) = O(1/n). Also, the dependence on |Z| in Theorem 5.5 is better. Finally, we remark that of course the lower bound |A|/p for the number of cosets is optimal.
Theorem 5.5. Let n ≥ 2 be an even number, and let 
for some a i , b i and consider the correspondent setÃ , then by the group law (4.1) the inclusion [0, 0, p ] ⊆Ã 2 implies [ ⃗ a, ⃗ b, p ] ⊆ A 2 , where ⃗ a = (a 1 , . . . , a n ), ⃗ b = (b 1 , . . . , b n ). Further, notice that the set Ω i = {a : |X i ∩ (a − X i )| ≥ ζ |X i | 2 /p} has size |Ω i | ≥ (1 − ζ )|X i | and hence, taking ζ such that (1 − ζ ) 2n ≥ 1/2, we can find at least 
for any λ. We consider only even n (recall that we assume that n ≥ 2) and denote by σ n/2 the number of solutions to the last equation. Almost repeating the proof of [19, Theorem 32] (also, see [19, Remark 33]), one obtains an asymptotic formula for σ k , namely,
Indeed, by Theorem 3.2, we know (thanks to |Z| ≤ XY, X ≤ |Z|Y, Y ≤ |Z|X) that
and that the recurrent formula for the error term E k in the right-hand side of (5.11) is
Again we need to use our conditions |Z| ≤ XY, X ≤ |Z|Y, Y ≤ |Z|X and induction similar to the proof of [19, Theorem 32 ]. Thus, the asymptotic formula (5.11) takes place and σ k is positive if
This completes the proof. [15, Theorem 11] ). Put A n = {(a n , b n )} and, by the group law, we know that a n+1 = a n a, b n+1 = a n b + b n , where a, b ∈ A. Using the last recursive formula and the arguments in [19, Theorem 32] to solve the equation a n b + b n = a n b + b n , we obtain in ℝ (but similar in p ) that for any B from the affine group, one has |BA| ≫ |A| 3/2 |B| 1/2 and this implies the exponential decay.
Concluding remarks
In this section we discuss some further connections between the sum-product phenomenon and growth in the Heisenberg group.
In Theorem 5.1 we have dealt with the term σ 2 . It is easy to see that this quantity is just ∑ λ,μ E × (A + λ , A + μ ), where A + λ = A ∩ (λ − A). Hence, we have estimated this expression as well. In a dual way, one can consider ∑ λ,μ E + (A × λ , A × μ ), where A × λ = A ∩ λA −1 or, similarly, A × λ = A ∩ λA. Then we have the correspondent analogue of system (5.1), namely, aa 1 = a a 1 , bb 1 = b b 1 , a + b 1 = a + b 1 .
This gives b 1 b/b − b 1 = a a 1 /a 1 − a (and the remaining variables a, b 1 can be find uniquely) and hence again this can be bounded as |A| 6 /p + O(|A| 9/2 ) in p and as O(|A| 9/2−c ) in ℝ, where c > 0 is an absolute constant, see [15] . In a similar way, one can consider the problem of estimating the quantities
The first one naturally appears in sum-product questions in ℝ which are connected with Solymosi's argument [21] , see, e.g., [11] . As in Theorem 5.1, we see that the first sum equals the number of solutions to the system a + a 1 = a + a 1 = b + b 1 = b + b 1 , ab 1 = a b 1 hence as above a b 1 = a 1 −a 1 b−b and after some calculations we arrive to
Now we can estimate the number solutions to the last equation rather roughly. Indeed, fixing a variable, say b 1 , we have an equation of a line in a 1 , b . Hence, the Szemerédi-Trotter theorem [23] gives us ∑ λ E × (A + λ ) ≪ |A| 11/3 , and similar in p via Theorem 3.1. One can estimate the number solutions to (6.2) further via the Cauchy-Schwarz and different energies.
As for the dual question, it is easy to see that ∑ λ E + (A ∩ λA −1 ) ≤ |A|E + (A −1 ) and ∑ λ E + (A ∩ λA) ≤ |A|E + (A) because the map (x, y, z, w, λ) x+y=z+w → λ −1 (x, y, z, w) x+y=z+w has at most |A| preimages. Thus, in this case, nothing interesting happens and one needs a deeper technique to estimate the sum.
Problem. Estimate the sum-product quantities (6.1) in ℝ and in p (for small A). We suppose that the correct bound is O(|A| 3+ε ) for an arbitrary ε > 0.
