This paper initiates a study of the quantitative aspects of randomness in interactive proofs. Our main result, which applies to the equivMent form of IP known as Arthur-Merlin (AM) games, is a randomness-efficient technique for decreasing the error probability. Given an AM proof system for L which achieves error probability 1/3 at the cost of Arthur sending l(n) random bits per round, and given a polynomial k = k(n), we show how to construct an AM proof system for L which, in the same number of rounds as the original proof system, achieves error 2 -k('~) at the cost of Arthur sending only O(l + k) random bits per round.
Introduction
The notion of an "efficiently verifiable proof" plays a fundamental role in the study of efficient computation. Traditionally this notion is associated with the complexity class NP [21] , the set of languages with short (polynomial length) and polynomial-time verifiable proofs of membership. In other words, NP as a proof system consists of a prover who provides a short proof and a verifier who checks it. How the prover found the proof is immaterial; as long as the verifier can check it via some mechanical procedure then the proof is valid. 320 Bellare, Goldreich & Goldwasser comput complexity 3 (1993) More recently, Goldwasser, Micali and Rackoff suggested that the notion of "efficiently verifiable proofs" be extended to include interactive proof systems [27] . Interactive proof systems augment NP proof systems with two ingredients:
interaction and randomness. The verifier is now no longer a silent partner; he is allowed to ask the prover questions. Thus the two parties exchange a short (polynomial in the theorem length) sequence of messages and it is only after the completion of this exchange that the verifier decides whether or not he believes the theorem valid. Furthermore, both parties may flip coins, and the proof is probabilistic: there is some small chance that the verifier accepts the proof of a false theorem. IP is the class of languages possessing interactive proofs of membership.
Since their inception interactive proofs have proven to be very useful~ The original motivation for their introduction was the introduction of zero-knowledge interactive proofs [27] , which in turn were suggested as a principal tool for cryptographic protocol design [27] . The wide applicability of this tool was demonstrated by Goldreich, Micali and Wigderson [26] , yielding a dramatic effect on the theory and practice of cryptography. However, in the above mentioned development, the potential power of interactive proofs to serve as proof systems for languages outside NP was not taken advantage of. First indications to such potential were presented by Babai [5] and Goldreich, Micali and Wigderson [26] . But it is only in the last two years that a full understanding of the power of interactive proofs has emerged. Lund, Fortnow, Karloff and Nisan [36] showed that IP contains the polynomial time hierarchy, and Shamir [42] extended this to show that IP equals PSPACE. We conclude that interaction and randomness make a potent brew. We are well motivated then, to understand more the precise role played by these ingredients in the granting of so much power. The principa! issue here is to determine how the power of interactive proofs varies with the amount of interaction (measured by the number of rounds of message exchange) or the number of coin tosses (of the verifier).
We can begin by observing that the proof of IP=PSPACE yields proof systems using polynomially many rounds and polynomially many coin tosses. On the other hand it is easy to see that in the absence of either ingredient the power of IP vanishes. If there is no interaction, then the verifier is teft to decide on his own, and IP equals BPP. If there is no randomness, then the prover can anticipate all the verifier's moves and IP would collapse to NP. So the real question lies in understanding what happens in between these extremes.
In this regard, the role of interaction has received a lot of study [2, 5, 6, 7, 15] . The role of randomness remained, in contrast, unaddressed. This paper comput complexity 3 (1993) Randomness in Interactive Proofs 321 initiates a study of the role of randomness in interactive proofs. Below, we begin by reviewing some definitions and background, and briefly cover what is known on the role of interaction in interactive proof systems. Next, we turn to randomness, and describe our results and techniques. We conclude by discussing related work and possible avenues for further investigation.
1.1. Interactive Proofs and Arthur-Merlin Games. An interactive proof system [27] consists of two communicating parties, the prover and the verifier. The verifier is restricted to probabilistic polynomial time while the prover is not computationally restricted. On a common input w of length n they exchange a sequence of messages, with the number of messages polynomial in n. At the end of this exchange, the verifier either accepts or rejects the common input. Associated to a prover-verifier pair (P, V) and an input w is a probability that Vaccepts w which we denote by Pr[(P, V) accepts w].
We say that a language L has an interactive proof if there is a strategy for the verifier under which he can be convinced to accept inputs in L but rejects inputs not in L no matter what strategy the prover follows. More precisely, L has an interactive proof if there is a verifier V such that two conditions hold. First, there is a prover P such that Pr[(P, V)2ccepts w] _> 2/3 for every w E L (the completeness condition). Second, Pr[(P, V) accepts w] _< 1/3 for every prover P and w ~ L (the soundness condition). This error probability can be decreased to 2 -k(~) for any polynomial k(n) by standard techniques.
Arthur-Merlin (AM) games, introduced by Bahai [5] (see also Babai and Moran [6] ), can be viewed as special kinds of interactive proof systems; they are sometimes called interactive proof systems with public coins. Merlin is the prover and Arthur the verifier. Merlin plays just like a prover in an interactive proof system; the specialty is in the role of Arthur. During the interaction, Arthur is restricted to tossing coins and sending their outcome to Merlin. At the end of the interaction he computes a deterministic polynomial time predicate of the common input and the conversation and decides whether or not to accept based on the value of this predicate. For convenience we usually focus on "symmetric" games in which the interaction consists of a sequence of "rounds;" a round consists of Arthur sending a message and Merlin a response. AM proof systems for a language L are defined just like interactive ones. Goldwasser and Sipser'[28] showed that any language having an interactive proof system also has an AM proof system; the two systems are thus of equal power as far as language recognition is concerned. Moreover, the equivalence established by [28] preserves the number of rounds. The advantage of the AM 322 Bellare, Goldreich & Goldwasser comput complexity 3 (I993) formulation lies in its simpler combinatorial structure, and it is via AM games that most structural results (including ours and [5, 2, 6, 15, ll] ) are proved. In the rest of this paper we consider AM proof systems.
1.2. The Role of Interaction. Let AM[g(n)] denote the class of languages which possess AM proofs of membership of 9(n) rounds of interaction. Much attention has been devoted to understanding the hierarchy
We now briefly review what is known. Babai [5] showed that any constant number of rounds is equivalent to two: AM[k] = AM [2] for arty integer k _> 2.
Later Bahai and Moran [6] proved the "speedup" theorem which says that AM[2g(,0] = AM[g(~)] for any polynomial g(n). 1 Note that the speedup cannot be iterated more than a constant number of times. In particu!ar, whether or not AM = AM [2] remains an open question. Boppana, Hs and Zachos [15] provide some indication that co-NP does not have constant round interactive proofs by showing that if it did, then the polynomial time hierarchy would col!apse to the second level.
Aiello, Goldwasser and U~stad [2] show that if ~(r~) ~ oc then there are oracles separating AM[g(n)] from AM[g(r~)/a(n)]. However, we note that tile results of [36, 42] indicate that relativized separations are not evidence of real separations, for although IP=PSPACE, a random oracle separates them [29, 19] . So a better than constant factor collapse in IP need not be ruled out by the relativized separation results of [2] .
1.3. Our Results. The results in this paper represent the first attempt to understand the role of randomness in interactive proofs in a quantitative sense. The specific problem we consider is that of reducing the error probability of an Arthur-Merlin game in a randomness-efficient manner. We now briefly describe the problem and then our contribution. THE PROBLEM. Recall that an AM game is an AM proof system for the language L if the error probability on any input w (the probability that Arthur accepts if w ~ L or rejects if w C L) is at most 1/3. It is well known that this error probability can be decreased to 2 -k for any polynomiM!y bounded 1 In constructing a g(n) round Arthur-Merlin proof system for L from a 2g(n) round one, the proof of [6] blows up the message lengths of both parties by large polynomial factors. Recently, Bellare and Rompel [11] were able to reduce the randomness part of this blowup; see Section 1.6 for details. In the process they also provide a simpler proof of the speedup theorem. comput complexity 3 (1993) Randomness in Interactive Proofs 323
.k = k(n) by running the game O(k) times in parallel and taking a majority vote on the outcomes [5, 6] . Note that this maintains the number of rounds.
Supposing that Arthur sent I = l(n) random bits per round in the original game, this results in a game in each round of which Arthur sends O(lk) random bits.
Error-reduction is the most basic and most often used transformation of AM games and a natural place to begin to investigate the possibility of saving coins. The problem we consider is to accomplish round-preserving error-reduction using fewer coin tosses than the standard method. SUMMARY OF RESULTS. Given a g = g(n) round AM proof system for L in which Arthur sends l --l(n) random bits per round, and given a polynomially bounded function k = k(n), our main result is that we can construct a g round AM proof system for L which achieves error probability 2 -k at the cost of Arthur sending only O(l + k) random bits per round.
We also show that if we only need to decrease the error probability to n -~ 4 1 ~nen a constant factor more coins per round suffices. More precisely, given a 9 = g(n) round AM proof system for L in which Arthur sends l = l(n) random bits per round, and given a function e = e(n) with polynomially bounded inverse, we show how to construct a g round Arthur-Merlin proof system for L which achieves error probability e at the cost of Arthur sending only O(1) random bits per round.
Both results extend to the case where the error probability of the original 1 _ n-OO) rather than 1/3. game was 7 !.4. Comparison with the Case of RP and BPP. The problem of reducing the error probability in a randomness-efficient manner has received much attention in the context of the randomized complexity classes RP and BPP. That such randomness-efficient error-reduction was possible was pointed o~at, non-constructively, by Sipser [44] and Santha [40] . The first constructions were obtained by Karp, Pippinger and Sipser [34] and Chor and Goldreich [18] , who showed that the error-probability of a BPP algorithm which used r --r(n) coin tosses could be reduced to n -c for any given constant c while using only O(r) coin tosses. Cohen and Wigderson [20] and Impagliazzo and Zuckermann [33] , using techniques of Ajtai, Komlos and Szemeredi [3] , showed how the error could be decreased to 2 -k at the cost of O(r + k) coins for any polynomially bounded k = k(n).
Furthermore, pseudo-random sequences [14, 45] can be used to decrease the error of any BPP algorithm to n -c while using only n ' coins, for any constants c and c. Coupling this with the results of [20, 33] and [32, 30] , we get that the existence of one-way functions implies that the error of any BPP algorithm can comput complexlty 3 (1993) be reduced to 2 -~ while using only n ~ + O(k) coins, for any constant e > 0.
Error-reduction for AM games, however, seems more difficult to handle. The above mentioned techniques [44, 40, 34, 18, 20, 33, 3] are not directly applicable here as we are not dealing with witness-sets which are fixed beforehand, but rather with an adversary (cheating Merlin) that dynamically guides, by his responses to the verifier's coins, the search of the verifier for rejecting computations. Furthermore, techniques based on assumptions of computational difficulty are of no use against a prover who has the power to invert one-way functions. Thus the verifier cannot use pseudo-random sequences in place of random ones. We note however that our construction will exploit techniques from [18] and [3] , but in a different manner.
In general, not every result for RP and BPP translates easily (or at all) to a result on the class IP. Notable examples are results such as BPP equals almost-P [13] and BPP is contained in non-uniform P [1]. The IP counterpart of the first was open for several years and finally proved by Nisan and Wigderson [39] , while the IP analogue of the second (i.e., IP is contained in non-uniform NP) is not believed to be true. of a given function f: {0, 1} z --+ [0, 1]. Our interest is in primitives -for this task which we call (l, e, 5)-approximators. Such an approximator is a two stage process. The first stage is randomized. We pick a collection of sample points xl,..., xt C {0, 1} 1. The second stage is deterministic. We compute an estimate, as a function of f(xl),... ,f(xt). We require that, with probability at least 1 -5 this estimate is within e of Elf]. The standard construction of an (1, e, 5)-approximator is to select t = O(e-21og5 -1) independent and uniformly distributed sample points and use as the estimate the average value of the function on these sample points. This requires O(tl) coin tosses and t function evaluations. The construction of randomness-efficient (1, e, (5)-approximators has been a subject of much research, but existing constructions [18, 10, 11, 20, aa, as] that save coins over the standard one suffer from various restrictions (see Section 6 for details). comput complexity 3 (1993)
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We present a new construction which requires the same (up to a constant multiplicative factor) number of sample points (and function evaluations) as the standard construction, but these sample points will be generated using only O(l + log ~5 -1) coin tosses. Our construction is optimal in the number of sample points, and, amongst the constructions that use this number of sample points, optimal in the number of coin tosses (both up to constant factors). It works for all functions f: {0, 1} z --+ [0, 1].
It is interesting to note that (1, 1/6, ~5)-approximators for Boolean functions would suffice for error-reduction in BPP whereas our error-reduction for IP relies on (1, e, ~5)-approximators of arbitrary functions ranging in [0, 1] with e -1 being a polynomial.
1.6. Related Work. Bellare and Rompel [11] have investigated the randomness complexity of the operation of reducing the number of rounds of an AM game by one-half. Given a 2g(n) round AM proof system for L in which Arthur sends l(n) random bits per round and Merlin responds with a q(n) bit string, they show how to construct a g(n) round AM proof system for L in which Arthur sends only O(l + q log l) random bits per round. This improves on the construction of [6] in which Arthur sent O(lqg 3 log g) random bits per round in the g(n) round game. Of particular interest is the case where the message lengths of both parties are the same; here the blowup of [6J is polynomial while that of [11] is logarithmic.
We looked at how the power of IP varies with the amount of randomness. A different direction was taken by Schrift [41] who investigated how the power of an interactive proof varies with the quality of the random bits used. She shows that interactive proofs retain their power even when the parties do not have access to truly random bits, but rather to certain kinds of sources of weak randomness. 1.7. Avenues for Further Investigation. We list in Section 7 some open questions related directly to our results. Let us indicate here some more global future directions.
Our results are about AM games. Although AM games and interactive proofs are equivalent in language recognition power this does not mean that our results generalize directly to interactive proofs. This is because there is a cost in randomness when transforming an interactive proof to an AM game. So one direction of research is to generalize our results to general interactive proofs. For example, is there a randomness-efficient way of reducing the error probability of an interactive proof? Or is there a randomness-efficient way to transform any interactive proof into an AM game? Bellare, Goldreich & Goldwasser comput complexity 3 (1993) Another direction of research is to investigate the role of randomness in zeroknowledge interactive proofs. The current situation for zero-knowledge exactly parallels that which existed for IP before our work. Namely, although there are many results known on reducing interaction, nothing is known about reducing randomness. A specific question is to find a randomness-efficient technique of reducing the error probability of a zero-knowledge proof.
Another problem is to device methods for randomness efficient error reduction in multi-prover interactive proof systems [12] . This is particularly interesting in the context of the recent use of multi-prover proof systems to derive results on the hardness of approximation of optimization problems. Specifically, appropriate reductions in the randomness complexity of error reduction for two prover one round proof systems would lead to improvement of the results of [9, 22, 8, 37 I. 
Preliminaries
We review definitions and notation for the Arthur-Merlin games of Babai [5] and Bahai and Moran [6], introduce the accepting probability function, and conclude by showing we can restrict our attention to a special case without loss of generality.
Arthur-Merlin
Games. An Arthur-Merlin game has two players called Merlin and Arthur. They have a common input; we will denote it by w and its length by n. A designated start player makes the first move and after that the players alternate moves. The total number of moves is a polynomially bounded, polynomial time computable function of the input length which we usually denote by G. A player's move consists of sending the other player a message.
Merlin's message in any of his moves is a q(n) bit string, computed as an arbitrary function of the common input and Arthur's previous messages. Arthur's messages are more special: each consists of the outcomes of l(n) independent, unbiased coins. Here l and q are fixed polynomially bounded, polynomial time computable functions. When Merlin's last move is completed, Arthur applies a polynomial time computable binary predicate p to the common input w and the transcript c of the conversation, and is said to accept if and only if the value of p(w, c) is 1. We call p Arthur's decision predicate. Merlin is said to win the game if Arthur accepts w. Note that there is no restriction on Merlin's computational power.
We will use a bit s E {0, 1} to denote the start player, with 0 standing for Merlin and 1 for Arthur. We call (p, G, l, q, s) an Arthur strategy. A Merlin comput complexity 3 (1993)
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.strategy for the game defined by the Arthur strategy A = (p, G, l, q, s) is a function which, given the common input and the I bit messages received so far from Arthur, returns a q bit string which is Merlin's next message. We write G, I, q for G(n), l(n), q(n) respectively, whenever the input length n is understood. Arthur's i-th message will be typically denoted ri while Merlin's will be denoted yi. GA will denote the number of Arthur moves and GM = G -CA the number of Merlin moves in the game.
A round consists of an Arthur move followed by a Merlin one, or vice-versa. To simplify notation we usually assume that the game consists of G/2 rounds with Arthur playing first and Merlin second in each round. We call such a game symmetric. We stress that the consideration of symmetric games is only for notational ease: all our theorems extend to the general setting. When A = (p, G, l, q, s) is the Arthur strategy of a symmetric game we let g = G/2 denote the number of rounds. For the rest of this section ate assume the game is symmetric.
Let A = (p, G, l, q, s) be an Arthur strategy and let t _< g. An A-Arthurhistory is a sequence of strings rlyl""rtyt where rj G {0, 1} ~ and yj G {0, 1} q for 1 < j < t. An A-Merlin-history is a sequence of strings of the form rlyl'"rt-~yt-trt where rj E {0,1} l and yj C {0,1} q for 1 _< j _< t. An A-history is either an A-Arthur-history or an A-Merlin-history. If t = g we call an A-Arthur-history an A-conversation and otherwise we calt it a proper A-Arthur-history. When A is understood we omit mention of it.
Let M be a Merlin strategy for the game defined by A and let t < g. An Arthur history r~yl""rtyt in which yj = M(W, rl...rj) for 1 _< j _< t is called an (A, M)-Arthur-history. A Merlin history rly~"'rt-lyt-lrt in which yj = M(w,r~...rj) for 1 _< j < t-1 is called an (A,M)-Merlin-history. If t = g we call a (A,M)-Arthur-history a (A,M)-conversation. In the game between A and M each (A, M) conversation occurs with probability 2 -lg.
The assumption that the players send the same number of bits in each of their moves (1 for Arthur and q for Merlin) is made only for notational simplicity. All our results generalize to games in which the number of bits sent in move i is a function of i.
2.2.
Arthur-Merlin Proof Systems. Fix a Merlin strategy and a common input w. Then there is a probability (defined by Arthur's random moves) that Arthur wilt accept. One can now define Arthur-Merlin proof systems for a !anguage L just like one defines interactive proof systems. Namely, we say that an Arthur strategy A = (p, G, l, q, s) defines an Arthur-Merlin proof system for L if whenever w E L there exists a strategy for Merlin under which Arthur Bellare, Goldreieh & Goldwasser comput complexity 3 (1993) accepts with probability at least 2/3 (the completeness condition) and whenever w r L the probability that Arthur accepts is at most 1/3 regardless of Merlin's strategy (the soundness condition). Note that since Merlin is computationally unbounded we may, for both conditions, simply assume he plays an optimal winning strategy. Note also that this strategy is deterministic, which justifies our assuming Merlin deterministic in the first place. As we said above, it actually suffices to consider an "optimal Merlin" that chooses all its messages in a way maximizing Arthur's accepting probability. This leads to the much more convenient formulation of Arthur-Merlin games in terms of max-average combinatorial games as developed by [5, 6] . We capture this formulation below with the definition of the accepting probability function of the game.
Note that the optimal Merlin strategy depends on the Arthur strategy A. For any Arthur strategy A we fix a particular optimal Merlin strategy which we denote by M~I pt.
2.3. The Accepting Probability Function. The game tree and its accepting probability function which we now describe are a convenient way of analyzing an Arthur Merlin game [5, 6] .
Fix an input length n. We visualize a tree of depth equal to the number of moves 2g(n). Nodes in this tree are named according to their level: those at even levels are called Arthur nodes while those at odd levels are called Merlin nodes. An Arthur node has 2 l(~) children, and the set of branches that lead to these children are labeled by the strings from {0, 1} l(n). Similarly, a Merlin node has 2 q(") children, and the set of branches that lead to these children are labeled by the strings from {0, 1} q(~).
The execution of the game defines a path beginning at the root. The first message rl that Arthur sends corresponds to picking the branch out of the root labeled rl, and the game moves to the corresponding child of the root. It is now Merlin's turn, and his response yl similarly selects one of the chitdren of this node. This goes on, with the players alternating, until a leaf is reached.
We label each node of the game tree with an accepting probability chosen so that it bounds the probability that Arthur will accept in the remaining part of the game (the probability is over Arthur's messages in the rest --that. is in the subtree rooted at this node --of the game). More formally, we have the following definition of the accepting probability function for an Arthur strategy A = (p, g, l, q, 1). This is a variation of what [6] call the payoff function.
o The value at a conversation (leaf of the tree) is the value of A's deciding comput complexity 3 (1993) Randomness in Interactive Proofs 329 predicate:
o The value at a proper Arthur history (even level internal node of the tree) is the maximum value of all possible extensions by one move of Merlin:
accA(w, rlVl.., r,-l>-,~d = max accA(w, ~lYl... r,-,>-l~.y)
o Finally the value at a Merlin history (odd level internal node of the tree) is the average value of all its extensions by one move of Arthur:
The following fact is a direct consequence of the definition. PROPOSITION A's accepting probability on input w is defined as accA (w) a~f aCCA(W, )~), where ), is the empty string. The error probability of A on input w with respect to a language L is defined as
The error probability of A with respect to L is the map from N -+ [0, 1] whose va!ue at n is supi~,l= ~ errL(w). Thus an Arthur strategy A defines a proof system for L if its error probability with respect to L is at most 1/3. We will denote by Ig the logarithm in base 2, and by log the logarithm in an unspecified base. Bellare, Goldreich & Goldwasser comput complexity 3 (1993) 2.4. Restriction to a Special Case. For technical reasons i~ wiil be convenient to assume that Arthur messages are of length not less than clog n, for a specific constant c that will arise in our construction. This assumption does not reduce the generality of our results, since for every c > 0, any Arthur-Merlin game can be transformed ---without increasing the number of rounds or, up to constant factors, the total number of coin tosses --into one in which Arthur's messages are of length not less than clog n. More precisely, we have the following.
There is a constant a such that the following is true. Let c be positive and suppose A = (p, G, l, q, 8) defines an Arthur-Merlin proof system for L in which l(n) <_ clg n. Then we can construct A* = (p*, G*, t*, q*, 1) which defines an Arthur-Merlin proof system for L in which clgn _< l*(n) <_ aclgn, the number of moves G* is at most G, and the total number of coins flipped by Arthur increases by a factor of at most ~.
PROOF.
The idea of the proof is to group consecutive rounds of the given game into blocks in such a way that Arthur is sending just over clgn bits per block, and then ~collapse" each block into a single round. Merlin begins this round by sending his responses to all possible messages of A for the block, and Arthur then selects one sequence of responses at random. Details follow for completeness.
For simplicity, we assume the given game is symmetric and let 9 = G/2 be the number of rounds. Without loss of generality, we assume the error probability of the given game is at most 1/6; this can be achieved by standard error-reduction (Section 3) at a constant cost in message lengths and no cost in rounds. Let b(n) be the least integer such that b(n)l(n) > c!gn and let [* = bl. Let g*(n) be the least integer such that b(n)(g'(n) + 1) > 9(n). W~ view the given game as being divided into 9* blocks of b rounds each, followed by a block of at most b rounds. The new game consists of 9* rounds followed by a final Merlin move. Merlin plays first and Arthur second in each of the 9 ~ rounds.
The execution of the g* rounds will define an A-Arthur-history hi... hg. which is built up round by round, with round i adding the sequence of strings hi which correspond to moves of the original players in block i. Initially this history is the empty string. If we assume the first t rounds of the game have been played and hi... ht-1 is defined, here is how it is extended. Merlin's message in round t of the new game is (the encoding of) an l-ary tree of depth b, each node of which is labeled with a q bit string; this represents his responses to each possible sequence of A moves in block t of the old game with history comput complexity 3 (1993) Randomness in Interactive Proofs 331 hi... ht-1. Arthur's round t response is a l* = bl bit random string which selects a branch of the tree and thus defines a particular sequence ht of b moves of the original game in this block. This sequence is appended to the history, and the parties then move to the next round. For the last block, Merlin's message is (the encoding of) a l-ary tree of depth at most b, each node of which is labeled with a q bit string; this represents his responses to each possible sequence of A moves in block g* + 1 of the old game with history hi 9 9 9 hg,. At the conclusion of this move, Arthur has a polynomial number of A conversations. He evaluates p on each of these, and accepts if and only if a majority are accepting, and, additionally, if Merlin's message for each round was indeed (the encoding of) a l-ary tree of the appropriate depth labeled with q bit strings.
The fact that the original game had error probability at most 1/6 implies that if w E L and Merlin provides responses corresponding to those of M~ pt then the majority of conversations extending a history h = hi... hg. are accepting for at least 2/3 of these histories. Similarly if w r L then regardless of how Merlin responds, the majority of conversations extending a history h = hi ... hg. are accepting for at most 1/3 of these histories. So our final game is an Arthur-Merlin proof system for L. []
The Basic Template for our Error-Reduction
We call error-reduction the process of reducing the error probability of an Arthur-Merlin proof system from 1/3 to 2 -k for a given polynomially bounded
As an introduction to our error-reduction technique it is helpful to review the standard one [5, 6] . Given A = (p,g, l, q) defining an Arthur-Merlin proof system for L with error 1/3, we are required to design A* defining an error 2 -~ Arthur-Merlin proof system for L. The solution is to play in parallel ra = O(k) independent copies of the old game (the one defined by strategy A). The independence of Arthur's moves in the various "subgames" is used to prove that the error probability decreases exponentially with the number of subgames.
More concretely, A* will, in round t, send ml random bits to Merlin. These bits are regarded as a sequence r 1 ... r 2 of m different round t messages of A. Merlin then responds with strings 91... y~, and y~ is regarded as the response of Merlin to r~ in the i-th subgame (1 < i < m). This continues for g rounds. Finally, A* will accept in the new game iff a majority of the subgames were accepting for the original A. The fact that A* has the desired error is easy to Merlin's response: yg yg Our solution will stay within the template of playing several copies of the original game in parallel, evaluating each of these subgames individually at the conclusion of the game, and, based on the outcomes of the subgames, deciding whether or not to accept. Our subgames, however, will be dependent copies of the original game, and we will prove that although these copies depend on one another the error probability decreases exponentially with our "investment" in the randomness of each round.
More precisely, Arthur's message in round t will consist of a randomly chosen "seed" st. This seed, via an appropriate deterministic process, which we will 1 o . Trn later describe, specifies a sequence of (statistically dependent) strings r, . t , where m = re(n) is a function of our deterministic process. These strings will play the role of the original Arthur's round t messages for the different subgames. The Merlin of the new game computes the sequence of messages specified by the seed and replies with a sequence of ra strings yl ... y~ that will be interpreted as his answers in the corresponding m subgames (see Figure 3 .1).
At the end, A* evaluates p(w, ~ i i i VlPl...reyg ) for each 1 < i < ra and decides whether or not to accept based on some function of these values.
We stress that Arthur's moves in the different rounds are still statistically independent (a new random seed is selected at each round), and that in round t, A* actually sends the (uniformly selected) seed & and both parties compute the sequence r 1 t,..-, rp specified by the seed se. Within this template we rely on a combination of two different ideas. The first idea is to specify r 1 t,. 9 rp so that this sequence is pairwise independently distributed. We show that we can approximate the average accepting rate comput complexity 3 (1993) Randomness in Interactive Proofs 333 of independent subgames and thereby reduce the error to c = n-~ the restriction on r comes from the fact that the message lengths in the game we construct here are polynomial in r
The second idea is to play many copies of this new game in each of which the error is non-negligible (i.e., n -~ and take the median value, relying on the fact that the probability that a majority of the games are not representative is exponentially small. In the implementation of this step we rely on random walks on explicitly constructed expander graphs.
We now elaborate on each one of these ideas in turn.
Reducing Error to any Non-Negligible Fraction
Here we show how to reduce the error probability to ft -O(1) at the cost of multiplying by a constant factor the number of coin tosses used by Arthur in each round. More precisely, we will prove the following THEOREM 4.1. There is a constant c~ such that the following is true. Let c be positive and let A = (p, G, l, q, s) be an Arthur strategy with error probability 1 _ n-O with respect to the language L. Let r N -~ [0,1] have at most 7 polynomially bounded inverse. Then we can construct another Arthur strategy A* = (p*, G, o~l, G3An2%-~q, s) with error probability at most r with respect to L.
We will see that if we restrict our attention to games in which Arthur's message length I is at least lg(G~n2% -1) then the value of the constant c~ can be taken to be 2. In particular this is true if 1 = ~(log n). Otherwise we have to apply Proposition 2.2 to make I _> lg(G~n2% -1) and this incurs extra constant factors in coins.
We now proceed to the proof. For notational simplicity we will assume the given game is symmetric and let g = G/2 be the number of rounds. We begin with a review of the constructions of pairwise independent sequences. We then give an overview of the protocol and the intuition behind the analysis. We conclude with a more formal proof of correctness.
Pairwise Independent Generators. For any integer m we iet [rn]
equaI the set {1,...,m}. Often, we will be interested in random variables which assume all values in their range eqniprobably. In the conventional terminology we have the following. DEFINITION 4.3. A random variable is said to be uniform over a finite set t{ Kit assumes each value in R with probability 1/IR t.
We will need (deterministic) procedures which take a O(1) bit string s and, in time polynomial in 1 and m, specify a sequence of m _< 2 t strings of l bits each with the property that if s is chosen at random then the resulting sequence is pairwise independent and uniform over {0, 1} ~ [17] . Accordingly, we make the following It is well known that pairwise independent generators exist. For completeness, let us sketch two implementations. The first implementation [18] uses finite fields. We identify the sets {0, 1} ~ and [2 ~] with GF(2t). Using Shoup's (deterministic) algorithm [43] we can find a degree I irreducible polynomial over GF (2) in time polynomial in l, and this yields the ability to do polynomial time arithmetic in the field. We now regard s E {0, 1} 21 as the concatenation of two field elements a and b and then let P(1 l,i, s) = ai + b, the arithmetic being in the finite field. The pairwise independence follows from the fact that for any pair of points (i~,x~), (i2, x2) with il r i2 there is a unique polynomial of degree at most 1 which passes through these points.
It is easy to see that if P is a pairwise independent generator then its associated constant cp is at least 2. So the above implementation is optimal in the number of random bits used. Goldreich and Levin [25] propose an alternative implementation which, although it uses slightly more random bits, has the advantage of being more efficient in practice. In order to describe it we first recall that a l-by-t matrix [aij] is Toeplitz if ai,j = ai-l,j-1 for each 2 < i,j < l, and thus such a matrix is specified by its first row and column. The implementation of [25] consists of using a 3l -1 bit seed s to specify" an l bit vector b and an 1 by I (0, 1)-Toeplitz matrix M and setting P(1 l, i, s) = Mi + b, where i is being regarded as a l bit vector and the arithmetic is mod 2. comput complexity 3 (1993) Randomness in Interactive Proofs 335 4.2. The Protocol: Overview. We play m = gan2C(-1 copies of the original game in parallel, with the sequence of strings to play the role of A's messages being pairwise independently distributed. More precisely, in each round t Arthur sends a (random) cp1 bit long seed st and this is used, via P, to specify the sequence of m strings r~ ... r 2 ~ {0, ~}~ which will play the role of A's round t messages. A* accepts iff a majority of the subgames accept. The idea of the analysis is to guarantee that at each round the sequence of messages specified by the seed approximates, with very high probability, the average accepting probability of a sequence of independently chosen messages. That is, for each 1 < t < g, assuming sl,.. 9 st-1 have been chosen, we guarantee that with high probability
for the random choice of st, where r}... r~ is the sequence specified by sj. Indeed, if for all rounds we can guarantee that all seeds selected provide good approximations in this sense, then the fraction of accepting subgames in the new game will approximate the accepting probability in the original game. More precisely we call a seed st bad for a history s1~1"'" st-lgt-1 if the values 1 m .~ ~ flY1... differ by more than n-~ -~, and then show that the fraction of seeds bad for any history is inversely proportional to m. The appropriate choice of m yields a game in which, with high probability, conversations have all seeds good for their corresponding histories, and these conversations are "representative".
The restriction that ~ have a polynomially bounded inverse comes from the fact th_at Merlin's message length in the game we construct here is polynomial iI1 ([-1.
Let us now describe all this in more detail.
4.3.
The Protocol: Specification and Analysis. We fix a pairwise independent generator P and denote by cp its associated constant. DEFINITION 4.5. Let m _< 21 be a polynomial. strategy" (p,~, 9, @l, mq, ~) , where Let An denote the Arthur We call Arthur's round t message in this game a seed, and continue ~o denote Merlin's round t message by Y' t = y}... Y2 with y~ E {0, 1} q. We will show that by choosing rn to be a suitable polynomial in 9 and e -1 the error )robability of A,~ with respect to L can be made at most e. We begin with the following DEFINITION 4.6. Let h = siffl .o. St-lift-, be an A~-Arthur-history, and tet st E {0, 1} ~'~ be a seed. We say that st is bad for h if ac A(w, qy, ,] 9 --
where rj = P(1 ~, i, sj) for 1 < i < m and 1 <_ j <_ t. We say st is good for h Kit is not bad for h. We say that a Am-conversation sift1 "" seffg is representative if for each 1 < t < g it is the case that st is good for .31Yl"" "St_llJt_l ,
The virtue of representative conversations is that they always yield the correct outcome: A~ accepts a representative conversation iff the input is in the language. More precisely, we have the following 
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Here the second equality is by Proposition 2.1 and the inequality is by the fact that the conversation s1~1 "" sgy~ is representative. Noting that w E L implies ---2 ' and hence p,~(w, Slyl... sgy9) = 1. The argument for w r L is much the same, but for completeness let us give the details. Regardless of the values of yl,. 9 9 yg we have (1 ~,i,s) To conclude the proof we only need to note that E[Xi] = accA(w, fly li i . , ~' i' t-lJ,-lJ~'i by definition of the accepting probability function. [] We can use the above iemma to show that representative conversations occur with high probability when m is appropriately chosen, and thereby derive the desired conclusion. LEMMA 4.9. Let m = g3n2%-! and assume m < f. Then A~,,~ has error probability at most ~ with respect to L.
PaooF.
Fix any Merlin strategy M for the game defined by A,~. By Lemma 4.8 the probability that a (A,~,M) conversation is representative is at least g2n2c 1-g.
-1-e. m The conclusion now follows from Lemma 4.7. [] If 1 > lg(g3n2*e -1) and we use the finite field implementation of pairwise independent generators, then this says we can reduce the error probability to e at the cost of doubling the number of coin tosses used per round. To complete the proof of Theorem 4.1 we now only need to note that by Proposition 2.2, we may assume l > lg(g3n2Ce -1) at the cost of a constant factor in coins.
Error Reduction at Logarithmic Cost
We now show how to reduce the error probability to 2 -~ using O(k) additional random bits per round, where k = k(n) is w(log n) and polynomialty bounded. More precisely, we prove the following THEOREM 5.1. There is a constant a such that the following is true. Suppose c is positive. Let A --(p, G, l, q, s) be an Arthur strategy with error probability 1 _n-~ with respect to the language L. Let k: N --+ N bepolynomiatly at most bounded and or(log n). Then we call construct another Arthur strategy A* = (p*, G, a(1 + 1r 2000 . GTAkSn2~q, s) with error probability at most 2 -k with respect to L. comput complexity 3 (1993) 
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For the proof, again assume for simplicity that the given game is symmetric and let g = G/2. The construction uses explicit constructions of expander graphs. Gabber and Oalil [23] demonstrate the existence of families of explicitly constructible, d-regular, bipartite expanders. [t will be convenient for us to assume the degree d is a power of 2. By adding edges we can easily modify the construction of [23] to achieve this; via Alon's result [4] we can be sure that the resulting graph is still an expander. To summarize, we have the following.
THEOREM 5.5. [23] There exists an explicitly constructible family of&regular expanders with the degree d being a power of 2.
Let G be a d-regular undirected graph and A the matrix obtained by dividing every entry of the adjacency matrix of G by d. A random walk on G is the sequence of vertices visited by a "token" which starts at a random vertex and then moves according to the following transition rule: if at time t the token is at vertex x then at time t + 1 it moves to a random neighbor of x. In other words, if Xt is the random variable which describes the position of the token at ~cime * then {X~}t_>0 is the Markov chain whose transition probability matrix is A and whose initial position X0 is uniform over the vertex set of G. A is the transition probability matrix of the random walk.
In a modified random walk, the token at any point in time first flips a coin, and if the coin value is 1 it performs the random walk transition. Otherwise it stays where it is. In other words its position is described by the Markov chain a40 Bellare, Goldreich & Goldwasser comput complexity 3 (1993) whose transition probability matrix is .4 = 89 + A), where [ is the N by , %T identity matrix. The initial position is again uniformly distributed over the vertex set. Note that a modified random walk of length k is specified by 2/+k(l+lg d) = 21 + O(k) random bits.
A property of modified random walks on expanders is the main tool of this section. A variant of the following lemma appears in [24] . LE/vIMA 5.6. (Expander Path Lemma) For any family g = {G~} of expander graphs there is a constant ~ > 1 such that the following is true. Suppose e < 1/2 and let L = r/lge -1. Let v E N andlet BI,...,Bv be subsets of the vertex set {0, 1} 21 which have density at most e. Let b <_ v be an integer and let 1 _< jl < ... < jb _< v be a sequence of indices between 1 and v. Consider a modified random walk of length Lv on the expander and denote by Yj the vertex visited at timeLj forj = 1,... ,v. Then Pr['~ 1 E _/3j,,... ,YJb ~ BJb] <-(2e) b/2.
PROOF. For completeness we provide the following proof, based on the ideas of [3] . Fix I and let N = 2 ~ denote the number of nodes of G~. Let A = A(G~) and 5 = 1-),~(g). We denote by kl _> ~2 >_ ... >_ %x the eigenvalues of A. The fact that all line sums of A equal 1 implies that the first eigenvalue At equals 1 and the spectral radius of A (maximum of the absolute values of all the eigenvalues of A) is 1. Moreover, the expander property says that )~2<1
6<1. WeletA + -= 89 A) denote the transition probability matrix of the modified random walk. Its eigenvalues are ~t > ~2 >-... >-XN where ~i = 89 + ),;). It follows that the first eigenvalue of A is 1., all its eigenvalues are > 0, and ~2 _< 1-8/2 < 1. Since/~is a real symmetric matrix there is an orthonormal basis of R N which consists of eigenvectors of/~. We :fix such a basis u~,..., uN with ui being an eigenvector of A with eigenva!ue ),i. Note that Xl = 1 implies that Ul = (N-1/2,..., N-1/2 ). We let 1/1 be the space spanned by Ul and V~ the space orthogonal to 1/1 which is spanned by us,..., aN. Let II~ll denote the Euclidean norm of z E R x. c aim 1. IIA II -(1 -/2)11 11 for any 9 Proof. Since u2,...,ttN is a basis for V2 there are real numbers c2,...,cN N such that z = E~=2c~u~-But Au~ = X~u~ and the vectors zt2,...,~N are orthonormal, so 
Here the first inequality is by the triangle inequality. The second uses the fact that eix~ = Xl and IIPJyll _< Ilyll for any y ~ R N. Now the fact that Bj has density at most e and X 1 = ClU 1 implies that I[Pjxlll 2 <_ e]]xl[] 2. On the other hand, since A maps 89 into itself we can apply Claim 1 repeatedly to conclude that ]IA%II _< (1 -5/2)~11~11. Our choice of L implies that IIA%II 2 _< ~II<IIL Putting all this together we get Bellare, Goldreich & Goldwasser comput complexity 3 (1993) 5.2. The Protocol: Overview. We will play in parallel v = O(k/iog(kg)) copies of the game presented in Section 4, setting ra such that the error in each of these games is at most an appropriately chosen e. Since each of our subgames consists itself of m subgames, we will be playing a total of vm subgames which are arranged in v blocks each consisting of m subgames. The sequence of v seeds which specify the original Arthur's messages in each round is itself specified by a random walk on the expander.
More precisely, Arthur's message in the t-th round consists of a %uper- ,l.., y~,,,...y~,l.., y~,,~ where y{,i is called Merlin's answer in the i-th subgame of the j-th block. After all 9 rounds are completed Arthur evaluates p in each of the subgames and accepts iff in a majority of blocks there is a majority of accepting conversations. I'o analyze the game, we remind the reader that in each block of rn subgames, for each round, at most 0o g2n2G/m = e fraction of the seeds are bad for the current history (Lemma 4.8). By the Expander Path Lemma, the probability that a particular sequence of b seeds is bad (in a sequence of v seeds generated by the random walk) is bounded above by (2e) b/2. Thus, the probability that in the 9 rounds of the game at least b = v/2 of the vg seeds are bad is bounded above by (b g) -(2e) b/2 and by appropriate choices of the parameters this can be made at most 2 -k. It follows that with probability at least 1 -2 -~, the conversations in at least half of the blocks are representative. We can conclude by applying the analysis of Section 4.
Let us now specify all this in more detail. 5.3. The Protocol: Specification and Analysis. We fix an explicitly constructible family of d-regular expander graphs {Gt} with d being a power of 2, and let r / denote its expansion constant. We also fix a pairwise independent generator P whose associated constant cp we assume (without loss of generality) to be even. To specify the new Arthur strategy we first define the Note that a sub-conversation of a A* conversation is an A,~ conversation. Our goal will be to show that if M is any Merlin strategy for the game defined by A* then at least half the sub-conversations of each (A*, M) conversation are representative with probability at least 1 -2-< We begin with the following.
DEFINITION 5.9. Let M be a Merlin strategy for the game defined by A*. Let Sl,...,st_l be a sequence of super-seeds, and let y~o..y~ = M(W, Sl...s~) for 1 < u < t -1. For each block 1 < j < v and each round 1 < t < 9 let B~(M; sl,. . ., st-l) equal (. s~ C {0, 1} ~P~ : s~ is bad for the AM history sly 1 j ~j 9 . 9 3 jt_l~lt_l "~'j } .
That is, B [(M;sI,.. . ,st-0 is the set of seeds which are bad for the current history in this block. Bellare, Goldreich ~z Goldwasser comput complexity 3 (1993) ~ r * M) conversa.tion arm We note that if C = sly~.., y~-sgg.., y~g" is a t A, for each 1 < t < g it is the ease that s~ f [ B](M;s~,...,st_~) then the subconversation s~7~ -9 sgygJ ~j is representative. PROOF. By Lemma 4.8 and our choice of e we know that the deasity of B{(M; Sl,..., st-~) is at most e for each block j and round t. Fix ~ and assume sl,...,st-1 have been chosen. Let b _< v and suppose 1 _< jl < -.. < jb <_ v is a sequence of b indices between 1 and v. By Lemma 5.6 we know that, Pr [sT' E ~, t ; Sl, 9 , ... , sT b E ~b(7"14;  
Randomness-Efficient Approximation
Implicit in the previous sections is a new sampling method. An application of particular interest is to the problem of approximating the average value of an arbitrary real valued function. [, t, or: N ~ N. An (l, t, cr) -sampler is a (deterministic) algorithm S(., .) which runs in time polynomial in its first input, and, on input ! ~ and a seed s E {0, 1} ~ outputs a sequence of strings rl,..., rt(~) in {0, 1} l(~) which we call sample points. The number of sample points is t. For 1 < i < t(n) we will denote by S~(1 ~, s) the i-th sample point output by S on input 1 ~ and s E {0, 1} ~ As we will see when we complete the specification of (l, e, 5)-approximation, the seed for the sampler will be chosen at random. So the seed length a will represent the number of coin tosses that the sampler uses. We now turn to the estimation stage. DEFINITION 6.2. Let l, t: N ~ N. An (l, t)-estimatoris a (deterministic)polynomial time algorithm E(., .) which on input 1 ~ and (xl, . .. , xt(~) ) E R l(~) outputs a real number between 0 and 1.
If for each integer n it is the case that F~ is a set of functions mapping {0, 1} ~ to [0, 1] then we will refer to .T = {F,~} as a class of functions, an approximator consists of a sampler S and an estimator E, and associated to it is the class of functions which it succeeds in approximating. (1 ~, s) ),..., f(St(~)(1 n, s)))) Bellare, Goldreich & Ooldwasser comput complexity 3 (1993) and regard it as a random variable over the unifbrm distribution on {0, I} ~(n). We say that A = (S, E) is an (l, e, 5)-approximator for the class o~" functions
{F,d if
Pr [ IA~,s -E[f]l _< e(n)] > t -5(r~)
for each n and each f E Fz(~). The number of sample points used is t and the number of coin tosses used is ~r.
Note that both S and E are independent of the function f we are trying to approximate. We assume that the real numbers f(r~),, o., f(rt) that are provided to the estimator are truncated to O(log c -1) bits; this level of approximation is suitable for our purposes and henceforth we will assume total accuracy.
The parameters to consider in designing an (1, e, 5)-approximator are the number of sample points t (which by the above definition is also the number of function evaluations), the number of coin tosses o-used (by S) to generate these sample points, and the class .~ of functions that can be approximated. For the purpose of the discussion that follows it is helpful to have the following DEFINITION 6.4. [10, [1] An (i, e, 5)-approximator (S, E) is called oblivious if -t(n)Ex i=1 for a11 n and (Xl,... , Xt(n)) ~ R l(n), where t is the number of sampte points used by ( S, E) .
Obliviousness is useful in some appiications [11]. 6.2. Approximation Methods. The standard approximation method is to select t = O(e -~ log5 -1) independent and uniformly distributed sample points and use as estimate the average value of the function on these sample points. An application of the Chernoff bound shows that this yields an (l, e, 5)-approximator which works for all functions. However, it uses O(tl) coin tosses.
A large savings in the number of coin tosses is possible by the use of pairwise independence. With O(1) coin tosses we can specify O(e-25 -1) pairwise independent sample points and again use as estimate the average va;lue of the function on these sample points; an application of Chebyshev's inequality shows that this yields a (l, c, 5)-approximator for all functions ( Chor and Goldreich comput complexity 3 (1993) Randomness in Interactive Proofs 347 [18] ). The cost is in the number of sample points which now grows in proportion to ~5 -1 rather than the ig ~5 -1 of the standard method; if we want the number of sample points to be polynomial in n then we cannot attain exponentially small (in n) error.
Using higher independence and an iterated sampling technique, Bellare and Rompel [10, 11] are able to remove this restriction. They construct an (l, e, ~5)approximator for all functions which, with O(l + log 5 -1 9 log l) coin tosses, specifies O(e -6 log 61 + log 3 ~5 -1) sample points and then uses as estimate the average value of the function on these sample points. Thus they do save coins compared to the standard method and use a number of sample points which is polynomial in (l, e-1 and) lg~ -1, but the nmnber of sample points is much more than that of the standard method.
Using the techniques of Impagliazzo and Zuckermann [33] one can construct an (1, e,~5)-approximator for the class of boolean functions which uses O@-21og(5 -1) sample points and l+ O(e-41og2~5 -!) coin tosses as long as [ = cv(e -2 log ~-1).
The (l, e, ~)-approximator that we will present in Section 6.3 improves on all of these: with only O(1 + log'-l) coin tosses it specifies the same (up to constant factors) 0@ -2 log~ -1) number of sample points as the standard method, and works for all functions. It is optimal in the number of sample points and coin tosses. We note, however, that our approximator will not be oblivious, in contrast to all the ones mentioned above.
A somewhat coarser kind of approximation to the average of a boolean function f: {0, 1} z --+ {0, 1} can be obtained via a random walk on a 2 z node expiicitly constructed expander graph [3, 20, 33] . For example, if E[f] is at least 99/100 then we can use O(1 + log ~5 -I) random bits to generate O(log ~5 -1) sample points such that the average of f on these sample points is at least 2/3 with probability at least 1 -& This is useful for many applications such as randomness-efficient error-reduction for BPP algorithms.
Other randomness-efficient sampling techniques include that of Nisan [38] who shows how O(/log~) random bits sufiqce to produce a sequence of t bit strings r~,..., rt such that I .....
= 1] -E[f]q < 2-' for all boolean functions f: {0, 1} r ~ {0, 1}. Recently Impagliazzo [31] presented a general technique .to extend these kinds of results to real valued functions.
6.3. Our (l, e, 5)-approximator. We construct an (1, e, 5)-approximator which uses O(l + log 8 -1) coin tosses and O(~ -2 log G -I) sample points, and works for all functions. Up to constant factors, the number of sample points used by our method is optimal. Namely, any (l, c, 6)-approximator (even for just the class of boolean functions) must use f~(e-21og 8 -~) sample points [16] . Purthermore, among methods using the optimal number of sample points, our method is nearly optimal in the number of coin tosses used (for a wide range of natural choices for the parameters). Namely, any (I, e, 6)-approximator (even for boolean functions) which uses O(e -2 log6 -~) sample points must use at least l + lg 6 -1 -lg e -2 -O(1) coin tosses ( [16] and consider (5 < (w(l)).
Let us now proceed to our theorem.
TItEOREIVl 6.5. Let l: N -+ N and e,6: N ~ [0,1] with l,e -~ and lg6 -1 polynomially bounded and polynomial time computable. Then there exists an (l, e, 6)-approximator for all functions which uses O(e -2 log 6-*) sample points and 0(1 + log6 -1) coin tosses.
PROOF 9 We fix an explicitly constructible family of d-regular expander graphs {G~} with d being a power of 2, and let r/denote its expansion constant. We also fix a pairwise independent generator P (Section 4.1) whose associated constant cp we assume (without loss of generality) to be even. We If rn > 2 l then we can trivially get a perfect estimate without expending any coin tosses because we are allowed enough sample points that exact computation becomes feasible. Formally, the sampler would output a list of all the 2 z < t points in {0, 1} ~, and the estimator on input 1 '~ and (xl,..., at) would output the average of the t values zl,..., at. So we may assume m <_ 2 l. The sampler S chooses s E {0, 1} cPI+~lga-1 at random. Let s j denote the vertex visited at time Lj on the (modified) random walk on G~#/2 that is specified by s, and let r j'i = P(D,i,s j) for 1 _< j _< v and 1 < i < m. The output of the sampler is rt'*,..., rl"~,..., rV'l,..., r ~''. Thus the approximator uses vrn = O(e -2 lg6 -~) sample points and cel+/3196 -1 = 0(1 + lg5 -1) coin tosses.
The estimator E, on input 1 ~ and (x 1'1, , x~ .... L 9 .. ,...,x ,...~Xv'm)~ evaluates xJ 1 ,-.m j,i = X2_,~=lX for 1 _< j _< V and then outputs the median value of 
Conclusion and Open Problems
We recall our main result. Suppose we are given an Arthur-Merlin game of g = g(n) rounds in which arthur sends l = l(n) (random) bits per round, and suppose this game is a proof system for L with error probability 1/3. Then, given a polynomialty bounded function k = k(n), we can construct a new Arthur-Merlin game in which the error probability is reduced to 2 -k while maintaining the number of rounds and using O(1 + k) coin tosses per round.
Here are some areas for further investigation.
For unbounded g, is there a construction which achieves error 2 -~ with Arthur flipping a total of only O(gl+k) coins? Note that the total number of coins flipped by Arthur in the given game is gl, and the total number of coins flipped in the new game that our result yields is O (g(1 + k) ).
We know that the analogue of the question we pose is true for BPP algorithms. Namely, a BPP algorithm which has error 1/3 with respect to L and uses r = r(n) coins can be transformed into one which has error 2 -k and uses O(r + k) coins [20, 33] .
o Can our result be generalized to (general) interactive proof systems? We do not know of any direct non-trivial error-reduction technique for general 350 Bellare, Go!dreich & Goldwasser comput complexity 3 (1993) interactive proof systems. By "direct" we mean without first transforming the interactive proof into an Arthur-Merlin game (a transformation which requires exponentially small error probability), and by :*non-trivial" we mean more efficient in terms of coin tosses than playing independent copies of the same interactive proof.
Is it possible to achieve error 2 -~ using onIy[ + O(k) coins per round? Note that the best our technique yields is 21 + O(k).
Again, the analogue is true for BPP. A BPP algorithm which has error 1/3 with respect to L and uses r = r(n) coins can be transformed, for any constant c > 0, into one which has error rt -~ and still uses only r coins (a result of [34] described in [20] ) and one can then apply [20, 33] to reduce the error to 2 -~ at the cost of O(k) additional coins.
