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ABSTRACT Millions of sensors are deployed to monitor the smart grid. They consume huge amounts of
energy in the communication infrastructure. Therefore, the establishment of an energy-efficient medium
access control (MAC) protocol for sensor nodes is challenging and urgently needed. The Quorum-based
MAC protocol independently and adaptively schedules nodes’ wake-up times and decreases idle listening
and collisions, thereby increasing the network throughput and extending the network lifetime. A novel
Quorum time slot adaptive condensing (QTSAC)-based MAC protocol is proposed for achieving delay
minimization and energy efficiency for the wireless sensor networks (WSNs). Compared to previous
protocols, the QTSAC-based MAC protocol has two main novelties: 1) It selects more Quorum time slots
(QTSs) than previous protocols in the area that is far from the sink according to the energy consumption in
WSNs to decrease the network latency and 2) It allocates QTSs only when data are transmitted to further
decrease the network latency. Theoretical analyses and experimental results indicate that the QTSAS protocol
can greatly improve network performance compared with existing Quorum-based MAC protocols. For
intermediate-scale wireless sensor networks, the method that is proposed in this paper can enhance the energy
efficiency by 24.64%–82.75%, prolong the network lifetime by 58%–27.31%, and lower the network latency
by 3.59%–29.23%.
INDEX TERMS Wireless sensor networks, quorum time slot condensing, network latency, energy efficiency,
lifetime.

I. INTRODUCTION

The energy crisis and carbon emissions have become critical
concerns universally [1], [2]. Millions of sensors are deployed
to monitor the smart grid, and this communication infrastructure is an essential component for implementing the Internet
of energy [3]–[7]. The successful realization of smart energy
management relies on ubiquitous and reliable communication
among millions of sensors and actuators that are deployed
in the field [2]. Pervasive sensing devices can connect and
monitor all types of smart grid devices using the anywhereanytime-to-anything connectivity style [8]–[13]. Moreover,
because of the sheer number of human beings, a big data
network [14], [15] is formed, which combines cloud computing [11], [16] with the Internet of Things (IoTs) [17], [18]
and brings great convenience for smart energy management.
VOLUME 6, 2018

However, the huge amount of data and tremendous amount
of communication consume a great deal of energy [19]–[21].
Thus, the Internet of energy also relies on millions of sensors
and actuators, which are deployed in the field, for efficient
communication [22]–[24].
One of most important components of such a smart infrastructure is the wireless sensor nodes, which have a simple
structure, are of low cost and are suitable for a wide range
of deployment scenarios. Thus, they complete the realization
of smart grid monitoring [25]–[27]. Wireless Sensor Networks (WSNs) are commonly used for smart grids, environmental monitoring, surveillance operations, home and
industrial automation [28]–[30], and even social networks,
such as mobile social networks [31]–[33]. These networks
are typically composed of small sensors that have limited
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Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

8273

Y. Liu et al.: QTSAC: Energy-Efficient MAC Protocol for Delay Minimization in WSNs

resources in terms of processing power, data storage, and
radio transmission [34], [35]. In WSNs, the most severe
constraint is the limited energy [36]–[38]. For most applications, it is impractical and unfeasible to replenish them
with energy. This implies that it is highly challenging to
design an energy-efficient application system with a long
lifetime [38], [39]. Considerable research on energy saving
has been conducted, mainly on routing algorithm optimization in wireless sensor networks [40], data fusion [41], MAC
optimization [20], and cross-layer optimization methods that
combine multiple levels [42]. MAC optimization is one of the
most significant methods. The most frequently used MAC
optimization approach is to use sensor nodes to switch the
working (i.e., sensing and communication) units on and off
cyclically [42]–[46]. Compared with the working (active)
state, the energy consumption of the working units when they
are switched off (sleep) is lower by more than one order of
magnitude. To save energy, the nodes should be set to the
sleep state as much as possible.
Quorum systems have been recently utilized to design protocols for wireless networks [42]–[46]. In a Quorum-systembased medium access control protocol, time is divided into
constant cycle times. One cycle time is equal to one time slot
(or slot). Nodes are active in only some of the slots to save
energy. An active slot is called a Quorum time slot (QTS).
In the Quorum-based MAC protocol, each sensor node independently selects a QTS and ensures that the sensor nodes
that communicate with each other have the same number
of QTSs (i.e., intersection slots). The higher the number of
QTSs, the higher the probability of being in an active state for
the Forwarder Set (FS) of nodes when they transmit data and
thus the lower the delay. However, the energy consumption
of an active node is 100 or even 1000 times the energy
consumption of a sleeping node. Therefore, the higher the
number of QTSs, the shorter the lifetime of a node. In the
Quorum-based medium access control protocol, the design
and deployment of QTSs are challenging issues. Existing
approaches have the following limitations:

A. LOW ENERGY EFFICIENCY

There is a special phenomenon called an energy hole in
WSNs [7], [17], [19], [26], [29]. An energy hole appears
due to the ‘‘many-to-one’’ characteristic of data collection in
WSNs when energy consumption in the area that is near a sink
is much larger than that in other areas, such that nodes that are
within a one-hop range of the sink die quickly. Consequently,
the entire network dies due to failure of data transmission
to the sink, even though up to 90% of the energy remains
[17], [26]. Nevertheless, the majority of existing Quorumbased MAC protocols use the same number of QTSs, and
an energy hole appears in the network. In some research,
the number of QTSs for the nodes that carry less data in areas
that are far from the sink are decreased to conserve energy,
which leads to higher remaining energy and lower energy
efficiency.
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B. SMALL NUMBER OF INTERSECTION SLOTS IN THE
QUORUM-BASED MAC PROTOCOL

The Quorum-based MAC protocol independently selects
some slots as QTSs through nodes. It is guaranteed that there
are sufficiently many intersection slots for data transmission.
Therefore, one important goal of Quorum-based MAC protocol design is to increase the number of intersection slots
among nodes. However, current approaches
ensure that
√only √
there are m1 × m2 intersection slots in a n × n grid: if
node A selects m1 rows and node B √
selects√
m2
columns, a slot
ratio of (m1 × m2 ) / (m1 + m2 ) n × n is obtained.
The number of intersection slots has a direct impact on the
performance of the protocol. Thus, it will be significant to
overcome the limitations of the current Quorum-based MAC
protocol in terms of the small intersection slot ratio.

C. LARGE NETWORK TRANSMISSION LATENCY

The transmission latency is defined as the time difference
between the moment a node senses the production of data
and the moment the data are transmitted to the sink. The most
important role of WSNs is to monitor events in the region of
interest. The lower the transmission latency, the timelier the
event processing and the more beneficial the result is to the
application. However, current Quorum-based MAC protocols
have multiple limitations: In most research, the number of
QTSs for nodes is reduced to conserve network energy. The
fewer the QTSs of nodes, the fewer the intersection slots
among the nodes. In this case, if a node needs to transmit
data, the delay for a sensor node in detecting the next-hop
node in routing is large. As a result, the transmission latency
is large. Thus, it is worth further investigating how to reduce
the network latency while guaranteeing a specific network
lifetime.
In this paper, a novel Quorum time slot adaptive condensing (QTSAC)-based medium access control protocol is proposed for achieving delay minimization and energy efficiency
for wireless sensor networks (WSNs). The main contributions
in this paper are as follows:
(1) The QTSAC protocol condenses the QTS to the period
in which nodes transmit data, which increases the number of
intersection slots, to improve network performance.
In existing Quorum Systems, the QTS is randomly distributed over the whole cycle. The most important innovation
of the QTSAC-based MAC protocol (QTSAC protocol for
short) is the allocation of QTS according to the data operation
period of the nodes, rather than homogeneous distribution
over the whole cycle. When collecting data in WSNs, data
are transmitted from areas that are far from the sink to the
sink. Thus, data operations of nodes in areas that are near the
sink are concentrated in the second half of the cycle, while
the data operations of nodes in areas that are far from the
sink are concentrated in the first half of the cycle. Therefore,
the production of QTS in the QTSAC protocol is related to the
locations of the nodes. This means the QTSs of nodes in areas
that are far from the sink are concentrated in the first half of
VOLUME 6, 2018
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the cycle, while the QTSs of nodes in areas that are near the
sink are concentrated in the second half of the cycle. More
QTSs are allocated during the period of data operation of
the nodes, while fewer or even no QTSs are allocated during
the period with no data operation. This adaptive allocation of
QTSs can conserve energy and prolong the network lifetime.
(2) The QTSAC protocol makes full use of the remaining
energy of nodes in the peripheral area of the network and
increases the number of QTSs, thereby reducing the network
latency with no impact on the network lifetime.
In previous research, the numbers of QTSs of the nodes
in a network are either the same or allocated according to
the workload of each node. The QTSAC protocol does not
decrease the numbers of QTSs of nodes in areas that are far
from the sink; instead, it increases the numbers of QTSs.
Therefore, it not only makes full use of the remaining energy
but also reduces the network latency to improve the performance of the protocol.
(3) It is demonstrated that network delay and energy efficiency can be enhanced simultaneously through our extensive
theoretical analyses and simulation study. Compared with
the previous Quorum-based MAC protocol, the delay can be
reduced by as much as 23% and 10%. More importantly,
it improves the performance in terms of the abovementioned
factors without harming the network lifetime, which was
difficult to achieve in previous studies.
The rest of this paper is organized as follows: In Section 2,
the related works are reviewed. The system model and problem statement are described in Section 3. In Section 4,
the details of the QTSAC MAC protocol are presented. Performance analysis is provided in Section 5. In Section 6,
analytical results are validated by comparing them to the
simulation results, and the values of network parameters
that obtain optimal network performance are presented.
Section 7 presents the conclusions of the paper.
II. RELATED WORK

This paper mainly studies Quorum-based medium access
control protocols. Therefore, this section focuses on the current Quorum-based medium access control protocol. In a
Quorum-based medium access control protocol, the most
important factor has the following approaches:
A. QUORUM SYSTEM

The key issue in designing a Quorum system is choosing
which slot to be QTS so that the Quorum system is the basis
of the MAC protocol. A good Quorum system requires nodes
that are within the same ring to have the smallest intersection
slots and the size of the intersection slots between different
rings of nodes are maximized [46]–[51]. Therefore, the node
that sends data will not be disturbed by the transmission of
data by other nodes in the same ring. Moreover, since the sizes
of the intersection slots of nodes that are in different rings
are maximized, when a node sends data, the forwarding node
is also in the wake status, so the delay is minimized. There
are several types of quorums: grid-based [47], torus [48],
VOLUME 6, 2018

extended torus (e-torus) [48], and so on [46]. Studies of these
Quorum systems have reached a very high level because
the nodes independently choose QTSs. Therefore, further
improvements of the Quorum system performance have been
very limited, and studies of new Quorum systems that were
proposed in recent years have been rare.
B. THE SECOND KEY ISSUE IN QUORUM SYSTEMS IS
THE ALLOCATION OF QTSS

There are two categories of methods for allocating QTSs:
The methods in one category use fixed duty cycles. For
example, some Quorum systems, such as grid and torus systems [47], [48], have fixed duty cycles, which makes them
inappropriate for use in networks with different traffic conditions. The methods in the other category use variable duty
cycles. These methods adopt different duty cycles according
to the traffic; for example, the e-torus has an adaptive duty
cycle. Such methods provide a long minimum duty cycle,
which leads to lower energy consumption if used in a network
with a low traffic load.
Although the use of adaptive QTSs can save energy,
the performance in applications of WSNs is not good.
Studies [7], [17], [19], [26], [29] have considered different
distances from the sink in sensor networks with different
amounts of data and therefore have allocated different numbers of Quorum Time Slots (QTSs) to save node energy.
Nodes that are far from the sink area use smaller numbers
of QTSs, and nodes that are near the sink area use larger
numbers of QTSs. Although the method can reduce the total
energy consumption of the network, it is not favorable in
terms of the energy efficiency of the network and the network
lifetime. Because of the ‘‘energy hole’’ phenomenon in wireless sensor networks, it cannot increase the network lifetime
by reducing the energy consumptions of nodes that are far
from the sink area. Even if all nodes in the entire network
use the same number of QTSs, a considerable amount of
energy will remain in the network. The approach of adaptive
QTS will result in a more inefficient use of network energy.
Moreover, utilization of effective energy is low, and it does
not improve the network lifetime.
The method that is proposed in this paper differs from all
previous methods in the following aspects: Instead of reducing the numbers of QTSs of loaded nodes that are far from the
sink area, it increases the numbers of QTSs, so that not only
can full use be made of the residual energy but also the delays
of nodes in this area can be reduced, thereby improving the
network performance. Since the network, with the exception
of the first ring, has a surplus of energy so that it can increase
the QTS area accounted for by most of the network area, it is
possible to improve the network performance, except in the
first ring.
The existing Quorum-based MAC protocol is not designed
based on the data transmission characteristics of the wireless
sensor network, which leads to low performance of the protocol. A key limitation
that the QTS of the nodes is selected
√ is√
for the whole n × n grid, thereby resulting in small
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FIGURE 1. Network construction.

intersection slots in the system, which affects its performance.
Data transmission in wireless sensor networks is carried out
ring by ring. Thus, the allocation of QTS is constrained in this
paper, that is, the QTS is allocated during the period of data
operations, which improves the protocol performance.
III. SYSTEM MODEL AND PROBLEM STATEMENT
A. NETWORK MODEL

(1) We consider a wireless sensor network that consists of
sensor nodes that are uniformly and randomly scattered in
a circular network, where the sink is located at the center
and the network radius is R. The node density is ρ, and the
node transmission radius is r. Nodes do not move after being
deployed [7], [17], [19], [26]. All sensor nodes are grouped
into rings based on their hop counts from the sink. The ring
number of the sink node is 0, and all nodes that are k hops
away from the sink comprise the k-th Ring. The minimumhop-count routing algorithm is executed to create the node
rings at the time of system initialization [17]. As depicted
in Figure 1, since the transmission radius of the nodes is r,
the width of ring l is less than r. Suppose l = αr|o < α ≤ 1.
On detecting an event, a sensor node will generate messages
and those messages must be transmitted to the sink node in a
multi-hop fashion [17].
Definition 1 [Forwarder Set (FS)]: The FS of node A
is defined as the set of nodes that are within the range of
transmission radius r and have a ring number that is one less
than that of node A [48]. The FS of the first-ring nodes only
contains the sink. In Figure 1, the FS of node A contains
nodes E, F and G, while the FS of node B contains nodes C,
A and D. The algorithm that determines each node’s ring
number can ensure that each node has at least one FS node.
(2) The network model in this paper is the data collection network in [49], where sensors periodically generate
sensing data and report the data to a sink for further analysis. Example scenarios in this study include civil structure
8276

maintenance [49], [50] and continuous environmental condition monitoring [49], [50], such as sound, vibration, humidity, or temperature monitoring [49]. Data are transmitted
to the sink after aggregation. We adopt the lossless stepby-step multi-hop aggregation model that was introduced
in [51] and [52]. In this data aggregation model, the aggregation of κ inputs with source node si is performed sequentially,
that is, incoming data are aggregated with existing data in the
order of arrival, and data transmission occurs after the data
from all child nodes have been received and aggregated. This
type of aggregation model has been extensively studied and
applied [51], [52].
(3) Time is divided into a series of time slots. Sensor nodes
are time synchronized, as assumed in [53]. Nodes can be
synchronized locally [53] so that each node only needs to be
synchronized with its Forwarder Set (FS). A data collection
cycle consists of n time slots. In a cycle, each node produces
λ data packets using a step-by-step multi-hop aggregation
model to transmit data to the sink. Each data collection process must be completed in one cycle (n time slots).
B. PROBLEM STATEMENTS

Studies in this paper are carried out to design a new Quorum
system that is based a medium access control protocol. Three
aspects of network optimization are considered:
1) MAXIMIZATION OF THE NETWORK LIFETIME

The fundamental goal of the application requirements is to
maximize the network lifetime. The network lifetime can be
defined as the time at which the first node death in the network
occurs. The first node death in the network can seriously
affect the connectivity and coverage of the network, such
that the network cannot fully play its due role. Therefore,
as in [17], the network lifetime is defined in this paper as
the time at which the first node death occurs. Suppose Ei is
the energy consumption of node i. The maximization of the
network lifetime can be expressed by the following formula:
Max (T ) = min max Ei

(1)

0<i≤n

2) MAXIMIZATION OF THE EFFECTIVE UTILIZATION
OF ENERGY

The efficient utilization of the network energy refers to the
ratio of the utilized energy to the initial energy in the network
at the time of network death. Maximization of the effective
utilization of the network energy can be expressed by the
following formula:
!
P
i
i∈n Eleft
(2)
Max (η) = min P
i
i∈n Einit
3) MINIMIZATION OF THE DELAY

The delay, which is denoted by D, refers to the difference
between the time at which the event report packet is generated
and the time at which it is transferred to the sink. Denoting
VOLUME 6, 2018
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FIGURE 2. Numbers of intersecting time slots of Quorum time slots that exclude some rows and columns from selection.

the delay of data that pass through the ith hop as di , the endto-end delay minimization can be expressed as
X

Max (D) = min
di
(3)
i∈route

In summary, the optimization goal in this paper can be
expressed as follows:

Max (T ) = min max Ei



0<i≤n
!

P

i
i∈n Eleft
(4)
Max (η) = min P

i

E


P i∈n init 

Max (D) = min
i∈route di
IV. ELEMENT SHIFT QUORUM-BASED MAC
PROTOCOL DESIGN
A. RESEARCH MOTIVATION

The main motivation of the Quorum time slot adaptive condensing (QTSAC)-based medium access control protocol is
based on the following two observations on wireless sensor
networks:
Observation 1: Suppose one cycle is fixed and some rows
and columns are excluded from the selection of the Quorum
time slot. The intersecting time slot increases if there is no
increase in the total number of QTSs. The data operations
in WSNs are concentrated in a segment of slots. Therefore,
some slots are not selected as QTSs when no data operations
are carried out. This increases the number of intersecting time
slots and reduces the network latency.
In a 5 × 5 grid, as shown in Figure 2, if node A selects
2 rows of slots as QTSs (see Figure 2(a)) and node B selects
1 column of slots as QTSs (see Figure 2(b)), the intersection
slots are slots 7 and 12 (2 QTSs in total). If the first row and
the first column are excluded from selection of Quorum time
slots and nodes A and B select the same number of Quorum
time slots, the QTS selections of node A and node B are as
shown in Figure 2(d) and Figure 2(e), respectively. Although
the numbers of QTSs that are selected by node A and node B
are not increased, the intersecting time slots are QTS 6, 7, 12,
17 and 22 (4 in total). The number of QTSs in this constrained
selection is twice the number that were obtained before the
constraint was imposed (see Figure 2(c) and Figure 2(f)).
During the data collection process in WSNs, data collection is executed layer by layer from the far-sink area to the
sink. In the area that is far from the sink, the data operations of
nodes focus on the front part (a slots) of a cycle (time slot n).
In the middle area of the network, the data operations of nodes
VOLUME 6, 2018

focus on the middle part ([a, b] slot) of a cycle, while in
the area that is near the sink, data operations focus on the
back part (the last b slots) of a cycle. When nodes are in the
area that is far from the sink, the back-part slots are excluded
from QTS selection; when nodes are in the middle area of the
network, the front- and
back-part slots are excluded from QTS selection; when
nodes are in the area that is near the sink, the front-part slots
are excluded from QTS selection. This constraint satisfies the
characteristics of data transmission. If the total number of
QTSs is constant, increasing the number of intersecting time
slots can reduce the network latency remarkably.
Observation 2: If the number of Quorum time slots of
nodes is increased, then the number of intersection slots will
also increase. Thus, the forwarding delay can be reduced.
A large amount of energy is left in the area that is far from
the sink, which can be used to increase the number of QTSs
and improve the performance of the protocol.

FIGURE 3. Energy consumption of the whole network.

Figure 3 illustrates the energy consumptions of different
network areas. In a grid quorum system, all nodes in the network have the same number of QTSs. Since nodes in the area
that is near the sink need to transmit more data, the energy
consumption in the network is not even. Figure 4 shows
the remaining power distribution in different areas of the
network. The large amount of remaining power can be used
to increase the number of QTSs of the nodes to decrease the
forwarding delay without damaging the network lifetime.
However, if the numbers of quorum time slots are increased
at nodes A and B, the numbers of intersection slots will
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FIGURE 4. Remaining energy for different values of λ.

increase sharply, while the delay will be greatly reduced.
If the numbers of QTSs of nodes A and B are each increased
by one, e.g., slot 18 is added to the QTSs of node A and
slot 11 to the QTSs of node B, the numbers of intersection
slots of node A and node B are increased by one (i.e., slot 11;
see Figure 2(h)).
Based on the analysis above, the main innovations of the
QTSAC protocol are as follows: (1) the QTS is condensed
into the data transmission period of nodes and (2) the remaining energy in the area that is far from the sink is utilized to
increase the numbers of QTSs of nodes and intersection slots.
As shown in Figure 2, the QTSAC protocol can increase the
number of intersection slots from 2 to 5 compared with the
previous grid protocol. Thus, the performance of the protocol
is improved greatly, and significant results are achieved.
B. SO-GRID QUORUM SYSTEM

Definition 2 (Quorum System): Given an integer
n and a uni
versal set U = {0, 1, . . . , n − 1}, let Q = Q1 , Q2 , . . . , Qq ,
∀Qi ∈ Q ∧ Qi ⊆ U . We call Q a Quorum System if and only
if ∀Qi , Qj ∈ Q ∧ Qi ∩ Qj 6 = ∅. Qi is called a Quorum.
Definition 3 (Bi-Clique): Given an integer n and a universal
set U = {0, 1, . . . , n − 1}, let X and Y be two sets of nonempty subsets of U . The pair (X , Y ) is called a bi-clique if
and only if for all Qi ∈ X and Qj ∈ Y , Qi ∩ Qj 6 = ∅.
Definition 4 (S-Clique S(u, m1 , x, y)): Given an integer n
and a universal
≤
2 √ set U = {0, 1, . . . , n − 1}, let 1 ≤
√m1 
√
n − x / n, 0 ≤ u ≤ n − 1, and 1 ≤ x = y ≤
n/2 .
The pair (X , Y ) represents that the slots from the first row
to row x and from the first column to column y are excluded
from QTS selection. An S-clique of u, m1 , x, and y is defined
as S (u, m1 , x, y):
S (u, m1 , x, y)
 √

2
√
i n + j + m1 + u (mod n − x )




√

if i = 0, 1, . . . m1 − 1; j = 0, 1, . . . n − 2 ;
=


2
√
√

m1 n − 1 + j + m1 + u mod n − x



if (i = m1 , j = 0, 1 . . . m1 − 1) ;
(5)
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√
For instance, when x = y = 1, n = 4, m1 = 2, and
u = 3, it is obtained from formula (5) that S (3, 2, 1, 1) =
{0, 1, 2, 3, 4, 5, 6, 7}, as illustrated in Figure 5(a).
Definition 5 (O-Clique (O(v, m2 , x, y))): Given an integer
n and a universal
set U = {0, 1, . . . , n − 1}, let 1 ≤ m2 
≤
2 √
√
√
n − x / n, 0 ≤ v ≤ n − 1, 1 ≤= y ≤
n/2 .
The pair (x, y) represents that the slots from the first row to
row x and from the first column to column y are excluded
from QTS selection. An O-clique of v and m2 is defined as
O (v, m2 , x, y):
 √

2
√
j n + im2 + v mod n − x



 (i = 0, 1..m − 1; j = 0, 1, ..√n − 2)
2
O (v, m2 , x, y) =

2
√
√

j n + im2 + v mod n − x



(i = m2 ; j = 0, 1, ..m2 − 1)
(6)
√
For example, when x = y = 1, n = 4, m2 = 1, and
v = 2, it is obtained that O (2, 1, 1, 1) = {1, 2, 3, 6} according to formula (6), as shown in Figure 5(b).
Definition 6 (SO(u, v, m1 , m2 , x, y) Grid Quorum System):
Given four
integers m1 , m2 , x, and y, let 1 ≤ m1 , m2 ≤
2 √
√
√n − x / n, ∀0 ≤ u, v ≤ n − 1, 1 ≤= y ≤
n/2 . Let S and O be two sets of non-empty subsets of
U , where U = {0, 1, . . . , n − 1}. Then, (S, O) is called an
SO (u, v, m1 , m2 , x, y) grid quorum system if and only if S is
S (u, m1 , x, y) and O is O (v, m2 , x, y), or vice versa.
For example, S-clique (3, 2, 1, 1) and O-clique (2, 1, 1, 1),
which form the SO-grid (3, 2, 2, 1, 1, 1), have four intersection
points, namely, 1, 2, 3 and 6, as illustrated in Figure 5 (c).
An SO-grid quorum system has the following
properties:
√
Characteristic 1: S (u, m1 , x, y) has m1 n elements (i.e.,
Quorum time slots).
When u and m1 are determined, the number of projected
time slot can be obtained. Based on existing selection methods, the values of i and j√in the formula are constrained,
thereby ensuring that m1 n working time slots remain
(i.e., Quorum time slots).
√
Characteristic 2: O (v, m2 , x, y) has m2 n elements (i.e.,
Quorum time slots).
When v and m2 are determined, the number of projected
QTSs can be obtained. Based on existing selection methods,
the values of i and
√ j in the formula are adjusted, thereby
ensuring that m2 n working time slots remain.
Theorem 1: Two nodes A and B, which select an
S (n, w, u, m1 )-clique and an O (n, w, u, m2 )-clique, respectively, to form their cycle patterns, intersect each other at least
m1 × m2 times in n time
√slots.
Proof:√For any w n of the Grid, an S-clique is a set
of any√m1 n QTSs of the grid. According to formula 4,
the m1 n QTSs must have m1 slots that are selected in each
column. An O-clique is a set of m2 w QTSs of the grid. From
formula 5, the m2 w QTSs must have m2 rows that are selected
and that contain entirely QTS. Because the F-clique must
select m1 slots in each column, it is deduced that they must
have m1 × m2 intersections.
VOLUME 6, 2018
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FIGURE 5. SO-grid Quorum system.

FIGURE 6. The relationship between condensed SO grid and original grid.

C. QTS CONDENSED MATRIX

Definition 8 (Quorum Time Slot): The Quorum time slot is
the time slot in which a sensor node wakes up to check the
medium for a possible data exchange (e.g., time slots 0, 1, 6,
7, 8, 9, 10 and 11 in Figure 3 (a)).
Definition 9 (Non-Quorum Time Slot): This is the time
slot in which a sensor node can switch its radio to power
saving mode (i.e., sleep) to save energy (e.g., time slots 2, 3, 4
and 5 in Figure 3(a)).
One key step
is to condense
 the
√ of the
√ QTSAC protocol
√
√
QTS from an n × n grid to an n − x × n − y grid
to increase the number of intersection slots while keeping
the number of QTSs constant. In addition, these QTSs are
concentrated in the period of data transmission, so the network latency is decreased. The allocation of the SO grid after

VOLUME 6, 2018

condensation of the QTSAC protocol

 6.
√ is shown
√in Figure
Figure 6(a) shows the
condensed
n
−
x
×
n
−
y
grid.
√
√
A cycle consists of n × n slots before condensation, so
nodes select different parameters according to their distances
from the sink: (1) If a node is the nearest node to the sink,
there is no data transmission at the beginning of the cycle,
and the√condensed
matrix is located in the lower-right corner
√
of the n × n grid, as shown in Figure 6(b). (2) If a node is
the furthest node from the sink, the last x rows of slots have no
data transmission and√the condensed
matrix is located in the
√
top-left corner of the n × n grid, as shown in Figure 6(d).
(3) If a node is in the middle part in the network, the first b
rows and last x − b rows have no data transmission√and √
the
condensed matrix is located in the middle part of the n× n
grid, as shown in Figure 6(b).
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The serial number of the QTS, which
by
 √
√ is determined
formulas (5) and (6), is a number in the n − x × n − y
grid.
it can be converted into a serial number in the
√
√ However,
n × n grid according to√the node
√ locations. Considering
that the first b rows of the n × n grid are excluded from
QTS selection, the QTS serial number of nodes is z in the
SO-grid Quorum system, according to formulas (5)
√
√and (6).
Therefore, the corresponding serial number in the n × n
grid can be obtained by the following formula:
Z = b.n + y + bz/ (n − b)c .n + zmod (n − b)

(7)

The QTSAC protocol of SO-grid Quorum has been presented above and the rules for transforming a condensed
SO-grid Quorum matrix into the original matrix have been
determined. The next step is to determine the starting location
of the condensed matrix in the network and the size of the
condensed matrix. Denote the time when node i sends (or
receives) a data packet for the first time as tie . The QTS
allocation of node i can start from slot tie , as follows:
 √ 
(8)
bi = tie / n
Denote the time when node i sends a data packet for the
last time as til . The QTS of node i can allocated in [tie , til ].
Therefore,
the condensed
matrix
is wi × w
 of√

 √
i , where
√ the size
wi =
n−x ×
n − y til − tie / n − bi . However, the size of condensed matrix should satisfy the time that
is needed for the transmission of all nodes, which is obviously
determined by the maximum transmission time among all
nodes in the network. Thus, the size of the condensed matrix
in the QTSAS protocol is w × w, where w = max (wi )
 √

 l l
m
√
√
wi =
n−x × n−y
ti − tie / n − bi
(9)
D. CALCULATION OF THE QTS INCREMENT

The second innovation of the QTSAC protocol is the use of
the remaining energy in the area that is far from the sink
to increase the number of QTSs and decrease the network
latency. First, we calculate the energy consumption to determine the increment of the number of QTSs.
Theorem 2: The numbers of data packets that are received
and sent in a slot in the ith ring are respectively calculated by


λ κ 2 − i2
λ κ 2 − i2
t
r
, Bi =
+λ
(10)
Bi =
2i − 1
2i − 1
where λ is the probability of the data packet of the node
in each slot (0 ≤ λ ≤ 1), i.e., there are λ data packets, on
average, in each slot.
Proof: The ith ring receives data packets that are
sent from rings whose numbers are greater than i. The
total number
of data packets is ρλ π (κl)2 − π (il)2 =
 2
2
2
ρλπ
 l κ − i . The total number of nodes in the ith ring is
ρ π (il)2 − π ((i − 1) l)2 = ρπl 2 [2i − 1] and the numbers
of data packets
from every node are

 that are sent and received
λ κ 2 −i2
λ κ 2 −i2
t
r
Bi = 2i−1 + λ and Bi = 2i−1 .
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Theorem 3: If the whole network uses the same number
of QTSs and the number of QTSs in a cycle is ℵ, then the
remaining energy of the nodes in ring i is:




i
Eleft
= Tt1 − Tti τ $t + Tr1 − Tri τ $r


+ Tb1 − Tbi ($b τd + $s (τ − τ d )) (11)
δnBt

δnBr

where Tti = Bτ i , Tri = Bτ i , and Tbi = ℵ − Tti − Tri .
Proof: The number of QTSs is ℵ in a cycle. According to
δnBt
the above theorem, a sensor node in ring i requires Tti = Bτ i
δnBr
time slots per cycle to receive data and Tri = Bτ i time
slots per cycle to send data. Thus, the energy consumptions
of data transmission and reception are Tti τ $t and Tri τ $r ,
respectively. There are Tbi = ℵ − Tti − Tri Quorum time
slots remaining, the energy consumption of which is be
Tbi ($b τd + $s (τ − τ d )). The other (n − ℵ) slots are in the
sleep state, the energy consumption of which is (n − ℵ) τ $s .
The energy consumption of the Ring 1 nodes is:
E1 = Tt1 τ $t + Tr1 τ $r + Tb1 ($b τd + $s (τ − τ d ))
+ (n − ℵ) τ $s

(12)

Then, the remaining energy of the ring i nodes is:




i
Eleft
= E1 − Ei = Tt1 − Tti τ $t + Tr1 − Tri τ $r


i
+ Tb1 − T b ($b τd + $s (τ − τ d ))
Theorem 4: If the number of QTSs in the first ring is ℵ,
increase the QTS number by the remaining energy of the
other ring node, without lowering the network lifetime, and
the increased number of QTSs on the i-th ring is given by the
following formula:
Q1
i =

i
Eleft

(13)

($b − $ s ) τd

Proof: If the increased number of QTSs in the i-th ring
1
is Q1
i , the number of QTSs in the i-th ring is ℵ + Qi . The
1
increased energy consumption mainly converts Qi slots that
are in the sleep state to QTSs. Because the processed data
quantity of each node is fixed, the time of data transmission
will not be extended as the number of QTSs increases. In each
QTS, the sleep state of the node becomes the Beacon window state in τd . Thus, the increased energy consumption is
given by:
($b τd + $s (τ − τ d )) − $s τ = ($b − $ s ) τd
i
Hence, Q1
i ($b − $ s ) τd = Eleft and

Q1
i =

i
Eleft

($b − $ s ) τd
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FIGURE 7. Examples of SOG grid quorum systems.

E. QTSAC MAC PROTOCOL

The QTSAC MAC control protocol is presented as
follows:
(1) Each node selects an S- or O-clique, depending on its
ring number. A node with an even ring number can
select an S-clique and a node with an odd ring number
can select an O-clique. By selecting an S-clique and a
O-clique, two nodes in neighboring rings form a SOgrid;
(2) The size of the condensed matrix is w × w according to
formula (9);
(3) For node i, bi , which is determined by formula (8),
represents the selected w × w condensed matrix that
starts
from
√
√ the bi -th row and the bi -th column in the
n × n grid;
(4) For node i, the QTS serial number can be calculated by
its S- or O-clique according to formulas√
(5) and
√ (6);
(5) The corresponding serial number in the n × n grid,
which is calculated based on the above QTS serial
number according to formula (7), can act as the QTS
serial number in working time;
(6) QTS increment Q1
i can be calculated by formula (12).
Then,
search
backwards
from the first QTS slot in the
√
√
n × n grid and convert Q1
i non-QTSs into QTSs.
Finally, the QTS of each node is determined.
(7) Each node starts to work according to the selected QTS.
A specific example of the QTSAC protocol is given in
Figure 7. Suppose bi = 1 in a 4 × 4 grid. The first row
and the first column are excluded from QTS selection. For
S-clique (3, 2, 1, 1) and O-clique (2, 1, 1, 1), QTS is selected
by formulas (5) and (6), as shown in Figure 5. Next,
√
√ the QTS
serial number is created by formula (7) in the n × n
grid, as shown in Figure 7. The created SO-grid, namely,
(3, 2, 2, 1, 1, 1), has four intersection slots, namely, 6, 7, 9
and 13, as displayed in Figure 7. The QTS increment can
be calculated by formula (12). Suppose the QTS increment
is 2 and QTSs can be added to the S-clique and O-clique
(shown in Figure 7). Then, the final SO-grid, namely, (3, 2, 2,
1, 1, 1), has six intersection slots, namely, 6, 7, 8, 9,√
12 and √
13,
as shown in Figure 7. However, following the n × n
grid selection method, the S-clique selects 2 rows and the
O-clique selects 1 column, whose number of intersection slots
VOLUME 6, 2018

is only 2. This reveals that the QTSAC protocol increases the
number of intersection slots substantially.
The frame construction of the SO-grid Quorum system
is illustrated in Figure 7. In Figure 5, a cycle consists of
n = 16 time slots (i.e., Beacon intervals, BI). Nodes switch
off all communication devices to conserve energy in the nonquorum time slot. In the quorum time slot, a beacon window
(BW) appears at the beginning, followed by the remaining
slot time, which is called the data window (DW). Data operations work during DW and nodes determine whether data
operations (receiving and sending) are carried out or not
during BW. If there is no data operation, nodes turn to the
sleeping state in the following DW; otherwise, nodes perform
data operations in the following DW.
V. PERFORMANCE ANALYSIS

In this section, theoretical analyses based on the QTSAC protocol performance are presented, which mainly concentrate
on network latency and network lifetime.
A. NETWORK LATENCY

Denote the radius of the network by R = κl, which indicates
that the network is composed of κ rings. Then, we number
the rings, e.g., the ring closest to the sink is No. 1 and the
ring farthest from the sink is No. κ. The data for one node
will be calculated by the following:
√ √
Theorem 5: Consider an n× n grid quorum system with
duty cycle ε = ℵ/n. The number of FSs of the kth ring is
denoted by υ. The average forwarding data delay dk for the
node in the kth ring is

X(1−ε)n−1 
dk =
iε (1 − ε)(i−1) Pk
i=1


Xn−1
+
iε (1 − ε)(1−ε)n Pk + n (1 − Pk )
i=(1−ε)n

(14)
where
Pk =

n (1 − (1 − ε)υ )
,
ρπr 2 µk

µk =

δnBtk
δnBrk
+
Bτ
Bτ

Proof: Because the packet can arrive at any time,
the time slot is assumed such that the packet arrives in the
cycle time for the kth slot. After the packet arrives, if there
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is a node whose status is active in the next time slot, it can
send this packet, and the probability of active nodes in the
slot is ε. If there is a node whose state is active in the slot,
we can calculate the probability of success in sending in this
time slot as follows:
There are z = ρπ r 2 nodes in total within the scope of
the conflict and the duty ratio of nodes the is ε = ℵ/n,
so there are zε nodes in the QTS state. The number of slots
δnBr
δnBt
that each node needs to send data is µk = Bτ k + Bτ k .
Therefore, the probability of a node sending data in this slot
is ε1 = µk /ℵ. Then, the number of nodes that are sending
data is zεε1 . Thus, the success probability of one node seizing
the channel can be computed as follows: The probability of
every FS node being in the active state is ε. Therefore, the
probability of at least one node being in the active state is
1 − (1 − ε)υ . Only when there is a node within FS that is
in the active state can the data be sent successfully. This
is expressed as follows:
Pk =

n (1 − (1 − ε)υ )
,
ρπr 2 µk

µk =

δnBtk
δnBrk
+
Bτ
Bτ

(15)

Therefore, after a packet arrives, the probability of sending
data successfully in a subsequent time slot is εPi . In this case,
the packet delay that is experienced at this node is a slot.
However, the node of A may be in the sleep state in the
(k + 1)th slot, while the (k + 2)th slot may be in the active
state. Thus, the probability of this situation is ε (1 − ε), and if
sending a packet, the probability of success is Pi . Therefore,
in this case, the total probability of success is ε (1 − ε) Pi . In
this case, the packet delay that is experienced at this node is
two slots.
Similarly, the node of A may be in the sleep state from slots
k + 1 to k + i − 1, but the (k + i)th slot may be in the active
state. A similar probability can be successfully obtained in
this case: ε (1 − ε)(i−1) Pi . In this case, the packet delay that
is experienced at this node is i slots.
If a node receives a packet and the packet is not sent
successfully during n time slots, the packet is discarded. Since
each node has n slots in a cycle time and the duty cycle is ε,
the number of slots (Quorum time slots) is εn in the active
state and (1 − ε) n in the sleep state. Thus, the data for node
A after (1 − ε) n times in the sleep state must indicate that
the node is in the active state. Therefore, the probability that
the packet is sent successfully in this case is (1 − ε)(1−ε)n Pi .
The time delay is i slots.
Thus, the following equation can be obtained (17):
(
Ds = ε (1 − ε)(i−1) Pi if i < (1 − ε) n
(16)
Ds = (1 − ε)(1−ε)n Pi else
The weighted average delay for successful data transmission can be calculated by the following formula:

Xn−1
X(1−ε)n−1 
iDs =
iε (1 − ε)(i−1) Pk
i=1
i=1


Xn−1
+
iε (1 − ε)(1−ε)n Pk .
i=(1−ε)n
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The probability that transmission is unsuccessful is
(1 − Pk ) and the delay is n (1 − Pk ).
Corollary 1: √
In the √
QTSAC protocol, suppose the QTS
selection in an n × n grid is condensed into selection
in a w × w grid and the QTS increment that is based on
the remaining energy of the kth ring is Q1
k . The average
QTSAC
forwarding data delay dk
for a node in the kth ring is

X(1−ε1 )n−1 
QTSAC
QTSAC
dk
=
iε1 (1 − ε1 )(i−1) Pk
i=1


Xn−1
QTSAC
+
i (1 − ε1 )(1−ε1 )n Pk
 i=(1−ε1 )n 
QTSAC
+ n 1 − Pk
where
2
√
2
n/w ε + Q1
k /w ,
υ
δnBtk
δnBrk
n (1 − (1 − ε1 ) )

=
,
µ
=
+
k
Bτ
Bτ
ρπr 2 µk

ε1 =
QTSAC

Pk

(17)

Proof: In the QTSAC
√ protocol,
√ the QTS, which is distributed over the entire n × n grid, is condensed into
a w × w grid. Thus,
2 the duty cycle of the nodes increases
√
from ε to
n/w ε during data transmission. The number
of QTSs of each node is increased by Q1
i and the duty cycle
2 . Thus, the duty cycle
of the nodes is increased by Q1
/w
k
2
√
2
of the QTSAC protocol is ε1 =
n/w ε + Q1
k /w by
Theorem 5.
The end-to-end delay 2i for the data of a node in ring i to
arrive at the sink is:
Xi
QTSAC
2i =
dj
(18)
j=1

B. NETWORK LIFETIME

Compared with previous schemes, the QTSAC MAC protocol
can decrease the transmission latency while prolonging the
network lifetime. On the basis of data transmission characteristics, if the QTSAC protocol allocates QTSs according to
the Quorum-based MAC protocol and removes QTSs without
data transmission, then the QTSAC protocol can prolong the
network lifetime due to the decrease of the number of QTSs.
Even in that situation, nodes in the area that is far from the
sink can still increase the QTS in the QTSAC protocol to
decrease the network latency, which demonstrates that the
QTSAC protocol can prolong the network lifetime while
reducing the network latency.
√ Theorem 6: Suppose the QTSAC MAC protocol excludes
n − w rows from QTS √
selection.
√ Compared with traditional
QTS selection from the n × n grid in the Quorum-based
MAC protocol, the network growth ratio in the QTSAC protocol is expressed by the following formula:
√ 
Tt1 τ $t + Tr1 τ $r + n − (ℵw)/ n τ $s
ϕ=
Tt1 τ $t + Tr1 τ $r + δ + (n − ℵ) τ $s

√
(ℵw) / n − Tt1 − Tr1 ($b τd + $s (τ − τ d ))
+
Tt1 τ $t + Tr1 τ $r + δ + (n − ℵ) τ $s
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TABLE 1. Network parameters.

where

where
Tt1 =

δnBt1
Bτ

,

Tr1 =

δnBr1

2
ε2 = ε + Q1
k /w ,

Bτ

and


µk =



δ = ℵ − Tt1 − Tr1 ($b τd + $s (τ − τ d ))

(19)

Proof: The duty cycle of the traditional Quorum-based
MAC
protocol is ε = ℵ/n. The QTSAC protocol excludes
√
n − w rows from
√ QTS selection because there is no data
transmission in n − w rows. Thus, w rows remain for QTSs.
The number of remaining QTSs is (ℵw) /n. The network lifetime depends on the energy consumption of the nodes that are
one hop away from the sink. Thus, the energy consumption of
ring 1 nodes in the traditional Quorum-based MAC protocol
is given below according to formula (12):
E1 = Tt1 τ $t + Tr1 τ $r + Tb1 ($b τd + $s (τ − τ d ))
δnBt1 1
δnBr1
+ (n − ℵ) τ $s where Tt1 =
, Tr =
,
Bτ
Bτ
Tb1 = ℵ − Tt1 − Tr1
In the QTSAC
protocol, the number of QTSs drops
√
to (ℵw) / n and the energy consumption of each
node is


√
QTSAC
E1
= Tt1 τ $t + Tr1 τ $r + (ℵw) / n − Tt1 − Tr1
√ 
× ($b τd + $s (τ − τ d )) + n − (ℵw)/ n τ $s
Therefore,
the
Einit
ϕ = QTSAC
/ EEinit
.
1
E1

network

lifetime

ratio

is

√ Corollary 2: Suppose the QTSAC MAC protocol excludes
n−w rows from QTS selection and the remaining energy of
the kth ring determines the QTS increment Q1
k . In this case,
QTSAC
the average forwarding data delay dk,2
of the QTSAC
protocol for a node in the kth ring is


Xn−1
QTSAC
QTSAC
=
dk
i (1 − ε2 )(1−ε2 )n Pk,2
i=(1−ε2 )n

X(1−ε2 )n−1 
QTSAC
+
iε2 (1 − ε2 )(i−1) Pk,2
 i=1

QTSAC
+ n 1 − Pk,2
(20)
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QTSAC

Pk,2

=

δnBrk
δnBtk
+
Bτ
Bτ

n (1 − (1 − ε2 )υ )

,
ρπr 2 µk
(21)

Proof: The duty cycle of nodes increases owing to the
QTS increment according to Theorem 5, which is ε2 =
2
ε + Q1
k /w by formula (14). This corollary can be proved
by substituting the computed duty cycle into formula (14).
Considering that the QTSAC protocol uses the same number of QTSs as previous schemes, the QTSAC protocol prolongs the network lifetime to the same extent as previous
schemes but reduces the network latency by a larger amount.
VI. EXPERIMENTAL RESULTS AND
PERFORMANCE ANALYSIS
A. EXPERIMENTAL SETTING

OMNET++ is used for experimental verification.
OMNET++ is an open network simulation platform that
provides an open-source, component-based, modular simulation platform for large networks, which has been widely
recognized by academics [54]. The main parameters of the
experiments are listed in Table 1.
In
√ the following
√ √ experiments, the size of the Quorum grid
is n × n ( n = 7), unless stated otherwise. In the
traditional
grid protocol, 2 rows of QTSs are selected
√ Quorum
√
from n × n = 49 slots (14 elements in total), that is,
the duty cycle is 14/49 = 2/7. The traditional Quorum grid
protocol is called the same QTS protocol in the following
experiments since it selects the same number of QTSs. There
are two improvements in the QTSAC protocol compared
with the original Quorum-based protocol: (1) The protocol
condenses the QTS into the data transmission period. In the
following experiments, the protocol is called the condensing
QTS protocol and uses the same number of QTSs as the
existing Quorum-based protocol but condenses the grid into
a w × w grid. (2) The protocol utilizes the remaining energy
in the area that is far from the sink to increase the number of
QTSs, which is called the adding QTS protocol. The protocol
that is obtained by combining the above two protocols is
called the QTSAC protocol.
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In the experiment, the network scale is κ = 12. The
previous 7 × 7 matrix is condensed into a 6 × 6 matrix.
That is, there is no QTS allocation in the last row and the
last column for nodes that are far from the sink and no QTS
allocation in the first row and the first column for nodes that
are near the sink. A network with κ = 12 can be condensed
completely. In this experimental setting, the duty cycle of the
previous Quorum-based protocol is 2/7, while the condensed
duty cycle is 14/36 = 7/18. This means that the condensing
QTS protocol can increase the duty cycle sharply, owing
to the constrained QTS selection range, although it does
not increase the number of QTSs. The increase in the duty
cycle results in improvement in the network performance.
Moreover, the QTSAC protocol uses remaining energy in the
area that is far from the sink to increase the number of QTSs,
thereby increasing the duty cycle and improving the network
performance.

FIGURE 9. Network energy consumption with different values of τd .

B. CALCULATION OF THE INCREMENTAL QTS NUMBER

One remarkable improvement of the QTSAC protocol is the
use of the remaining energy in the area that is far from the
sink to increase the number of QTSs. Therefore, the first
experiment aims at determining the network energy consumption when using the same number of QTSs. The network energy consumptions of different ring nodes are plotted
in Figure 8 and Figure 9.

FIGURE 10. Numbers of QTSs that can be added with different values of λ.

nodes can complete the data transmission, even if the number
of QTSs is increased. Nodes are in the awake state during a
period τd at the beginning of the QTS, and this costs little
energy. Thus, the remaining energy can be used to increase
the number of QTSs.
FIGURE 8. Network energy consumption with different values of λ.

C. COMPARISON OF DUTY CYCLES

Experimental results show that the energy consumption in
the area that is near the sink is much higher than that in the
area that is far from the sink. Therefore, the remaining energy
can be used to increase the number of QTSs and improve the
network performance. Figure 10 and Figure 11 show the QTS
increments in different areas in the network. According to the
experimental results, a large amount of energy in the area that
is far from the sink remains, and the large quantity of QTSs
can be increased. This is because nodes in the area that is near
the sink carry much more data and the energy consumption
for sending and receiving data is much higher than that in the
area that is far from the sink. However, the original QTSs of

In the experiments in this section, the increment of QTS
in the proposed protocol is determined. According to
Figures 12-15, the number of QTSs in this protocol is
increased by 21.23%. In Figure 12, the ‘‘same QTS’’
approach represents the Quorum-based protocol that selects
the same number of QTSs in the network. ‘‘Only add QTS’’
represents the approach that uses the remaining energy in
the area that is far from the sink to increase the number of
QTSs, while the ‘‘QTSAC’’ approach means the protocol
that not only condenses the QTS but also uses the remaining
energy in the area that is far from the sink to increase the
number of QTSs. Experimental results show that the duty
cycle of nodes near the sink is the same as that of the previous
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FIGURE 11. Numbers of QTSs that can be added with different values
of τd .

FIGURE 12. Comparison of duty cycles in different protocols with
different values of λ.

FIGURE 13. Improvement of duty cycle ratio in QTSAC compared to
existing protocols with different values of λ.

FIGURE 14. Comparisons of duty cycles in different protocols with
different values of τd .

protocol in the ‘‘only add QTS’’ approach. The further a
node is from the sink, the larger the duty cycle. The QTSAC
protocol condenses the QTS from a 7 × 7 matrix to a 6 × 6
matrix. Even if the remaining energy of the nodes in the area
that is far from the sink is not used to increase the number
of QTSs, the duty cycle can be increased from 0.2857 to
0.3888. In addition, when the remaining energy of nodes in
the area that is far from the sink is used to increase the number
of QTSs, the duty cycle can be increased by 30%-70% in
most areas (see Figure 13 and Figure 15). Since the increase
in the duty cycle of the nodes indicates the improvement in
network performance, the advantage of the proposed protocol
is demonstrated.
D. SINGLE-HOP DELAY

Single-hop delay is defined as the period of time between
the time when a node in the ith ring receives data and the
time when the node sends the data to the next hop. It consists of two parts: (1) forwarding delay, which refers to the
VOLUME 6, 2018

FIGURE 15. Improvement of duty cycle ratio in QTSAC compared to
existing protocols with different values of τd .

delay in forwarding the data and includes receiving data from
the network port, transmitting data to the sending port and
re-sending data; and (2) queuing delay, which refers to the
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FIGURE 16. Node delays in different protocols with different values of λ.

FIGURE 18. Node delays in different MAC protocols with different values
of ρ.

FIGURE 19. Reductions in the delay ratio in different protocols with
different values of ρ.
FIGURE 17. Reductions in the delay ratio in different protocols with
different values of λ.

time that is spent in the queue waiting for the data to be sent.
The forwarding delay of data in each node is approximately
the same. However, the queuing delays of data in different
nodes are different. Nodes have larger queuing delay when
carrying more data.
Figures 16-19 present the experimental results of
single-hop delay, which are summarized as follows: (1)
The condensing QTS protocol and the QTSAC protocol
can dramatically decrease the single-hop delay. However,
the QTSAC protocol achieves the largest reduction in singlehop delay, from 1% to 70%, with an average reduction of
more than 21.34%. (2) The number of QTSs in the area
that is far from the sink is increased. The further a node
is from the sink, the larger the reduction of single-hop
delay (see Figure 17 and Figure 19). (3) The larger the data
production rate λ, the larger the packet size and the delay.
(4) When the load of the node is light, its single-hop delay
is mainly forwarding delay. The forwarding delay of each
node is approximately equal. Thus, the experimental results in
Figure 16 and Figure 18 show that the delays of nodes in
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the area that is far from the sink (ring number > 12) are
approximately equal. Therefore, the delay curve is almost
horizontal. When the load of a node is heavy, queuing delay
accounts for a large proportion of the single-hop delay.
Moreover, the queuing delay will increase with the increase
in the load for the node. Figure 16 and Figure 18 demonstrate
that single-hop delay is large in the area that is near the sink
and decreases rapidly when the node is far away from the
sink.
E. END-TO-END DELAY

Figure 20 presents the end-to-end delays in different duty
cycle. It demonstrates that the larger the duty cycle, the
smaller the end-to-end delay. Figure 21 shows the end-to-end
delays with different distances away from the sink. As shown
in Figure 21, the further a node is from the Sink, the larger
the end-to-end delay. Likewise, the larger the duty cycle,
the smaller the end-to-end delay.
Figure 22 presents the experimental results of end-to-end
delay for different values of ρ. It is shown that the greater
the node density, the more data the nodes carry and the larger
VOLUME 6, 2018
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FIGURE 20. End-to-end delays in different duty cycles.

FIGURE 21. End-to-end delays with different distances from the sink.

the end-to-end delay. The end-to-end delay of the condensing
QTS protocol is shorter than that of the Quorum-based protocol. The end-to-end delay of the condensing QTS protocol
decreases by 3.53% to 23.45% (see Figure 23), while the
QTSAC protocol shows a larger reduction in the end-to-end
delay, by 3.59% to 29.23% (see Figure 23).
Figure 24 presents the experimental results of end-to-end
delay with different values of r. It shows that the larger
the sending radius of the node, the larger the end-to-end
delay. The reason is that disturbance range expands as the
node sending radius grows. Therefore, the collision rate of
nodes increases, which causes more data re-sending and
larger delay. The end-to-end delays of the condensing QTS
protocol with different values of r are shorter than those
of the Quorum-based protocol. The end-to-end delay of the
condensing QTS protocol decreases by 5.83% to 30.84% (see
Figure 25). The QTSAC protocol shows a larger reduction in
the end-to-end delay, by 5.91% to 33.48% (see Figure 23).
Figure 26 and Figure 27 present comparisons of weighted
end-to-end delays with different values of node density ρ
VOLUME 6, 2018

FIGURE 22. End-to-end delays in different protocols with different values
of ρ.

FIGURE 23. Reductions in the end-to-end delay ratio compared to other
protocols with different values of ρ.

FIGURE 24. End-to-end delays in different protocols with different values
of r .

and sending radius r. The results show that with different
values of ρ and r, the end-to-end delays of the condensing QTS protocol decline by 20.77% to 30.27% (see Figure 26) and 28.07% to 30.27% (see Figure 27). The QTSAC
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FIGURE 25. Reductions in the end-to-end delay ratio in comparison to
other protocols with different values of r .
FIGURE 27. Weighted end-to-end delays in different protocols with
different values of r .

FIGURE 26. Weighted end-to-end delays in different protocols with
different values of ρ.

FIGURE 28. Energy consumptions in different protocols with different
values of λ.

protocol shows larger reductions in the end-to-end delay,
by 23.95% to 37.74% (see Figure 26) and 31.39% to 35.19%
(see Figure 27), respectively.
F. RESULTS OF ENERGY AND NETWORK LIFETIME

This section shows the experimental results on energy and
network lifetime by comparing the protocol that is proposed
in this paper with another Quorum-based protocol. Generally,
the QTSAC protocol can decrease the network latency while
prolonging the network lifetime, which is not achieved by
previous protocols.
In the experiments, the QTSAC protocol implements the
simple QTS selection methods that are used in the existing
Quorum-based protocol. Then, the QTSAC protocol removes
QTSs that are outside the condensed matrix. The QTSAC
protocol increases the QTS for nodes with remaining energy
according to the amount of remaining energy. After the above
method is adopted, the QTSAC protocol improves the performance in terms of the network latency and the network
lifetime. The reason is that energy consumption depends on
8288

FIGURE 29. Improvements in network lifetime with different values of λ.

the 1st ring nodes. Experimental settings remove QTSs that
do not have data operations outside the condensed matrix,
thereby conserving energy and prolonging the network lifetime. The network latency of the protocol that removes QTSs
VOLUME 6, 2018
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FIGURE 30. Energy consumptions in different protocols with different
values of τd .

FIGURE 32. Energy utilizations with different values of λ.

FIGURE 31. Energy consumption ratios of the ESQ protocol and the
traditional Quorum-based protocol with different values of τd .

FIGURE 33. Energy utilizations with different values of τd .

is the same as that of the previous protocol because each
removed QTS has no data operations. However, the QTSAC
protocol makes use of the remaining energy of the nodes in
the area that is far from the sink to increase the QTS, thereby
increasing the duty cycle and decreasing the network latency.
In contrast, the condensing QTS protocol only removes QTSs
that are outside the condensed matrix.
Figure 28 and Figure 31 present the energy consumptions
of the Quorum-based protocol, the condensing QTS protocol
and the QTSAC protocol. The condensing QTS protocol has
the minimum energy consumption, while the Quorum-based
protocol has the maximum energy consumption. The QTSAC
protocol has balanced energy consumption. The energy consumptions of the 1st ring in the condensing QTS protocol and
the QTSAC protocol are less than that of the Quorum-based
protocol. Therefore, the network lifetime is prolonged. The
network lifetime increases by 6.58% to 7.18% (see Figure 29)
and by 15.56 to 27.31% (see Figure 31).
Figure 32 and Figure 33 show the energy utilization.
Because the QTSAC approach can increase the QTS if nodes
have remaining energy, the theoretical effective energy utilization is 100%. In the Quorum-based protocol, the energy

utilization of the condensing QTS protocol ranges from
17.3% to 75.36% (see Figure 32 and Figure 33). The energy
utilization of these protocols is low, and the QTSAC protocol
increases the QTS and uses the remaining energy to improve
the network performance efficiently.
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VII. CONCLUSIONS

In this paper, a novel Quorum time slot adaptive condensing
(QTSAC)-based medium access control protocol is proposed
for achieving delay minimization and energy efficiency for
wireless sensor networks (WSNs). The QTSAC protocol has
two main innovations: One is the condensing of the Quorum
time slot (QTS) to the data transmission period according to
the characteristic of WSNs data transmission, which consequently prolongs the duty cycle of the nodes and reduces the
network latency. The other is the utilization of the remaining
energy in the area that is far from the sink to increase the
QTS, prolong the duty cycle and reduce the network latency.
The SO-grid Quorum system for condensed matrix QTS is
also designed and proposed in this paper. Both theoretical
analyses and experimental comparisons are carried out to
evaluate the performance of the QTSAC protocol. The results
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demonstrate that it outperforms the existing protocols. More
importantly, the QTSAC-based MAC protocol prolongs the
network lifetime while dramatically reducing the network
latency, which is not achieved by previous protocols. Thus,
the QTSAC-based MAC protocol is of great significance.
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