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Abstract
We introduce polar SAT and show that a general SAT can be reduced to it in polynomial time. A set
of clauses C is called polar if there exists a partition Cp ∪ Cn = C, called a polar partition, such
that each clause in Cp involves only positive (i.e., non-complemented) variables, while each clause
in Cn contains only negative (i.e., complemented) variables. A polar set of clauses C = (Cp,Cn)
is called (p,n)-polar, where p  1 and n  1, if each clause in Cp (respectively, in Cn) contains
exactly p (respectively, exactly n) literals. We classify all (p,n)-polar SAT Problems according to
their complexity. Specifically, a (p,n)-Polar SAT problem is NP-complete if either p > n  2 or
n > p  2. Otherwise it can be solved in polynomial time. We introduce two new hereditary classes
of graphs, namely polar satgraphs and polar (3,2)-satgraphs, and we characterize them in terms of
forbidden induced subgraphs. Both characterization involve an infinite number of minimal forbidden
induced subgraphs. As are result, we obtain two narrow hereditary subclasses of weakly chordal
graphs where Independent Domination is an NP-complete problem.
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We consider the satisfiability problem, abbreviated as SAT, the central problem in com-
plexity theory. Let X = {x1, x2, . . . , xn} be a set of 0–1 variables. We define the set of
literals over X, LX = {xi, xi : i = 1,2, . . . , n}, where xi = 1 − xi is the negation of xi .
A truth assignment to X is a mapping φ :X → {0,1} that assigns a value φ(xi) ∈ {0,1}
to each variable xi ∈ X. We extend φ to LX putting φ(x) = φ(x). A literal l ∈ LX is
true under φ if φ(l) = 1. A clause over X is a disjunction of some literals of LX . Let
C = {c1, c2, . . . , cm} be a set of clauses over X. A truth assignment φ to X satisfies a
clause cj ∈ C if cj involves at least one true literal under φ.
Decision Problem 1 (SAT).
Instance: A set of clauses C over X.
Question: Is there a truth assignment to X that satisfies all clauses in C?
In other words, we are asked whether the conjunctive normal form (CNF) defined by C
can take value 1 or it equals zero identically. If each clause in C involves at most k literals
for some constant k, then SAT is called k-SAT Problem. k-SAT is an NP-complete problem
for each k  3, while 2-SAT can be solved in linear time.
Definition 1. A set of clauses C is called polar if there exists a partition Cp ∪ Cn = C,
called a polar partition, such that each clause in Cp involves only positive literals (i.e.,
non-complemented variables), while each clause in Cn contains only negative literals (i.e.,
complemented variables). The sets Cp and Cn are called the positive part and negative
part of C, respectively.
Accordingly, a Polar SAT is SAT Problem restricted to polar instances. For example,
C = {c1 = x ∨ y, c2 = x ∨ y ∨ z, c3 = y ∨ z} is a polar set of clauses with Cp = {c1, c2}
and Cn = {c3}.
Definition 2. A polar set of clauses C = (Cp,Cn) is called (p,n)-polar, where p  1 and
n 1, if each clause in Cp (respectively, in Cn) contains exactly p (respectively, exactly n)
literals.
We classify (p,n)-Polar SAT Problems as NP-complete and polynomial-time solvable
for all p and n.
Theorem 1. A (p,n)-Polar SAT problem is NP-complete if either p > n 2 or n > p  2.
Otherwise it can be solved in polynomial time.
Proof. First suppose that either p = 1 or n = 1. For each clause cj = l, the value of l
satisfying cj is uniquely determined. If all such values do not produce an identically false
clause, the problem has an obvious solution. Otherwise the instance is not satisfiable. Now,
if max{p,n}  2, then (p,n)-Polar SAT is a particular case of 2-SAT that can be easily
solved, see Aspvall, Plass, and Tarjan [1].
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that (3,2)-Polar SAT is NP-complete, since, by symmetry, (2,3)-Polar SAT will be also
NP-complete. We use a polynomial-time reduction from 3-SAT which is known to be NP-
complete, see Garey and Johnson [4]. Clearly, the problem is in NP.
Given an instance (C,X) to 3-SAT with X = {x1, x2, . . . , xn} and C = {c1, c2, . . . , cm},
we construct an instance (P,X ∪ Y) to (3,2)-Polar SAT as follows. Each occurrence of
xi in all clauses of C we change with a new variable yi , i = 1,2, . . . , n. The resulting set
of clauses is denoted by Pp . We define Pn = {xi ∨ yi : i = 1,2, . . . , n}. Thus, |Pp| = |C|
and |Pn| = |Y | = |X|.
Each clause in C involves exactly three literals, so Pp has the same property. By the
construction, every clause in Pn has exactly two literals. Therefore (P p,P n) is an instance
to (3,2)-Polar SAT.
Claim 1. If φ is a truth assignment to X satisfying C, then ψ is a truth assignment to X∪Y
satisfying P , where ψ(xi) = φ(xi) and ψ(yi) = φ(xi) for all i = 1,2, . . . , n.
Proof. Each clause cj ∈ C involves a literal lj such that φ(lj ) = 1. If lj = xi then ψ(xi) =
φ(xi) = 1. Since the clause c′j contains xi , ψ satisfies c′j . If lj = xi then c′j contains yi ,
and ψ(yi) = φ(xi) = 1. Thus, ψ satisfies all clauses in Pp . Each clause xi ∨ yi ∈ Pn is
also satisfied by ψ , since ψ(xi) = ψ(yi). 
Claim 2. If there exists a truth assignment ψ to X ∪ Y satisfying P , then the restriction φ
of ψ to X is a truth assignment satisfying C.
Proof. Let cj be an arbitrary clause in C. If cj contains a variable xi with ψ(xi) = 1, then
φ(xi) = ψ(xi) = 1, i.e., φ satisfies cj . Suppose that ψ(xi) = 0 for all non-complemented
variables xi in cj . Since ψ satisfies c′j , there exists a variable yk in c′j with ψ(yk) = 1. The
clause xk ∨ yk is satisfied by ψ and ψ(xk) = 1, therefore ψ(xk) = 0. By definition, the
clause cj involves the literal xk corresponding to yk in c′j . We have φ(xk) = ψ(xk) = 1,
and again φ satisfies cj . 
Claims 1 and 2 imply that 3-SAT is polynomial-time reducible to (3,2)-Polar SAT, and
the result follows. 
Both (3,2)-Polar SAT and (2,3)-Polar SAT are intermediate between 2-SAT and 3-
SAT, and therefore they are useful in proving NP-hardness results. As an example we shall
show that Independent Domination Problem is NP-hard within weakly chordal graphs.
2. Satgraphs
We use standard graph-theoretic terminology, see for example Melnikov, Sarvanov,
Tyshkevich, Yemelichev, and Zverovich [6].
As usual, G(X) denotes the subgraph of G induced by a set X ⊆ V (G). Let ISub(G)
be the set of all induced subgraphs of a graph G. A class of graphs P is hereditary if
ISub(G) ⊆P for each graph G ∈P . For a set of graphs Z, a graph G is Z-free if ISub(G)∩
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P is the class of all Z-free graphs for some set Z.
A set I ⊆ V (G) is called an independent set or a stable set if no vertices in I are
adjacent. We consider the following hereditary class of graphs. As usual, Δ(H) denotes
the maximum vertex degree of a graph G.
Definition 3. (Zverovich [7]) A graph G is called a hereditary satgraph if there exists a
partition A∪B = V (G) such that
• A induces a complete subgraph, possibly, A = ∅,
• Δ(G(B)) 1, possibly, B = ∅, and
• there are no triangles (a, b, b′), where a ∈ A and b, b′ ∈ B .
The pair (A,B) is called a satpartition of G.
Theorem 2. (Zverovich [7]) The class of all hereditary satgraphs coincides with the class
of all (F1,F2, . . . ,F21)-free graphs, see Fig. 1.
Since the part B induces a (K3,P3)-free graph, a satpartition is determined by a clique
A that contains at least two vertices of each triangle, and at least one vertex from each
induced P3. For example, the 5-cycle has no such a clique, and therefore it is not a heredi-
tary satgraph. In general, a satpartition of a hereditary satgraph is not uniquely determined.
For example, the triangle K3 with vertex-set {a, b, c} has four satpartitions (A,B), namely
({a, b}, {c}), ({a, c}, {b}), ({b, c}, {a}), and ({a, b, c},∅). Hereditary satgraphs were char-
acterized in terms of forbidden induced subgraphs.
We also consider a subclass of hereditary satgraphs.
Definition 4. (Zverovich and Zverovich [8]) A graph G is called a hereditary 3-satgraph if
there exists a satpartition A ∪ B = V (G) such that each vertex of A is adjacent to at most
three vertices of B . The partition (A,B) is called a 3-satpartition.
The class of all hereditary 3-satgraph was also characterized in terms of forbidden in-
duced subgraphs.
Theorem 3. (Zverovich and Zverovich [8]) The class of all hereditary 3-satgraphs coin-
cides with the class of all (F1,F2, . . . ,F30)-free graphs, see Figs. 1 and 2.
Actually, we shall use a variant of Theorem 3. A satpartition (A,B) is called clique-
maximal if A is a maximal clique, that is each vertex in B is non-adjacent to at least one
vertex of A.
Theorem 4. The following statements are equivalent for a hereditary satgraph G:
(i) Each clique-maximal satpartition of G is a 3-satpartition, and
(ii) G is an (F22,F23, . . . ,F30)-free graph, see Fig. 2.
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Proof. (i) implies (ii). The graph F22 of Fig. 2 has exactly five satpartitions, no one of
them is a 3-satpartition. Each of F23,F24, . . . ,F30 has a unique satpartition, and it is not a
3-satpartition. Thus, (ii) follows.
(ii) implies (i). Let G be an (F22,F23, . . . ,F30)-free hereditary satgraph. We consider
an arbitrary clique-maximal satpartition (A,B) of G. Suppose that (A,B) is not a 3-
satpartition, i.e., there exists a vertex a0 ∈ A which is adjacent to pairwise distinct vertices
b1, b2, b3, b4 ∈ B . Since A is a maximal clique, each bi is non-adjacent to a vertex of A.
We fix a minimum set S ⊆ A such that each bi , i = 1,2,3,4, is non-adjacent to a vertex
of S. Clearly, 1 |S| 4 and a0 /∈ S.
• If |S| = 1 then the set X = S ∪ {a0, b1, b2, b3, b4} induces F22.
• If |S| = 2 then the set X induces one of F23,F24,F25 or F26.
• If |S| = 3 then X induces one of F27,F28 or F29.
• If |S| = 4 then G(X) = F30.
In any case we have a contradiction. 
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3. Polar satgraphs
Let X and Y be disjoint vertex subsets in a graph G. We write X ∼ Y (respectively,
X  Y ) to indicate that each vertex of X is adjacent (respectively, non-adjacent) to each
vertex of Y . Now we define polar satgraphs and polar 3-satgraphs.
Definition 5. A graph G is called a polar satgraph if there exists a satpartition A ∪ B =
V (G) satisfying the following property:
(POLAR) there exist partitions Ap ∪An = A and Bp ∪Bn = B such that both Bp and Bn
are stable sets, Ap  Bn and An  Bp .
The partition (A,B) is called a polar satpartition. The partition (Ap,An,Bp,Bn) is called
a specification of (A,B).
Note that a specification (Ap,An,Bp,Bn) of a polar satpartition (A,B) is always has
a “twin”-specification (An,Ap,Bn,Bp). Given a hereditary satgraph G with a satpartition
(A,B), we construct its reduction RG,A,B by deleting all edges from the clique G(A).
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satpartition (A,B) of G such that the reduction RG,A,B is a bipartite graph.
Proof. Necessity. Let (Ap,An,Bp,Bn) be a specification of a polar satpartition (A,B) of
G. By definition, (Ap ∪Bn,An ∪Bp) is bipartition of the graph RG,A,B .
Sufficiency. Since RG,A,B is a bipartite graph, we can choose a bipartition (X,Y ) of
RG,A,B . Let (A,B) be a satpartition of G. We define Ap = A ∩ X, An = A ∩ Y , Bp =
B ∩ Y , and Bn = B ∩ X. Both Bp and Bn are stable sets as being subsets of the parts X
and Y , respectively. Since Ap,Bn ⊆ X, we have Ap  Bn. Similarly, An  Bp . 
Fig. 3 shows two satpartitions of the graph P 5. The satpartition of Fig. 3(a) produces
four polar satpartitions, two of the are shown in the figure. The satpartition of Fig. 3(b)
does not produce any polar satpartition, since the reduction is C5, a non-bipartite graph.
Theorem 2 implies that hereditary satgraphs can be recognized in polynomial time.
Although a hereditary satgraph may have several satpartitions, it is not hard to construct
all of them.
Proposition 2. (Zverovich [7]) Given a hereditary satgraph, it is possible to construct all
its satpartitions in polynomial time.
Theorem 2, Propositions 1 and 2 imply that we can recognize polar satgraphs in poly-
nomial time.
Algorithm 1 (Polar satgraph).
Input: A graph G.
Output 1: A polar satpartition of G.
Output 2: G is not a polar satgraph.
Step 1. Check whether G is a satgraph. If yes, go to step 2. In no, return output 2.
Fig. 3. An example of polar satpartitions.
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reduction RG,A,B , and check whether it is a bipartite graph. If yes, return (A,B) and stop.
In no, return output 2.
Moreover, if we fix a bipartition of the reduction RG,A,B on step 2, then we obtain a
specification of the polar satpartition (A,B).
Corollary 1. It is possible to recognize polar satgraphs in polynomial time. Given a polar
satgraph, it is possible to construct a polar satpartition and its specification in polynomial
time.
However, the class of all polar satgraphs has no finite forbidden induced subgraph char-
acterization see Theorem 5.
Let C = (u1, u2, . . . , u2n+1) be an odd cycle of length 2n + 1  7. We choose a sta-
ble set A ⊆ V (C) such that the set B = V (C) \ A induces a union of isolated vertices
and/or isolated edges. Such a partition is called admissible. Up to isomorphism, C7 has a
unique admissible partition (A,B) shown in Fig. 4(a), while C9 has exactly two admissible
partitions, see Fig. 4(b).
Definition 6. We define a set of graphs ZPOL. The graphs F 1 and F 2 of Fig. 5 belong to
ZPOL. A graph G is in ZPOL \ {F 1,F 2} if and only if G is obtained from an odd cycle
C = (u1, u2, . . . , u2n+1), n 3, and an admissible partition (A,B) of C by constructing a
clique on the set A.
Now we characterize polar satgraphs.
Theorem 5. The class of all polar satgraphs coincides with the class of all Z-free graphs,
where Z = {F1,F2, . . . ,F21}∪ZPOL consists of minimal forbidden induced subgraphs, see
Fig. 1 and Definition 6.
Fig. 4. All admissible partitions of odd cycles C7 and C9.
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Fig. 6. The three possible satpartitions of F 1.
Proof. First we show that the class of all polar satgraphs is a subclass of all Z-free graphs.
Let G be a polar satgraph. Since G is a hereditary satgraph, Theorem 2 implies that G is a
(F1,F2, . . . ,F21)-free graph.
The graph F 1 ∈ ZPOL of Fig. 5 has exactly three satpartitions shown in Fig. 6, none
of them is a polar satpartition. Indeed, the reductions of the satpartitions are not bipartite
graphs. It means that F 1 is not a polar satgraph, and therefore it cannot be an induced
subgraph of a polar satgraph. In particular, G is F1-free.
Each graph in F ′ ∈ ZPOL \ {F 1} has a unique satpartition (A,B). It is easy to check
using the following observations that are based on the definition of a satpartition. First, if a
set X ⊆ V (F ′) induced either P3 or K3, and {u}X for some vertex u ∈ V (F ′) \X, then
u must be in the part B for each satpartition (A,B) of F ′. Secondly, if a vertex v belongs
to an induced subgraph H ∈ {P3,K3} and V (H) \ {v} is already included into B , then v
must be in the part A. Finally, if u and v are distinct non-adjacent vertices, and v is already
included into A, then u must be in the part B .
Consider, for example, the graph F 2 with vertex-set {a, b, c, d, e, f } shown in Fig. 7.
Let (A,B) be an arbitrary satpartition of F 2. The vertex c must be in B , since {c} 
{a, e, d}, and {a, e, d} induces P3. Similarly, d ∈ B . Further, b should be in A, since there
is an induced P3 = (c, b, d) with c, d ∈ B . Now b ∈ A and b is non-adjacent to f , therefore
f is in B . Considering induced P3 = (a, f, c) and P3 = (d, e, f ), we conclude that both
a ∈ A and e ∈ A. We see that F 2 has a unique satpartition shown in Fig. 7.
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The reduction RF ′,A,B is not a bipartite graph, since it has an odd cycle. Hence (A,B)
is not a polar satpartition of F ′. It follows that F ′ is not a polar satgraph, and therefore it
cannot be an induced subgraph of G. Thus, G is also a ZPOL-free graph.
Now suppose that there exists a minimal forbidden induced subgraph H /∈ {F1,F2, . . . ,
F21} ∪ ZPOL for polar satgraphs. Minimality of H implies that no graph in the set
{F1,F2, . . . ,F21} ∪ ZPOL is an induced subgraph of H . By Theorem 2, H is a heredi-
tary satgraph. We consider a satpartition (A,B) such that A contains the largest possible
number of vertices.
Since H is not a polar satgraph, Proposition 1 implies that the reduction RH,A,B is not
a bipartite graph. According to Definition 2, RH,A,B is a triangle-free graph. Hence there
exists an odd cycle C = (u1, u2, . . . , u2n+1) of length 2n+1 5 in RH,A,B . If 2n+1 7,
the set V (C) induces in H a graph of ZPOL, a contradiction. Thus, 2n + 1 = 5. The set
V (C) induces in H the graph P 5 with the satpartition shown in Fig. 3(b). As it follows
from the choice of (A,B), the simplicial vertex of P 5 (the uppermost vertex of Fig. 3(b))
cannot be transferred to A. Hence it is non-adjacent to a vertex a ∈ A. The set V (C)∪ {a}
induces either F 1 or F 2, see Fig. 5, a contradiction. Finally, it is not hard to check that the
set Z consists of minimal forbidden induced subgraphs for the polar satgraphs. 
4. Polar (3,2)-satgraphs
Now we introduce a subclass of polar satgraphs.
Definition 7. A polar satgraph G is called a polar (3,2)-satgraph if there exists a polar
satpartition A∪B = V (G) and its specification (Ap,An,Bp,Bn) such that |NG(a)∩B|
3 for each vertex a ∈ Ap , and |NG(a)∩B| 2 for each vertex a ∈ An.
In particular, a polar (3,2)-satgraph is a hereditary 3-satgraph.
Let P = (u1, u2, . . . , u2n), n  2, be a path of odd length. If we add two new vertices
b1 and b′1 adjacent to u1, and two new vertices b2n and b′2n adjacent to u2n, then the
resulting graph will be called an odd bridge H . The vertices u1 and u2n are called the
support vertices of H . We choose a stable set A ⊆ V (H) such that u1, u2n ∈ A, and the set
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B = V (H) \A induces union of isolated vertices and/or isolated edges. Such a partition is
called admissible. It is easy to see that V (P ) ∩B induces a subgraph with an odd number
of isolated edges.
We distinguish admissible partitions up to isomorphism.
Definition 8. We define a set of graphs Z(3,2)-POL. The graphs F 3 and F 4 of Fig. 8 belong
to Z(3,2)-POL. A graph G is in Z(3,2)-POL \ {F 3,F 4} if and only if G is obtained form an
odd bridge H and an admissible partition (A,B) of H by constructing a clique on the
set A.
We characterize polar (3,2)-satgraphs in terms of forbidden induced subgraphs.
Theorem 6. The class of all polar (3,2)-satgraph coincides with the class of all
(F1,F2, . . . ,F30,ZPOL,Z(3,2)-POL)-free graphs, see Figs. 1 and 2.
Proof. Let G be a polar (3,2)-satgraph. Since G is a hereditary 3-satgraph, Theorem 3
implies that G is a (F1,F2, . . . ,F30)-free graph. Also, G is a polar satgraph, hence G is
ZPOL-free by Theorem 5. It is easy to check that each graph in Z(3,2)-POL has a unique
satpartition, and the satpartition is not a polar (3,2)-partition, since the support vertices of
the underlying bridge are in different sets Ap and An. Thus, G is also a Z(3,2)-POL-free
graph.
Now suppose that there is a minimal forbidden induced subgraph G /∈ {F1,F2, . . . ,
F21}∪ZPOL ∪Z(3,2)-POL for polar (3,2)-satgraphs. Minimality of G implies that no graph
in the set {F1,F2, . . . ,F21} ∪ ZPOL ∪ Z(3,2)-POL is an induced subgraph of G. By Theo-
rem 5, H is a polar satgraph, therefore we can choose a clique-maximal polar satpartition
(A,B).
By Theorem 4 (A,B) is a 3-satpartition. If |NG(a) ∩ B| = d for some a ∈ A, then we
say that a is a d-vertex. Since G is not a polar (3,2)-satgraph, the bipartite graph RG,A,B
contains two 3-vertices at odd distance. Let P = (u1, u2, . . . , u2n), n  2, be a shortest
odd path in RG,A,B that connects two vertices u1, u2n ∈ A. Minimality of P implies that
all vertices in (V (P ) \ {u1, u2n}) ∩ A are 2-vertices. Also, each of u1, u2n is adjacent to a
unique vertex of P . Thus, P is an induced path.
Since u1 and u2n are 3-vertices, there exist distinct vertices b1, b′1 ∈ B \ V (P ) adjacent
to u1, and distinct vertices b2n, b′2n ∈ B \V (P ) adjacent to u2n. If b1 is adjacent to a vertex
in V (P ) \ {b1}, then there exists a shorter (u1, u2n)-path, a contradiction. By symmetry,
NG(b
′ ) ∩ V (P ) = NG(b1) ∩ V (P ) = {u1} and NG(b2n) ∩ V (P ) = NG(b2n′) ∩ V (P ) =1
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B induces a (P3,K3)-free graph. If M = ∅ then n = 2 by minimality of P , and we obtain
either F 3 or F 4, a contradiction. If M = ∅ then the set V (P )∪ {b1, b′1, b2n, b′2n} induces a
graph from Z(3,2)-POL, a contradiction. 
A set D ⊆ V (G) is called a dominating set if each vertex u ∈ V (G) \D is adjacent to a
vertex of D. A set I ⊆ V (G) is called an independent dominating set if I is an independent
set and I is a dominating set. Equivalently, an independent dominating sets are exactly
inclusion-wise maximal independent sets.
Decision Problem 2 (Independent Domination).
Instance: A graph G and an integer k.
Question: Does G have an independent dominating set I with |I | k?
Given an instance C = {c1, c2, . . . , cm} and X = {x1, x2, . . . , xn} to SAT, we may as-
sume that no clause in C involves a variable and its negation simultaneously. Indeed, if
some cj contains both xi and xi , then cj is identically true, and we can delete cj from C.
We construct a hereditary satgraph GC as follows:
• V (GC) = C ∪LX , where LX = {xi, xi : i = 1,2, . . . , n},
• the set C induces a clique,
• the set LX induces a matching, namely, xi, xi , i = 1,2, . . . , n, and
• a vertex cj ∈ C is adjacent to a vertex l ∈ LX if and only if the clause cj involved the
literal l.
It is easy to see that C is satisfiable if and only if the graph GC has a minimum indepen-
dent dominating set with n = |X| vertices. Indeed, if φ is a truth assignment to C, then the
set of all true literals under phi constitute a minimum independent dominating set in GC .
Conversely, let D be a minimum independent dominating set in GC . Clearly, D contains
exactly n vertices of LX and at most one vertex of C. If |D| = n then D ⊆ LX , and D
determines a truth assignment satisfying C: a literal l is defined to be true if and only if
l ∈ D.
Thus, SAT is polynomial-time equivalent to Independent Domination Problem within a
subclass of hereditary satgraphs. Given an arbitrary hereditary satgraph, we still can reduce
Independent Domination to SAT in polynomial time, see details in Zverovich [7].
Theorem 7. SAT and Independent Domination Problem for hereditary satgraphs are
polynomial-time equivalent.
The proof of Theorem 7 can be easily modified for (3,2)-Polar SAT and polar (3,2)-
satgraph.
Theorem 8. Independent Domination within polar (3,2)-satgraph is polynomial-time
equivalent to (3,2)-Polar SAT.
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Independent Domination is NP-complete within polar (3,2)-satgraph. Now we can use
Theorem 6 to obtain the following result.
Corollary 2. Independent Domination is an NP-complete problem for (F1,F2, . . . ,F30,
ZPOL,Z(3,2)-POL)-free graphs, see Figs. 1 and 2.
Note that all classes considered in Zverovich [7] and Zverovich and Zverovich [8] in
connection with Independent Domination were characterized by finite sets of forbidden
induced subgraphs, while the class of Corollary 2 has two infinite series of forbidden in-
duced subgraphs. This class is a proper subclass of weakly chordal graphs, a subclass of
perfect graphs, see Hayward [5]. Corollary 2 shows that Independent Domination is NP-
hard within weakly chordal graphs. In contrast, positive results on Independent Domination
were obtained for strongly chordal graphs (Farber [2]) and permutation graphs (Farber and
Keil [3]).
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