ABSTRACT
INTRODUCTION

Task-based assessment of image quality is increasingly utilized to evaluate medical imaging systems and reconstruction algorithms. One of the primary tasks in medical imaging is the detection of an abnormality such as a tumor. Any observer performing a tumor-detection task uses a discriminant function to map the highdimensional image data to a single number, the test statistic. This test statistic is compared to a threshold to determine whether the observer decides the image is tumor absent or tumor present. Receiver operating characteristic (ROC) analysis
1, 2 has become the standard method for evaluating observers performing detection tasks. The area under the ROC curve (the AUC) is a common figure of merit used to assess signal-detection task performance. 3 
The observer with the highest possible AUC value is well-known to be the Bayesian ideal observer. This observer uses a discriminant function known as the the likelihood ratio. Unfortunately, the likelihood ratio requires full knowledge of the distributions of the image data under the tumor-absent and tumor-present hypotheses. Even if these distributions are known, the computation of the likelihood ratio can
still be cumbersome. 4 5 The adaptive Hotelling observer may also be useful in assessing adaptation rules for fully adaptive imaging systems.
ADAPTIVE HOTELLING DISCRIMINANTS
The ordinary Hoteling observer test statistic is given by, 
where
, and c is the constant term given by,
The general form for the adaptive Hotelling observer is similar to Eqn. 2 and is given by, 
SIMULATION
To evaluate the adaptive Hotelling observer, we conducted a simulation study designed so that the performance of this observer could be compared to the performance of both the ideal and the Hotelling observers. 
Image generation
white noise with a standard deviation of 5. Example tumor-absent images are shown if Fig. 1 for the 5 types of backgrounds. Because the overall distribution of the images is Gaussian, we can compute the performance of the Bayesian ideal observer and compare this to the performance of the adaptive Hotelling observer.
For all background types, the signal to be detected was a circular Gaussian function with a standard deviation of 0.16 and amplitude 8. Figure 2 shows the signal to be detected without any background at all. Note that the gray scales in Figures 2 and 1 
where G is the discrete Fourier transform (DFT) of g − g and Γ i the DFT of the ith filter l i squared plus the white-noise variance, i.e.,
The matrix Diag(Γ i ) is diagonal with components given by the vector Γ i .
Channelized Hotelling Observer
The 
where T is the C × M matrix of the Laguerre-Gauss channels. The test statistic using the channelized Hotelling observer becomes, 
We now compare the overall performance of the adaptive Hotelling observer (AHO) to that of the standard Hotelling observer (HO) and the Bayesian ideal observer (BIO).
The performance of the HO was estimated using the channelized Hotelling observer with Laguerre-Gauss channels. Unlike the AHO, the covariance matrix K v employed was an average over all background types. Because our image data are a Gaussian mixture model, we can compute the performance of the BIO. The likelihood ratio for the BIO is given by, where,
In Eqn. 11, the term G j is the Fourier transform of g − g j . Note that this differs from the form of G used in Eqn. 6. The ROC curves for both the AHO, the HO, and the BIO are shown in Fig. 4 Fig. 5(a) ). Thus we hypothesize that the AUC of the AHO has a lower bound near that of the AUC for the HO. 
CONCLUSIONS AND FUTURE WORK
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