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Abstract
We analyze the forward performance process in a general semimartingale market account-
ing for portfolio constraints, when investor’s preferences are homothetic. We provide necessary
and sufficient conditions for the construction of such a performance process, and establish
its connection to the solution of an infinite-horizon quadratic backward stochastic differential
equation (BSDE) driven by a semimartingale. We prove the existence and uniqueness of a
solution to our infinite-horizon BSDE using techniques based on Jacod’s decomposition and
an extended argument of the comparison principle for finite-horizon BSDEs. We show the
equivalence between the factor representation of the BSDE solution and the smooth solution
to the ill-posed partial integral-differential Hamilton-Jacobi-Bellman (HJB) equation arising in
the extended semimartingale factor framework. Our study generalizes existing results on for-
ward performance in Brownian settings, and shows that time-monotone processes are preserved
under general semimartingale markets.
Keywords: Forward performance process; semimartingale market; portfolio constraints; quadratic
BSDE; ill-posed HJB; time-monotone process
1 Introduction
The classical approach to expected utility maximization pioneered by Merton (1969) is to fix a
planning horizon, and assign an utility function to measure the investment performance at the
end of the horizon. Despite expected terminal utility maximization problems admit analytically
tractable solutions with direct economic interpretations, they fail to capture several behavioral
features of investment. First, the risk preferences are a-priori specified at any future point in
time, and hence changes in the investor’s risk attitude caused by the dynamics of the market
environment cannot be handled. Second, the investor cannot extend her utility after the pre-
determined target horizon. In many contexts, such as planning for retirement or for a major
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purchase, the investor typically revises her plan, hence the time schedule of her objectives is
subject to changes. To overcome these limitations, a novel approach to portfolio selection was
introduced by Musiela and Zariphopoulou (2008). Such an approach does not require the investor
to decide her risk preferences beforehand, but rather gives her the flexibility to dynamically adapt
them. Concretely, as opposed to fixing a market model and a terminal utility, the investor starts
with an initial performance measure, and then updates it over time as the factors driving the
market dynamics evolve.
The evolution of the forward performance process is driven by a forward-in-time version of the
dynamic programming principle, that is designed to guarantee time consistency. In financial terms,
this means that the investor updates her risk preferences so that her past investment choices, when
seen from the perspective of the current risk preferences, are still optimal. In other words, the
investor never regrets about investment choices made in earlier times. The evolution of the for-
ward performance process can be in general described by a stochastic partial differential equation
(SPDE), that presents several challenges due to degeneracy and nonlinearities. In particular, the
volatility of the forward performance process also depends on the process itself and its gradient.
Hence, existing results on existence and uniqueness of solutions to these fully non-linear SPDEs are
not applicable (see also Musiela and Zariphopoulou (2010a)). Musiela and Zariphopoulou (2010a)
and Musiela and Zariphopoulou (2010b) study the case of zero volatility, and find that the solu-
tion to the corresponding SPDE can be characterized by a class of time-monotone processes, i.e.,
the performance process is monotone in time and of finite variation. In this case, one obtains an
ill-posed partial differential equation satisfied by the input function that describes the performance
process. Musiela and Zariphopoulou (2010b) provide a general characterization of the differential
input function using a space-time harmonic function. Another widely studied setting is that of ho-
mothetic forward performance processes, in which the dependence on the investor’s wealth is either
exponential or of the power form. Zitkovic (2009) provides a dual characterization of the expo-
nential forward performance processes in a general semimartingale market model, and develops an
explicit parametrization for markets driven by Itoˆ-processes. Choulli et al. (2011) explicitly char-
acterize the forward performance process of exponential type in a general semimartingale market.
Choulli et al. (2017) study power forward performance processes in a locally bounded semimartin-
gale market, but without portfolio constraints. The absence of portfolio constraints allows them to
characterize the power forward performance process using the concept of minimal Hellinger mar-
tingale densities. Few other studies have considered forward performance processes in the factor
form (see Musiela and Zariphopoulou (2010a) and Nadtochiy and Tehranchi (2017)), in which the
SPDE simplifies to a so-called forward HJB equation. In a Black-Scholes market with stochastic
factors, Nadtochiy and Tehranchi (2017) characterize both the power forward performance process
and the optimal strategy in terms of a forward HJB equation defined on a semi-infinite time inter-
val. Using linearization techniques, they reduce the problem to a time-reversed parabolic equation
whose minimal solution is analyzed via potential theory and convex analysis under uniform el-
lipticity conditions. The portfolio selection problem under the forward performance criterion in
incomplete markets has been investigated by Shkolnikov et al. (2016), who develop an expansion
formula for the underlying ill-posed HJB equation.
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We study the homothetic power forward performance process in a general semimartingale mar-
ket accounting for portfolio constraints. We provide necessary and sufficient conditions for the
construction of such a process, exploiting the multiplicative decomposition of a strictly positive
special semimartingale. Using the Jacod’s decomposition, we establish a link between the for-
ward processes and infinite-horizon quadratic BSDEs driven by semimartingales. Our analysis
extends results obtained by Liang and Zariphopoulou (2017) in Brownian settings to general semi-
martingales. In such an extended semimartingale stochastic factor model, we show the existence
of a smooth solution to the forward HJB equation via its connection to infinite-horizon quadratic
BSDEs driven by semimartingales. We discuss two special cases of our general framework, the
first dealing with time-monotone forward processes and the second specializing the semimartingale
factor model to a Black-Scholes market with diffusive risk factors.
The connection between utility maximization and BSDEs in incomplete markets is well under-
stood, but most research efforts pertain to BSDEs with finite horizon and with quadratic driver
(see, for instance, Hu et al. (2005)). A recent study by Jeanblanc et al. (2016) considers an utility
maximization problem under model uncertainty and a discontinuous filtration including jumps.
They show that the value process of the stochastic control problem is described by a finite-horizon
quadratic BSDEs with jumps and unbounded terminal condition. Different from our setup, the
driving martingale is not given a priori, but included as a part of the solution to the BSDE.
The relation between the forward (ill-posed) partial integral-differential equation (PIDE) and the
solution of the infinite-horizon BSDE is primarily based on the uniqueness of the BSDE solution.
Our work is related to recent studies on forward investment, consumption and entropic risk mea-
sures by Liang and Zariphopoulou (2017), Chong et al. (2018) and Chong and Liang (2018). These
studies focus on Brownian driven markets. In Liang and Zariphopoulou (2017) and Chong et al.
(2018), they apply the so-called discount BSDE method, previously used in the analysis of ergodic
BSDEs (see, e.g., Richou (2009) and Cohen and Hu (2013)), to establish existence and uniqueness
of Markovian solutions for their infinite-horizon BSDE. They introduce an arbitrary positive pa-
rameter ρ in the infinite-horizon BSDE to ensure that the driver is strictly monotone in the first
solution component, and then apply Theorem 3.3 in Briand and Confortola (2008) to obtain exis-
tence and uniqueness of their BSDE solution. Chong and Liang (2018) combine an infinite-horizon
BSDE and an ODE with specified initial condition to construct the FIPP. Because the driver does
not satisfy the strict monotonicity condition, the well-posedness of our infinite-horizon BSDE can-
not be guaranteed by existing results in the literature. Our analysis thus extends existing literature
on infinite-horizon BSDEs even in Brownian driven markets. In the extended semimartingale mar-
ket, we employ a different approach to study the well-posedness of such infinite-horizon BSDE,
leveraging upon the Jacod’s decomposition1. We establish uniqueness by developing an extended
version of the comparison principle for finite-horizon BSDEs. Concretely, we first specify an initial
value for the first component of the solution (in fact, this gives the initial value of Eq. (4.8) satisfied
by the process VM in our framework). We then consider the difference between two solutions of
the infinite-horizon BSDE, and apply the proof technique of the comparison principle in the finite
1We remark that if our semimartingale admits an absolutely continuous characteristics w.r.t. the Lebesgue
measure, then Eq. (4.8) reduces to an ODE with random coefficients.
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horizon case; finally, by using the same given initial value of the first component for both solutions,
and taking the limit as the horizon goes to infinity, we establish uniqueness.
The rest of the paper is organized as follows. Section 2 describes the semimartingale model and
fixes notation. Section 3 provides necessary and sufficient conditions for the existence of power
forward investment performance processes. We study a semimartingale driven infinite-horizon
quadratic BSDE in Section 4. Section 5 relates the factor representation of this BSDE solution
to the smooth solution of the forward HJB equation arising in our general semimartingale factor
framework. Some auxiliary results and proofs are deferred to Appendix A.
2 The Model
Let (Ω,F , P ) be the original probability space. The filtration F = (Ft)t≥0 is assumed to satisfy the
usual conditions and F0 is P -trivial, i.e., all F0-measurable random variables are constants. All
processes considered in the paper are assumed to be F-adapted. The return process R = (Rt)t≥0
of the n risky assets is assumed to be an Rn-valued ca`dla`g semimartingale with the predictable
characteristics (BR, CR, νR) and R0 = 0. That is, it admits the following canonical representation
under P :
R = BR +Rc + hR(u) ∗ (µR − νR) + (u− hR(u)) ∗ µR, (2.1)
where BR = BR(h) is a predictable finite variation process depending on the cut-off function
hR(u), Rc is the continuous local martingale with CR = 〈Rc, Rc〉, and µR is the random measure
associated with the jumps of R. Then hR(u)∗(µR−νR) is the purely discontinuous local martingale
and (u − hR(u)) ∗ µR is a finite variation process, where the asterisk is used to denote stochastic
integration w.r.t. a random measure. Moreover, there exists an increasing and predictable process
A such that
BR = bR · A, CR = cR · A, νR(dt, du) = FRt (du)dAt. (2.2)
The process A is continuous if and only if R is quasi-left-continuous (QLC)2, bR and cR are
predictable processes, and FRt (du) is a predictable kernel. The quantities A, c
R, bR, and FR are
deterministic if and only if R has independent increments. Let R0 := R \ {0}, then the following
relations hold:
FRt ({0}) = 0,
∫
(|u|2 ∧ 1)FRt (du) <∞, ∆B
R
t =
∫
hR(u)νR({t} × du),
cR = 0 and bR =
∫
hR(u)FR(du), on {∆A > 0}, (2.3)
aRt := ν
R({t} ×Rn0 ) = ∆AtF
R
t (R
n
0 ) ≤ 1.
2The QLC assumption implies that all jumps of R are totally inaccessible stopping times. Most of the stochastic
processes arising in applications are QLC semimartingales. For instance, Le´vy processes are QLC, and so are most
strong Markov processes (any continuous process is a fortiori QLC).
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The componentwise stochastic exponential E(R) denotes the price process of the n risky assets.
The investor has also access to a money market account with zero interest. A trading strategy
is a predictable R-integrable Rn-valued process π, where the i-th entry denotes the fraction of
wealth invested in the i-th risky asset. Using the self-financing condition, the wealth process of
the investor satisfies the following SDE:
Xπ,x = x+Xπ,x− π ·R, (2.4)
where x > 0 is the initial wealth of the investor. We denote by π ·R the stochastic integral process
w.r.t. the semimartingale R.
2.1 Notations and Definitions
Let Q be the set of probability measures on (Ω,F). Next, we introduce notation and definitions
that are related to a fixed measure Q ∈ Q. On Ω × [0,∞), let PQ and OQ be two sigma-fields
generated, respectively, by F-adapted continuous and ca`dla`g processes under the probability space
(Ω,F , Q). On Ω˜ := Ω × [0,∞) × S with (S,S) being a Polish space, consider the sigma-algebras
P˜Q := PQ ⊗ E and O˜Q := OQ ⊗ S. Let µQ be a jump measure of the form µQ(ω, dt, du) =∑
s≥0 1D(ω, s)δ(s,αQs (ω))(dt, du), where D is an optional thin set with (ω, 0) /∈ D and α
Q is an S-
valued optional process under (Ω,F , Q). Let AQ,+loc denote the set of all locally integrable increasing
processes living on (Ω,F , Q). For a P˜Q-measurable real-valued functions W on Ω˜, define the
process Wˆt(ω) as the integral
∫
EWt(ω, u)ν
Q(ω, {t} × du), where νQ denotes the dual predictable
projection of the jump measure µQ, if this integral makes sense. Otherwise, set Wˆt(ω) := ∞.
Denote by GQloc(µ) the set of all P˜
Q-measurable real-valued functions W on Ω˜ such that the
process W˜t(ω) :=W (ω, t, α
Q
t (ω))1D(ω, t)− Wˆt(ω) satisfies [
∑
s≤·(W˜s)
2]1/2 ∈ AQ,+loc .
Let EQ denote the expectation under the probability measure Q. For any K ∈ O˜Q, define
MQµ (K|P˜Q) to be the unique P˜Q-measurable process, when it exists, such that for any bounded
random field U ∈ P˜Q, MQµ (UK) := EQ[(UK) ∗ µ
Q
∞] = M
Q
µ (UM
Q
µ (K|P˜Q)). We use M
Q
loc to
denote the set of all Q-local martingales which vanish at time 0. LetMQ,+loc be the set of all scalar
martingales M ∈ MQloc satisfying 1 + ∆M > 0, and V
Q be the set of all F-adapted processes
with finite variation under (Ω,F , Q). Denote by HQ,2 (resp. HQ,2loc ) the set of all (resp. locally)
square-integrable Q-martingales. For any M ∈ HQ,2loc , we denote by L
Q,2(M) (resp. LQ,2loc (M)) the
set of all predictable processes H such that H⊤ · 〈M c,M c〉QH is (resp. locally) integrable under
Q. Here, 〈M c,M c〉Q denotes the predictable quadratic variation process of the continuous part
M c of M under Q. If Q = P , we omit the superscript Q in the notations above.
2.2 Admissible Trading Strategy and FIPP
In this section, we define the class of admissible trading strategies and the forward investment
performance process (FIPP).
Definition 2.1. Let C : [0,∞) × Ω → B(Rn) be a predictable set-valued process and Ut(x, ω) :
[0,∞)×R+×Ω→ R be a random field under Q ∈ Q. An R
n-valued predictable process π is said to
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be C-constrained under Q if for all (t, ω) ∈ [0,∞)×Ω, π(t, ω) ∈ C(t, ω). The class ΓQC of admissible
investment strategies associated with the random field U includes all C-constrained, predictable,
R-integrable processes π that satisfy π⊤∆R > −1, and such that for any x > 0, Ut(xEt(π · R))
−,
t ≥ 0, is of class (D). If Q = P , we set ΓC := Γ
P
C .
By (2.4), the condition π⊤∆R > −1 guarantees that the wealth process Xπ,x = xE(π · R)
remains strictly positive. Note that if the random field U itself is nonnegative under Q ∈ Q, then
it always holds that Ut(xEt(π · R))
− for t ≥ 0 is of class (D). We next introduce the definition
of a FIPP, first given by Musiela and Zariphopoulou (2010a), and later extended by Choulli et al.
(2017):
Definition 2.2. Let Q ∈ Q and Ut(x, ω) : [0,∞) × R+ × Ω → R be a progressively measurable
random field under Q. We call U a Q-FIPP if it satisfies the following self-generating properties:
(i) Q-a.s., for any t ≥ 0, x→ Ut(x) is concave and increasing;
(ii) For any x > 0, and π ∈ ΓQC , the process U(X
π,x) := (Ut(X
π,x
t ) = Ut(xEt(π · R))t≥0 is a
Q-supermartingale;
(iii) For any x > 0, there exists a strategy π∗ ∈ ΓQC such that U(X
π∗,x) is a Q-martingale.
We call π∗ ∈ ΓQC the optimal trading strategy under Q.
By Definition 2.2, if U is aQ-FIPP, then for any x > 0, U(x) = (Ut(x))t≥0 is aQ-supermartingale
because 0 ∈ ΓQC . Further, if Ut(x) is always positive, then U∞(x) := limt→∞ Ut(x) is integrable (it
also holds that Ut(x), t ∈ [0,∞], is a Q-supermartingale). However, if U is always negative, using
its supermartingale property, for any stopping time τ ≤ T we have EQ[UT (x)|Fτ ] ≤ Uτ (x) ≤ 0.
Hence U(x) is of class (DL). This implies that U(x) is of class (D) if and only if it is uniformly
integrable (U.I.) under Q. Then, if the random field U itself is a negative Q-FIPP and it is also
U.I. for any x > 0, it is of class (D) and further U∞(x) is integrable under Q.
2.3 Natural Constraint
Fix π ∈ ΓQC , and Q ∈ Q. The condition π
⊤∆R > −1 is related to the natural constraint of an
admissible trading strategy specified by Karatzas and Kardaras (2007). Assume that the return
process R is also a Q-semimartingale with predictable characteristics triple (BQ,R, CQ,R, νQ,R)
given by
BQ,R = bQ,R · A, CQ,R = cQ,R · A, νQ,R(dt, du) = FQ,Rt (du)dAt. (2.5)
Then the natural constraint of the admissible strategy associated with π⊤∆R > −1 can be formally
specified via the set-valued mapping:
CQ,∗0 := {π ∈ R
n; FQ,R({u ∈ Rn0 ; π
⊤u+ 1 ≤ 0}) = 0}. (2.6)
6
However, in general C∗0(Q) is not a closed set. A weaker constraint is specified via the set-valued
process given by
CQ0 := {π ∈ R
n; FQ,R({u ∈ Rn0 ; π
⊤u+ 1 < 0}) = 0}. (2.7)
It is worth noting that CQ,∗0 and C
Q
0 may depend on (t, ω). To lighten notation, we avoid to
explicitly specify the dependence on (t, w). It can be immediately seen that CQ0 is the closure of
the natural constraint CQ,∗0 , and hence it is closed. Its predictability follows directly from Lemma
9.4 in Karatzas and Kardaras (2007). Moreover, CQ,∗0 is also convex and contains the origin. We
set C∗0 := C
P,∗
0 and C0 := C
P
0 . As in Karatzas and Kardaras (2007), we assume that the predictable
constraint C in Definition 2.1 is closed, convex and contains the origin. Then, the constraint of
the admissible strategy π ∈ ΓQC is given by C ∩ C
Q
0 . Since C is a closed, convex set containing the
origin, the recession cone of the constraint C is given by 0+C :=
⋂
λ>0 λC (see, e.g., Corollary 8.3.2
in Rockafellar (1970)). We also introduce the set-valued predictable process of null-investment
given by NQ := {π ∈ Rn; cQ,Rπ = 0, FQ,R({u ∈ Rn0 ; π
⊤u 6= 0}) = 0, π⊤bQ,R = 0}. Any
investment in NQ has no impact on the wealth process under Q. The set NQ is a linear subspace
of Rn and hence it is an affine set which contains the origin. This implies that it is closed (it is
also relatively open). We set N := N P .
3 Power FIPPs
This section characterizes a class of power FIPPs under the original probability measure P . These
are also referred to as homothetic forward performance processes, and are such that the dependence
on the investor’s wealth x is of the power form. For a given constant p ∈ (−∞, 0)∪ (0, 1), consider
the random field given by
Ut(x) :=
Lt
p
xp, (t, x) ∈ [0,∞)× R+. (3.1)
The process L = (Lt)t≥0 is a scalar strictly positive special P -semimartingale that admits the
decomposition L = L0 +M
L + V L, P -a.s., where ML ∈ Mloc and V
L ∈ V ∩ P. Next, we recall a
useful result that provides a multiplicative decomposition of L.
Lemma 3.1 (Theorem 2.5.1 in Liptser and Shiryayev (1986), page 127). Assume that the special
P -semimartingale L satisfies the conditions L > 0, L− > 0, and L
−1
− ∆V
L > −1, P -a.s.. There
exist M ∈ Mloc and V ∈ V ∩P such that L = L0E(M)E(V ). Moreover, it holds that V = L
−1
− ·V
L
and M = (L− + ∆V
L)−1 · ML. The above multiplicative decomposition of L is unique in the
sense that if L = L0HK with H ∈ Mloc, K ∈ V ∩ P and H0 = K0 = 1, then H (resp. K) is
indistinguishable from E(M) (resp. E(V )).
When L is also QLC, the finite variation part V L of L is a continuous process by Proposi-
tion II.2.9 in Liptser and Shiryayev (1986). Then the condition L−1− ∆V
L = 0 > −1 in Lemma 3.1
is satisfied. Moreover, the predictable finite variation process V = L−1− · V
L is continuous.
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3.1 Logarithm Process of L
The logarithm process D := lnL is an exponentially special P -semimartingale (see also Defini-
tion II.8.25 in Jacod and Shiryaev (1987)). Let (BD, CD, νD) be the predictable characteristics of
D. Then, the canonical representation of D with the cut-off function hD(v) is given by, P -a.s.
D = D0 +B
D +Dc + hD(v) ∗ (µD − νD) + (v − hD(v)) ∗ µD. (3.2)
By Proposition 8.26 in Jacod and Shiryaev (1987), page 140, the exponential specialty of D is
equivalent to imposing one of conditions (i) and (ii):
(i). (ev − 1− hD(v)) ∗ νD ∈ V; (ii). ev1v>1 ∗ ν
D ∈ V. (3.3)
Next, we work on the case that L = eD, where D is an exponentially special semimartingale
satisfying e−D−∆V L > −1, P -a.s. Then, we have the following representation of (M,V ) given in
Lemma 3.1, whose proof is provided in the Appendix.
Lemma 3.2. It holds P -a.s., that
M =
[∫
eyνD({·} × dv) + 1− aD
]−1
·
[
Dc + {ev − 1} ∗ (µD − νD)
]
,
V = BD +
CD
2
+ {ev − 1− hD(v)} ∗ νD. (3.4)
Moreover, the jump processes associated with M and V are given by
∆M =
(e∆D − 1)1∆D 6=0 + a
D −
∫
evνD({·} × dv)∫
evνD({·} × dv) + 1− aD
,
∆V =
∫
evνD({·} × dv)− aD. (3.5)
3.2 Random Field U as a P -FIPP
The objective of this section is to characterize the exponentially special semimartingale D that
makes U defined by (3.1) a P -FIPP. By Lemma 3.1, we know that for (t, x) ∈ [0,∞)× R+,
Ut(x) = U0(x)Et(M)Et(V ) = Et(M)U˜t(x), (3.6)
where, for (t, x) ∈ [0,∞)× R+, we define the random field U˜ by
U˜t(x) := U0(x)Et(V ). (3.7)
By (3.5), M ∈ M+loc. Then, the stochastic exponential E(M) > 0 can be a local density process
(see also the definition of Liptser and Shiryayev (1986), pages 220-221). The decomposition (3.6)
guides our solution method of considering the local change of measure to characterize U as a
P -FIPP.
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3.2.1 Local Change of Measure for Semimartingale
In this section, we recall the local change of measure for semimartingales (see also Theorem 4.5.3
in Liptser and Shiryayev (1986), page 232). Let Q˜
loc
≪ P and take a local density process ζ > 0 of
the measure Q˜ w.r.t. P . Then, by Theorem 4.5.3 in Liptser and Shiryayev (1986), there exists a
P˜-measurable nonnegative function ξ and a predictable (Rn-valued) process β satisfying hR(u)(ξ−
1) ∗ νR ∈ AQ˜,+loc and β · C
Rβ ∈ AQ˜,+loc , such that the Q˜-predictable characteristics (B˜
R, C˜R, ν˜R) of
the return process R is given by
B˜R = BR + β · CR + hR(u)(ξ − 1) ∗ νR, C˜R = CR, ν˜R = ξ ∗ νR, (3.8)
where β · CR = (
∑n
j=1 βj · C
R
ij ; i = 1, . . . , n)
⊤. Moreover, (ξ, β) can be identified by the following
relations:
ζ−ξ =M
P
µR(ζ|P˜), ζ−β · C
R = 〈Rc, ζc〉 , (3.9)
where
〈
Rc, ζc
〉
= (
〈
Ri,c, ζc
〉
; i = 1, . . . , n)⊤.
Let (b˜R, c˜R, ν˜R) be the differential characteristics of R under Q˜. We provide a descriptive
analysis of the differential characteristics of R under Q˜ using the Jacod’s decomposition given in
Lemma 3.3 below. Application of Theorem 3.75 in Jacod (1979), page 103, yields the martingale
representation of M given in the following lemma.
Lemma 3.3. There exists a predictable Rc-integrable process H, a process N ∈ Mloc satisfy-
ing [R,N ] = 0, a functional Ξ ∈ P˜ with |Ξ| ∗ νR∞ < +∞, and a functional Υ ∈ O˜ satisfying
(
∑
0<s≤·Υ(s,∆Rs)
2
1∆Rs 6=0)
1
2 ∈ A+loc and M
P
µR
(Υ|P˜) = 0 such that, P -a.s.
M = H · Rc +W ∗ (µR − νR) + Υ ∗ µR +N. (3.10)
In the above expression, W = Ξ + Ξˆ
1−aR
, and Ξ has a version such that {aR = 1} ⊂ {Ξˆ = 0}.
Moreover, it holds that {∆N 6= 0} ⊂ {∆R = 0}.
By convention, we call (H,Ξ,Υ, N) the Jacod’s component of M w.r.t. R. It follows from
(3.10) that
∆M = (Ξ(∆R) + Υ(∆R))1∆R6=0 +
(
∆N −
Ξˆ
1− aR
)
1∆R=0. (3.11)
This yields ∆M = Ξ+Υ > −1, MP
µR
-a.s., and hence
ξ = 1 +MPµR(∆M |P˜) = 1 +M
P
µR(Ξ|P˜) +M
P
µR(Υ|P˜) = 1 + Ξ > 0. (3.12)
In the above equality, we have used the results in Lemma 3.3 that Ξ ∈ P˜ and MP
µR
(Υ|P˜) = 0.
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Moreover, by Lemma 3.3, the process H = β satisfies, P -a.s.
〈M c,M c〉 =
CD
(1− aD +
∫
evνD({·} × dv))2
= H · CRH. (3.13)
3.2.2 Random Field U˜ is a Q˜-FIPP
In this section, we characterize the exponentially special semimartingale D that makes U a P -
FIPP. We take the local density process ζ = E(M) in the local change of measure introduced in
Section 3.2.1, and assume it to be a P -martingale. It follows from Proposition 2.1 in Choulli et al.
(2017) that U is a P -FIPP if and only if U˜ defined by (3.7) is a Q˜-FIPP. Hence, our original
objective is equivalent to characterize the exponentially special semimartingale D that makes U˜ a
Q˜-FIPP.
The main result of the section is given in Proposition 3.1. Before stating it, we give important
properties for FIPPs of the form given by (3.7) (the corresponding proofs are delegated to the
Appendix). We will then use these properties to establish sufficient and necessary conditions for
the Q˜-FIPP of the form (3.7). The first property is stated in the following lemma.
Lemma 3.4. Assume that the process U˜ given by (3.7) is a Q˜-FIPP. For (ω, t, x) ∈ Ω×[0,∞)×R+
and π ∈ ΓQ˜C , define H
π
t (ω) := (1−a
D
t (ω)+
∫
evνD(ω, {t}×dv))πt(ω), and W
π
t (ω, u) := (1−a
D
t (ω)+∫
evνD(ω, {t}×dv)){p−1(1+π⊤t (ω)u)
p−p−1}. Then Hπ ∈ LQ˜,2loc (R˜
c),3 W π ∈ GQ˜loc(µ
R) and |p−1(1+
π⊤u)p − p−1 − π⊤hR(u)| ∗ ν˜R ∈ AQ˜,+loc . Moreover, the predictable characteristics (B
D, CD, νD) =
(bD, cDD, FD) ·A of the exponentially special semimartingale D satisfies the equation: Q˜× dA-a.s.
[
1− aD +
∫
evνD({·} × dv)
]
sup
π∈C∩CQ˜
0
Φ˜p(π)
+ p−1
[
bD +
cD
2
+ {ev − 1− hD(v)} ∗ FD
]
= 0, (3.14)
where, for π ∈ CQ˜0 , we define the random mapping
Φ˜p(π) := π
⊤b˜R +
p− 1
2
π⊤cRπ + {p−1(1 + π⊤u)p − p−1 − π⊤hR(u)} ∗ F˜R. (3.15)
For π ∈ CQ˜0 , the concave function Φ˜p(π) given by (3.15) is well defined and takes values
in R ∪ {sign(p)∞}, see, e.g., Lemma 5.3 in Nutz (2012b). Using Eq. (3.14), we can provide an
alternative representation of the jump process ∆V of V in terms of the Q˜-predictable characteristics
of R and the optimal trading strategy π∗. We formalize this result in the following corollary.
Corollary 3.1. Assume that U˜ given by (3.7) is a Q˜-FIPP. Then, on {∆A 6= 0},
1 +∆V =
1
1− a˜R + [1 + (π∗)⊤u]p ∗ ν˜R({·} × du)
, Q˜-a.s. (3.16)
3We use R˜c to denote the continuous local martingale part of R under Q˜.
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and 1 + ∆V = 1 on {∆A = 0}. We define a˜R := ν˜R({·} × Rn0 ), and the strategy π
∗ ∈ ΓQ˜C is
determined by (3.14).
We next characterize the Q˜-FIPP evaluated at the optimal wealth level, i.e., that controlled
by the optimal trading strategy.
Lemma 3.5. Assume that U˜ given by (3.7) is a Q˜-FIPP. For π ∈ CQ˜0 , define
G(π) := b˜R + (p− 1)cRπ + {u(1 + π⊤u)p−1 − hR(u)} ∗ F˜R. (3.17)
Then, it holds that, Q˜-a.s.
U˜(Xπ
∗,x) = U0(x)E
(
β∗ · R˜c +W ∗ ∗ (µR − ν˜R)−
(π∗)⊤G(π∗)
1− a˜R + [1 + (π∗)⊤u]p ∗ ν˜R({·} × du)
)
× E(π∗ ·R) (3.18)
= U0(x)E(β˜ · R˜
c + W˜ ∗ (µR − ν˜R)). (3.19)
In the above expression, π∗ ∈ CQ˜0 ∩C is the optimal trading strategy determined by Eq. (3.14). The
quantities β∗t , W
∗
t (u), β˜t and W˜t(u) used in the above expression are given by
β∗t := (p − 1)π
∗
t 1∆At=0, W
∗
t (u) :=
[1 + (π∗t )
⊤u]p−1 − 1
1− a˜Rt + [1 + (π
∗
t )
⊤u]p ∗ ν˜R({t} × du)
,
β˜t := pπ
∗
t1∆At=0, W˜t(u) :=
[1 + (π∗t )
⊤u]p − 1
1− a˜Rt + [1 + (π
∗
t )
⊤u]p ∗ ν˜R({t} × du)
. (3.20)
The above result is related to that of Choulli et al. (2017) in the absence of portfolio constraints.
We elaborate more on this relation in the following remark.
Remark 3.1. The identity (3.18) has a connection with the Q˜-representation of the predictable
finite variation process V when the portfolio constraint set C = Rn (i.e., there is no portfolio
constraint). This setting is studied in Choulli et al. (2017) using the minimal Hellinger process.
More precisely, let q := pp−1 be the conjugate number of p ∈ (−∞, 0) ∪ (0, 1). Suppose that, for
π ∈ CQ˜0 , G(π) given by (3.17) is finite. By (3.14), the optimal trading strategy π
∗ satisfies the
first-order condition:
G(π∗) = 0. (3.21)
Hence, Eq. (3.18) reduces to, Q˜-a.s.
U˜(Xπ
∗,x) = U0(x)E(β
∗ · R˜c +W ∗ ∗ (µR − ν˜R))E(π∗ ·R). (3.22)
On the other hand, Eq. (3.21) also implies that, Q˜-a.s.
0 = G(π∗)∆A = b˜R∆A+ (p− 1)cRπ∆A+ {u(1 + π∗,⊤u)p−1 − hR(u)} ∗ F˜R∆A
= {u(1 + π∗,⊤u)p−1} ∗ ν˜R({·} × du),
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where we used the identities b˜R∆A =
∫
hR(u)ν˜R({·} × du), cR∆A = 0, and ν˜R({·} × du) =
F˜R(du)∆A, Q˜-a.s. This yields that, Q˜-a.s.
[1 + (π∗)⊤u]p−1 ∗ ν˜R({·} × du)
= (π∗)⊤u[1 + (π∗)⊤u]p−1 ∗ ν˜R({·} × du) + [1 + (π∗)⊤u]p−1 ∗ ν˜R({·} × du)
= [1 + (π∗)⊤u]p ∗ ν˜R({·} × du). (3.23)
Then, it holds that
W ∗t (u) =
[1 + (π∗t )
⊤u]p−1 − 1
1− a˜Rt + [1 + (π
∗
t )
⊤u]p ∗ ν˜R({t} × du)
=
[1 + (π∗t )
⊤u]
1
q−1 − 1
1− a˜Rt + [1 + (π
∗
t )
⊤u]
1
q−1 ∗ ν˜R({t} × du)
.
(3.24)
By Theorem 4.3 in Choulli et al. (2007) together with (3.19) and (3.24), we deduce that
U˜(Xπ
∗,x) = U0(x)ηE(π
∗ · R), (3.25)
where the process η := E(β∗ ·R˜c+W ∗∗(µR− ν˜R)) is the minimal Hellinger local martingale density
of order q under Q˜. Then, using (3.7), we obtain
U˜(Xπ
∗,x) = U0(x)E(V )E(π
∗ · R)p = U0(x)E(V )E(π
∗ ·R)
1
q−1 E(π∗ · R) = U0(x)ηE(π
∗ ·R).
Hence E(V )E(π∗ ·R)
1
q−1 = η. By Corollary 4.7 in Choulli et al. (2007), Q˜-a.s.
E(V )q−1E(π∗ ·R) = ηq−1 = E(H˜ · R+ q(q − 1)h(η, Q˜)) = E(π∗ ·R)E(q(q − 1)h(η, Q˜)).
In the above expression, H˜ = (1+∆V )1−qπ∗ (i.e., H˜ = π∗ on {∆A = 0}, H˜ = (1+∆V )1−qπ∗ on
{∆A 6= 0}), and h(η, Q˜) denotes the order q Hellinger process of η under Q˜. Thus, we arrive at
E(V ) = E(q(q − 1)h(η, Q˜))
1
q−1 . (3.26)
We also note that Eq. (3.19) gives an alternative representation of E(V ) under portfolio constraints,
i.e., Q˜-a.s.
E(V ) = E(β˜ · R˜c + W˜ ∗ (µR − ν˜R))E(π∗ · R)
q
1−q . (3.27)
Using Lemma 3.5, we can establish a sufficient and necessary condition for the random field U˜
given by (3.7) to be a Q˜-FIPP. Before stating the proposition, we recall the expressions of β˜t and
W˜t(u) defined in (3.20) and the definition of Φ˜p(π), π ∈ C
Q˜
0 , given in (3.15).
Proposition 3.1. The random field U˜ given by (3.7) is a Q˜-FIPP with optimal trading strategy
π∗ ∈ ΓQ˜C if and only if (i) E(β˜ ·R˜
c+W˜ ∗(µR−ν˜R)) is a Q˜-martingale, (ii) Φ˜p(π
∗) = sup
π∈CQ˜
0
∩C
Φ˜p(π),
and (iii) the predictable characteristics (BD, CD, νD) of D satisfy (3.14).
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Proof. Suppose first that the random field U˜ given by (3.7) is a Q˜-FIPP with the optimal trading
strategy π∗ ∈ ΓQ˜C . Then, by Definition 2.2, U˜(X
π∗,x) is a Q˜-martingale for any x > 0. On the
other hand, for any π ∈ ΓQ˜C , it follows from (A.5) and (A.7) that, Q˜-a.s.,
U˜(Xπ,x) = U0(x)E(V )E(N˜ (π)) = U0(x)E(V + (1 + ∆V ) · N˜(π))
= U0(x)E
(
V + [(1 + ∆V )pΦ˜p(π)] · A+ pH
π · R˜c + pW π ∗ (µR − ν˜R)
)
, (3.28)
where the processes Hπ and W π have been defined in Lemma 3.4. Because U˜ is a Q˜-FIPP,
Lemma 3.4 implies that pHπ ∈ LQ˜,2loc (R˜
c), pW π ∈ GQ˜loc(µ
R), and Q˜-a.s.
dV
dA
+ (1 + ∆V )p sup
π∈CQ˜
0
∩C
Φ˜p(π) = 0. (3.29)
Since U˜(Xπ
∗,x) = U0(x)E(V + [(1 +∆V )pΦ˜p(π
∗)] ·A+ β˜ · R˜c+ W˜ ∗ (µR − ν˜R)) is a Q˜-martingale,
it is a local Q˜-martingale (clearly, it is a σ-martingale under Q˜). This implies the drift rate (w.r.t.
A) of U˜(Xπ
∗,x) is zero, i.e., Q˜-a.s.
dV
dA
+ (1 + ∆V )pΦ˜p(π
∗) = 0. (3.30)
Comparing (3.29) and (3.30), we deduce that the optimal trading strategy π∗ satisfies Φ˜p(π
∗) =
sup
π∈CQ˜
0
∩C
Φ˜p(π). It follows from (3.30) that U˜(X
π∗,x) = U0(x)E(β˜ · R˜
c + W˜ ∗ (µR − ν˜R)), and
hence E(β˜ · R˜c + W˜ ∗ (µR − ν˜R)) is a Q˜-martingale. Using Lemma 3.2 together with (3.29), we
deduce that the predictable characteristics (BD, CD, νD) of D satisfy (3.14).
To prove the other direction, assume that E(β˜ · R˜c + W˜ ∗ (µR − ν˜R)) is a Q˜-martingale,
Φ˜p(π
∗) = sup
π∈CQ˜
0
∩C
Φ˜p(π), and the predictable characteristics (B
D, CD, νD) of D satisfy (3.14).
By Lemma 3.2 together with (3.14), we obtain
dV
dA
+ (1 + ∆V )pΦ˜p(π
∗) = 0, sup
π∈CQ˜
0
∩C
Φ˜p(π) = Φ˜p(π
∗). (3.31)
Using the equations above, along with (3.28), yields U˜(Xπ
∗,x) = U0(x)E(β˜ · R˜
c + W˜ ∗ (µR − ν˜R)).
Hence, U˜(Xπ
∗,x) is a Q˜-martingale and π∗ is the optimal trading strategy in view of Definition 2.2.
We next prove that, for any π ∈ ΓQ˜C , U(X
π,x) is a Q˜-supermartingale for all x > 0. First, when
p ∈ (0, 1), Eq. (3.5) in Lemma 3.2 implies that p(1 + ∆V ) > 0. Then, using Eq. (3.31), we obtain
that for any π ∈ ΓQ˜C ,
(1 + ∆V )pΦ˜p(π) ≤ (1 + ∆V )pΦ˜p(π
∗) = −
dV
dA
. (3.32)
Symmetrically, when p < 0, Eq. (3.5) in Lemma 3.2 implies that p(1 + ∆V ) < 0, and hence
(1 + ∆V )pΦ˜p(π) ≥ (1 + ∆V )pΦ˜p(π
∗) = −
dV
dA
. (3.33)
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Next, we show that U˜(Xπ,x) given in (3.28) is a Q˜-supermartingale. Because the drift rate
(w.r.t. A) of the semimartingale V + [(1 + ∆V )pΦ˜p(π)] · A + pH
π · R˜c + pW π ∗ (µR − ν˜R) is
given by dVdA + (1 +∆V )pΦ˜p(π), the inequality (3.32) implies that this drift rate is negative. Note
that V + (1 + ∆V ) · N˜(π) = V + [(1 + ∆V )pΦ˜p(π)] · A + pH
π · R˜c + pW π ∗ (µR − ν˜R), where
N˜(π) := pπ · R + p(p−1)2 π
⊤C˜Rπ + {(1 + π⊤u)p − 1 − pπ⊤u} ∗ µR. It can be easily seen that
1 + ∆(V + (1 + ∆V ) · N˜(π)) = (1 + ∆V )(1 + ∆N˜(π)) > 0 for π ∈ ΓQ˜C , and hence E(V + [(1 +
∆V )pΦ˜p(π)] · A + pH
π · R˜c + pW π ∗ (µR − ν˜R)) is strictly positive. Therefore, the drift rate
(w.r.t. A) of this stochastic exponential is also negative. Using Proposition 11.3 in Appendix
3 of Karatzas and Kardaras (2007), we conclude that E(V + [(1 + ∆V )pΦ˜p(π)] · A + pH
π · R˜c +
pW π ∗(µR− ν˜R)) is a Q˜-supermartingale because this stochastic exponential is uniformly bounded
from below. This, along with the fact that U0(x) > 0, leads to the conclusion that U˜(X
π,x) is a
Q˜-supermartingale if p ∈ (0, 1).
Next, consider the case p < 0. It then follows from (3.33) that the drift rate (w.r.t. A)
of −E(V + [(1 + ∆V )pΦ˜p(π)] · A + pH
π · R˜c + pW π ∗ (µR − ν˜R)) is negative. Because U0(x) is
negative if x > 0, it follows that for any π ∈ ΓQ˜C and x > 0, U˜(X
π,x) = −U˜(xE(π · R))− is a
Q˜-semimartingale with negative drift rate. Because π belongs to the class of admissible strategies
ΓQ˜C given in Definition 2.1, U˜(xE(π · R))
− is of class (D). As a semimartingale of class (D) with
negative drift rate is a supermartingale, we conclude that for π ∈ ΓQ˜C and x > 0, U˜(X
π,x) is a
Q˜-supermartingale. ✷
3.2.3 Random Mapping Φ˜p(π)
This section studies the optimal strategy π∗. This will be identified by solving the extremum
problem of the randommapping Φ˜p(π) subject to the constraint that π ∈ C0∩C. By Proposition 3.1,
recovering the optimal strategy π∗ is equivalent to solving the constrained extremum problem for
Φ˜p(π) on π ∈ C0 ∩ C. For π ∈ C
Q˜
0 , the mapping Φ˜p(π) may be rewritten as
Φ˜p(π) = π
⊤b˜R +
p− 1
2
π⊤cRπ + I˜(π), (3.34)
where I˜(π) := {p−1(1 + π⊤u)p − p−1 − π⊤hR(u)} ∗ F˜R. Next, we discuss fundamental properties
of Φ˜p(π) under the integrability assumption∫
|u|>1
|u|pF˜R(du) < +∞, (3.35)
when p ∈ (0, 1). Observe that C0 = C
Q˜
0 . To see this, let C ∈ BRn0 . If F
R(C) = 0, then (ξ∧m)∗FR =
0 for any m ≥ 1. An application of the monotone convergence theorem yields F˜R(C) = 0. Vice-
versa, if F˜R(C) = 0, then m−1FR(C ∩Cm) ≤ F˜
R(C ∩Cm) ≤ F˜
R(C) = 0 if Cm = {u ∈ R
n; ξ(u) ≥
m−1}. This means that FR(C ∩ Cm) = 0 for all m ≥ 1. Using the fact that the predictable
functional ξ is nonnegative, it follows that FR(C) = 0. Take the cut-off function hR(u) = u1|u|≤1.
Then I˜(π) =
∫
|u|≤1{p
−1(1 + π⊤u)p − p−1 − π⊤u}F˜R(du) +
∫
|u|>1{p
−1(1 + π⊤u)p − p−1}F˜R(du).
We distinguish the following cases:
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• p ∈ (0, 1). Using the Taylor’s expansion formula, we obtain the following inequality |p−1(1+
π⊤u)p−p−1−π⊤u| ≤ 1−p2 |π|
2|u|2 for π ∈ C0. Since |u|
2 is F˜R-integrable on {|u| ≤ 1}, the first
integral in the decomposition of I˜(π) above is finite. Hence, it follows from the dominated
convergence theorem that it is continuous on C0. The second integral in the decomposition
can be lower bounded as
∫
|u|>1{p
−1(1 + π⊤u)p − p−1}F˜R(du) ≥ −p−1F˜R({|u| > 1}) for
π ∈ C0. Noting that F˜
R({|u| > 1}) is finite, this integral is lower semi-continuous on
C0. Thus, we conclude that I˜(π) is lower semi-continuous on C0. Moreover, it holds that
|p−1(1 + π⊤u)p − p−1| ≤ 2p−1 + p−1|π|p|u|p. Under the assumption (3.35), the integral∫
|u|>1{p
−1(1 + π⊤u)p − p−1}F˜R(du) is finite on C0 and hence it is continuous. Hence, we
conclude that the integral I˜(π) is finite and continuous on C0 under (3.35).
• p < 0. Using Taylor’s expansion, we obtain that the first integral in the decomposition of I˜(π)
above is finite, and hence it is continuous on C0. The second integral in the decomposition
can be upper bounded as
∫
|u|>1{p
−1(1 + π⊤u)p − p−1}F˜R(du) ≤ −p−1F˜R({|u| > 1}) for
π ∈ C0. Noting that F˜
R({|u| > 1}) is finite, this integral is upper semi-continuous on C0. For
any π ∈
⋃
λ∈[0,1) λC0, we have that 1+π
⊤u ≥ 1−λ > 0 for some λ ∈ [0, 1). This implies that
|p−1(1+π⊤u)p− p−1| ≤ −p−1(1−λ)p. Then
∫
|u|>1{p
−1(1+π⊤u)p− p−1}F˜R(du) is finite on⋃
λ∈[0,1) λC0.
Note that the set-valued mapping C used above is convex. The measurable maximum theorem
yields the existence of a sequence (πn)n≥1 of predictable C ∩ C
∗
0 -valued process such that Q˜⊗ dA-
a.s., limn→∞ Φ˜p(π
n) = supπ∈C∩C0 Φ˜p(π). This further implies that any optimal trading strategy
π∗ ∈ argmax
π∈C∩C0
Φ˜p(π) and is unique, modulo N
Q˜.4
3.2.4 The Function Φ˜p(π) when R is a Le´vy Process
We consider the constrained extremum problem with objective function Φ˜p(π) and constraint set
π ∈ C0 ∩ C, when R is a Le´vy process under Q˜. As the set C ⊂ R
n is deterministic, we can study
the constrained extremum problem on Φ˜p(π), for π ∈ C0 ∩ C, using the theory of convex analysis.
For π ∈ Rn, define the following convex function
ψ(π) :=


−π⊤b˜R − p−12 π
⊤cRπ − {p−1(1 + π⊤u)p − p−1 − π⊤hR(u)} ∗ F˜R, π ∈ C0;
+∞, π /∈ C0.
(3.36)
Then, our constrained extremum problem on Φ˜p(π) for π ∈ C0 ∩ C is equivalent to solving the
unconstrained convex minimization problem given by
sup
π∈Rn
{ψ(π) + δ(π|C)} . (3.37)
4We refer to Nutz (2012a) for a more detailed discussion. The condition (3.35) can be relaxed to the existence
of a p-suitable approximation sequence for the Le´vy measure F˜R, as in Definition A.5-(ii) of Nutz (2012a) (such an
argument has been first suggested by Karatzas and Kardaras (2007)).
15
In the above expression, δ(·|C) denotes the indicator function of the convex set C, i.e., it equals 0
if π ∈ C, and +∞ otherwise. The indicator function δ(·|C) is clearly convex. In view of (3.36), and
noting that C ∩ C0 contains the origin, this implies that C ∩ dom(ψ) 6= ∅, where dom(ψ) denotes
the efficient domain of the convex function ψ. Under the condition (3.35), we also have that ψ(π)
is a closed proper convex function on Rn. We next derive the recession function ψ0+ of ψ using
Corollary 8.5.2 in Rockafellar (1970). For y ∈ Rn, define Λ−(y) := {u ∈ R
n
0 ; y
⊤u < 0} and
consider the following two cases:
• π ∈ {y ∈ Rn; F˜R(Λ−(y)) = 0}. Note that {u ∈ R
n
0 ; π
⊤u + λ < 0} ↑ Λ−(π) as λ ↓ 0. This
implies that F˜R({u ∈ Rn0 ; π
⊤u+ λ < 0}) = 0 for all λ > 0. Thus λ−1π ∈ C0 for all λ > 0.
In view of (3.36), for all λ > 0,
λψ(λ−1π) = −π⊤b˜R −
p− 1
2
λ−1π⊤cRπ
− {p−1λ1−p(λ+ π⊤u)p − λp−1 − π⊤hR(u)} ∗ F˜R.
Then, from Corollary 8.5.2 in Rockafellar (1970), it follows that
ψ0+(π) = lim
λ↓0
λψ(λ−1π) =


π⊤(hR(u) ∗ F˜R − b˜R), cRπ = 0;
+∞, cRπ 6= 0.
(3.38)
• π ∈ {y ∈ Rn; F˜R(Λ−(y)) > 0}. Because {u ∈ R
n
0 ; π
⊤u + λ < 0} ↑ Λ−(π) as λ ↓ 0,
there exists a constant λ0 > 0 such that for all positive λ ≤ λ0, it holds that F˜
R({u ∈
R
n
0 ; π
⊤u + λ < 0}) > 0. This implies that λ−1π /∈ C0 for all positive λ ≤ λ0. By the
definition of ψ(π) in (3.36), we have that λψ(λ−1π) = +∞ for all positive λ ≤ λ0. Hence
ψ0+(π) = limλ↓0 λψ(λ
−1π) = +∞.
Let Λ+(y) := {u ∈ Rn0 ; y
⊤u > 0}. Proceeding similarly to the analysis above, if π ∈ {y ∈
R
n; F˜R(Λ+(y)) = 0}, we have that
ψ0+(−π) = lim
λ↓0
λψ(−λ−1π) =


−π⊤(hR(u) ∗ F˜R − b˜R), cRπ = 0;
+∞, cRπ 6= 0.
(3.39)
On the other hand, if π ∈ {y ∈ Rn; F˜R(Λ+(y)) > 0}, then ψ0+(−π) = +∞. The recession cone
of ψ is given by {π ∈ Rn; ψ0+(π) ≤ 0}. It then follows that
{π ∈ Rn; ψ0+(π) ≤ 0}
= {π ∈ Rn; F˜R(Λ−(π)) = 0, c
Rπ = 0, π⊤(hR(u) ∗ F˜R − b˜R) ≤ 0}. (3.40)
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The direction of the vectors in the recession cone of ψ is the directions of recession of ψ. The
constancy space of ψ is given by {π ∈ Rn; ψ0+(π) ≤ 0, ψ0+(−π) ≤ 0}. It thus holds that
{π ∈ Rn; ψ0+(π) ≤ 0, ψ0+(−π) ≤ 0}
= {π ∈ Rn; F˜R({u ∈ Rn0 ; π
⊤u 6= 0}) = 0, cRπ = 0, π⊤(hR(u) ∗ F˜R − b˜R) = 0}
= N Q˜. (3.41)
Moreover, it is the largest subspace contained in the recession cone of ψ. The directions of the
vectors in N Q˜ are the directions in which ψ is constant. Any π ∈ {π ∈ Rn; ψ0+(π) ≤ 0} \ N Q˜ is
called an immediate arbitrage opportunity under Q˜, see, e.g., Kardaras (2009). Building upon the
above arguments, we can state the following theorem, whose proof is reported in the Appendix.
Theorem 3.1. Assume that the condition (3.35) holds. If {π ∈ Rn; F˜R(Λ−(π)) = 0, c
Rπ =
0, π⊤(hR(u) ∗ F˜R − b˜R) ≤ 0} ∩ 0+C = {0}, then ψ attains its infimum over C. In the case that C
is polyhedral,5 if for any nonzero y ∈ {π ∈ Rn; F˜R(Λ−(π)) = 0, c
Rπ = 0, π⊤(hR(u) ∗ F˜R− b˜R) ≤
0} ∩ 0+C it holds that y ∈ N Q˜, then ψ achieves its infimum over C.
As a special case of our general framework, consider a covariance matrix cR of the return
process R that is positive definite (and hence non-singular). In this case, the recession cone of
ψ reduces to the singleton {0}. Hence, ψ and C have no direction of recession at all. Then, the
condition that ψ and C have no direction of recession in common is trivially satisfied. In other
words, if the condition (3.35) holds and the covariance matrix cR is positive definite, then ψ attains
its infimum over C.
4 Factor Model and BSDE
In this section, we consider a class of power FIPPs in a general factor form. These processes are
the natural extension of the widely used power utility functions to a market setting in which the
investor’s utility changes over time. We will study a class of quadratic BSDEs driven by general
semimartingales, whose solutions are related to the smooth solution of the corresponding forward
HJB equation studied in Section 5.
Let Y be a stochastic factor process, described as an Rd-valued ca`dla`g QLC semimartingale
under P . The predictable characteristics of Y is given by (BY , CY , νY ). Stochastic factors model
the evolution of macroeconomic variables affecting asset returns, such as interest rates, share price
indices, and measures of economic activity or growth. Such factors drive the dynamics of the return
processes. Hence, it is convenient to use the joint predictable characteristics of the Rn+d-valued
semimartingale (R,Y ). Let (B,C, ν) be the joint predictable characteristics of (R,Y ). Then, the
5The set C is polyhedral if it can be expressed as the intersection of finitely many closed half spaces of Rn, where
the closed half spaces are defined as {y ∈ Rn; y⊤α ≤ β} or {y ∈ Rn; y⊤α ≥ β} for any nonzero α ∈ Rn and any
β ∈ Rn.
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canonical representation with the cut-off function h(u, v) := (hR(u), hY (v)) is given by, P -a.s.
(
R
Y
)
=
(
0
Y0
)
+
(
BR
BY
)
+
(
Rc
Y c
)
+
(
hR(u)
hY (v)
)
∗ (µ − ν)
+
(
u− hR(u)
v − hY (v)
)
∗ µ. (4.1)
It may be easily seen that µR(dt, du) = µ(dt, du×Rd0), and µ
Y (dt, dv) = µ(dt,Rn0 ×dv). Moreover,
we can find a version of the characteristics triple satisfying
B = b · A, C = c · A, ν(dt, d(u, v)) = Ft(d(u, v))dAt . (4.2)
We observe that (B,C, ν), (b, c, F ), as well the increasing and predictable process A may differ
from the corresponding quantities given in Eq. (2.5). For convenience and with a slight abuse of
notation, we maintain the use of these notations in the rest of the paper.
4.1 Formulation of Quadratic BSDE
This section introduces an infinite-horizon quadratic BSDE driven by semimartingales in a factor
form, which are modulated by a class of scalar local martingales. We first establish the existence
of a solution to this BSDE, and later connect it to the construction of power FIPPs.
Let the scalar process M ∈ M+loc. For ǫ ∈ (0, 1) and p ≥ 1, we define the positive increasing
process Θp(ǫ) :=
∑
0<s≤·
|∆Ms|p
(1+∆Ms)p
1∆Ms∈(−1,−ǫ). We also introduce the subset M˜
+
loc ⊆M
+
loc to be
the set of all scalar M ∈M+loc for which there exists a constant ǫ ∈ [0, 1) such that (i) if M ∈ Aloc,
then Θ1(ǫ) ∈ A+loc, and (ii) if M ∈ H
2
loc, then Θ
2(ǫ) ∈ A+loc. Obviously, any continuous scalar
P -local martingale belongs to M+loc. Given M ∈ M˜
+
loc, we consider the following infinite-horizon
BSDE given by
dΠM = −f(M,ZM ,WM ,KM , lM )dA+ ZM · dY c +WM ∗ d(µY − νY ) +KM ∗ dµY
+ lM · dNM . (4.3)
The driver f is given by
f(M,Z,W,K, l) (4.4)
:=
1
2
Z⊤cY Z + pl sup
π∈C0∩C
ΦMp (π)−
{
W (v) + l − el−1eW (v)MPµY
(
eK(v)
∣∣P˜)} ∗ F Y .
For π ∈ C0, we define the random mapping
ΦMp (π) := π
⊤{bR + cRH + hR(u)MPµR(∆M |P˜)(u) ∗ F
R}+
p− 1
2
π⊤cRπ
+ {p−1(1 + π⊤u)p − p−1 − π⊤hR(u)}(1 +MPµR(∆M |P˜)(u))) ∗ F
R. (4.5)
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The process H ∈ L2loc(R
c) is determined by the equation given by
〈M c,M c〉 = H⊤cRH ·A. (4.6)
Next, we establish a class of solutions to Eq. (4.3), which can be related to the logarithm of
the power FIPP.
4.2 Existence of Solutions to BSDE
For a given M ∈ M˜+loc, we call (Π
M , ZM ,WM ,KM , lM , NM ) a solution of BSDE (4.3) if the
following conditions hold:
(i) the predictable process ZM ∈ L2loc(Y
c), WM ∈ Gloc(µ
Y ), KM ∈ O˜ satisfy MP
µY
(KM |P˜) = 0
and (
∑
0<s≤·K
M (s,∆Ys)
2
1∆Ys 6=0)
1
2 ∈ A+loc, and l
M is a locally bounded predictable positive
process;
(ii) the process NM ∈ Mloc satisfies [Y,N
M ] = 0 and {∆NM 6= 0} ⊂ {∆Y = 0};
(iii) the scalar process ΠM is an exponentially special semimartingale admitting the decomposi-
tion eΠ
M
= MΠ + V Π, where MΠ ∈ Mloc and V
Π ∈ V ∩ P is such that e−Π
M
− ∆V Π > −1,
P -a.s..
(iv) (ΠM , ZM ,WM ,KM , lM , NM ) satisfies the following integral form: for any 0 ≤ t ≤ T < ∞,
P -a.s.
ΠMt = Π
M
T +
∫ T
t
f(M,ZMs ,W
M
s ,K
M
s , l
M
s )dAs −
∫ T
t
(ZMs )
⊤dY cs (4.7)
−
∫ T
t
∫
WMs (v)(µ
Y − νY )(dv, ds) −
∫ T
t
∫
KMs (v)µ
Y (dv, ds) −
∫ T
t
lMs dN
M
s .
The existence of solutions to BSDE (4.3) is guaranteed by the following theorem.
Theorem 4.1. Let M ∈ M˜+loc, and (H
M , UM , GM , IM ) be the Jacod’s components of M w.r.t.
the semimartingale Y . Then, MP
µY
-a.s., we have that 1+UM +GM > 0 and 1+UM > 0. Further,
if there exists a predictable process VM of finite variation, that satisfies the following (stochastic)
equation:
p−1
dV M
dA
+ (1 + ∆VM )ΦM (π∗) = 0, ΦMp (π
∗) = sup
π∈C0∩C
ΦMp (π), (4.8)
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then BSDE (4.3) admits a closed-form solution given by: P -a.s.


ΠM = ln(E(M)E(V M ));
ZM = lMHM ;
WM(v) = ln lM − lM + 1 +MP
µY
(
ln(1 + UM (v) +GM (v))
∣∣P˜) ;
KM (v) = ln(1 + UM (v) +GM (v)) −MP
µY
(
ln(1 + UM (v) +GM (v))
∣∣P˜) ;
lM =
{
1 + ((1 + (π∗)⊤u)p − 1)(1 +MP
µR
(∆M |P˜)(u)) ∗ νR({·} × du)
}−1
;
NM = IM .
(4.9)
Proof. For any M ∈ M+loc, Lemma 3.3 guarantees the existence of a predictable Y
c-integrable
process HM , a local martingale IM vanishing at the initial time satisfying [Y, IM ] = 0, and random
fields UM ∈ P˜ , GM ∈ O˜ satisfying |UM | ∗ νY∞ < +∞, (
∑
0<s≤·G
M (s,∆Ys)
2
1∆Ys 6=0)
1
2 ∈ A+loc and
MP
µY
(V M |P˜) = 0, such that, P -a.s.
M = HM · Y c + JM ∗ (µY − νY ) +GM ∗ µY + IM , (4.10)
where JM = UM + Uˆ
M
1−aY
and UM has a version such that {aY = 1} ⊂ {UˆM = 0}. Moreover,
{∆IM 6= 0} ⊂ {∆Y = 0}. Since Y is QLC, we have that UM ∈ Gloc(µ
Y ) and UˆM = 0, and hence
JM = UM . We also have that 1 + ∆M = 1 + UM + GM , MP
µY
-a.s. Since M ∈ M˜+loc ⊆ M
+
loc, it
holds that 1 + ∆M > 0. Then, MP
µY
-a.s.
1 + ∆M = 1 + UM +GM > 0. (4.11)
Note that UM ∈ P˜ . Then 1 + UM > 0 MP
µY
-a.s., because MP
µY
(GM |P˜) = 0. We next verify that
(ΠM , ZM ,WM ,KM , lM , NM ) given by (4.9) is in fact a solution to BSDE (4.3). Since VM ∈ V∩P,
using Yor’s formula, we have that E(M)E(V M ) = E(V M + (1+∆VM ) ·M). An application of the
Itoˆ’s formula yields
dΠM = dVM + (1 + ∆VM )dM −
1
2
d
〈
(1 + ∆VM ) ·M c, (1 + ∆VM ) ·M c
〉
+ d
∑{
ln[(1 + ∆VM )(1 + ∆M)]−∆VM − (1 +∆VM )∆M
}
. (4.12)
Let δ := 1 + ∆VM . It follows from (4.8) that
dVM = −δpΦMp (π
∗)dA = −δp sup
π∈C0∩C
ΦMp (π)dA.
20
Using (4.10), Eq. (4.12) can be rewritten as
dΠM = −
(
δp sup
π∈C0∩C
ΦMp (π) +
1
2
δ2(HM )⊤cYHM
)
dA+ δHMdY c
+ δUM (v) ∗ d(µY − νY ) + δV G(v) ∗ dµY + δ · dIM
+ {ln δ − δ + 1 + ln(1 + UM (v) +GM (v)) − δ(UM (v) +GM (v))} ∗ dµY . (4.13)
Since VM ∈ V ∩ P, δ is predictable, i.e., δ ∈ P. Then, the compensator of {ln δ − δ + 1 + ln(1 +
UM (v)+GM (v))− δ(UM (v)+GM (v))} ∗µY is given by
{
WMδ (v) − δU
M (v)
}
∗ νY , where we have
used the fact that MP
µY
(GM |P˜) = 0 and defined
WMδ (v) := ln δ − δ + 1 +M
P
µY
(
ln(1 + UM (v) +GM (v))
∣∣P˜) . (4.14)
It can be easily seen that WMδ ∈ P˜ because δ ∈ P. Using the above arguments, we can
rewrite (4.13) in the form
dΠM = −
(
δp sup
π∈C0∩C
ΦMp (π) +
1
2
δ2(HM )⊤cY YHM − {WMδ (v) − δU
M (v)} ∗ F Y
)
dA
+ δHMdY c +WMδ (v) ∗ d(µ
Y − νY ) +KM(v) ∗ dµY + δ · dIM , (4.15)
where we recall that the expression of KM(v) has been given in (4.9). Using the definition in (4.14),
we arrive at
WMδ (v) +K
M (v) = ln δ − δ + 1 + ln(1 + UM(v) +GM (v)).
This yields
UM (v) = δ−1eδ−1eW
M
δ (v)+K
M (v) − 1−GM (v).
Note that UM ∈ P˜ , WMδ ∈ P˜, and δ ∈ P. Applying the operator M
P
µY
(·|P˜) to both sides of the
above equation, we obtain that
UM (v) = δ−1eδ−1eW
M
δ (v)MPµY
(
eK
M (v)
∣∣P˜)− 1. (4.16)
Then, using (4.4), we deduce that
δp sup
π∈C0∩C
ΦMp (π) +
1
2
δ2(HM )⊤cYHM − {WMδ (v)− δU
M (v)} ∗ F Y
= δp sup
π∈C0∩C
ΦMp (π) +
1
2
δ2(HM )⊤cYHM −
{
WMδ (v)− e
δ−1eW
M
δ (v)MPµY
(
eK
M (v)
∣∣P˜)+ δ} ∗ F Y
= f(M, δHM ,WMδ ,K
M , δ). (4.17)
21
It then follows from (4.15) that
dΠM = −f(M, δHM ,WMδ ,K
M , δ)dA + δHMdY c +WMδ (v) ∗ d(µ
Y − νY )
+KM (v) ∗ dµY + δ · dIM . (4.18)
This yields (iv).
We next prove that δ is locally bounded. To this purpose, set sn = inf{t; |V
M
t | ≥ n} for n ∈ N.
Because VM is ca`dla`g and predictable, it follows from Proposition I.2.13 in Jacod and Shiryaev
(1987) that sn is a predictable time for each n ∈ N. From Theorem I.2.15 in Jacod and Shiryaev
(1987), it follows that, for each n ∈ N, there exists a sequence of increasing stopping times
{smn}m∈N such that smn < sn a.s. on {sn > 0} and limm→∞ smn = sn a.s. Further, there exists
an index m(n) ∈ N such that P (sm(n),n < sn − 1) ≤ 2
−n. Define τn = maxk=1,...,n{sm(k),k}, and
hence τn < maxk=1,...,n{sk} = sn. Thus, using the above definition of sn, it holds that |V
M
τn | ≤ n,
a.s. Notice that limn→∞ sn =∞ and hence the sequence {τn}n∈N is increasing and diverges to ∞,
a.s.. In other words, {τn}n∈N is a localizing sequence of stopping times such that |V
M
τn | ≤ n, a.s..
We can then conclude that V M is locally bounded, and thus δ is locally bounded.
Next, we prove that δ = lM , where the expression of lM is given in (4.9). Applying the jump
operator on both sides of Eq. (4.8), we obtain that
∆VM +
{
(1 +∆VM )p sup
π∈C0∩C
ΦMp (π)
}
∆A = 0. (4.19)
Using Eq. (4.5), for π ∈ C0 ∩ C, we obtain
pΦMp (π)∆A = pπ
⊤{bR + cRH + hR(u)MPµR(∆M |P˜)(u) ∗ F
R}∆A+
p(p− 1)
2
π⊤cRπ∆A
+ {(1 + π⊤u)p − 1− pπ⊤hR(u)}(1 +MPµR(∆M |P˜)(u)) ∗ ν
R({·} × du)
= pπ⊤hR(u) ∗ νR({·} × du) + pπ⊤hR(u)MPµR(∆M |P˜)(u) ∗ ν
R({·} × du)
+ {(1 + π⊤u)p − 1− pπ⊤hR(u)}(1 +MPµR(∆M |P˜)(u)) ∗ ν
R({·} × du)
= {(1 + π⊤u)p − 1}(1 +MPµR(∆M |P˜)(u)) ∗ ν
R({·} × du).
Recalling the definition of δ := 1 + ∆VM given above and using (4.19), we obtain that δ =
{1+ ((1+π∗,⊤u)p− 1)(1+MP
µR
(∆M |P˜)(u)) ∗ νR({·}× du)}−1. This coincides with the expression
of lM given in (4.9).
We next verify that WM := WM
lM
∈ P˜ belongs to Gloc(µ
Y ) (see also (4.9)). Note that δ = lM
is locally bounded. Therefore, it is enough to show that Λ := MP
µY
(ln(1 + UM + GM )
∣∣P˜) is in
Gloc(µ
Y ) because the space Gloc(µ
Y ) is linear by Definition II.1.27 in Jacod and Shiryaev (1987).
In fact, noting that Y is QLC, it follows from II.1.31 and II.1.32 in Jacod and Shiryaev (1987)
that C(Λ) = |Λ|2 ∗ νY and C¯(Λ) = |Λ| ∗ νY . Notice that M ∈ M˜+loc. By Proposition I.4.17 in
Jacod and Shiryaev (1987), up to a localization, it is sufficient to prove that Λ ∈ Gloc(µ
Y ) both in
the case of M ∈ Mloc ∩H
2 satisfying Θ2(ǫ) ∈ A
+ for some ǫ ∈ [0, 1), and the case M ∈Mloc ∩ A
satisfying Θ1(ǫ) ∈ A+ for some ǫ ∈ [0, 1). We first consider the case that M ∈ Mloc ∩H
2 satisfies
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Θ2(ǫ) ∈ A+ for some ǫ ∈ [0, 1). Then, it follows from (4.11) and Jensen’s inequality applied with
the operator MP
µY
(·|P˜) (see Problem 3.2.11 in Liptser and Shiryayev (1986)) that
E [C(Λ)∞] = E
[
|Λ|2 ∗ ν∞
]
= E
[
|Λ|2 ∗ µ∞
]
=MPµY
(
|Λ|2
)
≤MPµY
(
| ln(1 + ∆M)|2
)
= E
[∑
s>0
| ln(1 + ∆Ms)|
2
1∆Ms 6=0
]
(4.20)
= E
[∑
s>0
| ln(1 +∆Ms)|
2
1∆Ms∈[−ǫ,∞)
]
+ E
[∑
s>0
| ln(1 + ∆Ms)|
2
1∆Ms∈(−1,−ǫ)
]
.
Using the inequality x1+x ≤ ln(1 + x) ≤ x for all x > −1, it holds that | ln(1 + x)| ≤ max{|x|,
|x|
1+x}
for all x > −1. Then
E
[∑
s>0
| ln(1 + ∆Ms)|
2
1∆Ms∈[−ǫ,∞)
]
≤ E
[∑
s>0
max
{
|∆Ms|
2,
|∆Ms|
2
(1 + ∆Ms)2
}
1∆Ms∈[−ǫ,∞)
]
≤ E
[∑
s>0
|∆Ms|
2
]
+ E
[∑
s>0
|∆Ms|
2
(1 + ∆Ms)2
1∆Ms∈[−ǫ,∞)
]
≤
(
1 +
1
(1− ǫ)2
)
E
[∑
s>0
|∆Ms|
2
]
≤
(
1 +
1
(1− ǫ)2
)
E[[M,M ]∞] < +∞.
On the other hand, it holds that
E
[∑
s>0
| ln(1 + ∆Ms)|
2
1∆Ms∈(−1,−ǫ)
]
≤ E
[∑
s>0
|∆Ms|
2
]
+ E
[∑
s>0
|∆Ms|
2
(1 +∆Ms)2
1∆Ms∈(−1,−ǫ)
]
≤ E[[M,M ]∞] + E[Θ
2
∞(ǫ)] < +∞.
By (4.20), the above estimates imply that E [C(Λ)∞] < +∞, i.e., C(Λ) ∈ A
+ and hence Λ ∈
Gloc(µ
Y ) using Theorem II.1.33-(a) in Jacod and Shiryaev (1987). We next consider the case that
M ∈ Mloc ∩A satisfies Θ
1(ǫ) ∈ A+ for some ǫ ∈ [0, 1). By (4.11), we have that
E
[
C¯(Λ)∞
]
= E [|Λ| ∗ ν∞] = E [|Λ| ∗ µ∞] =M
P
µY (|Λ|) ≤M
P
µY (| ln(1 + ∆M)|) (4.21)
= E
[∑
s>0
| ln(1 +∆Ms)|1∆Ms∈[−ǫ,∞)
]
+ E
[∑
s>0
| ln(1 + ∆Ms)|1∆Ms∈(−1,−ǫ)
]
.
First, we obtain that
E
[∑
s>0
| ln(1 + ∆Ms)|1∆Ms∈[−ǫ,∞)
]
≤ E
[∑
s>0
|∆Ms|
]
+ E
[∑
s>0
|∆Ms|
1 + ∆Ms
1∆Ms∈[−ǫ,∞)
]
≤
2− ǫ
1− ǫ
E
[∑
s>0
|∆Ms|
]
< +∞,
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and it also holds
E
[∑
s>0
| ln(1 + ∆Ms)|1∆Ms∈(−1,−ǫ)
]
≤ E
[∑
s>0
|∆Ms|
]
+ E
[
Θ1∞(ǫ)
]
< +∞.
The above estimates imply that E
[
C¯(Λ)∞
]
< +∞, i.e., C¯(Λ) ∈ A+, and hence Λ ∈ Gloc(µ
Y )
using Theorem II.1.33-(b) in Jacod and Shiryaev (1987).
Recall the expression of KM (v) given in (4.9). It may be easily seen that MP
µY
(KM (v)|P˜) = 0,
and that it satisfies the condition (i) defining a BSDE solution, using similar estimates to the
ones derived above. Next, recall the component of the solution ZM = lMHM given in (4.9).
Because lM ,HM ∈ P, we obtain that ZM ∈ P. Moreover, noting that lM is locally bounded
and HM ∈ L2loc(Y
c), we deduce that ZM ∈ L2loc(Y
c). Using (4.9), we conclude that eΠ
M
=
E(M)E(V M ). Since VM ∈ V ∩ P, we arrive at [M,V M ] = ∆M · VM = ∆VM ·M using (3.6)
in Liptser and Shiryayev (1986), page 119. By Yor’s formula, we have that eΠ
M
= E(V M + δ ·M).
This leads to V Π = eΠ
M
· VM , and hence e−Π−V Π = ∆VM = δ − 1 > −1, P -a.s., because δ > 0,
P -a.s.. Thus (ΠM , ZM ,WM ,KM , lM , NM ) given by (4.9) satisfies the conditions (i)-(iv) and hence
(ΠM , ZM ,WM ,KM , lM , NM ) is the solution of BSDE (4.3) in view of (4.18). ✷
When the semimartingale R is also QLC, the predictable process of finite variation VM is
continuous from Eq. (4.8). Then, VM admits the explicit representation given by
VM = VM0 − p sup
π∈C0∩C
ΦMp (π) ·A. (4.22)
Once the initial value V M0 of Eq. (4.22) is given, the process V
M is unique. Therefore, we have
the following corollary:
Corollary 4.1. Let M ∈ M˜+loc, and (H
M , UM , GM , IM ) be the Jacod’s components of M w.r.t.
the semimartingale Y . If (R,Y ) is QLC, then the solution of BSDE (4.3) reduces to


ΠM = ln(E(M)E(V M ));
ZM = HM ;
WM(v) =MP
µY
(
ln(1 + UM (v) +GM (v))
∣∣P˜);
KM (v) = ln(1 + UM (v) +GM (v)) −MP
µY
(
ln(1 + UM (v) +GM (v))
∣∣P˜);
lM = 1;
NM = IM .
(4.23)
Here the continuous process of finite variation VM is given by (4.22).
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4.3 A Simplified BSDE
In this section, we consider the following simplified quadratic infinite-horizon BSDE: forM ∈ M˜+loc,
dΠM = −f(M,ZM ,WM )dA+ ZM · dY c +WM ∗ d(µY − νY ), (4.24)
where the driver f(M,Z,W ) := f(M,Z,W, 0, 1), and f(M,Z,W,K, l) is given by (4.4). Specifi-
cally,
f(M,Z,W ) =
1
2
Z⊤cY Z + p sup
π∈C0∩C
ΦMp (π)−
{
W (v) + 1− eW (v)
}
∗ F Y . (4.25)
Here, the random function ΦMp (π), π ∈ C0, is given by (4.5).
Remark 4.1. We analyze the structure of the driver f given by (4.25) in the jump BSDE (4.24).
From Eq. (4.25), we can write f as
f(M,Z,W ) =
1
2
Z⊤cY Z + p sup
π∈C0∩C
ΦMp (π) + [W ]
Y
1 , (4.26)
where for some functional φ(ω, u), [φ]Yα := {e
αφ(u) − 1 − αφ(u)} ∗ F Y for α > 0. The integral
[W ]Y1 in the driver (4.26) plays the same role for the variable W as the square function for the
variable Z. A BSDE of similar structure, but driven only by a Poisson random measure has been
analyzed by Kazi-Tani et al. (2015). Differently from Kazi-Tani et al. (2015), the BSDE arising
in our setup is driven by general semimartingales. We apply the representation property of a local
martingale to characterize the solution to BSDE (4.24).
The solution to BSDE (4.24) is obtained by an application of Theorem 4.1.
Corollary 4.2. Assume that M ∈ M˜0loc admits the Jacod’s components (H
M , UM , 0, 0) w.r.t. Y .
Then 1 + UM > 0, MP
µY
-a.s. Moreover, BSDE (4.24) admits an explicit solution given by, P -a.s.


ΠM = ln(E(M)E(V M ));
ZM = HM ;
WM(v) =MP
µY
(ln(1 + UM (v))
∣∣P˜).
(4.27)
The predictable process of finite variation VM satisfies (4.8).
Remark 4.2. If the process M in Corollary 4.2 is such that the Jacod’s component UM (v) ad-
ditionally satisfies 1 + UM (v) ≤ φ(|v|) for some positive measurable function φ on R+, M
P
µY
-
a.s., then an application of Jensen’s inequality with the operator MP
µY
(·|P˜) (see Problem 3.2.11
in Liptser and Shiryayev (1986)) leads to
eW
M (v) = e
MP
µY
(ln(1+UM (v))|P˜)
≤MPµY (1 + U
M (v)|P˜) ≤ φ(|v|). (4.28)
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Denote by Wφ the set of all P˜-measurable functionals W ∈ Gloc(µ
Y ) satisfying (4.28) for some
positive measurable function φ on R+. Let H
2
BMO be the space of R
d-valued and progressively
measurable processes H such that ‖H‖2
H2
BMO
:= ‖H · Y c‖BMO < +∞. The notation ‖ · ‖BMO
denotes the BMO norm (see, e.g., Kazi-Tani et al. (2015)). If the Jacod’s component HM in
Corollary 4.2 is such that HM ∈ H2BMO, then Z
M ∈ H2BMO. Then Corollary 4.2 provides a
solution (ΠM , ZM ,WM ) to BSDE (4.24) such that (ZM ,WM ) ∈ H2BMO ×Wφ.
We next analyze the uniqueness of solutions to BSDE (4.24), where M ∈ M˜+loc satisfies the
growth condition imposed in Remark 4.2. As discussed in Remark 4.2, Corollary 4.2 gives a
solution (ΠM , ZM ,WM ) to BSDE (4.24) such that (ZM ,WM ) ∈ H2BMO ×Wφ for some positive
measurable function φ on R+ if the condition (4.28) is satisfied. To reduce notational burden, we
omit the argument M in the driver f given by (4.25) when it is understood from the context. For
every (Z,W, Wˆ ) ∈ H2BMO×Wφ×Wφ, we have that f(Z,W )− f(Z, Wˆ ) = p(ϕ(Z,W )−ϕ(Z, Wˆ ))+
[W ]Y1 − [Wˆ ]
Y
1 . Then
f(Z,W )− f(Z, Wˆ ) ≤ γ(u, v)(W (v) − Wˆ (v)) ∗ F (du, dv), (4.29)
where the process γ(u, v) is given by
γ(u, v) := sup
π∈C0∩C
{
ΨW (π;u, v)1W (v)>Wˆ (v)
}
+ inf
π∈C0∩C
{
ΨW (π;u, v)1W (v)≤Wˆ (v)
}
. (4.30)
Here, for π ∈ C0 ∩ C and (u, v) ∈ R
n+d
0 , we define the process
ΨW (π;u, v) :=
∫ 1
0
(eλW (v)+(1−λ)Wˆ (v) − 1)dλ+
(∫ 1
0
eλW (v)+(1−λ)Wˆ (v)dλ
)
{(1 + π⊤u)p − 1}
=
(∫ 1
0
eλW (v)+(1−λ)Wˆ (v)dλ
)
(1 + π⊤u)p − 1.
The next proposition establishes the uniqueness of solutions to BSDE (4.24).
Proposition 4.1. Let ζ be a real-valued r.v.. Assume that the condition (4.28) is satisfied, and
that there exist constants C2 > 0 and C1 ≥ −1 + δ for some δ > 0 such that C1(1 ∧ |(u, v)|) ≤
γ(u, v) ≤ C2(1 ∧ |(u, v)|). Then BSDE (4.24) has at most one solution (Π
M , ZM ,WM ) such that
ΠM0 = lnL0, (Z
M ,WM ) ∈ H2BMO ×Wφ and Π
M
∞ := limt→∞Π
M
t = ζ, P -a.s..
Proof. Assume that (ΠM , ZM ,WM ) and (ΠˆM , ZˆM , WˆM ) are two different solutions of BSDE (4.24)
with ΠM∞ = Πˆ
M
∞ and Π
M
0 = Πˆ
M
0 . The pairs of processes (Z
M ,WM), (ZˆM , WˆM ) ∈ H2BMO ×Wφ for
some positive measurable function φ defined on R+. Define δΠ
M := ΠM − ΠˆM , δZM := ZM − ZˆM ,
and δWM := WM − WˆM . Because of the structure of the driver f given by (4.25), there exist a
bounded process φ and a process η satisfying |ηs| ≤ c(|Z
M
s |+ |Zˆ
M
s |) for a positive constant c, such
that
δΠMt = δΠ
M
T +
∫ T
t
(ηs + φs)
⊤cYs δZ
M
s dAs +
∫ T
t
(f(ZMs ,W
M
s )− f(Z
M
s , Wˆ
M
s ))dAs
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−∫ T
t
∫
δWMs (v)γ(u, v)F (du, dv)dAs +
∫ T
t
∫
γ(u, v)δWMs (v)F (du, dv)dAs
−
∫ T
t
δZMs · dY
c
s −
∫ T
t
∫
δWMs (v)(µ(d(u, v), ds) − F (du, dv)dAs). (4.31)
In the expression above, γ(u, v) is the predictable process defined in Eq. (4.30). For any T > 0,
define
dQ
dP
∣∣∣∣
FT
:= E
(∫ T
0
(ηs + φs)
⊤dY cs +
∫ T
0
∫
γ(u, v)(µ(d(u, v), ds) − F (du, dv)dAs)
)
. (4.32)
Since ZM and ZˆM are in H2BMO, so is η. Using the boundedness assumption on γ(u, v), the
above stochastic exponential defines a true strictly positive uniformly integrable martingale (see
Kazamaki (1979)). Applying Itoˆ’s formula, and taking the conditional expectation under the
probability measure Q, we obtain
δΠMt = E
Q
t
[
δΠMT
]
(4.33)
+ EQt
[∫ T
t
(
f(ZMs ,W
M
s )− f(Z
M
s , Wˆ
M
s )−
∫
γ(u, v)δWMs (v)F (du, dv)
)
dAs
]
.
In the above expression, EQt denotes the Ft-conditional expectation under Q, in particular, E
Q :=
EQ0 . Moreover, given that δΠ
M
0 = 0, setting t = 0 in (4.33) we obtain that
0 = δΠM0 = E
Q
[
δΠMT
]
(4.34)
+ EQ
[∫ T
0
(
f(ZMs ,W
M
s )− f(Z
M
s , Wˆ
M
s )−
∫
γ(u, v)δWMs (v)F (du, dv)
)
dAs
]
.
By applying (4.29), we obtain the following inequality given by
EQ
[
δΠMT
]
= −EQ
[∫ T
0
(
f(ZMs ,W
M
s )− f(Z
M
s , Wˆ
M
s )−
∫
γ(u, v)δWMs (v)F (du, dv)
)
dAs
]
≥ 0. (4.35)
Using identical arguments for the process −δΠM = ΠˆM −ΠM , we arrive at
EQ
[
−δΠMT
]
= −EQ
[∫ T
0
(
f(ZˆMs , Wˆ
M
s )− f(Zˆ
M
s ,W
M
s ) +
∫
γ(u, v)δWMs (v)F (du, dv)
)
dAs
]
.
≥ 0.
Hence, EQ[δΠMT ] = 0 for all T > 0. Plugging this result into (4.35), we obtain that, Q⊗ dA-a.s.,
f(ZMs ,W
M
s )− f(Z
M
s , Wˆ
M
s )−
∫
γ(u, v)δWMs (v)F (du, dv) = 0.
Combining the above result with the representation (4.31), fixing t = 0 and taking T → ∞, we
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obtain that
0 = δΠM0 = lim
T→∞
δΠMT +
∫ ∞
0
(ηs + φs)δZ
M
s ds+
∫ ∞
0
∫
δWMs (v)γ(u, v)F (du, dv)dAs
−
∫ ∞
0
δZMs dY
c
s −
∫ ∞
0
∫
δWMs (v)(µ(d(u, v), ds) − F (du, dv)dAs).
Since δΠM∞ = 0, it holds that
0 =
∫ ∞
0
(ηs + φs)
⊤δZMs ds+
∫ ∞
0
∫
δWMs (v)γ(u, v)F (du, dv)dAs
−
∫ ∞
0
δZMs dY
c
s −
∫ ∞
0
∫
δWMs (v)(µ(d(u, v), ds) − F (du, dv)dAs).
Thus, it holds that δZM = 0 and δWM = 0, Q-a.s.. Now rewriting (4.31) with t = 0 and T = t,
we deduce that
δΠM0 = δΠ
M
t +
∫ t
0
(ηs + φs)
⊤δZMs ds−
∫ t
0
δZMs dY
c
s
+
∫ t
0
f(ZMs ,W
M
s )− f(Z
M
s , Wˆ
M
s )ds−
∫ t
0
∫
γ(u, v)δWMs (v)F (du, dv)dAs
+
∫ t
0
∫
δWMs (v)γ(u, v)F (du, dv)dAs −
∫ t
0
∫
δWMs (v)(µ(d(u, v), ds) − F (du, dv)dAs),
which implies δΠM = 0, i.e., ΠM = ΠˆM , P -a.s., because P and Q are equivalent. ✷
4.4 FIPP via Solution to BSDE and Time-Monotone Process
This section specializes our analysis to the case of a time-monotone forward performance criterion.
This criterion, first introduced in Musiela and Zariphopoulou (2006), is a composition of deter-
ministic and stochastic inputs. The deterministic input is investor-specific and corresponds to her
sensitivity towards risk. The stochastic input, instead, depends on the market environment and
typically expressed in terms of the integrated squared Sharpe ratio.
First, we establish a class of P -FIPPs using the solution (4.9) of BSDE (4.3). We obtain the
result by invoking Proposition 3.1 in Section 3.2.
Lemma 4.1. Fix M ∈ M˜+loc such that E(M) is a P -martingale. Let (Π
M , ZM ,WM ,KM , lM , NM )
be the solution (4.9) of BSDE (4.3). Then, for (t, x) ∈ [0,∞)× R+, Ut(x) := p
−1xp exp(ΠMt ) is a
P -FIPP if and only if (i) there exists π∗ ∈ ΓQ˜C such that supπ∈C∩C0 Φ
M
p (π) = Φ
M
p (π
∗), where ΦMp (π)
is defined by (4.5), and (ii) E(β˜ ·R˜c+W˜ ∗(µR− ν˜R)) is a Q˜-martingale, where dQ˜ = E(M)dP . The
notation R˜c denotes the continuous local Q˜-martingale part of R, ν˜R := (1+MP
µR
(∆M |P˜)(u))∗νR,
β˜t := pπ
∗
t1∆At=0, and W˜t(u) := l
M
t {[1 + (π
∗
t )
⊤u]p − 1}.
The P -dynamics of the random field U defined in Lemma 4.1 plays an important role in
the analysis of the so-called time-monotone process. We provide an explicit expression for this
dynamics in the following corollary, whose proof is reported in the Appendix.
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Corollary 4.3. Given M ∈ M˜+loc, the P -dynamics of U(x) := p
−1xp exp(ΠM ) is given by
dU(x) = U−(x)l
M
{
dM − p sup
π∈C0∩C
ΦMp (π)dA
}
, (4.36)
where the process lM = {1 + ((1 + (π∗)⊤u)p − 1)(1 +MP
µR
(∆M |P˜)(x)) ∗ νR({·} × du)}−1. Further,
the P -dynamics of U may also be represented in the form:
dU(x) = U−(x)
{
ZMdY c + [el
M−1eW
M (v)MPµY
(
eK
M (v)
∣∣P˜)− lM ] ∗ d(µY − νY )
+ el
M−1eW
M (v)
[
eK
M (v) −MPµY
(
eK
M (v)
∣∣P˜)] ∗ dµY + dNM
+
[
1
2
(ZM )⊤cY Y ZM − f(M,ZM ,WM ,KM , lM )
−
(
W (v) + lM − el
M−1eWt(v)MPµY
(
eK(v)
∣∣P˜)) ∗ F Y ]dA}. (4.37)
In the above expressions, (ΠM , ZM ,WM ,KM , lM , NM ) is the solution of BSDE (4.3), whose com-
ponents are specified by (4.9).
Suppose that (R,Y ) is QLC and the conditions in Lemma 4.1 are satisfied. Then, Eq. (4.37)
gives the dynamics of the power FIPP in the factor form under a semimartingale market. It
is clearly seen from (4.37) that the stochastic factor Y determines both the volatility and the
jump measure of U . Consider a special case of our model with Y c ≡ 0 and µY ≡ 0 (i.e., Y =
Y0 + B
Y = Y0 + b
Y (Y ) · A is a predictable finite variation process and bY is a Borel function on
R
d). Assume additionally that the P -predictable characteristics of R is given by (BR, CR, νR) =
(bR(Y ), cRR(Y ), FR(Y )) · A. If M ≡ 0, the solution (4.27) of BSDE (4.25) reduces to (Π0, 0, 0)
where Π0 = Π00 −
∫ ·
0 f(Ys)dAs. Then Eq. (4.37) reduces to
dU(x) = U(x)dΠ0 = −U(x)f(Y )dA, (4.38)
where, for y ∈ Rd, the function f(y) is given by
f(y) := p sup
π∈C0∩C
{
π⊤bR(y) +
p− 1
2
π⊤cR(y)π +
∫
{p−1(1 + π⊤u)p − p−1 − π⊤hR(u)}FR(y, du)
}
.
(4.39)
Since 0 ∈ C, sign(p)f(y) ≥ 0 for all y ∈ Rd. Consider the case that (R,Y ) admits absolutely
continuous characteristics w.r.t. the Lebesgue measure, i.e., dAt = dt. Then Eq. (4.38) may be
further simplified to
dU(x) =
1
2
2(1− p)
p
f(Y )
|DxU(x)|
2
D2xxU(x)
dt. (4.40)
Note that 2(1−p)p f(y) ≥ 0 because 1 − p > 0 for all y ∈ R
d. Then, Eq. (4.40) has a similar form
to SPDE (28) with zero volatility discussed in Musiela and Zariphopoulou (2010a), Section 6.1.
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It was shown in Musiela and Zariphopoulou (2010b) that its solution is given by the so-called
time-monotone process given by
Ut(x) = χ
(
x,
∫ t
0
2(1 − p)
p
f(Ys)ds
)
= χ
(
x,−
2(1 − p)
p
Π0t
)
, (4.41)
where, for (x, t) ∈ R+ × [0,∞), χ(x, t) solves the fully nonlinear equation Dtχ =
|Dxχ|2
2D2xxχ
. The
solution of this equation has been studied in some detail by Musiela and Zariphopoulou (2010b).
We remark that in Musiela and Zariphopoulou (2010a), and Nadtochiy and Tehranchi (2017), the
stock return process R is modeled as a drifted Brownian motion in the factor form (i.e., jumps
are not allowed). This is equivalent to assuming that the stock price process is a geometric
Brownian motion in the factor form. However, Eq. (4.41) suggests that the solution of SPDE
(28) in Musiela and Zariphopoulou (2010a) corresponding to the zero volatility case can also be
characterized by a time-monotone process under a general semimartingale market (i.e., the stock
return process R is a semimartingale). To the best of our knowledge, our paper is the first to
highlight that time-monotone processes are also preserved under a general semimartingale market.
5 Forward HJB Equation and Its Solution
In this section, we propose and study a stochastic factor model that extends those considered in
previous studies to a general semimartingale market. We derive the so-called forward HJB equation
exploiting the factor form, and establish the connection between the factor representation of the
BSDE solution studied in Section 4 and the smooth solution of the forward HJB equation.
We consider the random field model in an extended factor form given by
Ut(x) = G
(
t, x, Yt,
∫ t
0
g(s, Ys−)dAs
)
, (t, x) ∈ [0,∞) × R+. (5.1)
The deterministic function G(t, x, y, z) : [0,∞) × R+ × R
d × R → R belongs to C1,2,2,1 and
g : [0,∞) × Rd → R is a Borel function. It can be easily seen that the factor form (5.1)
extends that presented in Eq. (4.41). Different from the vast majority of models considered
in the literature, such as Nadtochiy and Tehranchi (2017), Liang and Zariphopoulou (2017) and
Musiela and Zariphopoulou (2010a), we allow both the return process R and the stochastic factor
Y to be QLC semimartingales. We assume that the predictable characteristics of Y has the factor
representation given by
(BYt (ω), C
Y
t (ω), ν
Y (ω, dt, dv)) = (bY (t, Yt−(ω)) ·A, c
Y (t, Yt−(ω)) ·A,F
Y (t, Yt−(ω), dv)dAt),
where the deterministic coefficients bY (t, y), cY (t, y) and F Y (t, y, dv) are Borel measurable. We
also assume that the P -predictable characteristics of R are determined by the factor process Y via
the following factor form:
(BRt (ω), C
R
t (ω), ν
R(ω, dt, du)) = (bR(t, Yt−(ω)) · A, c
R(t, Yt−(ω)) · A,F
R(t, Yt−(ω), du)dAt), (5.2)
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where the deterministic coefficients bR(t, y), cR(t, y), and FR(t, y, du) are all Borel measurable. We
set C(t, ω) := C(t, Yt−(ω)) ⊆ R
n to be the portfolio constraint.
5.1 Formulation of Forward HJB Equation
Consider the wealth process Xπ,x = xE(π · R), where π ∈ ΓC and x ∈ R+. By Definition 2.2, if
the random field U given by (5.1) is a P -FIPP, then the pair of functions (G, g) satisfies, formally,
the following forward HJB equation: for (t, x, y, z) ∈ [0,∞)× R+ × R
d × R,
0 = ∂tG(t, x, y, z)
dt
dA
+ ∂zG(t, x, y, z)g(t, y) +DyG(t, x, y, z)
⊤bY (t, y)
+
1
2
tr[D2yyG(t, x, y, z)c
Y Y (t, y)] + sup
π∈C0(t,y)∩C(t,y)
{
x∂xG(t, x, y, z)π
⊤bR(t, y)
+
x2
2
∂2xxG(t, x, y, z)π
⊤cR(t, y)π + xπ⊤cRY (t, y)DxyG(t, x, y, z)
+
∫ {
G(t, x(1 + π⊤u), y + v, z) −G(t, x, y, z) − x∂xG(t, x, y, z)π
⊤hR(u)
−DyG(t, x, y, z)
⊤hY (v)
}
F (t, y, du, dv)
}
, (5.3)
with G(0, x, Y0, 0) = U0(x) for x ∈ R+. Above, we have used the notations ∂t :=
∂
∂t , ∂x :=
∂
∂x , ∂z :=
∂
∂z , Dy := (∂y1 , . . . , ∂yd)
⊤, D2yy := (∂
2
yiyj )i,j=1,...,d, and D
2
xy := (∂
2
xy1 , . . . , ∂
2
xyd
)⊤. Next, we make
the ansatz that the function G admits a decomposition of the form G(t, x, y, z) = U0(x)Γ(t, y, z).
Plugging the decomposed solution into the forward HJB equation (5.3), we obtain a new equation
satisfied by (Γ, g): for (t, y, z) ∈ [0,∞) ×Rd × R,
0 = ∂tΓ(t, y, z)
dt
dA
+ ∂zΓ(t, y, z)g(t, y) +DyΓ(t, y, z)
⊤bY (t, y) +
1
2
tr[D2yyΓ(t, y, z)c
Y (t, y)]
+ p sup
π∈C0(t,y)∩C(t,y)
{
Γ(t, y, z)π⊤bR(t, y) +
p− 1
2
Γ(t, y, z)π⊤cR(t, y)π
+ π⊤cRY (t, y)DyΓ(t, y, z) +
∫ {
p−1(1 + π⊤u)pΓ(t, y + v, z) − p−1Γ(t, y, z)
− Γ(t, y, z)π⊤hR(u)− p−1DyΓ(t, y, z)
⊤hY (v)
}
F (t, y, du, dv)
}
, (5.4)
and Γ(0, Y0, 0) = 1. The forward HJB equation (5.4) has a similar structure to that satisfied by the
value function in classical expected utility maximization problems with finite horizon, except that
a terminal condition is not specified. Rather, an initial condition that represents the investor’s
current performance criterion is specified. In a Black-Scholes market with stochastic factors,
Nadtochiy and Tehranchi (2017) study the minimal solution of this time-reversed HJB equation
assuming homothetic preferences. Musiela and Zariphopoulou (2010b) obtain an explicit solution
under a space-time monotone performance criterion. Our analysis extends the results in these
earlier studies to a general semi-martingale market.
31
5.2 Factor Representation of BSDE Solution
In this section, we prove that the classical solution (Γ, g) of the forward HJB equation (5.4) is
related to the factor representation (4.27) of the solution to BSDE (4.24).
Let M ∈ M˜+loc such that the Jacod’s components w.r.t. R and Y are respectively given
by (H(t, Yt−(ω)),Ξ(t, Yt−(ω), u), 0, 0) and (H˜(t, Yt−(ω)), e
h˜(t,Yt−(ω),v) − 1, 0, 0). The deterministic
functions H(t, y), Ξ(t, y, u), H˜(t, y) and h˜(t, y, v) are all Borel measurable. Then, P -a.s.
M = H ·Rc + Ξ(u) ∗ (µR − νR) = H˜ · Y c + {eh˜(v) − 1} ∗ (µY − νY ). (5.5)
The decomposition (5.5) implies the existence of a relation between the Jacod’s component w.r.t.
R and the Jacod’s component w.r.t. Y . We state this relation in the following lemma, whose proof
is reported in the Appendix.
Lemma 5.1. It holds that, P ⊗ dA-a.s.
H⊤cRY H˜ = H˜⊤cY RH = H⊤cRH = H˜⊤cY H˜, (5.6)
and P ⊗ dA-a.s.,
Ξ(∆R) = eh˜(∆Y ) − 1. (5.7)
Recall the infinite-horizon BSDE given by (4.24), i.e.,
dΠM = −f(M,ZM ,WM )dA+ ZM · dY c +WM ∗ d(µY − νY ),
where M is given in (5.5), the driver f given by (4.25) takes the form
f(M,Z,W ) =
1
2
Z⊤cY Z + p sup
π∈C0∩C
ΦMp (π)− {W (v) + 1− e
W (v)} ∗ F Y ,
and, for π ∈ C0, the random function ΦMp (π) is defined by
ΦMp (π) := π
⊤{bR + cRH + hR(u)Ξ(u) ∗ FR}+
p− 1
2
π⊤cRπ
+ {p−1(1 + π⊤u)p − p−1 − π⊤hR(u)} ∗ (1 + Ξ(u)) ∗ FR. (5.8)
The following lemma provides an explicit solution to this BSDE.
Lemma 5.2. Assume that the local martingale M admits the Jacod’s decomposition (5.5). Then,
the solution (ΠM , ZM ,WM ) of BSDE (4.24) is obtained from (4.27) and given by
ΠMt = Π
M
0 +
∫ t
0
Ψ(s, Ys−)dAs +
∫ t
0
H˜(s, Ys−)dY
c
s +
∫ t
0
∫
h˜(Ys−, v)(µ
Y − νY )(ds, dv),
ZMt = H˜(t, Yt−), W
M
t (v) = h˜(t, Yt−, v). (5.9)
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For (t, y) ∈ [0,∞)× Rd, we have defined the function as
Ψ(t, y) := −pϕ(t, y)−
1
2
H˜(t, y)⊤cY (t, y)H˜(t, y)−
∫
{eh˜(t,y,v) − 1− h˜(t, y, v)}F Y (t, y, dv), (5.10)
where the function ϕ(t, y) is given by
ϕ(t, y) := sup
π∈C(t,y)∩C0(t,y)
{
π⊤
(
bR(t, y) + cR(t, y)H(t, y)
)
+
p− 1
2
π⊤cR(t, y)π
+
∫
{p−1(1 + π⊤u)p − p−1 − π⊤hR(u)}FR(t, y, du) (5.11)
+
∫
{p−1(1 + π⊤u)p − p−1}{eh˜(t,y,v) − 1}F (t, y, du, dv)
}
.
When the factor process Y is a QLC special semimartingale, the solution component ΠM of
BSDE (4.24) admits a factor representation, as stated in the following corollary.
Corollary 5.1. Let σ ∈ Rd and consider the local martingale M in (5.5), with H˜ ≡ σ and
h˜(v) = σ⊤v. If Y is special, then the solution (ΠM , ZM ,WM ) of BSDE (4.24) given by (4.27)
admits the representation
ΠMt = Π
M
0 +
∫ t
0
Ψσ(s, Ys−)dAs + σ
⊤(Yt − Y0), Z
M = σ, WM (v) = σ⊤v. (5.12)
For (t, y) ∈ [0,∞)× Rd, we define
Ψσ(t, y) := −pϕ(t, y)−
1
2
σ⊤cY (t, y)σ − σ⊤bY (t, y)−
∫
{eσ
⊤v − 1− σ⊤v}F Y (t, y, dv). (5.13)
The function ϕ(t, y) is given by (5.11). In addition, the function h˜(v) = σ⊤v, and H satisfies (5.6)
with H˜ = σ.
5.3 Connection Between BSDE Solution and Forward PDE
This section establishes a connection between the solution of BSDE (4.24) and a forward PDE.
Exploiting this fundamental connection, we prove the smooth property of the solution to the
forward HJB equation (5.4), which is itself an ill-posed PIDE.
Proposition 5.1. The following statements hold:
(i) Let (ΠM , ZM ,WM ) be a solution of BSDE (4.24) with initial value ΠM0 = lnL0 (this
can be equivalent to imposing the initial value VM0 = L0 in Eq. (4.22)). If there ex-
ists a pair of functions (Π, g), with Π ∈ C1,2,1 and g being a Borel function, such that
ΠMt = Π(t, Yt,
∫ t
0 g(s, Ys−)dAs) (i.e., Π
M admits a factor representation), then (Π, g) is a
classical solution of the following forward equation: Π(0, Y0, 0) = lnL0, and for (t, y, z) ∈
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[0,∞)× Rd × R,
0 = ∂tΠ(t, y, z)
dt
dA
+AYΠ(t, y, z) + g(t, y)∂zΠ(t, y, z)
+ f(t, y,DyΠ(t, y, z),Π(t, y + v, z) −Π(t, y, z)). (5.14)
The function f is the driver of BSDE (4.24), and given by
f(t, y, Z,W ) =
1
2
Z⊤cY (t, y)Z + pϕ(t, y;Z,W ) − {W (v) + 1− eW (v)} ∗ F Y (t, y), (5.15)
where
ϕ(t, y;Z,W ) := sup
π∈C(t,y)∩C0(t,y)
{
π⊤
(
bR(t, y) + cRY (t, y)Z
)
+
p− 1
2
π⊤cR(t, y)π
+
∫
{p−1(1 + π⊤u)p − p−1 − π⊤hR(u)}FR(t, y, du) (5.16)
+
∫
{p−1(1 + π⊤u)p − p−1}{eW (v) − 1}F (t, y, du, dv)
}
.
The integral-differential operator AY is defined as
AYΠ(t, y, z) := DyΠ(t, y, z)
⊤bY (t, y) +
1
2
tr[D2yyΠ(t, y, z)c
Y (t, y)]
+ {Π(t, y + v, z) −Π(t, y, z) −DyΠ(t, y, z)
⊤hY (v)} ∗ F Y (t, y). (5.17)
(ii) Let the pair of functions (Π, g), with Π ∈ C1,2,1 and g being a Borel function, satisfy the
forward equation (5.14) with initial condition Π(0, Y0, 0) = lnL0. Then BSDE (4.24) has a
factor representation solution (ΠM , ZM ,WM ) with initial value ΠM0 = lnL0.
Proof. (i) Suppose first that ΠMt = Π(t, Yt,
∫ t
0 g(s, Ys−)dAs) for t ≥ 0, i.e., Π
M has a factor
representation. Let Yt :=
∫ t
0 g(s, Ys−)dAs for t ≥ 0. Then, an application of Itoˆ’s formula yields
dΠM =
(
∂tΠ(Y−,Y−)
dt
dA
+AYΠ(Y−,Y−) + g(Y−)∂zΠ(Y−,Y−)
)
dA+DyΠ(Y−,Y−)dY
c
+ {Π(Y− + v,Y−)−Π(Y−,Y−)} ∗ d(µ
Y − νY ). (5.18)
Recall that (ΠM , ZM ,WM ) solves BSDE (4.24), i.e.,
dΠM = −f(Y−, Z
M ,WM )dA+ ZM · dY c +WM ∗ d(µY − νY ).
Then, it holds that ZM = DyΠ(Y−,Y−), W
M(v) = Π(Y− + v,Y−)−Π(Y−,Y−), and
−f(Y−, Z
M ,WM ) = ∂tΠ(Y−,Y−)
dt
dA
+AYΠ(Y−,Y−) + g(Y−)∂zΠ(Y−,Y−). (5.19)
Recall that supπ∈C∩C0 Φ
M (π) = ϕ(Y−), where the function ϕ(t, y) is given by (5.11). It follows
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from Lemma 5.1 that the function ϕ(t, y) can be rewritten as
ϕ(t, y; H˜, h˜) = sup
π∈C(t,y)∩C0(t,y)
{
π⊤
(
bR(t, y) + cRY (t, y)H˜(t, y)
)
+
p− 1
2
π⊤cR(t, y)π
+
∫
{p−1(1 + π⊤u)p − p−1 − π⊤hR(u)}FR(t, y, du)
+
∫
{p−1(1 + π⊤u)p − p−1}{eh˜(t,y,v) − 1}F (t, y, du, dv)
}
.
By Lemma 5.2, the solution component (ZM ,WM ) of BSDE (4.24) is given by ZM = H˜ and
WM (v) = h˜(v). Hence, ZM = H˜ = DyΠ and W
M(v) = h˜(Y−, v) = Π(Y− + v,Y−) − Π(Y−,Y−).
Recall that the driver f of BSDE (4.24) is given by (4.25). Then, it holds that
f(Y−, Z
M ,WM ) =
1
2
(ZM )⊤cY ZM + pϕ(Y−, Z
M ,WM)− {WM (v) + 1− eW
M (v)} ∗ F Y .
Plugging the above expression into Eq. (5.19), we obtain the forward PDE (5.14).
(ii) Suppose that (Π, g) is a classical solution of the forward equation (5.14). Then, Eq. (5.18)
reduces to
dΠ(Y,Y) = −f(Y−,DyΠ(Y−,Y−),Π(Y− + v,Y−)−Π(Y−,Y−))dA+DyΠ(Y−,Y−)dY
c
+ {Π(Y− + v,Y−)−Π(Y−,Y−)} ∗ d(µ
Y − νY ).
Using the above representation, a solution of BSDE (4.24) may be given in the following form:
ΠM = Π(Y,Y), ZM = DyΠ(Y−,Y−), and W
M(v) = Π(Y− + v,Y−)− Π(Y−,Y−). This solution of
BSDE (4.24) admits a factor representation. ✷
5.4 On the Solvability of Forward Equation
This section analyzes the forward equation (5.14), and discusses its solvability. Lemma 5.2 suggests
the existence of a solution of the form (Π(t, y, z), g(t, y)) = (Π˜(t, y)+z,Ψ(t, y)), where the function
Ψ is given by (5.10). Using this solution structure, Proposition 5.1 may be restated as follows:
under the conditions of Lemma 5.2, the component ΠM of BSDE (4.24), with the additional
constraint ΠM0 = lnL0, admits a factor representation (Π,Ψ) if and only if Π(t, y, z) = Π˜(t, y) + z
and Π˜ is a classical solution of the forward equation:
−Ψ(t, y) = ∂tΠ˜(t, y)
dt
dA
+AY Π˜(t, y) + f(t, y,DyΠ˜(t, y), Π˜(t, y + v)− Π˜(t, y)), (5.20)
for (t, y) ∈ [0,∞) × Rd, and with the initial condition Π˜(0, Y0) = 0. Moreover, Corollary 5.1 indi-
cates the existence of an explicit solution of the forward equation (5.14) when the local martingale
M is given by Eq. (5.5), and the factor process Y is a QLC special semimartingale. The explicit
solution of Eq. (5.14) is given by
(Π(t, y, z), g(t, y)) = (lnL0 + σ
⊤(y − Y0) + z,Ψ
σ(t, y)), (5.21)
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where the function Ψσ is given by (5.13). It may be easily verified that Π˜(t, y) = lnL0+σ
⊤(y−Y0)
is a classical solution of the forward equation (5.20) if Ψ is replaced by Ψσ. In the special case of
a one-dimensional continuous diffusion model, Nadtochiy and Tehranchi (2014) characterize the
solution to the forward Cauchy problem under the assumption that the coefficients in the Itoˆ’s
representation of Y are sufficiently smooth. Liang and Zariphopoulou (2017) consider a multi-
dimensional continuous diffusion model in the presence of portfolio constraints. They assume
that the return-factor process pair (R,Y ) follows the dynamics dRt = b
R(Yt)dt + σ
R(Yt)dBt and
dYt = b
Y (Yt)dt+σ
Y dBt, where B is a d-dimensional Brownian motion, and the factor process Y is
also d-dimensional. They additionally require the variance matrix σY (σY )⊤ to be positive definite,
and hence invertible. They prove that the solution component Π of their infinite-horizon BSDE
admits a factor representation of the form Πt = G(Yt) for t ≥ 0, for some function G : R
d → R
that exhibits at most linear growth.
We next analyze a generalized version of the model by Liang and Zariphopoulou (2017), in
which the factor process Y is a general semimartingale. To the best of our knowledge, this setting
has not been considered in earlier studies. Let σ˜ be an arbitrary Rd-valued column vector. We
take the scalar local martingale M = σ˜⊤B. It then follows directly that M ∈ M˜cloc and E(M)
is a martingale. Hence, dQσ˜ = E(M)dP defines a probability measure Qσ˜, and Bσ˜t := Bt − σ˜t,
t ≥ 0, is a d-dimensional Brownian motion under Qσ˜. In the Itoˆ diffusion model discussed above,
BSDE (4.24) reduces to
dΠσ˜ = −f(Z σ˜)dt+ Z σ˜ · dY c, Y c = σYB, (5.22)
where the driver
f(Z) =
1
2
|Z⊤σY |2 + p sup
π∈C
Φp(π;Z), (5.23)
and the function
Φp(π;Z) = π
⊤{bR(y) + σR(y)(σY )⊤Z}+
p− 1
2
π⊤σR(y)σR(y)⊤π. (5.24)
Because Y c = σYB by (5.22), we obtain the martingale representation (5.5) with H˜ = σY [(σY )⊤σY ]−1σ˜.
Moreover, the factor Y is an Itoˆ diffusion process, and hence it is a QLC special semimartingale.
It follows from Corollary 5.1 that the solution component Πσ˜t = Π
σ˜(t, Yt,
∫ t
0 g
σ˜(s, Ys)ds) for t ≥ 0,
and Πσ˜0 = lnL0 of BSDE (5.22) admits a factor representation given by
Πσ˜(t, y, z) := lnL0 + H˜
⊤(y − Y0) + z,
gσ˜(t, y) := −p sup
π∈C
{
π⊤(bR(y) + σR(y)(σY )⊤H˜) +
p− 1
2
π⊤σR(y)σR(y)⊤π
}
−
1
2
|H˜⊤σY |2 − H˜⊤bY (y). (5.25)
Assume that σR(y) has full rank. Then σR(y)⊤C is also closed. The market price of risk is then
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given by λ(y) := σR(y)⊤[σR(y)σR(y)⊤]−1bR(y), i.e., it holds that σR(y)λ(y) = bR(y). The optimal
strategy πσ˜,∗ thus satisfies the condition given by
σR(y)⊤πσ˜,∗ ∈ ΛσR(y)⊤C
{
(1− p)−1(λ(y) + σ˜)
}
. (5.26)
Here, for any nonempty closed subset K of Rn, ΛK{x} is defined as the projection that maps
a vector x ∈ Rn to the points in K with minimal distance from x. Define Gσ˜(t, x, y, z) :=
U0(x)e
Πσ˜(t,y,z). By Lemma 4.1, if Qσ˜ := E(pσR(Y )⊤πσ˜,∗ · Bσ˜) is a Qσ˜-martingale, then for any
(t, x) ∈ [0,∞) × R+,
U σ˜t (x) := U0(x)e
Πσ˜t = Gσ˜
(
t, x, Yt,
∫ t
0
gσ˜(s, Ys)ds
)
(5.27)
is a P -FIPP. The above representation of U σ˜ in terms of Gσ˜ gives a solution of the forward HJB
equation (5.4); see Theorem 5.1 below for a formal proof. Moreover, it can also be seen that the
FIPP U σ˜ depends on the vector σ˜. Hence, we have established a family of power FIPPs given by
(U σ˜)σ˜∈Rd , that results in a family of optimal strategies given by (π
σ˜,∗)σ˜∈Rd if (Q
σ˜)σ˜∈Rd is a family
of Qσ˜-martingales.
We next discuss the market setting where (R,Y ) is a multivariate affine stochastic volatility
model with jumps. In the classical context of expected utility maximization, this model has
been investigated by Richter (2014). The stochastic factor process Y can be a matrix-valued
semimartingale.
Example 5.1. Denote by Sd (resp. S
+
d ) the set of all closed cones of symmetric d×d-dimensional
(resp. positive semidefinite) matrices. As in Richter (2014), we assume that the semimartingale
(R,Y ) ∈ Rd × S+d (i.e., n = d here) is given by
dRt = Ytαdt+
√
YtdBt, dYt = (λ+ Λ(Yt))dt+ dJt, (5.28)
where λ ∈ S+d , α ∈ R
d, and Λ : Sd → Sd is the linear map Λ(y) =
∑d
i,j=1 βijyij with βij = βji ∈ Sd
and such that tr[Λ(y)x] ≥ 0 for all x, y ∈ S+d with tr[yx] = 0. The process B is a d-dimensional
Brownian motion, and the process J is an independent affine process with admissible parameter
set (0, bJ , 0,mJ , 0). By Theorem 2.6 in Cuchiero et al. (2011), the affine process J admits the
following canonical representation with a cut-off function hJ (ξ), for ξ ∈ S+d ,
Jt =
∫ t
0
(
bJ +
∫
S+
d
\{0}
hJ(ξ)mJ (dξ)
)
ds+
∫ t
0
∫
S+
d
\{0}
hJ(ξ)(µJ (ds, dξ) − νJ(ds, dξ))
+
∫ t
0
∫
S+
d
\{0}
(ξ − hJ (ξ))µJ(ds, dξ).
In the above expression, νJ(dt, dξ) = mJ(dξ)dt. In this affine framework, the BSDE (4.24) reduces
to the following infinite-horizon BSDE
dΠ = −f(Y,W )dt+W ∗ d(µJ − νJ), (5.29)
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where the driver f given in equations (5.15) and (5.16) takes the form
f(Y,W ) = p sup
π∈C
{
π⊤Y α+
p− 1
2
π⊤Y π
}
− {W (ξ) + 1− eW (ξ)} ∗mJ , (5.30)
for Y ∈ S+d and W : S
+
d → R. As in Richter (2014), we consider the case without portfolio
constraint (i.e., C = Rd). Then the optimal trading strategy can be obtained using the first-order
condition, and is given by π∗ = α1−p . Plugging this strategy into the driver (5.30), we obtain
f(Y,W ) =
p
2(1− p)
α⊤Y α− {W (ξ) + 1− eW (ξ)} ∗mJ . (5.31)
Applying Lemma 4.16 in Richter (2014) and assuming that the condition (4.25) given therein holds,
we obtain
Πt = lnL0 + tr[K0Y0]− tr[KtYt] +
∫ t
0
(
tr[Ks(b
J + λ)] +
∫
S+
d
\{0}
(1− e−tr[Ksξ])mJ(dξ)
)
ds,
(5.32)
for all (t, ξ) ∈ [0,∞)× S+d , and Wt(ξ) = −tr[Ktξ], where Kt is the solution of the ODE given by
K ′t = −Λ
∗(Kt) +
p
2(1− p)
αα⊤. (5.33)
Here, Λ∗ is the adjoint operator of the linear map Λ on S+d . All this suggests that the forward
equation (5.14) admits a solution given by
(Π(t, ξ, z), g(t, ξ))
=
(
lnL0 + tr[K0Y0]− tr[Ktξ] + z, tr[Kt(b
J + λ)] +
∫
S+d \{0}
(1− e−tr[Ktξ])mJ(dξ)
)
, (5.34)
for (t, ξ, z) ∈ [0,∞) × S+d × R.
In the rest of this section, we apply the factor representation of the solution to BSDE (4.24)
to characterize the solution of the forward HJB equation under a general semimartingale market.
Theorem 5.1. Let M ∈ M˜+loc be given as in (5.5). If the solution component Π
M of BSDE (4.24)
with initial value ΠM0 = lnL0 admits a factor representation (i.e., there exist Borel functions Π ∈
C1,2,1 and g˜ such that ΠMt = Π(t, Yt,
∫ t
0 g˜(s, Ys−)dAs) for t ≥ 0), then the forward HJB equation
(5.4) admits a classical solution given by (Γ(t, y, z), g(t, y)) = (eΠ(t,y,z), g˜(t, y)) on (t, y, z) ∈ [0,∞)×
R
d × R.
Proof. Apply the Cole-Hopf transform to the solution of Eq. (5.4) given by Γ(t, y, z) = eL(t,y,z).
Then, for (t, y, z) ∈ [0,∞)× Rd × R, the expressions of the derivatives take the form given by
∂tΓ(t, y, z) = Γ(t, y, z)∂tL(t, y, z), DyΓ(t, y, z) = Γ(t, y, z)DyL(t, y, z);
∂zΓ(t, y, z) = Γ(t, y, z)∂zL(t, y, z);
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D2yyΓ(t, y, z) = Γ(t, y, z)DyL(t, y, z)DyL(t, y, z)
⊤ + Γ(t, y, z)D2yyL(t, y, z).
Plugging the above expressions into Eq. (5.4), we may rewrite the forward equation as
0 = ∂tL(t, y, z)
dt
dA
+ ∂zL(t, y, z)g(t, y) +DyL(t, y, z)
⊤bY (t, y) +
1
2
tr[D2yyL(t, y, z)c
Y (t, y)]
+
1
2
DyL(t, y, z)
⊤cY (t, y)DyL(t, y, z)
+ p sup
π∈C(t,y)∩C0(t,y)
{
π⊤
(
bR(t, y) + cRY (t, y)DyL(t, y, z)
)
+
p− 1
2
π⊤cR(t, y)π (5.35)
+ {p−1(1 + π⊤u)peL(t,y+v,z)−L(t,y,z) − p−1 − π⊤hR(u)− p−1DyL(t, y, z)
⊤hY (v)} ∗ F (t, y)
}
.
We can rewrite the terms in the last line of Eq. (5.35) as
{p−1(1 + π⊤u)peL(t,y+v,z)−L(t,y,z) − p−1 − π⊤hR(u)− p−1DyL(t, y, z)
⊤hY (v)} ∗ F (t, y)
= {(p−1(1 + π⊤u)p − p−1)(eL(t,y+v,z)−L(t,y,z) − 1)} ∗ F (t, y)
+ {p−1(1 + π⊤u)p − p−1 − π⊤hR(u)} ∗ FR(t, y)
+ p−1{eL(t,y+v,z)−L(t,y,z) − 1−DyL(t, y, z)
⊤hY (v)} ∗ F Y (t, y).
Then, we may rewrite Eq. (5.35) as
0 = ∂tL(t, y, z)
dt
dA
+ ∂zL(t, y, z)g(t, y) +A
Y L(t, y, z) +
1
2
DyL(t, y, z)
⊤cY (t, y)DyL(t, y, z)
− {L(t, y + v)− L(t, y, z) −DyL(t, y, z)
⊤hY (v)} ∗ F Y (t, y)
+ p sup
π∈C(t,y)∩C0(t,y)
{
π⊤
(
bR(t, y) + cRY (t, y)DyL(t, y, z)
)
+
p− 1
2
π⊤cR(t, y)π
+ {(p−1(1 + π⊤u)p − p−1)(eL(t,y+v,z)−L(t,y,z) − 1)} ∗ F (t, y)
+ {p−1(1 + π⊤u)p − p−1 − π⊤hR(u)} ∗ FR(t, y)
+ p−1{eL(t,y+v,z)−L(t,y,z) − 1−DyL(t, y, z)
⊤hY (v)} ∗ F Y (t, y)
}
= ∂tL(t, y, z)
dt
dA
+ ∂zL(t, y, z)g(t, y) +A
Y L(t, y, z) +
1
2
DyL(t, y, z)
⊤cY (t, y)DyL(t, y, z)
+ {eL(t,y+v,z)−L(t,y,z) − 1− (L(t, y + v, z) − L(t, y, z))} ∗ F Y (t, y)
+ p sup
π∈C(t,y)∩C0(t,y)
{
π⊤
(
bR(t, y) + cRY (t, y)DyL(t, y, z)
)
+
p− 1
2
π⊤cR(t, y)π
+ {p−1(1 + π⊤u)p − p−1 − π⊤hR(u)} ∗ FR(t, y)
+ {(p−1(1 + π⊤u)p − p−1)(eL(t,y+v,z)−L(t,y,z) − 1)} ∗ F (t, y)
}
, (5.36)
where we recall that the integral-differential operator AY is defined by (5.17). Using the expression
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of the driver f given by (5.15) in Proposition 5.1, we may further rewrite Eq. (5.36) as
0 = ∂tL(t, y, z)
dt
dA
+ ∂zL(t, y, z)g(t, y) +A
Y L(t, y, z)
+ f(t, y,DyL(t, y, z), L(t, y + v, z) − L(t, y, z)). (5.37)
By Proposition 5.1, (Π, g˜) satisfies the above equation (5.37). Then (Γ, g) = (eΠ, g˜) is a solution
of the forward HJB equation (5.4). ✷
Example 5.2. We specialize the general semimartingale framework to deal with market dynamics
governed by a jump-diffusion process. More precisely, let N(dt, dz) be a Poisson random measure
on [0,∞)× J with intensity measure n(dt, dz) = dt× F (dz). The pair (J,J ) is a Blackwell space
(e.g., J = R and J = B(R)) and F is a positive σ-finite measure on (J,J ). Define the compensated
Poisson random measure N˜(dt, dz) = N(dt, dz)−n(dt, dz). Let (R,Y ) be a jump-diffusion process,
i.e.,
dYt = b
Y (t, Yt)dt+ σ
Y (t, Yt)dBt +
∫
γY (t, Yt−, z)N˜ (dt, dz);
dRt = b
R(t, Yt)dt+ σ
R(t, Yt)dBt +
∫
hR ◦ γR(t, Yt−, z)N˜ (dt, dz) (5.38)
+
∫
h˜R ◦ γR(t, Yt−, z)N(dt, dz),
where B is an m-dimensional Brownian motion and h˜R(u) := u−hR(u) for u ∈ Rn. We assume the
conditions (i) and (ii) of Theorem III.2.32 in Jacod and Shiryaev (1987) (see page 145 therein)
are satisfied by the coefficients of the process Y . Hence, an application of Theorem III.2.26 in
Jacod and Shiryaev (1987) (see page 144 therein) yields dAt = dt, and
cY (t, y) = σY (σY )⊤(t, y), F Yt (y, dz) = γ
Y (t, y, z)F (dz);
cR(t, y) = σR(σR)⊤(t, y), FRt (y, dz) = γ
R(t, y, z)F (dz).
It follows directly from Eq. (5.38) that if N has a jump at the point (t, z), then ∆Yt = γ
Y (t, Yt−, z)
and ∆Rt = γ
R(t, Yt−, z). Then, invoking Lemma 5.1 we obtain
H˜⊤σY (σR)⊤H = H⊤σR(σY )⊤H˜ = H⊤σR(σR)⊤H = H˜⊤σY (σY )⊤H˜. (5.39)
If N has a jump at the point (t, z), the following identity holds:
Ξ(t, y, γR(t, y, z)) = eh˜(t,y,γ
Y (t,y,z)) − 1. (5.40)
Hence, under the conditions (i) and (ii) of Theorem III.2.32 in Jacod and Shiryaev (1987), The-
orem 5.1 holds for the more general case that (R,Y ) is a jump diffusion process, with dynamics
given in (5.38).
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A Technical Proofs
Proof of Lemma 3.2. Recall the canonical representation of D given by (3.2). An application of
the Itoˆ’s formula yields L = L0E(N), where the process N is given by
N = D −D0 +
1
2
〈Dc,Dc〉+
∑
{e∆D − 1−∆D}
= BD +Dc +
CD
2
+ hD(v) ∗ (µD − νD) + {ev − 1− hD(v)} ∗ µD.
Note that D is exponentially special. Then
ML = L0E(N)− ·
(
Dc + {ev − 1} ∗ (µD − νD)
)
,
V L = L0E(N)− ·
(
BD +
CD
2
+ {ev − 1− hD(v)} ∗ νD
)
. (A.1)
Because ∆BD =
∫
hD(v)νD({·} × dv), it follows from (A.1) that
∆V L = L0E(N)−
(
∆BD +
∫
{ev − 1− hD(v)}νD({·} × dv)
)
= L0E(N)−
∫
{ev − 1}νD({·} × dv) = L0E(N)−
(∫
evνD({·} × dv)− aD
)
. (A.2)
By Lemma 3.1, we have that
M = (L− +∆V
L)−1 ·ML
=
(∫
evνD({·} × dv) + 1− aD
)−1
·
(
Dc + {ev − 1} ∗ (µD − νD)
)
,
and hence V = L−1− · V
L = BD + C
D
2 + {e
v − 1 − hD(v)} ∗ νD. This proves the first part of the
lemma. Using the above derived expression for M , we obtain
∆M =
(∫
evνD({·} × dy) + 1− aD
)−1
{ev − 1} ∗ (µD − νD)({·} × dv)
=
(e∆D − 1)1∆D 6=0 + a
D −
∫
evνD({·} × dv)∫
evνD({·} × dv) + 1− aD
.
By (A.2), we get ∆V =
∫
evνD({·} × dv)− aD. This proves the second part of the lemma. ✷
Proof of Lemma 3.4. Observe that, for any π ∈ ΓQ˜C ,
U˜t(X
π,x
t ) = U0(x)Et(V )Et(π ·R)
p = U0(x)Et(V )Et(N˜(π)),
where the stochastic logarithm N˜(π) is given by
N˜(π) := pπ ·R+
p(p− 1)
2
π⊤C˜Rπ + {(1 + π⊤u)p − 1− pπ⊤u} ∗ µR. (A.3)
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Note that V ∈ VQ˜ ∩ PQ˜. Then, using (3.6) in Liptser and Shiryayev (1986), page 119, it holds
that
[V, N˜ (π)]Q˜ = ∆N˜(π) · V = ∆V · N˜(π). (A.4)
The Yor’s formula yields, Q˜-a.s.
U˜(Xπ,x) = U0(x)E(V + N˜(π) + [V, N˜ (π)]
Q˜) = U0(x)E(V + (1 + ∆V ) · N˜(π)). (A.5)
By Definition 2.2, for any π ∈ ΓQ˜C and x ∈ R+, U˜(X
π,x) is a Q˜-supermartingale, and there exists
π∗ ∈ ΓQ˜C such that U˜(X
π∗,x) is a Q˜-martingale. By (A.5), for any π ∈ ΓQ˜C , p
−1{V +(1+∆V )·N˜ (π)}
is a local Q˜-supermartingale and p−1{V + (1 + ∆V ) · N˜(π∗)} is a local Q˜-martingale. As Q˜ ∼ P ,
using (3.5) in Lemma 3.2, Q˜-a.s.
1 + ∆V = 1− aD +
∫
evνD({·} × dv). (A.6)
Using (A.3) together with (3.15), we deduce that, for any π ∈ ΓQ˜C ,
p−1{V + (1 + ∆V ) · N˜(π)} = p−1V0 + p
−1dV
dA
·A+ [(1 + ∆V )Φ˜p(π)] ·A
+Hπ · R˜c +W π ∗ (µR − ν˜R). (A.7)
It follows from (A.6) that, for all π ∈ ΓQ˜C , H
π ∈ LQ˜,2loc (R˜
c), W π ∈ GQ˜loc(µ
R) and |p−1(1 + π⊤u)p −
p−1 − π⊤hR(u)| ∗ ν˜R ∈ AQ˜,+loc . Further, it holds that, Q˜× dA-a.s.
p−1
dV
dA
+ (1 + ∆V )Φ˜p(π
∗) = 0, sup
π∈CQ˜
0
∩C
Φ˜p(π) = Φ˜p(π
∗). (A.8)
Then, Eq. (3.14) follows from (A.8), (A.6) and (3.4). ✷
Proof of Corollary 3.1. Eq. (A.8) gives that, Q˜-a.s.
∆V + (1 + ∆V )pΦ˜p(π
∗)∆A = 0. (A.9)
Using the expression of Φ˜p(π) in (3.15), it follows that
pΦ˜p(π)∆A = pπ
⊤b˜R∆A+
p(p− 1)
2
π⊤c˜R∆Aπ + {(1 + π⊤u)p − 1− pπ⊤hR(u)} ∗ F˜R∆A
= {(1 + π⊤u)p − 1} ∗ ν˜R({·} × du) = (1 + π⊤u)p ∗ ν˜R({·} × du)− a˜R,
where we have used the identities b˜R∆A =
∫
hR(u)ν˜R({·} × du), c˜R∆A = 0, and ν˜R({·} × du) =
F˜R(du)∆A, Q˜-a.s. Therefore, from (A.9), we obtain (3.16) on {∆A 6= 0}. On {∆A = 0}, we have
that 1 + ∆V = 1, Q˜-a.s., because ν˜R({·} × du) = F˜R(du)∆A = 0 on {∆A = 0}, and a˜R is the
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predictable projection of the indicator process 1∆R6=0 under Q˜. ✷
Proof of Lemma 3.5. We first prove (3.18). Using Itoˆ’s formula, E(π · R)p−1 = E(X(π)), where
for π ∈ CQ˜0 ∩ C the process
X(π) := (p − 1)π ·R+
(p− 1)(p − 2)
2
π⊤C˜Rπ +
∑
{(1 + π⊤∆R)p−1 − 1− (p− 1)π⊤∆R}.
Thus, Q˜-a.s.
E(π ·R)p−1E(V ) = E(V + (1 + ∆V ) ·X(π)), (A.10)
where we have used the identity [X(π), V ]Q˜ = ∆V · X(π) = ∆X(π) · V which follows from (3.6)
in Liptser and Shiryayev (1986), page 119. As U˜ is a Q˜-FIPP, using (A.8) and the expression of
X(π) given above, we have that Q˜-a.s.
V + (1 + ∆V ) ·X(π∗) = (1 + ∆V ) ·X(π∗)− p[(1 + ∆V )Φ˜p(π
∗)] ·A
= (1 + ∆V )
[
(p− 1)(π∗)⊤b˜R +
(p − 1)(p − 2)
2
(π∗)⊤c˜Rπ∗
+ {(1 + (π∗)⊤u)p−1 − 1− (p − 1)(π∗)⊤hR(u)} ∗ F˜R − pΦ˜p(π
∗)
]
· A
+ (1 + ∆V )
[
(p− 1)π∗ · R˜c + {(1 + (π∗)⊤u)p−1 − 1} ∗ (µR − ν˜R)
]
.
Note that, using (3.17), for all π ∈ CQ˜0 ,
(p− 1)π⊤b˜R +
(p− 1)(p − 2)
2
π⊤c˜Rπ
+ {(1 + π⊤u)p−1 − 1− (p − 1)π⊤hR(u)} ∗ F˜R − pΦ˜p(π) = −π
⊤G(π).
Then, Q˜-a.s.
V + (1 + ∆V ) ·X(π∗) = −(1 + ∆V )(π∗)⊤G(π∗) + (1 + ∆V )(p − 1)π∗ · R˜c
+ (1 + ∆V ){(1 + (π∗)⊤u)p−1 − 1} ∗ (µR − ν˜R)
= −(1 + ∆V )(π∗)⊤G(π∗) + β∗ · R˜c +W ∗ ∗ (µR − ν˜R).
Hence, Eq. (3.18) follows from (A.10) and (3.16).
We next prove (3.19). It follows directly from Itoˆ’s formula that E(π · R)p = E(X(π)), where
for π ∈ CQ˜0 ∩ C, the process X(π) is defined as
X(π) := pπ · R+
p(p− 1)
2
π⊤C˜Rπ +
∑
{(1 + π⊤∆R)p − 1− pπ⊤∆R}. (A.11)
Then, E(π · R)pE(V ) = E(V + (1 + ∆V ) · X(π)), Q˜-a.s., where we have used that [X(π), V ]Q˜ =
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∆V ·X(π) = ∆X(π) · V . Therefore, Eq. (A.8) gives, Q˜-a.s.
V + (1 + ∆V ) ·X(π∗) = (1 + ∆V ) ·X(π∗)− p[(1 + ∆V )Φ˜p(π
∗)] · A
= (1 + ∆A˜)
[
p(π∗)⊤b˜R +
p(p− 1)
2
(π∗)⊤c˜Rπ∗
+ {(1 + (π∗)⊤u)p − 1− p(π∗)⊤hR(u)} ∗ F˜R − pΦ˜p(π
∗)
]
·A
+ (1 + ∆V )
[
pπ∗ · R˜c + {(1 + (π∗)⊤u)p − 1} ∗ (µR − ν˜R)
]
.
It then follows from (3.16) that
V + (1 + ∆V ) ·X(π∗) = (1 + ∆V )(p− 1)π∗ · R˜c
+ (1 +∆V ){(1 + (π∗)⊤u)p − 1} ∗ (µR − ν˜R)
= β˜ · R˜c + W˜ ∗ (µR − ν˜R).
This yields (3.19). ✷
Proof of Theorem 3.1. By Theorem 27.3 in Rockafellar (1970), if ψ and C have no direction of
recession in common, then ψ attains its infimum over C. Using (3.40), this condition in our case
is equivalent to the condition that {π ∈ Rn; F˜R(Λ−(π)) = 0, c
Rπ = 0, π⊤(hR(u) ∗ F˜R − b˜R) ≤
0} ∩ 0+C = {0}. In the case where C is also polyhedral, the condition that for any nonzero
y ∈ {π ∈ Rn; F˜R(Λ−(π)) = 0, c
Rπ = 0, π⊤(hR(u) ∗ F˜R− b˜R) ≤ 0} ∩ 0+C we have that y ∈ N Q˜ is
equivalent to the statement that every common direction of recession of ψ and C is also a direction
in which ψ is constant, using (3.41). Hence, ψ achieves its infimum over C by applying the last
conclusive statement in Theorem 27.3 of Rockafellar (1970). ✷
Proof of Corollary 4.3. It can be easily seen that eΠ
M
= E(V M +(1+∆V M ) ·M). Then, it holds
that
dU(x) = U0(x)dE(A
M + (1 + ∆VM ) ·M)
= U0(x)E−(V
M + (1 + ∆VM ) ·M)
(
dVM + (1 + ∆VM )dM
)
= U−(x)(1 + ∆V
M )
{
dM − p sup
π∈C0∩C
ΦMp (π)dA
}
,
where we use (4.8) and the equality 1+∆V M = lM . Further, note that lM is a predictable positive
process. We next show that the P -dynamics of U(x) is given by (4.37). In view of the solution
representation (4.9), it follows that
UM (v) = (lM )−1el
M−1eW
M (v)+KM (v) − 1−GM (v). (A.12)
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Applying the operator MP
µY
(·|P˜) on both sides of the equation above, we have that
UM (v) = (lM )−1el
M−1eW
M (v)MPµY
(
eK
M (v)
∣∣P˜)− 1. (A.13)
Plugging (A.13) into (A.12), we obtain that
V M (v) = (lM )−1el
M−1eW
M (v)
(
eK
M (v) −MPµY
(
eK
M (v)
∣∣P˜)) . (A.14)
Then, by applying Lemma 3.3,
dM = (lM )−1ZMdY c +
{
(lM )−1el
M−1eW
M (v)MPµY
(
eK
M (v)
∣∣P˜)− 1} ∗ d(µY − νY )
+ (lM )−1el
M−1eW
M (v)
(
eK
M (v) −MPµY
(
eK
M (v)
∣∣P˜)) ∗ dµY + (lM )−1dNM . (A.15)
On the other hand, we deduce from (4.4) that
−plM sup
π∈C0∩C
ΦMp (π) = −f(M,Z
M ,WM ,KM , lM ) +
1
2
(ZM )⊤cY ZM
−
{
W (v) + lM − el
M−1eW (v)MPµY
(
eK(v)
∣∣P˜)} ∗ F Y .
Hence, the dynamics (4.37) follows from equation (4.36). ✷
Proof of Lemma 5.1. By (5.5), ∆M = Ξ(∆R)− Ξ(u) ∗ νR({·} × du) = eh˜(∆Y ) − 1− {eh˜(v) − 1} ∗
νY ({·}× dv). Then the equality (5.7) follows from the fact that (R,Y ) is QLC. We next prove the
equality (5.6). It follows from (5.5) that
M =
1
2
(H · Rc + H˜ · Y c) +
1
2
(Ξ(u) ∗ (µR − νR) + {eh˜(v) − 1} ∗ (µY − νY )).
Then, we obtain that
〈
M c,M c
〉
=
1
4
〈
H · Rc + H˜ · Y c,H · Rc + H˜ · Y c
〉
= H⊤cRH ·A = H˜⊤cY H˜ ·A. (A.16)
Moreover, it holds that
1
4
〈
H · Rc + H˜ · Y c,H ·Rc + H˜ · Y c
〉
=
1
4
(H⊤cRH + H˜⊤cY H˜ +H⊤cRY H˜ + H˜⊤cY RH) · A
=
1
2
(H⊤cRH +H⊤cRY H˜) · A,
where we use the fact that H⊤cRY H˜ = H˜⊤cY RH. Then, (A.16) implies that 12(H
⊤cRH +
H⊤cRY H˜) · A = H⊤cRH · A, and hence H⊤cRY H˜ ·A = H⊤cRH ·A. This yields (5.6). ✷
Proof of Lemma 5.2. For the local martingale M given in (5.5), Theorem 4.1 guarantees that the
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solution of BSDE (4.24) given by (4.27) admits the form given by
ΠM = ΠM0 − p sup
π∈C(t,y)∩C0(t,y)
ΦMp (π) · A+M −
1
2
〈M c,M c〉 − {eh˜(Y−,v) − 1− h˜(Y−, v)} ∗ µ
Y ,
ZM = H˜(Y−), W
M(v) = h˜(Y−, v).
We next focus on computing supπ∈C(t,y)∩C0(t,y) Φ
M
p (π)·A. By (5.8), we have that supπ∈C(t,y)∩C0(t,y) Φ
M
p (π)·
A = ϕ˜(Y−) ·A, where for (t, y) ∈ [0,∞) ×R
d,
ϕ˜(t, y) = sup
π∈C(t,y)∩C0(t,y)
{
π⊤
(
bR(t, y) + cR(t, y)H(t, y)
)
+
p− 1
2
π⊤cR(t, y)π
+
∫
{p−1(1 + π⊤u)p − p−1 − π⊤hR(u)}FR(t, y, du)
+
∫
{p−1(1 + π⊤u)p − p−1}Ξ(t, y, u)FR(t, y, du)
}
. (A.17)
By (5.6), we obtain
{p−1(1 + π⊤u)p − p−1}Ξ(u) ∗ µR =
∑
{p−1(1 + π⊤∆R)p − p−1}Ξ(∆R)
=
∑
{p−1(1 + π⊤∆R)p − p−1}{eh˜(∆Y ) − 1}
= {p−1(1 + π⊤u)p − p−1}{eh˜(v) − 1} ∗ µ.
Taking the dual predictable projection on both sides of the above equality, we can conclude that
{p−1(1 + π⊤u)p − p−1}Ξ(u) ∗ FR = {p−1(1 + π⊤u)p − p−1}{eh˜(v) − 1} ∗ F.
Using (A.17) again, we obtain that ϕ˜(t, y) = ϕ(t, y). Then, the desired solution representation
(5.9) follows from (5.5). ✷
Proof of Corollary 5.1. Since the stochastic factor Y is also a special semimartingale, then it
admits the canonical representation given by
Y = Y0 +B
Y + Y c + v ∗ (µY − νY ). (A.18)
If H˜ ≡ σ and h˜(t, y, v) = σ⊤v, it follows from (A.18) that
H˜ · Y c + h˜(v) ∗ (µY − νY ) = σ⊤{Y c + v ∗ (µY − νY )} = σ⊤(Y − Y0 − b
Y · A).
Plugging the equality above into Eq. (5.9), we obtain (5.12). ✷
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