In this paper we obtain the smoothness of the diffusion coefficient matrix for the lattice gas with energy. Furthermore we also obtain the smoothness of the central limit theorem variances for certain functions.  2004 Elsevier SAS. All rights reserved.
Introduction
In our previous paper [6] we have introduced a lattice gas with energy and derived the fluctuation dissipation equation for it. In this paper we prove that the diffusion coefficient matrix appearing in the equation is smooth.
In the derivation of hydrodynamic limit, uniqueness of the Cauchy problem of the weak solution of limiting diffusion equation is needed. It seems unsolved in the existing literatures. But once smoothness and uniform ellipticity of the diffusion coefficient matrix is established and if there exists a Lipschitz continuous solution, then the uniqueness question is resolved.
The smoothness of the self-diffusion coefficient of the symmetric simple exclusion process is proved by Landim, Olla, and Varadhan [4] , and the smoothness of the diffusion coefficient for a lattice gas reversible under the Bernoulli measures is proved by Bernardin [1] .
It seems difficult to adapt to our model the method which introduced in [4] and developed in [1] , since we do not have any suitable orthonormal basis (with respect to invariant measure) of functions on the configuration space. In this paper, we choose a basis of the space of continuous functions on the configuration space which is not orthonormal (with respect to invariant measure). We also introduce a Markov process whose state space is a set of indexes of the basis and which may be regarded as a dual process. By using this process, the diffusion coefficient matrix is given by a finite linear combination of smooth functions whose coefficient is given by expectation of the total occupation time for a certain infinite set. We prove that the expectation of the occupation time for the infinite set converges if d 3, and diverges if d = 1, 2. But if we examine the linear combination more carefully, then we find that it is a difference of expectations of the total occupations times of a certain infinite set for the processes starting at two different points. Such difference makes sense as in the same way that makes the potential function of one or two dimensional random walk well defined.
This paper is organized as follows: In Section 2 we state the model and results. In Section 3 we introduce a basis of continuous functions on the configuration space and compute the coefficient of Lf with respect to the basis. We also introduce a Markov process which may be regarded as a dual process of our lattice gas, and solve the resolvent equation by using the process. In Section 4 we estimate the expectation of occupation time of certain set for the process in dimensions d 3. In Section 5, we estimate an expectation of occupation time for a finite state continuous time stochastic jump process. In Section 6, we estimate an expectation of occupation time for certain set for the process. In Section 7 we prove the main results.
Model and results
Our lattice gas is a Markov process on the state space X := {0, 1, . . ., k} Z d . Let η = (η x ) x∈Z d stands for a generic element of X, so that for each x, η x ∈ {0, 1, 2, . . ., k}. For any local function f we define operators π (x,y) and π x→y by The process is thought to model a time evolution of the dynamics of a gas of particles having energy. The values of η x are interpreted in such a way that if η x = 0, then the site x is vacant, and if η x = 0, then there exists a particle having (discrete) energy η x at site x. A particle at site x moves to a nearest neighbor site y at rate c ex (η x ) if y is vacant. One unit of energy of the particle at site x is transferred to the particle at a neighboring site y at rate c ge (η x ) if the energy of the particle at the site y is less than k.
Consider the family of product measures on the product space {0, 1, 2, . . ., k} Z d with the marginal distribution
for all x ∈ Z d , where 0 p 1, 0 α < ∞ and Z α is the normalization constant. Put
then ρ is a rational function of two variables p, α, and for each p, ρ is a strictly increasing function of α. Therefore there exists an inverse functionα =α(p, ρ) say. We define P p,ρ by
is a smooth function of p and ρ. We can easily check that L is symmetric with respect to P p,ρ . One can show that there exists a unique closed extension of L in the space of continuous functions C(X) with supremum norm (see [5] ). We denote by e tL the semigroup generated by the closed extension. We define the shift operator τ x for x ∈ Z d , which acts on all A ⊂ Z d , and local functions f as well as configurations η as follows:
where a is any 2-dimensional vector, e is a unit vector and inf u is taken over all local functions. Put
for 0 < p < 1 and p < ρ < kp. (χ −1 (p, ρ) denotes the inverse matrix of χ(p, ρ).) Using these notations we can state our main result. The smoothness of the diffusion coefficient matrix is implied by that of the central limit theorem variance for certain functions.
We define the currents w E e , w P e by 
Basis of C(X) and dual process
In this section we will introduce a basis of the space of continuous functions on the configuration space and compute the coefficient of Lf with respect to the basis for a local function f .
Let C(X) denote the space of continuous functions on X with supremum norm. It is convenient to define a subspace C 0 (X) of C(X) as follows: Let C 0 (X) be the set of functions such that there exist positive constants c 1 and c 2 with
for all l 0, where | · | ∞ is the supremum norm on Z d . We define A by 
For A ∈ A we define the special configuration η A by
The cardinality #A and#A equals the number of particles and total energy for the special configuration η A , respectively. The function Ψ A is the indicator function of the set of configurations η for which each site of i A i is occupied by a particle and each particle on A i has the common energy i. 
Proof. It is not difficult to see that {Ψ A } A∈A are linearly independent. Therefore we have only to prove (3).
).
Let f be a local function. Then there exists Λ = Λ(f ) Z d such that f depends only on {η x : x ∈ Λ}, and
is valid for all A ∈ A, where A ∩ Λ ∈ A is defined by (A ∩ Λ) i := A i ∩ Λ. These two equality shows that
if i A i ∩ Λ c = ∅. Therefore right-hand side of (3) is a finite sum. By (4), we have only to check the truth of
for all B ∈ A such that B i ⊂ Λ. By the binomial expansion
Therefore the equality of (3) is valid for every local function. For a continuous function f we can approximate it uniformly by a local function f n which is defined by
where
and Λ n is a cube centered at origin and of side 2n + 1. Since f n is a local function, we can write
It is not difficult to check that if i A i ⊂ Λ n thenf n (A) =f (A). Therefore (3) holds for every continuous function. 2
From now on, we regard the sequence {f (A)} A as the coefficient of the continuous function of f in the expansion (3).
We expand currents w E e , w P e in the expansion (3). Then we have
Denote by θ e the reflection operator with respect to 1/2e along the e direction, namely for x ∈ Z d , (θ e x) e := x e if e = e , −x e + 1 if e = e .
We may extend θ e to A naturally. Put
where ∅ x,i and ∅ x,i;y,j are defined by (7) . In view of (6), it holds that
We define A x→y and A (x,y) by
Then Ψ A (η x→y ) = Ψ A y→x (η) for η ∈ Υ x,y . Therefore using summation by parts formula, we get
then we can rewrite Lf in the form
Let X s be a Markov process on A whose generator isL defined by (10) and P A a distribution of the Markov process starting from A. Then the process is equivalent to the original process which starts from the configuration η A . Therefore the Markov process generated byL inherits the conserved quantities from the original process. Namely, if we define A i,j ⊂ A by
then A i,j becomes the ergodic classes of the Markov process generated byL.
Let X s be a Markov process on A whose generator isL defined by (10) and P A the distribution of the Markov process starting from A. Then the process is equivalent to the original process which starts from the configuration η A .
Let the sequence {ĝ λ (A)} A be defined bŷ
for a local function f . Put
Lemma 3.2. The function g λ is well-define and an element of C 0 (X). Furthermore this function is the solution of the resolvent equation
Proof. It is enough to prove that g λ is well-define and an element of C 0 (X). By the definition ofL, #X s and#X s are conserved. By using (5),f (A) is zero if #A or#A is large enough, and similarly forĝ λ (A). We define the stopping time σ n by
where Λ n is a cube centered at origin and of side 2n
wheref M = max Af (A). We define d n (A) the sum of the supremum distances from Λ n to elements of i A i :
Since the jump rate is bounded, it is not difficult to show that there exist constants C 1 , C 2 > 0, which may depend on λ, such that
This shows that g λ (η) is well-define and an element of C 0 (X). 2
We give the reversible measure forL, which we will use in Section 7. We define m(A, p, ρ) by
for A ∈ A, 0 < p < 1 and p < ρ < kp. The discrete measure whose mass of A is m(A, p, ρ) is also denoted by m. 
for each p, ρ. But this relation immediately follows from the reversibility of the original process. 2
Estimate of the expectation of occupation time in dimensions d 3
In this section we will estimate an expectation of occupation time for a certain set in dimensions d 3.
Firstly we prove a general result on the expectation of occupation time for the Markov process. 
sup
Then we have
Proof. We consider the martingale defined by
Since M i,0 = 0, applying the Doob's optional sampling time theorem Therefore by condition (18)
Similarly, by using the conditions (19)- (21), we get
where σ B c 2 is the first hitting time to B c 2 . On using the Markov property, the supremum of the expectation of occupation time for B is finite. 2
From now to the end of the section, we suppose that the dimensions d is greater than or equal to 3. In order to apply Lemma 4.1, we prepare some functions. We define functions h 1,l , h 2,l from Z d into R + , which are a small perturbation of the potential function on Z d , by 2 , a 3 > 0 and a 4 0, we define a function g a from R + into R + satisfying the following conditions
• g a is a continuously differentiable function on R + .
• On the interval [0, a 1 ], g a is a quadratic function with −a 2 for the coefficient of the second order term.
• There exists b a 1 such that: -On the interval [a 1 , b], g a is a quadratic function with a 3 for the coefficient of the second order term.
Let us define A M by
Assume that Λ is a Euclidean ball with radius l, and define B := B M,l by Let us define constants a 1 , a 2 and c ± by
and 
Proof of Lemma 4.2. We have only to check the truth of the conditions (17) and (21). We define B 0 by
Then on the set B 0 ,L behave as a discrete Laplacian on Z d for each x i (A). Formally, if we denote by d the discrete Laplacian on Z d , then We also havê
for A ∈ B 0 . From the choice of the second component of (A (x,y) ) is similar to x i (A), namely we assume that
The last value
is given by the choice of the fourth component of a 2 . We also compute that
Since we assume that x i,j (A) = x i−1,j (A) + 1 for 2 i n, the right-hand side of the last equality is equal tô
From the choice of the third component of a 1 , the first line is less than or equal to m/M 2 . Since the maximal value of g a 1 (x) − g a 1 (x + 1) is given by the maximal value of differential coefficient of g a 1 , from the choice of a 1 the second line is less than or equal to 4c + (M 2 + l)/c − . From the assumption of the x i for i n + 1, the other terms forLf 2 is less than or equal to 1/M 2 . Thus we have checked the truth of the condition (21). 2
Occupation time for some stochastic processes
In this section, we consider finite state continuous time stochastic jump processes, which may not be Markovian. Let S be a finite set, which is a state space of our stochastic process. For each i ∈ S, there is given a probability measure µ i on S × R + . Let (Y i,n , σ i,n ) , i ∈ S, n = 0, 1, 2, . . . be a system of independent random variables taking values in S × R + such that for each i the joint distribution of (Y i,n , σ i,n ) is given by µ i for every n. Then our process is described as follows. Suppose that the process starts at i 0 ∈ S. Then one takes the random variable (Y i 0 ,0 , σ i 0 ,0 ) and let the process stay at i 0 up to the time σ i 0 ,0 and jump to Y i 0 ,0 at time σ i 0 ,0 . The procedure is repeated over by letting it start at i 1 = Y i 0 ,0 and taking up (Y i 1 ,1 , σ i 1 ,1 ) place of (Y i 0 ,0 , σ i 0 ,0 ) . We denote the distribution of the process which starts from i ∈ S by P i . We suppose several conditions for the joint distribution µ i . Let us define 
Lemma 5.1. Suppose that (A.1)-(A.5) hold. Then for all i ∈ S, the Laplace transform of occupation time for i 0 is asymptotically equivalent to 1/g(λ) (as λ tends to 0), namely there exists a constant C 1 which depends on i such that
.
Furthermore for all i, j ∈ S, there exists a limit of the difference of Laplace transform of occupation time for i 0 , namely there exists a constant C 2 which depends on i and j such that
Proof. Let Q i,i 0 (λ) be the Laplace transform of the occupation time for i 0 with starting point i ∈ S. Let σ 1 be the first jump time. Then on using the conditional independence of the process after the time σ 1 and the jump time σ 1 given X σ 1 ,
Therefore Q i,i 0 (λ) is given by
Recall that by (A.5),
Then it is easy to see
Since p is a stochastic matrix det(I − p) = 0. Since p is irreducible, (I − p) i,j > 0 for all i, j ∈ S. Using the conditions (A.2) and (A.4), we get i,j f i,j (I
Furthermore there exists a matrix C i,j such that cofactor matrix of I − F (λ) is given by
Since p i,j is a stochastic matrix that is irreducible we see that
On using the result of the discrete time random walk (see for example [7] ) we can easily get following results.
Proposition 5.2. Let us consider continuous time symmetric simple random walk on Z with the jump rate r. Then there exists a constant C = C(r) such that
where µ {0} is a first hitting time to {0}. 
Estimate of the expectation of occupation time
In this section X s is a Markov process on A whose generator isL defined by (10), P A a distribution of the Markov process starting from A, A i,j the ergodic classes of the Markov process defined by (11), and θ e a reflection operator defined via (8) .
Let e 
for d 2. 
Proof. By the definition of D(C) it is clear that if
B ∈ (D 1 ∩ D 2 ) \ D(C), then B
(B) ∩ A(C) = ∅, where A(C) is the set of ergodic classes which include the element C. It is also clear that D(C) = D(θ e C) and A(C) = A(θ e C).
Therefore it holds that
which is defined by (28) below, such that
Proof. Since C ∈ D 2 , without loss of generality we suppose C ∈ A 2,j for some 2 j 2k in this proof. Since B ∈ D 1 , there exists 1 i k such that B = ∅ 0,i . Then
It is convenient to introduce the difference set
Since our Markov process and A i 2,j are mirror symmetric,
(X s )e −λs ds.
Therefore we have
Then there exists a constant C 1 which depends on B, C and dimension d such that
Further there exists a positive constant C 2 which depends on B, C and the dimension d such that
Here o(·) is a Landau's symbol as λ tends to 0.
Proof. Firstly we prove the lemma for d 3. If we substitute 2 for l in (22), then B(B) is a subset of B defined by (22). By using Corollary 4.3, we have already proved that
Therefore we conclude the proof of this lemma for d 3.
Secondly we prove the lemma for d = 1. The proof is divided into 2 steps.
Step 1. Since C ∈ D 2 , without loss of generality we suppose C ∈ A 2,j for some 2 j 2k in this proof. Since B is an element of D(C) ∩ D 2 , there exists i such that 1 i, j − i k and B = ∅ 0,i;1,j −i . Then B(B) may be written as
We can also rewrite A 2,j as (l, m) . Since ∅ 0,m;l,j −m means that there exist two particle at 0 and l with energy m and j − m respectively, the value l and m means that the distance of two particles and the number of energy which the left particle carries, respectively. It is easy to see that if B ∈ A 2,j and A ∈ B(B) ∩ A 2,j then A ∼ B. Since our process is shift invariant, we project our process with respect to the relation ∼, namely we consider the following. Let X j be the set of representative of the quotient set of A 2,j relative to ∼: formally
The process is a continuous time random walk on X j with the jump rate given by
Namely the state space has min{j − 1, k} − max{j − k, 1} + 1 half lines which are linearly ordered. On each half line except the point 1, the process evolves as a symmetric simple random walk with some constant jump rate (the constant may depend on the half line). Each half line is connected to the next and previous half lines at point 1. At this point the random walk is not symmetric. We denote the distribution of the random walk which starts at x ∈ X j by P x . Then Step 2. In this step we prove that there exists C 1 which depends on b, c ∈ X j such that Since we know the distribution of the first hitting time of 0 for the continuous time symmetric simple random walk on Z with rate r starting at 1, we treat {(l, m): m 2} ∈ X j as one point for each l. Formally we consider for each j the following the continuous time stochastic process which is not Markovian. The state space is Y j defined by
The value l means that if the distance of two particles is 1 then l = 1 and otherwise l = 2, and the value of m indicates the number of energy carried by the left particle. Define 
We can apply Lemma 5.1 with the help of Proposition 5.2 and get that there exist C 1 and C 2 which depend on x 1 , x 2 and y such thatẼ
Therefore we conclude the proof for this lemma for d = 1. The proof of this lemma for d = 2 is similar to that for d = 1. We indicate what we need to modify.
Step 1. Let X 2 j be the state space of our new Markov process defined by
The values l and m means the difference of two particles and the number of energy on which the datums particle carries, respectively. The process is a continuous time random walk on X On planes the process is symmetric simple random walk with some jump rate. Each planes is connected to the next and previous planes at points ±e 1 and ±e 2 . At this point the random walk is not symmetric. We write the distribution of the random walk which starts from x ∈ X 2 j by P x . Since ∅ x,l;y,j−l = ∅ y,j−l;x,l ∈ A 2,j X 2 j is not the representative of the quotient set of A 2,j relative to ∼. But we suppose that the point ∅ 0,l;x,j−l ∈ A 2,j is branches (x, l) and (−x, j − l) ∈ X 2 j . Then following is truth. Suppose B = ∅ 0,n;e,j −n , C = ∅ x,l;x+m,j −l ∈ A 2,j , b 1 = (e, n), b 2 = (−e, j − n) and c = (m, l) ∈ X 2 j . Then it holds that
Therefore we conclude step 1.
Step 2. What we have to prove is that there exists C 1 which depends on b, c ∈ X 2 j such that
and there exists a limit of the difference
We consider following continuous time stochastic process which is not Markov process, similar to that for d = 1. Let Y 2 j be a state space of the process defined by Y where b = (e, l), c = (e , n) ∈ X j and x = (e, l), y = (e , n) ∈ Yj for all 1 l, j − l, n, j − n k and e, e ∈ Z 2 with e = e = 1. We can apply Lemma 5.1 with the help of Proposition 5.3 and get that there exist C 1 and C 2 which depend on x 1 , x 2 and y such that
Proof of theorems
Firstly we prove Theorem 2.2. 
Proof of Theorem 2.2. We define
where g λ is a solution of the resolvent equation,
It is convenient to write 
whereĝ λ is defined by (12). By (30), the second sum on the right-hand side of (31) In view of (9), there exists {f e (C)} which is a linear combination of {w E e (C),w P e (C)} such that 
We have decomposed F λ (p, ρ) into a finite sum of smooth functions such that each term of it is the product of two factors, one is a smooth function of p, ρ which does not depend on λ, and the other is a function of λ which does not depend on p, ρ. Furthermore the second one is given by a difference of expectation of Laplace transform of occupation time for certain infinite set. Applying Lemmas 6.1-6.4, each of the second one converges as λ tends to 0. Therefore the limiting function of F λ (p, ρ) is also smooth. e . The proof of the equivalence of the variational formula (given by (1)) for the diffusion coefficient matrix and that by Green-Kubo formula (right-hand side of (33)) can be carried out in a way similar to that indicated for the proof of Proposition 2.2 of [8] , p. 180. Therefore we omit the detail.
Secondly we show that there exists a smooth extension of D. Firstly we treat the diffusion coefficient matrix D as a function of p, α, namely we take expectations with respect to ν p,α . Then all expectations for local functions are polynomials of p and rational functions of α. Put 
