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We study the pair-production process in the presence of two counterpropagating linearly polarized short laser
pulses. By means of a nonperturbative technique, we take into account the full coordinate dependence of the
external field going beyond the dipole and standing-wave approximations. In particular, we analyze the momen-
tum distribution of particles created. It is demonstrated that the spatial variations of the laser pulses may play
a crucial role. The more accurate treatment reveals a number of prominent features: the pair-production proba-
bilities become considerably smaller, the quantitative behavior of the momentum spectra changes dramatically,
and the pulse shape effects become much less pronounced. The results of our study are expected to be very
important for future theoretical and experimental investigations.
PACS numbers: 12.20.-m, 12.20.Ds, 11.15.Tk, 42.50.Hz
I. INTRODUCTION
Electron-positron pair production (PP) in strong external
fields is a fundamental nonlinear phenomenon predicted by
quantum electrodynamics [1–3]. In the presence of a qua-
sistatic electric background, the vacuum decay rate becomes
non-negligible if the corresponding field strength approaches
the Schwinger critical value Ec = m
2c3/(|e|~) = 1.3 ×
1016 V/cm (m and e are the electron mass and charge, respec-
tively), which is not accessible to modern experimental facili-
ties. However, because of the recent progress in laser technol-
ogy, it is expected that, in the near future, one will be able to
achieve the peak electric field strengthE0 which is sufficiently
close to Ec [4] (e.g., ELI-Ultra High Field Facility [5] aims to
attain E0/Ec ∼ 10
−3). Moreover, the Schwinger limit effec-
tively lowers in the presence of rapid oscillations of the exter-
nal field. An oscillating background can be characterized by
the dimensionless adiabaticity parameter ξ = |eE0|/(mcω),
where ω is the corresponding frequency (ξ is the inverse of
the Keldysh parameter γ [6]). If ξ ≪ 1, the PP process
can be accurately described by means of perturbation theory.
Within this multiphoton regime, the phenomenon of pair cre-
ation has already been observed experimentally [7]. In the
opposite limit ξ ≫ 1, i.e., the Schwinger (tunneling) regime,
the process can only be considered with the aid of nonpertur-
bative calculations. The corresponding studies are supposed
not only to illuminate various theoretical aspects of the PP
phenomenon but also to advance the search for most favor-
able experimental scenarios and thus to make the observation
of the Schwinger effect feasible.
One of these scenarios could be a collision of two high-
intensity laser pulses [8–11] (see also [12–18] and references
therein) which is the focus of our investigation. In this article
we assume that the pulses have the same linear polarization
along the x axis: ~E ‖ ~ex, ~B ‖ ~ey , and z is the propagation
direction. Accordingly, an individual pulse can be described
by the following vector potential (hereafter we employ the rel-
ativistic units ~ = c = 1):
Ay = Az = 0,
A(±)x (t, z) = −
E0
ω
F (ωt∓ kzz) sin(ωt∓ kzz + ϕ), (1)
where E0 is the peak electric field strength, ω is the carrier
frequency (kz = ω), ϕ describes the carrier-envelope phase
(CEP), and F (η) is a smooth envelope function. If the pulse
contains several cycles, the spatial dependence of the carrier
is stronger than that of the envelope. This means that one can
neglect the latter: F (ωt ∓ kzz) → F (ωt). In this case, the
resulting field Ax(t, z) = A
(+)
x (t, z) + A
(−)
x (t, z) becomes a
standing wave oscillating with time, and the vector potential
reads
A(SWA)x (t, z) = −
2E0
ω
F (ωt) sin(ωt+ ϕ) cos(kzz). (2)
In what follows, this approximation will be referred to as the
standing-wave approximation (SWA). If one assumes that the
e+e− pairs basically form in the vicinity of the points zn =
πn/kz (n ∈ Z) where the electric field is maximal and the
magnetic component vanishes, one can further simplify the
expression (2) by neglecting the coordinate dependence of the
carrier:
A(DA)x (t) = −
2E0
ω
F (ωt) sin(ωt+ ϕ). (3)
The external field is now purely electric and spatially homo-
geneous. We will call this the dipole approximation (DA).
It is worth noting that DA is expected to provide adequate
predictions only when the laser wavelength is much larger
than the typical length scale of the pair-production process
2mc2/|eE0|. This requirement is equivalent to the condition
ξ ≫ 1/π.
Most theoretical studies of the problem have been con-
ducted within DA [8–16, 18–23]. These investigations identi-
fied the main general patterns of the PP process and revealed a
number of distinctive features regarding the pulse shape, gov-
erned by the envelope function F (η) and the CEP parameter
2ϕ [14, 16, 21, 23]. Taking into account the coordinate de-
pendence of the external field is a very challenging task. The
effects of the spatial inhomogeneities of the laser pulses were
partially included in Refs. [24, 25] where the role of the laser
pulse polarization was examined within SWA. To our knowl-
edge, the only study beyond SWA was reported in Ref. [17]
where the resonant Rabi oscillations and the resonant behav-
ior of the PP probabilities were discussed. It was shown that
the influence of the spatial variations of the external field and
its magnetic component may play a very important role in the
PP process. However, the momentum distribution of particles
created was not investigated.
Within the present study we go beyond DA and SWA tak-
ing into account the spatial dependence of both the carrier and
the envelope. We demonstrate that these approximations fail
to correctly describe the momentum spectrum of particles. As
will be shown below, a number of characteristic features re-
vealed within DA and SWA arise merely due to the inaccuracy
of the corresponding approximations. Moreover, both DA and
SWA substantially overestimate the PP probabilities.
In order to analyze the pulse shape effects, we vary the pa-
rameter ϕ and employ two different envelope functions. First,
we use a “flat” profile which has an extended plateau region:
F1(η) =


sin2
[
1
2 (πN − |η|)
]
if π(N − 1) ≤ |η| < πN,
1 if |η| < π(N − 1),
0 otherwise,
(4)
where N is the number of cycles in the pulse, so the pulse
duration is τ = 2πN/ω. Second, we employ a slowly varying
cos2 envelope:
F2(η) = cos
2
(
η
2N
)
θ(πN − |η|). (5)
In this study we choose E0 = 0.1Ec and τ = 2 × 10
−19 s
and use N = 1− 5. This corresponds to ω/m ≈ 0.04− 0.20
and 2ξ ≈ 1.0 − 4.9. The adiabaticity parameter 2ξ regards
the resulting field of the two laser pulses. This choice of
the laser background parameters ensures that the classical-
external-field approximation is valid and the PP process re-
flects nonperturbative nature. We examine ultrashort laser
pulses since it allows us to clearly illustrate the main findings
of our investigation and helps us to save the computational
time, which becomes extremely important beyond SWA.
In order to evaluate the necessary PP probabilities, we uti-
lize the nonperturbative technique described in Ref. [26]. The
method is based on the general formalism [27] of quantization
in the Furry picture and is briefly described in Appendix A. To
attest our numerical procedures, we first reproduced the main
results of Refs. [16–18, 24]. Note that the potential (1) does
not vanish at |t| → +∞. To make sure that our computa-
tions provide the probabilities of the production of real parti-
cles (electrons and positrons), one has to introduce a temporal
window function R(t), so the resulting vector potential reads
Ax(t, z) =
[
A(+)x (t, z) +A
(−)
x (t, z)
]
R(t). (6)
The functionR(t) is a smooth function which slowly vanishes
when the pulses do not overlap. If this profile is sufficiently
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Figure 1. The dynamics of two counterpropagating laser pulses in the
t − z plane. The pulses overlap within the square region (yellow).
The switching function R(t) has a wide plateau region and slowly
vanishes outside this interval.
wide, our results converge and do not depend on the shape of
this function (for more details, see Appendix B). In Fig. 1 the
process is illustrated in the t− z plane.
II. DIPOLE AND STANDING-WAVE APPROXIMATIONS
Let us first examine the momentum spectra obtained within
DA and SWA. In Fig. 2 they are depicted for the case of the
flat envelope (4) as a function of the momentum component
along the magnetic field direction y. The values represent
the mean number of electrons (positrons) produced per unit
volume (if the spin state is not taken into account, the results
should be multiplied by a factor of 2). Due to the symmetry of
the vector potential, the spectrum is invariant with respect to
the reflection p → −p. A very important difference between
DA and SWA arises due to the fact that, within the former, the
external field is purely electric and thus the y and z axes are
equivalent in DA. In contrast, the spectrum found within SWA
behaves differently along these directions. It turns out that the
magnetic component of the resulting field drastically alters the
momentum distribution in the px − pz plane, so we compare
the py dependences fixing px = pz = 0. In Fig. 2 we observe
a quite nontrivial behavior which is reproduced within both
DA and SWA, provided the results obtained in DA are multi-
plied by a factor of about 0.25. This quantitative discrepancy
can be accounted for if one performs the calculations within
DA for various E0(z) = E0 cos(kzz) and then averages the
results over one cycle of the standing wave (we refer to this
procedure as local DA). This leads to the spectrumwhich does
not require any additional normalization (see Fig. 2).
The oscillatory behavior in Fig. 2 contains two different
scales. We observe slow oscillations with period∆p ≈ ω and
faster oscillations with period δp ≈ ω/10. The former were
found within DA in Ref. [16] (see also Refs. [20, 21, 23, 28,
29]) for the case of a Gaussian envelope profile and interpreted
as resonances in a one-dimensional quantum-mechanical scat-
tering problem. We suppose that the faster oscillations ap-
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Figure 2. The momentum spectrum of particles created with px =
pz = 0 in the case of the flat envelope calculated within DA, SWA,
and local DA (N = 5, ϕ = pi/2). The results obtained in DA are
multiplied by a factor of 0.25.
pear for the similar reasons due to the nonmonochromaticity
of the laser pulses (i.e., their Fourier transform containsmodes
with various frequencies depending on N ). Since each pulse
contains N cycles of the carrier, the envelope function is es-
sentially a half-cycle oscillation with frequency ω/N . The
analysis of pulses with other values of N showed that indeed
δp ≈ ω/(2N). Note that within local DA the faster oscilla-
tions are suppressed. Although the averaging allows one to
partially include the spatial inhomogeneities of the external
field, this approach does not properly capture the effects of
the interference among modes with various frequencies.
The pulse shape effects become evident when we employ
the cos2 envelope function (see Fig. 3). In this case, the slow
oscillations disappear, which indicates that the interference
strongly depends on the pulse shape. Moreover, one observes
that the production probability is now about 2 orders of mag-
nitude smaller than that presented in Fig. 2. An obvious reason
for this could be that the envelope functions (4) and (5) satisfy
F1(η) ≥ F2(η).
Finally, we study the effects of CEP. It turns out that this
parameter plays a very important role. For instance, within
SWA for ϕ = 0, the PP probabilities are much smaller than
those found for ϕ = π/2 (the number of particles integrated
over py is 4.9 times smaller). Despite this great quantitative
difference, the two spectra have nearly the same qualitative
behavior discussed above.
In the following, we will study how our findings should
change if one goes beyond SWA and takes into account the
spatial variations of both the carrier and the envelope.
III. BEYOND SWA
First, one has to note that taking into consideration the coor-
dinate dependence of the envelope function makes the system
finite in the z direction. We normalize our results, so one ob-
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Figure 3. The momentum spectrum of particles created in the case of
the cos2 envelope calculated within DA, SWA, and local DA (N = 5,
ϕ = pi/2). The results obtained in DA are multiplied by a factor of
0.25.
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Figure 4. The momentum spectrum evaluated beyond SWA in the
case of the flat envelope for various values of the CEP parameter ϕ
(N = 5).
tains again the mean number of particles per unit volume (see
Appendix A). This allows one to directly compare the spectra
found beyond SWA to those presented in Figs. 2 and 3.
In Fig. 4 we depict the spectrum of particles produced for
the case of the flat profile (4) and three different values of
the CEP parameter ϕ (N = 5). First, one observes that the
oscillatory structure now disappears. The reason for this is
that the temporal dependence of the external field is not sep-
arated from the spatial one as in the previously used approx-
imations. Whereas within DA and SWA, the time-dependent
factor F (ωt) induces the oscillatory patterns discussed above,
beyond SWA the temporal and spatial variations are related,
and therefore the overall dynamics in the collision process
does not exhibit any resonant behavior. Besides, the spectra
are nowmuch less sensitive to the CEP parameter. The quanti-
tative discrepancy between the red curve (ϕ = 0) and the oth-
ers in Fig. 4 is the largest difference that we observed within
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Figure 5. The electric field strength Ex(t, z) (in units of E0) calculated within SWA (left) and beyond SWA (right).
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Figure 6. The momentum spectrum evaluated beyond SWA in the
case of the cos2 envelope for various values of the CEP parameter ϕ
(N = 5).
our study beyond SWA. Finally, we note that the PP probabil-
ities evaluated beyond SWA are about 2 orders of magnitude
smaller. For instance, for ϕ = 0, the number density inte-
grated over py is now 3.66×10
−8, while in SWA it amounts to
8.38× 10−6. This can be understood if one notes that beyond
SWA the overlap region occupies much less area in the t − z
plane. According to the normalization used (see AppendixA),
one should compare the field configurations within the “unit”
interval z ∈ [−τ/2, τ/2]. In Fig. 5 we display the electric
field strength Ex(t, z) within SWA and beyond this approxi-
mation. We observe that in SWA the field occupies the whole
interval z ∈ [−τ/2, τ/2] and has the same amplitude for each
value of z depending only on time via the factor F (ωt). Be-
yond SWA, the overlap region is considerably smaller. Thus,
the neglect of the spatial finiteness of the external pulses leads
to a great overestimation of the particle yield.
In Fig. 6 we present the momentum spectra of particles for
the case of the cos2 envelope. We observe that the momen-
tum distribution is almost independent of the CEP parameter
in contrast to our findings within DA and SWA. As was ex-
pected, in the case of the flat profile, the PP probabilities are
greater than those found for the cos2 envelope function. Nev-
ertheless, the difference is nowmuch smaller in comparison to
SWA, which indicates again that the previously used approxi-
mations fail to provide adequate quantitative predictions. The
qualitative behavior of the spectra in Fig. 6 does not strongly
differ from that presented in Fig. 4, and as in the case of the flat
envelope, the spectra are now much narrower than they were
within DA and SWA. A crucial difference between the field
configurations in DA and SWA and that arising beyond SWA
relates to the way the external field is being switched on and
off. Beyond SWA the envelope F (η) governs the spatial pro-
files of the two colliding pulses while the functionR(t) is now
responsible for switching on and off the external background.
Once the results are stable with respect to the changes of the
function R(t), the physical quantities are not so sensitive to
the parameters of the spatial envelope F (η). On the other
hand, the profile F (ωt) plays a different role within DA and
SWA. Apart from the appearance of the oscillatory structure
discussed above, this fact also leads to a number of striking
effects regarding the pulse shape and carrier-envelope phase.
Beyond DA and SWA these effects are suppressed. The anal-
ysis of pulses with other values of N confirms the aforemen-
tioned findings.
IV. CONCLUSION
In the present study it was demonstrated that the dipole
and the standing-wave approximations predict a number of
well-pronounced effects that do not appear once more pre-
cise calculations extended to the (1+1)-dimensional laser field
configuration are performed. In particular, it was found that
the oscillatory patterns in the momentum spectrum of parti-
cles created vanish beyond SWA, the PP probabilities become
much smaller, and the spectra are much less sensitive to the
pulse shape parameters (in the recent studies [30, 31], it was
also found that the imaginary part of the effective action in a
spatially inhomogeneous background obeys universal scaling
laws). This strongly suggests that DA and SWA do not prop-
5erly describe the quantitative as well as qualitative characteris-
tics of the momentum distribution of particles produced. The
results obtainedwithin these approximations should be treated
and interpreted very carefully, for they may not reflect the real
patterns. This point is extremely important for experimental
studies since they could involve a great number of parameters
which cannot be varied without any guidance. More accurate
theoretical predictions are needed if one attempts to identify
most promising experimental setups for the practical observa-
tion of the Schwinger effect. We note that several techniques
for pulse shape optimization were developed for the case of
spatially homogeneous backgrounds in Refs. [32–35]. Our
findings indicate a great importance of the spatial variations
of the external fields in the particular scenario of two coun-
terpropagating short pulses. However, we expect that going
beyond the dipole approximation is strongly required within
a much broader class of problems concerning quantum dy-
namics in external fields (see also, e.g., Refs. [36, 37]). For
instance, calculations similar to those performed in our study
may play a significant role in the context of the dynamically
assisted Schwinger effect [38] (see also Refs. [39–41] and ref-
erences therein). It is already known that the subcycle struc-
ture of the external pulses and the shape of their temporal
profiles have a notable impact on the pair-creation probabil-
ities [32–34, 42–44]. Nevertheless, of particular interest is
the role of the spatial inhomogeneities of the electromagnetic
pulses. This is an important issue for future research.
Finally, we point out that the analysis of more realistic field
configurations should also be important within the studies of
the Schwinger mechanism in other fields of physics. Simi-
lar processes can be identified in various nanostructures (e.g.,
in graphene [45–47]) and with ultracold atoms in optical lat-
tices [48–50]. In quantum chromodynamics, quark-antiquark
pairs can be produced in relativistic heavy ion collisions (see,
e.g., Refs. [51–53]).
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Appendix A: Nonperturbative technique
According to the general formalism described in detail in
Ref. [27], one can extract all the information about the PP
probabilities from two special sets of time-dependent solu-
tions of the Dirac equation. Assuming that the external field
vanishes for t ≤ tin and for t ≥ tout, we define these solutions
by the following conditions:
ζΨn(tin,x) = ζΨ
(0)
n (x),
ζΨn(tout,x) =
ζΨ(0)n (x), (A1)
where ζΨ
(0)
n (x) and ζΨ
(0)
n (x) are the eigenfunctions of the
Dirac Hamiltonian considered at t = tin and t = tout, respec-
tively, and ζ is the sign of the corresponding energy eigenval-
ues. The sets {ζΨn} and {
ζΨn} are orthonormal and com-
plete. One can rigorously demonstrate [27] that the mean
number of electrons (positrons) produced with given quantum
numbersm can be evaluated as
n−m =
∑
n
G(+|−)mnG(−|
+)nm, (A2)
n+m =
∑
n
G(−|+)mnG(+|
−)nm, (A3)
where the G matrices can be defined as the inner products
G(ζ |κ)nm = (
ζΨn, κΨm), (A4)
G(ζ |
κ)nm = (ζΨn,
κΨm). (A5)
We first consider the problem beyond SWA, i.e., employ
Eqs. (1) and (6). Since the asymptotic solutions in (A1) are
essentially plane waves (in what follows, m = {p, r} where
r determines a spin state), it is convenient to work in the mo-
mentum representation. Besides, the transverse momentum
p⊥ = (px, py) is conserved. Then, for instance, the out solu-
tion with ζ = + reads
+Ψp,r(t,x) =
eip⊥x⊥
(2π)3/2
+∞∫
−∞
dk ei(pz−k)z +gp,r(t, k). (A6)
The function +gp,r obeys
+gp,r(tout, k) = up,rδ(k), (A7)
where p0 =
√
p2 +m2 and up,r is a constant bispinor corre-
sponding to the positive-energy states (u†
p,rup,r′ = δrr′). The
Dirac equation in terms of the function +gp,r reads
i∂t
+gp,r(t, k) = α⊥ p⊥
+gp,r(t, k) + βm
+gp,r(t, k) + (pz − k)αz
+gp,r(t, k)− eαx
+∞∫
−∞
dq ax(t, k − q)
+gp,r(t, q), (A8)
where ax(t, k) is the Fourier transform of the vector potential. Using the “initial” condition (A7), we propagate the function
6+gp,r backwards in time according to Eq. (A8). The step of
the k grid should be sufficiently small, so the delta function
in Eq. (A7) is represented properly. The specific forms (4)
and (5) of the envelope function are particularly convenient
for our computations since the Fourier transform of the vector
potential can be found analytically.
The matrixG(−|
+)nm can be evaluated as follows:
G(−|
+)p,r;p′,r′ = δ(p⊥+p
′
⊥)v
†
p,r
+gp′,r′(t, pz+p
′
z), (A9)
where the bispinor vp,r relates to the negative-energy states.
By means of Eqs. (A2) and (A9), we find the mean number of
particles created per unit cross-section area:
(2π)2
Vxy
dNp,r
d3p
=
∑
r′=±1
+∞∫
−∞
dk |v†−p
⊥
,k,r′
+gp,r(t, pz + k)|
2.
(A10)
Here we employ a conventional regularization (2π)2δ(p⊥ =
0) = Vxy . This approach allows one to directly evaluate the
PP probabilities by propagating the PP amplitudes themselves
rather than the individual one-particle solutions in the coor-
dinate space. We solve Eq. (A8) for each momentum of the
particle produced in parallel.
Within SWA the calculations become much less compli-
cated since the spatial dependence of the vector potential con-
tains only cos(kzz) which is a sum of two plane waves. Ac-
cordingly, the problem naturally becomes discrete and the in-
tegral in Eq. (A8) is reduced to the sum of two terms corre-
sponding to k + kz and k − kz (see also Refs. [24, 26]). The
numerical procedure now yields a number of particles per unit
volume as 2πδ(pz = 0) = Lz . To compare the spectra evalu-
ated beyond SWA with those found in SWA, we multiply the
former by 2π/τ = ω/N since τ represents a characteristic
size of the system in the z direction. Within DA the com-
ponent pz is also conserved, so the problem becomes one di-
mensional, and it is necessary to solve an ordinary differential
equation, which can be done even more efficiently.
Appendix B: Temporal window function R(t)
The functionR(t) should be introduced in order to properly
define the in and out solutions and employ the theoretical for-
malism described above. It is clear that the main contribution
to the pair-production probabilities arises due to the overlap of
the two laser pulses since an individual plane wave (i.e., single
laser pulse) does not produce e+e− pairs. The function R(t)
has a sufficiently wide plateau which isK cycles broader than
the overlap interval (see Fig. 7). The switching parts of this
function containM half-cycles each. It turns out that once the
function R(t) is introduced, our numerical procedure yields
nonzero results for the case of an individual pulse. This non-
physical contribution should be subtracted when one evaluates
the number density n(p) of particles created by the superpo-
sition of two colliding pulses:
n(p) = n(II)(p)− n(+)(p)− n(−)(p), (B1)
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Figure 7. The temporal window function R(t). The yellow bar de-
notes the overlap interval.
where n(II)(p) is the number density obtained numerically for
the case of two pulses
[
i.e., employing Eq. (6)
]
and n(±)(p)
are the results calculated for the right- and left-propagating
pulses, respectively. This subtraction leads to reliable results
if the following conditions are satisfied:
1. The values of the function n(p) converge as one in-
creases K and M . As K, M → ∞, the pulses are
being switched on and off when they are far from each
other and therefore generate pairs independently.
2. The results do not depend on the shape of the switching
parts of the functionR(t).
In our calculations we confirmed both of these conditions.
For instance, in Fig. 8 the momentum distribution of particles
for the case of the flat envelope is presented for various val-
ues of the pair K , M (N = 5, ϕ = 0). As these parameters
increase, the results converge. We performed our calculations
for various shapes of the switching parts and obtained iden-
tical results, although the individual terms in Eq. (B1) were
rather sensitive to these changes. This sensitivity resembles
that regarding the pulse shape effects within DA and SWA.
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Figure 8. The momentum spectrum n(p) evaluated beyond SWA for
px = pz = 0 and various values of the parameters K and M of the
temporal window function R(t) (N = 5, ϕ = 0).
It turns out that as one increases the duration of the switch-
ing parts of the profile R(t) (M → ∞), the contributions
7n(±)(p) continually decrease, which means that, in principle,
one can perform the computations for very large M without
any subtraction procedure. However, this drastically increases
the computational time, while the subtraction (B1) makes the
convergence much faster. In Fig. 9 the corresponding relative
errors are depicted as a function of M . Although the results
converge to the same limit, the accuracy is about 1-2 orders of
magnitude higher if one employs the subtraction procedure.
Besides, it is reasonable to choose the shape of the function
R(t) so that the nonphysical contributions are as small as pos-
sible. This allows one to perform more accurate and efficient
calculations. We found that smooth and slowly varying pro-
files are more advantageous in this respect.
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Figure 9. The relative error as a function ofM for the number density
of particles produced with p = 0 (K = 4).
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