Abstract-Stochastic models are often employed to study dependability of critical systems and assess various hardware and software fault-tolerance techniques. These models take into account the randomness in the events of interest (aleatory uncertainty) and are generally solved at fixed parameter values. However, the parameter values themselves are determined from a finite number of observations and hence have uncertainty associated with them (epistemic uncertainty). This paper discusses methods for computing the uncertainty in output metrics of dependability models, due to epistemic uncertainties in the model input parameters. Methods for epistemic uncertainty propagation through dependability models of varying complexity are presented with illustrative examples. The distribution, variance and expectation of model output, due to epistemic uncertainty in model input parameters are derived and analyzed to understand their limiting behavior.
I. INTRODUCTION
Dependability and performance of hardware and software systems and effectiveness of the fault tolerance techniques employed, are often studied using stochastic models [20] , [22] . These stochastic models take into account the randomness present in the system or its environment. Randomness in events of interest like times to failure/recovery of components, ability to detect failures, ability to perform recovery action etc. are taken into account by means of their distributions. The natural randomness thus taken into account in the stochastic models is called the aleatory uncertainty. The stochastic models are usually solved at fixed parameters values of these aleatory distributions. In real life, the parameters of the aleatory model may be determined from lifetime experiments, field failure data, maintenance logs or other sources of observed data. These data sources will provide a finite number of observations, leading to uncertainty in the estimates of model input parameters computed using them. In many cases, the values of parameters may not be even based on observed data, but on expert guesses (another source of uncertainty). This parametric uncertainty arising out of incomplete information about the parameter is called epistemic uncertainty [21] . Since the stochastic aleatory models are evaluated at fixed parameter values, they do not take into account the epistemic uncertainty in model parameters. It should be noted that the uncertainty in model output due to epistemic uncertainty in aleatory model input parameters is different from the modeling error in the aleatory model. Modeling error causes the aleatory model to not be a faithful representation of the behavior of the real system. It may exist due to incorrect understanding of the system behavior or due to errors and omissions in implementation of model. While, epistemic uncertainty is the uncertainty in the parameters of the aleatory model, due to incomplete information. The discussion in this paper assumes the aleatory model of system behavior and aleatory distributional assumptions to be correct.
Due to the epistemic uncertainties, the parameters of the aleatory stochastic model may be considered to be random variables. The value of the model output metric, computed using fixed values of the model parameters, can be considered to be conditional upon the parameter values used [19] . To propagate the epistemic uncertainty of model input parameters, the model output needs to be unconditioned. Applying the theorem of total probability [23] , unconditioning of the model output can be performed by means of a multi-dimensional integration, using the epistemic distribution of model input parameters as random variables. Depending on the nature of the stochastic models (analytic or simulation) and their complexity, different techniques may be applied to perform the unconditioning integration.
In case of analytic aleatory models which may be solved analytically to get the model output as simple closed-form expressions of input parameters, direct analytic integration to perform the unconditioning, may be possible. For more complex expressions of model output, only numerical integration may be possible. Even numerical integration becomes difficult and computationally intensive for large models with complex expressions of model output and/or large number of model parameters (large number of dimensions of integration). For more complex analytic models, only analyticnumerical solutions using tools like SHARPE [24] or SPNP [7] may be possible. Alternatively, the aleatory model may be a simulation model. Sampling based uncertainty propagation [2] , [12] can be applied to complex analytic models (can be used when the model can be solved either analytically or analytic-numerically), as well as simulation models. Table I summarizes the applicability of various methods of epistemic uncertainty propagation, for different types of aleatory models. Other analytic methods for parametric epistemic uncertainty propagation, mostly based on algebraic manipulations of model output and exploiting properties and transformations of expectation and variance (for simple non state space reliability models), have been studied in [17] , [10] , [1] . The main contribution of this paper is an epistemic uncertainty propagation approach through analytic aleatory models of varying complexity. An overview of epistemic uncertainty propagation is first provided and uncertainty propagation is then carried through a wide range of model types (ranging from simple models with closed-form expression of model output to large complex models where only analytic-numeric solution is possible), with different model output metrics. For simple aleatory models (with closed form expression of model output) the expressions for expectation, variance and distribution of model output metric due to the epistemic uncertainties, are derived and analyzed to understand their limiting behavior. This paper is organized as follows: Section II introduces the basics and provides an overview of epistemic uncertainty propagation. Analytic closed-form approach of uncertainty propagation is performed and its results are analyzed in Section III. Section IV provides an example of analyticnumeric uncertainty propagation. Sampling based uncertainty propagation is explained in Section V. Finally, Section VI, summarizes the paper.
II. EPISTEMIC UNCERTAINTY PROPAGATION
Due to the epistemic uncertainties, the input parameters of a stochastic model can be considered a random vector. Therefore, the model output metric, can be considered a random variable that is a function of these input random variables. If random variables {Θ i , i = 1, 2, . . . , l} be the set of l input parameters of the model, the output measure M , can be viewed as a random variable (function) g of the l input parameters as M = g(Θ 1 , Θ 2 , . . . , Θ l ). Due to the uncertainty associated with the model parameters, computing the reliability at specific parameter values can be seen as computing the conditional reliability Equation 1 ). Applying the theorem of total probability [23] , this can be unconditioned to compute the distribution of reliability via the joint epistemic density f Θ1,Θ2,...,Θ l (θ 1 , θ 2 , . . . , θ l ) of the input parameters (denoted by f (.) in Equation 1).
where I(ξ) is the indicator variable of the event ξ. The unconditional expected value of model output M , can be computed as shown in Equation 2:
Similarly, the second moment of M , E[M 2 ] can be computed, as shown in Equation 3 .
With the second moment and the expected value, the variance of model output metric, V ar [M ] , can be computed. The unconditional expected value of reliability, as computed in Equation 2 has been termed as survivability, by Singpurwalla [19] .
Simple aleatory models, can be solved analytically to obtain a closed form expression of the aleatory model output, in terms of the model input parameters. In such cases, the above integrations can theoretically, be directly performed on the expression for model output, to propagate the epistemic uncertainty. For simpler expressions, the integration can be performed analytically, while for more complex expressions of model output, numerical integration may be performed. However, evaluating these integrals becomes intractable for complex expressions of model output or for larger number of model input parameters (large number of dimensions of integration). Other than the computational problem of evaluating integrations of complex expressions with large number of dimensions of integration, the joint epistemic density function of all the model input parameters as random variables, also needs to be specified. A simplification can be employed if the epistemic random variables can be assumed to be independent. In that case, the joint epistemic density function of all the model input parameters as random variables, can be factored into the product of marginal density functions and only those marginals need to be determined. Assuming epistemic independence between the model input parameters as random variables, however, does not rule out considering dependency of any kind between events in the aleatory model (e.g., dependency between failure or repair events of components or dependency between failure modes of components). Dependence can always be allowed in the aleatory model via Markov chains, stochastic Petri nets or other state space models [13] , [23] , even when independence is assumed among the epistemic random variables.
For more complex analytic models (where closed-form expressions for model outputs are not possible), only analyticnumerical solutions using tools like SHARPE [24] or SPNP [7] may be possible. Sampling based uncertainty propagation [2] , [12] can be applied to complex analytic models with analyticnumerical solutions or to cases with complex expressions of model output with several parameters (hence several dimensions of integration). It has been argued that the dependency between model parameters arising out of commonality in data or information source can be more intuitively captured by rank correlations rather than direct correlation between parameters [5] , [8] , [6] . In that case, widely used distribution free methods of imposing rank correlation between parameter values (still sampled from marginal epistemic distributions), like the one proposed by Iman and Conover [8] can easily be used with sampling based uncertainty propagation method to take into account the epistemic dependence between model input parameters as random variables.
Clearly, for epistemic uncertainty propagation based on the unconditioning integrals in Equations 1, 2 and 3, the epistemic distributions (types and their parameters) of each of the model input parameters as random variables, need to be determined or known first. Determination of epistemic distribution (type and parameters) of the model input parameters as random variables from the uncertainty in the input parameter value (or lifetime data, if available) and the aleatory distribution type, is discussed next.
A. Determining Epistemic Distribution
Let us say r i observed values of time to failure, X, of a component, were used to compute the point and interval estimates of parameter of its time to failure distribution (aleatory), θ i (which is the i th input parameter of the dependability model). The epistemic distribution of Θ i can be obtained based on the knowledge of the aleatory distribution and the observed values of times to failure from the aleatory distribution, using the continuous form of Bayes' theorem [3] , [21] .
If X 1 , X 2 , . . . , X ri be the independent and identically distributed random variables denoting the r i observed values of X, then the probability of these observations, given
Applying the continuous form of Bayes' theorem, the epistemic density function for Θ i , given the set of observed values, f Θi|X1,X2,...,Xr i (θ i |x 1 , x 2 , . . . , x ri ), is obtained by:
In the above equation, f Θi (θ i ) is known as the prior density function [3] . As can be seen from Equation 4, the epistemic density thus derived, depends on the aleatory distribution and will be different for different aleatory distributions. In the examples discussed in this paper, exponential aleatory distribution (for times to failure, repair and times taken by different recovery actions) and Bernoulli aleatory distribution (for ability to detect or provide coverage of faults) are assumed. The form and parameters of epistemic distributions for parameters of exponential and Bernoulli aleatory distribution are derived next.
1) Epistemic Distribution : Parameter of Exponential Aleatory Distribution:
If the time to failure, X, is exponentially distributed with rate parameter Θ i , the i th parameter in the dependability model of a system, then the random variable S, such that S = ri i=1 X i , will have an r i − stage Erlang distribution with parameter θ i . Therefore, probability density function of S, given Θ i = θ i , is:
Then, applying Bayes' theorem as in Equation 4 , the pdf of Θ i , given S = s, will be given by:
Assuming, Jeffrey's prior of Θ i , as f Θi (θ i ) = s/θ i [19] , it can be shown that the above integral evaluates to Equation 7, the pdf of r i − stage Erlang distribution with rate parameter s .
This provides the epistemic probability density function for the rate parameter Θ i , when the aleatory distribution is exponential.
2) Epistemic Distribution : Parameter of Bernoulli Aleatory Distribution:
If the j th parameter θ j , of the dependability model, is a coverage parameter (say, the probability of successfully handling a fault) derived from a fault injection experiment, introducing r j faults. Given the probability of successfully covering a fault being θ j , the random variable Y j denoting the number of successfully covered faults out of r j faults injected, will have a binomial distribution with the probability mass function (pmf ) given by:
Then, based on Equation 4, choosing a non-informative prior, the (pdf ), f Θj |Yj (θ j |y j ) can be shown to be the beta density function with parameters y j + 1 and r j − y j + 1:
B. Determining Parameters of Epistemic Distributions
If the lifetime data or data from fault injection experiments, is directly available to the modeler, they can be used to obtain the parameters of above epistemic distributions (r i and s for Equation 7 ; r j and y j for Equation 9 can be obtained/computed directly from the observed data). In cases, where the modeler does not have direct access to observed data and the epistemic uncertainty of parameters is available only in the form of confidence intervals of parameters, the number of observations that would have been used to infer the confidence interval of the parameter needs to be determined.
We compute the number of observations (e.g., the number of failures observed or number of faults injected) that would have been used to compute the confidence interval of the input parameter by inverting the relation between the width of the confidence interval, the number of observations and the point estimate of the input parameter. For the i th input parameter θ i (rate parameter of exponential aleatory distribution) of the aleatory model, the point estimateθ i will be given byθ i = r i /s ri , where, r i is the number of observed failures during the period of observation and s ri is the value of accumulated life on test random variable S ri . Making use of the expressions for upper and lower limits of 100(1 − α)% two sided confidence interval of θ i [23] , the number of observations (number of observed failures, repairs etc.) that would have resulted in a given half width d, at a confidence coefficient (1 − α) can be computed as:
where, χ 2 2r,1−α/2 is the critical value of chi-square distribution with 2r i degrees of freedom. Similar reasoning can be used to compute r i when upper or lower one-sided confidence interval is provided. The point estimate of the j th parameter of the model (coverage probability) is given byθ j = s rj /r j , where s rj is the value of the random variable S rj , denoting the number of faults/errors detected and recovered and r j is total number of faults/errors injected. Inverting the expression for θ jL , the lower limit of upper one-sided confidence interval, the number of injections that would have resulted in this lower limit of the confidence interval, θ jL , at a confidence coefficient (1 − α) can be obtained as:
Equations 11 and 10 are iteratively solved to obtain the value of r i and r j , respectively, using initial approximations for r i andr j (based on normal approximation to the chi-square distribution). For details on the computation of number of observations, the reader is referred to [2] , [12] .
Based on the epistemic distributions derived in Equations 7 and 9, in the rest of the paper we illustrate epistemic uncertainty propagation through software dependability models of increasing complexity, by employing analytic closed form approach, numeric integration or sampling based uncertainty propagation.
III. CLOSED-FORM APPROACH FOR EPISTEMIC UNCERTAINTY PROPAGATION
In this section we analytically perform the unconditioning integrals explained in Equations 1, 2 and 3 to derive closedform expressions of expected values, variance and distribution of model output, due to the epistemic uncertainty in the model input parameters and analyze their limiting behavior.
A. Reliability of a Single Component System
Reliability of a single component system at time t, when the time to failure of the component follows the exponential distribution with parameter λ, is given by, R(t) = e −λt [23] . Due to the epistemic uncertainty in parameter λ, the reliability, R(t), computed at a fixed value of λ, can be seen to be conditioned on the value of λ used. If the point estimateλ of parameter λ, were computed from r observations of times to failure, then applying the theorem of total probability and using Equations 1 and 7, the cumulative distribution function (CDF) of reliability at time t can be computed as:
As I(.) is the indicator function, the above integral is nonzero only for values of λ for which R(t) ≤ p. Since R(t) = e −λt , the integral will be non-zero for λ ≥ λ a , such that λ a = − ln p/t. Using the expression for CDF of an Erlang distributed random variable [23] and knowing that s = r/λ, the above equation reduces to Equation 13 .
At any t, the reliability of the system, R(t), will have a distribution given by Equation 13 and hence will have an expected value, a variance and a confidence interval. Figure 1 , shows the distribution of reliability, R(t), at different values of t. As t increases, the CDF shifts to the left (i.e., the reliability tends to 0, as t increases, as expected). In this figure, the value ofλ is chosen to be 5.7078 × 10 −5 hrs., corresponding to an MTTF of 17, 520 hrs., used for failure of software in [20] and number of observations, r, is chosen to be 10. Next we discuss the limiting behavior of this distribution as r is varied. As provided by the Central Limit Theorem (CLT) [23] Figure 2 shows the CDF of reliability, R(t), at time t = 5000 hours, as the number of observations r, is varied from 10 to 1000. It can be seen clearly that as r increases, the CDF tends to the step function. Using Equations 2 and 7, the unconditional expected reliability at time t can be computed as: 14.
The above equation makes use of the expressionλ = r/s, used to calculate the Maximum Likelihood Estimate (MLE) of λ. Using the identity lim h→∞ (1+1/h) h = e [23] , the limiting value of unconditional expectation of reliability at time t, is seen to be e −λt :
Sinceλ is an unbiased estimate, it tends to the true value of λ, as r → ∞. Figure 3 plots the expected value of R(t), at t = 1000, as a function of r. The value ofλ is chosen to be 5.7078 × 10 −5 hrs., corresponding to an MTTF of 17, 520 hrs., used for failure of software in [20] . It 
B. Reliability of a Series System
Extending the distribution function and the expressions for expected reliability and variance of a single component system, to obtain the same for an n-component series system (with each component having independent and identically distributed times to failure following the exponential distribution with parameter λ), is trivial. For ease of reference in the later parts of the paper, the expressions for expected reliability of an n-component series system with statistically identical components, E[R nseries (t) 
C. Reliability of a k-out-of-n System
A k − out − of − n system, is considered to be operational as long as at least k of the total of n components in the system are operational. Consider a k − out − of − n system, where each of the n components has an independent and identically distributed time to failure, following the exponential distribution with parameter λ. The reliability R(t) of such a system is given by [23] :
Since e −iλt is the same expression as the reliability of an i-component series system, using the linearity property of expectation [23] , the expected reliability of a k − out − of − n system can be derived based on Equation 17 . As in the earlier sections, assume that the number of observations of times to failure of a component, used to compute the point estimatê λ, is r and that the value of random variable S, denoting the sum of observed times to failure, is s. Equation 20 provides the expression for the expected reliability, E[R kof n (t)], of a k − out − of − n system with all components having independent and identically distributed times to failure.
The limiting value of expected reliability of a k−out−of − n system, as r → +∞ can easily be shown to be tending to the value of R kof n (t) (Equation 19 ) computed at point estimatê λ, which being an unbiased estimate, is also equal to the true value, as r → ∞.
Since the components have independent failures, from Equation 19 it follows that the variance of reliability of a k − out − of − n system is:
The variance of the k − out − of − n system can be shown to tend to 0, as r → ∞, as each of the terms in the summation in Equation 21 tend to 0, when r → ∞. The distribution of reliability of a k − out − of − n system, due to the epistemic uncertainty in parameter λ can be derived using Equations 1 and 7, as shown in Section III-A. The CDF of reliability of a k − out − of − n system is given by:
where λ akof n is the value of λ for which R kof n (t) − p ≤ 0.
Using different values for k and n, the above expressions can be used to compute the distribution, expected reliability and variance of reliability, due to epistemic uncertainty in rate parameter, for different series, parallel or N-modular redundant (NMR) systems [14] .
D. Reliability of Recovery block architecture
Consider a slightly more complex model of a recovery block architecture (RB) implemented with hot standby hardware [9] . The system is able to tolerate one hardware and one software fault. The reliability model considers imperfect coverage of hardware faults (coverage parameter) and different failure rates of different components (hardware and software). The reliability model of the system is a Markov chain. For details of the reliability model, the reader is referred to [9] . The reliability of this system is given by:
(23) where, λ H is the hardware component failure rate, λ SD and λ SU are the rates for detected and undetected failures and c is probability of coverage for hardware failure.
Using the epistemic density functions for rate parameters as derived in Equation 7 and for the coverage parameter as derived in Equation 9 , the expected reliability of the RB system, due to epistemic uncertainties in the parameters is obtained as: (24) Evaluating the integral in Equation 24 , the expected reliability of the recovery block architecture, at time t, can be obtained as shown in Equation 25 . where, r is the number of observed failures used to compute the point estimateλ H and s is the value of random variable S, denoting the sum of observed times to failure of the hardware. Similarly, r 1 and r 2 are the number of observations used to compute the point estimatesλ SD andλ SU , respectively and s 1 and s 2 are the values of random variable S 1 and S 2 denoting the sum of observed times to failure used to computeλ SD and λ SU , respectively. y is the value of number of successfully covered hardware faults random variable, Y , out of r inj faults injected in the fault injection experiment to compute the point estimate of hardware fault coverage,ĉ.
Using the identity lim h→∞ (1 + 1/h) h = e, it can be seen that as the number of observations/fault injections (i.e., r 1 , r 2 and r inj ) used to compute the point estimates of the model parameters increases (tends to ∞), the expected reliability of RB, E[R RB (t)], tends to R(t) computed at the point estimates of the parameter values (which are the true values at infinite sample size).
Based on Equations 2 and 3, as shown in Sections III-A and III-C, the variance of reliability of RB architecture at time t, V ar[R RB (t)] due to epistemic uncertainties in the input parameters of the reliability model, is derived as:
Again, using the identity lim h→∞ (1 + 1/h) h = e, it can be shown that as the number of observations used to compute point estimates of each of the parameters tend to ∞, the variance of reliability, due to epistemic uncertainties in the parameters, tends to 0.
E. Reliability of Composite Web Service
We perform uncertainty propagation through the service reliability and performance model of a composite web service called Travel-Agent which was discussed in [18] . This web service interacts with different services to make airlines and hotel reservations for customers. Each of these interactions have their own mean response time and reliability. A CTMC is used to model overall composite web service reliability and mean response time. The reliability of each of the individual services is computed as the ratio of number of successful executions of the service to the total number of executions of the service attempted. The CTMC model considers failures of services, restarts, imperfect coverage of restarts and impact of restarts on overall response time and the reliability of the service. For details on the composite web service and the CTMC model, the reader is referred to [18] .
A closed-form expression for reliability of the composite web service was derived in [18] as:
While the expression for reliability of the composite web service is difficult to analytically integrate (several variables and complex expression of reliability), the expressions for lower and upper bounds of reliability, obtained by assuming no coverage (coverage probabilities = 0) and perfect coverage, respectively are simpler expressions, where closed form propagation of epistemic uncertainty can be performed and the expected reliability as well as the variance of reliability thus obtained can be analyzed. The expression for lower bound of reliability (obtained by assuming C i = 1 and all other coverage probabilities = 0) of the composite web service is reproduced:
In the reliability model of the composite web service, since the input parameters of the model are all parameters of Bernoulli distribution (probability of successful completion of a service and coverage probabilities), the epistemic distribution of each of the parameters is beta distribution, as derived in Equation 9 . Therefore using the epistemic distribution as derived in Equation 9 , based on Equation 2 the expected reliability lower bound of the composite web service is derived as shown in Equation 29.
E[R sys−lb
Using simple algebraic manipulations, it can be shown that as the number of attempted executions (r 1 , r 2 , r 3 , r 4 and r 5 ) of the individual services to compute the point estimates (R a1 , R a2 ,R ai ,R ht andR rep , respectively), tend to ∞, the expected value of lower bound of the overall reliability of the composite web service tends to the reliability R sys−lb computed at point estimates of the parameters. Similarly, based on Equations and 2 and 3, the variance of the lower bound of reliability of composite web service, due to epistemic uncertainties in the input parameters of the reliability model, is obtained as:
Using simple algebraic manipulations, it can be shown that as the number of attempted executions of the individual services tend to ∞, the variance of lower bound of the overall reliability of the composite web service, due to the epistemic uncertainties in the parameter values, tends to 0.
IV. ANALYTIC-NUMERIC UNCERTAINTY PROPAGATION
Analytic closed-form uncertainty propagation is only possible if the model output is a simple closed form expression of the model input parameters. For complex expressions which cannot be analytically integrated easily, numerical integration can be used to perform the unconditioning integrals explained in Equations 1, 2 and 3.
A. Reliability of a Composite Web Service
The reliability of composite web service as shown in Equation 27 has a complex expression for which the unconditioning integrations become intractable due to large number of variables (dimensions of integration), computational complexity and an expression not amenable to analytic integration.
Assumption of epistemic independence between parameters allows for numeric integration of the independent factors ((i), (ii), (iii) and (iv) in Equation 27) of the expression for reliability, thus simplifying the unconditioning integrations. Using a beta epistemic distribution as derived in Equation 9 , for each of the reliability as well as coverage parameters in Equation 27, based on Equation 2, the expected reliability of the composite web service is computed using Global Adaptive method of numerical integration (a built-in method, supported by NIntegrate function in Mathematica [25] ). The independent factors ((i), (ii), (iii) and (iv) in Equation 27) are numerically integrated using Global Adaptive method, using the point estimates of reliability as well as coverage parameters, provided in [18] . Figure 5 shows the expected reliability of the composite web service. It can be seen that as the number of invocations of each individual service (to compute the reliability of each of the services) is increased, the expected reliability of the composite web service tends to the point estimate of reliability, R sys (which tends to the true value of reliability as the number of invocations of each individual service tends to ∞). In Figure   Fig Similarly, based on Equations 2 and 3, the variance of reliability of the composite web service can be obtained. The variance thus computed tends to 0 as the number of invocations of each service tends to ∞ (indicatingR sys approaching the true value).
B. Probability of a Successful Security Attack
We perform epistemic uncertainty propagation through an attack countermeasure tree (ACT) model, discussed in [16] ,as another illustration of analytic-numeric epistemic uncertainty propagation. We compute the expectation and variance of probability of a successful attack (resetting a BGP session), in presence of imperfect detection and mitigation of attacks. Probability of successful attack, P goal , is given by:
where, p Ai is the probability of an attack event A i , while p Di and p Mi are probabilities of the corresponding detection and mitigation events, respectively. Based on Equation 2 and using the beta density as the epistemic density of each of the input parameters, expectation and variance of P goal due to the epistemic uncertainties in the probabilities of various attack, detection and mitigation events, are computed using Global Adaptive method of numerical integration and NIntegrate function of Mathematica [25] . Figure 6 shows the expectation of P goal , as the number of observations that would have been used to compute the point estimates of the model input parameters, r, is increased. As seen in earlier examples, the expected probability of successful attack, E[P goal ], tends to the point estimateP goal , as the number of observations increase. 
V. SAMPLING BASED UNCERTAINTY PROPAGATION
For dependability models of complex systems, where only analytic-numeric solutions of the model are possible (no closed form expression of the model output possible) or the closedform expression of model output is hard to integrate numerically (complex expression, computation intensive and/or several dimensions of integration), epistemic uncertainty propagation by performing the unconditioning integrations analytically or even numerically may not be possible. Sampling based epistemic uncertainty propagation [5] , [12] , [2] does not require the model output to be a closed-form expression of the input parameters and can be applied to a wide range of model types (from simple non state space models to large state space and even hierarchical models). It acts as a wrapper to already existing stochastic models and their solution techniques and does not need to manipulate or perform complex operations on the basic model and its outputs. After sampling each of the input parameters from their respective distributions, the analytic aleatory model is solved (that captures aleatory uncertainty) to get one sample of the output measure. After repeated sampling of the input vectors, a (large) sample of output measure values is obtained. Statistical analysis of this output vector yields the distribution, expectation, variance and confidence interval of the model output metric, due to the epistemic uncertainties in the model input parameters.
A. Uncertainty propagation: A Stochastic Reward Net Model
We consider uncertainty propagation through the stochastic reward net (SRN) model of the cable modem termination system (CMTS) cluster system consisting of N active nodes and one standby node, described in [11] , as an example to illustrate the applicability of sampling based epistemic uncertainty propagation. The SRN models considers both hardware as well as software failures. Software failures caused due to Mandelbugs and aging-related bugs [4] are considered. Hardware failures are assumed to be automatically detected and repaired. The software failures are assumed to be either automatically detected or manually detected (with some probability). Detection delays as well as time to repair are considered for both hardware and software failures. Switchover (and switchover delays) after failure to the standby node and switch back after repair, are considered in case of both hardware and software failures. For details on the CMTS system and the SRN model, the reader is referred to [11] . The model output metric considered for epistemic uncertainty propagation is capacity oriented availability (COA) which is computed as a ratio of average number of available CMTS nodes to the the total number of CMTS nodes in the cluster.
For the uncertainty propagation through the SRN model of CMTS system without rejuvenation, we assume that the uncertainty in parameter values (epistemic uncertainty) is presented in the form of confidence interval of input parameter values (and not the epistemic distribution of the parameters) and that we do not have direct access to the lifetime data or fault injection experiment data for the system. Hence, the form and parameters of epistemic distribution of each of the input parameters as random variables (in this example assuming epistemic independence) needs to be determined first, as explained in section II, based on the point estimate and the input confidence interval of each parameter.
The point estimates of parameters of the SRN are taken from [11] , while the half width of the 95% two-sided confidence interval of the rate parameters in the model are assumed to at most 10% of the point estimate, the lower limit of 95% upper one-sided confidence interval of the coverage parameter is assumed to be 90% of the point estimate. In order to determine the form and parameters of epistemic distributions of each of the model input parameters as random variables, the number of observations that would have been used to compute the point estimate and the confidence interval of input parameters, are computed to range from 46 to 165. Using the number of observations thus computed, the parameters of the Erlang epistemic density function of each rate parameter and the parameters of beta epistemic density function of the coverage parameter are derived as shown in Equations 7 and 9, respectively.
Once the form and parameters of epistemic density functions are determined, latin hypercube sampling (LHS) is employed and samples are drawn from the epistemic distributions of each of the input parameters as random variables. The number of samples needed from the distribution of each input parameter is determined to be N = 165, largest of all the number of observations that would have been used to compute the point and interval estimates of the input parameters of the aleatory model. To implement the LHS procedure, we use Mathematica's built-in functions RandomReal, Quantile and RandomSample. At each of the N = 165 set of sampled values of the parameters, the SRN model is solved using the software package SPNP [7] , to obtain N values for the model output (capacity oriented availability). Empirical cumulative distribution function (CDF) [23] of the model output measure, is constructed out of the set of N output values thus obtained. Confidence intervals of the model output, due to the epistemic uncertainties in the model input parameters, are computed by choosing the appropriate percentiles from the CDF (for example, values of the model output corresponding to 2.5 th and 97.5 th percentile, provide the limits of the 95% two sided confidence interval of the model output). Figure 7 shows the empirical CDF of the capacity oriented availability of the CMTS cluster system, constructed from the N = 165 values of model output. With the assumed confidence intervals of the Fig. 7 . CDF of COA of the CMTS Cluster System with No Rejuvenation model input parameter values, the expected value of the COA is calculated to be 0.9990776 and the variance is 0.2E − 06. Using the appropriate percentiles from the empirical CDF in Figure 7 , the 95% two-sided confidence interval is computed to be (0.9979764, 0.9997159).
VI. SUMMARY
In this paper, parametric epistemic uncertainty propagation through analytic dependability models of varying complexity, is presented. Closed-form expressions for the distribution function, expected value and variance of of model outputs are derived for cases where the model output is a simple closedform expression of model input parameters. In such cases, the limiting behavior of the CDF, expected value and variance of reliability, is also studied. As the number of observations used to compute the point estimate of model parameter tends to ∞, the variance of model output metric, due to the epistemic uncertainty in the input parameter, tends to zero. The expected value of model output tends to the value at point estimates of the parameters, as number of observations tend to ∞ (the point estimates of parameters being unbiased estimates, tend to the true value as number of observations tend to ∞). The CDF of model output tends to a Heaviside step function in the limiting case. Numerical integration for unconditioning is applied for a complex expression of model output. Suitability of sampling based epistemic uncertainty propagation for large and complex models is illustrated with the help of a large stochastic reward net model with several parameters and only analytic-numeric solution (no closed form expression of model output).
