Abstract
Introduction
Nowadays, digital cameras are playing an important role in our daily life as well as in forensic affairs. However, the sophisticated digital image processing software, such as Photoshop and ACDSee, have made image tampering much easier to operate but harder to detect. Today, splicing operation is widely used under various conditions. Especially in recent years, numerous photos in photography competition are exposed to be synthesized. This urges us to find a ways to distinguish the authentic and tampered photos. In order to solve this problem, digital image forensic technology emerges at a historic moment. As a digital image forensic technology, blind forensic technology is becoming a new hotspot in the field of multimedia security with a wide application prospect because of its advantages of identifying image authenticity and source without relying on any signature extraction or pre-embedded information.
At present, the detection algorithm for image splicing can be roughly divided into two categories: detection algorithm based on authenticity of the local area and detection algorithm based on source inconsistency. The former contains many detection algorithms. Farid [1] used higher-order spectral analysis to analyze the high order coefficient generated by splicing operation, after that Ng et al. [2] used bicoherence along with other features to detect the high order correlation introduced by splicing. Hilbert-Huang transformation, Discrete Cosine Transform and wavelet decomposition were also used in literature [3] [4] [5] . Lipsiz law [6] and phase consistency method [7] can be used to measure the signal smoothness or sharpness according to wavelet coefficients. Hui Fan et al. [8] proposed a blurred image tampering detection method using hommonorphic filtering in dyadic contourlet domain to enhance the blurred edges. Some algorithms also used the illumination direction [9, 10] and image chroma [11] to detect the image.
Approaches based on the consistency of imaging source are based on the fact that natural images are usually obtained through data acquisition devices, which introduce uniform characteristics to the entire image, and henceforth the variation in the local characteristics across the image can be used to detect tampering. The characteristics of the lens [12] , sensor pattern noise [13] , color filter array interpolation [14] [15] [16] , and consistency of camera response function [17, 18] have been used to detect image forgeries.
Shadows provide important visual cues for depth, shape, contact, and lighting in our perception of the world. Shadow as an important feature of the digital image, has already been used in image splicing detection [19, 20] . Methods detecting photographic composites based on shadow geometry and shadow photometry are introduced in literature [19] . Qiguang Liu [20] proposed a framework for detecting tampered digital images based on photometric consistency of illumination in shadows.
The approach proposed in this paper is based on both the assumption that the shadow as well as main body is copied and pasted from another image during forgery and the property that the shadow will not obviously change the surface texture of object. In other words, the shadow areas with their adjacent non-shadow area should have the same or similar texture. So, the texture in the shadow area is not consistent with that in the original lit area in tamper image. Based on the above mentions, this paper presents a method based on texture feature consistency of shadow for image splicing detection. First, we extracted texture features of shadows areas and its adjacent lit areas. Then, the Euclidean distance is used to measure the similarity of texture features. Last, texture features fusion is used to improve performance, robustness, and adaptability. This paper is organized as follows: Section 2 describes the proposed algorithm in details. The valuable experiment results are shown in Section 3. Section 4 concludes this paper.
2. The proposed image splicing detection algorithm based on texture consistency of shadow 2.1. The principle of texture consistency of shadow Shadows contain a wealth of information in digital images. There are many important visual cues of the shadow [21, 22] : a) Shadow is dark but does not significantly change either the color or the texture of the background covered.
b) Shadow is always associated with the object that casts and the behaviour of that object (e.g. if a person opens his arms, the shadow will reflect the motion and the shape of the person). c) Shadow shape is the projection of the object shape on the background. For an extended light source (not a point light source), the projection is unlikely to be perspective. d) Both the position and strength of the light source are known. e) Shadow boundaries tend to change direction according to the geometry of the surfaces on which they are cast.
Our approach takes the advantage of the property that the shadow will not obviously change the surface texture of object. As shown in Figure 1 , the shadow area (S) of the real scene should have the same or similar texture features with adjacent non-shadow area (N). We extract LBP texture feature (see figure 2 ) and difference matrix texture feature (see figure3) of digital images for non-shadow area and shadow area. Figure 3 show that shadow area have the same or similar texture to its adjacent nonshadow area on the same image, called texture consistency of shadow, but textures of shadow area and non-shadow area between the different images are inconsistent.
Image splicing detection algorithm
During image forgery, the shadow as well as main body is copied and pasted from another image. Based on the above characteristics, the texture of shadow area is inconsistent with that of non-shadow area for Mosaic image. Image splicing detection algorithm based on texture consistency of shadow is shown in figure 4 . First, the shadow area and adjacent non-shadow area are extracted, and then texture features are obtained. Last, Calculation of similarity between the textures is applied to decide whether the input image is an original image or a forgery image. 
Texture features
A number of texture features such as Gray-level Co-occurrence Matrix, Local Binary Pattern, Gabor Filtering, and Difference Matrix are used in the proposed algorithm.
Gray-level Co-occurrence Matrix
One of the most popular and powerful ways to describe texture is using of GLCM [23] . It represents an estimate of the probability that a pixel has a gray level intensity g i and a neighboring pixel has an intensity g j , where g [0, 1] b , co-occurrence matrix C is as follows:
where ' x is given by the distance d and offset angle  as follows :
and the same as
The formula (1) can be applied to the image to get a symmetric square matrix. In the gray-level cooccurrence matrix generation process, the maximum distance is set to a pixel, and the direction is set to select each point of the four nearest neighbor. GLCM is based on a point and its four nearest points obtained symbiotic relationship. GLCM reflects the direction, adjacent intervals and change of information of gray image.
Local Binary Pattern
Local Binary Pattern was introduced by Ojala in 1996 [24] for texture classification. Basic LBP operator is a computational efficient operator. Taking each pixel as a threshold, the operator transferred its 3 3  neighborhood into a 8-bit binary code, as shown in Figure 5 . Due to its texture discriminative property and its very low computational cost, LBP is becoming very popular in pattern recognition.
Gabor Filtering
Gabor filtering [23] is a wavelet-based method for texture description and classification. Gabor filters extract local orientation and scale information of the texture. Two-dimensional Gabor function can be expressed as: 
where w is the frequency of bandwidth, x  and y  are gaussian constants along x axis and y axis direction. By scale and orientation transformation based on mother wavelet g(x,y) , you can get a group of auto-correlation filter: For a given image ( , ) I x y , its Gabor wavelet can be defined as: 
* denotes conjugate complex.
Difference Matrix
Differential matrix [23] is expressed as gray change of image pixels in their neighborhood. A texture element of 3 3  neighborhood of pixels is shown in Figure  6 . 
A are four matrix of the differential matrix of the four directions, respectively.
Texture feature fusion
Because of the shortcomings of the texture descriptor itself, complexity and uncertainty of Realistic scenes, detection results are often not very ideal when using a single texture features for image splicing detection. Therefore, it is necessary to fuse a variety of texture features description together in the local regional authenticity of blind image detection. On one hand, since the characteristics of different textures in different scenes have different performance, the fusion of different texture features helps to widen the scope of application of the algorithm, and improve the accuracy of detection. On the other hand, when using different texture features in the image splicing detection, if a texture feature is missing, you can set weight of this texture zero, other features will be used to obtain the correct result. This can improve not only the detection accuracy but also the robustness and the adaptability of the algorithm.
The texture feature fusion process is shown in figure 7 . First, because some texture feature descriptions may have great dimensions, principal component analysis for dimensionality reduction of texture features is introduced in order to reduce computational complexity. Second, because texture characteristic value ranges are very different, features are normalized in order to avoid large similarity deviations caused by direct calculation of characteristic vectors. Third, the Euclidean distance is used to measure the similarity of characteristics: (10) where S V corresponds to feature vector of shadow area, and N V corresponds to feature vector of non-shadow area. Finally, the linear combination of several Euclidean distances as criterion functions for authenticity of images is shown in formula (11). 
Results and discussion
Some experiment images are selected from CASIA tampered image detection evaluation database [25] , and others are collected by authors. All experiment images are saved in JPEG format. The shadow area and lit area of image are extracted by hand. Four texture features are computed, which are GLCM, Gabor filtering with its center frequency set to 0.2 and its range of the direction of   0  ， , LBP local binary patterns, and differential matrix. In order to improve the detection rate and reduce the complexity of the algorithm, principal component analysis (PCA) is applied to reduce the dimensionality of texture features. Features with more than 85% of the contribution to image are selected as main components to achieve balance of efficiency and performance. Images shown in Figure 8 for testing scenarios include different categories, such as grass, pavement and other different types of scenes. Figure 8 table 1 and table 2 . From the experimental data, we can found that some texture features such as Gabor features are insufficient to distinguish between real image and tamper image. In order to enhance the ability of texture descriptors to distinguish between real image and tamper image and improve the accuracy of each experiment, we made a fusion of different texture features. From experiment results shown in table1 and table 2, we know that the gray level cooccurrence matrix has the strongest ability to distinguish between different textures. So GLCM is assigned as a larger weight 1  = 0.4, whereas the LBP features and differential matrix feature are set to relatively small weight 2  = 0.3 and 3  = 0.2, and the weight of Gabor filter features is set as 4  = 0.1.
The Euclidean distances of real images shown in Figure 8 
Conclusion
This paper first introduces the concept of texture consistency of shadow, then proposes a detailed algorithm based on texture consistency of shadow for image splicing detection. Several texture features are fused to improve performance. Experimental results show that the algorithm is simple and effective. However, there are some shortcomings in the experiment and disadvantages, such as manually selecting the shadow and non-shadow extraction areas and setting fusion weights set according to experience. In the future, the authors will continue to optimize the algorithm and further improve the applicability and intelligent process of the algorithm.
