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ABSTRACT 
A DC motor is one of the most useful types of electrical motors and can be found in a 
variety of applications. However, it is well-known that there may exist a disturbance 
torque that acts on the motor shaft. Knowledge of that disturbance torque can be used to 
maintain good performance and stability. Unfortunately, direct measurement can be 
difficult and high in cost. In this case, an observer-based estimator can be designed to 
generate an estimate of the disturbance torque without the use of expensive sensors. A 
good estimator not only produces an appropriate estimate but also ensures that the 
estimate is insensitive to other factors such as noise or uncertainty. The estimator design 
is conducted in discrete time for direct implementation. All of the estimator designs are 
tested in a Hardware-in-loop (HIL) test bench under different load disturbance torque 
conditions and their performances are compared.  
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CHAPTER 1  
INTRODUCTION 
 
It is generally known that a DC motor is one of the most useful types of electrical motors 
in the world. Its widespread use in a variety of fields results from some advantages over 
an AC motor. To begin with, a DC motor is designed to operate directly from a 
rechargeable battery, a solar cell or some other direct current power sources. In 
comparison with the control of an AC motor, speed control of a DC motor can be 
achieved much more easily. In addition, a DC motor is better suited for some precision 
motion control applications such as robots and disk drives. In the automotive sector, it is 
always used for valve control, window operation, and seat adjustment. 
Since a real system is not ideal, it can be said that there always exists some inherent or 
external factors that affect the system process. For a DC motor, the disturbance torque 
acting on the shaft is one of the major factors. This disturbance torque can have an impact 
on the performance or the stability of a DC motor drive system. Thus, knowledge of the 
disturbance torque can provide a significant contribution to the design of a controller for a 
DC motor.   
 
In the thesis, an observer-based disturbance torque estimator in discrete time is presented. 
By incorporating a state observer in the estimator, disturbance torque estimation can be 
achieved while also satisfying other performance or robustness requirements. 
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1.1 Disturbance Torque Estimation  
As mentioned previously, the disturbance torque acting on the shaft will affect the system 
dynamics. Increasing or decreasing the disturbance torque will lead to a corresponding 
change of the armature current. A block diagram of a DC motor drive system is shown in 
Figure 1-1.  
Controller
Electrical
Dynamics
Kt
d
Mechanical
Dynamics
Kv
refI aI m

tV
- -
-
 
Figure 1-1 A DC Motor Drive System 
 
It can be seen that the armature current is the controlled variable in the DC drive shown in 
Figure 1-1. For the purpose of maintaining a constant current as the reference, the 
knowledge of the disturbance torque is important and necessary. If the disturbance torque 
is estimated, the controller can take into account this variation and generate a 
corresponding control input to compensate for any changes. In comparison to the case 
where the disturbance torque is unavailable, the controller has a quicker reaction and 
better performance. As a result, the DC motor drive system can be designed to be robust 
to the variations in the load disturbance torque. However, direct measurement of the 
disturbance torque with a sensor is not feasible since it will increase the cost of the overall 
system. Hence, estimation is a feasible and effective means of use under these 
circumstances.  
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Figure 1- 2 A General Layout of the System with a Disturbance Torque Estimator 
 
Figure 1-2 refers to a general layout of the system with a disturbance torque estimator. It 
is noted that the structure of the disturbance torque estimator is formed by a full-order 
state observer followed by a calculator. The state observer can deliver an appropriate 
estimation of the state variables of the plant model. Based on the estimated state variables, 
the disturbance torque estimation can be generated via a calculator.  
 
In addition to the estimation of the disturbance torque, the estimator is capable of 
satisfying other requirements due to the incorporation of the state observer. Considering 
various optimization criteria in the state observer design, the overall estimator can be 
designed to realize desired performance or robustness requirements and generate an 
estimate simultaneously.  
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1.2 Design in Discrete-Time  
It is well-known that most of the hardware controllers in use nowadays are digital devices. 
This leads to a significant advantage of design in discrete-time over design in 
continuous-time. By comparison, design in discrete-time provides a solution to the 
problem that can be directly implemented in modern digital controllers. This is a result of 
the fact that design in discrete time does not require discretization. This allows for the use 
of low-cost computers that reduce the overall cost of the system. Moreover, avoiding the 
degradation associated with discretizing a continuous-time design may result in an 
improvement in the system performance. 
  
Although design in discrete-time may share some similarity with that in continuous-time, 
in some cases these two parallel developments still have a lot of differences. For example, 
only the plant model in discrete-time design needs to be discretized whereas the final 
observer design in continuous-time design needs to be discretized prior to implementation. 
Different solutions will also be presented for the design of the observer in the disturbance 
torque estimator.  
1.3 Literature Review  
By recognizing that a full-order steady-state observer is used in the estimator scheme, it 
can be stated that the observer design is of great importance. The state observer is 
designed to deliver estimates of state variables by means of an observer gain that is to be 
designed. Based on various criteria, a state observer can be designed to deal with the 
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effect of internal or external factors in a real physical system while also generating state 
estimations. In other words, the disturbance torque estimator that incorporates an observer 
contains an inherent freedom of design where some performance or robustness 
requirements can be satisfied.  
 
In [1], three schemes for the design of a disturbance torque estimator for a DC drive are 
developed. In order to incorporate disturbance torque into the plant model, a solution is 
presented by extending the classical state observer. Two approaches are presented to 
realize that extension: one is to treat the disturbance torque as an unknown input and the 
other is to define it as a state variable. Regardless of which approach is used, they both 
assume that the disturbance torque is a constant or nearly constant value. In addition, the 
state observer constructed in the estimator scheme is a Luenberger observer, which is 
designed for a nominal plant model. As a result of these restrictions, this type of estimator 
is not applicable for implementation in a real physical system. 
 
Taking into account that noise and uncertainty are unavoidable occurrences for a real 
physical system, the observer design should consider these effects within some 
optimization criteria. Over the past few years, many optimization criteria and methods 
have been proposed in literature. Solutions for both continuous-time systems and 
discrete-time systems have been developed.  
 
In order to minimize the effect of undesirable white noise from the estimation, [2],[3] 
presents a Kalman filter design in discrete time. Two basic requirements are considered in 
the filter algorithm. One is to keep the expected value of the estimation equal to the 
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expected value of the state. Another is that the estimation varies from the state as little as 
possible. Based on those two design requirements, the overall filter design is formulated 
by three equations: a filter state equation, a discrete time Riccati equation (DARE), and a 
filter gain equation. It is noted that a recursive structure is applied to update the solution 
of the DARE every sampling period.  
 
Apart from noise, model uncertainty is another common factor which affects the system 
process. Attenuation of model uncertainties receives much attention in observer design. 
One such a filter scheme is discussed in [4] and [5] known as the H∞ filter. Instead of 
minimizing the variance of the estimation error, the H∞ filter emphasizes the minimization 
of the worst case estimation error. The desired robustness to model uncertainty can be 
achieved by constraining the H∞ norm of the transfer function from the uncertainty to the 
error in estimation. This can be done by using a filter gain that is calculated from the 
solution of a DARE. Some other designs for robust estimation are presented in [6], [7], 
and [8]. 
 
In some practical applications, the system is subjected to both white noises and model 
uncertainties. Thus a question arises as to how an estimator design could be conducted to 
satisfy noise rejection and uncertainty attenuation. In this case, a H∞ Gaussian filter is 
designed in [9] via a game theory methodology. By introducing a selection parameter γ, 
the filter can achieve optimal state estimation that balances noise rejection and 
uncertainty attenuation. Other methods and approaches are also proposed in [10], [11], 
and [12] to solve this multi-objective problem.  
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Although the filter design introduced previously can deal with white noises, model 
uncertainties or both, none of them places emphasis on delivering the most accurate 
estimation of the disturbance torque. Using the H∞ filter as an example, the algorithm 
aims to minimize (constrain) the sensitivity of the estimation error to model uncertainties 
while ignoring the sensitivity to the disturbance torque. As a result, accurate estimation is 
not guaranteed since the algorithm only places focus on suppressing model uncertainties. 
In order to accomplish this task, a combined multi-objective filter design is conducted in 
[13]. A new measurement called the H_ index is utilized for the purpose of maximizing 
the sensitivity of a signal. Some other examples of similar design are presented in [14], 
[15], and [16]. 
1.4 Research Objective 
The main goal of this thesis is to design a disturbance torque estimator in discrete time. 
The overall estimator design consists of a discrete-time state observer and a discrete-time 
disturbance torque calculator.  
 
The following discrete-time state observers are discussed in the thesis: 
(1) Luenberger observer 
(2) Kalman observer 
(3) H∞ observer 
(4) Mixed H2/H∞ observer 
(5) H_ / H∞ observer 
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1.5 Thesis Outline 
The thesis is organized as follows: 
 
Chapter 2 provides a theoretical background of a general observer design in discrete time. 
Different algorithms or criteria utilized for the observer design are introduced in detail.  
 
Chapter 3 discusses the design of a general disturbance torque estimator for a DC motor 
drive system in discrete time. Applications of different observer designs into the 
estimation scheme are detailed as well.  
 
Chapter 4 presents a configuration of the Hardware-in-the-loop testbench used to test the 
estimator designs which includes the configurations of major physical components and 
the software used for real-time simulation.  
 
Chapter 5 shows the test results of the disturbance torque estimator with the use of the 
HIL testbench. Based on the different observers incorporated into the estimator, the test 
results are analyzed.  
 
Chapter 6 concludes this thesis. Some ideas about the improvement of the estimator 
designs and future work are presented. 
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CHAPTER 2  
THEORETICAL BACKGROUND 
2.1 Definitions of Norms 
Prior to the observer design in discrete-time, some definitions associated with the criteria 
or algorithm of the observer will be introduced first. In [4], [5], [13], and [14], the H2 
norm, the H∞ norm, and the H_ index will be defined as follows: 
 
For a discrete-time transfer matrix 𝐺 𝑧 ∈ ℛℋ2, the H2 norm can be defined as 
 𝐺 2 =  
1
2𝜋
 Trace 𝐺~ 𝑒𝐽𝜃  𝐺(𝑒𝐽𝜃 ) 
2𝜋
0
𝑑𝜃. 
where ℛℋ2 is the space of all strictly proper and real rational matrix transfer functions 
For 𝐺 𝑧 ∈ ℛℋ∞ , the H∞ norm can be defined as 
 𝐺 ∞ = supθ∈ 0,2𝜋 𝜎  𝐺(𝑒
𝐽𝜃 ) . 
where ℛℋ∞  is the space of all proper and real rational matrix transfer functions 
The H_ index of G on the whole unit circle can be defined as 
 𝐺 −
 0,2𝜋 = infθ∈ 0,2𝜋 𝜎  𝐺(𝑒
𝐽𝜃 ) . 
The H_ index of G over a finite frequency range  𝜃1, 𝜃2  can be defined as 
 𝐺 −
 𝜃1,𝜃2 = inf
θ∈ 𝜃1,𝜃2 
𝜎  𝐺(𝑒𝐽𝜃 )  
The H_ index of G at zero frequency (𝜃 = 0) can be defined as 
 𝐺 −
 0 = 𝜎 𝐺(1)  
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2.2 Observer Design in Discrete-Time 
 
Observers are desirable in many situations in engineering. As mentioned previously, state 
variables of a system are not necessarily available. Hence, a state observer provides a 
feasible approach to estimate or observe these state variables. In addition to achieving 
estimation, a good algorithm of a state observer can help to avoid the degradation of the 
estimation of the state variables in a real practical system.  
 
Consider a state space model in continuous time 
 𝑥 𝑡 = 𝐴𝑥 𝑡 + 𝐵𝑢(𝑡) ( 2-1 ) 
 𝑦 𝑡 = 𝐶𝑥 𝑡  
 
 
Since all the designs are conducted in discrete-time, a discrete-time representation of the 
state space model can be given as  
 𝑥 𝑘 + 1 = 𝐺 𝑇 𝑥 𝑘 + 𝐻 𝑇 𝑢 𝑘  
𝑦 𝑘 = 𝐶𝑥 𝑘  
( 2-2 ) 
   
where                    𝐺 𝑇 = 𝑒𝐴𝑇 ,   𝐻 𝑇 = ( 𝑒𝐴𝜆𝑑𝜆
𝑇
0
)𝐵 
 
It is noted that G(T), H(T) are matrices that depend on the sampling period T. With a fixed 
sampling period T, the state space model of a system in discrete time can be represented 
as 
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘  ( 2-3 ) 
 𝑦 𝑘 = 𝐶𝑥 𝑘   
For any linear, time-invariant, discrete-time, system, a general observer model [17] can be 
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developed with the assumption that the pair (G, C) is observable: 
 𝑥  𝑘 + 1 = 𝐺𝑥  𝑘 + 𝐻𝑢 𝑘 + 𝐿[𝑦 𝑘 − 𝑦 (𝑘)] ( 2-4 ) 
 𝑦  𝑘 = 𝐶𝑥  𝑘   
where L is the observer gain matrix. A system with a state observer in discrete-time is 
shown in Figure 2-1. 
 
It can be seen in Figure 2-1 that there exists a correction term 𝐿[𝑦 𝑘 − 𝑦 (𝑘)] in the 
observer structure. This additional term plays a significant role in the observer dynamics 
since the difference between the measurement output and estimation output with the 
observer gain can help to improve the performance of the observer.  
 
Figure 2- 1 System with a State Observer in Discrete-Time 
                                
2.3 Luenberger Observer 
 
The Luenberger observer[18], [19] is the most basic and simplest observer design due to 
the assumption that there are no internal or external factors affecting the system. Thus, the 
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behavior of the Luenberger observer depends solely on the nominal plant model. The 
objective of the Luenberger observer is to make the behavior of the error in estimation 
faster than the behavior of the system response. The pole-placement[17] approach gives a 
solution to achieve this goal. 
 
The error in estimation is defined as the difference between real state x(k) and estimated 
state 𝑥 (𝑘) 
𝑒 𝑘 = 𝑥 𝑘 − 𝑥 (𝑘) 
The error dynamics can be obtained by subtracting the state equation of the observer 
model from the system model 
 𝑒 𝑘 + 1 = 𝑥 𝑘 + 1 − 𝑥  𝑘 + 1  ( 2-5 ) 
                     = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 − 𝐺𝑥  𝑘 − 𝐻𝑢 𝑘 − 𝐿[𝑦 𝑘 − 𝑦 (𝑘)]  
          = 𝐺 𝑥 𝑘 − 𝑥  𝑘  − 𝐿 𝐶𝑥 𝑘 − 𝐶𝑥  𝑘  
=  𝐺 − 𝐿𝐶 [𝑥 𝑘 − 𝑥  𝑘 ] 
 
 =  𝐺 − 𝐿𝐶 𝑒(𝑘)  
It can be noted in Equation 2-5 that the behavior of the error dynamics is determined by 
the eigenvalues of the matrix (G-LC) which can be treated as the poles of the observer. 
Then faster error dynamic behavior can be achieved by placing the poles of the observer 
in some desirable location within the unit circle. When the desirable observer poles are 
selected, a corresponding observer gain can be determined from the characteristic 
equation of the error dynamics equations. With the use of that appropriate observer gain L, 
the estimated state 𝑥 (𝑘) will converge to the real state x(k) in an adequately quick speed 
and thus fast error dynamics can be achieved. 
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2.4 Kalman Observer 
It is generally known that useful information is always affected by white noise in a real 
physical system. In this case, the Kalman observer[2],[20] is one of the most well-known 
filter to solve this problem. The algorithm of the observer is designed to minimize the 
effect of white noise appearing in the process or measurement branch and retain the 
useful information.  
    
Consider a liner discrete-time system given as follows 
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 + 𝑤(𝑘) ( 2-6 ) 
𝑦 𝑘 = 𝐶𝑥 𝑘 + 𝑣(𝑘) 
where w(k), 𝑣 𝑘  denotes process noise and measurement noise, respectively. It is 
assumed that these white noises are zero-mean, uncorrelated and have known covariance.  
 
The criteria of the Kalman observer is to minimize the H2 norm[20] of the expected value 
of the estimation error, which can be formulated as a cost function 𝐽 = 𝐸[𝑒𝑇 𝑘 𝑒(𝑘)], 
where E[] means the expected value. 
The cost function Jk can be minimized by means of a steady-state observer gain matrix 
𝐿𝐾𝐷 
 𝐿𝐾𝐷 = 𝐺𝑃𝐶
𝑇 𝐶𝑃𝐶𝑇 + 𝑅 −1 ( 2-7 ) 
where P is the covariance of the estimation error, which can be calculated from a 
steady-state discrete-time algebraic Riccati equation(DARE)  
 
 𝑃 = 𝐺𝑃𝐺𝑇 − 𝐺𝑃𝐶𝑇  𝐶𝑃𝐶𝑇 + 𝑅 −1 𝐶𝑃𝐺𝑇 + 𝑄 ( 2-8 ) 
[CHAPTER 2]                                                                                           
 
14 
 
and Q, R are known matrices that represent the covariance of process noise and 
measurement noise, respectively. 
 
2.5 H∞ Observer 
In industrial problems, accurate system models are not always available due to the 
existence of some uncertainties. Under this circumstance, a robust observer that can 
tolerate model uncertainties gains much attention. An H∞ observer [7],[20] is designed 
specifically to solve this robustness problem.  
 
The state space model of the system can be given as 
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 + 𝑤 𝑘  
 
( 2-9 ) 
𝑦 𝑘 = 𝐶𝑥 𝑘 + 𝑣(𝑘) 
𝑧 𝑘 = 𝐶1𝑥 𝑘  
where 𝑤 𝑘 , 𝑣(𝑘) are the uncertainty terms and 𝑧 𝑘  is the signal to be estimated. 
 
In contrast to the criteria of the Kalman observer that the expected value of the covariance 
of the estimation error is minimized, the H∞ observer places focus on minimization of the 
worst-case estimation error. The objective of an H∞ observer is to estimate 𝑧 𝑘  and 
minimize the following cost function J∞. However, direct minimization is very difficult to 
realize, so instead a performance upper-bound γ is chosen such that the cost function can 
satisfy the following inequality  
 
𝐽∞ = lim
𝑁→∞
  𝑧 𝑘 − 𝑧 (𝑘) 2
2𝑁−1
𝑘=0
 ( 𝑤(𝑘) 2
2𝑁−1
𝑘=0 +  𝑣(𝑘) 2
2)
≤ 𝛾2  
( 2-10 ) 
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This can be done by solving the following steady-state discrete algebraic Riccati equation 
(DARE)  
 𝑃 = 𝐺𝑃𝐺𝑇 − 𝐺𝑃[ 𝐶𝑇𝑅−1𝐶 − 𝛾−2𝑆 −1 + 𝑃]−1𝑃𝐺𝑇 + 𝑄 ( 2-11 ) 
where P is the stabilizing solution to the DARE, and R, S, Q are symmetric, 
positive-definite matrices chosen as a design parameter. 
 
The observer gain matrix 𝐿𝐻𝐼𝐷  can be calculated using the following formula 
 𝐿𝐻𝐼𝐷 = 𝑃[𝐼 − 𝛾
−2𝑆𝑃 + 𝐶𝑇𝑅−1𝐶]−1𝐶𝑇𝑅−1 ( 2-12 ) 
 
2.6 Mixed H2/H∞ Observer 
There is a possibility that the system is subjected to both white noise and model 
uncertainty. However, the Kalman observer is designed specifically to cope with a 
stochastic signal with known power spectral density while the H∞ observer is only 
designed to solve the robustness problems. Thus, an observer that can satisfy these two 
requirements is hence of great interest. A mixed H2/H∞ observer[9],[10] in discrete time 
derived from the Nash game is proposed to resolve this problem. The algorithm of the 
observer considers a constrained optimization problem formulated by two coupled 
discrete algebraic Riccati equation (DARE). A steady-state filter gain matrix can be given 
based on the solution to these two DARE. 
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The state space model of the system can be written as: 
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 + 𝐻0 𝑘 𝑤0 𝑘 + 𝐻1 𝑘 𝑤 𝑘  ( 2-13 ) 
𝑦 𝑘 = 𝐶𝑥 𝑘 + 𝐷20𝑤0 𝑘  
𝑧 𝑘 = 𝐶1𝑥(𝑘) 
 
𝑧0 𝑘 = 𝐶0𝑥(𝑘) 
 
Based on the general structure of an observer design, a mixed H2/H∞ observer is described 
as: 
 
 𝑥  𝑘 + 1 = 𝐺𝑥  𝑘 + 𝐻𝑢 𝑘 + 𝐿𝑀𝐷[𝑦 𝑘 − 𝐶2𝑥 (𝑘)] ( 2-14 ) 
𝑧 𝑘 = 𝐶1𝑥 (𝑘) 
 
𝑧 0 𝑘 = 𝐶0𝑥 (𝑘) 
 
 
The steady-state observer gain matrix 𝐿𝑀𝐷  is designed to guarantee that the error 
𝑒 𝑘 = 𝑧 𝑘 − 𝑧 𝑘  and 𝑒0 𝑘 = 𝑧0 𝑘 − 𝑧 0 𝑘  is minimized, respectively.  
 
Prior to formulating the discrete-time mixed H2/H∞ observer problem, two cost functions 
considering H∞  optimization and H2 optimization are defined as: 
 
 𝐽1 𝐹, 𝑤, 𝑤0 = γ
2 𝑤 𝑃
2 −  𝑒 𝑃
2  ( 2-15 ) 
𝐽2 𝐹, 𝑤, 𝑤0 =  𝑒0 𝑃
2  
 
 
where F represents an admissible observer:  
𝑦(𝑘)
𝑢(𝑘)
 →  
𝑧 (𝑘)
𝑧 0(𝑘)
  
 
 
Then a discrete-time mixed H2/H∞ observer problem can be formulated as the following 
two inequalities[10] : 
 𝐽1 𝐹∗ , 𝑤∗ , 𝑤0 ≤ 𝐽1 𝐹∗ , 𝑤 , 𝑤0  ( 2-16 ) 
𝐽2 𝐹∗ , 𝑤∗ , 𝑤0 ≤ 𝐽1 𝐹, 𝑤∗ , 𝑤0  
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The objective of a discrete-time mixed H2/H∞ observer is to design an admissible F in the 
form of Equation 2-14 such that the two inequalities are satisfied. Two coupled discrete 
algebraic Riccati equations are developed to characterize the problem: 
 
 𝑃1 = 𝐺 
𝑇𝑃1𝐺 + γ
−2𝐺 𝑇𝑃1𝐻1(𝐼 − γ
−2𝐻1
𝑇𝑃1𝐻1)
−1𝐻1
𝑇𝑃1𝐺 
+ C1
𝑇𝐶1 
 
( 2-17 ) 
𝑃2 = 𝐺𝐹𝑃2𝐺𝐹
𝑇 −  𝐻0𝐷20
𝑇 + G𝐹𝑃2𝐶2
𝑇 (𝑅0 + 𝐶2𝑃2𝐶2
𝑇)−1 𝐻0𝐷20
𝑇 + 𝐺𝐹𝑃2𝐶2
𝑇 𝑇 + 𝐻0𝐻0
𝑇 
 
 
where                   𝐼 − γ−2𝐻1
𝑇𝑃1𝐻1 > 0,    𝑅0 + 𝐶2𝑃2𝐶2
𝑇 > 0 
 
𝐺 = 𝐺 + 𝐿∗𝐶2,    ∆1=  𝐼 − γ
−2𝐻1𝐻1
𝑇𝑃1  
 
𝐺𝐹 =  𝐼 + γ
−2𝐻1𝐻1
𝑇𝑃1∆1
−1 𝐺 + γ−2𝐻1𝐻1
𝑇𝑃1∆1
−1𝐿∗𝐶2 
 
 
If there exist stabilizing solutions P1 ≥ 0 and P2 ≥ 0, an observer gain matrix 𝐿𝑀𝐷 can 
be obtained as: 
 𝐿𝑀𝐷 =  𝐺𝐹𝑃2𝐶2
𝑇 + 𝐻0𝐷20
𝑇  (𝑅0 + 𝐶2𝑃2𝐶2
𝑇)−1 ( 2-18 ) 
By using the observer gain matrix 𝐿𝑀𝐷, the mixed H2/H∞ observer can find a trade-off 
between noise rejection and uncertainty attenuation.  
 
2.7 H_/H∞ Observer 
Apart from removing the effect of some undesirable factors, there should be a treatment 
of the signal that we place focus on. Thus a question arises that if a multi-objective 
criteria can be developed to maximize the sensitivity to the signal to be estimated and 
constrain the sensitivity to the undesirable signal. In this case, a multi-objective H_/H∞ 
observer[14], [16] is conducted to accomplish this target.  
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The state space model used for the observer design can be written as: 
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 + 𝐻𝑑 𝑘 𝑑 𝑘 + +𝐻𝑓 𝑘 𝑓 𝑘  ( 2-19 ) 
𝑦 𝑘 = 𝐶𝑥 𝑘 + 𝐷𝑑𝑑(𝑘) + 𝐷𝑓𝑓 𝑘  
where 𝑑 𝑘  and 𝑓 𝑘  represents the disturbance signal and fault signal, respectively. 
Depending on the specific situation, they can be modeled as different types of signals.  
 
By taking the z transform of Equation 2-19, we get the following input/output equation of 
the system 
 𝑦 𝑘 = 𝐺𝑢𝑢 𝑘 + 𝐺𝑑𝑑 𝑘 + 𝐺𝑓𝑓 𝑘  ( 2-20 ) 
where 𝐺𝑢 , 𝐺𝑑 , 𝐺𝑓  are transfer matrices and their state space realizations are 
 
  
d f
u d f
d f
G H H H
G G G
C D D D
 
     
 
 
 
( 2-21 ) 
Since 𝐺𝑢 , 𝐺𝑑 , 𝐺𝑓  share the same G and C, a left coprime factorization[4] can be given 
  Gu, Gd ,Gf  = 𝑀
−1 Nu, Nd ,Nf   ( 2-22 ) 
where  𝑀, Nu, Nd ,Nf  = 
d d f f
d f
G LC L H LD H LD H LD
C I D D D
    
 
 
 
and L is a gain matrix such that G+LC is stable. 
 
Without loss of generality, the following structure is used for the observer design: 
 𝑟 = 𝑄 𝑀𝑦 − 𝑁𝑢𝑢 = 𝑄 𝑀 𝐺𝑢𝑢 + 𝐺𝑑𝑑 + 𝐺𝑓𝑓 − 𝑁𝑢𝑢  ( 2-23 ) 
= 𝑄 𝑀 𝑀−1𝑁𝑢𝑢 + 𝑀
−1𝑁𝑑𝑑 + 𝑀
−1𝑁𝑓𝑓 − 𝑁𝑢𝑢  
= 𝑄𝑁𝑑𝑑 + 𝑄𝑁𝑓𝑓 = 𝐺𝑟𝑑𝑑 + 𝐺𝑟𝑓𝑓 
[CHAPTER 2]                                                                                           
 
19 
 
Where r is a residual vector for detection and Q is a free stable matrix to be designed. 
Then, a multi-objective criteria can be defined as to design a Q such that 𝐺𝑟𝑑  is 
constrained by a rejection level γ and  𝐺𝑟𝑓 −
 is maximized, i.e.[14] 
 max
Q∈ℛℋ∞
  𝑄𝑁𝑓 −
:     𝑄𝑁𝑑 ∞ ≤ γ   
( 2-24 ) 
 
Prior to the design of an appropriate Q, a matrix V can be defined as  
 1/2
0 0 0
1/2
[( ) ( ) ]T Td d d d
d
G L C G L C PC H L D D R
V
C R
    
  
  
 
( 2-25 ) 
 
where 𝑅𝑑 = 𝐶𝑃𝐶
𝑇 + 𝐷𝑑𝐷𝑑
𝑇 , 𝐿0 = −(𝐺𝑃𝐶
𝑇 + 𝐻𝑑𝐷𝑑
𝑇)𝑅𝑑
−1 and P can be solved using 
the following discrete algebraic Riccati equation (DARE). 
 
 𝑃 = 𝐺𝑃𝐺𝑇 −  𝐺𝑃𝐶𝑇 + 𝐻𝑑𝐷𝑑
𝑇 𝑅𝑑
−1 𝐷𝑑𝐻𝑑
𝑇 + 𝐶𝑃𝐺𝑇 
+ 𝐻𝑑𝐻𝑑
𝑇  
( 2-26 ) 
 
 Using the inequality  𝐴𝐵 − ≤  𝐴 ∞ 𝐵 −, the multi-objective criteria in Equation 2-24 
can be rewritten as  
 
  𝑄𝑁𝑓 −
=  𝑄𝑉𝑉−1𝑁𝑓 −
≤  𝑄𝑉 ∞ 𝑉
−1𝑁𝑓 −
 ( 2-27 ) 
 𝑄𝑁𝑓 −
≤  𝑄𝑁𝑑 ∞ 𝑉
−1𝑁𝑓 −
≤ γ 𝑉−1𝑁𝑓 −
 
 
Thus, max   𝐺𝑟𝑓 −
:     𝐺𝑟𝑑 ∞ ≤ γ   
= max   𝑄𝑁𝑓 −
:     𝑄𝑁𝑑 ∞ ≤ γ  = γ 𝑉
−1𝑁𝑓 −
 
( 2-28) 
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and a multi-objective observer can be carried out in the following form 
 𝑟 = 𝑄𝑜𝑝𝑡  𝑀  − 𝑁𝑢   
𝑦
𝑢
 = γ𝑉−1 𝑀  − 𝑁𝑢   
𝑦
𝑢
 = ( 2-29 ) 
0 0 0
1/2 1/2 1/2
d d d
G L C L B L D
R C R R D
   
   
  
 
 
 
In other words, an H_/H∞ observer can be developed as  
 𝑥  𝑘 + 1 = 𝐺𝑥  𝑘 + 𝐻𝑢 𝑘 + 𝐿0 𝐶𝑥  𝑘 − 𝑦 𝑘   ( 2-30 ) 
𝑟 𝑘 = 𝛾[𝑅𝑑
−
1
2(𝑦 𝑘 − 𝑦 (𝑘))] 
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CHAPTER 3  
DISCRETE-TIME DISTURBANCE TORQUE ESTIMATOR 
DESIGN 
3.1 State Space Model of a DC Motor in Discrete-Time 
In the thesis, the disturbance torque estimator is applied to a DC motor drive system. 
Figure 3-1 illustrates an electro-mechanical model of a DC motor. 
 
Figure 3- 1 DC Motor Model 
 
It can be seen that the electric circuit of a DC motor consists of the drive voltage 𝑉𝑡 , the 
armature resistance 𝑅𝑎 , the armature inductance 𝐿𝑎 , and the back emf voltage 𝑉𝑏 . Due 
to the fixed field in a PMDC, the electrical dynamics can be represented as  
 
𝑉𝑡 = 𝑅𝑎𝐼𝑎 + 𝐿𝑎
𝑑𝐼𝑎
𝑑𝑡
+ 𝑉𝑏  
( 3-1 ) 
 
where 𝑉𝑏 = 𝐾𝑣𝜔𝑚  and opposes the drive voltage  𝑉𝑡[21], By substituting the back emf 
voltage with its representation of motor speed, the electrical equation of a DC motor 
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model can be formulated as 
 
𝑉𝑡 = 𝑅𝑎𝐼𝑎 + 𝐿𝑎
𝑑𝐼𝑎
𝑑𝑡
+ 𝐾𝑣𝜔 
( 3-2 ) 
 
Since a DC motor is an electro-mechanical device, the modeling of the mechanical 
behavior is also important. By using Newton’s laws, the mechanical equation of a DC 
motor can be written as 
 
𝐾𝑡 𝐼𝑎 = 𝐽𝑚
𝑑𝜔𝑚
𝑑𝑡
+ 𝐵𝑚𝜔𝑚 + 𝜏𝑑  
( 3-3 ) 
 
Note that 𝐾𝑡𝐼𝑎  stands for a mechanical torque generated by the motor. 
 
Based on Equation 3-2 and Equation 3-3, the state space model of a DC motor can be 
written as 
 𝑥 𝑡 = 𝐴𝑥 𝑡 + 𝐵𝑢(𝑡) ( 3-4 ) 
𝑦 𝑡 = 𝐶𝑥 𝑡  
where  
𝑥 =  
𝐼𝑎
𝜔𝑚
 ,   𝑢 = 𝑉𝑡 ,   𝑦 = 𝐼𝑎  
 
𝐴 =
 
 
 
 −
𝑅𝑎
𝐿𝑎
−
𝐾𝑣
𝐿𝑎
𝐾𝑡
𝐽𝑚
−
𝐵𝑚
𝐽𝑚  
 
 
 
, 𝐵 =  
1
𝐿𝑎
0
 , 𝐶 =  1 0  
 
 
It is noted that the state space model is a nominal plant model, which does not include the 
load disturbance torque 𝜏𝑑  or any other factors. Those factors will be incorporated into 
the system model in order to satisfy the specific requirements of the observer design. The 
armature current is defined as the only measurement output of the system due to the high 
cost of an encoder for speed measurement.  
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For the purpose of facilitating the design in discrete time, it is necessary to discretize the 
state model. Using a sampling period T, the state space model can be rewritten as  
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢(𝑘) ( 3-5 ) 
𝑦 𝑘 = 𝐶𝑥(𝑘) 
where 𝐺 = 𝑒𝐴𝑇 ,   𝐻 =   𝑒𝐴𝜆𝑑𝜆
𝑇
0
 𝐵 = (𝑒𝐴𝑇 − 𝐼)𝐴−1𝐵 
 
Since the DC motor model will be used for the state observer design, the observability of 
the plant should be considered first. As mentioned previously, the system is completely 
observable if the following matrix has full column rank.  
 
11 12
1 0C
G GCG
  
   
   
 
( 3-6 ) 
where 𝐺11 , 𝐺12  are the elements in the first row in matrix G.  
 
It can be seen clearly in Equation 3-6 that the observability matrix has the full column 
rank. Hence, the state variables of the DC motor x(k) can be obtained from its input u(k) 
and output y(k). 
 
3.2 Design of a General Disturbance Torque Calculator in 
Discrete-Time 
 
For the purpose of incorporating the observer design into the disturbance torque estimator, 
a calculator that relates the disturbance torque estimation to the estimation of the state 
variables and their derivatives is required.  
In continuous time, the following equation is derived to estimate the disturbance torque 
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according to the mechanical behavior of a DC motor. 
 τ 𝑑 𝑡 = 𝐾𝑡𝐼𝑎 𝑡 − 𝐽𝑚𝜔  𝑚 𝑡 − 𝐵𝑚𝜔 𝑚(𝑡) ( 3-7 ) 
   
Comparing to the mechanical equation in Equation 3-3, 𝜔𝑚  and 𝜔 𝑚  are replaced with 
their estimations. However, 𝐼𝑎 𝑡  is still used here instead of 𝐼 𝑎 𝑡  since it is assumed 
that the measurement is more reliable than the estimation.  
 
In order to discretize this estimation, the equation is reorganized as follows 
 
𝜔  𝑚 𝑡 = −
𝐵𝑚
𝐽𝑚
𝜔 𝑚 𝑡 +
𝐾𝑡
𝐽𝑚
𝐼𝑎 𝑡 −
1
𝐽𝑚
τ 𝑑 𝑡  
 
( 3-8 ) 
= −
𝐵𝑚
𝐽𝑚
𝜔 𝑚 𝑡 +  
𝐾𝑡
𝐽𝑚
−
1
𝐽𝑚
 ∙  
𝐼𝑎 𝑡 
τ 𝑑 𝑡 
  
 
With the use of a sampling period T, the equation above can be discretized in the 
following form 
 
ω  𝑘 + 1 = 𝑒
−
𝐵𝑚
𝐽𝑚
∙𝑇
ω  𝑘 +  𝑒
−
𝐵𝑚
𝐽𝑚
∙𝑇
− 1 ∙ (−
𝐵𝑚
𝐽𝑚
)−1
∙  
𝐾𝑡
𝐽𝑚
−
1
𝐽𝑚
 ∙  
𝐼𝑎 𝑘 
τ 𝑑 𝑘 
  
( 3-9 ) 
 
Thus the disturbance torque estimate in discrete time can be written as  
 
 τ 𝑑 𝑘 = 𝐾1𝐼𝑎 𝑘 + 𝐾2ω  𝑘 + 𝐾3ω  𝑘 + 1  ( 3-10 ) 
where     𝐾1 = −
𝐾𝑡 𝑒
−
𝐵𝑚
𝐽𝑚
∙𝑇
−1 ∙(−
𝐵𝑚
𝐽𝑚
)−1/𝐽𝑚
 𝑒
−
𝐵𝑚
𝐽𝑚
∙𝑇
−1 ∙(−
𝐵𝑚
𝐽𝑚
)−1/𝐽𝑚
= 𝐾𝑡 , 𝐾2 = −
𝑒
−
𝐵𝑚
𝐽𝑚
∙𝑇
 𝑒
−
𝐵𝑚
𝐽𝑚
∙𝑇
−1 ∙(−
𝐵𝑚
𝐽𝑚
)−1 /𝐽𝑚
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and      𝐾3 =
1
 𝑒
−
𝐵𝑚
𝐽𝑚
∙𝑇
−1 ∙(−
𝐵𝑚
𝐽𝑚
)−1/𝐽𝑚
 
 
It can be seen in Equation 3-10 that the disturbance torque estimation is related to the 
estimation of the state variables and their derivatives in discrete time. A block diagram of 
the overall estimator is shown in Figure 3-2. 
 
Figure 3- 2 Overall Disturbance Torque Estimator in Discrete-Time 
 
With the finding that the disturbance torque estimation is obtained from the estimation of 
the state variables and their derivatives, there may exist an alternative simplification of 
the estimator.  
 
By applying the system model of a DC motor into the general observer structure of 
Equation 2-4, the observer model can be written as 
 
11
2
ˆ ˆ( 1) ( )
( ) ( ) ( )
ˆ ˆ( 1) ( )
AT ATa a
i
m m
LI k I k
e e I A Bu k e k
Lk k 

     
        
     
 
( 3-11 ) 
 
where 𝑒𝑖 𝑘 = 𝐼𝑎 𝑘 − 𝐼 𝑎 𝑘  is the error in estimation of the armature current. 
In order for the simplification to be achieved, some approximations need to be made. In 
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particular, we write  
𝑒𝐴𝑇 ≈ 𝐴𝑇 + 𝐼,  𝑒𝐴𝑇 − 𝐼 𝐴−1𝐵 ≈ 𝐵𝑇 
Then, (3-11) can be reduced to the following: 
 
1
2
1
ˆ ˆ( 1) ( )
( )
ˆ ˆ( 1) ( )
1
a v
a aa a
i
t mm m
m m
R K
T T
L L LI k I k
e k
LK Bk k
T
J J
 
 
                   
         
 
 
( 3-12 ) 
 
By noting that  
 
2
ˆˆ ˆ( 1) ( )+(1 ) ( ) ( )t mm a m i
m m
K T B
k I k T k L e k
J J
       
( 3-13 ) 
 
and substituting Equation 3-13 into Equation 3-10, the equation of the disturbance torque 
estimation in discrete time becomes 
 
𝜏 𝑑 𝑘 =  𝐾𝑡 −
𝐿2𝐽𝑚
𝑇
 𝑒𝑖 𝑘  
( 3-14 ) 
 
It is noted that the disturbance torque estimation is now related to the error in armature 
current estimation, which yields a simplified approach to generate the estimation of the 
disturbance torque.  
 
3.3 Observer Design  
 
All the state observers introduced previously are used in the overall estimator scheme for 
the purpose of estimating the disturbance torque applied to a DC motor drive system. 
Depending on the observer used, different signals are included into the system model of 
the DC motor to satisfy the specific requirements of the observer performance. As 
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mentioned previously, the estimated disturbance torque can be obtained from the error in 
estimation. Thus, the performance of all the estimators will be discussed in terms of the 
analysis of error dynamics.  
 
3.3.1 Luenberger Observer 
 
Due to the assumption that the Luenberger observer design is based on a nominal plant 
model, the system model used for the observer design only considers the disturbance 
torque. For the Luenberger observer, the state space model of the DC motor can be given 
as 
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 + 𝐻𝑑𝑑(𝑘) ( 3-15 ) 
𝑦 𝑘 = 𝐶𝑥 𝑘  
where 𝐺, 𝐻, 𝐶 , 𝑥 𝑘 , 𝑢 𝑘 , 𝑦(𝑘) are defined as in Equation 3-4 and Equation 3-5,  
and 𝐻𝑑 =  
0
−
𝑇
𝐽𝑚
 , 𝑑 𝑘 = 𝜏𝑑(𝑘) 
 
The error dynamics of the disturbance torque estimator using a Luenberger observer can 
be written as: 
 𝑒 𝑘 + 1 = 𝑥 𝑘 + 1 − 𝑥  𝑘 + 1 =  𝐺 − 𝐿𝐶 𝑒 𝑘 + 𝐻𝑑𝜏𝑑(𝑘) ( 3-16 ) 
The solution of the difference equation above is  
 
𝑒 𝑘 = (𝐺 − 𝐿𝑋𝐷𝐶)
𝑘𝑒 0 +  (𝐺 − 𝐿𝑋𝐷𝐶)
𝑛𝐻𝑑𝜏𝑑(𝑘 − 𝑛 − 1)
𝑘−1
𝑛=0
 
( 3-17 ) 
 
Equation 3-17 shows the relationship between the disturbance torque and the estimation 
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error. It is noted that the estimator using a steady-state Luenberger observer is capable of 
delivering an estimation of a constant or a low-frequency disturbance (slower than the 
error dynamics). A steady state observer gain 𝐿𝑋𝐷  can be calculated using 
pole-placement method according to the following steps: 
(1) Verify that the system is observable.  
 
 2 1rank ( ) ( )T T T T T T n TC G C G C G C n     
(3-18 ) 
   
(2) Calculate the poles of the system via the following characteristic equation. 
  𝑧𝐼 − 𝐺 = 0  
   
(3) Place the poles of the observer by means of the following characteristic equation of 
the observer 
  𝑧𝐼 − (𝐺 − 𝐿𝑋𝐷𝐶2) =  𝑧𝐼 − 𝐺 + 𝐿𝑋𝐷𝐶2 = 0 ( 3-19 ) 
   
By choosing the desired poles of the observer such that the error of the estimation 
converges to zero faster than the system poles, the steady-state observer gain matrix 𝐿𝑋𝐷  
can be obtained. 
 
It can be seen in Equation 3-16 that the error dynamics are derived from a nominal plant 
model. As a result of this restriction, the estimator design using a Luenberger observer is 
not desirable in practical applications.  
 
3.3.2 Kalman Observer 
 
In order to apply the Kalman observer into the disturbance torque estimator appropriately, 
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the system model of the DC motor is augmented with both white noises and the 
disturbance torque. It is general known that there always exists a variation in the brush 
voltage for a DC motor. In addition, white noise also appears in the measurement branch, 
where the current shunt resistor is used. Hence, a single vector 𝑤0 𝑘  is introduced here 
to represent both process and measurement noises. A system with disturbance torque 
estimator using a Kalman observer is shown in Figure 3-3. 
 
The state space model of the DC motor used for a Kalman observer can be written as: 
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 + 𝐻0𝑤0 𝑘 + 𝐻𝑑𝑑(𝑘) ( 3-20 ) 
𝑦 𝑘 = 𝐶𝑥 𝑘 + 𝐷20𝑤0 𝑘  
   
where 𝑤0 𝑘 =  
𝑉𝑏𝑟𝑢𝑠 ℎ(𝑘)
∆𝐼𝑎(𝑘)
 , 𝐻𝑑 =  
0
−
𝑇
𝐽𝑚
 , 𝑑 𝑘 = 𝜏𝑑 (𝑘) , and 𝐻0 ,  and  𝐷20  are 
matrices determined by covariances Q and R, respectively.  
0 0
( 1) ( ) ( )
( ) ( )d
x k Gx k Hu k
H w k H d k
  
 
C
Disturbance Torque 
Estimator
)(ku
)(0 kw
)(0 kw
20D
)(ky
ˆ ( )d k
+)(kx
( )d k
 
Figure 3- 3 System with Disturbance Torque Estimator using a Kalman Observer 
 
 
Based on Equation 2-4 and Equation 3-20, the error dynamics of the estimator using a 
Kalman observer can be given as: 
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 𝑒 𝑘 + 1 = 𝑥 𝑘 + 1 − 𝑥  𝑘 + 1  ( 3-21 ) 
=  𝐺 − 𝐿𝐶 𝑒 𝑘 + (𝐻0 − 𝐿𝐷20)𝑤0 𝑘 + 𝐻𝑑𝜏𝑑(𝑘) 
 
With the assumption that 𝐻0𝑤0 𝑘  and 𝐷20𝑤0 𝑘  are zero-mean, uncorrelated white 
noises, the impact of those white noises are minimized by means of an observer gain 𝐿𝐾𝐷. 
In other words, Equation 3-21 can be reduced to Equation 3-16 without loss of generality. 
Thus the estimator using a Kalman observer can estimate a constant or nearly constant 
disturbance torque under the condition that the system is subjected to white noises.  
 
According to one of the assumptions of the Kalman observer, a prior knowledge of the 
covariance of the white noises is required. From this knowledge,  𝐻0 , and 𝐷20  can be 
obtained as  𝑄 = 𝐻0𝐻0
𝑇  and 𝑅 = 𝐷20𝐷20
𝑇 , respectively. However, it is quite difficult to 
determine the covariances of these white noises. Hence, they are chosen by the designer 
as a design parameter in order to tune the estimation results. 
 
3.3.3 H∞ Observer 
 
For a DC motor, model uncertainty is a common factor which affects the robustness of the 
system. In order to implement the H∞ observer into the disturbance torque estimator, the 
system model of a DC motor should incorporate both model uncertainties and the 
disturbance torque. Figure 3-4 shows a system with disturbance torque estimator using an 
H∞ observer. 
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1 1
( 1) ( ) ( )
( )+ ( )d
x k Gx k Hu k
H w k H d k
  

C
Disturbance Torque 
Estimator
)(ku
1( )w k
)(ky
ˆ ( )d k
)(kx
1C
( )z k
1( )w k 21D
( )d k
 
Figure 3-4 System with Disturbance Torque Estimator using an H∞ Observer 
 
For an H∞ observer, the state space model of the DC motor is written as: 
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 + 𝐻1𝑤1 𝑘 + 𝐻𝑑𝑑(𝑘) ( 3-22 ) 
𝑦 𝑘 = 𝐶𝑥 𝑘 + 𝐷21𝑤1 𝑘  
𝑧 𝑘 = 𝐶1𝑥 𝑘  
where 𝐻𝑑 =  
0
−
𝑇
𝐽𝑚
 , 𝑑 𝑘 = 𝜏𝑑(𝑘) 
 
and 𝑤1 𝑘  is an uncertainty vector and 𝐻1 , 𝐷21  are weighting matrices describing the 
uncertainties and their significance. Depending on the types of uncertainties considered, 
𝑤1 𝑘 , 𝐻1 , and 𝐷21  will be defined differently. It is noted that variations in model 
parameters and variations in measurement are treated as the model uncertainties for a DC 
motor drive system. The details of this will be discussed in Chapter 5 
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The error dynamics of the estimator using an H∞ observer can be written as: 
 𝑒 𝑘 + 1 = 𝑥 𝑘 + 1 − 𝑥  𝑘 + 1  
 
=  𝐺 − 𝐿𝐶 𝑒 𝑘 + (𝐻1 − 𝐿𝐷21)𝑤1 𝑘 + 𝐻𝑑𝜏𝑑(𝑘) 
 
( 3-23 ) 
Since the objective of an H∞ observer is to constrain the H∞ norm of the transfer function 
from the estimation error to the uncertainty, Equation 3-23 can be reduced to Equation 
3-16 without loss of generality. Thus, the estimator can achieve the robustness to model 
uncertainties by means of a steady-state observer gain 𝐿𝐻𝐼𝐷  while also being able to 
estimate both constant and low-frequency disturbance torques. 
 
3.3.4 Mixed H2/H∞ Observer 
 
In the case of the mixed H2/H∞ observer, both white noise and model uncertainty should 
be taken into account along with the disturbance torque in the DC motor model. A system 
with disturbance torque estimator using a mixed H2/H∞ observer is shown in Figure 3-5. 
0 1 1
( 1) ( ) ( )
( ) ( ) ( )d
x k Gx k Hu k
H w k H w k H d k
  
  
1( )w k
)(kz
)(0 kw
)(0 kz
)(ku
( )d k
C
Disturbance Torque 
Estimator
1C
0C
( )x k
20D)(0 kw
)(ky
ˆ ( )d k
 
Figure 3-5 System with Disturbance Torque Estimator using a Mixed H2/H∞ Observer 
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For a mixed H2/H∞ observer, the state space model of the DC motor is formulated as: 
 
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 + 𝐻0𝑤0 𝑘 + 𝐻1𝑤1 𝑘 + 𝐻𝑑𝑑(𝑘) 
 
(3-24 ) 
𝑦 𝑘 = 𝐶𝑥 𝑘 + 𝐷20𝑤0 𝑘  
 
𝑧 𝑘 = 𝐶1𝑥 𝑘  
 
𝑧0 𝑘 = 𝐶0𝑥 𝑘  
 
 
It can be seen in the above model that the measurement equation includes the noise vector 
𝑤0(𝑘) instead of the uncertainty vector 𝑤1(𝑘). The reason for this incorporation is that 
the effect of the noise is more significant in the measurement branch. In addition, the 
matrix D11  is considered to be zero for the same reason as in the H∞ Observer. 
 
For a mixed H2/H∞ observer used in the disturbance torque estimator, the error dynamics 
can be given as 
 𝑒 𝑘 + 1 = 𝑥 𝑘 + 1 − 𝑥 (𝑘 + 1) 
 
=  𝐺 − 𝐿𝐶 𝑒 𝑘 + (𝐻0 −𝐿𝐷20 )𝑤0 𝑘 + 𝐻1𝑤1 𝑘 + 𝐻𝑑𝜏𝑑(𝑘) 
( 3-25 ) 
 
With the use a steady-state observer gain 𝐿𝑀𝐷, the transfer function from uncertainty to 
error is constrained while the effect of white noise is minimized simultaneously. Thus the 
error dynamic shown above can be reduced to Equation 3-16, which means that the 
estimator using a mixed H2/H∞ observer can estimate a constant or low-frequency 
disturbance toque under the circumstance that both white noise and model uncertainty 
have an impact on the system. 
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3.3.5 H_/H∞ Observer 
 
Although the H_/H∞ observer theory is originally presented for fault detection, it also 
provides one way of achieving multi-objective estimation of the disturbance torque. It can 
be seen in Equation 2-19 that d(k) and f(k) can be defined as different signals depending 
on specific condition. Thus, the state space model of a DC motor can be redefined as  
 𝑥 𝑘 + 1 = 𝐺𝑥 𝑘 + 𝐻𝑢 𝑘 + 𝐻1𝑤1 𝑘 + 𝐻𝑑𝑑(𝑘) ( 3-26 ) 
𝑦 𝑘 = 𝐶𝑥 𝑘 + 𝐷21𝑤1 𝑘  
In order to apply the multi-objective criteria into the estimator design, the external 
disturbance d(k) and the internal disturbance caused by the model uncertainty w(k) are 
defined as the two signals affecting the system. The objective is to make the estimation 
most sensitive to the disturbance signal and least sensitive to the model uncertainty.  
 
Using Equation 2-4 and Equation 3-26, the error dynamics of the estimator using a H_/H∞ 
observer can be written as 
 𝑒 𝑘 + 1 = 𝑥 𝑘 + 1 − 𝑥 (𝑘 + 1) 
 
=  𝐺 − 𝐿𝐶 𝑒 𝑘 +  𝐻1 − 𝐿𝐷21 𝑤 𝑘 + 𝐻𝑑𝑑(𝑘) 
( 3-27 ) 
 
It can be seen in Equation 3-27 that the error dynamics are affected by the disturbance d(k) 
and the model uncertainty w(k) as well. As a result, the desired multi-objective observer 
should be designed to make the estimation most sensitive to the disturbance and least 
sensitive to the model uncertainty. This can be done using the H_/H∞ observer structure 
with the observer gain 𝐿0 . Then it can be assumed without loss of generality that 
Equation 3-27 can be reduced to Equation 3-16.  
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As mentioned previously, the output signal of the H_/H∞ observer structure is a residual 
signal r(k) utilized to detect the fault. According to the algorithm, this residual signal has 
the most sensitivity to the disturbance and constrained sensitivity to uncertainty. For the 
purpose of applying H_/H∞ observer theory into the disturbance torque estimator, it is 
necessary to find a relationship between the disturbance torque estimation and the 
residual signal.  
 
Equation 2-30 shows that the residual signal r(k) can be calculated from the difference 
between the measurement output y(k) and its estimation 𝑦 (𝑘). According to the model of 
the DC motor drive system in this thesis, the measurement output y(k) is the armature 
current 𝐼𝑎(𝑘). Thus, the residual signal r(k) can be described in the following form 
 
𝑟 𝑘 = 𝛾𝑅𝑑
−
1
2  𝐼𝑎 𝑘 − 𝐼 𝑎 𝑘  = 𝛾𝑅𝑑
−
1
2𝑒𝑖(𝑘) 
( 3-28 ) 
 
With the finding that both the residual signal r(k) and the disturbance torque estimation 
𝜏 𝑑(𝑘) are related to the error in armature current 𝑒𝑖(𝑘), the H_/H∞ observer design for 
fault detection can be incorporated into a multi-objective disturbance torque estimator 
design. By reorganizing Equation 3-28 and substituting into Equation 3-14 we get  
 
 
𝜏 𝑑 𝑘 =  𝐾𝑡 −
𝐿02𝐽𝑚
𝑇
 𝑒𝑖 𝑘 =  𝐾𝑡 −
𝐿02𝐽𝑚
𝑇
 𝛾−1𝑅𝑑
1/2𝑟 𝑘  
( 3-29 ) 
 
where 𝐿02 is the element in the second row of the observer gain matrix 𝐿0, which can be 
calculated using Equation 2-25 and Equation 2-26.  
The H_/H∞ observer theory is thus fully implemented in the design of a multi-objective 
disturbance torque estimator.
[CHAPTER 4]                                                                                           
 
36 
 
 
CHAPTER 4  
EXPERIMENTAL SETUP   
 
4.1 Overview of the Hardware-in-the-Loop Testbench 
 
Due to the fact that a real physical system is not ideal, the software simulation alone of a 
control algorithm is not enough to ensure whether it can satisfy some performance or 
robustness requirements. As a result, a hardware-in-the-loop (HIL) testbench is 
established to perform a real-time simulation of a design. 
 
By using Simulink, the control algorithms or models to be tested are developed and then 
downloaded to an Opal-RT real-time computer. Then the HIL testbench can be used to 
perform a real-time simulation of the control algorithms or models. During the process of 
the HIL simulation, a communication with the physical components of the testbench is 
available. In detail, the user is allowed to monitor some sensor signals and data from the 
physical components and send control outputs as well. 
 
A general layout of the HIL testbench is shown in Figure 4-1. With the use of some other 
physical components, the HIL testbench is established to test the disturbance torque 
estimator for a DC motor drive system. In order to test the performance and robustness of 
the estimator designs, different load disturbance torque conditions are provided during the 
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process of the HIL simulation. The configurations of major physical components will be 
detailed in the next section. 
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Figure 4-1 A general layout of the HIL testbench 
4.2 Configurations of the Components 
4.2.1 Motors 
A Bosch GPA 12V 400W DC motor[22] is currently used to generate a low load torque, 
which can be treated as a load disturbance torque to the motor drive system. The Bosch 
motor used to provide disturbance torque to the test motor is shown in Figure 4-2. 
 
Figure 4-2 The Bosch Motor used to provide disturbance torque  
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A 24V Baldor DC motor[23] is currently used to test control algorithms and estimator 
designs. It can generate a full-load torque of 3 N-m. Originally, the Baldor motor was 
utilized to provide a load disturbance torque to the motor shaft. However, it is much more 
powerful than the Bosch motor, which makes it quite difficult to provide a relatively 
smaller load disturbance torque. As a result, the Baldor motor is used as the test motor in 
HIL testbench. Figure 4-3 shows the Baldor motor used to test the disturbance torque 
estimator. 
 
Figure 4-3 The Baldor Motor used to test the disturbance torque estimator  
Since the Baldor motor is the test motor in the overall motor drive system, the knowledge 
of its parameters is essential due to the requirement of modeling. Based on the datasheet 
and experiment results, all of the necessary motor parameters are determined. The 
parameters will be detailed in the next chapter. 
 
4.2.2 Motor Controllers Configurations 
The Bosch motor is powered by a RoboteQ AX3500-BP motor drive[24]. It is a highly 
configurable, microcomputer-based, dual-channel digital speed or position controller with 
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built-in high power drivers. Figure 4-4 shows the wiring diagram for the Bosch motor 
controller. 
Bosch Motor Drive
+-
M
+12V
GND
Bread board
Vmot1
GND1
M1+M1- GND2PWR_CTRL
Analog Control Input 
Vc
Terminal Voltage 
Vm
Enable Signal 
DB-15
Bosch Motor
 
Figure 4-4 Wiring Diagram for the Bosch Motor Controller 
 
It can be seen in Figure 4-4 that the Bosch motor controller is powered by a +12 VDC 
from a power supply. The Bosch motor is connected to the drive via an M+ and M- tabs 
pair. The PWR_CTRL tab with the GND2 tab are used to turn the controller on and off by 
means of an enable signal from the breadboard. The controller’s I/O is a standard 15-pin 
D-Sub connector located on the board. 
 
In the HIL testbench, the controller works in an open-loop, separate speed control mode. 
It delivers a power to the connected motor, which is proportional to the analog input 
voltage. The analog input voltage 𝑉𝑐  is sent by the RT computer via the DB-15 connector, 
the controller will then generate a terminal voltage across the Bosch motor according to 
the following formula 
 4.8 12m cV V    
( 4-1 ) 
 
The Baldor motor is powered by a RoboteQ AX1500-BP DC motor controller[25]. Figure 
4-5 shows the wiring diagram for the Baldor motor controller. 
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Baldor Motor Drive
+-
M
+24V
GND
Bread board
Vmot1
GND1
M1+M1- GND2PWR_CTRL
Control Signal 
Vc
Terminal Voltage 
Vm
Enable Signal 
DB-15
Baldor Motor
+
-
Instrumentation 
Amplifier
Current Shunt
Resistor
 
Figure 4-5 Wiring Diagram for the Baldor Motor Controller 
 
Notice that most of the connections are the same as the Bosch motor drive with several 
exceptions. The controller is powered by a +24VDC from a power supply via the Vmot1 
terminal and the GND1 terminal. In order to measure the armature current of the Baldor 
motor, a current shunt resistor is connected in series with the motor.  
 
Similar to the Bosch motor controller, the Baldor motor controller also operates as an 
H-bridge that powers the motor in both directions. It converts the analog input voltage to 
a terminal voltage, which powers the connected motor. The relation between the analog 
input voltage and the terminal voltage is given as the following equation 
 9.6 24m cV V    ( 4-2 ) 
 
4.2.3 Current Shunt Resistor 
In the HIL testbench, a current shunt resistor[26] is used as a sensor for armature current 
measurement. It has a nominal resistance of 0.25 mΩ, which is calculated from a 50mV 
rated voltage and a 200A rated current. As mentioned previously, the current shunt 
[CHAPTER 4]                                                                                           
 
41 
 
resistor is connected in series with the Baldor motor such that all the armature current of 
the motor flows through the resistor. The voltage across the shunt resistor will be 
amplified by an instrumentation amplifier and then filtered by a low-pass RC filter. 
  
In order to obtain the actual value of the armature current, some calculations are required. 
Since the signal read by the RT computer is an amplified, filtered voltage signal across 
the current shunt resistor, the actual value of the armature current can be given by diving 
the amplifier gain 𝐺𝑎  and the nominal resistance of the shunt resistor using the follow 
formula: 
 
 
𝐼𝑎 =
𝑉𝑜
𝐺𝑎𝑅𝑠ℎ𝑢𝑛𝑡
=
𝑉𝑜
122.12 ∗ 0.0005
 
( 4-3 ) 
 
where 𝑉𝑜 is the signal read by the RT computer, 𝐺𝑎 is the amplifier gain, 𝑅𝑠ℎ𝑢𝑛𝑡 is the 
resistance of the current shunt resistance.  
 
4.2.4 Torque Sensor 
A torque sensor manufactured by Sensor Development is used in the HIL testbench for 
the purpose of validating the estimation results of the disturbance torque estimator. It is a 
standard strain gage sensor with an electronic circuit, which provides a DC excitation 
voltage[27]. The torque sensor is powered using a +12VDC and provides a mV/V output 
reflecting the torque applied to the shaft. Figure 4-6 shows the mounting of the torque 
sensor with the motors. 
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Torque
Sensor
Baldor 
Motor
Bosch 
Motor
Flex
Coupling
Flex
Coupling
Active End
Mating
Conncector
 
Figure 4-6 Mounting of the Torque Sensor with the Motors 
 
It is noted that the torque sensor in the HIL testbench has a label “Active End” [28]on one 
side, which is a very important issue during the installation. According to the document of 
the manufacturer, the “Active End” should be facing the place where torque needs to be 
measured. Hence, to measure the disturbance torque provided by the Bosch motor, the 
torque sensor should be mounted as the way shown in Figure 4-6.  
 
Due to the feature mentioned above, only the torque applied to the right of the torque 
sensor can be measured. A problem thus arises that the measurement of the torque sensor 
is not equal to the disturbance torque acting on the whole shaft. Based on the experiments, 
the flux couplings are proved to have an impact on the torque. However, the torque sensor 
takes the effect of the right coupling into account while ignores that of the left coupling. 
As a result, a compensation may be required to make the torque sensor reflect a more 
accurate measurement. Based on the datasheet of the torque sensor and results of 
experiments, the following formula is used to convert the output voltage of the sensor to a 
torque value. 
 𝑇𝐿𝑜𝑎𝑑 =  0.7243 + 0.00007 ∗ 𝑉𝑜𝑢𝑡  ∗ 𝑉𝑜𝑢𝑡  ( 4-4 ) 
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4.2.5 Opal-RT Real-Time Computer 
An RT computer is used as the target node during the process of the HIL simulation, 
which plays a role as a real-time processing and communication computer. In general, the 
RT computer performs real-time execution of the model’s simulation, real-time 
communications with I/Os, acquisitions of the model’s internal variables and external 
outputs through I/Os, and implementation of user’s online parameters modification[29]. 
 
4.2.6 Command Station 
A Dell PC workstation is used as a command station in the HIL testbench. By using the 
software Simulink, the model for simulation can be developed and edited on the 
command station. In addition, the user can compile the simulation model, download the 
model to the RT computer, and interact with the physical components during the real-time 
simulation.  
 
4.3 RT-LAB 
 
RT-Lab is a software package for engineer who use mathematical block diagrams for 
simulation, control, and related applications.[29] In the HIL testbench, a RT-Lab main 
control panel is installed on the command station, which allows the user to access easily 
the RT-Lab functions. Figure 4-7 shows the graphic user interface (GUI) of the RT-Lab 
main control panel. 
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Figure 4-7 GUI of the RT-Lab Main Control Panel 
 
According to the above GUI, the main functions the panel offers include opening the 
Simulink model, compiling the model and generating codes, loading the model to the RT 
computer, starting or pausing the model’s simulation, and restarting the system. 
 
The entire process of the HIL simulation using RT-Lab can be summarized as the 
following steps: 
1. Turn on the RT computer and the command station and make sure that they are 
connected via a LAN cable.  
2. Connect and turn on the physical components required for the HIL simulation. 
3. Develop the Simulink model and group the model into two subsystems based on the 
requirements of RT-LAB. 
4. Use the control panel to open the Simulink model, compile the model, and load to the 
RT computer. 
5. Execute the simulation and interact with the physical components of the test bench. 
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CHAPTER 5  
TEST RESULTS 
 
In order to verify that the performance and robustness requirements are satisfied, all of 
the estimator designs are tested using a DC motor (Baldor motor) attached to a dyno moto 
r (Bosch motor) in the HIL testbench. The parameters of the DC motor are listed in Table 
5-1. Since all the estimators are capable of estimating a constant or low-frequency torque, 
different load disturbance torques are provided by the dyno motor. An in-line torque 
sensor in the testbench provides an actual measurement of the disturbance torque, which 
is used to validate the estimation.  
Rated Voltage 24 V 
Rated Current 29.4 A 
Rated Speed 1800 RPM 
Rated Power 0.75 hp 
Armature Resistance 0.0933 Ω 
Armature Inductance 0.000749 H 
Electrical Constant 0.11235 V/rad/s 
Mechanical Constant 0.11235 N-m/A 
Inertial Coefficient 1.8078×10
-4
 kg/m
2
 
Viscous Friction Coefficient 1.2404×10
-3
 N-m/rad/s 
Table 5-1 Parameters of the Test Motor 
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5.1 Disturbance Torque Estimation using Kalman Observer 
For the disturbance torque estimator using a Kalman observer, the noise vector and 
covariance matrices are defined as 
𝑤0 =  
𝑉𝑏𝑟𝑢𝑠 ℎ
∆𝐼𝑎
 , 𝐻0 =  
𝑤01
𝐿𝑎
0
0 0
 𝑇, 𝐷20 =  0 𝑤02  
where 𝑤01 , 𝑤02  are positive constants that represent noise covariances and can be used 
to determine the observer gain. The parameters and the resulting observer gain are listed 
in Table 5-2.  
 
𝑤01  1 
𝑤02  1 
𝐿𝐾𝐷 
 −8.4299 × 10
−2
1.4562 × 100
  
Table 5-2 Parameters for Kalman Observer Gain Calculation and the Resulting Gain 
 
A disturbance torque signal consisting of step signals, sawtooth wave signals and 
sinewave signals is used to test the estimator design incorporating the Kalman observer. 
Figure 5-1 shows the overall test results of the Kalman disturbance torque estimation.  
 
Since the Kalman observer is designed to reject white noise, some results should also be 
acquired to verify if this requirement is satisfied. These results for the Kalman 
disturbance torque estimation are shown in Figure 5-2. 
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 Figure 5-1 Overall Test Results of Kalman Disturbance Torque Estimation 
 
Figure 5-2 Noise Test Results of Kalman Disturbance Torque Estimation  
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According to Figure 5-1, it can be seen that the estimator using the Kalman observer is 
capable of delivering an estimation for both constant and low-frequency disturbance 
torques. It can also be seen in Figure 5-2 that the estimation contains little noise since it 
has minimal high-frequency components and a small amount of variations. Thus, the 
estimator using the Kalman observer is verified to achieve an appropriate estimation and 
noise rejection. The estimation results may be improved by tuning the parameters listed in 
Table 5-1. 
 
5.2 Disturbance Torque Estimation using H∞ Observer 
 
Since an H∞ observer is designed to be robust to model uncertainties, there is a need to 
test the estimator design with respect to various combinations of model uncertainties. For 
a DC motor, model uncertainties are mostly resulted from the variations in the electrical 
parameters such as 𝑅𝑎 , 𝐾𝑣 , and 𝐿𝑎 . Due to the assumption that the disturbance torque is 
a constant or low-frequency signal, the effect of ∆𝐿𝑎  can be ignored. Thus ∆𝑅𝑎 , ∆𝐾𝑣  
are the only two parameters of interest.  
 
Apart from the two electrical parameters, ∆𝐼𝑎  is considered to be measurement 
uncertainty. The primary reason for this is to ensure that the DARE used for the observer 
gain calculation has a solution.   
 
 
In addition, ∆𝐼𝑎  is used to reflect the measurement uncertainty since the accuracy of the 
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armature current measurement cannot be guaranteed in a real physical system. As 
mentioned previously, the armature current is obtained by using a current shunt resistor 
which is connected in series with the test motor. Thus, the shunt resistance and its 
variation will have an impact on the value of armature current measurement. As a result, 
it is necessary to consider the variation in the armature current as a model uncertainty.  
 
Using ∆𝑅𝑎 , ∆𝐾𝑣  and ∆𝐼𝑎 , three cases can be defined. The vector 𝑤1  is used to 
represent the model uncertainties and 𝐻1, 𝐷21  are two weighting matrices that describe 
how significantly the model uncertainties affect the system.  
 
Case 1  𝑤1 =  
∆𝑅𝑎𝐼𝑎
∆𝐼𝑎
 , 𝐻1 =  
−
𝑤11
𝐿𝑎
0
0 0
 𝑇, 𝐷21 =  0 𝑤13   
Case 2  𝑤1 =  
∆𝐾𝑣𝜔𝑚
∆𝐼𝑎
 , 𝐻1 =  
−
𝑤12
𝐿𝑎
0
0 0
 𝑇, 𝐷21 =  0 𝑤13   
Case 3  𝑤1 =  
∆𝑅𝑎𝐼𝑎
∆𝐾𝑣𝜔𝑚
∆𝐼𝑎
 , 𝐻1 =  
−
𝑤11
𝐿𝑎
−
𝑤12
𝐿𝑎
0
0 0 0
 𝑇, 𝐷21 =  0 0 𝑤13   
 
In all cases, 𝑤11 , 𝑤12 , and 𝑤13  are some positive weight parameters that describe the 
significance of the particular uncertainty. The weight parameters for all three cases and 
the resulting observer gains are listed in Table 5-3 
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 𝑤11  𝑤12  𝑤13  γ 𝐿𝐻𝐼𝐷  
Case1 1 N/A 1 5 
 1.0613 × 10
0
−1.0225 × 10−2
  
Case2 N/A 0.7 1 3 
 1.1104 × 10
0
4.1296 × 10−1
  
Case3 0.5 0.5 1 5 
 1.1143 × 10
0
4.0617 × 10−1
  
Table 5-3 Parameters for H∞ Observer Gain Calculation and the Resulting Gains 
 
Each case is tested using a nominal plant model, a -10% variation of the particular 
parameter, and a +10% variation of the particular parameter.  
 
The overall test results of the H∞ disturbance torque estimation case 1 is shown in Figure 
5-3. A disturbance torque signal consisting of step signals, sawtooth signals, and sinewave 
signals is used to verify if the estimator is capable of delivering an estimation of both 
constant and low-frequency disturbance torques. The results of the estimations are 
validated with an in-line torque sensor. 
 
For the purpose of showing robustness, the estimations using nominal armature resistance 
and ±10% variation of the armature resistance are magnified. These results are shown in 
Figure 5-4. In addition, the estimation using nominal parameters is also magnified in 
Figure 5-5 to show the performance of this observer towards noise rejection. 
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Figure 5-3 Overall Test Results of H∞ Disturbance Torque Estimation Case 1 
 
Figure 5-4 Robustness Test Results of H∞ Disturbance Torque Estimation Case 1 
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Figure 5-5 Noise Test Results of H∞ Disturbance Torque Estimation Case 1 
 
According to the results shown in Figure 5-3, the estimator using the H∞ observer can 
generate an estimation for both constant and low-frequency disturbance torques when the 
system is subjected to variations in armature resistance. It can also be seen in Figure 5-4 
that the variation between the estimation using nominal armature resistance and ±10% 
variation of the armature resistance is negligibly small. Hence, it is verified that the H∞ 
disturbance estimation is robust to the variations in the armature resistance. Figure 5-5 
shows that the estimation has more high-frequency components and larger magnitude of 
variations making it noisy. This is expected since the H∞ observer does not consider the 
effect of white noise in its observer algorithm. Similar results for case 2 and case 3 are 
shown in Figure 5-6, 5-7, 5-8 and Figure 5-9, 5-10, 5-11, respectively. 
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Figure 5-6 Overall Test Results of H∞ Disturbance Torque Estimation Case 2 
 
Figure 5-7 Robustness Test Results of H∞ Disturbance Torque Estimation Case 2 
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Figure 5-8 Noise Test Results of H∞ Disturbance Torque Estimation Case 2 
 
Figure 5-9 Overall Test Results of H∞ Disturbance Torque Estimation Case 3 
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Figure 5-10 Robustness Test Results of H∞ Disturbance Torque Estimation Case 3 
 
Figure 5-11 Noise Test Results of H∞ Disturbance Torque Estimation Case 3 
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Based on the results shown previously, the estimator using the H∞ observer is capable of 
estimating both constant and low-frequency disturbance torques while achieving 
robustness to all the three cases of model uncertainties. Further improvement of the 
estimation may be done by tuning the parameters listed in Table 5-3 and the matrix S in 
(2-11) and (2-12).  
5.3 Disturbance Torque Estimation using Mixed H2/H∞ Observer 
Similar to the H∞ observer, three separate cases are also defined to represent various 
combinations of model uncertainties and white noises.  
 
Case 1 
𝑤0 =  
𝑉𝑏𝑟𝑢𝑠 ℎ
∆𝐼𝑎
 ,𝐻0 =  
𝑤01
𝐿𝑎
0
0 0
 𝑇, 𝐷20 =  0 𝑤02 , 𝑤1 =  ∆𝑅𝑎 𝐼𝑎  ,  𝐻1 =  
−
𝑤11
𝐿𝑎
0
 𝑇 
Case2  
 𝑤0 =  
𝑉𝑏𝑟𝑢𝑠 ℎ
∆𝐼𝑎
 , 𝐻0 =  
𝑤01
𝐿𝑎
0
0 0
 𝑇,𝐷20 =  0 𝑤02 ,𝑤1 =  ∆𝐾𝑣𝜔𝑚 , 𝐻1 =  
−
𝑤12
𝐿𝑎
0
 𝑇 
Case 3 
 𝑤0 =  
𝑉𝑏𝑟𝑢𝑠 ℎ
∆𝐼𝑎
 , 𝐻0 =  
𝑤01
𝐿𝑎
0
0 0
 𝑇,𝐷20 =  0 𝑤02 𝑤1 =  
∆𝑅𝑎 𝐼𝑎
∆𝐾𝑣𝜔𝑚
 , 𝐻1 =  
−
𝑤11
𝐿𝑎
−
𝑤12
𝐿𝑎
0 0
 𝑇 
 
In all cases, 𝑤11 , 𝑤12  are weight parameters representing the significance of the model 
uncertainties and 𝑤01 , 𝑤02  are some positive constants that represent covariances of 
white noises. The parameters for all cases and the corresponding observer gains are listed 
in Table 5-4. 
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 𝑤01  𝑤02  𝑤11  𝑤12  γ 𝐿𝑀𝐷 
Case1 
0.5 1 0.2 N/A 10 
 −6.9828 × 10
−2
1.3662 × 100
  
Case2 
0.2 1 N/A 0.1 20 
 −3.9019 × 10
−2
9.7899 × 10−1
  
Case3 
0.1 1 0.1 0.1 20 
 −1.3675 × 10
−2
5.1823 × 10−1
  
Table 5-4 Parameters for Mixed H2/H∞ Observer Gain Calculation and the Resulting Gains 
 
Each case is tested using a nominal plant model, a -10% variation of the particular 
parameter, and a +10% variation of the particular parameter.  
 
Similar to the H∞ disturbance torque estimation, the estimator design using the mixed 
H2/H∞ observer is also tested to verify if an appropriate estimation, robustness to model 
uncertainty, and noise rejection can be achieved.  
 
Figure 5-12 shows the overall test results of the estimator using the mixed H2/H∞ observer. 
Test results of the estimation using the nominal armature resistance and ±10% variation of 
the armature resistance are shown in Figure 5-13. These estimation results are magnified 
in order to verify the robustness of the estimation to the model uncertainty (case 1). In 
Figure 5-14, the magnified results of the estimation using the nominal parameter show the 
level of noise in the estimation. 
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Figure 5-12 Overall Test Results of Mixed H2/H∞ Disturbance Torque Estimation Case 1 
 
Figure 5-13 Robustness Test Results of Mixed H2/H∞ Disturbance Torque Estimation Case 1 
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Figure 5-14 Noise Test Results of Mixed H2/H∞ Disturbance Torque Estimation Case 1 
 
It can be seen in Figure 5-12 that the estimator using the mixed H2/H∞ observer can 
achieve appropriate estimations for both constant and low-frequency disturbance torques. 
Based on the test results shown in Figure 5-13, it can also be seen that the variations 
between the estimations are small and negligible and thus verify the robustness of the 
estimation to the variations in armature resistance. In comparison to Figure 5-5, it can be 
seen clearly that the test results shown in Figure 5-14 have fewer high-frequency 
components and less variations. This is expected since the mixed H2/H∞ observer is 
designed to achieve both white noise rejection and model uncertainty attenuation.  
 
Similar results for case 2 and case 3 are shown in Figure 5-15, 5-16, 5-17 and Figure 5-18, 
5-19,5-20, respectively. 
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Figure 5-15 Overall Test Results of Mixed H2/H∞ Disturbance Torque Estimation Case 2 
 
Figure 5-16 Robustness Test Results of Mixed H2/H∞ Disturbance Torque Estimation Case 2 
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Figure 5-17 Noise Test Results of Mixed H2/H∞ Disturbance Torque Estimation Case 2 
 
Figure 5-18 Overall Test Results of Mixed H2/H∞ Disturbance Torque Estimation Case 3 
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Figure 5-19 Robustness Test Results of Mixed H2/H∞ Disturbance Torque Estimation Case 3 
  
Figure 5-20 Noise Test Results of Mixed H2/H∞ Disturbance Torque Estimation Case 3 
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In comparison to the estimation results of the H∞ observer, it can be seen clearly that the 
estimator using a mixed H2/H∞ observer can achieve robust estimation with little noise. 
By tuning the parameters listed in Table 5-4, a better trade-off between noise rejection 
and uncertainty attenuation may be found.  
5.4 Disturbance Torque Estimation using H_/H∞ Observer 
In the case of the H_/H∞ observer, the estimator is designed to be most sensitive to the 
disturbance torque and least sensitive to the model uncertainty. As a result of the 
multi-objective criteria, three cases of uncertainties are defined exactly the same as the 
H∞ observer. The parameters for all three cases and observer gains are listed in Table 5-5.  
 𝑤11  𝑤12  𝑤13  γ 𝐿𝐻𝐼𝐷  
Case1 1 N/A 0.01 10 
 −8.8441 × 10
−2
1.4899 × 100
  
Case2 N/A 0.1 1 10 
 −1.3942 × 10
−2
5.1690 × 10−1
  
Case3 0.1 0.1 1.5 10 
 −1.2531 × 10
−2
4.8067 × 10−1
  
Table 5-5 Parameters for H_/H∞ Observer Gain Calculation and the Resulting Gains 
Each case is tested using a nominal plant model, a -10% variation of the particular 
parameter, and a +10% variation of the particular parameter.  
 
For case 1, the overall test results of the estimator design using the H_/H∞ observer are 
shown in Figure 5-21. The estimation using the nominal armature resistance and ±10% 
variation of the armature resistance are shown in Figure 5-22. 
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Figure 5-21 Overall Test Results of H_/H∞ Disturbance Torque Estimation Case 1 
 
 Figure 5-22 Robustness Test Results of H_/H∞ Disturbance Torque Estimation Case 1 
                                                                                           
[CHAPTER 5] 
 
65 
 
Apart from verifying appropriate estimation results and robustness, the sensitivity of the 
estimation to the disturbance torque should also be verified. For this purpose, a staircase 
signal increasing in small increments is used as the disturbance torque and the results of 
the estimation are shown in Figure 5-23. 
 
 Figure 5-23 Sensitivity Test Results of H_/H∞ Disturbance Torque Estimation Case 1 
 
It can be seen in Figure 5-23 that small changes in the disturbance torque can be detected 
in the estimation. This is expected since the H_/H∞ observer is designed to maximize the 
sensitivity of the estimation to the disturbance torque, which is not guaranteed in any 
other observer design introduced in this thesis. Similar results for case 2 and case 3 are 
shown in Figure 5-24, 5-25, 5-26 and Figure 5-27, 5-28, 5-29, respectively. 
                                                                                           
[CHAPTER 5] 
 
66 
 
 
Figure 5-24 Overall Test Results of H_/H∞ Disturbance Torque Estimation Case 2 
  
Figure 5-25 Robustness Test Results of H_/H∞ Disturbance Torque Estimation Case 2 
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Figure 5-26 Sensitivity Test Results of H_/H∞ Disturbance Torque Estimation Case 2 
 
Figure 5-27 Overall Test Results of H_/H∞ Disturbance Torque Estimation Case 3 
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Figure 5-28 Robustness Test Results of H_/H∞ Disturbance Torque Estimation Case 3 
 
Figure 5-29 Sensitivity Test Results of H_/H∞ Disturbance Torque Estimation Case 3 
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Based on the test results for all three cases, the estimator design using the H_/H∞ observer 
is verified to deliver an appropriate estimation for both constant and low-frequency 
disturbance torques. With the finding that the variations between the estimations using 
nominal parameters and variations of particular parameters are small, the estimator shows 
robustness to all three cases of model uncertainties. In addition, sensitivity of the 
estimation to the disturbance torque is also achieved according. By changing the 
uncertainty attenuation level or the significances of the uncertainties, further 
improvement of the estimation may be achieved. 
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CHAPTER 6  
CONCLUSION AND FUTURE WORK 
 
6.1 Conclusion 
A disturbance torque estimation scheme is developed in this thesis. Due to the advantage 
that implementation can be done directly and degradation of the estimation can be 
avoided, the design is conducted in discrete-time. The estimator design consists of a state 
observer and a disturbance torque calculator. 
 
In order to design an applicable estimator, an appropriate state observer plays a 
significant role in the overall design. Based on the specific conditions of the applied 
system, different state observers are discussed and then utilized to deliver a state 
estimation for use in the disturbance torque calculator. In detail, a Luenberger observer is 
designed based on a nominal plant model and thus not a desirable choice for application 
in a real physical system. A Kalman observer is constructed to minimize the effect of 
undesirable white noises. In the case of a system without accurate modeling, an H∞ 
observer is developed to maintain the system’s robustness to some model uncertainties. 
With the finding that a system may be subjected to both white noises and model 
uncertainties, the performance and robustness requirements can be satisfied by means of a 
mixed H2/ H∞ observer. In addition to rejecting or suppressing some factors, there may 
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exist some factor that is to be emphasized. In this case, an H_/ H∞ observer design is 
carried out to maximize the sensitivity to the disturbance torque while constraining the 
sensitivity to model uncertainties.  
 
Since a state observer only generates the state estimations and their derivates, a calculator 
that relates the state estimations to the disturbance torque is required. The disturbance 
torque calculator is designed using discretization of the system model of a DC motor. 
Furthermore, an alternative representation of the calculator that relates the torque with the 
estimation error is also proposed. 
 
The estimator design is tested using a hardware-in-the-loop (HIL) testbench, which 
provides an environment that reflects the real physical world. In the testbench, a PMDC 
used as a test motor is attached to a DC dyno motor that provides different types of load 
disturbance torques. A current shunt resistor is used to measure the armature current of 
the test motor and an in-line torque sensor is used to validate the estimation results. 
 
Due to the fact that each observer incorporated in the estimator design has its own 
algorithm and performance criteria, all of the estimator designs are tested in different 
ways in order to verify that they achieve their desired requirements. For example, all of 
the estimator designs are tested using a disturbance torque signal which consists of 
constant and low-frequency signals since this is the basic requirement of the estimator. 
Then noise tests, robustness tests, and sensitivity tests are performed depending on the 
specific observer used in the estimator design. 
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6.2 Future Work 
Several state observers contain multiple design parameters. These design parameters have 
an impact on the performance and the stability of the observer. For each observer with 
design parameters, some assumptions are made according to the design specifications. 
However, a wide range for the selection of these parameters results in the need for tuning. 
Instead of tuning all the parameters by trial and error, some improvements to the observer 
design may lead to more systematic determination of these parameters.  
 
The results of the disturbance torque estimation can be utilized for control applications. 
Considering a current-control based DC drive, the estimated disturbance torque can be 
directly compensated to generate a new reference signal. With the knowledge of this 
quantity, the controller can achieve better performance. Furthermore, speed control that is 
not affected by external disturbances can also be realized by means of a dual loop 
structure.  
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