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Three-dimensional (3D) profilometer is a surface measurement 
instrument and it is a key metrology tool for many current state-of-art 
manufacturing industries. Nowadays there is a high demand for high speed 3D 
profilometer in the field of precision engineering, micromachining, 
optoelectronic, electronic, photonic, optic, microfluidic, medical implant,  
material science, tribology, large area printing, etc.  
 
Among the existing optical profilometry techniques, confocal 
technique is very special because its measurement resolution can be 
customized to be as small as 0.01µm while its measurement range can be 
customized as large as 20mm. Unlike interferometry techniques, confocal 
technique does not encounter phase wrapping problem. Confocal technique 
does not suffer the drawbacks faced by triangulation and pattern projection 
such as occlusion, and multiple reflections. Unlike focus variation technique, 
confocal technique can measure transparent surface. In addition confocal 
technique can measure feature with discontinuity such as large step, and pillar. 
Many existing commercial optical profilometers have difficulties to measure 
the 3D topography of miniature pillar structures of a transparent microfluidic 
device. Confocal technique is very suitable to measure the pillar structures of 
the microfluidic device. 
 
However, the measurement times of the commercially available 





minutes to several hours depends on total number of measurement points. 
Since these confocal profilometers use confocal point sensor, mechanical 
scanning process slows down the measurement speed. Thus, the usefulness of 
these confocal profilometers is thus limited due to its slow measurement 
speed. 
 
In this work, we have designed, and developed a high speed confocal 
3D profilometer by combining the spinning Nipkow disk and chromatic 
confocal technique. In this configuration, a color camera is used instead of 
spectrometer as the detector. The confocal system needs to be calibrated for 
each sample material before it can be used for measurement. During 
measurement, a confocal image of the sample is captured and the color 
information of each pixel is compared with the calibration data in order to 
determine the surface height of the pixel. 
 
Various height retrieval methods have been studied and compared. The 
Vector Projection technique has been developed to replace the discrete point 
technique to improve the resolution of the measurement reading. Multiple- 
image height retrieval scheme also has been developed to extend the 
measurement range. Finally, the high speed confocal 3D profilometer 
prototype system is used to measure the surface topography of the pillar 
structures of a microfluidic device. Experimental results demonstrate the 
feasibility and accuracy of the proposed approach. The vertical resolution of 





surface topography of a sample with the size of 0.44mm × 0.33mm and the 
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List of Abbreviations 
 
The following list explains the meaning of all abbreviations, acronyms and 










3CCD three charge coupled device 
  
AFM atomic force microscope 
  
B the blue channel (or blue component in RGB color space) 
  
CCD charge coupled device 
  
CMM coordinate measurement machine 
  
CSI coherence scanning interferometer 
  
DHM digital holographic microscope 
  
EFC electrostatic force microscope 
  
FWHM full width half maximum 
  
G the green channel (or green component in RGB color space) 
  
H hue, one of the component in HSV color space. 
  
HSV the hue, saturation, and value (color space) 
  
MEMS microelectromechanical system 
  






PSI phase shifting interferometer 
  
R the red channel (or red component in RGB color space) 
  
RGB the red, green, and blue (color space) 
  
S saturation, one of the component in HSV color space. 
  
SNR signal to noise ratio 
  
SEM scanning electronic microscope 
  
SPM scanning probe microscope 
  
SThM scanning thermal microscope 
  
STM scanning tunneling microscope 
  
TEM transmission electronic microscope 
  
V value (lightness), one of the component in HSV color space. 
  
X the ratio of red (R) to the sum of R, G, and B 
  
XYZ the ratios of R, G, and B to the sum of R, G, and B 
  
Y the ratio of green (G) to the sum of R, G, and B 
  








In many manufacturing industries, accurate and precise measurement 
instruments are necessary to ensure manufacturing quality. Recent 
development in micromachining [1], nanotechnology [2], and micro-
fabrication technology [3], has created a large demand on high precision 
metrology instruments whose resolutions are in sub-micrometer to nanometer 
range. In the manufacturing of microelectromechanical system (MEMS) [4], 
optoelectronic [5], microfluidic [6], micro-optical [7], electronic and photonic 
[8] devices, the dimensions of the parts to be manufactured continue to 
decease while the geometric complexities of the parts continue to increase. 
The tolerances required for the parts become tighter, and this trend has created 
a challenge to all existing metrology equipment [9]. For example, coordinate 
measurement machine (CMM) with a contact type of stylus used to be a very 
popular measuring machine in the manufacturing industry [10]. After that, 
noncontact type three-dimensional (3D) measurement instruments [11] have 
become popular. Nowadays, 3D profilometers [12] have become key 
metrology instruments for many current state-of-art manufacturing industries. 
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Most manufactured parts rely on some form of control of their surface 
features. The surface is usually the feature on a component or device that 
interacts with the environment in which the component is housed or the device 
operates [13]. In a miniaturized world, the surface topography has dominant 
influence on the functional features of a part. For example, the surface 
topography is dominant influence on friction, wear mechanism and adhesive 
property of miniature contact parts. The surface topography of parts also 
determines how much actual area of contact between two surfaces, which has 
dominant influence to the electrical and thermal conductivity in a miniature 
device. The surface topography also affects how much light interacts with the 
part or how the part looks and feels.  As the parts to be manufactured become 
smaller and smaller, the surface texture or surface roughness has become an 
important factor in determining the satisfactory performance of a work piece 
[14]. Thus, industry nowadays has high demand on surface topography 
measurement tools, i.e. 3D profilometers.  
 
Due to the great demand of 3D profilometer spans many fields in 
science and industry, various profilometry techniques have been studied and 
developed by scientists and engineers [15]. However each technique has its 
advantages and limitations. For example, the structure lighting [16] and the 
Moiré [17] techniques are more suitable for vision inspection of large surface, 
but its measurement resolution is relatively low (>3µm). Vertical scanning 
interferometry [18] has high measurement resolution (e.g. 3nm to sub-
nanometer) and large measurement range (can be >10mm), but it requires step 
by step scanning resulting in slow measurement speed. The scanner generally 
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moves at speed of about 5µm per second. Phase shifting interferometry (PSI) 
[19] has very high resolution in z-direction, but its measurement range in z-
direction is small (e.g. when the wavelength of 632nm is used, it can achieve 
resolution ≈0.1nm, and measurement range ≈160nm). Atomic force 
microscope (AFM) [20] has very high resolution (typically 0.1nm [21]), but its 
measurement speed is slow (>1 minute per image) and field of view is very 
small (typically 70 - 150 µm in x and y axis).  
 
Among of the 3D profilometry technologies, confocal profilometry 
[22] is one of the most promising technologies because of its unique 
advantages, i.e. the vertical resolution and measurement range of a confocal 
system can be customized to suit wide range of applications. For example, the 
confocal point sensors that designed for high resolution applications can 
achieve the measurement resolution of 0.01µm and the confocal point sensors 
that designed for large range measurements can cover the measurement range 
of 20mm. In addition, specimens do not require any special surface preparation 
process such as gold sputtering. Unlike phase shifting interferometric 
techniques [23], confocal techniques do not encounter phase wrapping 
problem. When compare to triangulation [24] and pattern projection [25] 
confocal techniques do not suffer the drawbacks such as occlusion, which 
brings shadings due to two optical axes; and also multiple reflection, which 
caused by specular parts on the surface.  
 
However the main drawback for the currently available commercial 
confocal profilometer is its low measurement speed. Commercial confocal 
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profilometers such as Nanovea ST400 [26], Solarius™ LaserScan [27], 
Nanofocus µsurf explorer [28], FRT MicroSpy® Profile [29], STIL 
Micromesure [30], comprising of a confocal point sensor plus the X and Y 
scanning mechanism. These profilometers require a few minutes to complete a 
3D measurement of an area (e.g. 659 × 494 measurement points). The low 
measurement speed has limited the usefulness of the confocal profilometer. 
 
Besides high precision and high accuracy, high measurement speed is 
another of the requirements for the metrology instrument by today industry. 
Industry requires high speed metrology instrument so that it can be used to 
perform in-situ and real time measurement. With a high speed confocal system 
it is probably more feasible to do 100% inspection of items rather than just 
sampling. This will then offer better quality control for parts that are produced.  
 
The objective of this research is to design and develop a high speed 
confocal 3D profilometer, which is able to measure the dimension of various 
types of structure in microfluidic device. The profilometer not only must be 
able  to measure the simple dimension such as width and the depth of 
microfluidic channels, it also must be able to measure dimension of various 
types of structure in microfluidic, e.g. the miniature pillars structure. Miniature 
pillars [31] are a kind of 3D feature of microfluidic device, widely used as 
various filters. The diameter of the pillars can be as small as 5 µm for example. 
The height of pillars can be as high as 50 µm and the distances between one 
pillar and other pillars maybe for example 15 µm. The surface of microfluidic 
devices is normally smooth, specular and transparent. In mass production, all 
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of these dimensions are required to be in-situ monitored at the production 
speed. It is a challenge for existing metrology technology not merely because 
of the large measurement range and small resolution, but also because it 
requires high measurement speed. 
 
Most existing commercial profilometers are not suitable to measure the 
mentioned pillar structure of microfluidic device. For examples, the 
profilometers which are based on phase-shifting interferometry principle are 
not able to measure surface with pillar structure because of phase unwrapping 
problem due to large step height (i.e. pillar). The focus variation [32] 
profilometers are not able to measure the surface due to the transparent surface 
of the microfluidic device. Profilometers based on point-autofocus [33] are not 
suitable because light path may be blocked by the pillars during scanning 
process. Profilometers that used either triangulation, structure light or pattern 
projection are not able to measure transparent object. Both vertical scanning 
interferometry and confocal technique require mechanical scan, thus its 
measurement speed is slow.  
 
High speed confocal 3D profilometer not only can be used to measure 
3D features of microfluidic devices, it also has many applications. For 
example, it can also be used to perform quality inspection in aluminum and 
steel cold metal rolling, as well as measurement of inkwell volume during 
large area printing (roll-to-roll) [34] manufacturing process. High speed 
confocal 3D profilometer also can be used to investigate aspheric element of 
micro lens manufactured via lithographic techniques or injection molding. In 
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the field of precision machining, the 3D profilometer also can be used to 
determine the quality of cutting tools and the quality of surfaces after milling. 
In the field of material science and metallography, the 3D profilometer can be 
used to characterize tribology of engineering surface in manufacture of 
polymer, foams, solder, textile, etc.  The 3D profilometer also can be used to 
measure surface roughness of lead frame and ceramic packages, as well as 
geometry and other critical parameters in flip chip and advanced packaging 
process in semiconductor industry. In the field of medical implant, 3D 
profilometer is needed to monitor the roughness of the bone implants, as well 
as the shape and surface quality of the contact area. 
 
1.2 Contributions  
In this work, a high speed confocal 3D profilometer prototype system 
has been designed, developed and tested. The prototype system has be used to 
measure surface topography of a Rubert Precision Reference Specimen 
number 511E, a diamond turned step sample, and a microfluidic devices with 
micro pillar structures. Prior to the design and the development of high speed 
confocal 3D profilometer prototype system, experiments have been conducted 
to convert a commercial confocal microscope into a confocal profilometer.  
Experiment results show that confocal profilometry is a suitable candidate to 
measure micro pillar structures of microfluidic device. The experiment also 
proved that high speed confocal 3D profilometry is feasible by combining 
spinning Nipkow disk and chromatic confocal technique.  
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One of the key issues for the prototype system is low signal to noise 
ratio (SNR). To address this issue, a pair of wedge prism is added, one above 
and one beneath the Nipkow disk, and the Nipkow disk surface is tilted to a 
particular angle. Due to the constraint of time, budget and manpower, the 
design of the prototype system is kept as simple as possible. Although the 
prototype system is not perfect, it has achieved the main of objectives, i.e. it 
has proven that the concept of high speed confocal 3D profilometer is feasible.  
 
Currently, all the microscopy system components of our prototype, i.e. 
tube lens, chromatic aberration lens, and microscope objective, are purchased 
from Carl Zeiss [35]. The microscopy system can produce chromatic 
aberration of about 55 µm for visible light (400nm to 700nm wavelength). In 
order to increase the measurement range, the microscopy system should have 
larger chromatic aberration. So, four new sets of microscopy systems have 
been designed and analyzed using ZEMAX [36] software. These four sets of 
microscopy systems can produce chromatic aberration of 116 µm, 171 µm, 
146 µm and 148 µm respectively. However, these components are not 
fabricated and not tested due to time and budget constraint. 
 
 One of the main contributions of this research is the development of 
the surface height retrieval algorithm for the confocal profilometer system. 
Various surface height retrieval methods such as HSV, HS, XYZ, XZ, HXZ, 
HX, HY and HZ method have been tested, analyzed and compared. 
Experimental results show that the XYZ method is the best method because 
the method is the most accurate, precise and robust method compare to other 
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methods. Initially, the surface height of a pixel is determined in discrete step 
based on the discrete point technique. After that, the Vector Projection 
technique has been developed to replace the discrete point technique. By using 
the Vector Projection technique, the resolution of the surface height has been 
improved drastically. 
 
It was found that the in-focus zone of a confocal profilometry system 
can be subdivided into two rough and one accurate measurement zones. If the 
sample surface is inside the accurate measurement zone, one confocal image is 
enough to retrieve the height of the pixels. If the sample surface is outside the 
accurate measurement zone, then two confocal images, one from the rough 
measurement zone 1 (blue zone), and another one from the rough 
measurement zone 2 (red zone), are required in order to retrieve the surface 
heights with errors of less than 0.5 µm. 
 
Another contribution of this research is the development of the 
multiple-image height retrieval scheme. With the multiple-image height 
retrieval scheme, the measurement range of the system can be increased. For 
the samples consist of single step structure or pillar structures, the sample 
surfaces to be measured can be divided into two different height categories. 
One surface is called the top surface as its height is at higher position while 
another surface is refer to as the base surface. This kind of sample can be 
measured by capturing just two confocal images. In the first image, the base 
surface has to be inside the accurate measurement zone. Then, the sample is 
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moved downwards with a known distance so that the top surface is inside the 
accurate measurement zone in the second image.  
 
1.3 Organization 
This thesis is organized as follows. Chapter 2 provides an overview of 
different types of optical profilometry techniques, it advantages and 
limitations. Chapter 3 describes the preliminary experimental study which has 
been done prior to the design of the high speed confocal 3D profilometer. 
Chapter 4 describes the design and development of the high speed confocal 3D 
profilometer prototype system. Experimental results of the prototype system 
are presented and discussed in Chapter 5.  Finally,  conclusion and future work 
are given in chapter 6.  
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Chapter 2  
Literature Review 
 
2.1 Introduction  
 
Profilometry is a surface metrology technique related to the 
measurement of surface topography, form, shape, profile, texture or roughness. 
Profilometry can be divided into two-dimensional (2D) and three-dimensional 
(3D) measurement systems [37]. 2D profilometry is also known as surface 
profile measurement. It measures only the height variation of a line across a 
surface and gives the result in 2D profile. While 3D profilometry provides the 
measurement of areal surface texture and it gives 3D surface map instead of 
2D profile. 3D profilometry has a number of benefits over 2D profilometry 
because it gives a more realistic representation of the whole surface and has 
more statistical significance. In addition, there is less chance that significant 
features will be missed by 3D profilometry and the manufacturer gains a better 
visual record of overall structure of the surface. 
 
There are various types of profilometers. The classification of 
profilometers is as shown in Figure 2.1. First of all, the profilometers are 
divided into two main categories, i.e. conventional and unconventional [38]; 
Conventional profilometers do not involve the application of the quantum 
physics knowledge while unconventional profilometers do. Vertical resolution 
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of unconventional profilometers can reach sub-angstrom and angstrom level 
while conventional profilometers cannot. 
 
Figure 2.1: Classification of Profilometers. 
 
 
Conventional profilometers can be classified into two main groups, i.e. 
contacting profilometers and non-contacting profilometers. Contacting 
profilometers [39] have a stylus touching the surface which is being measured, 
while non-contact profilometers do not touch the surface during measurement. 
Thus, one of the main advantages of the non-contact profilometers over the 
contacting profilometers is that it will not damage the surface. Non-contact 
profilometers can be optical or non-optical. Optical profilometers based on 
different optical principles such as triangulation, focus detection, confocal, 
interferometry or scattering [40]. Non-optical profilometry uses the mean 
other than visible light such as capacitance (capacitive) [41], back pressure 
(pneumatic) [42], ultrasonic [43] to measure the surface topography.  
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Unconventional profilometry includes particle beam microscopy, 
scanning probe microscopy [44] and X-rays [45]. Examples of particle beam 
microscopy are scanning electron microscope (SEM), transmission electron 
microscopes (TEM) [46]. Scanning probe microscope (SPM) is a serial 
measurement device, which uses a nano-scale probe to trace the surface of the 
sample based on local physical interaction. Different types of SPMs are based 
on different types of physical interaction between the probe and the surface. 
Scanning tunneling microscope (STM) is based on the quantum-mechanical 
tunneling effect. Atomic force microscope (AFM) uses inter-atomic or 
intermolecular forces. The physical interaction between the probe of a 
magnetic force microscope (MFM) and specimen surface is magnetic force. 
Electrostatic force microscope (EFC) is based on electrostatic force. Scanning 
thermal microscope (SThM) uses thermocouple probe. STM and AFM are two 
most popular SPMs [47]. 
 
2.2 An Overview of Optical Profilometers 
  In this section, the most common optical profilometry techniques used 
by commercial profilometers will be introduced briefly. The techniques can be 
classified into three main categories, i.e. point-wise techniques, whole filed 
techniques, and area-integrating techniques.  Point-wise techniques measure 
surface topography point by point via scanning a light spot across the surface, 
akin to the operation of stylus instrument. Point-wise techniques also called 
scanning optical techniques. Three famous point-wise techniques are 
triangulation, confocal and point auto-focus. The major drawback of point-
wise techniques is low measurement speed. The measurement speed of point-
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wise techniques is depended of the scanning rate and number of measurement 
points. 
 
Unlike point-wise techniques, whole-field techniques do not need 
lateral scanning (also called transverse scanning) because an area of surface 
topography data is acquired simultaneously. Whole-field techniques are also 
known as full-filed techniques or areal optical techniques. Some popular 
whole-field techniques include focus variation, phase-shifting interferometry, 
digital holographic microscopy, coherence scanning interferometry, pattern 
projection, etc.  
 
 Area-integrating techniques are also referred to as scattering 
techniques [48]. The techniques sample the scattering light from the specimen 
surface over an area, and then retrieve statistical parameter of the surface 
based on scattering models built according to various theories. The techniques 
do not measure the actual peaks and valleys of the surface texture; rather they 
measure some aspect of the surface height distribution. The scattering 
instruments can be very fast and relatively immune to environmental 
disturbance.  
 
2.3 Point-wise Optical Techniques 
2.3.1Triangulation 
 
 The principle of triangulation (or laser triangulation) [49] is shown in 
Figure 2.2. Light from a laser source is projected onto the surface and the light 
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scatters. An imaging lens focuses the scattered light to a spot on a charge-
coupled device (CCD) line array or position-sensitive detector. As the 
topography of the surface changes, the position of the focusing beam spot will 
change accordingly. Thus, the height of the surface can be determined. 
 
Figure 2.2: The principle of laser triangulation. [12] 
 
 Profilometers that use triangulation principle suffer from a number of 
disadvantages. First, the laser beam size varies throughout the vertical range 
because the laser beam is focused through the measuring range. The size of the 
spot will act as an averaging filter near the beginning and end of measuring 
ranges as the beam size is larger there. Second, the measurement fails if the 





 Confocal profilometry is based on the principle of confocal 
microscopy as shown in Figure 2.3. A confocal microscope uses point 
illumination and a pinhole in an optically conjugate plane in front of the 
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detector to eliminate out-of-focus signal. Therefore only the light very close to 
the focal plane can be detected. The point light source is imaged onto the 
specimen. Then the light is reflected by the specimen and is imaged onto a 
conjugate plane in front of the detector. At conjugate plane, there is an 
aperture to filter out out-of-focus signal. If the specimen surface is at the focal 
plane, the image of the point light source on the specimen surface and the 
image on the detector will be very sharp and has high intensity. If the 
specimen surface is out of focal plane, both images are defocus and only a 
small part of light is detected by the detector.  
 
Figure 2.3: The principle of confocal. 
 
2.3.3 Point Autofocus  
 
 The schematic diagram of a point autofocus instrument is shown in 
Figure 2.4. The principle of point autofocus operation is illustrated in Figure 
2.5. A laser beam with high focusing properties is generally used as the light 
source. The input beam passes through one side of the objective, and the 
reflected beam passes through the opposite side of the objective after focusing 
on the specimen surface at the centre of optical axis. This forms a spot image 
on the autofocus sensor after passing through an imaging lens. 
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Figure 2.4: Schematic diagram of a point autofocus instrument. [13] 
 
 
Figure 2.5: The principle of point autofocus. [13] 
 
 Figure 2.5A shows the in-focus state where specimen is in focus.  
Figure 2.5B shows the defocus state where the surface of the specimen is 
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below the focus position and the in-focus position. The spot image position on 
the autofocus sensor displaced accordingly (W). When the autofocus sensor 
detects the displacement of the spot image, it feedback the information to 
autofocus mechanism that adjust the position of objective in order to regain 
the in-focus status, as shown in Figure 2.5C. The height of the specimen 
surface can be obtained from the moving distance of the objective, Z2. 
 
 The main drawback of the profilometers that use the point autofocus 
principle is that it requires a longer measuring time than other non-contact 
measurement methods. This is because the point autofocus instrument not only 
requires lateral scanning, but also vertical scanning by moving the objective 
back to in-focus status. The uneven optical intensity within the laser spot 
(speckle) could generate focal shift errors. 
 
 The advantages of the point autofocus method are that it almost 
immune to the surface reflectance properties, it has relatively high resolution, 
and able to measure the surface with the slope angles greater than the half 
aperture angle of the objective. 
 
2.4 Whole-Field Optical Techniques 
2.4.1 Focus Variation  
 
 Focus variation requires an optical system with very small depth of 
focus and a mechanism for vertical (or axial) scanning. Figure 2.6 shows the 
schematic diagram of a focus variation instrument. Light emerging from a 
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white light source is focused onto the specimen via objective. Light reflected 
back from the specimen is gathered by a light-sensitive sensor. Due to the 
small depth of field of the optics, only small regions of the object are sharply 
imaged. The optical system is moved vertically along the optical axis while 
continuously capture the data from the surface. This ensures that each region 
of the object is sharply focused. Algorithms analyze the variation of focus 
along the vertical axis in order to convert the acquired data into 3D 
topographic information. 
 
 Since focus variation depends on analyzing the variation of focus, it 
can only measure surfaces where the focus varies sufficiently during the 
vertical scanning process. Thus it is difficult or not able to measure transparent 
specimens or ultra-smooth surface. The vertical resolution of a focus variation 
instrument depends on the chosen objective and can be as low as 10 nm. The 
vertical scan range depends on the working distance of the objective and 
ranges from a few millimeters to approximately 20 mm or more. 
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Figure 2.6: Schematic diagram of a focus variation instrument. [13] 
 
 
2.4.2 Phase Shifting Interferometry 
 
 Phase-shifting interferometry (PSI) [50-51] uses the interference of 
two coherent lights to measurement the topographic information of a surface. 
Figure 2.7 shows the schematic diagram of a PSI instrument. Light from a 
coherent light source (i.e. laser) is split into two beams by a beam splitter. One 
beam is directed to a reference path where there is a flat and smooth mirror at 
the end of the path. The beam is reflected from the mirror is named as 
reference beam. Another beam is directed to the specimen. The light beam 
reflected back from the specimen surface is called object beam. After that the 
reference beam and object beam are combined and form an interference image 
on a CCD camera. The interference image is called interferogram or fringe 
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pattern. If the distance of the reference path changes, the phase difference 
between the reference beam and the object beam will shift too. During 
measurement, several known phase-shifts are introduced and produce changes 
in the fringe pattern. The fringe patterns are analyzed in computer using 
phase-shifting algorithm to obtain phase maps. Before running phase-
unwrapping algorithms, the phase maps can only have the value between 0 to 
2π. Phase-unwrapping algorithm suppresses the 2π ambiguity and allows the 
phase maps to have values larger than 2π . Finally the vertical height data are 
deduced from the phase maps.  
 
Figure 2.7: Schematic diagram of a phase-shifting interferometer. [13] 
 
 PSI instrument can have many different configurations. Two most 
common configurations are Mirau configuration and Linnik configuration.  
Most PSI instruments usually require that the height difference between 
adjacent points on a surface should not more than λ/4. One of the major 
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drawbacks of phase-shifting interferometry techniques is that the measurement 
results are always wrapped in a 2π area. This means that these methods have 
difficulty in measuring surfaces with discontinuities such as large steps and 
isolated area. Phase-unwrapping usually are complicated process and take out 
a lot of time. To avoid phase-unwrapping process, the range of PSI instrument 
is usually limited to one fringe, or approximately half the central wavelength 
of the light source.  
 
2.4.3 Digital Holographic Microscopy 
 
  A digital holographic microscope (DHM) [52-54] is an interferometric 
microscope very similar to PSI, but with a small angle between the 
propagation directions of the object beam and reference beam as shown is 
Figure 2.8. The image acquired by DHM is called digital hologram. Unlike 
PSI, the interference of the object beam and the reference beam of the DHM is 
off-axis. Therefore, the acquired digital hologram consists of a spatial 
amplitude modulation with successive constructive and destructive 
interference fringes. Thus only one digital hologram is needed to reconstruct 
the phase map.  
 
 In most of DHM instrument, the image of the object formed by the 
microscopic objective is not focused on the camera. DHM is equipped with a 
numerical wavefront propagation algorithm that uses numerical optics to 
increase the depth of field or compensate for optical aberration. DHM has a 
similar resolution to PSI and is limited in range to half the central wavelength 
of the light source when a single wavelength is used. However, dual-
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wavelength DHM [55-56] or multiple wavelength DHM [57] allows the 
vertical range to be increased to several micrometers. 
 
Figure 2.8: Schematic diagram of a digital holographic microscopy. [13] 
 
 
2.4.4 Coherence Scanning Interferometry 
 
The configuration of a coherence scanning interferometer (CSI) [58]  is 
similar to that of a phase-shifting interferometer except that in CSI a 
broadband (white light) or extended (many independent point sources) source 
is used. These are low coherence light sources and the light emerge has short 
coherence length. CSI is also known as vertical scanning interferometer [59], 
white light interferometer [60], vertical scanning white light interferometry, or 
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white light scanning interferometry.  Figure 2.9 shows a schematic diagram of 
a coherence scanning interferometer.   
 
Figure 2.9: Schematic diagram of a coherence scanning interferometer. [13] 
 
 As in PSI, the light in CSI is split into object beam and reference beam 
and then recombined for interference. Due to low coherence of the source, the 
optical path length to the sample and reference must be almost identical, for 
interference to be observed. The camera continues to capture images as the 
optical path is varied in the vertical direction (z axis). Each pixel of the camera 
measures the intensity of the light and fringe envelope obtained can be used to 




2.4.5 Pattern Projection Methods 
 
 In Pattern projection methods, some kind of a pattern (line pattern, 
grating pattern, checker board pattern, circle pattern, colored pattern, etc.) is 
projected onto an object to be measured and the pattern deformed according to 
the surface profile of the object. The deformed pattern is imaged with a 
camera from a different angle direction.  Pattern projection methods include 
fringe projection method [61-62], grating projection method [63-65], 
structured light method [66] and moiré topographic method [67-68]. Then the 
image is analyzed by using some algorithm to retrieve the 3D topographic 
information of the specimen surface.   
 
2.5 Current Confocal Profilometry Technology 
 
Confocal 3D profilometers are getting popular for industrial 3D profile 
measurements. However, since confocal technique is a point detection 
technique, it requires both vertical and lateral scanning to measure 3D profile 
of an area. Currently the commercial available confocal 3D profilometers 
consist of a confocal point sensor plus a lateral scanning mechanism. The 
confocal point sensor either has high speed vertical scanning mechanism (e.g. 
Keyence’s confocal displacement sensor [69]) or uses chromatic aberration 
principle to eliminate the need of vertical scanning.  These sensors can detect 
the surface height of a point in high speed but to get a surface profile for an 




Keyence’s confocal displacement sensor as shown in Figure 2.10 can 
be used as a 3D profilometers by adding a lateral scanning mechanism (e.g. X- 
and Y- translation stage). In Keyence’s confocal displacement sensor, the laser 
beam irradiated from a light source passes through the objective lens, which 
moves rapidly up and down by means of a tuning fork, and focuses on the 
object. The reflected light from the target object passes through a half mirror 
and a pin hole, and reaches the light-receiving element. According to the 
confocal principle, when the laser beam focuses on the object, the reflected 
light is then concentrated at the pinhole, through which it enters the light-
receiving element. By measuring the position of the tuning fork at that time 
within the sensor, the distance to the object can be accurately measured. 
 
 
Figure 2.10: Keyence confocal displacement sensor. [70] 
 
 
Another type of confocal 3D profilometer available in the market is the 
combination of chromatic confocal point sensor with lateral scanning 
 26 
mechanism.  The principle of chromatic confocal point sensors is as shown in 
Figure 2.11. Chromatic confocal point sensors do not require vertical scanning 
movement. The chromatic confocal point sensors are equipped with a white 
light source and a spectrometer. When the white light passes through the 
objective lens, different wavelengths of light are focused at different focal 
distances from the objective lens due to chromatic aberration effect. The out-
of-focus light reflected by the specimen surface will be filtered out by the 
pinhole in front of the spectrometer. With the knowledge of the wavelength 
dependent focal distances, the height of the point on the specimen surface can 
be decoded by analyzing the reflected light with a spectrometer. To obtain the 
3D profile of an area, the specimen has to be scanned point by point laterally 
by means of an X- and Y- translation stage.  
 
Figure 2.11: Chromatic confocal point sensor. [71] 
 
The mechanical scanning limits the measurement speed of currently 
available confocal profilometer. Although chromatic confocal point sensor has 
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eliminated the need of mechanical scanning in axial direction, it still requires 
mechanical scanning in x- and y-direction (also known as lateral or transverse 
scanning) to get a surface topography. A high speed confocal 3D profilometer 
can be realized by combining the chromatic depth scanning technique and 




This chapter provides a thorough review on various profilometry 
systems. We have classified existing profilometry systems according to their 
working principles.  The existing optical profilometry techniques are classified 
into two main categories, i.e. point-wise and whole field techniques. The 
point-wise optical profilometry techniques are triangulation, confocal, and 
point autofocus techniques. The whole field optical profilometry techniques 
include focus variation, phase-shifting interferometry, digital holographic 
microscopy, coherence scanning interferometry, and pattern projection 
methods. The principle of each optical profilometry technique has been 
explained briefly. Finally, the technologies of the commercial available 
confocal profilometers have been discussed.     
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Chapter 3  





One of the ways to increase the measurement speed of confocal 
profilometers is to combine chromatic confocal technique and spinning 
Nipkow disk technique. The use of chromatic confocal technique eliminates 
the need of vertical scanning, while the use of spinning Nipkow disk provides 
ultra fast lateral scanning. Hence, the scanning of the specimen surface can be 
completed extremely fast. However, this type of configuration can only be 
found in commercial confocal microscopes, it is not currently available in 
confocal profilometer. 
 
For confocal microscopes that make use of the spinning Nipkow disk 
and chromatic confocal technique, color cameras are used to capture the 
confocal image for visualization purpose. The objective of a confocal 
profilometer is to measure surface height rather than merely for visualization 
purpose. Commercial chromatic confocal point sensors use spectrometer to 
identify the wavelength of the light peak reflected by sample in order to 
measure the surface height. However one spectrometer can only measure one 
point (i.e. one pixel) at one time. Unlike spectrometer, color camera cannot 
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determine the wavelength of the light received directly, but color camera can 
measure the colors of many points (i.e. pixels) simultaneously. If a color 
camera can be used to replace spectrometer to determine the height of a 
measured surface, then a confocal microscope with spinning Nipkow disk and 
chromatic confocal technique can be converted into a high speed confocal 3D 
profilometer. So, experiments are conducted to demonstrate that a color 
camera can be used to measure the surface height of a sample.  
 
3.2 Experiment Setup 
A commercial confocal microscope, Axiotron 2 VIS-UV (Visible 
light – Ultra violet) CSM (Confocal Scanning Module) [73], was used for 
experiment to prove that the concept of high speed confocal 3D profilometry 
works. The Axiotron 2 VIS-UV CSM is a commercial confocal microscope that 
uses spinning Nipkow disk and chromatic confocal technique manufactured by 
Carl Zeiss. The optical system of the microscope is as shown in Figure 3.1. 
The Halogen light is collimated and focused on the Nipkow spinning disk after 
passing through a motorized aperture diaphragm and a gray filter. Each 
pinhole on the Nipkow disk is regarded as a point light source. The output 
light from each pinhole is then focused by a tube lens and an objective lens 
onto the sample. 
 
An optical element called “Chromat C” is inserted between the tube 
lens and the objective lens to produce the chromatic aberration.  Chromatic 
aberration causes the light of different wavelength focus at different focal 
plane. Combination of “Chromat C” and the objective lens causes the light of 
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shorter wavelength to have shorter focal length while the light with longer 
wavelength to have longer focal length.  The difference between the focal 
length of red light (wavelength, λ ≈ 700 nm) and violet light (wavelength, λ ≈ 
400 nm) depends on the magnification of the objective lens used.  For example, 
the red and blue light focal length difference for magnification of 20× 
microscope objective is about 55µm, while it is 8.8µm for 50× and 2.2µm for 
100×. 
 
Figure 3.1: Schematic of Carl Zeiss Axiotron 2 VIS-UV CSM confocal 
microscope. [73] 
 
The illumination lights that are focused onto the sample are then 
reflected by the surface of the sample. The reflected light whose wavelengths 
are in-focus will pass through the pinholes on the Nipkow disk, while those 
wavelengths which are out-of-focus will be filtered out by the pinholes on the 
Nipkow disk. The reflected light that passed through the pinholes will be 
captured by color camera to form confocal image. 
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To convert the confocal microscope to become a profilometer, the 
confocal microscope must first go through a calibration process to find out the 
relationship between Red, Green, Blue (RGB) values of a pixel and the surface 
height level. A high precision piezoelectric actuator linear translation stage 
(PZT stage) is needed for calibration process. The PZT stage that we used is a 
high precision nano positioning instrument, Mipos 100 PL SG [74] , 
manufactured by Piezosystem Jena Inc. It is able to travel in a range of 100 
µm. It is integrated with a strain gauge measurement system whose resolution 
is 4 nm to avoid drift and hysteresis. The typical repeatability of the PZT stage 
is 7 nm. 
 
The experiment setup for the calibration process is shown in Figure 3.2. 
The commercial confocal microscope, Axiotron 2 VIS-UV CSM, was equipped 
with a color CCD camera (Model: ProgRes® C10 Plus, manufacturer:  Jenotik 
Jena [75]). The CCD camera was connected to a computer. The PZT stage was 
placed on the stage of the confocal microscope.  The first sample was 
Singapore ten cent (10¢) coin. The sample was placed on the PZT stage. The 
magnification of the objective lens used is 20×.  
 
Figure 3.2: Experiment setup for the calibration process. 
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3.3 Calibration Process 
First of all, the height of the sample was adjusted so that a clear 
confocal image of the sample can be seen on the computer monitor. The power 
of the light source was set to maximum and the aperture of the illumination 
path was adjusted to the maximum opening. Then set the camera exposure 
time in such a way that no pixel is over exposure or saturated. If the exposure 
time is set too low, then the confocal image will look dark and this condition is 
not desired. All settings, especially the exposure time, during the calibration 
process must be recorded and fixed. In future, all settings during measurement 
must be the same as those during the calibration process; otherwise the 
measurement is not accurate. If there is any change in the system or sample 
material, the old calibration automatically become not relevant and a new 
calibration is needed  
 
 The purpose of the calibration is to collect the RGB values of the 
sample surface at different height positions so that it can be kept and used as 
the reference to determine the height of a sample surface during measurement 
process. To begin the calibration, the sample was moved upwards so that it 
was out focus and this arbitrary initial depth position is labeled as (D=0). Then 
the confocal microscopic image of the sample was captured. Next, the sample 
was moved downwards 1µm and the new depth position was labeled as D=1. 
The confocal microscopic image of the sample was captured.  The procedure 
was repeated until the depth position of D=100 was reached. Therefore, total 




The resolution of the confocal images is 2080 pixels × 1542 pixels. In 
lateral direction, about 5.866 pixels are equal to 1 µm. Each pixel contains of 
24 bit of color information. The first 8 bit is named as red (R) channel, the 
second 8 bit is named as green (G) channel while the last 8 bit is named as 
blue (B) channel. Each channel can have values vary from 0 to 255. The RGB 
values for each depth position can be defined by computing the mean RGB 
values of an arbitrary 3 × 3 pixels from each image where the surface is flat i.e. 
the color of the neighboring pixels are almost the same. The RGB values for 
one depth position represent one calibration point. By plotting R, G, and B 
values of 101 depth position onto a graph, we get calibrated RGB curves. The 
calibrated RGB curves of the Singapore 10¢ coin is shown in Figure 3.3. The 
calibrated RGB curves reveal the relationship between the depth positions and 
the pixel color. 
 
From the calibrated RGB curves, it is clear that the range of in-focus 
zone is about 55µm (Depth position D=20 to D=75) because the “Chromat-C” 
can only introduce chromatic aberration in the range of 55µm for 20× 
microscope objective for visible light.  Therefore the calibration points whose 
position is higher than D=20 or lower than D=75 are out of the focal range and 
appear dark.  Only 56 calibration points, i.e. from D=20 to D=75 could be 
used for extracting surface height information. 
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Figure 3.3: The relationship between the depth positions and RGB values. 
 
3.4 Feature Height Extraction  
The surface height of a pixel can be retrieved based on its color. The 
color of a pixel can be represented in different forms such as RGB (Red, 
Green, Blue), HSV (Hue, Saturation, Value), etc. Hue (H) is the color 
information represented by numerical values that varies from 0 to 1, and 
corresponding to colors that vary from red through yellow, green, cyan, blue, 
magenta, and back to red, so that there are actually red values both at 0 and 1. 
Saturation (S) of a color provides information about the ratio of colorfulness to 
brightness. Value (V) is related to the brightness or lightness of a color. 
Mathematically, this definition of hue (H), saturation (S), and value (V) are 
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Where M = Max(R, G, B), m = min(R, G, B),  C = M –  m. It is related to colorfulness and it is called chroma. 
݊ is the number of bit per channel. 
 
The method that uses RGB values of a pixel directly to determine 
surface height is named direct method or RGB method, while the method that 
uses HSV to retrieve the surface height is named HSV method in this thesis. If 
the intensity of the light source changes slightly, all three components of the 
RGB will be affected totally. In contrast to RGB, the change in the light 
source intensity only affects the third component of HSV. The first two 
components in HSV are almost unchanged because these two components do 
not carry brightness information. Therefore the HSV method is more robust 
compared to the RGB method. 
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MATLAB is used as the programming language. The MATLAB 
function, rgb2hsv, is used to convert the RGB values of a pixel to HSV. Figure 
3.4 shows the calibrated HSV curve for the Singapore ten cent (10¢) coin and 
it reveals the relationship between the depth positions and HSV. These HSV 
curves are actually converted from the calibrated RGB curves (Figure 3.3). 
Figure 3.5 shows the calibration curve in HSV color space that formed by the 
56 calibration points in the in-focus zone. 
 





Figure 3.5: The calibration curve of the sample (10¢ coin) in HSV space. 
 
To extract surface height information of a measurement point (i.e. a 
pixel), the RGB values of the pixel are first converted to HSV. Next, the 
Euclidean distances of the pixel to the 56 calibration points in HSV color 
space are computed. Finally, the depth position of the pixel is given by the 
calibration point which has the minimum Euclidean distances from the pixel. 
Figure 3.6 and Figure 3.7 shows the confocal image and the retrieved surface 
topography of a Singapore ten cent coin respectively. 
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Figure 3.6: The confocal image of the Singapore 10¢ coin. 
 
Figure 3.7: The surface topography of the Singapore 10¢ coin retrieved using 




By using the Zeiss confocal microscope that has been calibrated to 
capture confocal image, and then processed the image with the HSV height 
retrieval method, the surface topography of a Singapore 10¢ coin can be 
retrieved accurately up to resolution of 1 µm. However, the dark pixels, e.g. 
pixels at side wall, sharp edge, and steep slope always give erroneous height 
information. We have used a commercial profilometer, Alicona Infinite Focus 
[76], which is based on focus variation principle to retrieve the topography of 
the same surface. The average height of the embossing of letter “J” measured 
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with the calibrated Zeiss confocal microscope (Figure 3.7) and Alicona 
Infinite Focus profilometer (Figure 3.8) are 45.0 µm and 45.42 µm 
respectively. The difference between the average surface heights is less than 1 
µm.  
 
Figure 3.8: The surface topography of Singapore 10¢ coin retrieved using 
Alicona Infinite Focus profilometer. 
 
 
The measurement capability of the system is tested using another 
sample, i.e. a microfluidic sample. The sample contains micro pillar structure 
as shown in Figure 3.9. The retrieved surface topography of the pillars is 
shown in Figure 3.10. The commercial profilometer, Alicona Infinite Focus, is 
not able to measure surface topography of the sample because the focuses of 
the sample surface do not vary sufficiently. Although there is no comparison 
from other commercial profilometer, the measurement of the confocal 3D 
profilometry appear to agree with the manufacturer's information (i.e. the 








Figure 3.10: The surface topography the microfluidic device retrieved using 
the calibrated confocal microscope. 
 
 
The limitation of the confocal system is that it could not measure the 
side walls, sharp edges and surface with the slope greater than 15 degree. The 
pixels at the side walls, shape edges and steep slope surface will appear dark 
and similar to those pixels at out of focus area. The limitation for sidewall and 
sharp edge is a common issue for all optical microscopes [77]. Besides that, 
the system is only suitable for measurement of single color object. It is not 




 This chapter depicts the preliminary works that had been carried out 
prior to the design and fabrication of the prototype of the high speed confocal 
3D profilometer. In the preliminary study, a commercial confocal microscope 
is converted into a confocal 3D profilometer after a calibration process. The 
surface topography of the sample is retrieved by comparing the measurement 
data with the calibration data. Experimental results show that the concept of 
combining spinning Nipkow disk and chromatic confocal technique is feasible. 
When compare to a commercial system the differences is less than 0.5µm.   
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Chapter 4  




 From the preliminary study results, it has been confirmed that a multi-
channel camera can be used to replace spectrometer to decode the surface 
height information. Confocal 3D profilometers can achieve high speed when 
chromatic confocal technique is used to eliminate the need of vertical scanning 
and spinning Nipkow disk technique is used to achieve high speed lateral 
scanning. Multi-channel camera is used instead of spectrometer so that the 
data of all measurement points can be collected simultaneously. In this 
research, the multi-channel camera used is a color camera where the captured 
image can be split into three different channels, i.e. Red (R), Green (G) and 
Blue (B).  Another example of multi-channel camera is the 3CCD camera that 
contains three charge-coupled device (CCD) sensors. If each CCD sensor is a 
single channel, then it is a three-channel camera. If each CCD sensor is split 
into three different channels, then the 3CCD camera becomes a nine-channel 
camera.  
  
 The schematic diagram of the design of our high speed confocal 3D 
profilometer is shown in Figure 4.1. The light from light source passes through 
illumination lens system towards a beamsplitter. The beamsplitter reflects the 
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illumination light towards a spinning Nipkow disk. The light that passes 
through each pinhole on the Nipkow disk is regarded as a point light source. 
The lights from the pinholes are then focused by tube lens and objective lens 
onto the sample. A chromatic aberration lens is inserted between the tube lens 
and the objective lens to produce the chromatic aberration, so that the light of 
shorter wavelength has shorter focal length while the light with longer 
wavelength has longer focal length.  The lights reflected from the sample are 
then passing through the same pinhole and beamsplitter and focused onto the 
CCD sensor of a multi-channel camera via imaging lens system. Confocal 
image is then formed and transferred from the camera to computer. 
 
Figure 4.1:  The schematic diagram for the prototype system. 
 
 The prototype system can be divided into four sub-systems, i.e. 
illumination system, microscopy system, imaging system, and spinning disk 
system. Each subsystem is described in the following sections. 
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4.2 The Illumination System 
 To apply the chromatic confocal technique, white light source must be 
used for illumination. Tungsten-Halogen lamp was chosen as our white light 
source because it can provide a continuous and smooth spectrum for the 
wavelength from 400nm to 700nm as shown in Figure 4.2.  In our prototype, 
the brand of the light source is Correct and the model number is FN-150EN 
[78]. The power consumption is 175 watts and the lamp wattage is 150 watts. 
The color temperature of the light is 3100 K. The average intensity can 
achieve 40k lux when the control knob is set to 100% output. The intensity of 
light need to be constant over the time, or else the fluctuation of light intensity 
will jeopardize the accuracy and precision of the profilometer.   
 
 
Figure 4.2:  Tungsten-Halogen Lamp Spectral Distribution at different color 
temperatures. [79] 
 
Uniform illumination is desired in the confocal 3D profilometer so that 
the data collected from different measurement point (i.e. pixel) can share the 
same calibration curve. Uniform illumination can be achieved by 
implementing Kohler’s illumination scheme as shown in Figure 4.3. In 
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Kohler’s illumination scheme, collector lens (also called field lens) collects 
the light from the lamp filament and focus it at the plane of condenser 
diaphragm. Then, the light is projected by condenser lens onto sample and the 
image of the lamp filament is perfectly defocused in object plane. In this way, 
two different sets of conjugate image planes are created. One is called 
illuminating conjugate plane set which include light source image plane (i.e. 
lamp filament), condenser front focal plane (i.e. condenser diaphragm) and 
back focal plane of the specimen. Another set of conjugate planes is called 
image-forming (or field) conjugate plane set which includes field stop plane 
(field diaphragm), object plane (sample plane) and camera image plane.  
 
 
Figure 4.3: The Kohler’s illumination scheme. 
 
To implement Kohler’s illumination scheme to our prototype, three 
Edmund Optics [80] achromatic lenses are used. The first and second 
achromatic lens (part number: 47633INK) are arranged in symmetry and work 
as collector lens that collect the light from the light source via a half inch 
diameter flexible fiber optic light guide. The wall of the lens holders and tube 
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acts as field diaphragm and condenser diaphragm. The third achromatic lens 
(Part number: 47637INK) works as condenser lens. ZEMAX software has 
been used to simulate the illumination brightness distribution. Figure 4.4 
shows the layout of the lenses arrangement of ZEMAX software. Figure 4.5 
shows the simulated result where the image of the lamp filament is perfectly 
diffused. As a comparison, Figure 4.6 shows the simulated results for a bad 
illumination system that does not use Kohler’s illumination scheme and the 
image of the lamp filament is clearly seen. 
 





Figure 4.5: ZEMAX simulation results for the prototype illumination system 




Figure 4.6: ZEMAX simulation results for a bad illumination system (the 




4.3 The Microscopy System 
 For the prototype, the microscopy system that we used is infinity 
optical system. In infinity optical system, the specimen image formed by 
microscope objective is at infinity because the specimen is placed at the focal 
plane of the objective. Since object distance is set equal to the focal length of 
the objective, thus the image distance is infinity. Then a tube lens is placed the 
objective and imaging lens system to produce the intermediate image. Infinity 
optical systems allow additional optical component to be inserted into the 
parallel path between the objective and the tube lens with only a minimum 
effect on focus and aberration corrections. In the older microscopy system, i.e. 
finite optical system, any additional optical component into the system can 
introduce spherical aberration into an otherwise perfectly-corrected optical 
system. 
 
Both microscope objective and tube lens used in the prototype system 
are purchased from Carl Zeiss. The objective model is EC “Epiplan-Neofluar” 
20×/0.50 HD DIC M27. The objective has the magnification of 20×, numerical 
aperture of 0.5, and working distance of 2.2 mm. The magnification, 
numerical aperture and focal distance of the tube lens are 1×, 0.1 and 160 mm 
respectively. The chromatic aberration lens which is inserted between the 
objective and tube lens to produce the chromatic aberration is also purchased 
from Carl Zeiss and it is named “Chromat C”. Combination of “Chromat C” 
and the objective lens cause the light of shorter wavelength has shorter focal 
length while the light with longer wavelength has longer focal length. The 
difference between the focal length of red light (wavelength, λ ≈ 700 nm) and 
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violet light (wavelength, λ ≈ 400 nm) is depended on the objective lens being 
used specially its magnification. For example, the red and violet light focal 
length difference for 20× microscope objective is about 55 µm, while it is 8.8 
µm for 50× and 2.2 µm for 100×. 
 
 Since we do not have Carl Zeiss lens design data for the microscope 
objective, the “chromat C” and the tube lens, we could not use ZEMAX 
software to evaluate the image quality or simulate the image forming process. 
However, in this research, we have used a microscope objective lens design 
data provided by ZEBASETM 6 [81], i.e. K_013 and the lens design data of an 
achromatic lens from Edmund Optics (as the tube lens) to design our own 
chromatic aberration lens. Four different chromatic aberration lenses have 
been design but not fabricated and not tested. The lens design data, layout and 
ZEMAX simulated results are shown in Appendix A. 
 
4.4 The Imaging System 
 A single channel camera, i.e. monochrome camera cannot be used to 
determine the surface height because the data collected from a single channel 
is not sufficient to estimate the wavelength of the light that strike the sample 
surface. Data from at least two different channels is required to determine 
which wavelength is really focused and reflected by sample surface. So the 
spectral band of channels must be overlapping. By referring to the spectral 
response curve of a camera, only the zone with the overlapping of at least two 
channels is a measurable zone. The ideal condition which is desired for the 
overlapping zone is that the response curve of one channel is linearly 
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increased with the increase of wavelength; while the response curve of another 
channel is linearly decreased with the increase of wavelength.  
 
Not all multi-channel cameras can be used to determine the surface 
height as well. For example, Figure 4.7 shows the spectral response curve of a 
3CCD camera with five channels. There are two different types of zone exist 
in the spectral response curve shown in Figure 4.7. Let us call them zone A 
and zone B. Zone A is the zone where wavelengths are cover by more than 
one channel. Zone B is the zone where wavelengths are only cover by only 
one channel. Although the band of the channels has overlapped with one 
another in zone A, but not in zone B. Thus, the camera could not provide 
sufficient data to determine which wavelength in zone B is actually reflected 
by the sample surface. Therefore, this multi-channel camera cannot be used 
for our prototype. As a comparison, Figure 4.8 shows an ideal spectral 
response curves for a six-channel camera which is very suitable to be used for 
surface height determination in confocal 3D profilometry.  
 
Figure 4.7: Spectral response curves of a 3CCD camera with 5 channels which 
is not suitable for our prototype system. 
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Spectral response curve in Figure 4.8 is ideal for the use of confocal 
3D profilometry because the spectrums are overlapping systematically in such 
a way that the wavelength can be determined easily when the relative 
responses of all channels are known. For the wavelength from 450 nm to 
650nm in Figure 4.8, there are always two neighboring channels with non zero 
relative response while other channels with zero relative response. The relative 
response of one of the channels always increases with the increase of 
wavelength while the relative response of its neighboring channel always 
decreases with the increase of wavelength. Thus the wavelength can be 
determined easily. Since the surface height in confocal 3D profilometry is 
related to the wavelength directly, the surface height can be decoded easily too.   
 
 
Figure 4.8: Six spectral response curves that are ideal for the camera used in 
confocal 3D profilometry. 
 
 
 The camera used in our prototype is Jenoptik ProgRes® CF cool 
camera. It is a cooled scientific-grade color camera equipped with a sensitive 
1.4 mega pixel charge-coupled device (CCD) color sensor. The CCD sensor 
format is 2/3”, i.e. 8.8 mm × 6.6 mm. It contain 1360 × 1024 pixel and the size 
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of each pixel is about 6.45 µm2. The image data are digitized directly at sensor 
with 14 bit per color channel. The spectral response curve of each channel is 
as shown in Figure 4.9. 
 
Figure 4.9: Spectral response curves of the color camera used in our prototype. 
[82] 
 
 To capture the intermediate image of the specimen formed by the tube 
lens, a set of imaging lens is required to focus the intermediate image onto the 
CCD sensor. The imaging lens that we used is Edmund Optics 3.3 macro 
zoom lens (part number: 56524). The lens can provide magnification between 
1× to 0.3×. The f-number of the lens can vary from f4.5 to f22. Since the 
active sensor size is 8.8 mm × 6.6 mm, by setting the magnification of the 
imaging lens to 1×, the field of view at intermediate image plane is 8.8 mm × 
6.6 mm. The magnification of the microscopy system is 20×, so the field of 
view at specimen plane is 0.44 mm × 0.33 mm. This is the maximum 
measureable area of our prototype. 
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4.5 The Spinning Disk System 
 Nipkow disk was invented by Paul Nipkow in 1884 to encode a two-
dimensional optical image into an electrical signal that could be transmitted as 
one-dimensional or serial, time dependent signal. This scanning disk was a 
fundamental component in mechanical television through the 1920s. The use 
of spinning disk for confocal microscopy transverse scanning was first 
proposed by Petran, et al [83] in 1968 and then improved by Xiao, et al [84] in 
1988. 
 
For our prototype, the size of measurement area is 0.44 mm × 0.33 mm. 
The magnification of the microscopy system is 20×. Therefore the size of the 
intermediate image is 8.8 mm × 6.6 mm. The Nipkow disk must be placed at 
the intermediate image plane so that only the sharp focus lights from the tube 
lens can pass through and are captured camera, while out-of-focus lights will 
be blocked out. Lateral scanning is performed when the Nipkow disk is 
spinning. The disk should not wobble or vibrate while it is spinning, otherwise 
it can cause error during measurement process. To prevent this, the motor used 
in our prototype is the motor used in data storage device, i.e. hard drive. 
 
One of the most important things to be considered when designing 
Nipkow disk is the pinhole size on the Nipkow disk. If the size of the pinholes 
is too large, the light reflected from specimen surface which is not sharply 
focus also can pass through the pinhole. So, the confocality of the system is 
compromised. Thus the ability to discriminate vertical height is reduced, i.e. 
the axial resolution is lower. However, if the pinhole size is too small, the 
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intensity of the light that can pass through the pinhole will be very low. Then 
the confocal image captured would appear very dark and not suitable for 
measurement. In this case, one may either increase the intensity of the light 
source or increase the exposure time of the camera. The increase of the camera 
exposure time means the decrease of the measurement speed. The pinhole 
diameters on the Nipkow disk of the prototype system are 50 µm. 
 
 Another thing to be considered when designing Nipkow disk is the 
“density” of pinholes, i.e. the number of pinhole per area. If the pinholes are 
too close to one another, “crosstalk” may happen. “Crosstalk” is a condition 
where the residual light of a pinhole pass through other neighboring pinholes. 
However, if the pinholes are too far away from one another, the final light 
efficiency will be very low and longer exposure time will be needed for a 
camera to get sufficient light. In our prototype, the ratio of the distance 
between neighboring pinholes and the diameter of the pinholes is 1:4. 
 
 In order to prevent non-uniformity in brightness when the disk is 
spinning, the arrangement of pinholes that we used is according to the method 
described by Tanaami & Mikuriya [85]. The pinholes are arranged in 12 
spirals. The pinhole positions are depicted using polar coordinate system, (θ, r). 
Each spiral has 3263 pinholes start from radial coordinate r = 20.000 mm to r 
= 30.000 mm as shown in Figure 4.10. The spiral #1 start at θ = 0 degree; the 
spiral #2 start at θ =30 degree; the spiral #3 start at θ = 60 degree; and so on. 
The spiral #12 start at θ = 330 degree.  The positions of the pinholes are 
governed by the following formula: 
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ߠ௜ = ൤ 2ߨ݉ ∙ ܽ൨ ቎−ݎ଴ + ඨ(ݎ଴)ଶ + (݅ ∙ ݉.ܽଶߨ )቏ (4.1) 
ݎ௜ = ݎ଴ + ቀߠ௜ ∙ ݉ ∙ ܽ2ߨቁ (4.2) 
ߠ௡,௜ = ߠ௜ + ߠ௡,଴ (4.3) 
Where 
i = 0, 1, 2, 3, …, 3263 (i.e. order stating from inside of spiral) 
ri = radius of the i-th pinhole. 
r0 = inner most radius, i.e. 20mm. 
θi = angle of the i-th pinhole. 
m = number of spirals, i.e. 12. 
a = pinhole pitch, i.e. 0.200mm. 
θn,i = the angular coordinates of the i-th pinhole for the spiral #n. 
θn,0 = the starting angle for the spiral #n. 
 




The manufacture of the Nipkow disk is very challenging and it cause 
us a lot of time. Initially we tried to manufacture the Nipkow disk with black 
steel sheet using laser cutting technology. The first attempt to manufacture the 
Nipkow disk did not work for several reasons. One of the main reasons is that 
the steel sheet deformed and no longer flat after laser cutting process due to 
high temperature. The second reason is that the surface blackening process can 
only be done after laser cutting process. After surface blackening process, 
black oxide blocked most of the pinholes, thus the light could not pass through 
the pinholes.  Besides that laser cutting machine that we used cannot cut the 
disk that is larger than 50mm in diameter, and the shapes of the cut pinholes 
near the edge of the disk are not circles but ellipses. After the failure, we 
decided to fabricate Nipkow disk of glass substrate and using 
photolithography technology. Since vendors cannot meet all our requirements 
within our budget, we have changed our specification and design several times. 
One of the specifications that we changed is regarding the reflectance of the 
Nipkow disk surface.  
 
The surface of the Nipkow disk should be low reflectivity; otherwise 
the light reflected from the Nipkow disk surface to camera is the background 
noise that will interrupt the signal. Figure 4.11 is a cross-section side view of 
the Nipkow disk. It illustrates different layers of coating on a glass substrate 
that form our Nipkow disk. The total thickness of the Nipkow disk is about 1.6 
mm. Figure 4.12 shows the reflectance curve for the region on the Nipkow 
disk top surface where there is no pinhole. It is clear that the reflectance for 
the wavelength lesser than 500nm is quite high. The ideal Nipkow disk should 
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has surface reflectance as low as possible, e.g. < 1% for the wavelength from 
400nm to 700nm. Figure 4.13 shows the image of the Nipkow disk when it is 
not spinning in the prototype system. A mirror is put on the sample stage to 

















4.6 Other Components 
 From the reflectance curve shown in Figure 4.12, it is clear that the 
reflectance of the Nipkow disk surface from wavelength 400nm to 500nm is 
quite high. Thus, all confocal images that we obtained were flooded with 
bluish background light reflected from the Nipkow disk surface. To separate 
the background noise, i.e. the light reflected by the top surface of the Nipkow 
disk from the signal, i.e. the light reflected by the specimen, a pair of wedge 
prism is added to the optical path before and after the Nipkow disk. The 
Nipkow disk is also tilted at an angle not larger than 10 degree. 
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 The wedge prism with larger wedge angle can divert an incident beam 
with larger angle and it is also thicker. By using the wedge prism with larger 
wedge angle, the light can be reflected at larger angle by Nipkow disk as 
shown in Figure 4.11. However, the wedge prism with larger wedge angle also 
can cause larger effect on the final image quality. If the angle of reflected light 
beam is too small, the light reflected from the Nipkow disk surface may be 
captured by camera.  However if the wedge prism is too thick, the final image 
quality may be deteriorated. After a series of trials, we decided to use the 
wedge prism with nominal deviation of two degree (wedge angle 3⁰52’). 
 
Figure 4.14: Comparison between the wedge prisms with different wedge 
angle. 
 
4.7 The Final System. 
 After assembling all the mechanical, electrical and optical components, 
the prototype system goes through a fine tuning alignment process before it 
can be used. All the optical axis must be properly aligned. The assembly of the 
prototype system is shown in Figure 4.12. The image aquisition program is 
writen using Visual C++ programming language. The data analysis and 
processing programs such as calibration curve extraction program and surface 
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height retrieval program is written using MATLAB programming language. 
The user graphic interfaces of the calibration curve extraction program and 
surface height retrieval program are as shown in Figure 4.13 and Figure 4.14 
respectively. 
 


















 The images captured with the prototype system are 14-bits-per-channel 
images. The images are stored in raw file format to any avoid information loss. 
To display a 14-bits-per-channel image on a monitor screen, the image must 
be converted into a 8-bits-per-channel image. The simplest method is to divide 
all the values of the image by 64.25 and then round it to the nearest integer so 
that no value can be larger than 255. To print out the images on the paper, the 
raw images need to be converted to digital file format which is supported by 
the printer such as BMP (Windows Bitmap), TIFF (Tagged Image File 
Format), PNG (Portable Network Graphics) and JPEG (Joint Photographic 
Experts Group) file format.  
  
The RGB values of a pixel on a confocal image depends on the 
following factors: the intensity of the light source, the reflectance of the 
specimen surface, the sensitivity of the CCD sensor, the exposure time of the 
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camera, the height position of the specimen surface, and other settings of the 
system (e.g. the aperture of imaging lens, light source, Nipkow disk spinning 
speed, etc.) and also the background noise. The background noise is the image 
of the background when there is no sample. The image of the background 
noise is also called dark image. The image is dark but its RGB value is not 
zero. When the power of the illumination light source increase or the exposure 
time increase, the RGB value of the background image also increase. The 
main source of the background noise for the prototype system is the light 
reflected from the Nipkow disk surface, prism wedge surface, and lenses to the 
camera. In the calibration curve extraction program and surface height 
retrieval program, the confocal images are alway substract with the 
background image before any other process. 
 
An experiment has been conducted in such a way that specimen is 
static, exposure time and all setting of the system are all fixed, nine confocal 
images of the same sample and same surface are captured and analyzed. It is 
found that the RGB values of each pixel are fluctuating randomly due to 
Gaussian noise. The estimated standard deviation of the noise is less than 210 
in term of RGB values. Even after subtracting away the background image, the 
random noise still remains in the confocal image.  Since there is Gaussian 
noise, at least four confocal images should be captured for each height 
position during calibration process according to the good practice 
recommended by the Joint Committee for Guides in Metrology (JCGM) [86]. 
By using the mean RGB values, the uncertainty of the calibration points 
coordinate can be reduced. 
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Since there is Gaussian noise in the system, the signal to noise ratio 
(SNR) is higher if the pixel is brighter. Dark pixel has low SNR and it 
normally leads to erroneous measurement result. Side walls, sharp edges and 
steep surfaces (slope > 15 degree) can either appear as dark pixels or strange 
color pixels. Strange color pixels are the pixels whose colors are significantly 
different from the colors of all calibration points. The main causes of the 
strange color pixel include the difference in surface slope, surface roughness, 
surface reflectivity, present of dirt or oil on the surface, etc. Strange color 
pixels can be identified by long Euclidean distance from the nearest 
calibration point. Both dark pixel and strange color pixel usually give 
erroneous measurement results. Erroneous measurement results always give 
inaccurate information and may mislead or confuse users. Since it affects the 
accuracy, it should not be displayed. In the surface height retrieval program, 
users can set their own threshold values to identify dark pixels and strange 
color pixels. If a pixel is identified as dark pixels or strange color pixels, the 
height retrieval process for the pixel will be skipped.  
 
 Before the prototype system can be used to measure the surface height, 
it needs to go through a calibration process. During the calibration process, the 
RGB values of specimen surface at different heights are collected 
systematically. The collected RGB values are called calibrated RGB values.  
The calibrated RGB values are the data that will be used as the reference to 
retrieve height information of specimen surface during measurement process.  
The calibration and feature height retrieval process have been described in 
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Chapter 3 Section 3.3. However, some improvements been made after that.  
The first improvement is the use of the newly developed Vector Projection 
technique to retrieve the surface height. The vector projection technique 
improves the resolution of the measurement drastically and it is explained in 
the next chapter, the Section 5.2. The second improvement is the use of XYZ 
method instead of HSV method, which is more robust to the noise and more 
accurate. Various height retrieval methods have been evaluated and compared 
in Section 5.3 in the next chapter. 
 
4.8 Summary 
This chapter described the design of the prototype system of a high 
speed confocal 3D profilometer. The prototype system is divided into four 
main subsystems, i.e. illumination system, microscopy system, imaging 
system, and spinning disk system. The requirements for each subsystem are 
explained and discussed in details. Experimental results are presented in the 
next chapter.  
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Chapter 5  
Enhanced System Development and 
Testing 
 
5.1 Introduction  
 In Chapter 3, the height retrieval technique used is called discrete point 
technique. The technique is called discrete point technique because the height 
retrieved by this technique can only be one of the discrete values represented 
by a calibration point. If the calibration step size is 1 µm, the height difference 
between two consecutive calibration points is 1 µm. Thus the retrieved surface 
heights can only vary in discrete step of 1 µm. The height of a surface between 
two calibration points (e.g. 0.5 µm) is not allowed and it will be round off to 
the nearest calibration point. Therefore the resolution is 1 µm. This technique 
is not good because the calibration step size must be reduced in order to 
improve the resolution. In this chapter, a new technique called Vector 
Projection technique is proposed and used to replace the discrete point 
technique.  
 
 In Chapter 3, the color information used to determine the height 
information of a measurement point (i.e. a pixel) is represented in the form of 
hue (H), saturation (S) and value (V).  So the method is called HSV method. 
The color information of a measurement point can be presented in many forms 
such as RGB (red, green, blue) values, HSV (hue, saturation, value), XYZ (the 
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ratio of red, green, blue), or any other combinations such as HXZ (the hue, the 
ratio of red, and the ratio of blue). Therefore the surface height of a pixel can 
be retrieved using various methods. In this chapter, experimental results of ten 
different height retrieval methods are evaluated and compared.  
 
This chapter is organized as follows: The experimental results of the 
Vector Projection technique are compared with those of the discrete point 
technique in Section 5.2. Next the experimental results of ten different height 
retrieval methods are presented and discussed in Section 5.3. After that the 
measurement range of the prototype system is discussed is Section 5.4. Next 
multiple-image scheme is proposed as a way to increase the measurement 
range. Finally, the retrieval of surface topography of a microfluidic device 
with the prototype system is demonstrated using the vector projection 
technique, the XYZ method and two-image scheme.  
 
5.2 Vector Projection Technique 
The first sample that was used to test the prototype system is a 
standard sample, Rubert Precision Reference Specimen item number 511E 
[87]. The Rubert 511E sample has a single groove with a depth and width of 1 
µm and 100 µm respectively. The specimen is made of electroformed nickel. 
The specimen has a hard protective top layer of nickel-boron. The protective 
layer is sometimes liable to slight discoloration or darkening, as compared 
with the bare nickel. This discoloration may take the form of faint dark 
patches or lines over the surface. Figure 5.1 shows a portion of the sample 
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surface topography retrieved using the ContourGT-K [88], i.e. a commercial 
profilometer based on the principle of white light interferometry.  
 
Figure 5.1: Surface topography of the sample (Rubert 511E) retrieved using a 
commercial profilometer, ContourGT-K. 
 
 The camera exposure time was set to 50 milliseconds (ms). The 
prototype system is calibrated with the step size of 1 µm during calibration 
process. Figure 5.2 shows the calibrated RGB curves of the prototype system 
for the Rubert 511E sample. From Figure 5.2, it is clear that the measurement 
range of the prototype system is smaller than that of the modified Carl Zeiss 
confocal microscope. This is because the pinhole size of the Nipkow disk on 




Figure 5.2: Calibrated RGB curves of the prototype system for the Rubert 
511E sample. 
 
 The sample surface is out of focus when it is too close to or too far 
away from the microscope objective. Therefore there are two out-of-focus 
zones. As shown in Figure 5.2, when the sample surface is at the out-of-focus 
zones, its Blue (B) value is close to zero while its Red (R) and Green (G) 
values are almost the same, i.e. around 1300. The values for Blue channels are 
always lower than 3000 while the values for Red and Green channels can 
reach around 10830. The main reason is because the spectrum of the white 
light source that used in the prototype system is not uniform, i.e. the intensity 
of the light with shorter wavelength is always smaller than the intensity of the 
light with longer wavelength in the visible range as shown in Figure 4.2. In 
addition, the relative response of the blue (B) channels of the camera of the 




Figure 5.3 shows a confocal image of the sample 511E using the 
prototype system. Figure 5.4 and Figure 5.5 show the 3D and 2D profile 
retrieved from the confocal image respectively using the discrete point 
technique with the step size of 1 µm.  The 2D profile in Figure 5.5 is actually 
the cross-section of the 3D profile for row number 525, i.e. the 525th row of 
pixels counting from the bottom edge of the confocal image. For the 2D 
profile, it is clear that the pixels whose surface heights are between 22 µm and 
23 µm will be round off either to 22 µm or 23 µm. The retrieved surface 
heights can only be integers in the unit of µm and no decimal point number are 
allowed. Thus, the results are not satisfactory as the retrieved surface heights 
are not accurate due to insufficient of the resolution. 
 





Figure 5.4: The 3D profile of the sample retrieved using the discrete point 





Figure 5.5: The 2D profile of the sample retrieved using the discrete point 
technique with the step size of 1 µm. 
 
 If the step size between two calibration points is reduced to 0.5 µm and 
the same height retrieval technique is used, we can get the 3D profile and 2D 
profile as shown in Figure 5.6 and Figure 5.7 respectively. The 2D profile 
shown in Figure 5.7 is the cross-section of the 3D profile for row number 525, 
i.e. the 525th row of pixels counting from the bottom edge of the confocal 
image. Now, some pixels whose surface heights are between 22 µm and 23 
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µm initially have a value of 22.5 µm. Some pixels whose surface heights are 
initially rounded off to 21 µm have a value of 21.5 µm now. By reducing the 
step size of the discrete point technique to 0.5 µm, the smaller distinguishable 
height is 0.5 µm now.  The results are still not satisfactory. Although the 
resolution can be improved by using smaller step, the number of calibration 
points and calibration time also increase. 
 
Figure 5.6: The 3D profile of the sample retrieved using the discrete point 




Figure 5.7: The 2D profile of the sample retrieved using the discrete point 




In order to improve the measurement resolution, a new technique 
called vector projection technique has been developed to replace the discrete 
point technique. The technique is illustrated in Figure 5.8 and explained in the 
following. Let’s say the color information of a measuring point, M, is (ܽ௠ ,ܾ௠ , ܿ௠). The color information of the nearest calibration point, Q, is 
൫ܽ௤ ,ܾ௤ , ܿ௤൯. The calibration points one step before and after the point Q are 
point P and R respectively. The color information of the point P and R are 
൫ܽ௣, ܾ௣, ܿ௣൯and (ܽ௥ ,ܾ௥ , ܿ௥) respectively. From the point Q to the point M, we 
can get a vector QM. Vector QR is a vector from the point Q to the point R. 
Let’s say the projection of vector QM on vector QR has a length of d .  
 
Figure 5.8: The relation between a measuring point and calibration points in a 
color information space. 
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To make things simple, we assume that the height of the measuring 
point M is linearly proportion to d. Thus the height of point M , hM, is given by  
Equation 5.1. 
ℎெ = ℎொ + ݀
หܴܳሬሬሬሬሬ⃗ ห
൫ℎோ − ℎொ൯ 
(5.1) 
where ℎொ  and ℎோ  are surface heights of the calibration points Q and R 
respectively. หܴܳሬሬሬሬሬ⃗ ห is the length of the vector QR. 
หܴܳሬሬሬሬሬ⃗ ห = ට൫ܽ௥ − ܽ௤൯ଶ + ൫ܾ௥ − ܾ௤൯ଶ + ൫ܿ௥ − ܿ௤൯ଶ (5.2) 
Since  
݀ = หܳܯሬሬሬሬሬሬ⃗ ห cosߠ (5.3) 





ℎெ = ℎொ + ܳܯሬሬሬሬሬሬ⃗ ∙ ܴܳሬሬሬሬሬ⃗
หܴܳሬሬሬሬሬ⃗ ห
ଶ ൫ℎோ − ℎொ൯ 
(5.5) 
 
The vector projection technique use Equation 5.5 to compute the 
height of a measurement point. By implementing the vector projection 
technique, the 3D and 2D profiles of the sample retrieved from the same 
confocal image are as shown in Figure 5.9 and Figure 5.10 respectively. By 
comparing the retrieved 2D profiles, it is clear that the Figure 5.10 is more 
accurate because it has better resolution compared to Figure 5.5 and Figure 5.7. 
Threshold values to identify dark pixels and strange color pixel were not set in 
this experiment. Therefore the erroneous height at the edge of the groove can 
be seen clearly.  The successful retrieval of surface topography of the sample 
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has proven that the prototype system is able to distinguish the height 
difference as small as 1 µm precisely.  The experimental results also show that 
the surface of the sample is quite rough. Another sample with smoother 
surface is needed to evaluate the performance of various height retrieval 
methods. The experiment and results for various height retrieval methods are 
discussed in the next session. Since the vector projection technique is so much 
better than the discrete point technique, hereafter the vector projection 
technique are implemented in height retrieval algorithm for every experiment 
regardless which height retrieval method is being used. 
 






Figure 5.10: The 2D profile of the sample retrieved using the vector projection 
technique. 
 
5.3 Various Height Retrieval Methods  
The sample that was used to evaluate various height retrieval methods 
is a diamond turned step aluminum sample that has been calibrated at the 
National Metrology Center (NMC). The NMC calibrated sample has nine step 
heights as shown in Figure 5.11. In this section, only the step height marked 
with H1 was used in to evaluate the performance of various height retrieval 
methods. According to calibration report of NMC, the mean measured result 
of the H1 height is 9.78 µm. The expanded measurement uncertainty for H1 is 
0.20 µm at a level of confidence of approximately 95%. The camera exposure 
time was set to 34 milliseconds (ms). 
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Figure 5.11: The diamond turned step sample has nine step heights. 
 
 
During calibration process, 201 sets of RGB values at different depth 
positions are recorded. Calibration step size is 0.5 µm. Figure 5.12 shows the 
calibrated RGB curves plotted again depth positions. The calibrated RGB 
values can be converted to HSV values using the Mathematic Formula (3.1), 
(3.2) and (3.3) as described in Section 3.4. By plotting the calibrated HSV 
values against the depth positions, the calibrated HSV curves are obtained and 
are shown in Figure 5.13. Similarly, the calibrated XYZ curves against depth 
positions (Figure 5.14) can be obtained by converting the calibrated RGB 
values into X, Y and Z values. The X, Y, and Z represent the ratio of red (R), 




ܴ + ܩ + ܤ (5.7) 
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ܻ = ܩ
ܴ + ܩ + ܤ (5.8) 
ܼ = ܤ
ܴ + ܩ + ܤ (5.9) 
 
 














 If the calibrated RGB values are used to retrieve the height information, 
the method is called RGB method. If the calibrated HSV values are used to 
retrieve the height information, the method is called HSV method. If the 
calibrated XYZ values are used to retrieve the height information, the method 
is called XYZ method. If only the calibrated X and Z values are used to 
retrieve the height information, then the method is called XZ method. The XZ 
method has been proposed by Tiziani, H.J., et al. [89-90]. Similarly, the 
method that uses only the calibrated H and S values to retrieve height 
information is called HS method. The method that uses only the calibrated H 
and V values to retrieve height information is called HV method. The height 
information also can be retrieved using the combination of the calibrated H, X 
and Z values. This method is called HXZ method. The HX, HY and HZ 
methods are the methods that combine the use of the calibrated H values and 
the calibrated X, Y and Z values respectively for the retrieval of height 
information. 
  
 After the calibration process, the sample was taken down from the 
sample platform. Next the sample was put onto the sample platform and the 
confocal image of the sample was captured. After that the sample was 
removed from the sample platform again. The procedure was repeated ten 
times, so ten sets of confocal images were captured. Figure 5.15 and Figure 
5.16 shows two of the confocal images of the sample, i.e. Image 1 and Image 
7. The measurant in this experiment is the step height marked H1 as in Figure 
5.11. Ten different height retrieval methods, i.e. RGB, HSV, XYZ, XZ, HS, 
HV, HXZ, HX, HY and HZ method were used to retrieve the 2D profile of 
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each image using the pixels of the row 512.  After that linear regression was 
used to obtain the surfaces of the step, and then the height of the step was 
computed. Figure 5.17 and Figure 5.18 shows the 2D profiles of Image 1 and 
Image 7 retrieved using XYZ method respectively.  
 




Figure 5.16: A confocal image (Image 7) for the diamond turned step sample. 
 
 




Figure 5.18: The 2D profile of the Image 7 retrieved using the XYZ method. 
 
 
Since there are ten sets of confocal images, so there are ten 
measurement results for each method. The mean values and standard deviation 
of the step height had been calculated and tabulated. Table 5.1 shows the 
measurement results of the RGB, HSV, XYZ, XZ and HS method; while 
Table 5.2 shows the measurement results of the HV, HXZ, HX, HY and HZ 
method. The measurement results in the Tables are purposely left in three 
decimal points, so that it can provide enough detail on how much differences 
are among these ten methods. From Table 5.1 and Table 5.2, it is clear that the 
XYZ is the best method followed by the XZ method. The XYZ and XZ 
methods are accurate because the measurement result of the XYZ and XZ 
methods are very close to the NMC measurement result. In addition, the 
repeatability of the XYZ and XZ methods are very good because the standard 
deviations of both methods are less than 0.1µm.  The XYZ method is more 
precise than the XZ method because the standard deviation of the XYZ 
method is smaller than those of the XZ method. Figure 5.19 shows the 2D 




Retrieval method RGB HSV XYZ XZ HS 
Image number Height measured for H1 (unit: µm) 
Image 1 8.675 10.395 9.764 9.800 9.889 
Image 2 8.506 10.306 9.711 9.709 9.823 
Image 3 8.793 10.236 9.703 9.673 9.833 
Image 4 8.636 10.553 9.852 9.853 10.055 
Image 5 8.713 10.361 9.761 9.737 9.811 
Image 6 8.346 9.418 9.737 9.798 9.741 
Image 7 8.378 8.844 9.816 9.748 9.857 
Image 8 8.784 9.666 9.795 9.783 9.825 
Image 9 8.798 10.160 9.801 9.844 9.906 
Image 10 8.468 8.364 9.878 9.868 9.895 
Mean value 8.610 9.830 9.782 9.781 9.863 
Standard Deviation 0.173 0.741 0.057 0.065 0.083 
Table 5.1: The height of the sample, H1, retrieved using the RGB,  HSV, XYZ, 
XZ, and HS methods. 
 
Retrieval method HV HXZ HX HY HZ 
Image number Height measured for H1 (unit: µm) 
Image 1 10.137 9.735 9.235 9.745 9.649 
Image 2 9.847 9.669 6.452 10.464 9.600 
Image 3 9.921 9.669 9.739 11.762 9.669 
Image 4 9.911 9.739 19.503 26.096 9.516 
Image 5 9.969 9.727 10.640 18.861 9.725 
Image 6 8.704 9.793 10.134 12.465 9.699 
Image 7 8.183 9.767 9.890 14.573 9.750 
Image 8 9.018 9.792 9.337 18.761 9.786 
Image 9 9.806 9.773 23.492 9.774 9.670 
Image 10 7.789 9.867 10.689 9.884 9.791 
Mean value 9.329 9.753 11.911 14.239 9.685 
Standard Deviation 0.845 0.060 5.275 5.428 0.085 
Table 5.2: The height of the sample, H1, retrieved using the HV,  HXZ, HX, 
HY, and HZ methods. 
 
 
Figure 5.19: The 2D profile of the Image 7 retrieved using the XZ method.  
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Although the XZ method is an accurate and precise method, it is not as 
good as the XYZ method. From Figure 5.16, it is clear that there are three 
retrieval mistakes on surface 2. The reason why the retrieval mistakes happen 
can be explained by investigating the calibration curve. The calibration curves 
of the ten methods are in Appendix B. In Figure 5.19, the calibration curve of 
the XZ method is used to explain how the height retrieval mistake can happen. 
The vertical height position, z, is start from zero at the calibration point D=50 
and it reach 30 µm at D=20. Since the prototype system has Gaussian noise, 
the XZ values of a point may fluctuate from coordinate A to coordinate B in 
the XZ space. Hence, the point with vertical height of 13 µm (near to the point 
D=37) may be misidentified as the point with vertical height of 5 µm (near to 
the point D=45). The XZ method has high chance to retrieve the height 
information wrongly when the sample surface height is in the range of D=37 
to D=50. The XYZ method is more robust to the Gaussian noise as compared 
to the XZ method. This is because the calibration curve of the XYZ method 
has one extra dimension compared to those of the XZ method as shown in 





Figure 5.20: The calibration curve of the XZ method shows that the height 








From Table 5.1 and Table 5.2, it is clear that the HX and XY methods 
are the two most inaccurate and imprecise methods among the ten methods. 
Figure 5.22 and Figure 5.23 show the 2D profile of the Image 7 retrieved 
using the HX and HY methods. Many retrieval mistakes happened when the 
HX and HY methods were used. By investigating the calibration curve for HX 
and HY methods, it is clear that these two methods are prone to retrieval 
mistake at for certain height region. Figure 5.24 shows that the HX method is 
prone to mistake when the surface height is in the region of D=23 to D=35 and 
D=29 to D=33. When the RGB values of a point within these regions range 
corrupted by Gaussian noise, the retrieval mistake is more likely to happen 
because the calibration points are so close to one another. Figure 5.25 shows 
the regions that prone to height retrieval mistake for the HY method.  
 
 
Figure 5.22: The 2D profile of the Image 7 retrieved using the HX method. 
 
 





Figure 5.24: The calibration curve for the HX method prone to height retrieval 
mistake for some regions. 
 
 
Figure 5.25: The calibration curve for the HY method prone to height retrieval 




 The error-prone regions can be easily identified and marked when 
there is a sharp bend in the calibration curve. The calibration curve before and 
after the sharp bend are very close to each other (as shown in Figure 5.24 and 
Figure 5.25). Inside the error-prone regions, the calibration points of 
distinctive surface heights are so close to one another other, i.e. has similar 
color, and can be easily misidentified. A slight deviation of color can lead a 
measurement point closer to a wrong calibration point. Thus the surface 
heights retrieved from any point around this region are prone to error due to 
the present of noise.   
 
Both RGB and HSV methods are less accurate and less precise 
compare to the XYZ, XZ, HXZ, HS, and HZ methods. Figure 5.26 shows the 
2D profiles retrieved by the RGB method and the XYZ method for Image 7. 
The differences between the profile retrieved by the RGB method and the 
profile retrieved by the XYZ are quite obvious. In addition, the profile 
retrieved by the RGB method has large errors at the edge of the step. Figure 
5.27 shows the comparison between the 2D profiles retrieved by the HSV 
method and by the XYZ method. The differences are mainly in the lower 
surface. The lower surface profile retrieved by the HSV method is not flat nor 
smooth due to height retrieval errors. The height retrieval errors of the HSV 
method are large at the edge of the step. Figure 5.28 compares the 2D profiles 
retrieved by the HS method and the XYZ method. The profile retrieved by the 
HS method is quite good although there is a retrieval mistake. The HS method 
is better than the HSV method because the third component of the color 
information that represents the brightness, i.e. V, has been dropped out. In 
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Figure 5.29, the 2D profile retrieved by the HXZ method is almost identical to 
the profile retrieved by the XYZ method except two retrieval mistakes. The 
HSV, HS, HXZ and XZ methods can retrieve the surface on the left side 
(surface 1) quite well but it is not the case for the surface on the right (surface 
2). This is because surface 2 is located outside the accurate measurement 
range. The accurate measurement range is discussed in the next section. 
 
 
Figure 5.26: The 2D profiles of the Image 7 retrieved using the RGB method 




Figure 5.27: The 2D profiles of the Image 7 retrieved using the HSV method 




Figure 5.28: The 2D profiles of the Image 7 retrieved using the HS method 
and the XYZ method. 
 
 
Figure 5.29: The 2D profiles of the Image 7 retrieved using the HXZ method 
and the XYZ method. 
 
5.4 The Range for Accurate Measurement 
 The XYZ method is best method compare to others because it is more 
accurate and more precise. However the XYZ method can only maintain its 
accuracy within a certain range. The range is called accurate measurement 
range. The accurate measurement zone is a zone inside the in-focus zone 
where the sample surface can be measured accurately. If the sample surface is 
outside the accurate measurement zone, height retrieval mistake can happen, 
thus the measurement error can be larger than 0.5 µm, 1 µm or even 5µm. As 
an example, Figure 5.30 shows that the XYZ method did not retrieve the 
height of surface 2 accurately because the surface is outside the accurate 
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measurement zone. The accurate measurement zone for the diamond turned 
step sample is from D=25 to D=35 as shown in Figure 5.31 and Figure 5.32. 
The zones outside the accurate measurement zone but still inside the in-focus 
zone are called rough measurement zone 1 (closer to the microscope objective) 
and rough measurement zone 2 (further away from the microscope objective). 
Another reason why the XYZ method is better than other methods is that the 
accurate measurement range for the XYZ method is larger compare to other 
methods. 
 
Figure 5.30: The surface on the right hand side is outside the accurate 
measurement zone, thus there are many height retrieval mistakes.  
 
 
Figure 5.31: The in-focus zone can be divided into one accurate measurement 




Figure 5.32: The calibration curve of the XYZ method showing accurate 
measurement zones, rough measurement zones and out-of-focus zone. 
 
 
Although the material of the Rubert 511E sample is different from the 
material of the diamond turned step sample, and the exposure times set for 
both samples also different, but the calibration curves of the XYZ method for 
both samples are very similar. Figure 5.33 shows the calibration curve of the 
XYZ method for the Rubert 511E sample. The accurate measurement range of 
the XYZ method for both the Rubert 511E sample and the diamond turned 
step sample are same, i.e. about 10 µm. For the Rubert 511E sample, the 
accurate measurement range is from D=40 to D=50. The depth position labels 
are different from those of the diamond turned step sample because the initial 





Figure 5.33: The calibration curve of the XYZ method for the Rubert 511E 
sample is very similar to those of the diamond turned step sample. 
 
 
Figure 5.34 shows the accurate measurement zone and two rough 
measurement zones inside the in-focus zone for the Rubert 511E sample. 
When the surface of a sample is inside the accurate measurement zone, the 
surface height of the sample can be retrieved with uncertainty less than 0.5 µm. 
If the sample surface is in the rough measurement zones, the height retrieval 
mistake become common and the retrieved height is not accurate any more. 




Figure 5.34: The in-focus zone can be divided into one accurate measurement 
zone and two rough measurement zones (The Rubert 511E sample). 
 
 
Figure 5.35 shows a confocal image of the Rubert 511E sample in the 
rough measurement zone 1. The 2D profile retrieved from this image is not 
accurate as shown in Figure 5.36. Figure 5.37 shows a confocal image of the 
Rubert 511E sample in the rough measurement zone 2. The 2D profile 
retrieved from this image is also not accurate as shown in Figure 5.38. The 
profiles retrieved are not accurate because the sample surfaces are outside the 
accurate measurement zone. However, the surface topography of the sample 
can be retrieved accurately by combining the color information from these two 
confocal images, and if the height difference between these two images are 





Figure 5.35: A confocal image of the Rubert 511E sample in the rough 




Figure 5.36: A 2D profile retrieved by the XYZ method when the sample is at 




Figure 5.37: A confocal image of the Rubert 511E sample in the rough 




Figure 5.38: A 2D profile retrieved by the XYZ method when the sample is at 
rough measurement zone 2. 
 
 
After the first confocal image (Figure 5.35) was captured, the sample 
was moved downwards 20 µm by the PZT stage and then the second confocal 
image (Figure 5.37) was captured. So the height difference between the 
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sample surface of Figure 5.35 and Figure 5.37 is 20 µm. The first confocal 
image provided three sets of color information, i.e. X1, Y1 and Z1 and the 
second image provided another three sets of color information, i.e. X2, Y2 and 
Z2. So, totally six sets of color information were available for every 
measurement point. Two sets of calibrated XYZ curves were used for height 
retrieval process. The first set of the calibrated XYZ curves is used to compare 
the color information of the first image. The second set of the calibrated XYZ 
curves is used to compare the color information of the second image. Since the 
second image was captured by moving the sample 20 µm downward, so the 
second set of the calibrated XYZ curves has to shift 20 µm to the left as shown 
in Figure 5.39. By overlapping these two sets of the calibrated XYZ curves, a 
new set of six calibrated XYZ curves is formed as shown in Figure 5.40. By 
comparing the six sets of color information of measurement points with those 
of the calibration points, the surface height can be determined. Four sets of 
experiment have been done and results are as shown in Figure 5.41, Figure 
5.42, Figure 5.43 and Figure 5.44. The depths of the groove measured are 1.07 
µm, 0.87 µm, 0.93 µm and 0.99 µm. The mean value for the measured depth is 
0.97 µm. The standard deviation of the measured depth is 0.09 µm. 
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Figure 5.39: Two sets of the calibrated XYZ curves are overlapped and used to 
retrieved sample surface heights . 
 
 
Figure 5.40: Six sets of color information are present in the overlapped of two 






Figure 5.41: A profile retrieved from two images where the sample surfaces 
are in the rough measurement zones (Experiment Set 1). 
 
 
Figure 5.42: A profile retrieved from two images where the sample surfaces 
are in the rough measurement zones (Experiment Set 2). 
 
 
Figure 5.43: A profile retrieved from two images where the sample surfaces 
are in the rough measurement zones (Experiment Set 3). 
 
 
Figure 5.44: A profile retrieved from two images where the sample surfaces 
are in the rough measurement zones (Experiment Set 4). 
 
 
5.5 Height Retrieval Using Multiple Images 
 When only one confocal image is used to retrieve the surface 
topography, the sample surface must lie inside the accurate measurement zone. 
The accurate measurement range is only about 10 µm for the prototype system 
when the XYZ method is used. The accurate measurement range can be 
increased by modifying the hardware design such as use chromatic aberration 
 99 
lens with larger chromatic aberration range. Besides that, the accurate 
measurement range also can be increased by using more than one confocal 
image. 
  
 The measurement range of the prototype system can be increased by 
using multiple confocal images according to the strategy shown in Figure 5.45. 
One confocal image can cover the measurement range of 10 µm. Then five 
confocal images can cover a measurement range of 50 µm. Let us call this as 
Strategy I. There is another way to extend the measurement range and it is 
called Strategy II and it is as shown in Figure 5.46. By using the Strategy II, 
only three confocal images are needed for the measurement range of 50 µm 
for the prototype system. The Strategy II uses less images compare to the 
Strategy I to achieve the same measurement range. This is because the 
Strategy II makes good use of the information of the rough measurement 
zones. In the Strategy I the accurate measurement zone of each image is side 
by side while in the Strategy II there is a gap between every accurate 
measurement zone of each image. 
 




Figure 5.46: The way to increase the measurement range (Strategy II). 
 
 
To implement the Strategy II, the lowest surface of the sample is 
placed inside the accurate measurement zone and then the first confocal image 
is captured. After that, the sample is shifted 20 µm downwards and then 
second confocal image is captured. The surface heights in the second image 
are actually 20 µm higher than the surface heights of the first image. Therefore 
the calibrated XYZ curves for the second image are shifted 20 µm to the left 
of the calibrated XYZ curves for the first image as shown in Figure 5.47. Thus 
the range of the overlapping zone is 10 µm. As proven in the previous section, 
the surface height in the overlapping zone can be retrieved accurately from the 
color information of two images using six calibrated curves. In the Strategy II, 
the first image can cover a measurement range of 10 µm, and the second 
image cover another measurement range of 10 µm. The overlapping zone of 
the first and second image can cover another measurement range of 10 µm.  
Therefore, the total measurement range is 30 µm when two-image Strategy II 
is used. If the similar strategy is applied to three confocal images, it can cover 
a measurement range of 50 µm. If four confocal images are used, it can cover 




Figure 5.47: Two sets of calibrated XYZ curves are overlapped and used for 
height retrieval when the Strategy II is applied. 
 
 
If the sample has only two surfaces, i.e. top surface and base surface, 
such as sample with pillar structure, single step, etc, then a strategy called 
Strategy III can be used. Since there is nothing between the top surface and the 
base surface, the images of the top surface and base surface of the sample are 
enough for surface topography measurement. Of course the height difference 
between the first image and the second image must be known. The Strategy III 
is illustrated in Figure 5.48. The base surface of the sample is retrieved using 
the first image and the top surface is retrieved using the second image 
independently. Then the height information from both images are combined to 




Figure 5.48: Two sets of calibrated XYZ curves are overlapped and used for 
height retrieval when the Strategy II is applied.  
 
 
A microfluidic sample with pillar structure had been used to 
demonstrate that the two images height retrieval strategy works. The height of 
the pillar is about 20 µm. The surface of the microfluidic device is less 
reflective compare to the previous samples. Thus camera exposure time was 
set to 200 milliseconds (ms) for the microfluidic device sample. During 
calibration process, 201 images at different height positions are captured. 
Since the heights of the pillars are 20 µm, to retrieve surface topography with 
single confocal image is not possible, because the range for the accurate 
measurement of the prototype system is only 10 µm. So, two confocal images 
separated at height difference of 20 µm are captured during measurement.  
 
Figure 5.49 and Figure 5.50 shows the first and the second confocal 
image of the sample. In the first image, the base surface of the sample is in the 
accurate measurement zone. So the base surface appears green. The top 
 103 
surfaces of the pillars in the out-of-focus zone 1 and appear dark. In the 
second image, the top surfaces of the pillars are in the accurate measurement 
zone. So it appears green in the second image. The base surface of the sample 
is in the out-of-focus zone 2. The first image can be used to retrieve surface 
topography of the sample base surface. The height of a surface in the second 
image is 30 µm higher than the surface with the same color in the first image. 
Thus the retrieve surface height of the pillars can be retrieved from the second 
image as well. The surface topography of the microfluidic sample retrieved is 
as shown in Figure 5.51. The average of the pillar heights measured by the 
confocal system is 30.2 µm.   
  
 









Figure 5.51: The surface topography of the microfluidic device measured by 
the prototype system. 
 
 
The white color pixels in the topography map in Figure 5.51 are the 
surface whose height are unknown. The pixels at the side walls, sharp edges 
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and the surface with slope more than 15 degree appear dark in the confocal 
images. The surface heights of these pixels are undeterminable. Any attempt 
to retrieve the surface height of these pixels will lead to inaccurate result. So 
the heights of these pixels are unknown and marked as white in the surface 
topography map. The pixels around the four corners of the image appear dark 
due to vignetting effect. The surface height retrieval algorithm will skip all the 
dark pixels by assuming they are side walls, sharp edges or steep surface. So 
the surface heights around the four corners also unknown and appear white. If 
a measurement point has an unusual long Euclidean distance from the 
calibration points, then the surface height retrieval algorithm will omit the 
pixel and paint it with white color in topography map because it normally 
gives an erroneous surface height.  
 
5.6 Summary 
This chapter discusses the experimental results of the high speed 
confocal 3D profilometer prototype system. In Section 5.2, the experimental 
results of the discrete point technique are shown. The results are not 
satisfactory due to low resolution. A newly developed technique called the 
Vector Projection technique is introduced to solve the low resolution problem 
of the discrete point technique. The experimental results of the Vector 
Projection technique are much better compare to the results of the discrete 
point technique. In Section 5.3, ten sets of confocal images of a diamond 
turned step sample are used to evaluate the accuracy and precision of ten 
different height retrieval methods. Experimental results show that the XYZ 
method is the best among all. Section 5.4 explains the findings that the in-
 106 
focus zone of the confocal 3D profilometry system can be further divided into 
one accurate measurement zone and two rough measurement zones. Multiple 
images can be used to increase the measurement range of the prototype system 
has been explained in Section 5.5. 
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Chapter 6  
Conclusion and Future Works 
 
6.1 Conclusion 
Prior the building of the prototype, the feasibility study of the high 
speed confocal 3D profilometer has been carried out. In the study, a 
commercial confocal microscope has been calibrated and converted into a high 
speed 3D profilometer. After that the prototype has been designed and built. 
The design of the prototype is kept as primitive as possible due to the 
constraints of time, budget and manpower. When the prototype is ready, the 
prototype is calibrated and tested. Although the system of our first prototype is 
not perfect, it still can measure surface topography of a sample with 
uncertainty less than 1 µm. In this research, we have demonstrated the surface 
topography retrieval of microfluidic devices with miniature pillars structure 
with the modified confocal microscope and the prototype system.   
 
 During the research, ten height retrieved methods, i.e. RGB, HSV, 
XYZ, XZ, HS, HV, HXZ, HX, HY, and HZ have be analyzed and compared. 
Among these methods, the XYZ method is the most robust, accurate and 
precise. Besides that, the Vector Projection technique has been developed to 
replace the discrete point method to improve the resolution of the 
measurement reading. Through experiment, we discovered that the in-focus-
zone of the system can be further divided into two rough measurement zones 
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and one accurate measurement zone. Inside the accurate measurement zone, 
the measurement uncertainty is less than 0.5 µm; while outside the accurate 
measurement zone (i.e. inside rough measurement zone), the measurement 
error can be larger than 0.5 µm. If two confocal images are used to retrieve 
height information, the prototype system can cover the range of 30 µm. If a 
sample only has two surface, i.e. top surface and base surface, then the 
prototype system can measure the sample of any height with the first confocal 
image capturing the base surface while the second image capturing the top 
surface of the sample.  
 
The accuracy, resolution, and measurement range of the system will be 
improved if the system of our prototype is as perfect as the system of a 
commercial confocal microscope.  The imperfection of the system includes 
vignitting effect, non-uniformity of illumination brightness, vibration caused 
by spinning of Nipkow disk, dirt and stain marks on the surfaces of the wedge 
prisms, lenses and Nipkow disk, imperfect alignment of the optical axes of all 
optical components, etc. The vignitting happen in the system because we 
deliberately decreased the aperture of the imaging lens to avoid the reflected 
light from the Nipkow disk surface entering the camera. The improvement of 
the system is still ongoing when this thesis is being written. 
 
 The limitations in measuring sidewall and sharp edge are common 
issues for all optical microscopes. For the prototype system, it is currently not 
possible to measure the side walls, sharp edges and surface with the slope 
greater than 15 degree. The pixels at the side walls, shape edges and steep 
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slope surface will appear dark and similar to those pixels at out of focus area. 
Besides that, the system is only suitable for measurement of single color 
object. It is not suitable for multicolor objects.  
 
The development of the high speed confocal 3D profilometer has high 
potential impact to industries. In microfluidic device manufacturing, the high 
speed confocal 3D profilometer can be used to confirm the internal and 
external profiles of fully manufactured structures. In the manufacturing of 
microlens, the confocal profilometer can be used to investigate aspheric 
element of structure of the lenses. In large area printing, the confocal 
profilometer can perform quality inspection in aluminum and steel cold metal 
rolling, as well as measurement of inkwell volumes. In the field of precision 
machining, the confocal profilometer can be used determine the quality of 
cutting tools and the quality of surfaces after milling. In semiconductor 
industry, the confocal profilometer can be used to measure surface roughness 
on lead frame and ceramic packages. In biomedical field, the confocal 
profilometer can also be used to monitor the roughness of bone implants, as 
well as the shape and surface quality of the contact areas. In the field of 
material science, confocal profilometer can be used to characterize tribology 
of engineering surfaces in manufacture of foams, polymer, solders and textiles. 
 
6.2 Future Works 
 A number of improvements can be made for the next prototype system. 
Firstly, the signal to noise ratio (SNR) of the system can be increased by 
reducing the reflectance of the Nipkow disk surface. One of the possible ways 
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to reduce the reflectance of the Nipkow disk surface is to develop a new thin 
film coating technique and dry etch technique to form a kind of fine recession 
/ projection structure on the uppermost layer of light-shielding layer on the 
Nipkow disk surface, In addition, Nipkow disk with smaller pinholes can be 
used to improve the resolution, reduce uncertainty and extend the 
measurement range slightly. The price to be paid is it requires a longer 
exposure time.  
 
Camera with more channels may be used to increase the measurement 
resolution, accuracy and range. For example, 3CCD camera with 9 channels 
can be used as the detector in high speed confocal 3D profilometer after 
developing suitable color filters for the camera. The development of new 
height retrieval algorithm is also necessary when camera more than three 
channels are used in high speed confocal 3D profilometer because the color 
information is no longer defined by current RGB, XYZ or HSV system. 
 
 The most important future works need to be done is to increase the 
measurement range of current system. One of the ways to increase the 
measurement range is to design and fabricate a new chromatic aberration lens. 
Currently the prototype system uses Carl Zeiss “chromate-C” and the range of 
chromatic aberration is about 55 µm. If the range of chromatic aberration is 
increased, the measurement range will be increased too. In this research we 
have designed four different chromatic aberration lenses for the microscope 
objective lens K_013 from ZEBASE. The lens design data, layout and 
ZEMAX simulated results are shown in Appendix A. 
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Besides the improvement of the hardware, improvement on software 
also can be done. Currently the camera driver and data acquisition programs 
are written in Visual C++ language. However the data analysis and processing 
programs including surface height retrieval algorithm are written in MATLAB 
programming language. A new program with a better user graphic interface 
and better topography display should be written and it should integrate the 
data acquisition, analysis and processing programs together. The optimizing of 
the height retrieval algorithm can be carried out so that the task of height 
retrieval can be performed faster. For example parallel computing technique 
can be adapted to further reduce the computer processing time. Besides that, 
the research and development of new height retrieval algorithm can be carried 
out. The performance of the new algorithm has to be evaluated and compared 
with current XYZ method In addition, experiment can be carried out to try to 
implement various types of noise filtering techniques before or after height 
retrieval process to remove random noise and to improve the accuracy of 
measurement. 
 
Currently, the prototype system can only measure the sample with 
single color. The next phase is to develop a system that can measure the 
sample with multiple colors. For example: a sample that has a base made of 
copper and some structures made of nickel. The surface topography of this 
two-color sample may be measured by using two sets of calibration data 
simultaneously. One set of calibration data is for copper while another set is 
for nickel. A binary image that indicates the locations of copper and nickel is 
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needed to tell the computer which set of calibration data to be used for each 
pixel.  
 
Currently, the system requires user to recalibrate the system if there is 
any change in the system setting or sample material. It is possible to simulate 
the calibration data if all the parameters (e.g. the reflectance of sample surface, 
the exposure time of the camera, f-number of the imaging lens, the power of 
the light source, etc) that affect the calibration data are known. Experiments 
can be conducted to find out the effects of each individual parameter towards 
the calibration data. Experiments to validate the simulation results also need to 
be carried out. It will be a great convenience if the calibration data can be 
simulated instead of acquired via calibration process.  
 
The future works can be summarized and itemized as follows: 
1. Improve the SNR of the system by developing new technique that can 
further reduce the reflectance of the Nipkow disk surface. 
2. Improve the resolution and accuracy by using the camera with more than 
three channels.  
3. Design and fabricate new chromatic aberration lens to replace the current 
one in order to increase the measurement range. 
4. Development and improvement for software and algorithm, e.g. 
developing new height retrieval method, implementing new noise filtering 
technique, adapting parallel computing technique to further increase the 
measurement speed;  
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5. Research can be carried out to study the way to measure specimens that 
have more than one color, such as the use of more than one set of 
calibration data simultaneously. 
6. Develop simulation software that can simulate the calibration data when 
the sample material or system settings are changed. The simulation of 
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Lens Design Data for the microscope objective, the chromatic aberration lens 
and the tube lens: 
 
Design 1 
Surf Type Radius Thickness Glass Diameter Comment 
OBJ STANDARD Infinity 194.14  11  
1 STANDARD 253.1 4 N-SF5 25 tube lens 
2 STANDARD 87.26 8.5 N-BK7 25 tube lens 
3 STANDARD -124.12 10  25 tube lens 




0.999999 N-SF66 16 chromat 
C 
6 STANDARD 11.95775 10.00009 N-PK52A 16 chromat 
C 








6.839838 N-LASF44 16 chromat 
C 




10  16 chromat 
C 
STO STANDARD 8.940147 1.9586 N-SK14 7 K_013 
13 STANDARD -
64.07564 
0.4816  6.63649 K_013 
14 STANDARD 7.324052 2.9848 N-LAK7 5.936836 K_013 
15 STANDARD 15.30841 0.465474  4.2 K_013 
16 STANDARD -
32.30849 
1.8298 SF6 4 K_013 
17 STANDARD 3.931136 5.6168  2.9268 K_013 
18 STANDARD 17.04783 1.477 N-LAK9 2.617586 K_013 
19 STANDARD -
8.730333 
0.3934  2.62909 K_013 
20 STANDARD 3.780643 1.316 N-LAK9 2.489552 K_013 
 128 
21 STANDARD 3.842328 1.8219  1.997236 K_013 
















Surf Type Radius Thickness Glass Diameter Comment 
OBJ STANDARD Infinity 194.14  11  
1 STANDARD 253.1 4 N-SF5 25 tube lens 
2 STANDARD 87.26 8.5 N-BK7 25 tube lens 
3 STANDARD -124.12 10  25 tube lens 
4 STANDARD 43.28599 1.023457 E-FDS2 16 chromat 
C 
5 STANDARD 6.853333 9.988442 BSC7 16 chromat 
C 










9.962297 FF8 16 chromat 
C 
9 STANDARD -8.45594 9.999186 TAF3 16 chromat 
C 
10 STANDARD 15.75151 3.700706 FDS90-SG 16 chromat 
C 
11 STANDARD 389.7622 10  16 chromat 
C 
STO STANDARD 8.940147 1.9586 N-SK14 7 K_013 
13 STANDARD -
64.07564 
0.4816  6.63649 K_013 
14 STANDARD 7.324052 2.9848 N-LAK7 5.936836 K_013 
15 STANDARD 15.30841 0.465474  4.2 K_013 
16 STANDARD -
32.30849 
1.8298 SF6 4 K_013 
17 STANDARD 3.931136 5.6168  2.9268 K_013 
18 STANDARD 17.04783 1.477 N-LAK9 2.617586 K_013 
19 STANDARD -
8.730333 
0.3934  2.62909 K_013 
20 STANDARD 3.780643 1.316 N-LAK9 2.489552 K_013 
21 STANDARD 3.842328 1.7919  1.997236 K_013 





















Surf Type Radius Thickness Glass Diameter Comment 
OBJ STANDARD Infinity 194.14  11  
1 STANDARD 253.1 4 N-SF5 25 tube lens 
2 STANDARD 87.26 8.5 N-BK7 25 tube lens 
3 STANDARD -124.12 10  25 tube lens 
4 STANDARD 70.33084 5.563554 SF66 16 chromat 
C 


























10  16 chromat 
C 
STO STANDARD 8.940147 1.9586 N-SK14 7 K_013 
13 STANDARD -
64.07564 
0.4816  6.63649 K_013 
14 STANDARD 7.324052 2.9848 N-LAK7 5.936836 K_013 
15 STANDARD 15.30841 0.465474  4.2 K_013 
16 STANDARD -
32.30849 
1.8298 SF6 4 K_013 
17 STANDARD 3.931136 5.6168  2.9268 K_013 
18 STANDARD 17.04783 1.477 N-LAK9 2.617586 K_013 
19 STANDARD -
8.730333 
0.3934  2.62909 K_013 
20 STANDARD 3.780643 1.316 N-LAK9 2.489552 K_013 
21 STANDARD 3.842328 1.8819  1.997236 K_013 

















Surf Type Radius Thickness Glass Diameter Comment 
OBJ STANDARD Infinity 194.14  11  
1 STANDARD 253.1 4 N-SF5 25 tube lens 
2 STANDARD 87.26 8.5 N-BK7 25 tube lens 
3 STANDARD -124.12 10  25 tube lens 
4 STANDARD 37.19719 1.575219 E-FDS2 16 chromat 
C 


















10 TAF3 16 chromat 
C 
10 STANDARD 12.93844 4.356199 FDS90-SG 16 chromat 
C 
11 STANDARD 2202.557 10  16 chromat 
C 
STO STANDARD 8.940147 1.9586 N-SK14 7 K_013 
13 STANDARD -
64.07564 
0.4816  6.63649 K_013 
14 STANDARD 7.324052 2.9848 N-LAK7 5.936836 K_013 
15 STANDARD 15.30841 0.465474  4.2 K_013 
16 STANDARD -
32.30849 
1.8298 SF6 4 K_013 
17 STANDARD 3.931136 5.6168  2.9268 K_013 
18 STANDARD 17.04783 1.477 N-LAK9 2.617586 K_013 
19 STANDARD -
8.730333 
0.3934  2.62909 K_013 
20 STANDARD 3.780643 1.316 N-LAK9 2.489552 K_013 
21 STANDARD 3.842328 1.8819  1.997236 K_013 
















Calibration Curves for 10 Different Methods 
 
The calibration curve of the RGB method. 
 
 











































Measurement Uncertainty Analysis  
 
The Joint Committee for Guides in Metrology (JCGM) had 
documented the Guide to the Expression of Uncertainty in Measurement 
(GUM) and the International vocabulary of basic and general terms in 
metrology (VIM) since 1997. The calculation of the measurement uncertainty 
in this appendix is based on the JCGM’s document, JCGM 100:2008 [86].  
 
The measurand is the step height, H1, as marked in Figure 5.11. Ten 
measurement results obtained from the XYZ method are as follows: 9.76µm, 
9.71µm, 9.70µm, 9.85µm, 9.76 µm, 9.74µm, 9.82µm, 9.80 µm, 9.80 µm, and 
9.88 µm. The mean value of the results is 9.78µm. The repeatability of the 
measurement is given by the standard deviation of these ten measurement 
results, i.e. 0.06µm. The Type A uncertainty, i.e. the uncertainty that obtained 
via statistical method, can be calculated as follows: 
஺ܷ = 0.06ߤ݉
√10 ≅ 0.02ߤ݉ (C.1) 
 
One of the possible error sources is the signal noise of the prototype 
system. An experiment has been conducted to evaluate the effect of the noise 
using a sample from Veeco Instrument Inc (Veeco model number 301-031-
8um). The surface of the sample is assumed to be perfectly flat, and the 




Figure C1: The effect of the noise causing the height deviation of a flat surface. 
 
The standard deviation of height caused by the noise is computed to be 
0.04µm. The resolution of the system should be slightly larger than the noise. 
So the resolution of the prototype system can be claimed as 0.05µm. Therefore 
the uncertainty of the resolution due to the noise is given as follows: 
ܷோ௘௦ ≅ 0.05ߤ݉ (C.2) 
 
Another the possible error source is the calibration error caused by the 
uncertainty of the sample surface height position. This uncertainty is related to 
the uncertainty of the PZT. The uncertainty of the PZT is due to its 
repeatability and nonlinearity. Since the measurement range of the sample is 
about 10ߤ݉, the uncertainty caused by the nonlinearity of the PZT is given by 
following:  
௡ܷ௢௡௟௜௡௘௔௥ = 0.02% × 10ߤ݉ = 0.002ߤ݉ (C.3) 
Thus, the uncertainty of the PZT can be estimated as follows:  
௉ܷ௓் = ට( ௡ܷ௢௡௟௜௡௘௔௥)ଶ + ൫ ௥ܷ௘௣௘௔௧൯ଶ (C.4) 
௉ܷ௓் = ඥ(0.002)ଶ + (0.007)ଶ ≅ 0.007ߤ݉ (C.5) 
 
 150 
 The sample quality will affect the measurement uncertainty. The 
uncertainty arising from the sample, ௌܷ௔௠௣௟௘  , is estimated to be 0.09µm. 
Other possible sources such as temperature expansion of the sample, 
misalignment of optical axis and PZT moving axis, etc are considered to be 
insignificant and can be ignored. So the total uncertainty for the measurand for 
one sigma (confident level of 68%) is computed as follows: 
஼ܷ = ට( ஺ܷ)ଶ + (ܷோ௘௦)ଶ + ( ௉ܷ௓்)ଶ + ൫ ௌܷ௔௠௣௟௘൯ଶ ≅ 0.105μ݉ (C.6) 
Thus, the total uncertainty for the measurand for two-sigma (2σ or cover factor 
k=2, confident level of 95%) is computed as follows: 2 ஼ܷ ≅ 0.21μ݉ (C.7) 
 The measurand, H1, measured by the prototype system is 9.78±0.21µm 
with the cover factor k=2, and the level of confidence at about 95%.. The 





Measurement Results for Various Samples  
 












































































8. Polymer sample with circular holes. 
 
 
 
 
 
 
