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The development of cost effective and reliable bonded structures ideally requires an
NDT method to detect the presence of poor quality, weak, or kissing bonds. If these
bonds are more compliant in tension than in compression stress-strain nonlinearities
provide a possible route to detection with the use of nonlinear ultrasonic techniques.
This work focuses on the kissing bond case and the resulting contact acoustic
nonlinearity of the interface. The technique developed in this research is a non-collinear
ultrasonic method; this involves the interaction of two beams, and it allows the removal
of virtually all signal related to system nonlinearity except for that produced in the region
where the two beams overlap. Mixing of two shear waves producing a sum frequency
longitudinal wave is the selected mode of interaction in this research. The frequencies
of the two beams and the angle between them are varied during the experiment. By
measuring the nonlinear mixing response as these two parameters are swept through a
‘fingerprint’ of the nonlinear properties in the interaction region can be obtained. This
fingerprint is shown to contain information about the bulk material and the interface
status.
To interpret the fingerprints an understanding of the bulk mixing response is first
required. This was gained through modelling and experimental testing of solid metal
samples. The characteristic pattern of bulk mixing could then be distinguished from that
of kissing bonds which were also investigated with models and experimentally. Kissing
bonds were created by compressive loading of two aluminium blocks. It was found that
the bulk mixing and interface mixing occurred in overlapping regions of the parameter
space and thus could not be measured independently in the compressively loaded
samples. Isotropic materials are primarily used for this research because improved
understanding of the fundamentals of non-collinear mixing were required before results
from more complex scenarios could be interpreted in a meaningful way.
The experimental contacting interfaces are tested with varied interfacial loading, and
surface roughness. The rougher surfaces result in an increase in scattering amplitude as
load is increased, but the polished interface has a more complicated response. Secondary
peaks in the parameter space become more pronounced in both cases as loading is
increased. Many other changes in the fingerprint patterns are observed suggesting that
non-collinear mixing does not evenly sample the area of interaction. In the process of
the above investigation a new mixing phenomenon is discovered which occurs at the
interface between water and the solid samples. A finite element model is developed that
can replicate this mixing behaviour.
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Adhesive bonding has numerous advantages over fastener based attachment; in many
situations an adhesive solution is lighter because only a small amount of adhesive is
required in comparison to the weight of bolts or rivets, it also does not require holes to
be made in the structure. The lack of these holes improves the strength of the parts that
are being attached by removing areas of stress concentration which in turn allows further
weight reductions to be achieved. Carbon fibre reinforced plastic structures particularly
benefit from the use of adhesive bonding because they are not ductile like metals so the
load is not as evenly distributed between multiple fasteners causing premature failure.
Adhesive bonding can be cheaper because it does not require precise drilling of the parts,
however great care should be taken to prepare the surfaces for bonding and the process
must be well controlled to avoid the production of defects in the bond, this can increase
the cost. A major reason why such great care must be taken in adhesive bonding is that
poor quality bonds can be hard to detect with conventional NDT methods.
Another effect of the difficulty of inspection of adhesive bond lines is that they are less
likely to be used in safety critical areas. This has limited their usage in aerospace, with
one solution being the use of ‘chicken rivets’ to reinforce adhesive bonds, acting as a
backup if the bond were to have an undetected weakness. Of course, this is not optimal.
The best solution would be to develop methods to detect all possible defects related
to adhesive bonding that could reduce the performance of the joint. This would allow
designers to take full advantage of the benefits of adhesive bonding without the safety
concerns. Therefore, the aim of the work presented in this thesis was to improve the
detection of defects that are currently difficult or impossible to detect conventionally in
bond lines.
Conventional testing methods can detect some of the defects that occur in the bond lines,
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CHAPTER 1. INTRODUCTION
such as disbonds, large voids, and high porosity. Ultrasonic testing tends to be the most
cost effective way of finding these faults but X-ray based methods are also sometimes
used. Both of these methods usually require the defect to be volumetric in nature,
with the volume having a contrasting response to the mechanical or electromagnetic
waves from that of the surrounding adhesive. The difficulties in detection occur when
the defect becomes vanishingly thin, such as in the case of the adhesive not bonding
properly perhaps because of a surface contaminant. These ‘zero-volume’ defects are
often referred to as kissing bonds.
It is worth noting at this point that kissing bonds do not only occur in adhesive bond
lines, similar defects can be found in welds, and similar defects seen in solid materials,
such as so called ‘breathing cracks’. It is probable that a method for detection of one of
these cases could be suitable for the others so would have widespread usage with both
composites and metals. In the future it is likely that thermoplastic based composites will
become more popular. They have the possibility to be welded together, so this research
will presumably be relevant to structures based on this technology as well.
The various types of kissing bonds and potential ways to detect them are discussed
in Chapter 2. It was found that the use of nonlinear ultrasonics offers a promising
route to detection due to the way the nonlinear stiffness of them distorts the waves,
creating harmonics. The nonlinear technique used in this work is non-collinear mixing.
Compared with other nonlinear methods it has many benefits such as spatial sensitivity
and effective removal of inspection system nonlinearities. The method was pioneered
in the 1960s by Jones, Kobett, Taylor, and Rollins (18; 13). They developed an
understanding of the mixing in nonlinear solids with nonlinear elasticity.
Chapter 5 builds upon their work by investigating this mixing over a wide range of input
conditions for solid samples. This forms the baseline measurement of a sample with no
kissing bond to which later tests are compared. Testing was conducted experimentally
and also theoretically using a model developed by Jack Potter of the UNDT research
group at Bristol University.
During the bulk material testing unexpected behaviour was observed when taking
readings near the surface of the samples. Chapter 6 documents the exploration into
this surface mixing. This research was important because many structures, particularly
CFRP ones, are thin so it is likely that bond lines will be near the surface of the
material. Finite element modelling was conducted to assist with the analysis of this
mixing behaviour.
With a better understanding of the solid material mixing gained the research progressed
onto kissing interfaces, Chapter 7. Two key interface features were tested, compressive
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loading level, and surface roughness. This testing was also conducted over a wide range
of input beam conditions, unlike the work of previous researchers in the field. Philippe
Blanloeuil from the University of New South Wales Sydney, Australia, collaborated
with us for this work by providing modelling results for comparison.
In Chapter 8 theory briefly discussed in the previous chapters is developed further for
the case of mixing at an interface. A variety of predictions are made, to be tested
in future work. The following chapter looks at the implications of the findings of
the work as a whole in regards to composite bond line inspection. It highlights the
difficulties associated with non-collinear measurements in composites and potential
solutions. Finally, in Chapter 10 the thesis is concluded; key findings are detailed and





CHAPTER 2. LITERATURE REVIEW
2.1 Kissing bonds
The aim of this research, despite the title, is not to detect kissing bonds, for they are
poorly defined and easily detectable by conventional means in some cases. Really, the
goal is to improve the detection of defects in bond lines that are currently difficult to spot.
It happens that the term kissing bond is often used to describe such bond defects, but the
precise meaning of the term varies. In order to clarify this situation so that meaningful
improvements in NDT can be made the usage of the term ‘kissing bond’ must first be
understood. From that a more accurate definition of what defects are intended to be
detected can be devised. Following that the common causes of kissing bonds will be
discussed and how they might relate to the detectability of the defects. Next, a range
of NDT methods are introduced and then further research into the promising avenues of
investigation is presented, ending in detailed discussion of the non-collinear ultrasonic
method.
2.1.1 Definitions
• One of the most popular definitions of a kissing bond is a ‘zero-volume disbond’,
as used by Brotherhood, Solodov, Sui, et al. (2; 19; 20). The zero-volume concept
is shared by the many other definitions that require that there be no voids between
the surfaces of a kissing bond.
• ‘Intimate contact with little or no bonding strength’, as used by Nagy,
Brotherhood, and Yan et al. for example (21; 2; 22), could be interpreted as being
very similar in meaning, although there is some ambiguity in the word intimate
that allows for small voids at the microscopic scale.
• ‘Solid-solid contact’ extends the idea of two unbonded surfaces to a case where
there could be air/voids between the two surfaces (2). The term seems to be used
to differentiate defects from the following definition.
• ‘Liquid layer kissing bond’. Some definitions allow for the presence of a liquid in
the interface, (2; 23).
• In other cases, such as Jiao et al.’s work, the mechanical behaviour of the interface
is stated as the defining feature such an interface with ‘no transmission of shear
stress’ (24; 25).
• The last definition of a kissing bond is one where there are many unbonded spots
between the two surfaces but these are much smaller than the wavelength they
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are being interrogated by so appear as a bond of reduced strength. This is the
definition of a partial bond given by Nagy in (25), but in some ways all of the
above types of kissing bond could occur on such small length scales such as to
appear this way.
Nagy’s work from 1992 (25) is likely the most comprehensive and rigorous analysis
of the various different interface types, particularly in relation to ultrasonic inspection.
This work suggests how one might determine the type from some simple linear tests,
although he concludes that “...very tight kissing bonds are very difficult to detect, let
alone classify, from conventional reflection measurements used in ultrasonic NDE”.
This paper makes it clear why some types of interface can be detected with linear
ultrasonic methods but others cannot.
The usage of the term kissing bond appears to have fallen out of fashion recently, perhaps
due to its ambiguity, with most relevant recent research instead referring to the defects
in other ways such as ‘imperfect interfaces’ (14), or ‘closed cracks’ (6; 26), although
both of these are also quite vague. It seems each research group has their own preferred
way of referring to this kind of defect. The situation gets further clouded in modelling
work when approximations to these interfaces become removed from reality such that
idea of the practical differences in defect type (e.g. presence of voids or fluids) are no
longer applicable, such as in Zhang et al.’s work where the interface is replaced by a
system of nonlinear springs, (14).
2.1.2 Defect types
The above discussion of kissing bond types tends to be related to theoretical ideals.
While understanding these can inform the fundamentals of an NDT method it is also
important to know how real world defects relate to these ideals. After all, the range
of definitions for kissing bonds is probably related to the fact that there are a range of
defect types. In the case of an adhesively bonded interface some commonly used terms
for defects are (1; 27; 28);
• Porosity; small bubbles of air occurring in regions or throughout a bond line,
called voids when larger or more isolated in occurrence. These would generally
not be considered a kissing bond but could perhaps meet the ‘intimate contact
with little or no bonding strength’ definition.
• Poor adhesion; when the interface between the adhesive and adherend has reduced
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strength. This defect type matches with many of the kissing bond definitions,
depending upon the level of reduction of strength.
• Cracks (in the adhesive); they could meet some of the kissing bond definitions,
the key factor in many cases is if the crack is open or closed.
• Disbonds; generally refers to case where more extensive voids are present. The
presence of a void greatly increases the detectability of these defects and the lack
of contact of the two surfaces generally excludes them from being kissing bonds.
• Unbonded regions (no voids); the extreme case of poor adhesion, they meet most
definitions of kissing bonds.
• Foreign object (solid or liquid); these are highly dependent on the size and
composition of the object. An object with similar properties to the adhesive
(relating to those probed by the NDT method of choice) and one that forms
strong bonds with the adhesive might meet very few of the definitions; creating
no weakness, behaving very similarly to a good bond, and creating no voids. The
opposite could also be true.
Figure 2.1: An example of possible adhesive defects from Adams and Cawley’s work (1)
Despite kissing bonds in adhesives being the focus it is worth considering other ways
that similar defects could be created in other bonding cases, such as friction welding
in metals or thermoplastics (29). Some of these will be discussed in the section below
about methods of experimentally simulating kissing bonds.
These defects can be catagorised into two types; volumetric and zero-volume. Porosity,
voids, and open cracks are the former, and poor adhesion, closed cracks, and unbonded
regions the latter. Foreign objects could be of either type depending upon the the exact
nature of the object and how it interacts with the inspection method. For the rest of this
work the term kissing bond will be used to refer to the zero-volume type defects.
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2.1.3 Defect causes
The mechanisms behind the formation of the defects mentioned above may also be
useful to the understanding of defect properties so some commonly occurring ones are
discussed here.
Porosity may be due to bubbles being mixed into the adhesive or from volatiles released
from the adhesive during curing, such as water vapour or air. Regions of high porosity
may cause a coalescence of bubbles forming a void. Generally porosity is not referred
to in regards to kissing bonds except for when it occurs with a high void ratio at the
adhesive-adherend interface. In this case it can greatly reduce the bonding strength
and lead to the creation of a disbond. As mentioned above the disbond should be
detectable with conventional means but perhaps the earlier state with small voids at
the adhesive-adherend interface might not be. Detection of this would therefore be a
useful improvement in the early detection of potential failure.
Unbonded regions (no voids) can be created in many ways such as by loose oxide layers
on the surface of metals, or from a skin forming on a resin before it is used (1). Foreign
objects are most likely to cause a problem when they prohibit bonding, as such most
items that bond with the adhesive are not an issue if they are small enough. Common
items that do not bond are release agents/films, oils, unmixed resins, water (1).
The differences between these types of defect means that different detection methods
may be more appropriate to one type than another and thus if commenting on the
detectability of a defect the specific type of kissing bond should be mentioned.
2.2 Ways to simulate a kissing bond
In order to experimentally test an NDT method a controllable way of creating kissing
bonds is required. A simple way to prevent the bonding is to introduce a contaminant
such as grease into an adhesive interface, similar to how it could occur industrially. This
creates a liquid layer kissing bond which should be detectable with conventional NDT
methods due to the contrasting properties of the contaminant with the surroundings and
its non-negligible thickness. This method has been used by many researchers but is
probably not the best way of simulating difficult to detect kissing bonds (27; 23). In
some ways the liquid layer kissing defects are also more complex than dry interfaces
due to the fluid flow within them. This can make it more difficult to create models to
compare against experimental results.
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A thinner area of reduced bonding can be achieved by the use of release agent, coating
the surface of the adherend in a thin film that prevents bonding with the adhesive
(27; 21). Another benefit of this method is the ability to alter the concentration of the
release agent to tune interface properties. The trial and error approach involved with
this can take significant time to get right and often requires mechanical testing to failure
of the parts in order to validate the reduction of bonding strength. This method also has
good similarity with possible real world production defects.
PTFE inserts have been used by many to prevent adhesive bonding (30; 23; 31; 7).
Generally they have significant thickness compared with the release agent method and
quite different properties from host materials so can often be easily detected with
conventional means.
Products such as ElectRelease allow a good adhesive bond to be formed that can then be
later weakened by the application of electricity (32). They only require a small voltage
and about half an hour, so it is fairly quick and safe when bonding between two metal
components. It is more difficult to do with less conductive adherends though. The use
of them is discussed in detail in Yan’s doctoral thesis (33).
All the above adhesive interface methods result in a kissing bond surrounded by a
three layer system; adherend-adhesive-adherend. In some cases this structure can cause
interference with the inspection method, particularly ultrasonic methods operating in the
megahertz due to the similar size of the wavelengths and bond thicknesses (33). Easier
to interpret results may be achieved by the use of these techniques on systems without
adhesives, as discussed below.
Diffusion welding is the process of bonding metals together by the application of
pressure. Over time the atoms at the interface can rearrange to form continuous metallic
structures if done correctly. This technique can produce a wide range of bonding
qualities but it requires specialist equipment to do and is difficult to make repeatable
defects (34; 35).
Friction welding is another process that allows for continuous metal bonding to be
formed by the frictional melting of material at the interface (29). Again this method
is limited by the machinery required to execute.
A much lower cost method is the compressive loading of two flat surfaces. The smoother
these surfaces are the closer contact they will make for a given load. In some cases a
universal testing machine is used to apply the load (15), and in others bolts are used
to apply the force (36; 30; 22). In the bolted approach the torque on the bolts can be
adjusted to alter the contact pressure however the accuracy of this is much lower than
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that of a universal testing machine. The latter method can be restrictive in terms of
access to the sample for inspection and the requirement for the testing to be performed
around the loading machine. Bolts are less obstructive. The ability to control the level of
interfacial contact is a great strength of this method as it allows the potential for different
kissing bond regimes to be explored.
2.3 NDT techniques overview
The kissing bonds of interest in this work are those occurring in adhesively bonded
interfaces. Therefore it is likely that the defect will be hidden below some depth of
material on either side. It might be that some surface based NDT techniques could detect
the defect if the structure is thin enough but it would be preferable to find a method that
could work over a wider range of depths. Because of this preference there will not be
much discussion of surface NDT methods here. Such surface methods include the use
of eddy currents, magnetic penetrants, and guided ultrasonic waves (1; 37).
There are three main classes of NDT that could be applied to the detection of deep
kissing bonds; acoustic, X-ray, and thermal. Acoustics, or more specifically ultrasonics,
is probably the most widely used NDT method after visual inspection so the discussion
of detectability of kissing bonds will begin there. Within the vibrational techniques
there are a wide variety of options including conventional ultrasonics, and mechanical
resonance methods. Often beams of ultrasound are used with many aspects of the
propagation monitored such as reflection, attenuation, and time of flight to infer the
state of a sample.
Conventional ultrasound is sensitive to changes in acoustic impedance (38). In the case
of kissing bonds the lack of voids means that there is very little contrast between the
impedance of a good bond and kissing bond. If the kissing bond is of the type that does
not transmit shear stresses then this is a clear route to detection, but in the case of an
interface with compressively loaded intimate faces the shear stresses can be transmitted
in a similar way to a good bond. Another acoustic route to detection is the change in
resonant behaviour of the structure; the reduced stiffness of a kissing bond could result
in a change in resonance.
As well as the linear acoustic methods discussed above there are various nonlinear routes
to detection available. Two common types of this are the exploitation of the sensitivity
to input wave amplitude of a system with nonlinearities present (39; 40) or the mixing
of multiple input frequencies that are possible by modulation at the kissing interface
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(13; 41). There are a wide variety of techniques based on these principles that show
great promise for kissing bond detection.
Thermal methods also have the possibility to detect kissing bonds due to the reduced
flow of heat over an imperfect interface. Tighe et al. investigated the detectability of
a PTFE insert or grease contaminant in CFRP bond lines using infrared thermography
(23). The method is more advanced than simply detecting the flow of heat from one
side of the sample to another, they used a pulsed heat source and analyse the phase of
the detected heat relative to the applied. With this method they showed that the PTFE
was detectable but the silicone grease was not. For reference they tested the adhesive
joints with a 25 MHz ultrasonic c-scan, both defects could be detected by this method.
It appears that currently thermographic methods are not as sensitive as conventional
ultrasonic techniques and are limited to cases where the defect is near the surface.
X-ray has proven itself as a powerful inspection technique. However, Adams et
al. say that even delaminations (which should be easier to detect than a kissing
bond with intimate contact) are difficult to detect due to the defect often occurring
normal to the inspection direction (1). The issue is that x-rays require a volume of
material with different electromagnetic permeability in order to cause a change in the
absorption/diffraction but tightly closed interfaces could potentially have very low void
volume. This limitation demonstrates the strength of acoustics; the ability to probe the
bonding between the interfaces even if the interface has no thickness. Also the adherends
generally absorb a lot of the X-rays so the overall absorption is changed very little by a
disbond/delamination.
Radiographic methods in general suffer from similar limitations to the visible, x-ray,
and infrared methods discussed above: either too high or low penetration, meaning they
do not interact or can barely get below the surface of samples, are a danger to humans,
involve expensive equipment, and are not sensitive to zero-volume defects.
As can been seen from the above discussion, acoustics probably offers the most
promising route for improving the detection of kissing interfaces at adhesive bond lines.
It has the ability to probe the bonds themselves, not relying upon contrasting volumes,
is generally safe to use around people, and can be cost effective. Therefore further
investigation into different acoustic methods is presented below.
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2.4 Linear acoustic methods
In this section many types of linear ultrasonic methods will be analysed in regards to
their ability to detect different types of kissing bonds, commenting on the fundamental
reasons why some inspection strategies are more likely to have improved sensitivity to
certain defects. This analysis can be somewhat difficult for the experimental testing
because most publications focus on what they were able to detect, and in cases where
the method could not detect anything it is often unknown if kissing bonds were present.
Probably the most conceptually simple way to improve the detectability of kissing bonds
is to increase the frequency of the probing wave. This allows smaller and smaller defects
to be found. Vine et al. tested a 50 MHz focused transducer at normal incidence in
their work (42), detecting corrosion-driven edge-disbonds between epoxy adhesive and
aluminium adherends as well as micro defects in the adhesive. In work by Nagy the
relationship between frequency and reflection coefficient of a kissing bond is clearly
apparent in the experimental data (21). Nearly all types of kissing bonds in the real world
will have regions of reduced transmission on some length scale (atomic bond lengths
being the smallest) so if the wavelength can be reduced down to this then detection
should be possible. Of course other factors can become prohibitive before this achieved;
perhaps the material is too attenuative at high frequencies, or sampling at that frequency
is too difficult/expensive.
The other benefit of higher frequencies is that they allow focusing of the beam to smaller
spots according to diffraction limitations. This increases resolution which helps improve
detection of small defects. It can also result in increased wave amplitudes, which can
enable the wave to open the interface and results in enhanced reflection. This is a
nonlinear mechanism and will be discussed later, the concept is noted here due to the
possible impact it can have on conventional, ostensibly linear methods. The defects
investigated in Vine et al.’s work (42) likely had larger volumes than could be expected
in some other defect cases (e.g. release agent contamination), and included the ingress
of water. It would be expected that the water would reduce the acoustic contrast of the
interface because it has an impedance more similar to that of adhesive and adherend
than air. However, it is also possible that it aided detection by working into the cracks
that otherwise might have relaxed back to a closed state with good contact. These
defects represent the limit of the longitudinal ultrasonic wave method. At 50 MHz the
wavelength is around 0.1 mm in aluminium, much larger than the length scales at which
defects might occur.
As was briefly discussed in the kissing bond definition section, one route to the detection
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of some types of kissing bonds is the use of shear waves, or longitudinal waves at oblique
angles to the interface (24; 25; 43). To some extent this concept is flawed by the fact
that this definition of a kissing bond assumes a low coefficient of friction between the
surfaces and is an idealisation, intended mainly for modelling purposes (24; 2). In reality
it is likely that if stresses normal to the interface are transferred effectively then the level
of contact between the two surfaces is so good that the interlocking asperities of the
surface will transfer stresses quite effectively as well. Despite this experimental results
show that some improvement can be achieved by applying these shear stresses to the
interface and noting the difference in reflection/transmission compared to normal stress
waves.
One drawback of this method was the difficulty in producing shear waves that propagate
normal to the interface at high enough amplitude. An alternative is to use wedges to
generate these waves via mode conversion but since they produce shear waves at an
angle another transducer was required to be carefully positioned to detect the reflection
from the interface. Brotherhood et al. solved this issue in their 2003 work by the use
of an electromagnetic acoustic transducer (EMAT) (2), their experimental arrangement
is shown in Figure 2.2. EMATs also have the benefit that they are non-contact,
allowing for more consistent coupling with the sample, particularly when compared
with piezoelectric shear transducers. EMATs are not suitable for use in CFRP however
requiring induction in the material to function so might be useful for testing purposes

















Figure 2.2: Brotherhood et al.’s EMAT shear wave experimental set-up. (2)
With all of these linear ultrasonic beam based methods there is the issue that the signal
of interest being reflected from the defect is contending with other significant sources
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at the same frequency resulting in a poor signal to noise ratio. For example, in some
materials scattering occurs in the bulk material due to grain boundaries, and in the case
of an adhesive interface the change in impedance between the adherend and adhesive
causes reflection. This results in techniques with poor sensitivity to kissing bonds that
do not have substantial voids or contaminants present. Nonlinear methods offer the
ability for energy to move away from the noisy fundamental frequency to another when
a defect is present, this concept is used in nearly all of the nonlinear methods described
in the following section.
Before the discussion of nonlinear methods linear resonance techniques should be
mentioned. They involve the stimulation of a sample with a range of frequencies, and
a measurement of the resulting amplitude of oscillation from each of those frequencies.
A structure will naturally have resonant modes at various frequencies and these modes
can be altered by the presence of a bond of reduced stiffness (44; 45). In practice this
technique can be difficult to apply in a robust way; for a change in resonance to be
detected the defect must be located in a position and orientation that is sampled by the
stresses of the existing resonant modes. Cracks in certain locations within the structure
may be undetectable for this reason. The methods lack spatial sensitivity, but this can be
a positive in some situations since it allows for checking of a large sample for any defects
quickly. It also appears from the literature that the method is best suited to major cracks
in a structure (46), with most of the recent work using nonlinear variants to improve the
sensitivity to more subtle defects. These will be discussed below.
2.5 Nonlinear acoustic methods
Linear methods had some sensitivity to defects that could be classified as kissing bonds,
but in general lacked sensitivity to zero-volume defects. As discussed above this is
largely due to the fact that adhesive interfaces already interact with the acoustic waves
and the differences due to a kissing bond can be small in comparison. In this section the
fundamental mechanisms related to the nonlinearity of kissing interfaces are explored.
Following that, the methods that utilise the mechanisms are detailed, including both
single frequency and dual frequency techniques.
2.5.1 Contact acoustic nonlinearity
There are two main mechanisms involved in CAN; the opening and closing of the
interface modulating the transmission and reflection coefficients, and the impact of the
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faces when they collide (2; 47). In Brotherhood et al.’s work they refer to the latter
specifically as clapping but the distinction does not appear to be universal. Both of
the cases result in the transfer of energy from the input frequency but the specifics
of which frequencies they are transferred to vary. The sudden impulse of clapping
generates a broad frequency spectrum, exciting the natural modes of the structure. As
such, these modes are not necessarily sub or superharmonics. This means that there is
uncertainty in the frequencies that will be produced, this can make detection of them
more difficult. On the other hand the frequencies that will be generated by the changing
of interface transmission can be understood by looking at how the transmitted wave will
be perturbed. The work by Van Den Abeele et al. includes useful plots of how a few
different types of nonlinearity affect the waveform and the resulting spectral content (3),
Figure 2.3. Broda et al. include further examples of particular relevance to kissing bonds
in their 2014 review as a well as a vast amount of information relating to the nonlinear
methods discussed in this section (48).
Figure 2.3: Overview of different types of wave perturbations and their impact on frequency
components of the modified wave. From Van Den Abeele et al.’s work in 2000, (3).
15
CHAPTER 2. LITERATURE REVIEW
If the surfaces of a kissing bond are perfectly flat and it is assumed that the interface
is under a constant static compressive load then the stresses that can be transferred
across the interface are as shown in Blanloeuil et al.’s work (4), Figure 2.4. It shows
how normal and tangential displacements of the interface, un and ut , result in different
stresses depending upon interface pre-stress. These relationships can then be used to
understand the possible interface states. It is simple to understand the states for the
stress component normal to the interface; if the wave is applying less stress than the
pre-stress then the interface is closed and transmissive to normal stresses, otherwise it
is open and reflective. For the shear component it is more complicated because the
shear stress that can be transferred across the interface is dependent upon the coefficient
of friction, the pre-stress, and the normal stress applied at that moment in time by the
wave.
Figure 2.4: Representation of the contact laws with the pre-stress, σ0. a) Unilateral contact,
applicable to the normal stress components, b) Coulomb’s law, related to the transverse stresses.
(4)
The states discussed above result in the normal component of the wave experiencing
clipping on the tensile side of the wave if the interface opens, and the shear component
being clipped on both peaks and troughs if sliding occurs. These transitions between
states are a different type of nonlinearity from that seen in Figure 2.3, however in
practice behaviour similar to the 1st order perturbation case is likely to be observed
for the normal stresses and the 2nd order perturbation for the tangential component.
This is because the surface asperities of a real world interface are much smaller than
the ultrasonic wavelengths that are likely to be used, creating a range of pre-stresses
and thus smoothing out the abrupt transitions between states. It should be noted that
although most of the discussion focuses on the wave that is transmitted through the
interface the reflected wave will experience enhanced stresses when the interface opens
or slides creating similar harmonics.
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There appears to be one further variant of CAN, notable for its ability to produce
subharmonics, a hysteretic interface. It is not as widely reported in the literature. One
example is the work by Moussatov et al. which discusses the possibility that hysteresis
is the cause of the behaviour they observe in a cracked sample, (49). It is unclear which
types of defect would be expected to produce an interface with significant hysteretic
behaviour but it seems to be largely ignored in most work relating to kissing bonds.
2.5.2 Single frequency methods
As has been discussed above, contacting interfaces can change the spectral content of
waves that propagate through or reflect off them. Therefore by looking at the output
frequencies when a single frequency input wave is used it is possible to infer the
nonlinear properties of the medium (or media) that the wave passed through (50). The
fact that the output is sensitive to nonlinear elasticity at all parts of the propagation
results in unknowns in the location of this nonlinearity however. This would not be
as much of a problem if there were not so many potential sources of nonlinearity in
experimental systems; the signal generator, amplifier, transducer, coupling medium, and
the bulk of the sample are all common examples (51; 52; 53). The methods described
below are often limited by these factors and require great care to be taken to minimise
them.





where A1 and A2 are the amplitudes of the fundamental and second harmonic
respectively. By factoring in the square of the input amplitude it is expected that a
constant β would be measured for a particular (quadratic) nonlinearity, independent of
input amplitude (54; 55; 22). This quadratic approximation has been shown to be true
experimentally for contacting interfaces in Biwa et al.’s later work (56).
In recent years Blanloeuil et al. have improved the understanding of single beams
propagating through kissing interfaces by their comprehensive finite element (FE) work.
In (5) the interaction between a crack and elastic waves at an oblique angle of incidence
is simulated. A 2D FE model is used to investigate the interaction between elastic waves
and cracks of different orientations. Very similar definitions of the crack appear to be
used throughout all of Blanloeuil’s work, the main difference is that some are of finite
length and referred to as ‘closed cracks’ and others are effectively infinitely long cracks
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and called ‘contacting interfaces’. Common to both is the use of contact laws which
define what state the interface is in. These states were described previously in the section
above. A static pre-stress is applied to the interface before the waves are propagated
across it in order to close the interface, creating a kissing bond by most definitions. The
paper explores the effect of crack pre-loading and angle incidence for both longitudinal
and in-plane polarised shear (SV) input waves in terms of the various harmonics that are
produced, see Figure 2.5. It also looks at the directivity of the outputs.
Figure 2.5: The first (a), second (b), and third (c) harmonics as a function of the angle of
incidence, θ , for a finite length crack. A shear wave polarised perpendicular to the interface
was used as the input and was lower in stress than the applied pre-stress, never fully opening the
interface. The amplitudes of the harmonics are normalised by the input wave amplitude. Work
by Blanloeuil et al. (5).
In this work a key point about the direction of stresses induced in the interface by
the input wave is made and clearly explained. It shows that the normal forces on
the interface are maximal for a SV wave when it propagates at 45◦ to the interface.
Therefore, if the interface is pre-stressed such that the input wave amplitude is only
strong enough to cause sliding, not opening, then at 45◦ there will be no nonlinear effects
because the wave exerts no shearing forces at this angle. This paper is generally very
useful for visualising the nonlinear behaviour of single waves interacting with nonlinear
interfaces, with a lot of this information transferable to the non-collinear cases that will
be discussed later. There are further useful visualisations and concepts presented in
some related works also involving Blanloeuil (57; 5).
In order to acquire better spatial information tomographical methods have been used for
imaging biological tissues (58). They reported improved contrast between two types
of tissue compared with linear measurements but found that attenuation of the second
harmonic limited the sensitivity of the method. In engineering there is often limited
access to the region of interest which restricts the ability to use tomographic methods,
instead array imaging (also widely used in the medical world (59; 60)) appears to be
more suitable. Blanloeuil et al. have extended their work to this imaging case (6).
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They found that when using longitudinal waves the image formed from scattering at
the fundamental frequency accurately indicated the crack length at all interface pre-
stress levels that were investigated. The amplitude of the signal decreased as the load
was increased. Meanwhile, the second harmonic appeared to be produced at the crack
tips and centre with improving contrast as load was increased, see Figure 2.6. Even
though this model did not produce a kissing bond that was invisible at the fundamental
frequency it showed that increasing load on the interface had a trend of reduced
conventional detectability while the second harmonic improved with load.
a b
Figure 2.6: Evolution of the first and second harmonic as well as their ratio along the crack for
a normal incidence and for a pre-stress of; a) σ0 = −0.3 MPa and b) σ0 = 0. Blanloeuil et al.
(6).
Experimentally nonlinear array methods have been developed by Potter et al. (39; 61)
and Haupert et al. (40). Both compared the second harmonic response of the sample at
different input amplitudes and saw that features such as crack tips produced substantially
increased signal at higher amplitudes. Potter et al.’s work differs from conventional array
imaging in that it is the amplitude of the diffused field that is observed. It appeared to
produce a greater contrast between linear features such as the back wall and side drilled
holes, and the nonlinear fatigue crack than was observed in Haupert et al.’s study. This
method is very promising but it relies upon high quality array controllers to supply
consistent power levels to the array’s elements independent of the number of elements
that are being transmitted on. This can result in the requirement of expensive and bulky
equipment.
The methods discussed above have all been beam based methods but there are
also nonlinear spectroscopic techniques available. These techniques tend to be less
applicable to goals of this research as they generally do not offer good spatial
information.
An example of these methods is the use of nonlinear resonant ultrasound spectroscopy
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(NRUS) by Johnson et al. in the late 90s for the detection of cracks and damage in
plexiglass and sandstone samples (62; 63). The sample is excited with a range of
frequencies (at different times) and various features of the spectral response can indicate
damage. The appearance of new resonant modes when compared with a known good
sample is one indicator, this of course requires a reference measurement to function so
is not ideal. Another is the change in the resonances as the amplitude of oscillations is
increased, nonlinear features like kissing bonds change their behaviour as amplitude
is increased thus altering the resonant frequency. This method has been applied to
composites by Meo et al. (64). As well as the lack of positional information there
are difficulties relating to ensuring all areas of the sample are probed by this method
and the lack of sensitivity to cracks oriented in ways that are not stressed by the applied
waves.
Some of the above methods have show good potential for the detection of kissing
bonds but all are sensitive to other nonlinearities in the testing system which can be
a problem. The section below discusses a way to improve the rejection of signals from
these unwanted sources.
2.5.3 Dual frequency methods
Dual frequency techniques offer a way to avoid the unwanted signals produced at
the harmonics of the input signal due to the many other possible nonlinearities in the
measurement system and thus can result in improved signal to noise ratios. By inputting
two different frequencies it is possible for the waves to modulate each other if they both
pass through a nonlinear medium at the same time. This can produce waves at the sum
and difference frequencies of the input waves, which if intelligently selected will be
different from the harmonics of the individual input waves, Figure 2.7. In the case of
an interface that exhibits CAN this can provide the required nonlinearity for interaction
of the two waves. This occurs because each wave modifies the state of the interface
experienced by the other.
Following on from the end of the previous section is the development of spectroscopic
methods involving the interaction of two different input frequencies, referred to as
nonlinear wave modulation spectroscopy (NWMS). If the sample behaves in a linear
manner then it will only oscillate at the input frequencies, but if nonlinearities are present
then mixing may occur. It has been used by many people including Van Den Abeele et
al., Sutin and Johnson, and Zumpano et al. (3; 65; 66). NWMS suffers from many of the
same limitations as other spectroscopic methods; primarily a lack of spatial sensitivity
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Figure 2.7: Comparison of output frequencies produced by a linear system, a), and a nonlinear
system, b), in the dual input frequency case. Dunn et al. (7).
and is best used when a measurement can be taken of the sample before damage. These
properties make it ideal for structural health monitoring and allow very fast testing of
large structures.
The recent work by Dunn et al. uses this method in the detection of delamination in
composite beams (7). For this work the low frequency wave, called a pumping wave,
was tested over the range of 40 to 70 Hz, and the high frequency, probing, wave was kept
at 380 kHz. Both were continuous sine waves. They found that the technique had a very
high sensitivity to delamination when correct pumping frequencies were used; a pump
frequency that causes minimal nonlinear behaviour in the system is ideal. Therefore it
should be selected to not be a resonant frequency, as nonlinearities are largest there.
Mezil et al. use the wave modulation concept with lasers as the source of the vibrations
to detect the properties of a crack (67). They note that the static heating caused by the
lasers could cause complete local closure of the crack. This concept was explored by
Ohara et al. although they use a more conventional phased array method to image the
crack in open and closed states (26).
Mentioned earlier was the work of Gong et al. on tomographic methods of inspection
(58). In some of their work they used co-propagating collinear input beams and detected
at the difference frequency after transmission through the sample, achieving better
results than the second harmonic detection method. This is partly due to the fact that the
difference frequency is lower than the second harmonic so suffers less from attenuation.
Consideration of this may be critical for composite structures that are generally highly
attenuative. The paper by Cai et al. is another earlier example of this method (68). Just
like NWMS this method is limited in the same way as its single frequency predecessor,
requiring access to many observation angles to achieve good results.
The 2017 work of Blanloeuil et al. deals with the improvement in speed of numerical
modelling of wave modulation by a close crack (69). They achieve this by instead
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of modelling both the lower frequency and higher frequency input waves at once they
instead simplify the lower frequency pump wave into an oscillating term in the closed
crack state and then propagate the higher frequency wave through the system. The
method is demonstrated for both a 1D finite difference model, then a 2D FE model.
This work brings up the concept of using linear FE modelling to find the stresses that
an interface would experience and then applying that information in an analytical way
(modifying the contact conditions) potentially allowing for the simplification of wave
modulated CAN modelling.
In contrast to the NWMS which uses lower frequencies that oscillate large parts of the
sample is the non-collinear mixing method. It uses higher frequency beams (generally in
the megahertz range) of ultrasound that can be directed to overlap at a specific location
within a sample. In this case the creation of mixed frequencies is only caused by the
nonlinear properties in the overlap region. This method has great potential due to its
spatial sensitivity combined with the high sensitivity to nonlinearity of the two frequency
methods. It will be discussed in detail in the section below.
2.6 Non-collinear mixing
Non-collinear mixing solves the spatial sensitivity and unwanted system nonlinearity
problems of the previously discussed nonlinear methods. One limiting factor of it when
trying to detect signals coming from nonlinear interfaces is likely to be the mixing
of waves in the interaction volume due to the bulk material itself. There is a lot to
understand about the bulk mixing behaviour, in some ways it is more complex than
the mixing generated at interfaces due to the resonance criteria that will be described
below. An example of one of the early non-collinear bulk mixing experiments is shown
in Figure 2.8.
2.6.1 Bulk mixing
The seminal work in this field is that of Jones and Kobett, published in 1963 (18). It
describes how the inclusion of cubic particle displacement terms in the elastic energy
of an isotropic solid result in the possibility of mixing occurring due to the modified
equations of motion. In it they state the scattered wave can either have a frequency
that is the sum or difference of the two input waves and that it will travel in a direction
determined by the sum or difference, respectively, of the input wave vectors, k1 and
k2. The wave equations used mean that the results are only accurate for plane waves
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Figure 2.8: Experimental set-up for the testing of non-collinear mixing of shear and longitudinal
waves, producing a longitudinal wave. Rollins et al. (8)
of uniform intensity. They show that in the direction of scattering the integration of all
points within the interaction volume is constructive and thus the scattered amplitude is
directly proportional to the volume. This statement only applies when the input waves
are at the correct angle and frequency ratio as defined by the energy and momentum
conservation rules, a state referred to as a resonant condition.
Jones and Kobett define the frequency ratio of the two input waves as a = ω2/ω1 and
speed ratio as c = Ct/Cl . They presented five primary mixing modes; the combination
of various transverse and longitudinal input waves forming transverse and longitudinal
outputs, see Table 2.1. The polarisation of these waves is not mentioned in the main table
of interaction cases but is discussed at various points in the paper, stating its impact on
scattered wave amplitude. Also given in the table are the ranges of frequency ratio for
which the resonant conditions can be satisfied. The specific case of two shear waves
interacting has further examination presented; showing how the resonance condition is
applied and met in the sum frequency case but not in the difference, and stating that
if the polarisation of the two inputs are different then they cannot mix. It is left to the
reader to calculate the mixing coefficients and decide if the polarisation and resonant
conditions allow for mixing in the other cases.
The work of Taylor and Rollins, published the following year, took a different approach
to the mixing theory by applying quantum mechanical methods to the problem (41). As
such, the paper does not talk about the mixing of waves, like Jones and Kobett, but the
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Table 2.1: Possible interaction cases and their associated properties by Jones and Kobett (18).
combination of phonons. Despite the different methods the results are the same. In the
key table of this work the choice is made to show the interaction cases such that the
total wave frequency is balanced either side of the arrow. For example the mixing of
two longitudinal waves to form a difference frequency shear wave is written as L(ω1)→
L(ω2) + T(ω1−ω2). This makes sense when thinking in the quantum mechanical way
in terms of phonons. The energy of these phonons is related to their frequency and thus
to conserve energy it should be displayed this way. Viewing interactions in this way also
lends itself to the better understanding of possible interaction modes; Taylor and Rollins
make the point that fundamentally only two types of non-collinear mixing are possible,
L↔ T + T and L↔ L + T. This is due to the fact that transverse waves travel slower
than longitudinal ones and that the momentum and energy of the input phonons must
be conserved. All possible non-collinear interaction cases are just forms of these two
fundamental interactions.
In this work, (41), the five interaction types as specified originally by Jones and Kobett
are kept as the ones in the table, the main difference is the addition of a factor, Λ, which






where X1 and X2 are the amplitudes of the two input waves, r is the distance from the
centre of the interaction volume to the observer, ρ is the density, and ct and cl are the
shear and longitudinal wave speeds. In other literature the form of this equation varies,
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moving velocity terms and a factor of two in and out of the mixing coefficient, and
sometimes writing in terms of ω1 and ω2 instead of ω1 and a so care must be taken
when using the mixing coefficient from one to make sure the correct version of the rest
of the amplitude equation is used.
Within the table cases numbered one and five include mixing coefficient terms for both
vertically and horizontally polarised shear wave input cases. So you could say that the
table shows seven different interaction cases (mixing only occurs with like polarised
waves). The scattering angle shown in the table is written in terms of interaction
angle, frequency ratio, and in some cases the velocity ratio of the input waves with
four different variations in total.
It was also accompanied by an experimental paper (8). In this work a cylindrical
sample is used to allow the interaction angle to be varied without altering the path
lengths. For the production of longitudinal waves quartz immersion transducers were
used that were attached to rotating arms. Shear waves were created by shear transducers
fixed onto the sample. It appears that for some of the work presented towards the
end of the paper it required the longitudinal transducers to be bonded to the sample
because the immersion transducers could not produce a strong enough signal over a wide
frequency range. This range was required when investigating the scattering amplitude at
various different resonant points. It is impressive that they managed to get good enough
results that matched with the theoretical predictions using a procedure that required the
transducers to be bonded and removed from the sample nearly 20 times. They state
that the large variation in amplitude is likely due to the variation in this adhesion, as
might be expected. The interaction type specifically tested in this way was L + T →
L. Input frequencies between 5 MHz and 50 MHz were used at various points in their
experimentation and a polycrystalline magnesium sample was used.
Since the sixties Zarembo et al., Korneev, and Demčenko have given further attention to
the theory of bulk non-collinear mixing (70; 71; 9). The most recent work (9) provides
a more thorough explanation of nonlinear elasticity and how that leads to the mixing
of non-collinear waves than was present in the works of the sixties. It covers the
fundamental theory of nonlinear elasticity developed by Murnaghan (72), and Landau
and Lifschitz (73). It makes very clear many concepts such as the impossibility of non-
collinear mixing in a fluid due to the relationship of the k-vectors, and the reasons why
a particular interaction case might not be possible. In this work the scattering angle is
shown in a general form that allows it to be easily applied to any interaction mode; if it
is a sum frequency case then the plus signs should be used, and if it is difference then
negatives should be used.
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Where θ is the scattering angle (defined relative to the reference input beam), φ is
interaction angle, and v1 and v2 are the input wave velocities. Some of the notation
has been changed in the equation to make it more similar to that of the rest of the work
presented in this thesis. This work differs from the foundational work of Taylor, Rollins,
Jones, and Kobett by the use of SV and SH terminology to differentiate shear waves that
are polarised in the plane of interaction, SV, and those perpendicular to it SH.
The most useful part of this paper is probably this specification of polarisation types
so that the reader does not have to calculate for each case based on the fundamental
equations, they are all written out clearly in a table containing 54 variations; a
combination of 9 different input wave cases, comprised of L, SV, and SH, and six
different output waves for each, L, SV, and SH sum and difference frequency waves.
For each it is specified if mixing will occur and if not one of three possible reasons
is given, only collinear mixing possible, polarisation restriction, or not satisfying the
resonance criteria. It also includes detail of if the interaction is possible with waves
propagating in opposite directions a detail not mentioned in many other places. Two of
the combinations have only the possibility of collinear mixing; these are the sum and
difference forms of interactions with only longitudinal input and output waves. Another
eight of the combinations allow for non-collinear mixing.
When inspecting this table in detail it can be seen that the row of mixing options for L +
SV has different results from that of the SV + L row. This seems confusing and might not
be what would be expected upon first reading. The author believes that the distinction
between the two cases is largely due to which of the longitudinal or the shear input
waves is of higher frequency. It suggests that only when the longitudinal wave is the
higher frequency is difference frequency mixing possible. It is unclear why this would
be the case but it seems as though the displaying of all 54 cases explicitly might have
been partly intended to show details like this that are not immediately apparent. There
are very few other published works that focus on the mixing of shear and longitudinal
waves in the difference frequency case so it was not possible to confirm this behaviour.
The possible mixing modes are:
1. L(ω1) + L(ω2)→ L(ω1 +ω2), collinear only
2. L(ω1) + L(ω2)→ L(ω1−ω2), collinear only
3. L(ω1) + L(ω2)→ SV(ω1−ω2),
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4. L(ω1) + SV(ω2)→ L(ω1 +ω2),
5. L(ω1) + SV(ω2)→ L(ω1−ω2),
6. L(ω1) + SV(ω2)→ SV(ω1−ω2),
7. SV(ω1) + L(ω2)→ L(ω1 +ω2)
8. SV(ω1) + SV(ω2)→ L(ω1 +ω2),
9. SH(ω1) + SH(ω2)→ L(ω1 +ω2),
10. L(ω1) + SH(ω2)→ SH(ω1−ω2),
It is unclear why 4 and 7 are both included as they appear to be the same. This issue
may be related to the previously discussed lack of similarity in the L + SV and SV
+ L rows of Table 1. Although in the discussion and conclusions section it states
“Sum frequency interactions 4 for L + SV → L and 7 SV + L → L combinations are
reciprocal.” so perhaps they only include them for completeness of logic. In their work
they say that Taylor and Rollins have presented five possible interactions, omitting the
problem of separation of SV and SH polarization for shear waves, however, as was
discussed above these polarisation options were included but more work was left to
the reader to calculate the scattering coefficients for them. In fact, by including the
polarisation terms given in a table in (41), which showed that further mixing variants
occur with different polarisations, they had also accounted for all seven possible non-
collinear mixing modes. The same number as are identified in Korneev and Demčenko’s
work.
The ten (seven non-collinear, two collinear, and one repeat) possible interactions
have the scattering coefficients shown for them in the second table of Korneev and
Demčenko’s paper (9). In their work the interaction volume is a sphere for the purpose
of calculating scattering coefficients as it results in an analytical form for the volume
factor, the same as was done in older works. For this interaction volume an estimate
of the beam width is made which for small angles reduces to the same equation as
usually used for calculating the divergence of beam based upon width at the source and
wavelength. Essentially this suggests that the spherical source acts in similar way to a
2D circular source. Also shown in the table are the possible frequency ratios that mixing
can occur for, written as d here instead of the usual a. They are slightly different from
those shown in Jones and Kobett’s work as they are rigorous in their usage of ω1 and ω2,
and they do not allow difference frequency interactions if they would technically create
a negative frequency. Ignoring the differences caused by this method their results are in
agreement with those of the other publications.
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Finally, this paper contains plots of the resonance conditions, the scattering angle, and
the resulting scattering coefficients for all the interaction modes. These are very useful
for quickly visualising the parametric behaviour of the various modes but they are only
valid for the resonant conditions. There is no mention of expected behaviour away
from resonance. It can be seen in Figure 2.9 that the maximal scattering is predicted
to occur at a = 1.5 (but not at a = 0.66 as well), a surprising result considering the
expected interchangeability of the two input beams in the SV + SV→ L case. The author
believes this is due to the choice of which terms to group into the ‘scattering coefficient’
and which to leave outside it in the rest of the amplitude of scattering function. It is
somewhat a matter of preference but it might have been better to maintain the reciprocal
nature of frequency ratio in this case by grouping the terms differently.
Figure 2.9: Scattering coefficient W , interaction angle ψ , and scattering angle α (defined
relative to reference input beam, ω1, for the SV(ω1) + SV(ω2)→ L(ω1 +ω2) case at resonance.
d is frequency ratio. Korneev and Demčenko (9).
In all of the theoretical work relating to non-collinear mixing the waves are assumed
to be well collimated within the interaction volume and of uniform intensity. Also, the
output amplitude is quoted for the centre of the output beam. Experimentally a sum over
a range of observation angles will always be taken, due to the finite size of transducers,
or the use of an array. The output beam will also not have the same beam profile due
to the spatial variation in the mixing source amplitudes. It is not thought that these
simplifications will have very large impacts on the mixing behaviour but they may be
significant in some situations. It should be noted that all of the above mentioned papers
only discuss non-collinear mixing at resonant conditions, there is very little published
work on bulk mixing away from resonance.
One example of bulk mixing at non-resonant conditions is presented in Zhang, Nagy,
and Hassan’s conference paper from 2015 (10). In this work they introduce the concept
of the geometric mixing efficiency that can be applied to off-resonant cases. The way
this is presented is very well explained, particularly by Figure 2.10, and is a key concept
28
CHAPTER 2. LITERATURE REVIEW
not discussed explicitly in many other works. They also show, with an FE model, that
the mixing of SV + SV→ L is proportional in amplitude to the Murnaghan coefficient
m, and independent of l and n; confirming the expected behaviour from the analytic
equations presented in the papers above, but that requires no further discussion here.
They state that the amplitude of the mixed longitudinal wave is proportional to both
the material mixing efficiency and geometrical mixing efficiency. They found fairly
good agreement between the prediction of this geometric factor and the FE model when
testing interaction angles between 100◦ and 150◦ for a Ti-6Al-4V sample, although
there is a slight disagreement in the peak of the two responses in terms of interaction
angle. It appears that a fixed material mixing efficiency was used for the range of
interaction angles, this could be the cause of the disagreement and is examined in detail
in Chapter 5 of this work. An experimental version of this test was also conducted
with five interaction angles measured, these results again appeared to agree with the
geometric factor well although the five points were not enough to examine the finer
features of the predicted trend.
Figure 2.10: Schematic of a non-collinear interaction volume. D is the beam width, θ0 and θ1
are the input angles relative to the classical scattering direction, and Λ is the period of the mixing
pattern in the scattering direction. (10)
This work also presented theory for what they call an ‘imperfect interface’ (an interface
with nonlinear stiffness). These concepts were refined and added to in their work
published the following year (14). This later paper has a greater focus on the mixing
caused by various types of imperfect interfaces and much less detail about bulk mixing
away from resonance. It largely refers to the bulk mixing for the purpose of avoiding it
when only signals caused by the interface are desired; a very useful concept. However,
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before discussion of mixing at interfaces some attention should be given to more of the
experimental work conducted using the bulk mixing theory discussed above, focusing
on the practicalities of the technique and its applications.
Croxford et al. published a paper on the detection of plasticity and fatigue using non-
collinear mixing (11). Tests were made on two 2014-T4 aluminium samples, one
subjected to plastic deformation and the other low-cycle fatigue. For this work the SV
+ SV → L interaction case was used, with perspex wedges on one side of the sample
generating the shear waves by mode conversion from longitudinal waves at the perspex-
aluminium interface. Hann-windowed 20-cycle tone bursts at 5.5 MHz were used, both
at the same frequency to make the experiment more simple. Even without frequency
filtering the spatial and temporal filtering combined with subtraction of sequential
firings from parallel provided good results. The scattered signal was collected by a
single transducer, on the same side of the sample as the input transducers, after being
reflected off the back-wall of the sample. They found that the amplitude of the scattered
wave, experimentally measured using a laser interferometer was only 38% less than the
predicted value, a small disagreement given the approximations involved. The results
of this work showed that as residual strain or number of fatigue cycles increased the
scattered wave amplitude increased significantly (up to 30%).
Figure 2.11: Experimental arrangement for the testing of a fatigued sample. Croxford et al.
(11).
The work by McGovern et al. (74) talks about oxidative aging of asphalt concrete. The
methods used are based upon those developed by Johnson et al. (75). McGovern et al.
refer to asphalt as a material with nonlinear mesoscopic elasticity, a property shared by
rocks, soil, and powdered aluminium. It is not clear how the behaviour of this type of
nonlinearity might correlate with that of a kissing bond or solid CFRP but it is interesting
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nonetheless. For longitudinal waves the asphalt is non-dispersive between 100 kHz
and 350 kHz, but this is not the case for shear waves. Dispersion is not considered in
the founding theory of non-collinear mixing and could lead to other interesting mixing
behaviours. It is something that might need to be considered in relation to composites
in terms of different waves speeds at different angles to the ply directions.
They chose to use the interaction of two longitudinal waves at 31◦ to each other,
producing a difference frequency scattered shear wave. This was a very different
interaction mode from most of the other experimental work. They varied the frequency
ratio and kept the spatial size of the interaction volume the same by varying the number
of cycles in each tone burst. One transducer was fixed at 200 kHz. An optimal frequency
ratio of 0.68 was found that was fairly close to the predicted 0.71. As the material was
aged the frequency ratio of maximal response generally increased, although the error
bars were large reducing the significance of the result. The amplitude of the scattered
signal had a smaller error relative to the trend, showing a reduction in scattering up to
24 hours of aging and then a sharp increase in production after that. They achieved
reliable coupling by mounting the transducers in a fixed geometry 3D printed jig but
said that they had to stop testing after 36 hours due to cratering in the surface of the
sample limited the coupling quality. The consistency of coupling is a major problem for
these measurements of amplitude, whereas the frequency ratio is less sensitive to errors
in coupling. Other tests are present in their later works (76; 12).
As well as the theoretical work by Demčenko and Korneev, they have also published
experimental bulk mixing work in collaboration with Koissin (77). In this they
investigated the sensitivity of sum frequency mixing modes of SV + L→ L and SV + SV
→ L to physical aging of polymethyl methacrylate and polyvinyl chloride, and epoxy
resin cure state. They state that the SV + L → L mode was preferred experimentally
due to the larger interaction angles required by the SV + SV mode. These large angles
are difficult to produce in low ultrasonic wave velocity materials (PMMA and PVC)
because a smaller amount of the input wave energy is transmitted inside the sample.
This was not a problem for the epoxy testing. Both interaction cases are described as
being sensitive to only one of the three Murnaghan coefficients, m.
An example of expected scattering coefficients for SV + L is presented for aluminium
and PVC, showing that the scattering should be about two orders of magnitude greater
in amplitude in the PVC case when testing at a similar frequency ratio and operating at
resonance. They say that this is due to the higher nonlinearity of PVC and the more
efficient transmission of the input signal from the water into the sample. As with
their previous work there appears to be a lack of symmetry about a = 1, it is unclear
31
CHAPTER 2. LITERATURE REVIEW
why this is the case. From the discussion it seems as though one of the input beam
frequencies may be fixed in their methodology; they mention that higher frequency
ratios will produce higher frequency output and suffer from greater attenuation. For
the experimental testing they chose a frequency ratio of 1.5, using 6 MHz and 4 MHz
input transducers as these were readily available and offered good frequency separation
of the scattered wave.
Plates of plastics around 10 mm thick were investigated. The input transducers had a
diameter of 10 mm so the interaction volume is of a similar size to the thickness of the
material. The plastics were aged by being heating in boiling water for 10 minutes and
then quenched in -27◦C fluid. Various behaviours were observed, it appeared that the
nonlinear mixing was much more sensitive to aging than a conventional linear ultrasonic
measurement. The shear-shear mixing case was shown to detect many stages of the
epoxy resin curing process. Finally, testing was conducted on epoxy bonded aluminium
plates in a c-scanning method with both non-collinear and conventional techniques. The
linear method had a better resolution, likely due to the focused probe compared with
the large interaction volume of the nonlinear method. There is very little discussion
of this final test, likely due to the complexity and difficulty in interpreting the results.
The research presented in this thesis aims to understand this situation much better.
Demčenko was also involved in another work on PVC aging in collaboration with
Nagy and others (78). This paper will not be discussed in detail here as the results
are somewhat superseded by the later work. It does however contain more information
on the properties of PVC, including dispersion, that was not mentioned in the later work.
Figure 2.12: Amplitude of scattered wave from asphalt sample with a range of input wedge
angles. A parabola is fitted to the data to find the maximum and has an R2 of 0.95. McGovern et
al. (12).
Nearly all of the above mentioned experimental tests have been focused on the absolute
magnitude of the scattered beam at conditions near to the predicted resonance. In some
cases such as Demčenko’s work they talk of adjusting one of the interaction angles in
order to get maximal output but the tests are not conducted with enough precision to
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know if this adjustment is due to the experimental errors in the interaction angle or if
the maximal output signal is not actually produced at the classical resonance conditions.
The one example measuring at multiple frequency ratios was the work by McGovern
et al. (74). They utilised a fixed interaction angle therefore the testing must have
been non-resonant at some points. This fact is not discussed in their work, generally
there is very little thought given to what happens to non-collinear bulk mixing away
from resonance. In their later work (12) they also briefly mention the experimental
variation of interaction angle, although it appears this was only done in the case where
the linear elastic properties of the material were not known well enough to predict what
the resonant conditions would be, with the goal simply to find resonance. Figure 2.12
taken from their paper shows that mixing occurred over a wide range of angles in this
case. As will be seen in the contacting interface work below this could be a key issue
due to interfering signals coming from the bulk and from interfaces.
2.6.2 Interface mixing
In recent years a range of modelling approaches have been applied to the simulation of
contacting interfaces, an example used by Blanloeuil et al. was discussed previously
in the CAN section. Here further methods will be introduced and applied to the case
of non-collinear mixing. Following that is a discussion of experimental tests, many of
which were conducted in relation to the modelling.
In terms of modelling Zhang et al. have applied a variety of methods to the problem of
non-collinear mixing at contacting interfaces. The papers (10; 14) by Zhang et al. were
discussed earlier with respect to their content on bulk non-collinear mixing, however
they also contain investigation into ‘imperfect interfaces’. The later work (14) contains
investigation of two analytical models and two FE models for these interfaces. One of
the analytic models simulates the interface by a set of vanishingly thin springs between
the two solids, these springs have nonlinear stiffnesses. The other model has a thin
region around the interface that is given much larger bulk nonlinear elastic properties
than typically found in the rest of the solid. The effective nonlinear interfacial stiffness
was then calculated analytically for the thin nonlinear region. This showed that the thin
nonlinear region was effectively the same as a special case of the first model where the
effective compliance coefficients are equal to each other.
A COMSOL FE model was also conducted to compare the analytic models against.
‘Contact pairs’ between neighbouring nodes on the upper and lower surfaces of the
interface were created. The nonlinear stiffness relations for these pairs could then be
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specified. For this the bulk of the model was set to include only geometrical nonlinearity,
and not nonlinearity related to the TOECs. The author believes that this means that the
hyperelastic COMSOL package was not used for this section, although it is possible
that it was but with Murnaghan coefficients set to zero. 4.5 MHz and 5.5 MHz input
pulses of 6 and 7 cycles respectively were used. Pulse inversion was used to remove the
fundamental input frequencies. This model confirmed that the reflected and transmitted
scattered waves were of the same amplitude and opposite phase. The results of this
model matched the analytic model quite well for a range of interaction angles. It is
suggested that the differences between the behaviours are likely due to the finite beam
widths of the FE model compared with the plane waves of the analytic model.
A further COMSOL FE model was made that included the thin nonlinear region and
used the hyperelastic COMSOL module to capture the bulk mixing effect that would
be classically caused by this solid. This produced a very similar result to the other FE
model demonstrating that bulk nonlinear mixing in a thin region is effectively the same
as mixing by a nonlinear interface at the centre of that region. A comparison of various
scattering amplitudes, produced by the some of the interface models and some other
























Figure 2.13: Comparison between different models showing the scattering amplitude at a range
of interaction angles. The thin nonlinear interphase model was used for the interface cases,
the classical equations derived by Taylor and Rollins were used for the analytic bulk (13), and
COMSOL’s hyperelastic FE tools for the bulk simulation. Zhang et al. (14).
Blanloeuil et al. take a different approach to the modelling, as described earlier in the
single frequency section. Their model attempts to capture the interaction of the crack
faces with fewer approximations than those of Zhang et al.’s work. In (15) the FE model
is applied to the non-collinear case. The chosen interaction case is SV + SV→ L, sum
frequency. It also included experimental testing for comparison, this will be discussed
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later. This model predicts that the non-collinear mixing produces scattered waves in










Figure 2.14: An example velocity field of the interaction of two shear waves at a kissing
interface, indicated by the dark grey dashed line. Blanloeuil et al. (15).
The model was then extended to the case of finite length cracks in (4). Also investigated
were different crack orientations. Far more FE results are shown for this work allowing
for a clearer picture of the mixing behaviour to be formed. Also added are directivity
plots for the mixing when the interface is perpendicular to the acoustic waves (as
previously) and when rotated by 20◦. It appears that when the interface is perpendicular
the reflection and transmission scattered waves are of equal amplitude but when rotated
the transmitted wave becomes stronger than the reflected. Many concepts explored in
the previous paper are developed further here, also added is an investigation into input
beam interaction angle. The scattering peaked at 80◦ within the tested range of 60◦
to 120◦. The reason given for this is related to the single beam discussion in (5), that
maximal normal stress is applied by SV waves when they are at 45◦, which should give
an interaction of 90◦. The peak is less than this due to the way the model is constructed
with larger interaction angles having sources further away from the interaction volume
thus reducing the intensity in that volume because of beam divergence. It would be good
to see this hypothesis tested with a circular model more like the original experiments of
Rollins (13).
Blanloeuil et al.’s work from 2016 (16) builds upon the previously discussed models
to calculate the scattered far-field more efficiently by measuring at a circle of nodes in
the near-field of the FE model which is then analytically extended to the far-field. This
allows the FE model to be smaller and reduces the computation time. This method is
applied to both single longitudinal input beam and dual SV input beams cases. A lot of
very useful figures are presented related to the various scattering cases. One example of
interesting behaviour can be seen in Figure 2.15, it shows in what direction scattering
would be expected for an interface inclined at 20◦. It is particularly useful because the
outputs are separated by frequency and wave mode (longitudinal or shear). A study with
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similar plots after subtraction of the individual input beams would be useful for greater
clarity, indicating which beams are produced by mixing and which are simply due to
single beam clipping as they pass through the interface.
Figure 2.15: Directivity patterns as a result of the interaction of two 1 MHz SV waves input from
the 35◦ and 145◦ directions (φ = 110◦). a) Longitudinal waves at the fundamental frequency,
b) longitudinal waves at second harmonic/sum frequency, c) shear wave component at the
fundamental, and d) shear waves at 2 MHz. See the original work for information on the kre fT
markings. (16)
The modelling results show promise in the method of non-collinear mixing at an
interface, and are generally in agreement about the interaction angle related response.
However, the models include many simplifications that might mean they do not
accurately predict real world behaviour. The research discussed below attempts to
experimentally test the behaviour for comparison.
Blanloeuil et al. included experimental testing in their work (15), producing qualitatively
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similar results to the model. The contacting interface is created by the compressive
loading of two aluminium blocks. Input waves are generated at 5 MHz in a similar way
to the plasticity and fatigue testing conducted by Croxford et al. in (11). An interaction
angle of 114◦ was used, as suggested by classical resonance equations, therefore bulk
mixing would also be expected to occur in this case. The model showed that maximal
scattering when the normal stress at the interface due to the acoustic waves was four
times that of the compressional pre-loading. Experimentally the scattering was found
to increase and then decrease as interface loading was increased, in agreement with the
modelling. Measurements with the interaction volume above and below the interface
were conducted to verify that this sensitivity was caused by the contacting interface.
Escobar et al. published a work focused on the experimental measurement of diffusion
bonds in a titanium alloy using the non-collinear method (34). They were one of the
first groups to explicitly test at multiple interaction angles in order to selectively receive
either bulk or interface mixed waves. They define two configurations in which the
experiment was run, one at a classically resonant case to maximise bulk mixing using
an interaction angle of 119◦, and another at 96◦. It is unclear why this second angle was
selected, the text simply states that it is a different angle from the resonance but does
not mention if it was a peak in the scattering from the interface defects. An equation
is given for a ‘phase matching’ condition but the relevance of this is unclear. The
interaction of two SV waves producing a sum-frequency longitudinal wave was used
in both configurations. The figures indicate that the reception transducer was positioned
on the same side as the input transducers and that it collects signal that has been reflected
from the back wall of the sample. This was probably done to allow both the bulk mixing
and interface mixing to be detected for comparison, but a better signal from the interface
could likely have been received by capturing at an earlier time in order to collect the
directly reflected mixed wave from the interface. This method was used in the later
work by Zhang et al. discussed below.
A range of samples with differing cross-boundary grain growth (CBGG) were tested;
the largest signal in the interface configuration was produced with CBGG between 50%
and 80%. Testing in the bulk configuration showed a reduced sensitivity to the interface
condition, as would be expected, and had a similar trend overall. They state that the
signal received from a strongly scattering interface in the interface configuration was
two to three orders of magnitude stronger than the bulk mixing signal. It is unclear if
they are referring to bulk mixing produced in the bulk or interface configurations at this
point. Also tested in this work were conventional linear pulse-echo c-scan methods at
10 MHz and 25 MHz. Both reduced in amplitude as CBGG increased with the 25 MHz
version performing better than the 10 MHz inspection. Neither offered good sensitivity
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to the samples with greater than 70% CBGG, unlike the nonlinear method. They point
out that the resolution of the non-collinear method could be improved by reducing the
interaction volume and this would be favourable for the suppression of the bulk signal
as it scales to a higher power with the radius of the interaction volume than the interface
mixing.
A conference paper by Zhang et al. (35) tests the theory discussed in their previous
work experimentally on diffusion bonded Ti-6Al-4V samples. Some of the samples
were the same as used in (34) and another set of higher bond quality were also
investigated. It focused on improving CAN detection by suppressing bulk mixing
signal. This was achieved by receiving the signal in the reflected direction, although
a considerable amount of the testing was conducted in transmission configuration for
comparison with Escobar et al.’s previous results (34). The testing was conducted using
a completely computer controlled system including input transducer angle and position
through LabView. Another key improvement in their procedure was the use of ‘four-
way polarity flipping’, a type of pulse inversion where all combinations of input pulse
inversions are used. They show that this allows the fundamental and second harmonic
components of the input beams to be removed from the signal which is an improvement
on conventional pulse inversion. The final aspect analysed in their work is the effect of
averaging coherently and incoherently, they believe that the coherent method produced
better results when inspecting near perfect bonds because it suppressed the material
noise better. However, the incoherent method gave greater sensitivity to interface quality
when the lower quality bonds were tested. It seems that there is more research to be done
on the phase related behaviour of the reflected signal so that the best averaging method
can be selected with greater insight.
There is only one other experimental work that investigates the non-collinear method’s
interaction with a type of kissing bond, Demčenko et al.’s (30). In this paper they present
the results of the SV + L → L sum frequency interaction with two PVC plates bolted
together to simulate a kissing bond. Also studied is the sensitivity to subsurface micro-
cracks in PMMA. An unusual orientation of interaction is used for the PVC testing
where the two beams enter the sample from opposite sides of the crack. The interaction
mode is also not as well documented in relation to interface mixing, the works of Zhang
and Blanloeuil et al. investigate the SV + SV → L instead. Like the later work by
Zhang et al. there is discussion of the mixing occurring at non-resonant conditions. In
this work the focus appears to be on the prediction of the scattered beam’s shape due to
the interaction volume’s shape rather than how the amplitude of the scattered beam is
altered.
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The testing was conducted in immersion with 10 mm diameter 2 MHz and 3 MHz input
transducers on one side of the sample and a focused 3 mm transducer on the other side
for detection. Pulses of 40 and 60 cycles were used to create a narrower bandwidth than
many other experimenters, and should produce results closer to those predicted by single
frequency models. Also it allows for a greater margin of error in the overlapping of the
pulses. A conventional c-scan at 5 MHz was conducted for comparison and showed
up to a 25% drop in amplitude in the kissing bond region. The back-wall reflection
c-scan shows that the interface varies along its length; the centre region that is less
compression loaded by the bolts produces much less signal than the outer regions. The
difference between these two regions can be seen even more clearly in the non-collinear
c-scans. In this case the kissing interface also produces less nonlinear signal than the
bulk. This seems somewhat counter intuitive because the point of using non-collinear
mixing generally is to exploit the nonlinearity of a kissing interface in order to produce
more scattering. Perhaps in this case the vertical interface is simply reflecting the input
beams stopping them from overlapping and thus preventing mixing. If this is the case
then a linear method that tests the transmission of the interface would likely also have a
good sensitivity to the kissing bond.
The results in this paper relate to the discussion earlier in this chapter about the
importance of the type of kissing bond being investigated. Experimentally it can
be difficult to produce the ideal case where it would be almost imperceptible to a
linear method but still have a lack of strength. Thus it is often more convenient to
investigate interfaces that could be detected conventionally but in this case it is key
that the signal being produced can be proven to be due to CAN mixing. Demčenko
et al.’s work here seems to suggest that less signal is being produced by the regions
with kissing interfaces in and therefore struggles to prove that interface mixing is
occurring. The lack of conclusive results suggests that there was something about the
experiment that prohibited strong interface mixing; this may be the interaction case, the
relative orientations of the input beams and interface, or maybe the mixing parameters
(interaction angle and frequency ratio) were too far from ideal. The author believes
the fact that this experiment failed to produce conclusive evidence of interface mixing
despite the researchers being well established in both the theoretical (71; 9; 30) and
experimental (78; 77) parts of the field demonstrates how much more there is to learn
about the phenomenon.
There is clearly a lack of experimental work in this area and the theoretical work
often relies upon a lot of simplifications that will likely limit their applicability to the
prediction of real world kissing bond behaviour. For example, none of the models take
into account the roughness that would be present at the interface, and many models
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assume that the interacting waves are of uniform intensity, are perfectly collimated, and
form a spherical interaction volume. The roughness of the interface could have a major
impact on the scattering behaviour as it does not fit with the concept of the interface
being in either a stick or slip state, it might be far more complex than that. This would
likely be too difficult to model with current computing power without a more intelligent
modelling strategy than simply creating an FE model with jagged edges.
Encouragingly, these initial modelling and experimental tests have shown that non-
collinear mixing at an interface is possible, and have explored a few parameters related
to it. But, neither bulk or interface mixing have been measured experimentally over
a wide range of interaction angles, with only a few interaction cases investigated with
models. Much more work is needed to test the predictions of those models, and the other
interaction modes should not be forgotten about despite the lack of success in the SV +
L→ L sum frequency testing.
2.7 Conclusions
The many different types of possible defects in adhesive bond lines were discussed and
how they relate to various kissing bond definitions. An overview of NDT methods
showed why some of these defects are difficult to detect, and thus which should be
the focus of the work; zero-volume disbonds. Acoustic methods appeared to be the
most promising for detecting such defects due to the way they probe the bonds between
the materials. The intention to develop a technique capable of working in the bulk
of material was stated with the aim of making the method more generally applicable.
Some success was seen in conventional ultrasonic methods by using high frequencies,
amplitudes, or shear waves but the sensitivity was limited by the small difference
between the interaction with a good bond, and poor bond.
Nonlinear methods were proposed as a solution to this, moving energy from the
fundamental input frequency into other harmonics only when a material nonlinearity
was present. The nonlinear dynamics of contacting interfaces were discussed. The
difficulty with these methods is that there are many potential sources of nonlinearity in
an experimental system which could also cause a change in the spectral content. The
non-collinear method offers the ability to avoid this problem by selectively sampling
only the volume where the beams interact. Harmonics generated in the input beams
are spatially separated from the beam(s) produced from the interaction volume. It also
has other features that allow for greater suppression of unwanted signals; if pulses are
used then there can be a temporal difference between the signal from the interaction
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volume and other scattering from the sample, and if two different input frequencies are
chosen then there can be frequency separation between input beam harmonics and the
frequencies produced by modulation.
One limiting factor of non-collinear mixing is the potential beam mixing in the
interaction volume due to the bulk nonlinearities of the materials. In order to know
whether the signal is coming from bulk mixing or from a kissing interface the bulk
mixing must be well understood. The mixing of different interaction modes at resonant
interaction angles and frequency ratios is well understood but there is a lack of
investigation into the behaviour away from resonance. This is critical because it is
likely that the mixing caused by the interface will occur optimally with different mixing
parameters from the bulk, but it is uncertain how much bulk mixing will occur in those
conditions. Ideally there would be minimal overlap in the two scattering behaviours,
and the bulk could be used as an independent reference for the amplitude of the interface
scattering.
Non-collinear mixing at contacting interfaces is poorly understood in comparison to
bulk mixing. Few researchers have studied it and have tended to focus on only one of
the seven possible modes; sum frequency shear wave mixing, producing a longitudinal
wave. It has been shown experimentally that the mixing occurs and models have been
developed to explore the phenomenon’s behaviour. The interaction of SV + L → L,
sum frequency was investigated for two contacting blocks of PVC but no scattering was
observed. This may be due to the vertical orientation of the crack, or the materials
chosen rather than the interaction case. Experimenters have used input frequencies
ranging from 2 MHz to 5.5 MHz with pulse lengths from 6 to 60 cycles. These properties
appear to be the ideal range for the production of narrow beams with interaction volumes
contained within easily fabricated sample sizes and associated testing arrangements.
Simple interface configurations, avoiding the use of adhesives, were preferred with
either loading together of two flat surfaces, or diffusion bonding. This removes the
possibility of thin film interference effects on the scattered signal.
From the above it is clear that non-collinear nonlinear mixing has great potential for
the detection of zero-volume disbonds, but more research is required to understand the
mixing behaviour. Particularly, how the method responds to changes in input parameters
(interaction angle and frequency ratio) for both bulk and interface mixing needs further
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3.1 Introduction
The method decided for investigation into improved kissing bond detection was non-
collinear mixing. In the literature review it was noted that previous works have focused
on behaviour at resonance, with little known about mixing in the rest of the parameter
space. To improve the understanding of this technique an experimental arrangement was
required that could accurately control interaction angle, φ , and frequency ratio, a, of the
input beams. The mixing in a solid sample will be measured for the φ − a parameter
space. This information can then be compared with mixing behaviour from a ‘kissing
bond’ sample. This chapter details how each of these was achieved. The measurements
of scattering behaviour over the interaction angle and frequency ratio parameter space
will be referred to as fingerprints and it is thought that the patterns contained within
them could be useful for kissing bond detection and/or material property measurement.
This chapter details the apparatus, how the desired mixing signal was acquired and
processed, and the samples that were investigated. It also includes discussion of factors
that impact the fingerprint, experimental errors, such as interaction angle uncertainty
and input amplitude variation, as well as information on the interface loading method
and other linear ultrasonic methods used in this work.
3.2 Apparatus
An experimental rig from previous non-collinear testing, (79), was used as the starting
point for the experimental design. It was comprised of two carriages on a leadscrew that
when turned in one direction increased the separation of the carriages, and vice versa.
The carriages each contained a motor and worm gear system that rotated a shaft on
which an ultrasonic transducer could be mounted, this allowed for independent control
of the angle of the input beams, Figure 3.1 is a picture of these carriages. A schematic
of the experimental rig is shown in Figure 3.2 (b). The experiment is conducted in
immersion to allow for consistent coupling between the input transducers and the sample
while allowing them to be freely positioned. Originally, a potentiometer based feedback
system was used to control the position of the carriages and angle of the transducers,
however this suffered from limited ranges of rotation, inaccuracy, and instability. To
improve this the motors were upgraded to those with built in encoders; Maxon RE 10
motors (part No. 256094), with GP 10 K 256:1 reduction gearing (part No. 110311),
and MR 16 CPT encoders (part No. 201933). These motors are controlled by EPOS2
24/2 boards, connected to a standard PC by USB.
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Figure 3.1: The carriages which hold the transducer rotation systems. Motors are attached to
the vertical worm gears which turn the attached gears. The shafts of these gears extend out the
back of the carriages and have the input transducers mounted to them. The carriage separation
worm gear can be seen in the background.
k1 k2






















Figure 3.2: a) The interaction of input waves with k-vectors k1 and k2 producing the scattered
beam, k3. φ is the interaction angle, and θ the scattering angle. The input beams are symmetric
about the vertical dashed line. b) Experimental geometry, indicating simplified beam paths and
types for the SV + SV→ L mode.
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Key to the testing is the ability to alter interaction angle while keeping the interaction
volume centred at the same point, a combination of carriage separation and transducer
angle changing can achieve this. If separation is altered on its own then it can control the
depth of interaction in the sample. An array is positioned below the sample to collect the
scattered signal. As the frequency ratio is changed the scattering angle changes so an
array allows for signals to be collected over a range of interaction angles. The scattering
angle can be predicted by using the relevant equation from Table 1 of (18). The array is
also useful for collecting information about the width of the scattered beam. Tests with
thin samples (less than 30 mm) were conducted with a standoff between the array and
sample to create better separation between the input beams and the scattered beam. The
other tests had the sample in contact with the array.
Testing will be conducted using two different sets of input transducers, one with centre
frequencies around 5 MHz, and another at 2.25 MHz. The higher frequency probes
should produce less divergent beams and generate more bulk mixing due to the cubic
frequency scaling, see Equation 2.2. The lower frequency transducers are useful for
comparison with models that are not possible to run at higher frequencies, and for testing
materials with greater attenuation such as CFRP. To accompany the input transducers
are two different detection arrays with appropriate centre frequencies at the mixing
frequencies.
The 5 MHZ transducers are Olympus V551, which have an active diameter of 10 mm
and a centre frequency of 4.7 MHz. The pulse-receive -6 dB bandwidth is 74% of the
centre frequency. They are paired with an Imasonic linear 128 element 10.4 MHZ centre
frequency array, -6 dB bandwidth of 85%. The elements are 10 mm long, 0.30 mm
in pitch. This array is most sensitive at a frequency ratio around one, but should
provide good sensitivity over a wide range due to the large bandwidth. The 2.25 MHz
transducers are Olympus V549, also 10 mm in diameter. The array used for these tests
was also made by Imasonic and had 128 elements, 4.99 MHz centre frequency, 67%
bandwidth, and elements with the same dimensions as above. The slightly reduced
bandwidth will cause a faster drop off in signal as frequency ratios away from one are
tested. A MicroPulseFMC array controller was used to detect, filter, and average the
signals received by the array and send that information to a PC.
To generate the input pulses two separate arbitrary waveform generators were required.
This allowed the frequency of each input to be controlled independently and also
for the output to be switched on and off by the computer, the reason for this
requirement is described in the signal processing section below. Agilent 33250A
arbitrary waveform generators were used. To amplify the signals to levels required
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for nonlinear experimentation Amplified Research 75A250A/100A400 amplifiers were
used. These were also connected to the computer allowing the gain to be adjusted more
















Figure 3.3: Schematic of hardware and connections in experimental set-up.
20-cycle Hann-windowed pulses were used for both input transducers. These long
pulses create a narrow frequency bandwidth (around 0.2 MHz) which makes the
experiment more sensitive to frequency ratio and improves the filtering of the output
signal because the energy is within a smaller frequency window. The Hann window
is used to reduce frequency sidebands. Longer pulses could be used to enhance the
frequency sensitivity further but this would limit the temporal filtering potential of the
method.
The experiment was operated in through transmission mode only since it was not
possible to position the array above the sample. If it had been there it would have limited
the minimum spacing between input transducers, and would not have been able to collect
the bulk mixing signal as effectively. In the future, testing with a single transducer on
the reflection side may be useful for observing the interface scattering in isolation.
3.3 Signal processing
One of the key strengths of the non-collinear method is that it allows for the removal
of the signal relating to the individual propagation of the input beams. This includes
both the fundamental and harmonic components that can sometimes obscure the signal
of interest. To do this measurements must be collected with each input transducer on
its own, these signals can then be subtracted from the signal received when both are
fired simultaneously. This is complemented by frequency filtering, which was done at
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the sum of the input frequencies with a 1.5 MHz bandwidth for the 5 MHz testing, and
0.8 MHz for the 2.25 MHz. The filter bandwidths are wider than that of the input pulses
allowing all of the desired signal to pass through, and long enough to provide good
temporal resolution which aids in later time windowing, described below. Figure 3.4
shows examples of the time data at various points of acquisition and processing. In
plots (a), (b), and (c) of Figure 3.4 the side lobes of the input pulses dominate but after
subtraction, shown in (d), the scattered pulse becomes visible. Note the different colour
scales. Filtering at the sum frequency, Figure 3.4 (e), removes nearly all of the remaining
unwanted signal allowing the pulse of interest and its echoes to be clearly seen.
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Figure 3.4: Time data captured by the array shown at various stages of processing. Array
element position is on the x-axis and time in seconds on the y-axis. Note the differing colour
scales. The data was collected for a frequency ratio of 0.8 and an interaction angle of 120◦ in
solid aluminium. (a) The raw signal received when the left transducer is fired at ω1 (5 MHz), (c)
is the right at ω2 (4 MHz) and (b) is both at their respective frequencies. The result of subtracting
left and right from both is displayed in (d). (e) The subtracted signal after filtration at the mixing
frequency ω1 +ω2 (9 MHz). The envelope of the signal is shown in (f).
An alternative to the subtraction method is pulse inversion. It is a commonly used
technique in nonlinear ultrasonics (5; 80; 81) as it can be used to remove either the
even or odd harmonics from the signal. However, it is less useful in sum-frequency
non-collinear mixing since the signal of interest is at a similar frequency to the second
harmonic of the input beams when the frequency ratio is close to one. In non-collinear
mixing the second harmonic component of the input beams’ side lobes is commonly the
largest source of unwanted signal that remains after processing in the way detailed in the
previous paragraph. Conventional pulse inversion is not able to remove these side lobes
while enhancing the sum-frequency scattered wave. There is a more advanced form
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of pulse inversion where all combinations of inversions of the input pulse are applied,
requiring a total of four firings (35). This method was not used in the experimentation
presented here but is promising for future work.
A window of the data in time and space was selected based upon the predicted time
of arrival and angle of scattering, as stated in (18). This window removed most of
the unwanted signal from the sidelobes of the input beams that normally arrived later
than the signal of interest. Focusing on reception was then performed to enhance the
measurement of the wave scattered by the interface. To do so a delay is applied to each
element’s response, depending on the position of the element within the array and its
location with respect to the interaction volume. The remaining signal was then summed
element-wise to complete the focusing operation. Finally, the Hilbert transform was
used to acquire the envelope of the signal and the peak value of this was recorded. This
value is used as the metric of scattering and referred to in later figures as ‘peak scattering
amplitude’. By recording this scattering value for the range of input parameters a
‘fingerprint’ can be made. These steps are shown as a flowchart in Figure 3.5.
Figure 3.5: The steps involved in the processing the three captured time signals into the value
used for one point in the fingerprint. The steps are described in detail in the main text.
3.4 Experimental fingerprint factors
This section explores how various aspects of the experimental design impact the
fingerprints that are produced. Ideally the fingerprint would be independent of such
factors so that it is just a product of the sample properties within the interaction volume.
3.4.1 Mode conversion
The experimental design, as shown in Figure 3.2, was selected for many reasons. One
benefit of using transducers in immersion is that it allows for longitudinal and shear
waves to be produced inside the sample via mode conversion at the water-solid interface.
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This is useful because it allows many different interaction cases to be investigated
without the need to change transducers. A negative is that at some angles both shear
and longitudinal waves will be produced, this could cause multiple different interaction
volumes and modes to occur, complicating the received signal. Also, the amplitude
of the waves varies with incident angle so this should be factored in to a fingerprint if
the intention is to produce standardised output. Figure 3.6 shows the expected acoustic
amplitudes reflected and transmitted from an incident longitudinal wave.



























Figure 3.6: Mode conversion at a water-aluminium interface showing the transmitted shear wave
pressure in blue, transmitted longitudinal wave pressure in red, and reflected longitudinal wave
amplitude in green.
The equations used for mode conversion calculation are from the Krautkramer brothers’
book (82). It can be seen in Figure 3.6 that there are two critical angles in aluminium
at around 13◦ and 28◦. These are the angles when the longitudinal and shear waves,
respectively, are refracted such that they are parallel to the interface. The pressure values
of the longitudinal beam above 13◦ are ignored for this reason. Therefore, with incident
angles larger than 13◦ only shear waves are created in the bulk of the aluminium. The
output beam angles can be calculated using Snell’s law.
The selected experimental arrangement is particularly suited for testing the SV + SV→
L mode as shear can be produced in isolation. This interaction mode was the only one
shown to produce mixing at kissing interfaces in the literature, though it is unclear if
much investigation into the other modes had been done. It would be interesting to test
other modes but they have the difficulties of multiple interaction cases occurring at once
as described above, and there is uncertainty that mixing will be achieved so exploration
of the φ −a parameter space for a known working mode was prioritised.
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3.4.2 Frequency ratio factors
One major factor in the frequency ratio response, as mentioned previously, is the limited
bandwidth of the transducers. Quite broadband transducers were selected to achieve
reasonable sensitivity between a = 0.5 and a = 2. It is not possible to predict the
range over which scattering will be possible to observe without knowing the signal
to noise limitations of the experiment. Use of broadband transducers reduces the
sensitivity/output amplitude at the centre frequency so a balance between this and the
range of a sensitivity must be found. Narrower bandwidth transducers could be used
in the future to test specific frequency ratios of interest. Frequency ratios further away
from those described above would likely cause scattering at an angle that would not be
detectable with the array unless it is repositioned. This is another reason why extreme
ratios will not be tested.
It was decided that in the testing one transducer will be kept at a fixed frequency, with
the other varying to change frequency ratio. In some ways this is not ideal but this
method was selected early on in the experimental development and became the standard
partly due to its simplicity. It has the side effect of altering the scattered wave frequency
and breaking the symmetry; e.g. a = 0.8 does not use the same input frequencies as
its inverse a = 1.25 with this method. Another viewpoint is that testing in this way
provides more information as it could be assumed that a = 0.8 would give the same
results as a = 1.25 and thus is not worth testing. Instead it is possible to observe the
difference between the two by keeping one beam fixed, indicating the absolute frequency
response of the mixing. This concept may be limited in practice by the bandwidth of the
transducers.
When comparing modelling to experimental results the transducer bandwidths will be
factored in to make the fingerprints more directly comparable. The angle of scattering,
which is related to the frequency ratio, will also affect the amplitude of detection at the
array since it will only detect the vertical component of the longitudinal wave, resulting
in greatest sensitivity at normal incidence.
3.5 Samples
Several different samples were used in the testing reported here. A solid block of
aluminium was used to acquire reference fingerprints of bulk mixing. The sample
measured 120× 80× 60 mm. These dimensions were selected to match those of the
kissing bond sample which will be described later, and to provide a sample where the
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interaction volume could fit completely inside. It was made from 2024 T351 aluminium.
Further tests on solid samples were conducted on fatigued metals. The aluminium
samples were also 2024 T351 and had dimensions of 350×100×14 mm. The 100 mm
dimension was narrowed by 30 mm at the middle to form a ‘dog bone’ sample, see
Figure 3.7. They were cycled in a four point bending mode to reach 40%, 60%, and 80%
of their fatigue lives which was measured to be 17200 cycles of the loading defined by
Ellwood (17). A reference unfatigued sample was also provided. Similar 347 stainless
steel specimens were also tested, provided by Amec Foster Wheeler. Further details of








Figure 3.7: Diagram of the aluminium fatigue sample geometry from Ellwood’s thesis (17). The
sample is 14 mm thick.
A sample containing a kissing interface was made by bolting two blocks of aluminium
together, Figure 3.8. This aluminium was cut from the same block as used for the
reference solid block, ensuring it was nominally identical. The overall dimensions of
this sample are the same as the solid one. Details of the design of this specimen are
given in Section 3.8. The geometry was created based upon the loading requirements
for the production of a suitable kissing interface, and dimensions that allowed for non-
collinear inspection over a wide range of interaction angles.
Figure 3.8: Photograph of bolted aluminium sample used to simulate a kissing bond. There is
sealant around the loaded interface to prevent the ingress of water.
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Testing was conducted with the contacting surfaces of this sample finished in two
different ways. In one case the surfaces were finely ground using P1000 grit wet and dry
paper (18 micron average particle size). This case is referred to as the ‘rough interface’.
The sample was also tested with the surfaces polished to a mirror finish using a one
micron diamond suspension. Different results might be expected with different surface
finishes due to changes in the fraction of the surfaces in contact and the range of angles
at which they meet. The interface sample was sealed with silicone to prevent water
ingress when immersed.
3.5.1 Material properties
In order to achieve the interaction of the desired wave modes, depth in the sample, and
angle of interaction the linear material properties must be known. This is because the
velocity of the input waves in the sample affects the angle of refraction at the surface. It
also allows the scattering direction and time of arrival to be calculated which is necessary
for post-processing of experimental data. For the modelling presented in this work the
nonlinear properties were also required.
The properties of the 2024 T351 aluminium that are generally used in this work
are E = 73.1 GPa, ν = 0.33, l = −324 GPa, m = −397 GPa, n = −403 GPa, and
ρ = 2780 kg.m−3 (83). These values give a longitudinal wave velocity of 6242 ms−1,
and a shear velocity of 3144 ms−1.
The properties of the 347 stainless steel are given as E = 195 GPa, ν = 0.27, and
ρ = 8000 kg.m−3 (84). These values predict a longitudinal velocity of 5520 ms−1
and shear velocity of 3100 ms−1. However, the velocity of the longitudinal wave was
measured at 5730 ms−1 so this was used in the experiment and data processing. The
shear wave velocity was not measured.
3.6 Angle and position control
There are many aspects of the experimental system that must be considered in order
to achieve accurate interaction angle and position control. The motors with encoders
provide good repeatability of motor rotations, and are very precise due to the high
reduction ratios; 16 counts per rotation on the encoder, 1:256 gearbox on motor, and
1:40 worm gear reduction. The result is one encoder count is about 10−5 degrees of
rotation of the transducer. The limitations of the system comes from the lack of absolute
52
CHAPTER 3. EXPERIMENTAL METHODS
reference, and friction, which is variable, in the mechanical system. In order to solve
these problems a method of measuring the transducer angle for a given motor position
was developed.
The angle measurement method is described in the section below but before that the
backlash of the system should be mentioned. All axes of movement had significant
backlash. Anti-backlash gears were used on the rotation axis but they did not appear
to be strong enough to resist the friction of the system. To minimise the impact of
backlash the fingerprints and testing procedures were conducted by moving the carriages
out to a larger separation and the transducers were rotated further inwards than required
in the following fingerprint measurement. The drives were then only moved in one
direction; inwards for the carriages, and outwards pointing rotation for the transducers
(i.e. towards smaller interaction angles) during the position and angle critical parts.
3.6.1 Angle calibration
In this procedure the transducers are fired without a sample present with the intention of
hitting the array directly with the output beams. From the data collected by the array it
is possible to calculate what relative angle the transducers are at by analysing the angle
of the wavefronts. This results in an experimental system where the angles are relative
to the rotational position of the array. This is good because the samples are positioned
on top of the array, also aligning them with this reference. Care must be taken when
doing these calculations to convert from the time dimension recorded by the array into
a spatial dimension required for assessing the angle of the wavefronts.
It is critical for the measurement of transducer angle that the analysis is based upon
the centre of the beam due to the curvature of the wavefronts. Analysis was conducted
to ascertain the error caused by incorrect selection of the beam centre with the use of
an FE model, Figure 3.9. It was found that under typical conditions (80 mm between
transducers and array, using 5 MHz, measuring over a 16 array element window) that
selecting a centre off by one array element (0.3 mm in pitch) that the beam angle will
be altered by 0.02◦. Experimentally the centre of the beam is found by finding the peak
intensity, thus the error associated with it will be related to how noisy the time trace
detected by the array is. This is just one of many factors that create uncertainty in the
transducer angle, a study of the overall variation caused by them is presented below
rather than attempting to assess each one individually.
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x position (mm)
























2.25MHz wavefront curvature modelled
a)
b) c)
Figure 3.9: a) FE model of 2.25 MHz wave from 10 mm source in water, b) closer view of
beam profile after 50 mm of propagation, c) analysis of wavefront position after 100 mm of
propagation.
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Near field distance
The far-field distance of the beams should be considered, in relation to peak finding, but





Where N is the near field length, D is the transducer diameter, and λ is the wavelength.
For water at 5 MHz with 10 mm transducers this length is 83 mm, and for shear waves
in aluminium it is 40 mm. A combination of these lengths should be used if the beam
travels through both media. For the angle calibration testing the beams only propagate
through water to the array, so a distance of 83 mm or larger should be used to ensure
that there are not multiple peaks in intensity in the beam profile as that could cause the
measurement to be off-centre.
Some experimental tests presented in this thesis were conducted with the interaction
volume closer to the input transducers than the near field length. This means that
the interaction volume will have a different intensity profile from those taken at long
distances. This will likely result in some minor effects such as; alteration of scattered
beam profile, and changes to off-resonance bulk scattering amplitude. Comparison of
fingerprints measured at different interaction depths will be presented to explore these
effects.
3.6.2 Temperature control
The assembly was placed in a water tank, submerging the input transducers, sample, and
array to minimise the coupling variation as positions were changed. The temperature of
the water was controlled with 0.1◦C precision to maintain a constant speed of sound
in water, ensuring reliable refraction angles into the sample. To calculate the speed in
water the Coppens equation was used (85). It is stated as being valid between 0◦C and
35◦C, 0 to 45 parts per thousand salinity, and depth between 0 and 4000 m. At a depth
of zero the Coppens equation gives a velocity, c, of
c = 1449.05+45.7t−5.21t2 +0.23t3 +(1.333−0.126t +0.009t2)(S−35) (3.2)
where t is temperature in degrees Celsius divided by 10, and S is salinity in parts per
55
CHAPTER 3. EXPERIMENTAL METHODS
thousand. The salinity of the water provided in the area is limited to one part per
thousand. The maximal variation in velocity caused by these levels of salinity is less
than 0.01%. For 25◦C degrees, 0 m depth the velocity of water is 1496.69 ms−1.
3.6.3 Angle error measurements
Absolute error
The results presented here are from the calibration procedure performed before testing,
as described above. It measures the actual transducer angles over a range of intended
angles, corresponding to those required for the desired interaction angles to be used
in the main non-collinear experiments. This test was conducted for interaction angles
ranging from 60◦ to 125◦ in an aluminium sample, this required transducer angles from
16◦ to 25◦. The error in these angles is shown in Figure 3.10 (a).
Intended transducer angle [deg]
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Figure 3.10: a) Transducer angle calibration measurements showing difference between desired
angle and measured wavefront angle. Two sweeps of the angles were conducted to check for
repeatability. The left transducer results are the red and blue lines, the right are the green and
teal lines. b) Example from a different data set of the interaction angle that would result from
the measured wavefront angles.
It can be seen in Figure 3.10 (a) that the left transducer had an overall trend of a
shift towards smaller angles as the intended angle was moved closer to 20◦. The right
transducer did not have any significant trends except for a random variation of around
± 0.15◦. This was larger than the random variations in the left transducer angle. These
small errors are thought to be partly caused by stiction; static friction preventing rotation
from occurring, followed by a larger amount of movement than intended once the load
overcomes the friction. It is unclear what caused the large variation in the left transducer,
it might also be due to friction variation as the output shaft turns.
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The stiction is shown clearly by the steps in Figure 3.10 (b), it is an example of the
interaction angles that would result from the errors in transducer angle (this was based
on a different calibration measurement than that shown in (a) ). It can be seen in this
plot that the combination of angle inaccuracies from both transducers, amplified by
refraction, can result in considerable error in interaction angle, approximately±2◦. This
behaviour could result in difficulty in accurately finding peak mixing conditions unless
smoothing is applied, although smoothing cannot address variations such as those seen
in the left transducer of Figure 3.10 (a). As a result the fingerprint measurements are
limited in absolute accuracy to around ±2◦.
Relative error
To test the variation in interaction angle between fingerprint measurements 50 sweeps
of the transducers from the 140◦ to 80◦ interaction angle positions were performed. The
angle of the wavefronts was measured as described in the calibration section above.
There was no sample in the rig, and the input transducers were spaced such that the
beams from them could hit the array at all effective interaction angles. Figure 3.11 shows
the resulting variation in transducer angle (note that this is not the same as interaction
angle). Each coloured line in the plot represents one of the 61 interaction angles.
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Repeated angle errors over 140 o to 80 o range, left
Repeat number























Repeated angle errors over 140 o to 80 o range, righta) b)
Figure 3.11: Difference in measured wavefront angle compared to first measurement sweep, for
effective interaction angles between 140◦ and 80◦ with 1◦ steps. Each angle is represented by
one coloured line. a) Left transducer, b) right.
It can be seen that most of the interaction angles had a very small error, less than 0.05◦,
but other frequently jumped by 0.15◦ or more. In some cases the starting measurement
was an outlier resulting in an offset line for most of the later measurements, there is one
example of this in the left results (the orange line) and many in the right. A gradual drift
can be seen in the left transducer angles. It is thought that these errors are mainly due to
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changes in the frictional behaviour of the transducer rotation system. Ideally, the anti-
backlash sprung gears would keep themselves centered between the teeth of the worm
gears, but due to friction on the output shaft there is resistance that perturbs it from this
center position. Any change in the friction results in a different output angle. Changes
in friction could occur due to the repeated rotation of the shaft in the bushing that alter
the distribution of lubricants or other contaminants on the surfaces. The absorption of
water by the plastic bushing and carriage structure, causing swelling, is also thought to
contribute to the behavioral differences of the experiment due to the length of time
the setup has been immersed. The transducers were cycled through multiple angle
sweeps before experiments that required accurate angles, this reduced the probability
of these transitions happening between the calibration measurement and the fingerprint
acquisition.
A statistical analysis of this data is presented in Figure 3.12. The angular error for each
interaction angle is analysed, with measurement point one being the 140◦ positions, and
61 the 80◦ positions. In the plots the boxes indicate the 25th to 75th percentiles, the
whiskers are the limits of the results not considered outliers, and the crosses are outliers.
These results show that the fingerprint to fingerprint variation at a particular interaction
angle is generally very small, with the 50% box smaller than 0.05◦. Cases where the
first measurement point was an outlier were adjusted to account for this.
Interaction angle measurement points
















Distrubution of angular error over range of angles - left
Interaction angle measurement points
















Distrubution of angular error over range of angles - righta) b)
Figure 3.12: Variation in transducer angles for a range of interaction angle positions between
140◦ and 80◦. Measurement point 1 is 140◦, and 61 is 80◦. a) left transducer, b) right transducer.
It can clearly be seen from these results that the repeatability of measurements is
generally very good, there are only a few interaction angles that suffered from high
variability. This should mean that the fingerprints overall are reliable but there may be
points which vary significantly. Measurement point 13 of the right transducer fluctuated
between two angles different by 0.5◦. Accounting for the refraction of this angular error
it would result in a shift of interaction angle of 2◦. Therefore, the scattering amplitude
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of measurements at single interaction angles should not be directly compared, instead
multiple interaction angles should be measured and the response smoothed in order to
remove these anomalies.
Rotation error due to translation
The above tests were conducted with the transducer carriages at a fixed separation. As
the carriages move they can rotate slightly, here the impact of that behaviour on the
transducer angle is tested. A separation range of 68 mm to 42 mm to was used, tested
from large to small, the same direction as the main experiment is conducted. It was
limited to this range because the signal had to hit the array without rotating the input
transducers. Figure 3.13 shows the resulting fluctuations in transducer angle. The angle
error was tested 10 times, showing similar behaviour each time. The error appeared
to gradually grow as the carriages moved before suddenly jumping back in the other
direction. The left carriage error gradually moved to positive values, and jumped in the
negative direction, the right carriage had the opposite behaviour. In the sign convention
of the experiment positive angles correspond to rotation that would move the ultrasonic
beams towards the centre of the rig. The two carriages did not jump at the same time.
The maximum error was approximately 0.15◦. Errors of around 0.1◦ were common and
often occurred in the same direction on both sides resulting in a total error of 0.2◦. This
























Figure 3.13: Change in input transducer angle due to changes in transducer separation via
movement of carriages. Left transducer results shown in blue, right in red.
Overall, it can be seen that the motorised rig has significant absolute interaction angle
error with a combination of the carriage wobble and the transducer rotation itself,
totaling a variation of interaction angle of up to ±3◦. However, it was also seen that the
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relative error between tests was far smaller; the carriage movement contributed about
0.05◦ of variation to transducer angle, which was similar to that caused by the rotation
of the transducers. Together these relative errors result in a variation in interaction angle
of ±0.2◦.
It might have been possible to calibrate the system to reduce the absolute angular errors,
iteratively offsetting angle commands to account for the measured error, but it appeared
that frictional and gear interactions would prevent significant improvements. It was
decided that the limitation in absolute angle would not be a problem to the usefulness of
the fingerprint testing to be conducted in this work. The focus here is more to generally
understand the patterns caused by different samples, and to study the relative differences
between them. The small relative error should allow this to be done with good accuracy.
An attempt was made to use the measured transducer angles to populate an irregular
grid of the parameter space and then interpolate that onto a regular grid but this did
not produce good results. This is likely because only the rotation measurements were
included, not the error due to the separation changes. Measurement of carriage wobble
over the entire range of movement is difficult due to the limited array size, but could
possibly be done in the future. This correction method is not necessary to get good
results because the relative error between measurements is low, but it could help to
reduce the absolute error.
Fingerprint angle analysis
Another possible way to measure the error in transducer angles is by analysis of the
nonlinearly scattered beam position on the array at a frequency ratio of one. At this
ratio the beam should always scatter in the direction of the bisector of the input beams.
Therefore if one input beam angle varies it will shift the output by half of that change.
This does not allow a direct measurement of interaction angle; if both input beams have
an equal magnitude error in the same direction (inwards, or outwards) then no change
in scattering direction will occur, but it does provide a rough indication of input angle
error in general. In Figure 3.14 the peak position of the scattered beam on the array is
plotted for a range of interaction angles. This is from testing done on mixing when the
interaction volume is at the surface of the sample, discussed in Chapter 6.
It was seen in these tests that the scattered position repeatably followed the pattern seen
in Figure 3.14, although different trends were seen for other periods of testing. In this
case the position drifted by about 1 mm over the course of the fingerprint. The change
occurred at a fairly constant rate as interaction angle was reduced from 130◦ until about
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Interaction angle [deg]




















Peak scattering position a= 1
Figure 3.14: Position on array of peak signal from scattered pulse for a range of interaction
angles at a = 1. Measured at 5 MHz at 0 mm deep on solid aluminium sample.
112◦ was reached, it then reversed direction and returned back to approximately where
it started at φ = 100◦. The angular error of the transducers was the most likely cause
of such a variation and the link becomes clear when studying the pattern in Figure 3.10.
There is a drift in the left transducer of about 0.7◦. At 20◦ incidence to the sample
surface this would result in a change in the refracted angle from 47◦ to 49◦ for example.
This 2◦ shift would result in the rotation of the interaction volume by half that, 1◦. It also
would cause a translation of the interaction volume. Both these effects cause a change
in where the scattered pulse hits the array. For a depth of interaction of 0 mm (as in the
near surface testing) the interaction volume would be shifted by about 0.5 mm, and the
rotation of the volume would result in an additional shift of approximately 1 mm in the
same direction. This is similar to what was observed in the peak scattering position.
The information collected above was useful in the processing of data at other frequency
ratios because it provided a baseline scattering position, allowing more accurate
prediction of where the scattered beam should hit the array. Knowledge and correction
of this underlying error means that the spatial window can be made smaller while still
capturing all the scattered signal, reducing noise.
3.6.4 Transducer separation error
The variation in the separation of the transducers was measured using calipers to be
around ±0.1 mm. This error is mainly due to the measurement method. It is unlikely
that an error of this size is significant in the testing conducted in this thesis, causing
shifts in interaction volumes much smaller than the wavelengths used.
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3.7 Amplitude variation
Another source of error in the fingerprints is the variation in the input transducers’
ultrasonic amplitude. A test was devised where the transducers would be pointed at
the array without the sample in place and the amplitude of the signal coming from
them measured. The amplifiers required some time to achieve a stable output, shown in
Figure 3.15. Before fingerprint testing at least a five minute monitoring period of the
input signal amplitude was conducted to check that equilibrium had been reached. Once
stable, variation was ± 0.1%.
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Figure 3.15: Signal amplitudes from left and right transducers during power stabilisation
process. Each time point is roughly three seconds apart. a) 1000 measurement time points
totaling 46 minutes, still not stabilised at end. b) An example of the level of stability achieved
before testing commenced.
3.8 Interface loading
The previous sections looked at the errors involved in the ultrasonic inputs of the
experiment. In contrast, this section is about the design of the contacting interface
sample, including the variation in its key parameter, loading. The loading force of the
kissing bond sample is controlled by the variation in torque of the bolts. The most simple
and generally used equation for the relationship between torque and bolt loading is
T = KPD (3.3)
where T is torque, K is the nut factor, P is clamping load, and d is the bolt diameter. Nut
factors around 0.15 are typical of lubricated, mid-size, steel nuts and bolts. Non-plated,
black finish steel bolts might be expected to have a factor around 0.3, resulting in twice
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as much torque required to achieve the same loading. There are equations that allow
for more accurate calculation of nut factor and torque but they ultimately depend on
accurate knowledge of friction. This is not known well enough in this case to warrant
use of these formulas. The variation in torque for different bolt types are given in (86).
It states that it is ±35% for unlubricated bolts, and ±25% for lubricated bolts. These
large random errors also reduce the importance of accurately predicting bolt loading







Figure 3.16: Dimensions of kissing interface blocks in millimeters. Each block is 30 mm thick.
In order to get even interface loading models were created in Abaqus FEA with a range
of dimensions. In the final version the bolts were in two rows on either side of the
sample to keep a region along the middle free for the input and output of the ultrasonic
beams. This spacing was 50 mm. When using 10 mm bolts this left around 40 mm
width of unobstructed sample. The modelling showed that with this bolt spacing the
two aluminium plates have to be at least 30 mm thick in order to distribute the bolt
loading evenly onto the centre of the interface. At this thickness the sample had to be
at least 120 mm long to allow interaction angles up to 145◦ to be used. The resulting
geometry is shown in Figure 3.16. The compressive stress at the interface calculated
with the FE model is shown in Figure 3.17.
It can be seen that the load is highest along the outside edge, and that a fairly even
load is obtained along the centre of the sample. Many other geometries with different
numbers, spacings, and diameters of bolts were tested for comparison, but the results of
these tests are not included because they were less optimal. Previous studies had used
interface pressures around 2 MPa, (33), so this was set as the target mid-point for this
design. The model predicted that with four bolts on each side each bolt would need to
apply 3.5 KN of force to load the middle line of the interface to 2 MPa. To achieve
3.5 KN a lubricated 10 mm bolt must be torqued to 5 Nm, a reasonable amount to be
applied manually with a torque wrench. This value is good because it is possible to apply
an order of magnitude more force if required, and less is also possible, maximising the
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Figure 3.17: Distribution of load in the vertical direction due to compressive loading of two
plates by bolts. The top block is hidden in this rendering allowing the interface to be observed.
testing options.
With this method of loading it is difficult to know what loading is actually being applied,
the torque is the only metric. This is one major negative of this method, but hopefully
it will at least provide a way to relatively adjust interface loading and offer repeatability
within ±25%. An attempt to use pressure sensitive film to determine interface load
was made but it was difficult to interpret the results from this and the finite thickness
of it likely meant that it was not representative of the loading that the interface would
experience without it there, due to surface irregularities. A spring loaded version was
also developed to allow smaller interface loads to be investigated. Ultimately this was
not used for the final results but it had the benefit of measurable spring compression that
indicated loading.
During the testing three different torque wrenches were used in order to cover a wider
range of torques than is possible with only one. These were tested against each other
to investigate if the calibration of them was accurate. They were all found to agree to
within ±5% within their rated ranges. This error is insignificant compared to that of the
load to torque relationship described above.
3.8.1 Acoustoelastic effect
The loading of the sample causes stresses in the sample which can alter the velocity of
waves propagating through it. Using the equations of Hughes and Kelly (53), the effect
of this was estimated. The calculation was done for the worst case scenario with 40 Nm
bolt torque, loading the aluminium to 16 MPa in the vertical direction. This would
result in up to a 0.05% change in velocity for shear waves travelling perpendicular to
the loading direction and polarised vertically (this would be the case for an interaction
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angle of 180◦). If this worst case change in velocity is applied to an intended interaction
angle of 120◦ it would be altered by 0.15%, which is 0.1◦. This is negligible in this
work.
3.9 Linear interface measurements
During the course of testing the interface sample a variety of linear acoustic methods
were used to acquire more information about the interface. An attempt was made to
measure the pulse-echo signal from each array element in order to monitor the changing
transmission properties as load was varied. This was unsuccessful. The interface was
highly reflective at all loads so there was little change in the received amplitude. In this
the measurements appeared to be more dependent on the array-sample interface quality.
This variation is part of the reason the testing in this work is focused on the shape of the
fingerprints rather than the absolute amplitudes.
Much better results were achieved by using through transmission measurements of the
interface. The input transducers (above the sample) were aimed such that the beam
would hit the array (below the sample) for this method. Further details of this testing
are given in Chapter 7 where it is used. Also presented in that chapter are the results
of a reflection based c-scan of the loaded interface. The focused probe used for this
produced much better results than the simple test with the array described above. Again
further details are provided where relevant.
3.10 Summary
In this chapter the experimental concept, data acquisition, and processing were detailed.
It was discussed what experimental factors affect the mixing fingerprints. The
fingerprints are dependent on many things such as water temperature and transducer
bandwidths. These are detailed so that consistent results can be achieved throughout this
work, and future reproduction is possible. The samples that were tested in the following
chapters are described, the most complex of which is the contacting interface sample
which is used to simulate a kissing bond. There is a discussion of the experimental
errors that results from the methods which concludes that good repeatability is achieved,
despite the presence of significant absolute interaction angle error. The methods defined






CHAPTER 4. MODELLING METHODS
4.1 Introduction
There are many ways of modelling the nonlinear mixing of non-collinear acoustic
waves. In this work three very different methods are employed to investigate various
aspects of the mixing behaviour. In order to understand what signal might be expected
to come from a kissing bond it is also necessary to know what signal would be produced
by the surrounding medium. Equations for the bulk mixing amplitude were derived in
1963 by Jones and Kobett, (18), but these were only valid at the ‘resonant’ combinations
of interaction angle, φ , and frequency ratio, a. More recently these equations have been
extended to allow for scattering amplitudes to be calculated for non-resonant conditions.
This extended form of the classical equations will be used to predict bulk mixing for
a wide range of input beam conditions, the φ − a (interaction angle-frequency ratio)
parameter space.
Another, more subjective, way of viewing the mixing behaviour is to analyse the
geometry of the interference pattern of the input beams. This is the second modelling
technique employed, and unlike the classical method it has applications in both the
bulk and interface mixing cases, particularly for predicting the scattering angle from an
interface analytically. The third method is finite element (FE) modelling. Two different
FE models are used in this work, one for the prediction of mixing that occurs at the
water-solid interface of the sample, Chapter 6, and another for the simulation of two
elastically linear bodies forced into contact with each other to simulate a kissing bond,
Chapter 7. All four models, classical, geometrical, FE surface, and FE interface, are
described in the following sections.
4.2 Classical nonlinear solid
Non-collinear mixing caused by classical nonlinearities of the bulk material was
modelled analytically in (18) and (41) using equations for the 3rd order elastic energy.
These equations can be extended to off-resonance conditions to provide the desired
information on bulk mixing over the entire φ − a parameter space. This extension
was done by Jack Potter, a research associate in the UNDT group at Bristol, while
the author was mainly involved in the checking and exploration of the model behaviour.
The equation for the particle displacements of the scattered longitudinal wave at the sum
frequency of the input waves is given by (18) in Equation 4.1.
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Where r is the position vector of the observation point relative to the centre of
interaction, r̂ is a unit vector in the direction of r, r′ is the position vector of an
interaction point relative to interaction volume centre (a figure of these vectors is
presented in (18)), t is time, cl is the longitudinal velocity, ρ is the material density,
V is the interaction volume, k1 and k2 are the input wave vectors, ω1 and ω2 are
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A+B) [ (A0 ·k2)(B0 ·k2)k1± (A0 ·k1)(B0 ·k1)k2
+(A0 ·k2)(B0 ·k1)k2± (A0 ·k2)(B0 ·k1)k1 ]
− 1
2
(B+2C) [(A0 ·k1)(B0 ·k2)k2± (A0 ·k1)(B0 ·k2)k1]
− (K− 2
3
µ +B) [(A0 ·k1)(k1 ·k2)B0± (B0 ·k2)(k1 ·k2)A0]
(4.2)
Where K and µ are the compression and shear moduli respectively, A, B, and C are the
third order elastic constants as defined by Landau and Lifshitz (73), and A0 and B0 are
the input wave amplitudes in the direction of polarisation. For example, A0 and k1 are
aligned when a longitudinal wave mode is used. The± relates to the sum and difference
frequency cases, with the plus being used for sum frequency and vice versa.
Simplifying Equation 4.2 for the sum frequency shear wave mixing case (where
A0 ·k1 = B0 ·k2 = 0) gives
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A+B)(A0 ·k2)(B0 ·k1)(k1 +k2)
(4.3)
Using the following conventions for the directions of the waves in combination with
Equations 4.1 and 4.3
k1 = ω/ct [0,1] k2 = ω/ct [sinφ ,cosφ ]
A0 = X1[1,0] B0 = X2[cosφ ,−sinφ ]
(4.4)
where X1 and X2 are input wave amplitudes, allows an equation for the scattered wave
pattern to be derived. This equation does not include an observation distance term since





Where θ is the observation angle, and ∆(θ) and χ(θ) are called the nonlinear directional
amplitude function and geometric directional amplitude function respectively. They
are described below. The geometric function, χ(θ), is dependent on the shape of the
interaction volume. Multiple different types of volumes were modelled in order to find a
balance between speed and accuracy. It is also interesting to observe how the interaction
shape affects the scattering. The most simple case was the cubic interaction volume, for




























Where R is half the side length of the square profile, and V is the volume of interaction.
The square is defined such that two of the sides are parallel to the reference input beam
direction of propagation. This was required to reach a closed form solution.
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For a cylindrical interaction volume (with the circular profile in the plane of interaction)

































Where θi is the integration angle around the circle.
Thirdly an interaction type was made with the volume defined by the overlap of two
cylinders at an arbitrary angle, φ , representing the input beams. This is referred to as


















For each of these volume types the size is defined by a ‘radius’ parameter. In the cubic
case each edge of the square is two times this radius long, for the cylindrical volume the
radius is that of the circle, and for the ‘real’ case it is the radius of the cylindrical input
beams.
The final remaining term in Equation 4.5 is the nonlinear spatial amplitude function. As
the name suggests, this term accounts for the impact of the TOECs on the scattering
behaviour. It is given by
∆(θ) = Fc(K,µ,A,B,a,φ)cosθ +Fs(K,µ,A,B,a,φ)sinθ (4.9)



















































The above equations can be used to calculate the scattered amplitude, X3, for any
combination of interaction angle or frequency ratio. In this work the interest is in what
the behaviour looks like away from resonance though it is worth briefly describing how
the resonant conditions were found by Jones and Kobett in relation to this model. As
stated in (18) the terms, which are grouped into the geometric function in this work,
give an integrand that oscillates unless [(ω1 +ω2)/cl]r̂−k1−k2 = 0. This results in a
resonance equation for the interaction of two shear waves producing a sum-frequency
longitudinal of






where c is the velocity ratio between transverse and longitudinal waves ct/cl , a is the
frequency ratio ω1/ω2. This relationship can also be found by requiring that both
momentum and energy are conserved in the scattering.
The model described in this section will be used in the following chapter to investigate
non-collinear mixing in general, but particularly how the scattered amplitude changes
as the input conditions move away from resonance. It was found that the cylindrical
interaction volume produced more logical results than the cubic interaction volume, and
was much faster than the ‘real’ volume. The testing that lead to these conclusions is
described in Chapter 12, Appendix B. All of the results presented in Chapter 5 use the
cylindrical interaction volume unless otherwise stated.
4.3 Geometric interpretation
In the section above resonance occurs when both conservation of momentum and
summation of frequencies requirements are met. Another way of looking at what
conditions might cause mixing to occur is to observe the interference pattern of the
input beams. By looking at the nodal pattern formed it is possible to understand why
some combinations of interaction angle and frequency ratio allow for the creation of the
third beam. Note that the theory presented in this section is not related to the geometric
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term in the classical modelling above. That term is about the integral over the interaction





Figure 4.1: FE simulation of interference pattern due to two overlapping shear waves. The
two sources are in the top half of the frame on either side and the time point is chosen such
that the waves have propagated through the interaction area but no further. Lines have been
drawn to show the four key axes of the interference pattern; 1 and 2 are at the input beams’
wavefront angles, 3 and 4 are the created possible axes for new nonlinear mixing wavefronts.
The colour scale represents the stress in the vertical direction with red being positively stressed
(compressive) and blue negatively (tensile).
The array of overlap points formed always has four axes in which a pattern of straight
lines can be seen, as shown in Figure 4.1. Two of these orientations of lines correspond
to the input beams, the other two orientations are the possible orientations in which new
beams’ wavefronts could be created. If the requirement for the scattered wave to be
at the sum or difference frequency of the input waves is applied to this, and the wave
velocity for the output mode is known then a scattered wavelength can be calculated.
For bulk mixing to occur it is logical that this wavelength must match the nodal spacing
in one of the secondary orientations. The spacing and orientation of the nodes and
lines can be calculated using trigonometry with frequency ratio and interaction angles
as independent variables. The derivation of this geometric formula is as follows.
By approximating the pattern into a series of straight lines representing the wavefronts
and the places they overlap being constructive regions of interference it is possible to
calculate the geometry of these constructive points, Figure 4.2. The exact application
of the geometric model to bulk mixing and interface mixing will be discussed in
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the following chapters but a brief explanation is given below in order to explain the
significance of the overlapping lines. In the case of bulk mixing it is the constructive
interference points that can be thought of as the sources of the mixed wave since they
have the highest stresses so are strongly affected by the material nonlinearity. In the case
of CAN interface mixing it is actually the regions of destructive interference that are
mainly the sources. This is explained in Chapter 7. In either case the geometric model
remains the same as the selection of what phase the wavefronts represent is arbitrary
and need not be consistent between the two input waves (this allows for selection of







Figure 4.2: Approximation of non-collinear mixing with straight lines indicating wavefront of
input beams. The expanded section details the interaction angle, φ , input wavelengths, λ1 and
λ2, and the resulting vectors, a, b, and j that link the overlap points.
In Figure 4.2 the wavefronts are depicted for a small section of the interaction volume.
The translation from one nodal point to its horizontal neighbour to the right is labeled j.
This vector is given by j = a−b as defined in the figure. Vectors a and b can be thought
of as the projections of the input beam wavelengths onto the wavefronts of the opposite













Resolving these into x and y directions shown on Figure 4.2 gives
a = |a|(cos(φ/2)x̂− sin(φ/2)ŷ) (4.15)
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b = |b|(−cos(φ/2)x̂− sin(φ/2)ŷ) (4.16)







With these equations for the spacing of the nodes it is possible to derive further equations
that allow for the prediction of angle of scattering and resonance conditions. Examples
of the derivations and calculations for bulk mixing are presented in the following section,
while work related to interface mixing is presented in Chapters 6, 7, and 8.
4.3.1 Bulk mixing prediction
Bulk resonance
Above it was mentioned that it is reasonable to assume that mixing will occur when the
spacing between lines labelled 3 or 4 in Figure 4.1 is equal to the predicted wavelength of
the scattered wave. Mixing in the orientation labelled 4 is not expected in the real world
for the sum frequency case due to conservation of momentum limitations, however,
this direction is likely relevant to the difference frequency case, but that will not be
investigated here.
The spacing between the lines oriented in the 3-direction is given by the vector that
relates nodal points that are above each other, in contrast to j which was the horizontal







Therefore resonance might be predicted to occur when |l| = λ3. This is inaccurate
however because the higher order stress terms are proportional to the square of
displacement so two peaks occur for every input wavelength. This results in the required
length being halved. This can be visualised in Figure 4.1 as the blue and red regions
being equivalent in terms of being sources of nonlinear scattering, while l relates nodes
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By expressing λ3 in terms of velocity ratio, c (which is ct/cl) and λ1 the resonance case
for a = 1 is found to be
φ = 2cos-1 c (4.20)
Using the properties of aluminium listed in the previous chapter gives a resonant
interaction angle of 119.5◦. This can be compared with the classical resonance
conditions, Equation 4.12, which, when a = 1, reduces to
φ = cos-1(2c2−1) (4.21)
Equations 4.20 and 4.21 are trigonometrically identical. This demonstrates that by
looking at the interference pattern formed by the overlap of the two beams and the
conservation of energy (ω3 = ω1 +ω2) it is possible to conclude the interaction angle
that will cause optimal mixing. It would be good to prove that the geometric equations
can be extended to the arbitrary frequency ratio case, but this is not required here as it
does not give any information that cannot be obtained from the classical equations.
Bulk scattering direction
The vector j calculated earlier gives the orientation of the line labelled 3 in Figure 4.1.
It is supposed that scattering will occur in the direction perpendicular to this due to the
wavefronts being created in the j angle. If this is the case then the angle of scattering










which is exactly the same as the solution found classically from the summation of k-
vectors. It is good to see that the geometry of the interference pattern leads to the same
conclusion as the momentum summation despite taking quite a different route. Although
this result does not tell us anything new it gives confidence in the further extensions of
this geometric model that will be used in later chapters.
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4.3.2 Geometric model conclusions
It has been shown that the geometry of the interference is a valid alternative route for the
qualitative prediction of bulk mixing behaviour. It lacks objective output so is limited in
comparison to the relations derived by Jones and Kobett (18). It also offers little insight
into off-resonance behaviour, only suggesting that the scattering angle of bulk mixing
might be in the classical momentum conserving direction. The model’s real potential is
in the prediction of mixing at an interface, such as a kissing bond. It is possible to assess
the way the nodes move and overlap with an interface to predict if mixing is possible
and at what angle the beam will be output. This angle is not necessarily the same as that
given by the classical formula as will be shown in Chapter 6. Concepts explored there
are also used and extended further in Chapters 7 and 8.
4.4 Finite element modelling
Finite element modelling was used for two different cases; one was to model the
fingerprint that would be produced by a contacting interface without the effects of bulk
nonlinearity, the other was to investigate some unexpected experimental behaviour when
the interaction volume was near the surface of the sample. The former model will be
discussed first. FE modelling was used for this work because it does not rely on as
many approximations as the previous models, allowing it to model the real world more
accurately. This includes the ability to simulate beams of finite width and pulse length.
Neither of these features were included in the previous models.
4.4.1 Kissing interface model
The model was made by Blanloeuil et al. and is reported in many publications
(4; 5; 6; 15; 16; 57; 69). It was run by Blanloeuil for a geometry and parameter space
requested by the author. The processing of the particle velocities of the model into the
fingerprint was conducted by the author. This ensured that the same processing method
was used for both the experimental and modelled data.
The following is a section about the FE model from a paper written by the the author,
Blanloeuil, Croxford, and Potter (87).
The nonlinearity of the kissing interface is very different from the classical bulk
nonlinearity, as such it is not obvious based upon previously established theory that
the interface would cause two incident shear waves to interact to produce a scattered
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longitudinal wave. The modelling conducted using this model in Chapter 7 shows that
a kissing interface can cause non-collinear mixing, as others have done previously, and
it explores the parametric sensitivity of the mixing.
The behaviour of a contacting interface requires a model that can accurately capture
three interface states, strongly closed (transferring transverse and normal stresses),
slipping (transferring only normal stress), and open. This was achieved using a 2D
plane strain FE model. The model is similar to the one reported in (4), with differences
in terms of geometry and incident frequencies. The main characteristics of the FE model
are detailed below for completeness. This model does not include the higher order
elastic terms so classical bulk mixing should not occur.
The two contacting aluminium blocks were 120 × 30 mm and modelled as
homogeneous and isotropic solids, with Young’s modulus E = 69 GPa, Poisson
coefficient ν = 0.33 and density ρ = 2700 kg.m−3. Clamped boundary conditions were
imposed on both left and right faces of the blocks to prevent any body motion, while
input excitations were imposed on the top face of the assembly and output displacements
were recorded at the bottom face. More precisely, two incident shear waves were
generated, to match experiments, from the top face by imposing nodal displacement
along the x-axis over 10 mm long segments, and appropriate time-delays were used
to generate the waves with the desired angle of incidence. Additionally, the spacing
between the excitation sources was always chosen to ensure intersection of the incident
beams at the contact interface. The angle between the incident beams was varied from
50◦ to 110◦ in 5◦ steps. The left shear wave had a fixed frequency of 2 MHz, whereas
the right shear wave had a frequency between 1.2 MHz and 3 MHz giving frequency
ratios between 0.6 and 1.5 in increments of 0.1. A centre frequency of 2 MHz was used
in the FE model instead of the 5 MHz used for most of the experimentation to maintain
reasonable computation time, since high frequencies impose small element dimensions
which require smaller time steps and thus larger computation time. Both incident shear
waves were 8-cycle sinusoidal Hann-windowed tone bursts regardless of the excitation
frequency. Note that when varying the frequency of the right source, the angle between
the incident beams was kept fixed. If CAN is activated, a longitudinal wave is expected
to propagate toward the bottom face. Displacements were recorded along the bottom
face and post-processed in the same way as experimental signals, as detailed in Chapter
3. Measurements could also have been taken from the top surface but the aim was to
mimic the experimental method as closely as possible. Previous work by Blanloeuil et
al. showed this modelling technique predicts a backwards propagating scattered wave
(4).
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The modelling of the contact interface between the two solids must account for CAN.
In the FE model, a unilateral contact law with Coulomb’s friction was considered
between the two solids, with a coefficient of friction µ = 0.5. Thus, three states can
be observed simultaneously at different locations along the interface: open interface,
frictional sliding contact and closed interface. Moreover, a static compression stress
σ0 = −0.05 MPa was introduced in the definition of the contact laws to account for
external compression of the system. The contact laws are defined in (4) and represent
a simplified model of the contact interface that captures the essential contribution of
contact dynamics to the scattering response as done previously in (4; 5; 88).
The FE model was obtained from the discretisation of this geometry and the resolution
was done using the 2D FE code Plast2 (89; 90). A comparison between Plast2 and
Abaqus for large deformation contact problems is presented in (91). In Plast2, the
solution is evaluated in the time domain with contact algorithms formulated using
the forward Lagrange multipliers method (92) which enables the use of Lagrange
multipliers in a time explicit integration. More precisely, the contact equations are
respectively satisfied at time t and t +∆t. To make this possible, the contact equations
are solved using a Gauss-Seidel iterative solver. The global method is thus semi-implicit
and the time step is subject to the Courant-Friedrichs-Lewy (CFL) stability condition
∆t ≤ amin/c, where amin corresponds to the smallest element dimension and c to the
longitudinal wave velocity in the medium. The spatial discretisation is essential in
the FE method. In order to have an accurate solution, the wavelength of the highest
frequency component of interest should be sufficiently discretised. As the frequency of
the scattered longitudinal wave is equal to the sum of incident frequency, its maximum
value is thus 3.5 MHz and the corresponding wavelength is close to 1.7 mm. Therefore,
a regular mesh was constructed with 0.1 mm square elements, thus ensuring a sufficient
discretisation of the wavelength for both the incident shear waves and the scattered
longitudinal wave. The mesh was made only of fully integrated quadrangle elements
of type Q1 (93). To satisfy the CFL stability condition for the current mesh dimensions,
the time step was set to ∆t = 3 ns.
The model consisted of 720000 elements, 723002 nodes (each node has 2 degrees of
freedom) and took about 11 hours to solve for each parametric point on an average
desktop PC. Since 130 different points in the parameter space were investigated over
1000 hours of computation time was required to generate the fingerprint. The code does
not currently make use of parallel or GPU computing so it might be possible to reduce
the time requirements by these methods in the future. Since the model used for this work
is presented in other publications further details will not be shown or discussed here.
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The fingerprints that resulted from this model are presented in Chapter 7.
4.4.2 Near-surface modelling
In contrast to the model described in the section above, which only included interface
nonlinearity, the aim of the near-surface modelling was to include many possible sources
of nonlinearity. The reasoning for this is made clearer in Chapter 6 but, in short,
scattering of unknown origin was observed experimentally when the interaction volume
was near the surface and no literature could be found that explained it. Therefore, a
model that replicated many features of the experiment was designed in the hope that it
would also show this behaviour and allow the source to be examined in detail.
To create this model COMSOL was selected due to its ability to combine multiple
physics types, such as the pressure acoustics of the water and the solid mechanics of
the sample. It also included a module that allowed hyperelastic solids to be modelled
which was required to simulate bulk mixing, which might have been related to the near-
surface mixing. The model was run using LiveLink for MATLAB which allowed the
geometry to be generated according to the interaction angle requirements, and fed the
nodal displacement information back into MATLAB from the COMSOL server to allow
it to be processed as if it were data captured from the experimental array.
The details of this model are described in Chapter 6 and further validation of it is
presented in the Appendix.
4.5 Summary
This chapter has summarised the many different modelling strategies that were used
in this work. They ranged from simple geometry based models, which are used to
investigate bulk resonance and scattering angles, to advanced FE models including
many different physics elements in an attempt to understand a previously unreported
mixing phenomenon. The next chapter will use two of the models detailed above to






CHAPTER 5. BULK MATERIAL MIXING
5.1 Introduction
The literature review demonstrated that while work has been done on the behaviour of
non-collinear mixing in solid materials and at interfaces there is a lack of understanding
about the behaviour away from resonance in both cases. It has been shown that in the
case of aluminium for example the bulk mixing should be strongest at an interaction
angle of around 120◦, and an interface should produce most mixing at 90◦. This would
allow the two behaviours to be studied in isolation provided they do not occur over a
wide range of interaction angles. In this case the bulk mixing signal strength could be
used as a baseline indicator of the amplitude of the input waves reaching the interaction
volume and could be compared with the strength observed at the optimal CAN mixing
conditions, creating a robust measurement of the presence of a kissing interface.
However, if the bulk mixing is produced over a wide range of interaction angles the
separation of the two effects becomes more difficult. In order to interpret the a− φ
(frequency ratio - interaction angle) parameter space fingerprint in this case a good
understanding of the bulk mixing is required to prevent it from obscuring the signal
from the kissing interface.
The first step in improving the knowledge of the bulk mixing behaviour is developing
the tools to model it at conditions away from resonance. This was mainly conducted
by Jack Potter, using an extended form of the equations present in the seminal works of
Jones and Kobett (18). This model allows the parameters which shape the fingerprint
to be investigated and it predicts the ranges over which interesting behaviour might be
observed. Experimentally it is difficult to measure over a wide range of interaction
angles and frequency ratios so the guidance of the modelling is needed when designing
the layout of the apparatus.
Experimental testing can then be used to test the validity of the model and to investigate
other real world factors that affect the fingerprints. These results should provide the
benchmark of a sample with no kissing defects for comparison with later interface work,
and will inform whether interference with CAN mixing signals would be expected or
not. More detailed analysis of the scattered beam properties is also included in this
chapter, such as beam width and scattering direction. This information is useful in
determining how the raw data should be processed to produce reliable and informative
fingerprints.
The final part of this chapter looks at the possibility of using the technique to detect
fatigue, something that has been investigated in terms of amplitude of response at
resonance in the past but never by using data gathered over the wider a−φ parameter
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space. It is unknown if more information about the fatigue state may be contained
within this parameter space. This work was also partly conducted to test and refine
the methodology, as a result of the testing many improvements were made to the
experimental procedures. During these tests on thin fatigue samples (14 mm thick) some
interesting behaviour was noticed when the input beams overlapped near the surface that
led to further investigation being required. That work is presented in Chapter 6.
5.2 Classical Nonlinear Solid Modelling
Numerical modelling was undertaken in order to determine the effects of classical
nonlinearity on the wave mixing parameter space. This modelling is useful to inform
which areas of the a-φ parameter space are likely to be of interest so that the experiment
can be designed to include these ranges.
In this section the equations derived in Chapter 4 will be further explored to understand
how the various parts impact the fingerprint that would be formed from the mixing of
two shear waves in a solid material with nonlinear elasticity. As was stated previously
the key equation that defines the expected scattered wave amplitude at a particular





where X1, X2, and X3 are the two input wave amplitudes and scattered wave amplitude
respectively, ω1 and ω2 are the input frequencies, ∆(θ) is the nonlinear directional
amplitude function, and χ(θ) the geometric directional amplitude function (also
referred to as geometric weighting term). Both of these directional functions were
derived previously. The directions defined in this work are such that an observation
angle of zero is in the direction defined by the bisector of the two input beams and is in
the direction of forwards propagation.
Knowledge of the experimental geometry, apparatus, and processing techniques is used
in the production of modelled results that more accurately relate to the experimental
measurements. Many factors such as transducer bandwidth, mode conversion at the
water-aluminium interface, and interaction volume have significant impacts on the
resulting fingerprints so are included, where stated, in many of the following results.
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5.2.1 Geometric directional amplitude function
This section seeks to understand the behaviour of χ(θ), the geometric directional
amplitude function. This will be done by using the equations derived in Chapter 4 to
observe its contribution to the beam shape and response to changes in interaction angle,
interaction volume, and input frequency.
In Figure 12.3 the effects of interaction radius and frequency are shown for a few
examples in the cylindrical volume case. This figure shows the expected angular
distribution of the scattered beam over a range of interaction angles. The material
properties used for this model were E = 70 GPa, v= 0.33, ρ = 2780 kg.m−3, a= 1. The
reference input frequency, ω1, and the radius of the interaction cylinder are shown in the
figure. Values were chosen to be similar to those used in the experimental investigations
shown later in this chapter. It can be seen that the geometric function peaks at φ = 120◦
and a scattering angle of 0◦ as would be expected from classical predictions. This is true
for all interaction volume sizes and frequencies.
Away from the peak (the resonance) interaction angle the beam splits into two equal
amplitude lobes in places. The beam pattern is related to the ratio between the frequency
and the inverse of the interaction radius; doubling the frequency while halving the radius
results in the same pattern, as shown in Figure 12.3 (a) and (c).
Also included in the right column of Figure 12.3 is a summation over all observation
angles. This simulates the extreme case of the experimental method where a scattering
amplitude value is taken from the summation over a spatial window. In practice the
window size was set much narrower than this, to approximately the width of the central
lobe of the beam, because increasing it further added more noise to the summation
without a significant gain in signal amplitude. This concept is discussed in more detail
in Appendix B. The model did not produce a valid result (due to a division by zero)
when φ = 108◦ and θ = 180◦ so there is a gap in the summation for this case. It can be
seen that the summation smooths out the off-resonance lobes in the geometric weighting
term but it does not remove them completely.
Further investigation of the geometric weighting term is presented in Appendix B,
including analysis of the other interaction volume types, and the amplitude responses
they have to changes in frequency and radius. Broadly, they give similar patterns as the
cylindrical results presented above, and this is only one minor factor in the fingerprint
pattern so the further understanding is not required for interpretation of the rest of this
modelling and experimental work.
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Interaction angle [degrees]
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Figure 5.1: On the left are similar plots to Figure 12.2 but for a wider range of interaction and
observation angles. All of the data is from modelling of the χ(θ) term for a cylindrical volume.
On the right are the results of summation across all observation angles, θ , for χ(θ). a) Is the
distribution created with an interaction radius of 4 cm and input frequency of 2.5 MHz. a = 1
was used for all these examples. b) 4 cm, ω1 = 5 MHz. c) 2 cm, ω1 = 5 MHz.
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5.2.2 Nonlinear directional amplitude function
The nonlinear angular directivity term, ∆(θ), is not a function of interaction volume or
frequency, unlike χ(θ) and its impact on the fingerprint is quite different. It is given by
the following equation that was derived in Chapter 4.
∆(θ) = Fc(K,µ,A,B,a,φ)cosθ +Fs(K,µ,A,B,a,φ)sinθ (5.2)
Where K and µ are the compression and shear moduli respectively. A and B are third
order elastic constants. Fc and Fs are functions defined in the previous chapter. All of
the terms are constants when testing a solid block of material except for the interaction
angle, frequency ratio, and the observation angle θ . Figure 5.2 shows the resulting
distribution using the same material properties as for the geometric weighting above;
E = 70 GPa, ν = 0.33, m =−397 GPa, n =−403 GPa, and ρ = 2780 kg.m−3. Where
A = n and B = m− n2 . The values of l and m were as measured by Mohrbacker and
Salama (94). The frequency ratio was one.
Figure 5.2: Modelled prediction of angular distribution of scattering due to nonlinear weighting
term for solid aluminium over a range of interaction angles with a= 1. The colour scale indicates
signal amplitude.
It can be seen in Figure 5.2 that the peak amplitude for a = 1 occurred at 0◦, the same as
the geometric term, but that there is also a peak in the backwards propagating direction,
180◦. Unlike the geometric weighting term the interaction angle peaks were much less
narrow, smoothly varying from zero at φ = 42◦ to a peak at φ = 84◦ and back to zero
again by φ = 137◦. Since we are interested in the relative amplitude of the signal at
different points in the parameter space the fact that the sign of the weighting changes
does not matter. It might correspond to a change in phase, but the conditions at which it
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occurs seem to be cases where no mixing would be expected due to a very low value of
the geometric term.
Figure 5.3: The combined result of the nonlinear and geometric weightings as shown
independently in previous figures for a cylindrical interaction volume. The modulus has been
taken of the values.
When the geometric and nonlinear terms are multiplied together the geometric pattern
is dominant but has been modified in some key ways by the nonlinear response, see
Figure 5.3. The main resonance peak in interaction angle is shifted towards smaller
angles in this particular case, and minima are created at 42◦ and 137◦. In the above
investigation the frequency ratio has been kept at one for simplicity. Tests were also done
at other frequency ratios but all behaviour remained similar, only shifting of the pattern
to different observation angles was seen. The peaks in both the nonlinear and geometric
weighting patterns shifted to the same observation angles for a given frequency ratio.
The relative amplitude behaviour relating to this is discussed in the fingerprint below.
5.2.3 Fingerprints
By combining the two terms, described in the sections above, with the rest of the terms
in Equation 5.1 the classical scattering amplitude from bulk mixing can be calculated.
The maximal value of X3(θ) is found for each desired point in the φ -a parameter
space, forming the fingerprint. Many factors such as transducer bandwidth, and mode
conversion at the water-aluminium interface have significant impacts on the resulting
fingerprints when measured experimentally so are factored in to the following results.
The bandwidth of the input transducers and detection array was modelled as Gaussian
with the values stated in Section 3. Mode conversion at the water-aluminium interface
was accounted for with the equations stated in (82), and angular sensitivity of the
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experimental array due to the pitch of its elements was calculated using the directivity







Where θ is the angle to the normal of the array, p the array pitch, and λ the wavelength
of the scattered wave.
It should be remembered that, as was noted in the Experimental Methods chapter, by
keeping one input beam’s frequency fixed (the reference beam) when altering frequency
ratio there is a coupling with the scattered wave frequency effects into the frequency
ratio response. The effects of increased reference frequency on the geometric weightings
were discussed above, including the flaws in the accuracy of this model. If Equation 5.1
is written in terms of ω1 and a it can be seen that
X3 ∝ ω31 a (5.4)
if the geometric weighting term’s more complicated relation is ignored. This equation
demonstrates that the scattering is expected to increase proportionally with a in this fixed
reference frequency case.
For this modelling a radius of 17.5 mm was used for the interaction volume because it
gave geometric weightings that were similar to experimentally measured behaviour. The
properties of the aluminium were; Young’s modulus E = 73.1 GPa, Poisson coefficient
ν = 0.33, density ρ = 2780 kg.m−3, and Murnaghan coefficients n = −403 GPa and
m = −397 GPa. It was found that the response was insensitive to changes of about
a factor of two in the the third order elastic coefficients (TOECs) so although there is
significant variation in the literature values (95; 96) of these TOECs a similar fingerprint
would be expected of an experimental aluminium sample. The sensitivity to these
parameters is discussed in more detail in a section below. The model was run with
the frequency of one of the input beams fixed at 5 MHz, results shown in Figure 5.4.






on most fingerprints in this report for reference.
It can be seen in Figure 5.4 that the strongest mixing response is predicted at 118◦ and
a frequency ratio of 1.06. This is approximately the same angle as the resonance angle
given by the equation stated in (41), 120◦. This small discrepancy was discussed in
the nonlinear direction amplitude function section and can be seen to occur across the
range of frequency ratios. There are also two secondary lobes of nonlinear scattering
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a) b) c)
Figure 5.4: Analytic modelling of parametric space of mixing in solid aluminium. a) The
uncorrected output from the model, b) the experimental correction factors, and c) the adjusted
fingerprint to match what would be observed experimentally. Colour scale indicates scattering
amplitude. White line indicates the resonant conditions.
that can be seen at smaller interaction angles, peaking at around 100◦ and 85◦. The
reduction in amplitude at frequency ratios far from one in Figure 5.4 (c) is due mainly
to the bandwidth of the transducers, and the cut off at angles smaller than 60◦ is caused
by very little production of shear waves at the water/aluminium interface below the first
critical angle, as seen in Figure 3.6. These results predict that there are multiple features
in the fingerprint within the 60◦ to 140◦ range that might interfere with the CAN signals
of interest presented in Chapter 7.
The smaller peaks might not be expected to be so prominent in the experimental results
due to the summation across multiple observation angles, as discussed in the geometric
weighting term section and shown in Figure 12.3. Also it was mentioned that the off-
resonance behaviour could have less pronounced features due to the smoother variation
in beam intensity in the experiment. It is possible to create a more accurate model by
using the ‘real’ type interaction volume integral with a position specific intensity term
but this was beyond the scope of this work as the classical model was only intended to
provide a rough guide for expected bulk mixing behaviour.
Impact of material properties on fingerprint
The final question that this work aims to answer using this classical model is: how does
the sensitivity to the material properties manifest in the fingerprint? Unless the material
properties drastically change the shape of the fingerprint in such a way that might further
obscure mixing caused by a kissing bond, which is expected to be at around φ = 80◦,
this understanding would not be completely necessary for the detection of kissing bonds.
However, if the fingerprints provide information about the bulk material then this could
be useful for other purposes.
In this section linear elastic coefficients E, ν , as well as TOECs m, and n are varied.
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Also some further examples of the impact of beam radius are presented in order to cover
most possible variables that could affect the shape of fingerprints. This testing was
conducted at a = 1 since features in the φ dimension of the parameter space appeared
to be more information rich than a. The presentation of a single frequency ratio is also
much easier to interpret visually. A beam radius of 20 mm was used for these tests, and
material properties were as used for the previous fingerprints, unless specifically varied.
The cylindrical interaction volume was used, as above.
The results were calculated using the peak scattering amplitude, not the sum over a
range of observation angles as the decision of what range is somewhat arbitrary and adds
complication to the model. Therefore the smaller peaks will be more pronounced in this
data than they would be in the experimental case as has been discussed before. Some of
the plots have been peak normalised to allow for more accurate shape comparison.
Figures 5.5 (a) and (b) show that increasing Young’s modulus results in a small increase
in peak amplitude and a stretching of the pattern centred at an interaction angle of
about 122◦, close to the resonant condition at a = 1. This causes the main peak to
shift to smaller interaction angles due to the nonlinear weighting term’s offset peak. It
also caused changes in the relative heights of the peaks, increasing the height of the
secondary peak but having negligible effect on the third. The other linear elastic term
ν had a large impact on the pattern so is shown in Figure 5.5 (h) plotted for a smaller
fractional variation than the others. As it was increased the pattern reduced in amplitude
and shifted to larger interaction angles. The shifting is not constant; increasing ν by 20%
shifted the main peak by 11◦, the second peak moved by 12.5◦, and the third peak 14.5◦
so there is clearly some stretching occurring too. As well as the pattern shifting effect of
ν it also alters the shape. Increasing ν results in an reduced primary to secondary peak
ratio.
Initially it appeared that altering the Murnaghan coefficient m scaled the amplitude of
scattering equally at all interaction angles, Figure 5.5 (e). Upon normalisation, shown
in (f), it can be seen that increasing m very slightly altered the ratio of the main peak
to the secondary peak; doubling m reduced the ratio by 6%, from 1:0.2819 to 1:0.2995.
This change is quite small compared to the large change in m and might have a different
trend if summation over a range of observation angles is used instead. This point should
be noted for all the analysis presented here; different trends may occur with different
‘scattering amplitude’ metrics. The linear coefficients and radius/frequency are likely
to have the greatest sensitivity to summation method due to their significant effects on
beam divergence. n had no effect on the fingerprint as expected from the literature. l
was not included because its does not feature at all in the classical equations for sum-
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Figure 5.5: Predicted parametric response of the bulk mixing of in-plane shear waves for a range
of interaction angles. a) and b) show variation of Young’s modulus, E, radius is shown in c) and
d), Murnaghan TOEC m in e) and f), Murnaghan TOEC n in g), and Poisson’s ratio, ν , in h). b),
d), and f) are peak normalised. Legend indicates multiplier applied to selected parameter.
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frequency mixing of two shear waves.
Beam radius appears to act similarly to E, Figures 5.5 (c) and (d), although the amount
it scales the pattern is more than E for the same amount of stretching. The scaling of
amplitude is an absolute measure and can be difficult to measure accurately so analysis
here will focus on only the shape component of the fingerprint. Similar to the case of m,
there appears to be another more subtle change occurring in the main peak to secondary
peak ratio. When the radius was reduced by 20% the secondary peak grew from 1:0.296
to 1:0.320, peaking at 97◦. To get equivalent stretching E had to be increased by 40%
but this did not result in as large a change in peak ratio; going from 1:0.296 to 1:0.305.
It is possible that these subtle differences could result in the ability to extract material
properties; for example by using a best fit approximation method that tests possible
ranges of properties. In practice there would probably be issues with the coupling of
an unknown E resulting in an unknown divergence in the material and thus unknown
interaction radius though so some properties may have to be known in advance. The
small difference between behaviour of E and radius, and tiny impact of m on the shape
would likely result in experimental noise reducing the accuracy of this method below
other conventional approaches. It should be remembered that the above is only true for
in-plane shear wave mixing, and that other modes have different sensitivities that might
yield more extractable information from the fingerprints.
5.2.4 Modelling summary
The work presented so far has shown in detail the expected non-collinear mixing
behaviour away from the resonant conditions; investigating the various factors of the
mixing phenomenon that come together to make the overall fingerprint patterns. It
was shown that the geometric and nonlinear weighting functions peak at different
interaction angles, creating a combined peak in response away from the classically
resonant condition. The importance of how a ‘scattering amplitude’ value is extracted
from the array data has been demonstrated and the sensitivity of the fingerprint to various
material and experimental parameters was investigated. These results were based upon
a model using uniform intensity waves at single frequencies so there will likely be some
differences when compared to experimental measurements. Also testing has shown
that there are some problems with the current model requiring further work to improve
confidence and accuracy in the solutions.
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5.3 Experimental fingerprints
As mentioned above there were many approximations in the modelling of bulk mixing
behaviour and ultimately only experimental testing can show what results will be
produced with the particular experimental method as defined in Chapter 3. An FE model
could possibly come close but, as will be shown in the following chapter in Section 6.4,
due to the high frequencies involved and the desire to measure a detailed parameter
space it would likely take too long to be practical.
The analytic modelling showed that most of the fingerprint features occurred in the
range φ = 80◦− 135◦. So this range will be the focus of most of the work below. A
minima was predicted at an angle larger than this but it would be difficult to measure
experimentally due to the noise floor. This range should also capture the region where
mixing is expected to occur in the kissing bond case, which is vital for comparison. No
features of interest were observed in the frequency ratio dimension and experimentally
subtle ones might be obscured by the limited bandwidth of the transducers anyway,
however some measurements will still be taken to validate this.
In the experimental testing fewer variables are altered compared to the modelling
above. This work focuses on measuring the a−φ parameter space for constant material
properties, and beam radius. Measurements are taken at varying depths in the material
to tests the fingerprints sensitivity to this. Altering the depth has some effect on the
beam radius and is discussed in Section 5.3.3. Testing is conducted with two different
reference input frequencies, 5 MHz and 2.25 MHz, to investigate its impact.
Figure 5.6: Experimentally measured parametric response of solid aluminium sample at a depth
of 22 mm. 5 MHz used for the reference input pulse. Colour scale indicates scattered amplitude.
White line indicates the resonant conditions.
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Figure 5.6 shows an experimentally measured fingerprint for a solid block of aluminium,
conducted using one input pulse fixed at 5 MHz. The interaction volume was centred
22 mm below the top surface of the 60 mm thick block and the detection array was in
contact with the bottom surface. The mixing is strongest with around 118◦ interaction
angle, and 0.95 frequency ratio. The peak in terms of angle differs by about 3◦ from
the resonance condition, this is approximately the same magnitude as the uncertainty in
the absolute angular error of the experiment so it is not certain that this disagreement is
significant.
Like the modelling suggested, the mixing is not restricted to only the resonant conditions
but extends about 10◦ above and below them in this 5 MHz input case. The curved shape
of the resonance conditions is apparent in the shape of the fingerprint. The modelling
predicted that there would be bands of signal at smaller interaction angles but these were
not observed above the noise level experimentally.
5.3.1 2.25 MHz input frequency
Figure 5.7: Experimentally measured parametric response of solid aluminium sample at a depth
of 15 mm. 2.25 MHz used for the reference input pulse. Colour scale indicates scattered
amplitude. White line indicates the resonant conditions.
For the testing at 2.25 MHz appropriate input transducers and detection array were used
for the frequencies involved, as detailed in Chapter 3. The transducers had the same
diameter as used for 5 MHz testing so the input beams would be expected to diverge
at roughly twice the angle. This should result in a larger interaction volume. The
fingerprint is shown in Figure 5.7. Experimentally it is observed that the mixing occurs
over a wider range of the parameter space and is strongest at the resonant conditions.
Again, no signal can been seen between 80◦ and 100◦ unlike the modelling predicted.
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Some banding is visible between 125◦ and 145◦, the cause of this is unclear. The bands
occurred roughly every 3◦ and slope downwards as frequency ratio is increased. They
may be caused by an interference effect, possibly due to the large interaction volume
interfering with itself in a more complex manner than discussed in the theory above.
The classical and geometric modelling is based upon the creation of a regular grid of
interference points but in reality the wavefronts are not completely flat and the beams
diverge as they propagate. These two factors would distort the pattern possibly leading
to more complicated interference effects. It might be expected that these effects would
be more pronounced at lower frequencies due to the increased divergence and interaction
volume.
5.3.2 Power scaling
It is stated in Equation 5.1 that the output signal amplitude is the product of the two
input amplitudes. To check this and to make sure if this relationship holds at all off-
resonance cases three fingerprints were captured at different power levels. The tests
were conducted on a 14 mm thick aluminium sample with the volume of interaction at
its centre with the reference frequency fixed at 5 MHz. Reference transducer strength
measurements were made at each power level by aiming them at the array with the
sample removed, these numbers are reported in the form ‘left beam amplitude’/‘right
beam amplitude’. The full power test had reference power levels of 0.297/0.401,
middle had 0.151/0.200, and the minimum had 0.125/0.124. The product of the input
amplitudes gives expected signal ratios of 1:0.265:0.130 respectively. Figure 5.8 shows
the fingerprints, normalised to the peak of the full power test. The signal amplitudes
match the predictions well, 1:0.26:0.14. Noise becomes much more noticeable in the
lower powered tests, this is likely because the primary source of noise in this case (poor
subtraction of input beams) scales linearly with the input transducer amplitude.
It can be seen that the fingerprint pattern remains the same at all power levels, although
fainter features are harder to notice among the noise at lower power levels. The feature
seen at 105◦ is due to the small thickness of the sample being tested and is not normal
bulk behaviour. This effect is mentioned in the following section on depth variation,
section 5.4.1, and discussed in detail in Chapter 6.
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Figure 5.8: a) Fingerprint at 7 mm deep in 14 mm thick solid aluminium sample at full power,
5 MHz reference input. b) medium input power, c) low input power. Different colour scales are
used for each but the values are consistent between them.
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5.3.3 Depth variation
Ideally the method for acquiring a ‘fingerprint’ of the material would produce results that
are independent of the depth in the sample at which the measurement is taken, provided
the material is homogeneous. This is unlikely to be the case with the experimental




Figure 5.9: Fingerprints of 60 mm thick aluminium solid block at the following depths; (a)
10 mm, (b) 14 mm, (c) 18 mm, (d) 22 mm, (e) 26 mm, (f) 30 mm. The resonance conditions are
plotted in white.
Measurements of the bulk mixing in solid aluminium were conducted at various depths.
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Depth of inspection alters the size of the interaction volume due to beam divergence, this
is the main factor that is expected to influence the fingerprint shape. Figure 5.9 shows
measurements between 10 mm and 30 mm deep in the 60 mm thick solid aluminium
sample. The geometry of the experiment causes the input beams to clip the ends of the
sample at large interaction angles. This causes the reduction visible at the bottom of the
fingerprints in the deeper measurements. Excluding this limitation the fingerprints look
very similar. They all peak at φ = 118◦ and a = 1. There are some slight differences
in response at interaction angles between 100◦ and 110◦. At 14 mm deep for example
there is a clear minima at 107◦ and a second peak at 105◦. The fingerprints taken at
greater depth don’t appear to have this secondary peak, although it is hard to be certain
as the mixing strength is reduced at greater depths and the noise is increased. The
secondary peak seen at 14 mm is not as strong as predicted by the classical model but
may be related, alternatively it might be caused by small amounts of surface mixing as
discussed in Chapter 6.
The peak mixing amplitude reduces as depth of inspection is increased, this is mainly
due to the divergence of the input beams. The following paragraphs investigate this
behaviour.
Divergence





Where θ is the far-field approximation of the edge to edge beam spread angle, q is a
constant related to what drop in intensity is defined as the beam edge, V is the velocity,
D is the source diameter, and F the frequency. For a -6 dB beamwidth q = 51.
Taking depths of 18 mm and 30 mm as examples the -6 dB widths of the beams at
the interaction depths can be calculated to estimate the effect of divergence on mixing
strength. In water the divergence angle is 8.7◦ and in aluminium it is 19◦ for the shear
waves. For an interaction angle of 120◦ the beams propagate through the water at 24◦,
this resulted in a path length from transducer to the aluminium of 27 mm, over which
length the beams would diverge by 4.1 mm (this is less than the beam width because
it is in the near field). The path lengths in the aluminium are 36 mm for the 18 mm
deep interaction, and 60 mm for 30 mm deep. The amounts of beam spread over these
distances are 12 mm and 20 mm respectively. This gives a beam diameter of 16 mm at
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18 mm deep and 24 mm at 30 mm deep. The mixing strength is given by the following
equation, which is based on Equation 5.1.
X3 ∝ X1X2V (5.6)
Where X1 and X2 are the displacement amplitudes of the input beams, X3 is the scattered
amplitude, and V is the interaction volume.
The volume of interaction scales with the cube of beam diameter, and the amplitude
of the beams scale with the inverse square of the diameter. This results in the mixing
amplitude being inversely proportional to the beam diameters. Therefore the 30 mm
deep measurement would be expected to be 33% smaller in amplitude than the 18 mm
one. The measured difference is actually approximately 50% smaller, so where does
this extra 25% decrease in signal come from? It might just be due to approximations in
the divergence calculations, or due to the simplification of the volume interaction being
the result of plane waves. Another cause could be the attenuation of the input beams as
they propagate through the sample.
Attenuation
A = A0e−αz (5.7)
Attenuation is given by the above equation where A is the attenuated amplitude, A0
is the initial amplitude, α is the attenuation coefficient of the material, and z is the
distance propagated through the medium. For aluminium at 5 MHz α is 0.07 dB/cm
(97). The equation above is for α given in terms of a linear attenuation coefficient with
a logarithmic base of e, not the base-10 used for decibels. The standard base e unit
is the Neper, 1 Np = 8.7 dB. This gives an α of 0.8 Np/m. For the two measurement
depths, 18 mm and 30 mm, this results in an extra attenuation due to the 24 mm of
added propagation distance of 2%. Since the scattered amplitude is the product of both
input beam amplitudes the output signal would be expected to be 4% weaker in the
deeper interaction case. However, in the 18 mm depth case the 10 MHz beam has to
travel 12 mm further to reach the detection array. Using the value of attenuation at
10 MHz of 3.0 Np/m, (97), it can be seen that this would cause an added attenuation of
3.5%, cancelling out the other effect. Therefore, attenuation is not a significant cause of
amplitude decrease as depth of interaction is increased in aluminium.
Since attenuation has been shown to be negligible in terms of its impact on depth
related scattering amplitudes it is likely that the simple divergence approximations in
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the previous section do not accurately account for the changes in interaction volume
size and are responsible for the extra variation.







Figure 5.10: General interaction geometry of non-collinear mixing, φ is the interaction angle
and θ is the scattering angle.
In the post-processing of the experimental data a spatial window is applied. This window
requires the prediction of where the mixed signal will hit the array, the key factor in this
calculation is the scattering angle. The classical prediction of scattering angle is based
on the summation of the k-vectors of the input beams, Figure 5.10. Resolving these
vectors into x and y components with the symmetric definition of interaction angle used
in this work gives
k1 = k1 sin(φ/2)x̂− k1 cos(φ/2)ŷ (5.8)
k2 =−k2 sin(φ/2)x̂− k2 cos(φ/2)ŷ (5.9)








Since k1 = a∗ k2, and tan = sin/cos this gives
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Here the scattering angle is defined as the angle between the scattering direction and the
bisector of the input beams, although in most literature (18; 9; 34) it is defined instead
as the angle between the scattering direction and the reference input beam. Resulting in









Figure 5.11: Post processed time traces of the signal received at φ = 120◦, depth = 14 mm,
thickness = 60 mm, and a = 0.8, 1.0, and 1.3 for plots a), b), and c) respectively. The boxes
drawn on the plots are the space and time windows from which the peak value was taken. There
are actually two boxes plotted, one in white using the classical angle prediction and one in black
using the interface method as discussed later.
The bisecting definition seems more appropriate in this experimental configuration
where symmetry in the input angles relative to the sample is always maintained. It
was found that the classical equation predicted the angle well, particularly at resonant
conditions, allowing for a small spatial window which reduced the amount of noise
included in the focusing summation. The classical angle prediction worked less well
at parametric points further away from resonance and is investigated in detail in the
following section. Figure 5.11 shows the post processed time traces with an interaction
angle of 120◦ and 14 mm depth of interaction.
The prediction worked well considering the interaction volume is fairly large compared
with the distance of propagation from its centre to the array, meaning the assumption
that it acts like a point source at the centre of the volume of interaction might not be
assumed.
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5.3.5 Bulk mixing mechanisms at non-resonant conditions
The scattering angle prediction appeared to work well at 5 MHz but during the the
2.25 MHz post processing there were some discrepancies visible at mixing conditions
far away from resonance. It is unclear from the classical theory what scattering angle
should be expected away from resonance since the equations are only valid at resonance.
It is possible that the extended classical theory developed by Potter could allow for some
prediction of this behaviour but many real world factors are missing from the model such
as beams of spatially varying intensity and a range of frequency components.
The classical theory, which is simply the summation of k-vectors, results in
Equation 5.11 for scattering angle. Assuming this is still the case away from resonance,
it predicts that as interaction angle is reduced so will the scattering angle and vice versa.
One visualisation of mixing at conditions away from resonance that agrees with this
scattering angle prediction is the view that due to the finite size of the interaction volume
constructive interference between the source points is possible with a range of spacings
of the points. The resonant spacing is when they are the scattered wavelength apart but
mixing will still be possible with some variation on this. In this case scattering might
be expected to occur in the direction perpendicular to the interference lines, which was
shown in Chapter 4, Section 4.3 to be an equivalent direction to the summation of k-
vectors. Therefore, if this interpretation is correct the classical angle prediction should
be applicable away from resonance.
An alternative way of looking at off-resonance mixing is that it is due to the range of
components (frequency or angle) that make up the input beams, some of which are at
resonant conditions. For example, the input waves can be thought of a summation of
plane waves at a range of angles (98). In this view mixing can occur due to the presence
of a component at the resonant angle even though the central beam angle is not. In a
similar way, the input pulses include a range of frequency components and thus there
is a range of frequency ratios present which may allow mixing. With this interpretation
the mixing happens at the resonant conditions even when the bulk of the beams are not
so the scattering angle would be expected to occur as if the beams were at the resonant
conditions. In this case it might be expected that the observed scattering angle is related
to a resonant condition that is parametrically close to the imperfect ones used.
In order to test which of these two types of behaviour is more accurate, detailed analysis
was conducted on the data collected for the 2.25 MHz fingerprints. The lower frequency
produced mixing at a wider range of interaction angles than the 5 MHz tests. The
difference between scattering angle predictions is greater further away from the resonant
conditions so this should allow for greater certainty in the outcome. There are some
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negatives to testing at 2.25 MHz though, the mixing effect is weaker at lower frequencies
and the scattered beam is more divergent again lowering the intensity. These factors
mean that finding the centre of the output beam is more challenging due to the worse
signal to noise ratio.
By summing over a time window and smoothing the resulting spatial profile of the
output beam it was possible to acquire a position trend strong enough to be observed
above the noise, Figure 5.12. The spatial data from the array was interpolated by a
factor of 10 (from 128 elements to 1280) to improve the possible precision. The black
line in the plots is the measured peak scattered pulse position on the array. It can be
seen that the predictions match quite well in the symmetrical scattering case of a = 1.0.
There is a shift in position as interaction angle changes, this is due to angular error in the
transducers. It was calculated that the errors shown in Figure 3.10 in Chapter 3 result
in a rotation of the interaction that causes a gradual 2 mm drift in detection position
over the full range of interaction angle measurements. This corresponds to a drift of 7
elements, or 70 interpolated elements as can be seen in Figure 5.12 (b).
In parts (a), (c), and (d) of Figure 5.12 the prediction using the classical equations can
be seen to be a poor match for the measured position except at the resonance point
(around 120◦). The measured position appears to vary much less than predicted, this
suggests that the scattering is occurring as if the beams were mixing at the resonance
interaction angle. It is difficult to be sure what is going on at larger interaction angles
due to the oscillating effect growing large. This pattern can be seen in the fingerprint
Figure 5.7. This appears to be caused by an interference effect due to the way the pulse
periodically changes shape (position) and amplitude but its source is unknown. The
a = 1.35 result is interesting because the effect is much smaller producing a measured
position that appears to have a much smaller error. In this case the position moves in
the opposite direction to the prediction as interaction angle is varied. Shifting in this
direction might correspond to mixing effectively occurring at a resonance condition that
is smaller in frequency ratio. This does not agree with the concept that mixing occurs
at some sort of nearest resonance condition because as the interaction angle increased
the nearest resonance cases should shift towards larger interaction angles and larger
frequency ratios in this case. Therefore, neither of the rationalisations of off-resonance
mixing stated in the paragraphs above completely agree with the results.
Angle predictions made using the CAN suitable method are included in these figures,
the explanation of this angle prediction is given in Chapter 6. It relates to the expected
scattering angle from a 2D/planar source, in contrast with the classical 3D bulk source
that is used in this chapter. The CAN predictions can be ignored for now, they are
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a) b)
c) d)
a = 0.8 a = 1.0
a = 1.35a = 1.2
Figure 5.12: Position of the centre of the scattered pulse on the array measured and predicted for
the interaction angle range 110◦ to 143◦. The position is in terms of the 1:10 interpolated array
element number, and the predictions are made using the classical angle of scattering equation
and the CAN angle equation (discussed in later chapters). a) is a = 0.8, b) a = 1.0, c) a = 1.2,
d) a = 1.35. A correction factor has been applied to the predictions to account for angular error
in the transducers. This can be seen most clearly in b) where a constant array position would be
expected without this error.
103
CHAPTER 5. BULK MATERIAL MIXING
provided for later possible interest.
In conclusion, the classical angle prediction methods appears to be highly inaccurate
at mixing conditions far away from resonance. There is little change in the angle of
scattering as interaction angle is altered suggesting the nearest resonant component view
might be correct. But further, more accurate, tests are required to confirm this as there
were indications that this theory may not be perfect either.
5.3.6 Amplitude-frequency relationship
The classical theory predicts that scattering amplitude should be proportional to the cube
of the reference input frequency, Equation 5.4. To check this the scattering amplitudes
from the 5 MHz and 2.25 MHz testing can be compared, this is difficult due to the
number of differences between the two experimental cases though. Different input
transducers and detection arrays were used which have different sensitivities, as well
as the changes in input beam width that occur due to keeping the transducer sizes the
same while changing frequency. This means that the numbers calculated in this section
are rough estimates.
According to the specifications the 10 MHz array has a sensitivity of 318 mV when
excited at 70 V in a pulse-echo test. In the same test the 5 MHz array had a sensitivity of
150 mV when excited at 60 V. Since these are pulse-echo tests the sensitivity is factored
into the measurement twice, also the larger excitation voltage used for the 10 MHz
array must be included. The result is that the 5 MHz array has 74% the sensitivity of
the 10 MHz array. In order to find the relative amplitudes from the input transducers
measurements taken daily during standard testing of power output stability can be used.
For these tests the input transducers were aimed at the array at an angle of 10◦ from the
normal. An example recording of the amplitudes for the 2.25 MHz input case gave a
value of 0.67 for the left and 0.39 for the right transducer (these units are arbitrary due
to the summation method). This measurement was taken with an array gain of 20 dB.
An example from 5 MHz testing had 0.40 left and 0.39 right at 15 dB gain. If this is
standardised to a 20 dB gain this gives values of 0.71 left, 0.69 right.
To compare the two amplitude values that were measured above the bandwidth of the
arrays must be taken into account since the input beams are not at the centre frequencies
of the arrays (they are roughly half). The bandwidth of the 5 MHz array means that it
had a -20 dB sensitivity to 2.25 MHz, and the 10 MHz array had a -9 dB sensitivity to
5 MHz. Again these sensitivities are for transmit-receive so the decibel values should be
halved, giving a difference of 5.5 dB. Not only was the 10 MHz array more sensitive at
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its centre frequency but it had a wider bandwidth resulting in the combined sensitivity
of the array in the 2.25 MHz case being only 39% of the 5 MHz case. If you apply
this difference in sensitivity to the calibration amplitude of the 5 MHz input test in the
paragraph above it gives 0.28 on the left, and 0.27 for the right. Since the scattering is
generally the product of the amplitude of the two input beams the left and right readings
can be multiplied together to get a single value for each frequency case. 2.25 MHz
gives 0.26, and 5 MHz is 0.076 meaning that the product of the 5 MHz input transducer
amplitudes is 29% that of the 2.25 MHz transducers.
The relative strength of the input transducers that was calculated above can be combined
with the array sensitivities to create a scaling factor for the measured scattering
amplitudes. The more sensitive 10 MHz array (135%) with the much lower amplitude
5 MHz transducers’ product (29%) results in an overall factor of 39%. Thus the
2.25 MHz scattering amplitude must be multiplied by 0.39 to standardise it with the
5 MHz measurements. It should be noted that this is based on the assumption of
scattering amplitude scaling with the product of input amplitudes, which is true in the
bulk case but not necessarily in others due to the possible differences in nonlinearity
types.
The maximal scattering that occurred in the 2.25 MHz test was 0.4, as can be seen in
Figure 5.7. This was measured at a depth of 15 mm with a reception gain of 50 dB.
The most similar reading taken at 5 MHz was the one at 14 mm deep, Figure 5.9 (b),
which had a peak of 0.95 captured with a gain of 45 dB. If the 2.25 MHz testing is
adjusted to account for the difference in gain it would be 0.22. Taking into account
the 0.39 factor calculated above this results in a value of 0.088 for the 2.25 MHz case,
versus 0.95 at 5 MHz. The ratio of these two values is 11, as would be expected due to
the cubic frequency relation, (5/2.25)3 ≈ 11. There were many approximations used in
the calculation of the relative amplitudes so it is somewhat surprising that it matched so
well. It is difficult to quantify the size of the uncertainties involved so this should not
be taken as proof that the scattering scaled with frequency cubed but it does not give us
any reason to doubt that that is the case.
This method of comparison is used again in the near surface chapter, Section 6.2. Some
extra analysis of the flaws and limitations is presented there.
The frequency testing above concludes the investigation into bulk mixing that was vital
for later kissing bond tests. Presented below is the examination of the effects of altered
TOECs on the fingerprints. It is possible that changes in these coefficients could occur
in adhesive layers in a way that predicts failure so this research could be useful for future
testing but the primary focus of this thesis is on the detection of kissing bonds by CAN
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related mixing.
5.4 Experimental fatigue measurement
Having gained an understanding of all the variables some tests were conducted to
investigate the method’s sensitivity to fatigue state. These tests helped develop the
experimental method and improved the understanding of the detectability of bulk
material properties.
5.4.1 Aluminium fatigue specimens
This testing was conducted to investigate the impact of altered elastic properties
(including TOECs) due to high cycle fatigue on measured fingerprints. Previous work
has shown that higher order elastic terms are more sensitive to fatigue and could provide
an earlier warning than methods that are only sensitive to second order terms (Young’s
modulus and Poisson’s ratio) (11). The previous non-collinear fatigue in aluminium
work used a sample subjected to low cycle fatigue, typically failing before 100 cycles.
The samples studied here are high cycle so may present a different response due to the
different type of fatigue damage.
This testing was conducted before it was identified that interaction volumes near the
surface of the sample affected the bulk results. More detail of this is provided in
Chapter 6. In that chapter it is shown that the 7 mm depth used for this testing is on
the borderline between purely bulk mixing behaviour and near-surface behaviour.
Figure 5.13 shows a fingerprint of the unfatigued 14 mm thick aluminium sample for
reference. The testing was conducted at 5 MHz using a standoff below the sample
of around 50 mm. This was required due to the small thickness of the sample that
resulted in poor spatial separation between the input pulses and the scattered output.
The fingerprint shown in the figure was one taken before temperature control of the
immersion tank was implemented. This means that the velocity in water was not
accurate resulting in angles of refraction, and thus interaction angles, that were not
as accurate as stated in the methodology. This test was one of the highest resolution
parametric sweeps conducted in the research presented in this thesis, taking over four
hours to acquire.
The pattern of the fingerprint is similar to that seen in the bulk measurements apart
from the additional bands at 105◦ and 98◦. These bands appear to be similar to the
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Figure 5.13: Experimentally measured parametric response of 14 mm thick unfatigued solid
aluminium sample at a depth of 7 mm. 5 MHz used for the reference input pulse. Colour scale
indicates scattered amplitude. White line indicates the resonant conditions.
predictions of the classical and geometric models but actually they are more likely due
to the interaction volume intersecting with the surface of the sample. This effect is
discussed in the following chapter. The fingerprint does not quite match with the near
surface results shown there, this may be because the interaction volume overlapped with
both the top and bottom surfaces of the sample in this case. In that chapter it is shown
that the beams interact at the surface of the material to produce signal at any interaction
angle, in this case the bands may be formed by the interference of sources on the top and
bottom surfaces of the sample. Much of the following analysis is based on the shape of
these bands, this makes the cause of fingerprint shape changes difficult to explain due to
the complex interaction of multiple sources.
Wide range fingerprints like that shown in Figure 5.13 were captured for the other fatigue
samples but they all appear very similar so they are not displayed here. The differences
between the fingerprints are best seen by looking at cross-sections at a single frequency
ratio. The full range fingerprints also take a long time to acquire so capturing only one
frequency ratio allowed more repeat measurements to be made.
0.84 was selected as a good frequency ratio due to the balance of being near the peak
mixing response and being far enough from 1 to allow good frequency filtering. The
bandwidth of the Gaussian frequency filter was 1.5 MHz, thus the 9.2 MHz signals
produced by a ratio of 0.84 were suitably far from the 10 MHz harmonic of the input
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b)
a)
Figure 5.14: Experimentally measured parametric responses of 14 mm thick fatigued aluminium
samples at a depth of 7 mm and frequency ratio of 0.84. 5 MHz used for the reference input pulse.
a) the un-averaged measurements, b) the average for each fatigue level. The fatigue states were:
0x is 0%, 1x is 40%, 2x is 60%, 4x is 80% of their fatigue lives.
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beams.
Figure 5.14 shows mixing measurements taken for the fatigued aluminium samples over
the 90◦ to 130◦ interaction angle range at a frequency ratio of 0.84. There are four
different samples tested at various percentages of their fatigue lives; 0x is 0%, 1x is 40%,
2x is 60%, 4x is 80%. Measurements were taken at two different points on the samples
both near the centre. The same measurement points were used for all the samples. It
can be seen that the repeatability is good in most cases, and where there is variation the
trends often form two distinct patterns. In most cases this is due to the two measurement
points used and is particularly prominent in the most fatigued sample where there is
significant disagreement between 110◦ and 130◦. The 40% sample also displayed this
behaviour to a lesser extent.
The results from the unfatigued, 40%, and 60% samples were quite similar, peaking at
roughly the same amplitudes and having maxima and minima at similar angles. The 80%
sample was notably different, with one measurement position having a lower maximum
amplitude, and all measurements having a distinctive shape to their off-resonance peaks.
The greater variation in response would be expected for the more fatigued sample as the
fatigue damage tends to concentrate in particular areas but leave others unaffected. From
the data collected it appears that the shape of the fingerprint is a more robust indicator of
fatigue state than the maximum amplitude. There are many shape differences between
4x and the others, which might give a reliable indication of fatigue state but further
testing of more samples would be required to validate this.
5.4.2 Steel fatigue specimens
Testing was conducted on steel fatigue specimens to further examine how fatigue altered
properties affect the fingerprint and to test the technique in a more challenging material;
the larger grain size of the 347 stainless steel results in increased attenuation when
compared to the aluminium. This required the development of better post processing
methods in order to extract reliable information from the fingerprints, something that
is likely to be required when testing CFRP samples and poorly transmissive kissing
interfaces. These samples were also fatigued in bending so would be expected to have
a similar distribution of fatigue damage to the aluminium samples. All of the results
presented below were based on analysis of frequency filtered fingerprints to remove
some of the noise. 5 MHz was used as the reference input frequency for this testing, like
most of the other testing presented in this work. The interaction volume was centered on
the middle of the sample in the depth direction and a jig was used to position the samples
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Table 5.1: Steel fatigue sample numbers, order of testing, number of fatigue cycles, and
interaction angle correction factor.
Sample No. 22 17 24 9 15 7 7 7 7 7
Test order 1 2 3 4 5 6 7 8 9 10
Cycles 100 12000 15000 6000 9000 3000 3000 3000 3000 3000
Angle correction (◦) 0.02 0.06 0.18 0.06 -0.06 -0.02 -0.02 -0.02 0.04 0.04
consistently. The order in which the samples were tested, and other information about
them is shown in Table 5.1.
a) b)
Figure 5.15: Fingerprints of the 3000 cycle steel fatigue sample using the mean of the five
measurements. b) A Fourier smoothed version of a). White line indicates resonant conditions.
An example fingerprint and filtered counterpart are presented in Figure 5.15. The
fingerprint is the result of an average of the five measurements taken of the 3000 cycles
sample. The data was formally captured only once for each of the other samples due
to time limitations and each fingerprint requiring over an hour to acquire. The signal is
much noisier than in the aluminium fatigue samples as expected, but the overall shape
is similar; there is a main band that follows the shape of the resonant conditions and
there are lower intensity bands at smaller interaction angles. In the steel fingerprints
the bands appear to get stronger as interaction angle is decreased, this is similar to the
aluminium samples, but the larger parameter space allows us to see that the scattering
becomes even more intense than the resonant case at interaction angles smaller than 85◦.
This behaviour is believed to be due to the near surface mixing effect that is explored in
the following chapter. The bands above the main resonant lobe may also be a result of
the near surface effect but will be analysed in this chapter anyway.
The fingerprint pattern is offset from the resonant conditions by around 5◦. This could
be due to the error in the shear wave velocity, meaning that the applied interaction angle
was not accurate. The inaccurate prediction of resonance conditions would also add
to this error. The longitudinal velocity was measured experimentally and found to be
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significantly different from the expected value for 347 steel therefore it is likely that
the shear value is also unreliable. An experimental value for the steel could have been
measured but the absolute angles were not the focus of this testing so this was not done.
Figure 5.16 presents a cross section of the fingerprints for all the samples at a = 0.75.
The data includes a measurement of sample 7 (3000 cycles) taken before the others
that was excluded from later analysis due to an anomalous response. The cause of the
difference is not known, it might be due to poor angle calibration or a problem with
one of the amplifiers. The anomalous pattern matches the others in many ways except
for a significantly lower amplitude at small interaction angles. It can be seen in this
plot that the main peak at around φ = 110◦ does not have the smooth rounded shape
that is expected. This may also be related to the near surface behaviour investigated in
the following chapter. The peak amplitudes and positions are analysed in detail in the
sections that follow.
Interaction Angle
















Figure 5.16: Mixing response at a = 0.75 for a range of interaction angles without Fourier
smoothing. Sample numbers are shown in the legend and are in order of testing. The extra test
of sample 7 has been included in the plot although it was excluded from later analysis.
Amplitude trends
In previous studies the amplitude of non-collinear shear wave scattering has been shown
to relate to the fatigue state of a material (11), but testing conducted by the author on
the aluminium samples showed poor correlation and a general lack of sensitivity to the
high cycle fatigue. The shear-shear non-collinear mixing is dependent upon only the m
Murnaghan TOEC so this may explain some of the lack of sensitivity, unlike harmonic
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generation techniques. The testing of the steel samples also yielded uncertain results,
Figure 5.17.
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Corrected 0.75 main peak amplitude for all samples
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Raw 0.75 main peak amplitude for all samples
a) b)
Figure 5.17: Peak amplitude of resonant feature against fatigue cycles. a) Corrected using
reference input amplitudes, b) uncorrected.
The figure shows the peak amplitude of scattering that was recorded between 100◦ and
120◦ (the main resonant peak) for a range of differently fatigued samples at a frequency
ratio of 0.75. This frequency ratio was selected for most of the analysis since it provided
the best signal to noise ratio. The 100 and 12000 cycle samples produced significantly
more signal than the others. However, this data was amplitude corrected based upon a
calibration amplitude measurement taken before each sample was tested. If we look at
the uncorrected data it can be seen that there is a much smaller variation in scattering
amplitude. It was later learnt that the amplifiers can take more than an hour to reach a
constant output so it is believed that some of the calibration readings were taken before
they had fully stabilised. It took about an hour and a half to collect the fingerprint of each
sample so the resonant interaction angle of around 110◦ was not reached until about half
an hour into the scan. This would have given the amplifiers more time to stabilise than
when the calibration measurement was taken so the uncorrected readings are probably
more accurate than the ‘corrected’ ones.
Looking at the uncorrected amplitudes the random error can be seen in the 3000 cycles
readings, ± 1.5%. If error bars based on this were applied to the other readings there
would be no trends visible above the noise. Therefore it seems that the amplitude of the
resonant peak again was a poor indicator of fatigue state.
To further test the fatigue sensitivity measurements were taken at multiple points on
the ‘fatigued to failure’, 15000 cycle, sample. The uncorrected main peak amplitudes
are plotted in Figure 5.18. The distance on the x-axis is from the failure point of
the dogbone sample. The sample reached its full width approximately 90 mm from
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the failure so this distance should have experienced the lowest stresses. It might be
expected that this highly fatigued sample would have regions of high and low fatigue
due to the way fatigue damage accumulates in certain regions of the sample but the
experimental data shows that the amplitude of scattering remained fairly constant across
all measurement points. Again the variation between measurement points is on the same
order of magnitude as the random error so there is no significant sensitivity. Similar
analysis was also conducted on the 100 cycle sample as well, including measurement
of the angular position of fingerprint features as described below but neither sample
showed significant variation in amplitude or angle response.
Distance from cut end (mm)



















Raw 0.75 main peak amplitude for sample 24
Figure 5.18: Peak scattering amplitude of the 15000 cycle steel sample at various points along
its length with a = 0.75.
Angle trends
The peak interaction angle of the main resonant lobe was recorded for each sample
at a frequency ratio of 0.75. The scattering response was smoothed in the interaction
angle dimension and interpolated to improve the accuracy of peak detection. The results
presented in Figure 5.19 were adjusted to correct for drift in the input transducer angles.
The correction factor applied was the average of the angle errors measured during the
calibration procedure, as discussed in experimental methods chapter. It is usually quite
reliable to take an average of multiple transducer angles because the errors normally
form a consistent pattern. However during the testing of the steel samples the error
pattern changed making this correction method less accurate. The order of testing
was; 100 cycles, 12000, 15000 (failure), 6000, 9000, and finally five 3000 cycle tests.
The pattern changed between the 15000 and 6000 measurements. The repeatability
of the angles is therefore better within the two sets of tests separated by this change.
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This higher level of repeatability is shown by the variation in the 3000 cycle results,
approximately ±0.4◦, so a larger variation would be expected between the two sets.
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Corrected 0.75 main peak angle for all sample
Figure 5.19: Resonant peak angle of fingerprints at a = 0.75, adjusted by angle calibration
measurement.
Due to the size of the uncertainty in the main peak angle compared with the variation
between different fatigue levels no trends can be identified. The main peak angle was
also unsuccessful in detecting fatigue in the aluminium samples, but the angles of the
bands above the main resonance lobe appeared to have some sensitivity. The high level
of noise means it is not possible to see the change in angular response like in aluminium
samples, Figure 5.14. Instead the position of the three peaks and troughs between 87◦
and 103◦ were recorded and averaged at a frequency ratio of 0.75 to create a metric of
the position of the off-resonance peaks. This is shown in Figure 5.20.
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Corrected 0.75 peak positions for all samples
Measurement Order



























Corrected 0.75 peak positions for all samples
Figure 5.20: Averaged angle of secondary fingerprint features at a = 0.75, adjusted by angle
calibration measurement. a) Plotted in terms of fatigue cycles, b) in order of measurement.
The variation in the 3000 cycle results is much smaller for this metric, probably due to
the fact that it is the average of six features. Angular corrections were applied to these
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results as stated in Table 5.1. The data for the frequency ratio of 0.85 was also analysed
and produced a very similar graph, adding to the confidence in this data. The trend is
that initially the increase in fatigue shifts the angular pattern towards smaller interaction
angles, but after 3000 cycles increasing fatigue results in a positive shift. The positive
shift was also observed in the aluminium fatigue samples.
One weakness of this data is the order in which the results were acquired, which can
be seen in the second plot of Figure 5.20. There is a trend of decreasing interaction
angle as time went on. There was originally a measurement of the 3000 cycle sample
collected first which would have provided a more balanced ordering of the samples but
the results were anomalous so were excluded due to experimental error. However, there
was consistency in the repeated 3000 cycle measurements so it seems unlikely that there
was a general drifting in the results related to the order that they were captured. It is
also notable that the transducer angular pattern changed between measurements 3 and 4
but the average feature angle change was in line with the trend observed in part a of the
figure. Results 4 to 10 were conducted with consistent input transducer angles and show
a clear distinction between the less fatigued (3000 cycle) and the more fatigued (6000
and 9000) samples.
Even in the 3000 vs 6000/9000 cycles case where the probable experimental error is
at a minimum, the difference between the results (0.4◦) is so small that the results
are inconclusive when compared to the possible inaccuracies. Many improvements
to the experimental setup were made since this data was collected but an accuracy of
0.5◦ remains at the limit of its capabilities. The only certain conclusion is that the
non-collinear mixing of shear waves in 347 stainless steel fatigued in high cycle, high
temperature bending does not produce amplitude variation greater than 7%, or angular
shifts in fingerprint features greater than 1◦.
5.5 Conclusions
A model for the prediction of bulk mixing at arbitrary interaction angles and frequency
ratio, created by Potter, was improved and tested. The predicted behaviour matched
the experimentally observed behaviour well in many ways but further improvements
are required. The model suggested the presence of secondary bands of mixing within
the a-φ parameter space but these were not seen in the experimental tests. No features
of particular interest were seen in the frequency ratio dimension of the modelled or
experimental fingerprints.
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Most importantly for the goals of this work, the testing showed that the bulk non-
collinear mixing of two shear waves in aluminium occurred only within the φ =
110◦−130◦ range with a reference input frequency of 5 MHz. Therefore, bulk mixing
should not occur at a similar angle to the predicted φ = 90◦ optimum for CAN mixing,
allowing it to be measured without interference and possibly giving the opportunity to
use the bulk mixing signal strength at classical resonance as a benchmark for the CAN
mixing.
Testing at a lower reference input frequency of 2.25 MHz resulted in a fingerprint with
a larger region of potential mixing conditions, and a lower peak amplitude of scattering
at resonant conditions. The ability to cause mixing at conditions further away from
the classically resonant cases allowed for the examination of the angle of the scattered
beam. In these cases the scattered beam did not appear to obey the rules of momentum
conservation, scattering in a direction different from the sum of the two input wave
k-vectors.
The effect of depth of beam interaction in the sample was tested and shown to have only
minor effects on the fingerprint pattern. Shallower depths produced stronger signals
mainly due to the more concentrated beams. Input beams with adjustable focus would
be ideal for maintaining an equal interaction volume at all depths but it is likely possible
to create a correction factor for the effects of depth if this cannot be done.
Measurement of the fingerprints of aluminium and steel fatigue samples exhibited
banding at interaction angles smaller than the main peak. It is thought that this is due to
their reduced thickness compared with the 60 mm thick sample used for the rest of the
bulk mixing testing. It was noticed during this testing that moving the interaction volume
even closer to the surface produced unexpectedly large signals and may have affected
the fatigue data. This behaviour is examined in the following chapter. The interaction
angles at which the secondary bands peaked in the aluminium fatigue samples showed
weak correlation with fatigue state but no reliable trends were observed in the steel





CHAPTER 6. NEAR SURFACE
6.1 Introduction
During the experimental testing of non-collinear mixing in solid materials it was noticed
that mixing was stronger when the interaction volume was near the surface. This chapter
is about the investigation of this behaviour, attempting to find the source of it, and what
implications it might have on the implementation of non-collinear mixing as an NDT
technique.
In some cases the mixing appeared to be very strong in comparison to the normal bulk
mixing behaviour, thus it seems likely that this behaviour has been noticed by other
researchers before. However, no description of mixing matching with the behaviour
observed in this chapter could be found in the literature, possibly because it was referred
to using different nomenclature.
In order to begin this investigation further experimental testing was conducted. The
results of this are detailed in the first section of this chapter. Next the application of
the geometric model to this problem is discussed and tested against the experimental
results. Finally, the development of a COMSOL model with the aim of replicating this
phenomenon is examined.
6.2 Experimental fingerprints
Fingerprints were collected from the 60 mm thick solid 2024 T351 aluminium sample
at a range of depths. It was noticed that the patterns gradually transitioned from the
bulk behaviour presented in the previous chapter into a very different one as the depth
of interaction was reduced to zero. This is illustrated in the 5 MHz testing shown in
Figure 6.1.
Testing was also conducted at 2.25 MHz reference input frequency to explore the
frequency dependence of the mixing and for easier comparison with the FE modelled
results detailed later in this chapter, Figure 6.2. The equipment used for these tests
is detailed in Chapter 3. The lower frequency testing was done with much higher
resolution parameter spaces (as well as wider ranges), this was purely due to time
constraints when conducting each set of experimentation. Each of the 2.25 MHz
fingerprints took about two and a half hours to collect.
The 6 mm deep fingerprint at 5 MHz, Figure 6.1 (a), looks most like a normal bulk
fingerprint, there is only a faint band at 108◦ that is unusual. Such bands were seen
in the fatigue testing with measurement depths of 7 mm, so this adds to the evidence
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Figure 6.1: Experimentally measured parametric response of solid aluminium sample at a range
of depths. a) 6 mm deep centre of interaction volume, b) 4 mm, c) 2 mm, d) 0 mm (on the
surface). 5 MHz used for the reference input pulse. Colour scale indicates scattered amplitude.
White line indicates the resonant conditions.
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Figure 6.2: Experimentally measured parametric response of solid aluminium sample at a range
of depths. a) 6 mm deep centre of interaction volume, b) 4 mm, c) 2 mm, d) 0 mm (on
the surface). 2.25 MHz used for the reference input pulse. Colour scale indicates scattered
amplitude. White line indicates the resonant conditions.
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that those features were a result of the interaction volume intersecting with the surface.
The peak scattering occurred at an interaction angle of 122◦, this is a larger angle than
the bulk mixing fingerprints collected at greater depths. This difference is likely due to
the poor angular calibration of the 5 MHz near surface testing due to the limited time
available and the focus not being on precise angular measurement but rather general near
surface behaviour. The 2.25 MHz fingerprint at 6 mm on the other hand did not look
normal, the main peak was split into three lobes and a bright region at small interaction
angles appeared. It makes sense that the 2.25 MHz fingerprint would show greater
abnormalities because the beams are more divergent at the lower frequency (since they
have the same transducer size) so a larger fraction of the interaction volume was above
the sample.
At this point in the investigation it was not known if the new mixing behaviour was
confined to within the sample (either coming from the interaction volume within the
solid, or from the surface of the sample), or if it was occurring in the water near the
surface. These three cases would be expected to have different mixing behaviours. The
following section, 6.3, investigates these critical differences in detail. Before that a few
more features of the fingerprints will be discussed.
It can be seen in Figures 6.1 and 6.2 that the peak amplitude of the fingerprints increased
greatly as the interaction volume approached the surface. In the 5 MHz case the signal
observed when φ = 100◦ at 0 mm deep was nearly five times stronger than at classical
resonance at 6 mm deep. In the 2.25 MHz testing the signal at φ = 85◦ was an order
of magnitude greater in amplitude. These very strong signals over a wide range of
interaction angles have the potential to cause major implications in the application of
non-collinear mixing in NDT. As was discussed in the thesis introduction, previously
it has been predicted that kissing bonds would exhibit CAN mixing behaviour with an
optimal interaction angle around 90◦. Therefore it is likely that this near surface mixing
would interfere with kissing bond detection unless the interaction volume can be kept
within the sample. Of course, this new type of mixing may contain information that is
useful so might not always be a problem.
There is another interesting change in the shape of the fingerprints when taken at about
2 mm deep at 5 MHz and 4 mm deep at 2.25 MHz, the main resonant peak appears
to have shifted. In the 5 MHz case it has shifted to a smaller interaction angle and a
strong minima has appeared at 128◦. At 2.25 MHz the resonant conditions have become
a minima with lobes of similar magnitude both above and below it. These patterns are
probably due to interference between the surface related mixing and that coming from
the bulk. It is interesting that the signal coming from the near surface mixing therefore is
121
CHAPTER 6. NEAR SURFACE
roughly equal in magnitude but completely out of phase from the bulk when φ = 120◦,
depth is 2 mm, and frequency is 2.25 MHz.
Testing was conducted with interaction depths above the surface of the sample, this
resulted in a reduced scattering amplitude in all cases when compared with 0 mm
interaction depth. This suggests that the mixing is due to the amount of input beam
overlap on the water-sample interface, or the volume within the sample. Measurements
were also taken with no sample in the beam paths and no signs of mixing could be
detected. Non-collinear mixing would not be expected since only the longitudinal mode
is possible in fluids thus bulk wavelength matching with another mode is not possible.
Therefore, it is highly unlikely that the mixing is occurring in the bulk of the water, but it
does not rule out the interaction between the water and the solid at the interface between
them being responsible.
6.3 Volumetric versus planar mixing
In order to investigate if the mixing was actually coming from the surface, rather than
a volume below (or above) it the angular directivity of the scattering was analysed. It
would be expected that the direction of scattering and beam width changes could allow
confirmation of the mixing source as will be described in the rest of this section.
6.3.1 Scattering angle
One way to tell if the non-collinear mixing is happening in a 3D volume or a 2D plane
is to analyse the scattering angle. This is because, as will be shown, the two cases lead
to different predictions of scattering angle. The geometric model of mixing will be used
to calculate this, the fundamentals of which were described in Chapter 4. In that chapter
the spacing between the nodal points of the interference pattern was found and the angle
at which they formed a line was used in the bulk mixing chapter to predict the angle of
propagation of the third beam. The geometric model can be used in the 2D source case
as well but a few further factors must be considered.
In the geometric model the interface plane exists as a one dimensional line.For this
model it is assumed that when regions of constructive interference of the input beams
occur at the interface they become sources. These regions are simplified to points
(antinodes) of maximal constructive interference and the timing of these points hitting
the plane can be used to predict what angle a scattered beam would be generated at. This
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can be thought of as a Huygens model, forming a flat wavefront due to the combination
of many point sources. As was discussed in Chapter 4 the definition of which points
cause mixing does not matter as the phase between the two beams is arbitrary in the
model, the key is really the shape of the phase pattern and how it moves.
ϴ
node spacing
delay   x  velocity
Figure 6.3: Geometric relation of the scattering angle θ with the nodal spacing, delay, and
scattered wave velocity terms.
The angle that a beam will be produced at is illustrated by Figure 6.3 in terms of
the spacing between neighbouring nodes/antinodes, time delay between them, and the







In this chapter the planar source is assumed to be in the x-z plane as that is the orientation
of the top surface of the sample. In the following chapter on interface mixing this is also
the case for all experimental work but in Chapter 8 it has been extended to allow for a
2D source to be rotated around the z-axis in some of the geometric modelling.
In Chapter 4 a vector, j, relating the neighbouring points of the interference pattern was
found, Equation 4.17. The ‘spacing’ in the above equation is the x component of j.
The velocity for the shear-shear sum frequency mixing mode is just the velocity of a
longitudinal wave in the medium. The delay is a factor of two parameters; the vertical
spacing of neighbouring points and the speed at which the pattern moves downwards
(the y direction). The vertical spacing is the y component of j but the speed the pattern
moves requires further derivation, provided below.
Due to the symmetry of the input beams the interference pattern formed always moves
only in the y direction. This can be seen in Figure 6.4 in which a pair of wavefronts
at one time are drawn in black, and at a later time in green. The overlap point moves
directly downwards even at frequency ratios away from 1 because the waves travel at
the same speed. From this geometry it is clear that the speed at which the node travels
downward, vn, is given by
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Figure 6.4: Diagram of a pair of wavefronts at two points in time, the earlier time in black and
time t later in green. This diagram is unaffected by frequency ratio and true for all cases where
the vertical axis is defined as the bisector of the interaction angle. vT is the transverse wave





where vT is the transverse wave velocity. With this final unknown in Equation 6.1


































It is interesting to compare this equation with the classical bulk mixing one in Chapter 5,
Equation 5.12. They have quite similar forms except for the additional velocity ratio in
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the 2D version and the sine functions instead of tangents. Figure 5.12 in Chapter 5 shows
the difference between the angle prediction of the classical formula and this 2D source
equation. It is referred to as CAN in the figure. It can be seen that with the parameters
for aluminium the CAN/2D prediction gives larger scattering angles than the classical
prediction for interaction angles smaller than the resonant angle, and vice versa. The
two equations give the same prediction at all resonant conditions.
The two equations are obviously equal when a = 0 and thus θ = 0◦ in both cases
but it is less intuitive that they should also be equal at all resonant conditions. The
reason why the equations produce the same scattering angle at classically resonant
conditions first requires a reinterpretation of the interface scattering effect. If the nodes
of the interface pattern in the third direction are treated as a wave and that wave is
refracted by the interface according to Snell’s law then it predicts the same scattering
angle as Equation 6.6. To do this the effective velocity of the input wave must be
found; it is simply the projection of the vertical nodal velocity (given by Equation 6.2)
onto the effective direction of propagation. The effective direction of propagation is
perpendicular to the vector j. This angle was calculated in Section 4.3.1 of Chapter 4.
Therefore, the expression for the effective velocity of the interference pattern ‘wave’ is
















where vl is the longitudinal velocity relating to the scattered wave and θi is the scattering
angle of that wave from interface. When evaluated Equation 6.9 gave the same results
for scattering angle as Equation 6.6 proving the validity of this interpretation of the
scattering angle behaviour.
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Experimental peak scattering angle
To test if the angle of scattering matches with the new interface source equation
described above the data from the fingerprints shown at the beginning of this chapter
was analysed in more detail. This should indicate whether the signal is coming from the
water-aluminium interface or not. The same method was used as in the previous chapter
for measuring the scattering angle for off-resonance cases. This involved summing the
post processed signal in the time direction within the expected time of arrival window.
The position of the peak on the array was then taken from this. The results are shown
in terms of position on the detection array rather than angle because there are too many
unknowns to infer the angle from the array position. The estimates of array position
using the classical and interface (CAN) scattering angle equations use the assumption
that the source is at the centre of the interaction depth, something that is not completely
accurate when the volume is centred below the surface if the surface is the source. A
small error in peak array position prediction may be expected in that case.
Figure 6.5 shows where the centre of the scattered beam hit the array when a reference
input beam of 5 MHz was used. It includes results at various frequency ratios at depths
from 0 mm to 6 mm. The 0 mm deep test was conducted over a wider range of frequency
ratios so a larger frequency ratio of 1.3 was able to be analysed in that case; this better
demonstrated the differences in position predictions. The 4 mm low frequency ratio plot
was at 0.9 because the 0.8 data gave a large number of results right at the edge of the
array, suggesting that the true peak was off the array making the graph less useful.
The results for a = 1 are intended to give a reference for the zero scattering angle
behaviour of the experiment. Both the classical and the interface equations predict the
same scattering angle for this case. In these plots the transducer angle error correction
can be clearly seen, creating the steps in the trend. This error was discussed in detail
in the previous chapter. The steps were because only whole array element jumps were
allowed due to the focusing transform being applied to the raw data before interpolation
in order to make it faster. It can be seen that at 2 mm depth the experimental results
don’t match predictions as well as at 0 mm. Upon analysis of the summed amplitude
distribution it was observed that this was because the beam was highly asymmetrical
at interaction angles between 100◦ and 110◦ for a = 1. An example of this is shown
in Figure 6.7. Plotted are results at φ = 100 and a = 1 for 0 mm and 2 mm depths.
This change in the shape of the output beam can also be seen in the angular distribution
results in the next section.
The a = 1 plots of Figure 6.5 also show that as the depth increased the variability of
the small interaction angle measurements increased due to the lack of signal. This
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Interaction angle [deg]






































































































































































































































































































Figure 6.5: Position of the centre of the scattered pulse on the array measured and predicted
for the interaction angle range 100◦ to 130◦. Testing was conducted with a 5 MHz reference
input beam. The 0 mm position is the left edge of the array and is the side of the reference input
transducer. The experimentally measured position is shown in black. Predictions are made using
the classical angle of scattering equation (shown in blue) and the CAN/interface angle equation
(red). a) Results for a depth of interaction of 0 mm (centred on the surface), b) 2 mm deep, c)
4 mm, and d) 6 mm. A variety of frequency ratios are shown as detailed in the title of each.
A correction factor has been applied to account for angular error in the transducers. This can
be seen most clearly in the central column of plots where a constant array position would be
expected without this error.
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Interaction angle [deg]

















































































































































Figure 6.6: Position of the centre of the scattered pulse on the array measured and predicted
for the interaction angle range 85◦ to 140◦. Testing was conducted with a 2.25 MHz reference
input beam. The 0 mm position is the left edge of the array and is the side of the reference input
transducer. The experimentally measured position is shown in black. Predictions are made using
the classical angle of scattering equation (blue) and the CAN/interface angle equation (red). a)
Results for a depth of interaction of 0 mm (centred on the surface) and b) is 6 mm deep. 0.8,
1, and 1.2 frequency ratios are shown for each depth. A correction factor has been applied to
account for angular error in the transducers.
Position on array [mm]





























0 6 12 18 24 30 36
Figure 6.7: Summed signal amplitude detected at the array showing the spatial profile of the
scattered beam. Both measurements were taken at 5 MHz with φ = 100 and a = 1. a) is with
an interaction volume centred at the top surface of the sample, b) is 2 mm below the surface.
Filtering was applied to each with the result shown in blue. The peak position was taken from
this filtered profile.
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is additionally partly due to the beam becoming wider and having a less defined
peak, suggesting the surface of the sample is the source. This will be discussed in
more detail in the following section. The a = 0.8 at 0 mm deep plot shows how
the interface scattering equation matches the experimental data much better than the
classical prediction. It was shown in the previous chapter that even in the bulk mixing
case the classical equation does not predict the scattering angle as well as the interface
equation at off-resonant conditions. Therefore, the fact that the geometric interface
method matches better in this case is not proof alone that the surface of the sample
is the scattering source. Interestingly, the a = 0.8 case had better agreement with the
CAN/interface angle prediction than at a = 1.2 in the bulk testing and the near surface
testing as well. It is unclear why the equation would be more accurate at a = 0.8 and
could be coincidence, further testing or modelling is required.
There are some parts of the results in Figure 6.5 that do not fit well with the interface
predictions, the dip at φ = 127◦ in 2 mm deep, a = 0.8 for example. Most of these upon
closer analysis appear to be due to deforming of the beam as occurred in Figure 6.7, or
a lack of signal though. The offset that occurred in most of the a = 1.2 figures did not
seem to be related to this asymmetrical beam pattern however.
Analysis of the peak scattering position was also conducted using the 2.25 MHz
reference beam data, Figure 6.6. Only the 0 mm and 6 mm depths are shown as the
results are quite similar to the 5 MHz testing. In general the position measurement
appeared to have more random error in it, probably due to the worse signal to noise ratio
and the wider beam spread. Despite the increased error the results clearly matched the
interface prediction method better than the classical at 0 mm. The 6 mm deep figures
were too noisy for many conclusions to be drawn. The offset in the a = 1.2 results can
also be seen in the 2.25 MHz data.
Experimental angular distribution
The peak angle of scattering seemed to fit quite convincingly with the geometric
interface model but, as stated above, the data from deeper measurements (as shown in
the bulk mixing chapter) also appeared to match this prediction well so more evidence
is needed. In this section the angular distribution of the scattered beam will be analysed
in more detail, not just looking at the peak position. Changes in this distribution as the
interaction depth is altered could provide evidence that either that the mixing is either
coming from the surface or the bulk.
In this section the figures are plotted with observation angle on the x-axis, as was done in
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Chapter 5 for the geometric and nonlinear direction amplitude functions. The conversion
of the experimental data into this form is an approximation as was stated in the previous
section, but was done in this case since the precise angles are not as important in this
section and the intention was to make the figures easier to compare with the modelling
figures in the previous chapter. The angle is calculated based upon a source at the surface
of the sample for all interaction depths.
a) b)
c) d)
Figure 6.8: Experimentally measured angular distribution of scattering for interaction angles
ranging from 100◦ to 130◦ at interaction depths of a) 0 mm, b) 2 mm, c) 4 mm, and d) 6 mm.
Testing was conducted with a 5 MHz reference input beam and a frequency ratio of one. The
x-axis angle scale is calculated from an approximation of the volume of interaction being 60 mm
away from the detection array (the thickness of the sample).
The directivity at various depths with a 5 MHz reference input beam is shown in
Figure 6.8. A frequency ratio of one was used for all this analysis. The 6 mm deep
plot looks quite similar to Figure 12.2 (a) in the bulk mixing chapter, but as the depth is
reduced a pattern that is more insensitive to interaction angle is produced, as shown by
the continuous vertical bands at 0 mm.
When comparing the results at φ = 100◦ for 0 mm and 2 mm depths it can be seen that
the central lobe is narrower in the 0 mm case (the asymmetry of the scattering, noted
earlier, can also be seen in 2 mm plot). This suggests that the source of the mixing
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is larger at 0 mm depth. This agrees with the idea that the surface of the sample is
the scattering source because the area of the beam overlap would be expected to be at
its largest when the interaction volume is centred on the surface. If the source of the
scattering were the volume below the surface then there would be little to no change in
the horizontal size of the interaction volume as it is moved closer to the surface. This
would probably produce a beam that had similar beam widths at a range of depths. The
section of the interaction volume that is in the water would create an asymmetry in the
interaction volume that might have a complex impact on the scattered beam properties.
The data appears to match the more simple solution however so the scattering is probably
coming from the surface.
The reasoning above relies upon the assumption that the detection array is in the far
field. This assumption might not be correct in this case; at a frequency of 10 MHz and
observation distance of 60 mm the source would have to be 12 mm wide or less in order
for the observation point to be in the far field. This calculation is quite rough, including
many approximations, so it might be possible for sources larger than this to be identified
reliably from their intensity profile on the array, but it could not be said with certainty
without more accurate modelling.
It should also be noted that the surface source concept agrees with the fact that in the
4 mm depth test the extra scattering does not occur until the interaction angle becomes
small which causes the beams to overlap more on the surface, while the 0 mm test shows
that the phenomenon can occur over a large range of interaction angles.
The 2.25 MHz data again is less useful due to a worse signal to noise ratio (SNR) but
is shown in Figure 6.9 for interest. A lower SNR is expected for the lower frequency
mixing if it scales in a similar way to bulk mixing. The wider parameter space allows
a couple more features to be identified; the continued increase in scattering at angles
smaller than 85◦ is a notable one. It might be expected that the amplitude of scattering
would be maximal at 90◦ as some of the CAN theory/modelling has suggested, but this
is not the case. Also the 85◦ measurement at 6 mm deep shows that a very wide beam
was produced, adding to the small surface source idea. The beam is fairly uniform in
profile except for a more intense lobe at about 8◦. This may be related to the asymmetry
observed in some of the 5 MHz results but has no obvious explanation.
Something that should be remembered during analysis of fingerprints is that the
measurement of the scattering amplitudes involves a summation of a spatial window.
Therefore the measurements were sensitive to window width when compared to the
beam width. The window size was set based upon the beam width of the bulk mixing at
resonance. Generally this worked well as can be seen in Figures 6.8 and 6.9 but there
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a) b)
c) d)
Figure 6.9: Experimentally measured angular distribution of scattering for interaction angles
ranging from 85◦ to 140◦ at interaction depths of a) 0 mm, b) 2 mm, c) 4 mm, and d) 6 mm.
Testing was conducted with a 2.25 MHz reference input beam and a frequency ratio of one. The
x-axis angle scale is calculated from an approximation of the volume of interaction being 60 mm
away from the detection array (the thickness of the sample).
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are some interaction cases that produced wider beams than this, φ < 110◦ at 4 mm deep
and 5 MHz for example. It could therefore be argued that some regions of the fingerprint
under represent the true amount of scattering occurring. One solution to this might be
to make the window larger but this would increase noise so it was not done for the
testing presented in this thesis. Ultimately there is no one fixed way of processing the
array information that would be best in all situations, but the directivity of the sources
of interest must be kept in mind when selecting spatial window size.
Amplitude-frequency relationship
The results of the previous section show that it is quite likely that the surface of the
sample is the source of the mixing. This section section seeks to investigate another
aspect of the near-surface mixing phenomenon to see if it also behaves differently from
the bulk mixing.
It would be interesting to know how the surface mixing phenomenon responds to
absolute input frequency in terms of scattering amplitude as this might dictate what
frequencies would be optimal for near surface non-collinear inspection if it does not
scale in the same was as CAN or bulk mixing. The method used in the previous chapter
will be applied again here to achieve a rough estimate of this.
The scattering amplitude experimentally measured at 0 mm depth, a = 1, φ = 100◦,
with 2.25 MHz input frequency was 20, while at 5 MHz it was 35. If the results are
standardised to the 5 MHz case using the correction factor of 0.39 from Chapter 5 then
the 2.25 MHz reading becomes 7.7. The 2.25 MHz test was conducted with an array
gain of 65 dB while the 5 MHz tests was only 60 dB. If this extra 5 dB is factored
into the 2.25 MHz result it becomes 4.3. Thus the 5 MHz scattering was eight times
stronger than the 2.25 MHz scattering with everything standardised. If the scattering
were dependent on a cubic relation in terms of frequency it would be expected that the
5 MHz would be 11 times larger. Due to the number of approximations involved in the
calculation of the relative amplitudes the measured factor of eight is probably within the
margin of error of the predicted value. With this error though it is inconclusive if the
cubic relation is a better fit than a squared relation that would predict a factor of 5. In
order to measure the relationship more accurately a sweep of frequency could be done
with one set of input transducers and array in order to remove many of the steps that
contained uncertainty.
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6.4 Modelling
The experimental testing suggested that there was a nonlinear scattering source at the
surface of the sample and that it could cause mixing to occur over a wide range of
interaction angles, with smaller angles causing more scattering (within the observed
range). It is unclear from this information what the mechanism of this nonlinearity
might be and where it is originating from so finite element modelling was conducted to
try to understand it better.
A brief introduction to the modelling method that will be used in this section is presented
in Chapter 4. It was decided that in order to capture as many of the experimental
factors that could possibly cause the surface mixing an advanced and detailed model
was required. COMSOL was chosen as the modelling software due to its ability to
combine multiple physics elements automatically and had a fairly easy to use graphical
user interface. Despite its relative simplicity it contains many modules that allowed
advanced modelling, such as that of hyperelastic solids to be performed. Modelling was
conducted in the time domain using the same pulses as used experimentally to achieve
more realistic results than a single frequency study could provide.
There are many differences between Blanloeuil et al.’s FE model and the COMSOL
modelling conducted in this chapter. The key ones are:
• The COMSOL model contains both a pressure acoustics and a solid mechanics
domain in order to model the water-aluminium interface.
• The COMSOL model can include higher order elastic terms in both domains
which allows for modelling of the bulk nonlinearity and water nonlinearity.
• The COMSOL model does not include the solid-solid contacting interface
mechanics which are in Blanloeuil et al.’s.
6.4.1 Model validation
Bulk mixing
The first stage of the modelling was to test if the bulk mixing behaviour could be
replicated in COMSOL. The model was created using the Acoustics, Solid Mechanics,
and additional Nonlinear Structural Materials modules. The aim was to replicate as
many aspects of the experiment as possible to increase the chances of reproducing the
surface mixing effect. The acoustics module allowed the water to be modelled using
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the ‘Pressure Acoustics, Transient’ physics, and the sample was modelled using the
‘Solid Mechanics’ physics. The interface between the two was automatically handled
by COMSOL. The model was created in 2D because 3D would have been too difficult
to run on a desktop computer at the desired frequencies. It is expected that most of the
behaviour could be captured in 2D anyway due to the symmetry of the interaction.
A simple geometry was used for the initial testing; one large rectangle for the sample,
a smaller one above it for the water, and two much smaller rectangles for the input
transducers. Rectangles were used for the transducers as they had an angle parameter
that allowed them to be rotated more easily in the code. Only one side of each rectangle
was an active pressure source. An example of the geometry is shown in Figure 6.10.
Each transducer could independently be supplied a pressure waveform, in most of the
testing a 20 cycle Hann-windowed pulse was used. In COMSOL it is possible to model
a piezoelectric transducer but this would have slowed down the model and was not
thought to be relevant to the near surface mixing phenomenon. The use of specified
pressure nodes is not ideal since reflected waves or waves from the other transducer will
not interact with them accurately. These interactions occur later than the main pulses
of interest so the signals from them do not arrive at the detection array early enough to
affect the results. In some cases the transducers were closer to the sample than they were
experimentally in order to reduce the size of the model. This may reduce the accuracy of
the model, but it tended to be used for deep interaction depths (as these required larger
transducer separations) where the mixing was in the far field so it would not be expected




Figure 6.10: Example geometry of the model, showing the sample (lower rectangle), water
(upper rectangle), and transducers (small slanted rectangles). The units of the axes are meters.
For each interaction angle/frequency ratio combination the model is run three times;
once with both transducers active, then twice more with only the left or right active.
This is exactly the same as in the laboratory, and allows for subtraction of single
beam nonlinearities that might otherwise obscure the non-collinear mixing. MATLAB
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LiveLink was used to create the model and extract data from it. Data for a specified set
of points was requested from the locally hosted ‘COMSOL Server’ which interpolated
the data set. This was more efficient than extracting the raw data set with uneven spacing
and then interpolating that onto a regular grid in MATLAB. In nearly all cases the array
of points was specified as the bottom surface of the sample with a spacing between
points of the element size.
The solid section of the model had the following properties: E = 73.1 GPa, ν = 0.33,
l = −324 GPa, m = −397 GPa, n = −403 GPa, and ρ = 2780 kg.m−3. The TOECs
are as measured by Mohrbacker and Salama (94). The water had a density of ρ =
1000 kg.m−3 and a wave velocity of 1497 m−1s. The left and right sides of the sample
were set to ‘low-reflecting boundaries’, and the lower surface was left ‘free’ in order
to get accurate velocity/acceleration results from this edge. Accelerations in the y
direction (perpendicular to the bottom of the sample) were used from this boundary
as the analogue of the experimental array data. The left and right sides of the water
were set to ‘cylindrical wave radiation’ which is intended to absorb cylindrical waves
coming from a particular point. It was found that it absorbed well even though the
source point could not be set to match the position of the actual sources accurately.
The top surface of the water used the ‘plane wave radiation’ setting. Perfectly Matched
Layers (PMLs) were not available in time dependent model in this version of COMSOL
(v5.2). It would be preferable to use PMLs since they can work in the near-field; the
boundary conditions used above are intended for far-field absorption and do not offer
the same level of reflection suppression as PMLs generally do. Despite this there were
no problems due to boundary reflections; the geometry of the model is such that they
arrive later than the signals of interest.
The pulse length changes dependent on the frequency, therefore in order to get the peaks
of the two pulses to overlap with each other a delay must be added to one of the pulses
if their frequencies are not the same. The following equation shows how to calculate
the Inter-Probe Delay, IPD = (cycles/2)( 1fL −
1
fR
) where fL and fR are the left and right
frequencies. The delay is applied to right pulse (beam two) if IPD is positive, and left
(beam one) if negative.
Preliminary convergence testing was conducted for a 1 MHz reference input frequency
at φ = 120◦, and a = 1.2. The results of this testing are shown in the appendix. The non-
collinearly mixed signal appeared to become artifact free and its amplitude stabilised at
an element size of around 0.6 mm. The time step size parameter did not affect the results
very much due to the solver used (generalised alpha) which took smaller time steps if it
detects that they might be required. More accurate convergence testing was conducted
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for the later modelling using fixed time steps.
This rough convergence information was used to model a fingerprint at a 1 MHz
reference frequency. An element size of 0.7 mm was used, and the maximum time
step was 40 ns. The peak pressure of the input transducers was set to 10 MPa and the
interaction depth was 12 mm. The centre of rotation of the transducers was 6 mm above
the surface of the sample. φ between 70◦ and 138◦ in 3◦ steps, and a from 0.6 to 1.5 in
0.1 steps was investigated. It took a total of 55 hours to complete all the solutions.
Figure 6.11: FE modelled parametric response of solid aluminium sample at a depth of 12 mm.
1 MHz used for the reference input pulse. Colour scale indicates scattered amplitude. No
corrections have been applied to the amplitudes so it is not directly comparable to experimental
data.
Figure 6.11 shows the resulting fingerprint. It has not been adjusted to include
experimental factors such as transducer bandwidth since it is only an approximate test
but it is clear that the model has captured many features of the real fingerprints. Mixing
over a wider range of angles than seen experimentally is visible in the figure, this was
expected due to the lower input frequencies. The interaction angle peaks appear to be
close to the classical resonant conditions and the frequency ratio peak also behaves as
expected, with signal generally increasing as frequency is increased. This matches with
the behaviour of the classical model without the experimental correction factors applied,
Figure 5.4 (a).
The above testing showed that the COMSOL model is able to simulate non-collinear
mixing but the accuracy of the model is not yet known due to this testing being
conducted at frequencies lower than experimentally and with coarse meshes/large time
steps. Therefore the next stage was to acquire data to allow for direct comparison
with experimental bulk mixing data. The frequency of the modelling was doubled
to 2 MHz, which should require element lengths and time steps to be halved. To
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satisfy this the maximum element size was set to 0.3 mm and time steps to 20 ns. The
frequency was set at 2 MHz rather than 2.25 MHz in order to strike a balance between
speeding up the modelling process and getting accurate results. The 2.25 MHz model
would take roughly 42% longer to run and the improved accuracy is likely negligible
when considering the other limitations in accuracy of them model. The geometry of
the experiment was kept the same but the parameter space was slightly reduced and
coarsened to allow it to be solved in a reasonable time.
Some examples of time traces from the 2 MHz model are presented side by side with
their 2.25 MHz experimental counterparts in Figure 6.12. All of the FE data has been
scaled to make the peak amplitude at 120◦, a = 1.3, equal to the experimental value.
Also the correction factors due to transducer bandwidth and array angle sensitivity have
been applied to the modelled data. The result is time traces that look very similar to the
experimental ones, both in terms of amplitude and shape of the pulses.
Testing was conducted with 20 ns steps, 0.3 mm elements at 2 MHz for φ = 88◦ to 138◦
and a = 0.55 to 1.45 to create a fingerprint that could be compared with an experimental
one. This took a total of about 220 hours. The data was processed in a similar way
to experimental data; subtraction, filtration, focusing, enveloping, windowing, peak
value extraction. Correction factors were also calculated in order to make comparison
with experimental data easier. Figure 6.13 shows the resulting uncorrected fingerprint,
correction factors, and corrected fingerprint.
The 2 MHz FE fingerprint of Figure 6.13 looks similar to the experimental one, Figure
5.7 in Chapter 5. They both drop down to below a tenth of peak intensity at an interaction
angle around 100◦ and peak at the resonant conditions. The experimental measurement
had a strange effect at larger interaction angles with frequency ratios between 0.8 and 1.1
that looked liked narrow bands of stronger mixing. It is unclear what caused this but the
modelling does not show any sign of this mixing. These bands were not seen at 5 MHz
so are probably not a result of bulk mixing in the 2.25 MHz case. Both the FE model
and experiment have peaks at frequency ratios larger than one, but the main lobe of the
model is further shifted in the positive direction than was measured. These differences
are likely due to approximations in the frequency behaviour of the transducers.
Testing was conducted to check if the model reproduced the correct input amplitude
scaling behaviour. Increasing the pressure at the input sources by four orders of
magnitude increased the scattered output amplitude by eight orders of magnitude as
expected but it was noted that the model was generally less stable at higher amplitudes.
There was visibly more noise in the full field data at higher amplitudes, if this noise
became too large the model became unsolvable.
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Figure 6.12: Time traces of FE and experimental data. The modelling was conducted with
a reference frequency of 2 MHz, while the experiment was 2.25 MHz. In the model a time
step size of 20 ns and element size of 0.3 mm was used. The experimental data was captured
for a depth of interaction of 15 mm so the model was set to this as well for these side-by-side
comparisons. a) is the FE result at φ = 120◦ and a = 1.3, c) is at φ = 115◦ and a = 0.8, e) is at
φ = 90◦ and a = 0.8, and b), d) and f) are the experimental equivalents. Correction factors have
been applied to the modelled data and the amplitude is standardised to the φ = 120◦, a = 1.3
level.
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Figure 6.13: FE modelled parametric response of solid aluminium sample at a depth of
12 mm. 2 MHz used for the reference input pulse. Colour scale indicates scattered amplitude.
a) The result of normal experimental post-processing but with no correction factors applied.
b) Correction factors to include the effects of transducer bandwidth, and array directivity
differences that are not captured by the model. c) Fingerprint with correction factors applied.
White lines indicate the resonant conditions.
The above results have shown that the COMSOL model does a good job replicating the
bulk mixing behaviour when the interaction volume is below the surface, it matched
the experimental behaviour in every way that would be expected. This allowed the
investigation to continue by moving the interaction volume closer to the surface.
Near surface
The next stage of testing was to compare the signal produced when the interaction
volume was below the surface to the case when the volume was centred on the surface.
Experimentally these two situations had the greatest difference in fingerprint. This
testing was conducted at 1 MHz since the model runs roughly eight times faster than at
2 MHz and it was thought that there would not be much loss of sensitivity operating at a
lower frequency. The geometry was a bit different for this testing due to the overlapping
of the beams on the surface which required the transducers to be further away from
the surface. 20 mm wide transducers were used in order to have the same divergence
characteristics as the 10 mm 2 MHz testing, although this would not be expected to have
a significant impact on the results. The transducers were 33 mm away from the surface
of the sample and the water layer was 40 mm thick. Time steps of 50 ns, and mesh
elements of 0.7 mm were used, and the frequency ratio was 0.8. Results were captured
at depths of 0 mm and 20 mm and at interaction angles of 80◦ and 120◦, Figure 6.14.
When comparing the 120◦ results of plots (a) and (b) in Figure 6.14 it can be seen that
the 0 mm deep test had a peak intensity roughly a third less than at 20 mm. If only
bulk mixing is occurring it might be expected that by halving the interaction volume
the scattered amplitude should also halve. It is likely that the signal did not reduce by
this amount because the beam widths at the two depths are different, as discussed in
140
CHAPTER 6. NEAR SURFACE
a) b)
d)c)
Figure 6.14: Processed time traces of the scattered pulse at a = 0.8 with a 2 MHz reference
frequency. The x-axis is the element number where each element is 0.7 mm long, and y-axis
is time step number where each step is 50 ns. a) is at φ = 120◦ and a depth of 20 mm, b) is
φ = 120◦ and 0 mm, c) φ = 80◦ and 20 mm, d) φ = 80◦ and 0 mm.
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Chapter 5, therefore there is no indication that extra scattering from another mechanism
is occurring. Experimentally at φ = 120◦ the signal generated with the volume centred
on the surface was about an order of magnitude larger than when it was in the bulk, the
FE modelling definitely is not showing anything on this scale. In these plots it can also
be seen that the pulse is distorted when the interaction is at the surface, this would be
expected due to the change in shape of the interaction volume.
At φ = 80◦ the signal is an order of magnitude smaller in the 20 mm deep case than
at φ = 120◦ but in the 0 mm case it only dropped by a factor of three. Despite having
a smaller interaction volume the scattering at φ = 80◦ was nearly three times stronger
at 0 mm than at 20 mm. There is clearly some intriguing behaviour here but it is not
on the scale that is observed experimentally. The surface mixing signal of the model is
only 3% of what was seen in the experimental data. The beam shape of the scattered
pulse at φ = 80◦, 0 mm deep, has a narrow main lobe with pronounced side lobes.
Experimentally the beam width at 0 mm was similar to bulk mixing at greater depths so
the pattern observed in the FE is surprising. The fact that the amplitude is so different
and the beam shape does not match implies that the model is not capturing the near
surface mixing effect properly.
Even though the model at this stage does not accurately simulate the experimentally
observed near surface mixing effects it might still be of future interest to investigate
why the model produced any increase in signal since no explanation is obvious to the
author. It is possible that another unknown mixing phenomenon is occurring although
its significance may be limited by its small amplitude in comparison to the primary near
surface mixing mechanism that is yet to be identified.
Nonlinear water
It was difficult to decide how to improve the model so that it might be able to produce
more accurate behaviour since the near-surface mixing phenomenon is not presented
in the literature. One concept that was discussed was adding nonlinear behaviour to
the water. Initially the author believed that this would only add harmonics to the input
beams which would not cause any new surface related behaviour. Upon implementation,
however, the impact was seen to be far greater than this.
COMSOL provides an example of how to model the nonlinear propagation of an
acoustic pressure wave on its website (99). In it the 2nd order Westervelt equation is
used which is a higher order form of the acoustic wave equation that is normally solved
for. This equation can be found in many different forms, (100; 101), but the one most
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where p is the acoustic pressure, β is the nonlinear coefficient, ρ is density, c is the
speed of sound, and δ is the acoustic diffusivity. The diffusivity is set to zero in this
work, this results in an equation that only differs from the standard wave equation by
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where qd, and Qm are referred to as ‘dipole source’ and ‘monopole source’ respectively.
In order to make this equation match the simplified Westervelt equation the monopole







which, for reference, in COMSOL is written as
(beta/(actd.rhoˆ2*actd.cˆ4))*d(d(p*p,TIME),TIME).
The document by COMSOL, (99), provides useful information on which element types
and solvers are best suited to this problem. It suggests at least 2nd order (quadratic)
elements and the BDF time stepping method. It was attempted to use completely
fixed time steps in the model by using the manual Generalized Alpha setting, because
previous testing with the nonlinear solid mechanics had shown that it was better to
prevent instabilities by keeping the time step small at all times, rather than reactively
reducing the step size which appeared to happen too late in some cases. The fixed time
steps were successful for modelling waves propagating in a nonlinear fluid but in the
later testing with a fluid-solid interface it was not possible to complete the simulation
due to instabilities, even when using extremely small time steps. Perhaps even smaller
steps may have fixed this but the model was already running so slowly that this was not
practical. Thus the BDF method with its variable time steps was chosen for the later
combined fluid-solid model work.
A 2D rectangular model of nonlinear water was created to test the extension of
the example’s 1D form into 2D. The rectangle measured 0.2 m by 0.1 m. One
of the short sides was made a pressure source and supplied a 10 cycle 1 MHz
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Hann-windowed waveform. Some experimentation with different meshing methods
(e.g. structured/Delaunay, rectangular/triangular) was carried out but no significant
improvements were found so Delaunay tessellated, triangular meshing was kept. The
long sides of the model had plane wave absorbing boundaries, and the remaining short
side was left free to allow measurements to be taken from its nodes. The properties of
the water were the same as in the linear model except for the new β parameter. The
definition of β , the coefficient of nonlinearity, is not consistent in the literature, some
state that it is defined in the same way as discussed in the literature review as Equation
2.1. The value of this is given in the work by Pantea et al. (102) as 3.5 ± 0.1. Others
refer to a parameter of nonlinearity as A2A1 , although they tend not to use the term β
for this; giving a value of 5.2 (103). One further variant is presented in Blackstock’s
book (104), β = 1+ A22A1 . For this research the value was left at the default value in the
example provided by COMSOL of 10. Future work should use a more accurate value.
In order to resolve the second harmonic component to within 5% of the asymptotic
amplitude value a element size of 0.6 mm and a time step of 67 ns was required.
Compared to the fundamental wavelength in water this element length is about a third
of it, and compared to the period the time step is about a fifteenth. The element size
is therefore surprisingly large considering it must support the oscillation of a wave at
double that frequency. Due to the meshing method the actual average element size is
significantly smaller than the maximal (approximately 30% less), this combined with
the quadratic discretisation allows such waveforms to be approximated.
The nonlinear fluid was then tested in a configuration more like the experimental case,
with two sources producing beams that overlapped. An example of the pressure field
and frequency components generated by the model are presented in Figure 6.15. In this
test the two transducers are fired at 2 MHz in a fluid only model. A region in the path of
the input beams was created to allow it to be meshed more finely than the surrounding
water in order to reduce the solution time. This region is the large irregular hexagon in
plots (a) and (b). The transition between the two meshing densities was gradual and no
reflections from the boundary were observed. The bottom edge of the model was set to
plane wave absorbing and the fixed time stepping method (generalised alpha) was used
for the results shown in Figure 6.15.
Figures 6.15 (a) and (b) were taken at the same time point with the fluid nonlinearity off
and on respectively. The time point was chosen such that the beams have propagated
from the top of the model to the bottom and the main peak of the pulse has just reached
what would be the water-aluminium interface in later models. An input pressure of
2 MPa, and β of 10 was used. It can been seen that with these parameters the nonlinear
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Figure 6.15: FE model of experimental water geometry with 2 MHz input pulses. a) Pressure
field at a time when the peak of the pulses has reached the bottom of the water with linear water,
b) with nonlinear water, β = 10. These plots show an example geometry of the model, with
the water (large rectangle), transducers (slanted rectangles), and region of finer mesh (irregular
hexagon) in the path of propagation in water. c) and d) are FFTs of the pressure at a node,
horizontally in the centre, near the bottom surface. c) is with the nonlinear source term set to
zero, and d) is as defined for nonlinear water. Input pressures of 2 MPa were used. This was at
the limit of the model, causing significant errors to form at some points.
145
CHAPTER 6. NEAR SURFACE
behaviour is easily visible. The Fourier transforms shown in (c) and (d) taken at the
point with coordinates (0,0.03) demonstrate that with the nonlinearity turned on higher
harmonics are produced as the beams travel through the fluid. This behaviour is a
good indicator that the nonlinearity of the pressure acoustics is being modelled but it
is thought that these harmonics alone would not cause extra mixing at the surface so
further changes to the model might be required to capture the nonlinear physics behind
it.
The pressure errors present in Figure 6.15 (seen as dots, mainly near the transducers)
were fixed in later modelling by switching to the BDF time stepping method and
generally using smaller time steps. In the COMSOL example quartic elements were
used so testing was conducted to find what performed best in this model. It was found
that quadratic elements gave approximately similar performance to quartic elements that
were twice the size, but since the quartic elements have more degrees of freedom both
models took roughly the same length of time to run. Therefore quadratic elements were
kept as they had been used for the previous modelling.
It was also noted during this testing that smaller elements required smaller time steps in
order to get stable solutions due to their ability to support higher frequency components,
unlike in previous linear convergence testing where the use of a very fine mesh did not
appear to affect the time steps required. Therefore it is more critical in this nonlinear
model not to use a finer mesh than required as it will force smaller time steps and
increase solution time even further.
6.4.2 Combined Model Results
The knowledge from the above section was used to adjust the previous complete
experimental model; a region of finer meshing was added in the water beam path area,
the source term was configured as above, and time step/element sizes were set to 30 ns
and 0.3 mm (for the fine water section) respectively. An example of the final geometry
is shown in Figure 6.16.
There were many issues with these settings despite the previous work showing that
individually all the elements should function. The main problem was instabilities that
formed on the water-aluminium interface. Testing was conducted using both fixed time
stepping and BDF methods, neither worked until the time steps were reduced to a 64th
of the expected value. The fixed step method was still unable to create a stable model at
this point with 0.5 ns steps. The scattered waveforms produced at classically resonant
conditions and at interaction depths greater than 10 mm looked good and were similar
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Figure 6.16: Example geometry of the model, showing the sample (bottom rectangle), water
(upper large rectangle), transducers (slanted rectangles), and region of finer mesh in the path of
propagation in water.
to the previous bulk nonlinear modelling. The results when the beams overlapped at
the surface were very interesting however, they showed greatly increased amplitudes
but the time traces contained many small lobes rather than one single beam as was seen
experimentally. This increase in mixing intensity was promising but it was clear that
further convergence testing was required to see if this signal was due to inaccuracies
in the model or if it would more closely resemble the experimental data with finer
meshing/time steps.
The appendix includes the detailed results of the convergence testing. A more relaxed,
10%, convergence requirement was used for this set of modelling due to the limitations
in computing power. The time required to compute at higher resolutions would have
prohibited the testing of as many interaction angles and depths, making comparison
with experimental data less informative. This 10% level resulted in a maximal element
size in water of 0.15 mm, and in the solid and lower resolution areas of the water 0.3 mm
was used. Step size was 0.55 ns. This is approximately a thousandth of the period of the
fundamental input frequency, a surprisingly small time step. For comparison Blanloeuil
et al.’s work that is presented in the following chapter, which was also conducted with
a reference frequency of 2 MHz, used a time step of 3 ns for a 0.1 mm square element
mesh. This model was tested at frequency ratios up to 1.5, producing an output wave
at 3.5 MHz, hence the finer mesh. Despite the smaller element size much longer time
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steps were used than were required than in the COMSOL modelling.
The final COMSOL models had the same sample thickness of 60 mm and transducer
width of 10 mm as previously. The transducers were positioned 18 mm above the
surface, in a 22 mm thick water layer. The width of the model was varied in order
to reduce modelling time where possible. The largest of the models (φ = 120◦ at 10 mm
deep) required about 5 GB of memory. Transducer peak pressure was reduced down
to 1 MPa to make the model more stable. Water and aluminium properties were as
described in previous sections. The input waveforms were the same as the experimental
ones, 20 cycle Hann-windowed pulses defined at a resolution of 20 points per cycle. A
frequency ratio of one was used as subtraction was very effective in the model so the
extra frequency filtering of interaction ratios away from one was not required. The
pulses were at 2 MHz, slightly less than the 2.25 MHz used experimentally. This
decision was made because modelling at 2.25 MHz would have taken 42% longer and
the behaviour is expected to be very similar. The boundaries were configured as before,
cylindrical absorbing boundaries were used on the left and right water sides and a plane
wave absorbing boundary on top. The left and right sides of the solid were set as ‘low-
reflecting boundaries’.
With these settings the model took about a day to run each simulation, so roughly
three days were required to acquire the both, left, and right signals needed for
each combination of interaction angle and interaction depth that was investigated.
The frequency ratio behaviour was not tested since the experimental trends did not
conclusively show any distinguishing features between the bulk mixing and surface
mixing. Tests were conducted to check that the width of the model had negligible impact
on the scattering results and this was confirmed. The greater width allowed more of the
beam profile to be observed so the model was not reduced below 30 mm wide as it would
limit this analysis.
The time traces in Figure 6.17 clearly demonstrate the surface mixing effect and match
well with the theories developed from the experimental data. When the beams were
fully overlapped on the surface maximal signal was produced at both interaction angles.
Increasing the depth of interaction saw a greater reduction in φ = 120◦ signal than at
90◦ due to the a smaller fraction of beam overlap as expected. At 10 mm deep plots (e)
and (f) show the modelling behaving very similarly to the model without the nonlinear
water, dropping in amplitude by an order of magnitude between the resonant φ = 120◦
and far from resonant φ = 90◦ cases. At 4 mm deep and φ = 90◦ a wider beam is
produced due to the small source area on the surface, again confirming the surface as
the source of this mixing.
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Figure 6.17: Processed time traces of the scattered pulse at a = 1 with a 2 MHz reference
frequency at a range of interaction depths and angles. The x-axis is the element number where
each element is 0.3 mm long (note that the range varies), and y-axis is time in seconds. The left
column of plots, a), c), and e), are at φ = 90◦, and the right column are at the classically resonant
φ = 120◦. The top row, a) and b), are with the interaction volume centred on the surface, c) and
d) are at 4 mm deep, and e) and f) are 10 mm deep.
149
CHAPTER 6. NEAR SURFACE
Table 6.1: Comparison of scattered wave amplitude after post-processing at various interaction
conditions for COMSOL FE model and experimental measurements. Modelling was conducted
at 2 MHz while the experiment used 2.25 MHz. Amplitudes are normalised to 0 mm deep,
φ = 90◦ values.
Depth Exp 90◦ FE 90◦ Exp 120◦ FE 120◦
0 mm 1 1 0.644 0.666
4 mm 0.235 0.235 0.057 0.024
6 mm 0.089 - 0.084 -
10 mm - 0.005 - 0.039
It is notable that scattered signal at φ = 120◦ was lower when the interaction depth was
4 mm than at 10 mm. This might be surprising since some surface overlap is expected
at 4 mm but this matched with experimental results that indicated an interference effect
may be occurring between the two phenomenon with these parameters. It is encouraging
to observe this behaviour in the model, despite the artifacts in the time trace which are
likely a sign that the model is not fine enough to quite capture this response fully.
This subjective analysis shows a much improved performance of this model due to
the inclusion of the nonlinear wave equation in the fluid domain but how well does
it compare objectively with the experimental data? Table 6.1 contains the scattering
amplitude measurements for a range of interaction cases for the experimental and FE
model. The modelling investigated a depth of 10 mm rather than 6 mm as the aim was
to get a measurement of bulk mixing to use as a reference for comparison. Experimental
testing showed that at 6 mm with 2.25 MHz input beams the interaction volume was a
little too close to the surface to escape surface effects at smaller interaction angles.
Unfortunately data was not captured experimentally at 10 mm within the same set of
testing so accurate comparison of signal amplitude is not possible.
Table 6.1 shows that the model produced relative signal amplitudes that were quite
similar to the experimentally measured ones. Good performance was observed at the
key depths of 0 mm and 4 mm. There was some discrepancy in the φ = 120◦, 4 mm
deep case, but this is understandable from the discussion of Figure 6.17 above that
suggested the model was not quite detailed enough to capture the interference of bulk
and surface mixing. It is also possible that the difference between 2 MHz and 2.25 MHz
is significant in this scenario. The 10 mm deep measurements, which represent only
bulk mixing, could not be compared with equivalent experimental data but the results
appear to fit the trends of a reduction in signal as the interaction volume is moved fully
below the surface.
Overall, these results show that the COMSOL model is quite accurate at capturing this
near surface mixing. The six FE results presented in the table took over a month to
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acquire, this slow pace limits the usefulness of the model in generating fingerprints
but has shown what modelling elements are required to capture the physics behind
this previously unknown near surface mixing behaviour. In order to try to understand
the phenomenon better a few more tests were run with various small changes but
ultimately the model’s efficiency needs to be improved in future work before much more
information can be extracted from it.
6.4.3 Further model investigation
The model was also run at 74◦ for 0 mm and 4 mm depths. This gave amplitudes of 1.46
and 0.609 respectively relative to the 90◦ 0 mm reference. This shows that the model
predict an increase in surface mixing as interaction angle is reduced from 90◦, as was
seen in the experimental data, Figure 6.2. Experimental measurements were not able to
be taken at quite this small an interaction angle and depth for direct comparison though.
The 4 mm deep result is notable because it is an order of magnitude larger than at 90◦,
highlighting the very large impact surface mixing has at small interaction angles even if
the interaction depth is intended to be significantly below the surface.
A test was run with the elastic modulus of the solid set to 120 GPa. The idea behind this
was to adjust the velocities of the shear and longitudinal waves in the solid so that they
do not match with multiples of the velocity in water in order to rule out the possibility
that this surface mixing effect only occurred when the wavelengths matched. E =
120 GPa gives velocities for shear and longitudinal waves of approximately 4000 ms−1
and 8000 ms−1, neither are a multiple of the water velocity, 1500 ms−1. The resulting
scattered pulse had a peak intensity 19% higher than at 73 GPa, and the beam width was
30% wider. The wider beam makes sense because if the beam divergence is calculated
using Equation 5.5 then the 27% increase in longitudinal velocity would be expected to
give a 27% wider beam (using small angle approximations, which are probably not very
accurate at these divergence levels).
The increase in peak signal amplitude is likely due to the fact that in order to create
an interaction angle of 90◦ the input beam angle was altered to account for the new
velocity. Previously the incident angles were 19.4◦ but for 120 GPa this was reduced
to 15.1◦. This meant that the test was more similar in a way to the 74◦ test which had
an incident angle of 16.4◦. The combination of a 19% increase amplitude and 30%
increased width results in a beam that contains roughly 55% more signal when summed
over a range of array elements. That increase is similar in scale to the 46% observed at
74◦ relative to 90◦, suggesting that the summed surface mixing magnitude is mainly a
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factor of the incident angles and not of the elastic modulus of the solid or the interaction
angle within the solid. Further investigation would be required to prove this as more data
points are needed. Experimental testing of the impact of material properties might be
possible if the attenuation of the materials are known accurately enough. Some surface
mixing testing was conducted on the steel fatigue samples, showing very strong signal
in some cases, but comparison of scattering amplitudes with aluminium samples would
be too inaccurate to draw conclusions using the available data.
One further finding that is of great interest is that in tests where the model was run with
hyperelasticity disabled in the solid domain there was a negligible reduction in scattered
signal when the interaction depth was 0 mm. The comparison of scattered pulses with
various combinations of nonlinearity types is shown in Figure 6.18.



















Figure 6.18: Processed time traces of the scattered pulse at φ = 90◦, a = 1, 0 mm depth with
a 2 MHz reference frequency. The x-axis is the element number where each element is 0.3 mm
long, and y-axis is time in seconds. a) is the result when both water and solid nonlinearity is on,
b) is when only the water nonlinearity is included, and c) is only the bulk nonlinearity.
The results of Figure 6.18 show that the surface mixing effect is not dependent on the
bulk nonlinear properties of the solid sample. It appears that in COMSOL the equations
that govern the behaviour of the interface are able to capture the surface mixing effect
with only the inclusion of the nonlinear wave equation in the fluid domain. The idea
behind using COMSOL rather than a closer to first principles modelling method was to
reduce the amount of depth the author was required to go into to create a functioning
model but it also has the result that it is somewhat of a blackbox and that a true
understanding of the workings of the model is not always obtained. This has made
it difficult to gain a fundamental understanding of the physics causing the mixing at the
interface in the model. It was hoped that the model might indicate the mixing source
was coming from a more easily understandable part of the physics but it seems that is
beyond the scope of the author’s investigation and that a deeper theoretical investigation
may be required to truly explain the mixing.
A test was run with the beam overlap completely in the water, with a thinner section
of aluminium after the overlap region, but otherwise very similar geometry to the 90◦
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0 mm tests to make the results comparable. This was done to be certain that the mixing
was not occurring in the water. Full field analysis of this showed something that looked
a bit like mixing happened on a very small scale in the water. This might be due to
computation limitations or the mesh being too coarse. The signal produced was an
order of magnitude smaller than was seen in the 0 mm interaction depth case but was
not negligible. It is likely that the water caused more signal in this case because it had a
propagation path that was twice as long as it usually would in the water and this allowed
the numerical errors to build up. Despite this the result shows that mixing in the water
is not the primary source of mixing in the model under normal conditions, but it does
reiterate that improvements could be made to the model accuracy in the future.
One final thing that should be noted from the full field analysis is that there was
no scattered signal produced in the direction back out into the water domain. Other
researchers have shown that CAN causes non-collinear scattering to occur in both
directions from the interface so it is interesting to note that this does not appear to occur
in the fluid-solid interface case.
6.5 Conclusions
The investigation into the near surface mixing behaviour was fairly successful. Further
experimental testing produced results that clearly detailed how the phenomenon affects
fingerprints captured near the surface of solid aluminium samples. Detailed analysis
of data from this testing, combined with development of the geometric model for a
2D/planar source, suggested that the scattering angle of the mixed beam indicated that
input beam overlap on the water-aluminium interface was the source of the mixing.
Examination of scattered beam width also agreed with this conclusion. This information
was useful but it did not provide an answer for the mechanism of mixing and there was
still a possibility that the fluid-solid interface might not be the scattering source. The
experimental data showed that it was better to use the newly derived interface scattering
angle equation in all cases, including for bulk mixing. This is particularly useful to know
for processing data that includes both bulk and interface mixing as will be the case in
the following chapter.
In order to understand the mixing behaviour better a time-domain FE model was created
using COMSOL. This model was shown to correctly predict bulk mixing behaviour
but when the interaction volume was moved close to the surface it did not respond
properly. The addition of the nonlinear wave equation to the fluid region of the model
resulted in scattering behaviour that matched well with the experimental measurements
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but was very slow to run. The slowness limited the use of the model for simulating large
parameters spaces but useful information was still obtained from the limited run of tests
with carefully chosen parameters. It was shown that the signal due to the surface mixing
effect was largely unaffected by the elastic modulus of the solid and also occurred
when the solid was modelled as a linearly elastic material. Although an observational
understanding of the phenomenon has been greatly developed by the research presented
in this chapter further theoretical investigation will likely be required to fully understand
the mechanism behind the mixing behaviour.
It is currently unclear if the surface mixing contains useful information about the sample,
irrespective of this it is likely that inspection of bonded interfaces would benefit from
avoiding the production of mixing at the surface of the sample. To achieve this the
interaction volume must therefore not intersect with the surface of the sample when
centred on the interface of interest. Experimental testing showed that measurements
should be taken at least 10 mm below the surface to avoid surface mixing with the
10 mm diameter 5 MHz transducers used in this work. Therefore, samples at least
20 mm thick are required. This condition is safely satisfied in the testing of kissing
bond samples in the following chapter, they have a thickness of 60 mm. In order to






CHAPTER 7. INTERFACE MIXING
7.1 Introduction
In this chapter the non-collinear mixing response of kissing interfaces is investigated,
first using an FE model, developed and run by Blanloeuil et al. (4) and later through
experimental measurements conducted by the author. A key strength of the modelling
results is that the simulation did not include the physics that allows for bulk mixing so
any scattered signal is due to wave interactions with the interface. The same cannot
be said for the experimental measurements but the previous chapters have worked on
understanding the other forms of mixing that could affect the results so it should be
possible to identify which features in the fingerprints are due to the presence of an
interface.
Both the model and experimental work use the compressively loaded aluminium blocks
to produce a ‘kissing’ interface. The aim was not to produce an interface that could
not be detected using conventional ultrasonic methods but to make one that could be
varied to create different levels of contact between the surfaces and allow for inspection
at a wide range of interaction angles. The details of the sample design are discussed
in Chapter 3. The static loading applied to the interface is varied experimentally and
changes two key interface parameters; the contact area, and the loading at which that
area is under. Both of these factors are key to the understanding of kissing bond
detection. These cannot be controlled independently so another degree of control was
investigated by using interfaces of different surface roughness. With a combination of
loading and surface roughness responses a deeper understanding of the non-collinear
method’s sensitivities is explored.
7.2 CAN finite element model
The details of this model are presented in Chapter 4. It is an FE model using a very
similar geometry to the experimental work. It simulates the CAN by catagorising
the interface elements between the two blocks into one of three states, open, sliding,
and closed. The state controls which stresses can be transferred across the interface.
The fundamentals of the model have been used for many other studies published by
Blanloeuil et al. which present aspects of non-collinear mixing such as the effects of
a finite crack length or a rotated crack. Tests have been run over a range of interaction
angles but in this work frequency ratio was also included in the parameter space, forming
the fingerprint that is discussed below. Adjustment factors have been applied to the
fingerprint to make it more equivalent to the experimentally measured ones that are
156
CHAPTER 7. INTERFACE MIXING
presented later in this chapter.
Interaction angle,  [deg]


























Figure 7.1: a) FE modelling of parametric mixing response of aluminium-aluminium kissing
interface. Adjusted to include experimental factors. Arbitrary colour scale indicates scattering
amplitude. b) A more detailed inspection of the parameter space at a = 1.
The fingerprint, shown in Figure 7.1 (a), is different in many ways from that observed
in the bulk experimental or modelled work. The response peaks at approximately
φ = 78◦, much smaller than the bulk mixing in aluminium, and extends over a
wide range of interaction angles. Because of this wide range it is likely that
experimental measurements of the parameter space will include interference between
the bulk and interface mixing. It is unknown from the modelling how the two mixing
sources will interfere with each other, it may be possible to subtract the bulk mixing
from an experimental fingerprint to leave only the interface signature if the two act
constructively. The lack of signal at φ ≤ 60◦ is mainly due to the experimental
adjustment factors related to critical angle of mode conversion at the top surface.
The experimental testing of solid aluminium showed no significant scattering below
φ = 105◦, Figure 5.6. Therefore, it should be possible to measure interface mixing
without bulk interference at angles smaller than this. This method has been used in work
by other authors as described in the literature review. It was suggested that measurement
of the bulk mixing at around φ = 120◦ could be used as a reference for the interface
mixing but this is unlikely to work if the FE prediction of a broad mixing response is
correct. Instead such a reference may be better obtained by moving the interaction to a
part of the sample that produces no mixing at around φ = 80◦, indicating solid material.
This modelling suggests that fingerprints over the range 70◦ to 130◦ be captured to
include the primary features associated with each type of mixing.
Figure 7.1 (b) shows the results of a set of models run at a = 1 with smaller interaction
angle steps, 2.5◦. This test was conducted to see if there were features in the fingerprint
smaller than the 5◦ step size used for the main parameter space. In Figure 7.1 (a) a slight
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minima can be seen at φ = 100◦ but this was likely due to flaws in the post processing
method since no features could be seen in the more detailed tests.
The fingerprints captured with the interaction volume at a water-aluminium interface
looks similar to that predicted by the FE interface model. This is likely because both
are created by mixing on a 2D plane and have no strict resonance requirements. The
experimental measurements of the surface mixing were limited in interaction angle
range due to the geometry of the apparatus. It would be interesting to see if the response
would peak at an interaction similar to that of the kissing interface. This might indicate
that the surface mixing is also related to the component of stress normal to the interface
as discussed later in this chapter in the section titled ‘Absolute interface load’.
7.3 Preliminary interface testing
Early on in the project, after confirming the technique could acquire fingerprints from
solid aluminium, some preliminary testing was conducted on a kissing interface sample.
This sample was constructed as described in Chapter 3, with finely polished surfaces, but
there was uncertainty over the alloy of aluminium so the bulk mixing behaviour might
not be expected to match exactly with the 2024 T351 aluminium samples used for bulk
testing. The behaviour of the interface would likely be the same with the different types
of aluminium so it was a useful test of kissing bond behaviour. The results presented
later in Sections 7.4 and 7.5 used 2024 T351 aluminium to make them consistent with
the bulk work.
When using the bolt loading method it was unknown if the contact between the two
faces would be at too high loading to allow the acoustic waves to part them, or if the
contact would be so poor as to get very low transmission across the interface. This
early work confirmed that the compressive loading of two blocks using bolts created
an interface within the desired range and that it was possible to get reliable fingerprints
from it. Many improvements to the experimental method were made after or as a result
of this testing (including temperature control of the water and adjusting experimental
geometry to allow desired interaction angles and depths), as such the accuracy of these
results is limited. They have been included here because the lack of precision does not
limit the ability to observe the different behaviour of this interface when compared to
later samples. Its response helps build a more complete picture of possible interface
behaviour.
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7.3.1 Interface fingerprints
Testing was conducted with a reference input frequency of 5 MHz on a 60 mm thick
aluminium sample with the interaction centred on the interface at the middle of the
sample. Figure 7.2 (a) shows the result of the high resolution inspection of the a− φ
parameter space, taking 16 hours to complete. This fingerprint is similar in many ways
to the FE modelled prediction, Figure 7.1. The dominant feature is the broad, rounded
peak at around φ = 83◦ and a = 1.15. A comparison between the absolute position of
this peak and the FE model will not be made here as the precision of the experiment was
limited at this time. Later testing will include such comparisons.
a) b)
Figure 7.2: Fingerprints of preliminary interface sample, a) loaded with 2 Nm bolts and
measured at 30 mm deep, b) loaded with 8 Nm and measured at 15 mm deep.
The other notable feature is the multiple bands at large interaction angles. These
were not seen in the FE results, Figure 7.1, and it is unclear if their source is related
to the CAN mixing or a mechanism similar to that which caused the banding in the
solid samples. In the case of the solid samples it was determined that beam overlap
at the water-aluminium interface created a mixing effect, perhaps the aluminium-air-
aluminium interface can cause something similar.
For comparison, a measurement was taken at a depth of 15 mm in the sample, in the
centre of the top block, Figure 7.2 (b). As expected this showed a response similar
to that seen in the bulk mixing chapter. The signal produced within the bulk in this
case propagated through the interface. Since such a strong signal was received, as
indicated by the good signal to noise ratio, this suggests that the interface had good
contact between the two aluminium faces. As the frequency ratio was altered the beam
would be scattered onto a different part of the interface so the fingerprint presented here
is influenced by the spatial variation in transmission of the interface. An attempt to
measure the fingerprint of a volume below the interface was made but the geometry
159
CHAPTER 7. INTERFACE MIXING
of the experiment meant that the interaction angles were too small to detect the bulk
mixing.
Interaction angle,  [deg]




























Figure 7.3: Scattering amplitudes at a = 1.2 for the preliminary aluminium interface sample
loaded by bolts at 2 Nm, 4 Nm, and 6 Nm. The results are an average of four measurements
each.
Next, testing was conducted with a range of torques on the sample’s bolts to investigate
which ranges would be useful for later tests. Figure 7.3 shows the response at a = 1.2
using a small torque wrench in the 2 Nm − 6 Nm range. It was observed that the
scattering reduced in amplitude at all interaction angles (except for perhaps the extreme
φ = 110◦ case) as torque was increased. This suggests that this range of loading was in
the regime where the response was dominated by the behaviour of increased loading
making it more difficult for the acoustic waves to open the interface. It would be
interesting to observe the other regime where the dominant effect is the increase in signal
with loading due to a greater fraction of the surfaces being brought into contact. Thus,
plans to produce a lower loading force were devised involving the use of spring force
rather than bolting force. This method was not used, however, because later samples
appeared to spread the loading differently and did not require it.
There was very little change between the 4 Nm and 6 Nm tests, this is somewhat
surprising as it might be expected that by increasing load the signal would keep dropping
until none is produced. Instead it appears to be plateauing at a measurable level. To
further test this a larger torque wrench was used to apply between 5 Nm and 25 Nm of
torque, Figure 7.4. It can be seen that anomalously the 10 Nm test produced less signal
than the 15 Nm, but generally the amplitude reduced to a constant level as loading
increased. The irregularity may be due to the way bolts load the interface, perhaps one
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Figure 7.4: Scattering amplitudes at a = 1.2 for the preliminary aluminium interface sample
loaded by bolts at 5 Nm, 10 Nm, 15 Nm, 20 Nm and 25 Nm.
of the bolts increased in loading more than another (when going from 10 Nm to 15 Nm)
creating and imbalance and distorting the contact at the interface. It is also possible
that the interfaces moved with respect to each other. In later testing great care was
taken to load the bolts in an order that minimises imbalances and not to push on the
plates unevenly while torque is being applied. Changes in exactly how the interfaces
are positioned with respect to each other are likely to be the cause of the many different
fingerprint shapes seen throughout this section of preliminary testing.
Figure 7.5: Parametric mixing response of aluminium-aluminium kissing interface, bolts at
5 Nm, with water ingress. Colour scale indicates scattering amplitude.
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In one of the tests water entered the interface due to incomplete sealing of the sample.
This resulted in the fingerprint shown in Figure 7.5. It appears that the water shifted
the peak frequency ratio and allowed for mixing of a similar amplitude across a wider
range of interaction angles. The dynamics of the aluminium-water-aluminium interface
are complex and are outside the scope of this work. This fingerprint is significantly
different from the dry interface case so might allow for detection of the two different
states with further validation.
7.3.2 Repeatability
Having seen the sensitivity to conditions it is important to look at measurement variation.
The following measurements were made to assess the variability of the fingerprint. In
the results presented in Figure 7.6 (a) the sample was left in place between the sweeps
of interaction angle. 20 sweeps were made in a row, each one taking 10 minutes. It can
be seen that there is a variation in amplitude of approximately ±4% at all interaction
angles. This error is much smaller than the features discussed above. Figure 7.6 (b)
tests the day to day repeatability of the experimental method. The sample was removed
from the set-up between each run so this also tests the effect of sample positioning
variation on the order of a millimetre (the approximate accuracy achieved by the sample
holder jig). The variation between these measurements was not significantly different
from the results shown in (a).
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Figure 7.6: Scattering amplitudes at a = 1.2 for the preliminary aluminium interface sample
loaded by bolts at 8 Nm. a) 20 successive measurement sweeps through interaction angle without
movement of the sample. b) Three measurements taken on two different days with sample
removed and replaced in between. The date is indicated in the legend.
The above results show that the method can achieve reliable measurements of non-
collinear scattering from an interface and that the torque on the bolts can be used as
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a means to control the interface loading. It was seen that scattering occurred across a
wide range of interaction angles and frequency ratios. It was unclear if CAN related
mixing extended to interaction angles larger than 110◦ because these tests were not
conducted over a wide enough range and better control of the amplitude is required to
make relative comparison with bulk fingerprints. The work below seeks to do this.
One of the major improvements made after this early testing was the prediction of
angle of scattering that allowed the post processor to reliably capture the signal of
interest. The near surface testing, Chapter 6, showed that a 2D scattering source would
produce a wave at a different angle from that predicted by momentum summation of
the input waves. In Chapter 8 the new interface/CAN prediction equation is tested on
experimental scattering from a kissing interface, and the predictions will be extended
to an interface at an arbitrary angle. In general, it was found that the planar source
equations gave a better estimate of scattering position on the array so were used for the
data presented below.
7.4 Rough kissing interface
A new interface sample using the same aluminium alloy as used in the bulk material
testing was machined. Initially the blocks were polished in a similar way to the
preliminary sample but it was found that very little signal was produced by the interface.
This was because of poor contact between the faces, with very little of the input beams
propagating through. The reason for this was likely that there was a macroscopic
unevenness to the surfaces possibly due to a curvature in one of the grinding or polishing
disks. To fix this the surfaces were ground flat by hand on sheets of abrasive paper, the
last and finest of which was P1000 grit (18 micron average particle size). This is much
coarser than the diamond suspensions, as small as 1 micron, used for the preliminary and
later polished sample work. While the sample was in this rough state the opportunity
was taken to investigate the response of a rougher interface. This also served to check if
the surfaces had been made flat by the sanding.
Figure 7.7 (a) shows a fingerprint of the compression loaded interface sample, with the
volume of interaction centred on the interface. The reduction in signal seen at 125◦
and greater is due to the geometric limitation mentioned in Chapter 5, Section 5.3.3. A
peak in mixing behaviour is observed at around 75◦ and a frequency ratio of 0.9 in this
case. There is a much smaller peak at around 100◦, and a very slight peak at frequency
ratios around 0.85 at 120◦. The maximum scattering amplitude from the interface was
an order of magnitude larger than that from the solid sample at the same depth, shown
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a) b)
Figure 7.7: 5 MHz experimentally measured parametric response of, a) aluminium kissing
rough interface sample at a depth of 30 mm, the middle of the block. Bolt torque at 40 Nm.
b) solid reference block, also at 30 mm, as seen in Chapter 5. The scattering amplitudes of
the two plots have been standardised and normalised to the peak value which occurred in the
interface case. White line indicates the resonant conditions.
in Figure 7.7 (b). Both these fingerprints were normalised to the maximal scattering
amplitude recorded from the interface mixing case, allowing for relative comparison of
the bulk and interface mixing.
FE modelling predicted a peak at 78◦ compared with the observed 75◦. The experiment
has an absolute error of ±3◦ and the modelling only had a resolution of 5◦ so these
values are within error bounds. The optimum frequency ratio of the model was 1.0
but after applying the experimental centre frequency correction it was shifted to around
0.95. This compares with the experimental peak frequency ratio of 0.90, again showing
good agreement. The slight peak in Figure 7.7 (a) at 120◦ is expected as the bulk mixing
peaks here, as seen in (b). The peak at 100◦ was predicted by the classical model but
not seen in the solid experimental measurement, thus it is unlikely that this peak is
due to bulk nonlinear mixing. The CAN FE modelling also suggested that interface
mixing was not the source of this peak, making the origin of this peak unclear. Later
in this section fingerprints are captured at different interface loadings, some exhibit no
secondary peaking so perhaps the model would also produce secondary peaks given
particular interface conditions.
7.4.1 Rough interface loading response
The only notable trends in the fingerprints appear to occur in the interaction angle
dimension therefore further testing was conducted at a single frequency ratio, 0.9. This
was selected as it was near the peak response points of both solid and interface samples
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Figure 7.8: (a) Scattering amplitudes from aluminium compression loaded rough interface
sample at a frequency ratio of 0.9 with bolt torques ranging from 10 to 40 Nm. The first loading
cycle is labeled ‘a’, and the second ‘b’. The peak scattering amplitude is an arbitrary unit relative
to the maximum scattering observed in Figure 7.7. (b) This plot contains the same data as (a)
except it has been peak normalised for each loading point.
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and far enough away from 1.0 that it had reduced noise due to the frequency filtering.
Values for the peak scattering amplitude are presented in two ways in the following
sections. In part (a) of the subsequent figures the values have been normalised by the
peak value obtained in the kissing interface fingerprint, Figure 7.7. In part (b) the data is
normalised by the peak scattering of each parametric sweep. The former is to allow for
absolute amplitude trends to be compared and the latter for comparison of fingerprint
shapes.
Figure 7.8 (a) shows the scattering response of the interface region at a frequency ratio
of 0.9 with bolts torqued between 10 Nm and 40 Nm. This range was used because
very little signal was observable with the torque below 10 Nm, and 40 Nm was as much
as could be applied to the sample with the torque wrench. Since it is very difficult to
know accurately the interface pressure with this experimental method bolt torque will be
referred to as the controlled variable. Interface pressure and bolt torque are predicted to
be proportional and further discussion of the likely interface pressure occurs in Section
7.5. The sample was preloaded to 40 Nm before the two full loading cycles, ‘a’ and ‘b’,
were tested. For the cycles the bolts were torqued to 10 Nm initially then increased in
steps of 10 Nm up to 40 Nm.
As the loading was increased the amount of mixing increased. When 10 Nm was applied
the main CAN related peak is seen at around 76◦, this shifted approximately 2◦ towards
smaller interaction angles as the load increased. This plot also shows that there was
an overall trend of increased scattering with each loading cycle. This can be explained
by the fact that the interface was never fully unloaded during these cycles, each bolt
was unloaded from 40 Nm and re-tightened to 10 Nm in turn, keeping the faces in
constant contact. This method was intended to stop the faces moving relative to each
other between each cycle, keeping the same parts of the interface in contact. Due to
this it is expected that the surface asperities will gradually deform to match each other,
increasing the contact between the two faces and thus the transmission.
Despite the many differences in the parameter space at various loads it is notable how
similar the trends are when peak normalised, as shown in Figure 7.8 (b). The shape
produced is very different from the solid sample response demonstrating the potential
of this technique to identify the presence of kissing bonds at a range of loads. There
are also many subtle trends visible in this normalised data; firstly, as torque is increased
from 10 Nm to 30 Nm the 100◦ feature becomes more pronounced, but it is unchanged
when further increased to 40 Nm. Secondly, there is a notable lack of change in the
relative amplitudes of scattering seen at 76◦ and 120◦. It might be expected that these
areas should respond differently to increased interface load if the former is due to CAN
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and the latter classical bulk nonlinearities. If it is assumed that half the interaction
volume is above the interface and half below an equation for the expected bulk signal as
a fraction of the solid sample’s can be formed. The signal produced above the interface
is reduced by a factor of To, the transmission coefficient at the output frequency, and the
signal created below the interface would be reduced by T 2i due to the reduction of both
input beams by the interface, thus
Si = 0.5× (T 2i +To)×Ss (7.1)
where Si is the predicted classical signal amplitude from the interface sample, and Ss is
the signal from a solid sample. As loading is increased both the transmission coefficients
would be expected to increase resulting in a monotonic relationship between loading
and Si. There is not a direct relationship predicted between transmission coefficient and
CAN mixing amplitude so it would be likely to scale differently. The assumption that the
signal seen at 120◦ is due to bulk nonlinearities is likely to be false though, as can be seen
upon further analysis of Figure 7.8. The scattering amplitude of the interface sample is
0.17 arbitrary units at 120◦ and frequency ratio of 0.9. This compares with 0.11 in the
solid block in Figure 7.7 (b) at the same frequency ratio and angle. Therefore, even
if the interface were perfectly transmissive (which it is not) the scattering due to bulk
nonlinearities could only account for 64% of the overall scattering produced. Therefore
the interface must be responsible for a significant amount of the scattering observed at
120◦. This concept is investigated in greater detail in relation to the polished interface
in Section 7.5.
7.4.2 Input amplitude scaling
For CAN to occur it is critical that the acoustic waves create enough tensile force at
the interface to allow the interface to open (or slide). The behaviour of the interface
would be expected to be related to the ratio of the acoustic force to the static mechanical
loading. The sample was tested above by varying the mechanical load but in this section
the ratio is altered by changing the acoustic stresses. This was done by varying the
output voltage of the arbitrary waveform generators from 1 V down to 0.1 V. The results
are presented differently in this section, focusing on only the amplitude of the scattered
signal. Figure 7.9 shows the peak scattered signal amplitude produced at a = 0.9 and
φ = 75◦ with bolts at 40 Nm. There is a strong linear correlation between the product of
the input amplitudes and the scattered amplitude, with only a slight offset due to noise.
The strength of the input beams was measured without the sample in the rig in order
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Figure 7.9: Scattering amplitudes at a = 0.9 and φ = 75◦ for rough aluminium interface loaded
by bolts at 40 Nm. Tests were conducted with six different input signal amplitudes.
to calibrate the results because the output voltage setting from the arbitrary waveform
generators is not accurate enough on its own.
This directly proportional relationship might be expected since bulk mixing showed a
similar response. The precision of the applied acoustic stresses was much better than
that of the bolt torque method allowing for certainty in the load-scattered amplitude
relationship. As was mentioned during discussion of the static load results it would be
interesting to conduct tests on an interface in a different static:acoustic loading regime.
The intention of conducting this test at maximal loading was to see if the reduction
in acoustic stress would reduce it to levels unable to open the interface. This did not
occur, likely due to the microscopic variation in surface contact that had a large range of
contact loadings present. It would also be interesting to conduct this test on a polished
interface as the range of microscopic loading should be much less, however due to time
constraints this was not possible in this work.
7.4.3 Repeatability
To demonstrate the repeatability of the method a plot of measurements taken at 40 Nm
torque is shown in Figure 7.10. It contains a parametric sweep taken after the plates
were first loaded to 40 Nm (the pretest measurement), another taken after the load
was released and then reapplied on each bolt in turn ‘a’, and two after a second load
cycle ‘b’. The sample was removed from the immersion tank and replaced between
168
CHAPTER 7. INTERFACE MIXING
Interaction angle [deg]



























































Figure 7.10: Scattering amplitudes at a frequency ratio of 0.9 for the rough interface sample. (a)
The measurements at 40 Nm torque are shown from the pretest cycle, cycle ‘a’, and two cycle
‘b’ tests. The peak scattering amplitude is an arbitrary unit relative to the maximum scattering
observed in Figure 7.7 (a). (b) This plot contains the same data as (a) except it has been peak
normalised for each loading point.
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the two ‘b’ tests. It can be seen in Figure 7.10 (a) that the pretest measurement had
amplitudes 25% smaller than the cycles that followed, and that there was about a 10%
variation in amplitudes of cycles a and b. The variation in amplitude with cycle number
is expected as surface asperities are altered by each successive cycle, although most
of the deformation occurs during the first, as shown in Drinkwater et al.’s study (105).
Initially the surfaces only contact where they are locally raised. Due to the small area
in contact this area is under high load and unable to be overcome by the acoustic stress.
The remaining troughs are not in contact so transmit no signal. The combination of these
factors leads to small CAN signals when the plates are first brought together but cause
the signal to increase as the surfaces conform to each other. This process is expected
to be more dominant in a roughly ground interface case than for a polished interface
because the asperities of the polished interface should be much smaller and form a better
match initially.
The normalised data in Figure 7.10 (b) displays very good agreement between the
measurements, only the pretest response significantly differed from the others, having a
smaller 120◦ to main peak ratio. Some difference would be expected due to the changing
interface condition discussed above. This data gives an indication of the repeatability
of the measurement, showing that peak normalisation results in consistent parametric
trends when the sample is unaltered. Measurements taken consecutively without the
removal of the sample were conducted, these showed even smaller variation than seen
above, leading to the conclusion that positioning of the sample is the primary cause
of the slight variation observed in ‘40Nm b’ trends in Figure 7.10. The impact of
positioning is explored in the following section.
7.4.4 Position sensitivity
There is certainly variation, to some degree, in the average surface height of the
blocks between points a few millimeters apart due to the limitations of the production
method used, therefore it is expected that some macroscopic regions of the interface
will be under greater average load than others despite efforts to design a geometry that
minimises loading variability. Due to this it might be expected that testing a different
region of the interface could yield a fingerprint that resembles another taken at a different
torque setting. To investigate this the interface sample had scattering measurements
taken at various points along the central axis of the sample, specifically at 0, 2, 4, and
5 mm from the centre. In Figure 7.11 (a) the unadjusted scattering amplitudes can be
seen. The bolt torque was 40 Nm for this testing. The reduction in signal observed
at above 120◦ for increasing displacements is related to the input beam clipping issue
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mentioned previously.
At all measured loads the parametric response peaked at around 74± 2◦, clearly
identifying the presence of a kissing interface. There is some variation between
measurements taken at nominally the same position, but when peak normalised the four
different positions show clearly distinct trends. This demonstrates that the method was
sensitive to position changes on the order of 1 mm. Therefore some of the error between
measurements at the same intended position is likely due to positioning inaccuracies
which were approximately ±0.5 mm.
The largest difference between measurement points in Figure 7.11 (a) was the drop in
amplitude when displacing from the central position. Moving only 2 mm caused a 25%
drop in signal. The diameter of the interaction area on the interface at the -3dB limits
is estimated to be 21 mm by beam divergence calculations (-3dB was selected rather
than -6dB due to the scattering being a product of the square of the input amplitude).
In the 2 mm translation roughly 12% of the initial surface area moved outside of the
new overlap area. It is possible that a highly CAN active area of the interface was
moved outside the interaction region and that the new area was not very active, but
the disproportionately large change of 25% means this is unlikely. Another possible
explanation is proposed at the end of this section.
Figure 7.11 (b) also contains some interesting trends. The width of the main peak
is much larger at 4 mm displacement and it has a rounded peak. The peak response
interaction angle varies by about 4◦ between the tests and the smaller peak at 100◦ does
not exist other than at 0 mm. Some of these trends are similar to those observed as load
was varied in Figure 7.8, such as peak shifting, but others are quite different, e.g. the
large peak width changes. This implies that the shape of the response must be related to
more than just average interface loading within the interaction area, indicating that there
are other factor(s) causing the variation despite the surfaces being uniformly rough.
The combination of the rapidly changing amplitudes and shapes of the parametric
trend therefore probably have a more complex cause than has been discussed above.
One explanation is that the overlapping input shear waves constructively produce lines
of positive and negative tensile stress on the interface with regions of destructive
interference in between. It is these lines where the waves cancel each other that create
transmission at the interface when otherwise it might be open due to the tensile forces
of the individual beams, thus these lines are the sources of the non-collinearly mixed
signal. The lines have a spacing of approximately 1 mm (dependent on interaction angle
and frequency ratio) and are at fixed places on the interface when the frequency ratio
is one. At other ratios these sampling lines sweep across the interface, sweeping faster
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Figure 7.11: Scattering amplitudes at 0.9 frequency ratio of rough aluminium interface loaded
by bolts at 40 Nm. Tests were conducted with the sample in four different positions, with 0 mm
displacement being the same position as used for the other rough interface tests. The legend
indicates the order in which the measurements were taken. The peak scattering amplitude is an
arbitrary unit relative to the maximum scattering observed in Figure 7.7. (b) This plot contains
the same data as (a) except it has been peak normalised for each position point.
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the further ratio is away from one. For the case of a 0.9 ratio, as used in this study, the
sampling lines will shift back to the starting pattern over the course of 10 cycles of the
reference input beam (at 5 MHz in this research). Therefore, the experiment’s sensitivity
is biased towards the lines of the interface that are sampled when the input pulses are
near their maxima due to the peak scattering amplitude being used as the measurement
metric. Movement of the sample or change in the interaction angle causes the position
of the sampling lines to be altered resulting in the complex parametric-space response
that was observed.
The theory presented above explains why a small movement, on the order of 1 mm,
could result in a different set of subsections of the interface being probed. The
combination of the movement of the interaction volume with the movements of the
sampling lines as interaction angle is changed therefore results in a complicated
response dependent on the interface conditions at all points within the regions being
sampled, rather than any averaged parameters. This behaviour is examined further in
Section 7.6 in relation to the adjustment of the timing of one input pulse in relation to
the other.
7.5 Polished kissing interface
After the rough interface had been tested another attempt was made to produce a
polished interface, finishing with the 1 micron diamond suspension on the rotary cloth
disk. Pictures of the surfaces are shown in Figure 7.12. It can be seen that the surfaces
were optically highly reflective but there were a few distortions visible in the reflections
around the bolt holes.
Everything else was kept the same between the rough and polished rounds of testing. It
is expected that the loading response of the polished sample should differ from the rough
one since lower loading is required to deform the smaller surface asperities resulting in
greater contact area at the same load. This larger contact area should spread the load,
reducing the average pressure of the contacting regions and result in an interface that
behaves more like the perfectly flat simulated interface of the FE modelling.
7.5.1 Linear interface properties
A c-scan of the kissing bond interface was taken with the bolts torqued to 20 Nm to get
a better basic understanding of the interface properties, Figure 7.13. A 25 mm diameter
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Figure 7.12: Photos of the interface surfaces after final polishing. Regular grids shown to assess
surface flatness.
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10 MHz transducer with a 203 mm focal length in water was used. The colour scale
indicates the relative amplitude of the reflection coming from the interface depth. The
figure shows that there is a ring of low reflecting interface about 20 mm from the centre
of the sample. This region of the interface probably has better transmission because the
surfaces are raised causing them to be under greater load than the rest of the interface.
The highest amplitude reflection came from a region near the edge of the interface, but
the centre of the interface was only 10% less reflective than this region. These features
indicate that the polishing or grinding did not create a perfectly flat surface, instead
removing too much material from the edges and centre of the plates. This profile was
probably created by the use of a rotary machine that was too small in diameter for the
sample or perhaps had an uneven surface. The rotary machine was only used for the
polished sample. The rougher sample was sanded by hand on a static flat sheet of wet
and dry paper so would not be expected to have this uneven profile.
Figure 7.13: C-scan of reflection from polished interface. Taken at 20 Nm bolt torque with
10 MHz, 25 mm diameter, focused transducer. A 10 mm grid is shown for scale. Arbitrary
reflection amplitude scale shown by colour.
To complement the c-scan information, through-thickness transmission measurements
were taken at various points along the long axis of the sample. The solid aluminium
sample was used as a reference for 100% interface transmission, Figure 7.14. This
testing was conducted with bolts torqued to 25 Nm with 5 MHz, 10 mm diameter,
unfocused transducers, with a 12◦ angle of incidence at the interface. The transmission
coefficient had a minimum of 2.3%, this occurred at -1 mm from the centre, and a
maximum of 71% at -23 mm. The negative distance is towards the end of the sample
marked ‘<<’ on the c-scan, Figure 7.13. There is a good agreement between the trends
observed in the c-scan and the transmission testing.
Clearly this interface is not ideal for testing. The geometry of the experiment is such
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Figure 7.14: Polished interface transmission tested at 25 Nm bolt torque. Negative distances are
towards chevron marked end of sample.
that the interaction angle range becomes more limited the further away the interaction
volume is from the centre of the sample so it cannot simply be moved off to the sides
where contact is better. In the future the use of a longer sample would allow more
flexibility in regards to this.
According to the divergence calculations in Section 7.4.4 using the -3dB beam width
the diameter of the interaction area at a depth of 30 mm and φ = 80◦ is around 21 mm.
This large interaction area will therefore extend into regions of the interface where the
transmission coefficient is 20% so it should be possible to get results despite the poor
contact at the centre. A small offset of 2 mm was used to put the interaction area closer
to the region of the interface with better contact with limited effect on the possible
interaction angles. The zero distance in Figure 7.14 corresponds to this 2 mm offset
position.
7.5.2 Nonlinear response
Positioning the interaction volume slightly off-centre as described above allowed a
fingerprint to be captured that had a reasonable signal to noise ratio. This was done
at a low resolution as earlier work had shown that the single frequency ratio tests were
a better use of scanning time. Bolts were torqued to 25 Nm, and the usual 5 MHz
reference frequency was used. The fingerprint, shown in Figure 7.15, indicated that
scattering was strongest at around φ = 75◦, as was seen in the preliminary and rough
tests, and at a = 0.9, in agreement with the rough interface results. The main difference
in the fingerprint was the increase in prominence of the secondary peak at φ = 106◦.
This compared with only a minor peak at around φ = 100◦ for the rough interface. In
the discussion of those results it was suggested that this peak may be an artifact of the
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sampling lines, meaning that the exact angle of occurrence is not significant.
Figure 7.15: 5 MHz experimentally measured parametric response of aluminium polished
kissing interface sample at a depth of 30 mm, the middle of the block. Bolt torque at 25 Nm.
The colour scale indicates the scattering amplitude.
This test suggested that again a = 0.9 would be optimal for further testing and that
enough signal was received to allow for investigation into loading response and other
behaviours.
The polished interface sample was tested with a range of applied loads in the same
way as the rough surface sample in Section 7.4. The data displayed in Figure 7.16 was
collected over the course of two loading cycles; the sample’s bolts were initially torqued
to 40 Nm before being individually unloaded and reloaded to 10 Nm to start the main test
cycles. This process aimed to reduce the effect of the surface asperities changing during
the following load cycles. It was noted that a strong mixing signal could be seen at
the 10 Nm torque case so for the second cycle a lower torque, 5 Nm, was investigated.
To inspect this lower torque a different torque wrench had to be used that could only
go up to 25 Nm. The smallest increments of load tested were 5 Nm as this was the
lowest change achievable with the method. A solid reference block made from the same
aluminium as the interface sample was also tested and is shown in Figure 7.16 (a).
The results seen in Figure 7.16 are very different from those of the rough interface
sample, Figure 7.8. They both have a main peak at around 70-80◦, but the trends in
relation to applied torque are almost opposites, with the exception of the 5 Nm load
case. 10 Nm produced the largest mixing signal, and as load increased to around 25 Nm
the signal dropped down to a plateau at about a third of the 10 Nm amplitude. There
was some significant variation visible between the two load cycles but overall trends
remained similar. The main variation was between 20 Nm measurements, with cycle
‘a’ producing half the signal of cycle ‘b’. This may be due to the inaccuracies of the
loading method, or perhaps the changing surface asperities. In cycle ‘b’ the reduction
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Figure 7.16: (a) Scattering amplitudes from polished aluminium interface sample at a frequency
ratio of 0.9 with bolt torques ranging from 5 to 40 Nm. The first loading cycle is labeled ‘a’, and
the second ‘b’. (b) Is the same data but peak normalised.
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in scattering happened gradually over the 10 - 25 Nm range, eventually reaching the
low scattering state seen in the 20 - 40 Nm measurements of cycle ‘a’. The particularly
interesting load case was the lowest one, with bolt torque at 5 Nm. This produced less
signal at all interaction angles than both the 10 Nm tests. These trends are shown with
greater clarity in Figure 7.17. This behaviour is expected due to the poorer contact
between the surfaces at lower load leading to low transmission across the interface, and
was probably the dominant mechanism behind the trend observed in the rough interface
sample. The polished sample data is interesting because it captures the transition from
the poor contact regime into the overloaded regime where the acoustic pressure is not
enough to open the interface.
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Figure 7.17: Maximum scattering amplitudes from polished aluminium interface sample at a
frequency ratio of 0.9 with bolt torque ranging from 5 to 40 Nm. The first loading cycle is
shown in blue, and the second in orange.
A couple more load dependent trends are apparent in the peak normalised Figure 7.16
(b). Higher load causes the main peak to narrow and increases the relative amplitude of
local maxima at 108◦ and 118◦. The narrowing of the main peak happens from one side
shifting it towards smaller interaction angles, this trend is similar to that of the rough
interface. The reason for this shift of the peak to smaller interaction angles as load is
increased is not known. These trends were shown most clearly in cycle ‘b’, gradually
transitioning from one shape to another while cycle ‘a’ changed more between 10 and
20 Nm but very little after then. This was the same as was observed in the amplitude
trends of part (a) of the figure.
In order to understand whether the differences between the rough and polished data are
due to a change in the macro surface profile (i.e. the creation of the raised circle, seen in
Figure 7.13) or if the roughness was the primary contributor the following argument is
presented: The surface profile of the rough sample is unknown but due to its production
method (linear sanding on a flat sheet of wet and dry paper) it is likely flatter than
the polished sample on a macroscopic level. This means that the interaction area in
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the middle of the rough sample would have been under greater average load than the
polished sample at the same torque level (due to the raised ring transferring most of the
force in the polished case). Despite this the rough sample showed no signs of entering
the overloaded regime, therefore the surface roughness is the primary contributor to the
loading trends observed.
Absolute Interface load
In the section above a peak in scattering from the interface was observed in terms of
bolt loading. In Blanloeuil et al.’s work (4) FE modelling predicted that the maximal
mixing response occurs when the interface load is 25% of the peak combined acoustic
loading. By knowing the acoustic loading that was applied to the experimental interface
it is possible to estimate what static load it was under. Predictions of interface loading
from the applied torque were made but the raised ring of the surfaces means that this
calculation is likely inaccurate for the central region.
To measure the acoustic load a laser vibrometer was used, Polytec OFV 2700. For this
test one of the interface sample blocks (30 mm thick) was placed with the polished
interface surface above the waterline and the rest of it below. One of the 5 MHz
transducers was submerged in the water and aimed at normal incidence to the underside
of the block. The spacing between the transducer and the block was similar to that used
in typical fingerprint measurements. The laser vibrometer was then used to measure the
displacement of the surface above the water. It detected a displacement of 2x10−10 m.






Where δ is the displacement, P is the pressure, ω is the angular frequency, and Z is the
impedance. Impedance is given by Z = ρc where c is the wave velocity. Rearranging
this gives an equation for pressure of
P = δρcω (7.3)
Because the measured displacement is at the boundary between materials with vastly
different impedances (aluminium-air) the surface of the solid will be displaced twice the
usual distance due to most of the wave reflecting off the interface, imparting extra force
on the solid. Therefore, in the bulk of the material (or in a perfect kissing interface)
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the displacement would be 10−10 m. This gives a pressure of 50 kNmm−2. This was
the estimated pressure caused by a longitudinal wave in the bulk material but in the
experiment shear waves are used. Looking at the mode conversion plot in Chapter 3,
Figure 3.6 it can be seen that at normal incidence (as was used for the interferometer
measurement) the pressure of the longitudinal wave is similar to that of a shear wave
produced by an incident angle of 15◦ to 25◦. This range produces interaction angles
from 65◦ to 125◦ so is fairly accurate for most of the experimental range. As discussed
in Blanloeuil et al.’s work, (5), at 45◦ to the interface a shear wave produces no tangential
stress in the interface, only normal stress. Thus, at an interaction angle of 90◦ the
two shear waves combine to exert up to double the stress calculated above, totaling
100 kNmm−2 = 0.1 MPa.
The experimental acoustic loading therefore suggests that a maximum in scattering will
occur when the static load on the interface is 0.025 MPa. Since the polished interface
produced a peak in scattering with a torque of 10 Nm this implies that 0.025 MPa was
applied in the centre of the interface in this case, not the 5 MPa predicted for a perfectly
flat surface. See Section 3.8 for the relation between torque and interface load.
The rough sample is believed to have had a more even load distribution across the
interface, so the prediction of 5 MPa in the interaction area is more likely. In this
case the loading is much higher than peak value of 0.025 MPa suggested above, yet
as load was increased the scattering did not decline. This is further proof that the rough
interface is not represented well by Blanloeuil et al.’s FE model, probably due to the
large distribution of contact stresses between the two faces.
7.5.3 Bulk mixing impact on interface fingerprints
The solid sample gives a baseline mixing response for the bulk nonlinearity. Figure 7.16
(a) shows that at 120◦ it produces slightly more signal than the polished interface at any
load. Equation 7.1, derived in the rough interface section, can be used to predict the bulk
nonlinear signal contribution to the overall measured signal by using the solid sample
measurement amplitude with the measured transmission coefficients of the interface.
The transmission was only measured at 5 MHz so this value will be used for the 10 MHz
factor as well. Generally higher frequencies would have a lower transmission coefficient
so the predicted bulk signal from the interface will likely be an overestimate.
It is difficult to estimate an accurate averaged transmission coefficient due to the non-
uniform beam intensity profiles; the centre of the beams contribute more to the mixing
than the edges. This is somewhat factored into the reduced -3 dB beam width as used
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earlier in this work. Taking a rough mean of the transmission coefficients over the
21 mm beam diameter gives a factor of about 8%. Using this value in Equation 7.1
predicts that the interface would reduce the bulk mixing signal amplitude by 96%.
Figure 7.16 (a) shows the solid sample produced a peak scattering amplitude of 0.22
(as normalised to the largest amplitude produced by interface mixing). This would be
reduced to 0.01 in this case, which is more than an order of magnitude smaller than the
signal detected at around φ = 120◦ in the loaded interface samples. Therefore, this work
confirms that the majority of signal produced in this region of the parameter space in the
polished interface sample was not due bulk mixing.
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Figure 7.18: Ratio of overall maximum to φ = 120◦ scattering amplitude for polished aluminium
interface sample at a frequency ratio of 0.9 with bolt torque ranging from 5 to 40 Nm. The first
loading cycle is shown in blue, and the second in orange.
A piece of evidence that could be thought of as conflicting with the above conclusion
is the ratio between the amplitude of scattering at the ‘CAN’ peak around φ = 76◦ and
φ = 120◦, shown in Figure 7.18. It shows that increasing torque reduced the ratio, this
happened because it lowered the ‘CAN’ peak amplitude much more than the mixing
at φ = 120◦. One reason why the mixing at 120◦ was not reduced as much could be
that a considerable component of it is due to bulk mixing, which would be increasing
with load, offsetting some of the reduction in CAN mixing. However, the loading tests
have shown that the relative strength of scattering at different interaction angles can
change even when at interaction angles outside of those that cause bulk mixing (e.g. the
φ = 100◦ feature in the rough sample). It seems more likely that something similar is
occurring in this case, perhaps due to a different subset of areas of the interface being
sampled at φ = 120◦ than at φ = 70◦−80◦, and these areas were responding differently
to the loading conditions.
It would have been useful to observe how the shape of the fingerprints changed with
position for the polished interface. It might have shown that the mixing at larger
interaction angles was position sensitive and therefore likely related to the sampling
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lines concept. Attempts were made to run the test with this polished interface but
problems with a lack of transmission in some regions meant that the results from this
were of little value. The results from the rough interface were highly informative
in regards to the potential for position sensitivity in the fingerprints, but further
investigation into smoother interfaces is required before firmer conclusions can be
drawn.
7.6 Inter-probe delay
As part of the calibration of the equipment before testing the delay between the two
input pulses was altered in order to ensure that the peaks of the pulses overlapped. This
was done simply by varying the delay on one of the pulses and observing the amplitude
of nonlinear scattering. If no peak in response was observed delay would be applied to
the other pulse instead. It is assumed that the delay that produces maximal scattering
corresponds to when the pulses are perfectly in sync. When testing solid materials a
smooth trend was observed in terms of delay, but when the interaction volume was
centred on a kissing interface a different behaviour occurred.
Interprobe delay [seconds] 10-6


























Figure 7.19: Peak scattering amplitude as the delay between the input pulses was varied. The
results include tests on a solid sample and the interface sample, and were taken with a variety of
interaction parameters as indicated in the legend. The scattering amplitudes are normalised for
each test.
Figure 7.19 shows an example of the results from these calibration procedures. The
plot includes two tests of a solid sample with the interaction volume within the solid
at interaction conditions near enough to resonance to get a strong mixing response.
183
CHAPTER 7. INTERFACE MIXING
These measurements are indicated by the lines marked ‘solid’ in the legend. Different
frequency ratios were used to show that the smooth behaviour is independent of it.
Fourier analysis of these solid results showed no significant higher frequency terms.
In contrast, the φ = 70◦, a = 0.9, interface sample test showed a very strong higher
frequency component, corresponding to a delay period of 2.0×10−6 seconds. The
measurement of this sample at the classically resonant case, however, did not. Results
from the polished interface sample are shown in the figure, with bolts torqued to 25 Nm.
The solid samples were checked many times at multiple frequency ratios and interaction
angles, but the periodic feature was never observed.
The explanation for the pattern seen in the interface sample at φ = 70◦ is related to
the discussion in Section 7.4.4 about position sensitivity in the rough interface. The
concept developed there was that the non-collinear method samples the interface at an
array of lines. As the delay between the pulses is altered these lines are shifted across
the interface. Delaying one of the beams by 2.0×10−6 s when the pulse is at 5 MHz
shifts the pulse a complete wavelength and results in approximately the same lines of the
interface being sampled, hence the observed periodicity. It is unclear why the testing of
interface samples at larger interaction angles did not also present this behaviour though.
Perhaps this is because the mixing occurring at φ = 120◦ in the interface sample is
mainly due to the bulk nonlinearities. This contradicts the conclusion reached from
analysis of the amplitude of the bulk signal and transmission coefficients in the previous
section, 7.5.3.
In order to collect fingerprints that are representative of an area of the interface a
method of sampling it more uniformly is required. This could be achieved in multiple
ways; the inter-probe delay could be swept by one period and the results from each
increment averaged, or longer input pulses could be used in combination with frequency
ratios away from one as these naturally sweep the interface over the course of the
pulse. The longer pulses method may be preferable because it does not require multiple
measurements to be made. Perhaps in this case it would be possible to see fluctuations
in the time domain of the scattered signal amplitude coming from the interface as the
probing lines sweep across it. Simply taking the peak from the signal (as is currently
done) may not be a good metric of the average interface properties in this case, as that
peak would relate only to the parts of the interface that create the most mixing, but says
nothing about the other parts of the interface. The measurement of the fluctuations as
the sampling lines sweep the interface may also be useful in understanding the variation
in properties of the interface that might relate to different types of defects.
On an unrelated note; during the inter-probe delay testing it was observed that the
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position of the scattered pulse on the array changed as the delay was altered. The
arrival time also changed, as would be expected, by half of the delay amount due to an
averaging effect between the overlap of the two beams. A delay of 2.0×10−6 seconds
caused the signal to move by about 4 mm on the array, analysis showed that this was
likely due to the fact that by changing the delay the overlap point of the peaks of the
input waves is moved spatially. Therefore, it is important when doing non-collinear
testing that the delay is properly calibrated, not only for the maximisation of scattered
signal, but also to avoid an offset effective interaction point which can reduce the quality
of the focusing on reception.
7.7 Conclusions
The non-collinear interaction of two shear waves in dry, aluminium, compression loaded
interfaces has been studied over a wide range of interaction angles and frequency
ratios in the shear-shear mixing case at around 5 MHz, forming ‘fingerprints’ of the
interface. This sample is intended to simulate an acoustically simple case of a kissing
bond to allow the fundamentals of a non-collinear approach to detecting more realistic
kissing bonds to be developed. The kissing interface samples displayed nonlinear
scattering fingerprints very different from the reference solid sample, producing signal at
interaction angles between 60◦ and 120◦. At all points in the loading range investigated
a characteristic shape was produced, peaking at around 75◦. This fingerprint was similar
to that predicted by Blanloeuil’s FE modelling (4) except for the secondary peaks in the
100◦ to 120◦ region in some cases. Frequency ratio was not studied in detail in this work
as the initial fingerprints had few apparent features in this dimension.
The rough and polished interfaces displayed different loading related behaviour; the
rough interface produced increasing amplitudes of scattering at all interaction angles as
the torque on the bolts was increased, the polished interface was more complex, rising
then falling within the loading range. These differences are likely due to the way the
surfaces contact each other; in the rough case increasing the loading brings more surface
area into contact increasing the CAN signal, but in the polished case a higher fraction
of the interface is in contact at a lower load and increasing the load further results in
much of the interface being under too much pressure to be acoustically separated, thus
reducing CAN signal. The results were complicated by the presence of a raised ring on
the polished surfaces, reducing the loading transferred to the central part of the interface.
Some preliminary results for a polished interface were included for comparison as this
test did not appear to have the same problem. In that case the scattering amplitude
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always reduced as loading increased, even when testing with a very low torque of 2 Nm.
It might be expected that for a smooth interface the load could be increased to the point
where the acoustic forces were not large enough to open it and cause CAN. The optically
smooth polished surface of both the preliminary and later tests however did not appear
to be reducing to a state of no scattering, instead plateauing in response as the load
increased above a certain level.
As well as changes in overall amplitude the shape of the fingerprints were altered by the
loading. Both interface types had smoother fingerprints at lower loads (less prominent
secondary peaks) and the interaction angle of the main peak shifted to smaller angles
as load increased. This showed that there is the possibility of measuring multiple
fingerprint features that relate to one interface/material parameter (in this case loading)
in order to improve the robustness of measurement of that parameter. From the testing it
was unclear what was causing many of these fingerprint features and the FE model did
not predict secondary peaks. The situation was complicated further when significantly
different fingerprints were measured for overlapping areas (around 20 mm in diameter)
of the rough interface, moved by only a couple of millimetres. It was shown that
the changes in the fingerprints did not correspond to the loading related behaviours
observed previously and that something else is likely the cause. Further testing of
this behaviour was attempted for the polished interface but problems with the interface
quality prevented meaningful analysis.
It is hypothesised that the position sensitivity and the secondary peaks could be due
to the non-collinear method having regions of greatly enhanced sensitivity where the
component of stress normal to the interface of the input beams cancel, forming an
array of sampling lines. These lines are spaced approximately one wavelength of the
input reference beam apart, with a sinusoidal transition from complete cancellation of
normal stresses to constructive interference and back again over that spacing, giving
some degree of width to the lines of high sensitivity. Therefore, this hypothesis suggests
that unevenness on the length scale less than a wavelength but greater than about a
tenth of a wavelength could cause the observed position sensitivity, about 0.1−1 mm at
5 MHz. Accurate measurement of the surface roughness on this length scale combined
with modelling is required to understand what the variation in loading would be in order
to confirm if this is a likely cause. The polished sample visually appeared to be smooth
on this length scale in the centre but the raised ring profile created gradients in contact
pressure around them and the large interaction area of the beams meant that it was not
possible to sample regions of uniform pressure.
Investigation of the impact of the delay between the two input beams added further
186
CHAPTER 7. INTERFACE MIXING
evidence for the concept of sampling lines. It showed that with a solid sample a smooth
variation in scattering amplitude was seen, with a single significant peak when the pulses
overlapped temporally and spatially. The φ ≈ 80◦ tests on the kissing interfaces had
this overall shape but superimposed on that an amplitude feature that oscillated with
a period corresponding to delaying one of the input beams by a wavelength. This
was shown to relate to sweeping the interference pattern across the interface by one
step, approximately back to its starting position. Tests conducted on interfaces at an
interaction angle of 120◦ however did not demonstrate this behaviour. This suggests
that the mixing at that angle was not due to the interface but to the bulk nonlinearities.
This conflicted with other evidence presented during the chapter that showed that the
contribution of bulk mixing to the fingerprints, even at classically resonant conditions,
was minor for the interfaces tested.
The loading method of adjusting bolt torque allowed for great flexibility in investigation
of the interface causing very little obstruction to measurement. This enabled multiple
parts of the interface to be tested and the sample to be moved under load to be c-scanned
and transmission tested, this would not be possible with a conventional universal testing
machine method. The main negative of the technique was the random error in loading
magnitude due to the unreliable frictional behaviour of the nuts/bolts and the systematic
error due to the difficulty in directly measuring the applied load. Calculating the
interface pressure was complicated further by the unevenness of the interface.
There are many more tests to be conducted to achieve a better understanding of the
non-collinear mixing at kissing interfaces. Testing on the polished interface was cut
short due to problems with its quality; it would be desirable to investigate the position
sensitivity of fingerprint features for a better contacting interface, as well as behaviour at
reduced acoustic loading. The effect of altering the reference input frequency was also
not explored, this could be of importance if scattering amplitude does not scale cubicly
like bulk mixing.
In the future use of focusing on input beams would allow interaction regions with far
fewer overlapping wavefronts to be made. This would probe the interface in greater
detail and might aid in the confirmation of interface properties varying on a wavelength
scale causing the position sensitivity trends and occurrence of features in the fingerprint
at large interaction angles. If using unfocused beams, sweeping the interaction nodes
along the interface, perhaps by altering the phase of the beams, and summing the
responses together might be a route to measuring a more averaged scattering value for
the interaction area. Alternatively, frequency ratios further from one with longer pulses
could achieve a similar level of sampling coverage. This could be useful if a faster
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measurement is required than scanning a focus across the whole area and would also
ensure that no parts of the interface are unsampled.
In this work there was only one interface at a known depth, in this case a non-collinear
c-scan could have been conducted by moving the input transducers and array along the
sample. If the defect is at an unknown depth the technique could be easily extended to
3D by sweeping the depth of the interaction volume. The fingerprint at each location
might then be analysed to identify the properties of the sample within the interaction
volume, allowing 3D positional detection of kissing bonds.
The following chapter studies the angle of scattering of the interface mixing in an
attempt to test the predictions of the geometric model that were developed in the
previous chapter. This model is then use to extend the mixing situations beyond what
was possible with the experimental configuration used for the above testing; with smaller
interaction angles, and arbitrary interface angles to the input beams. This leads to





CHAPTER 8. FURTHER INTERFACE THEORY
8.1 Introduction
In this chapter the theory behind non-collinear mixing at an interface will be studied
in more detail by using the geometric model developed in previous chapters. In the
near surface mixing chapter the model was used to predict the angle of scattering that
would be caused by a planar source, and compared with experimental data. This will
also be done here with the data collected from kissing interface scattering with the goal
of confirming if the scattering from an interface agrees with the model or the classical
momentum conservation equation.
Later the model is extended to cases not tested experimentally such as for an interface at
an arbitrary angle, and the possibility of mixing in other directions due to other features
of the interference pattern. It is hoped that in the future these predictions could be
validated either experimentally or with a more powerful model, such as Blanloeuil et
al.’s FE model. The amplitude of the scattering at an interface is not predicted by the
geometric model so that will not be discussed, rather, the model indicates what types of
mixing might be possible and what angles beams would be produced at.
8.2 Scattering angle from interface
In this section the angle prediction for a two-dimensional source that was derived in
Chapter 6 is applied to the experimental interface data to investigate if its predictions
are correct and the concept is also extended to include inclination of the source plane
to allow for the prediction of the scattering angle from oblique cracks/interfaces. The
previously derived equation for scattering angle, θ , is shown in terms of frequency ratio,










This equation is only applicable to the scattering of a sum frequency longitudinal wave
from two input shear waves. θ is defined relative to the bisector of the input waves.
8.2.1 Comparison with experimental measurements
In order to compare the predictions of the classical and geometric models with the
experimental results the point of highest scattering intensity on the array is plotted in
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Figure 8.1 as well as the predictions for a range of frequency ratios. The data shown is
from the rough contacting interface. As explained in Chapter 6, the scattering angle is
not plotted directly for a variety of reasons but is related to the position. Plots at a range
of frequency ratios are shown, with (c) a = 1 being a useful reference of symmetrical
scattering. In this case the predictions of the classical scattering angle, Equation 2.3,
and the new geometric prediction agree. The geometric prediction is labelled ‘CAN’ in
the plots due to its expected relevance to CAN scattering. A correction for the drift in
position due to experimental errors has been included in the predictions.
It can be seen that at a = 0.7,0.8,1.1 the ‘CAN’ prediction fits the experimental data
much better than the classical. However at a = 1.2 and 1.3 it might be thought that the
classical prediction fits better. The results from the near surface mixing showed worse
agreement at positive frequency ratios as well, suggesting something wrong with either
the model or the experiment. In future work the derivation should be checked, paying
close attention to the a terms.
Generally the results here are inconclusive due to the small difference between the
predictions of the two models compared with the errors inherent in the experiments.
The differences are smaller here than in Chapter 6 because the interaction volume is
half the distance from the array. The mixing is also weaker in this case reducing the
signal to noise ratio. It was mentioned in that chapter that at some points where the
experimental data appeared to disagree with the CAN prediction it was actually due to
an asymmetric beam being produced. This also is sometimes the case here, an example
of a = 1.2, φ = 86◦ is shown in Figure 8.2. The peak position used in Figure 8.1 is based
upon the smoothed data, plotted in blue in Figure 8.2.
Further work, either experimental or FE modelling, is required to validate the scattering
angle prediction of the geometric model. This is necessary to allow for accurate
calculation of scattered beam propagation direction which is important for industrial
use of non-collinear mixing techniques.
Although the kissing interface results were inconclusive the surface mixing ones
suggested that this model does a better job of predicting scattering angle from a 2D
source than the classical equation. Therefore, it is likely that the model is suitable for
modelling scattering from kissing bonds and is worthwhile developing the model further
in sections below.
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Figure 8.1: Position of peak signal on the array produced by mixing at a rough interface. A
range of frequency ratios are shown: a) 0.7, b) 0.8, c) 1, d) 1.2, and e) 1.3. The measured
position is plotted in black, the classical prediction in blue and the 2D source prediction in red.
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Figure 8.2: Beam profile of scattered beam at a = 1.2, φ = 86◦ from a rough kissing interface.
The measured signal is shown in orange and the fitted peak is in blue.
Rotated interface
In the section above the input beams were symmetrical in relation to the interface they
were mixing at. In the real world cracks or bond lines could be at any angle thus a
more general form of the equations are needed to predict the scattering angle for these
cases. The extension of the geometric model to an interface at an arbitrary angle is quite
simple, it uses the same basic equation as the normal case. The angle of scattering, θ , is
dictated by spacing between where the interference pattern nodes hit the interface, and







The difference is that the delay term must be modified to include the added time delay
for the downwards moving nodes to reach the interface due to its slant. Also the spacing
must be modified to account for the increased distance between the points where the




Figure 8.3: Schematic of modifiers geometric model due to an interface at an arbitrary angle θ .
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With these adjustments the delay term then becomes
delay =
jy + interface drop
vn
(8.3)
where the change in the interface’s vertical position is given by



















The spacing between the nodes was previously given by the horizontal component of
j. Therefore, the distance between nodes for an arbitrary angle interface is jx cos(θI).






























It should be noted that these equations calculate the scattering angle from the interface,
but since the interface can now be rotated this rotation must be added to the above result
to obtain the scattering angle in terms of from the y-axis direction, θy.












The sign convention is such that rotation of the interface is positive in the clockwise
direction, and deflection of the scattered beam is also positive in the clockwise direction.
The left input beam is defined as the reference for frequency ratio. Putting some example
values into this equation of vL = 6374, vT = 3160, a = 1, φ = 100◦, and θI = 20◦ gives
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a scattering angle relative to the y-axis, θy, of −6◦. Showing that positive rotation of
the interface causes the wave to scatter at a negative angle in this case. This cannot
be assumed for all cases though; at much larger interaction angles the scattering angle
becomes positive with positive interface rotation.
Comparing Equation 8.10 to its fixed interface angle equivalent, Equation 8.1, shows
three main differences, firstly the rotation of the scattering by the interface angle due
to the θI term at the start. Next is the cosθI term which can be thought of as due
to the modification of the nodal spacing when projected onto the angled interface, and
finally tanθI cos(φ/2) which is due to the modified time delay between successive node-
interface overlaps because of the inclined plane.
There is very little data available to verify if the above equation is correct. One example
is in a modelling paper by Blanloeuil et al. (4), reproduced in Figure 8.4, which suggests
that the classical, momentum conserving, prediction is not correct. In the bottom right
quadrant of the figure the scattered wave is slightly off to the side of the predicted blue
arrow. The parameters of the model were vL = 6153, vT = 3100, a = 1, φ = 100◦, and
θI =−20◦. If these are put into the 2D source scattering angle equation, Equation 8.10,
it gives 6◦, matching the observed scattered beam.
If proved to be correct the above equation would be very useful for quickly calculating
scattering angles for a wide range of mixing cases without the need to simulate the
mixing in a more detailed way, such as using FE.
8.3 Scattering in alternative directions
8.3.1 Fourth direction scattering
This model can be extended further to include mixing in the fourth direction as identified
in Figure 4.1. In the bulk case this direction is not allowed due to momentum
conservation rules, but these do not apply in the same way to a 2D interface. The vector j
was defined as the relative position between two horizontally neighbouring nodal points,
but for scattering in the fourth direction it is the relation between vertical neighbours that
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Figure 8.4: From Blanloeuil et al.’s work (4). Directivity patterns for two incident shear waves,
for crack angle α = 0◦ and 20◦. Tangential displacements, u∗
θ
, for the fundamental frequency
and radial displacements, u∗r , for double frequency are plotted. The direction of propagation of
the reflected (kArefT and k
Bref




T ) shear waves predicted by the Snell-







T . The crack is represented by the dashed line.
196
CHAPTER 8. FURTHER INTERFACE THEORY
Following the same steps as used above for scattering in the third direction results in the
following equation.












The only difference between this and Equation 8.10 is the inversion of the frequency
ratio term. This results in a division by zero when a = 1. It also does not produce a real
solution with any of the values of a and φ experimentally tested in this work. Instead it
requires quite extreme conditions to produce a result. In the case where the interface is
horizontal an equation can be derived for how small an interaction is required to produce








For vL = 6153, vT = 3100, a = 0.5 this gives φ < 19◦ for example. With these values
and an interaction angle of φ = 16◦ equation 8.12 predicts a beam would be produced
at −57◦. This compares with −5◦ predicted by interference nodes in the 3-direction
which was discussed in the sections above, and −3◦ given by the classical momentum
summation. The classical equation essentially calculates the angle of lines formed in the
interference pattern. Although classical mixing is not allowed in the fourth direction an








This was derived in the same way as the bulk mixing angle Equation 5.11 from
geometric principles. The value from this equation can be useful for visualising how the
interference pattern will interact with interfaces at varying angles. The fourth direction
CAN scattering equation only gives solutions when the interface is at angles close to the
fourth direction interference pattern angle.
When the mismatch between the two angles is too large it results in the signal from
one node-interface overlap point arriving at the next node-interface overlap point before
the interference pattern has translated towards the interface enough for the overlap to
occur. This problem can also occur in the normal third direction CAN scattering case,
but with the parametric ranges investigated here a steep interface angle is required. For
vL = 6153, vT = 3100, a = 1.0, and φ = 80◦ the cutoff interface angle is ±40◦. This
makes sense because it is the angle of directions one and two, the input beam angles.
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Since a = 1.0 there is no forth direction so both third and fourth direction equations for
scattering prediction do not work for interfaces rotated more than this angle in this case.
The fact that neither the third or fourth direction equations for scattering angle produce
results with some input conditions does not necessarily mean that interface mixing
will not occur. It is possible that in these cases the scattering angle would instead be
defined by the delay between nodal overlaps from successive cycles. To factor this in
the equations would need to include an integer term corresponding to the time delay,
and position change of the nodes corresponding to the following, or earlier, cycles. This
extension of the theory was not done here as the basic equations have not been proven
correct yet.
Despite the author’s hesitation to further develop the theory for the third and fourth
direction scattering it was felt that scattering due to the first and second directions
patterns warranted examination. But again, this should not be approached as fact due to
a lack of experimental validation.
8.3.2 First and second direction scattering
The first and second directions are simply those relating to the wavefronts of the input
waves. In the bulk case mixing caused by constructive nodes in these orientations would
be expected to produce scattering in the same directions as the input waves. It is unclear
if this form of mixing is possible and it might be difficult to differentiate it from the
harmonics of the input beams on their own. This topic might be worth investigating
further in the future but for now the focus is on the behaviour of mixing at interfaces
instead.
Due to the way the interference pattern moves it is possible that interface mixing may
occur in a direction dictated by the first and second lines of the pattern if the interface is
rotated such that it is in a similar orientation. This beam would not simply propagate in
the same direction as one of the input beams (unless the interface was at the same angle
as the input beam wavefront) due to the time delay between nodal-interface overlaps.
Following a similar method to that used for scattering from third and forth directions
an equation can be derived for the scattering angles that would be expected in this new
case.









Where ± is positive for the first direction case, and negative for the second, as defined
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by the sign convention described earlier. This equation is similar to the previous one
except it is not dependent on frequency ratio. This is because the orientation of the
nodes in the first and second directions is only due to the input wave angles, not their
relative frequencies.
8.4 Snell’s law
Another way of approaching this problem is to consider the interference pattern
directions as beam wavefronts that are refracted by the interface according to Snell’s
law. This method was approached with skepticism by the author as these are not
real waves, only existing in the interference pattern. If the input beam is treated as
though it is traveling in the direction perpendicular to the ‘wavefronts’ that define it and
the velocity of it is calculated as the component of the node velocity, Equation 6.2,
in the effective direction of motion of the wavefronts, ve = vn cosθinput , then this
interpretation produces the same results as the equations derived above. It works for
all of the directions discussed previously and provides a more visual way to understand
the scattering behaviour at an interface.
8.5 Conclusions
The geometric model offers great potential for prediction of scattering angles for a
variety of interface mixing cases. Currently it is difficult to validate the predictions but
in Chapter 6 it was shown that a planar mixing source appeared to behave more similarly
to the geometric equations than the classical ones, and in this chapter some further
validation was provided, although the errors in the process prevented a conclusive result.
Mixing at an interface does not appear to be limited by any ‘resonant conditions’, as was
seen in the previous chapter where mixing occurred over a wide range of interaction
angles. In this chapter it was suggested that many other mixing cases may also exist
due to the other lines formed in the interference pattern, although these would not have
occurred within the parametric ranges investigated experimentally. These other interface
interaction cases appear to become possible when the interface is rotated to an angle
similar to the wavefronts of one of the input beams, Figure 8.5 (a), or when a narrow
interaction angle is used, (b).
In the example of Figure 8.5 (a) a frequency ratio of 2.5 was used. This results in
the orientation of the fourth nodal direction becoming close to that of the interface
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Figure 8.5: Examples of the direction of propagation of all possible beams. a) For the φ = 80◦,
a = 2.5, θI = 55◦ case. b) φ = 40◦, a = 1.5, θI = 0◦. Transmitted beams are shown as solid lines
and dashed lines are reflected although this concept is not rigidly applicable when beams enter
the interface from opposite sides.
angle, giving valid solutions for the production of a fourth directional beam. The cases
shown in the examples suggests that interface mixing could produce scattering in three
directions at once (or six if scattering in the reflection direction is included). Further
testing should be done to confirm if these beams are actually produced and what their
relative amplitudes are. If these first, second, and fourth directional beams are real
understanding them will be vital to interpretation of future non-collinear mixing results







This chapter discusses how the work presented in previous chapters relates to the
application of non-collinear mixing in composite materials, such as CFRP. It also
includes some further test results that inform how the technique might be used for
inspection on composites in the future.
9.2 Complexities of composite testing
The original goal of this research was to develop a method of detecting kissing bonds
in the adhesive bond lines of CFRP structures. Early on in the research testing was
conducted on 4.4 mm thick co-bonded CFRP samples. The samples had a range of
concentrations of release agent applied to the half that was cured first. The fingerprints
measured from these samples had many more features than those of the solid metal
samples and no correlation between release agent concentration and fingerprint features
could be found. An example fingerprint is shown in Figure 9.1.
Figure 9.1: An example fingerprint of a thin co-bonded CFRP sample measured with a reference
input frequency of 5 MHz.
Interpretation of the result from the CFRP sample is made more difficult by the lack
of understanding of bulk mixing in such materials. Calculation of the bulk resonant
conditions is dependent upon the ratio of the longitudinal and transverse wave velocities.
The resonant interaction angle can easily be found for isotropic media because they
have fixed velocities, but it is much more challenging in anisotropic composites. The
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measured velocities are an average of the true velocities experienced by the waves as
they travel through the constituents of the composite. It is possible that bulk mixing
would occur based upon the true velocities, with distinct resonances for both the epoxy
and carbon components in CFRP. Mixing in epoxy is discussed in Section 9.3 in this
chapter.
If it is assumed that bulk mixing occurs based upon the averaged velocities then a
rough estimate of the resonant interaction angle can be made. Highly approximated
values for the averaged velocities (3000 ms−1 longitudinal and 1800 ms−1 transverse)
give a velocity ratio of 0.6 which would result in a resonant interaction angle of 106◦.
This angle is likely larger than would experimentally yield results because of the high
attenuation of the input beams at such angles. Interaction angles larger than 80◦ were
not included in the fingerprint of Figure 9.1 due to this lack of signal.
It was realised that more work was needed on the fundamentals of non-collinear mixing
to better understand what factors affected the fingerprints. A detailed analysis of
bulk mixing in isotropic media was conducted, the results of which were presented in
Chapter 5. These tests showed that consistent fingerprints could be achieved in samples
thicker than the interaction volume diameter, but if this volume intersected with the
surface of the sample the fingerprint became more complicated. This was investigated
in detail in Chapter 6. This work showed that mixing occurred at the interface between
water and solid and was large in amplitude, potentially interfering with or obscuring
other sources of mixing that occur within the sample.
The surface mixing likely prevented useful fingerprints of the CFRP samples being
measured. Out of curiosity a test was done to mimic the thin CFRP samples in terms
of thickness, but in aluminium to remove the uncertainty due to the lack of knowledge
of bulk and interface mixing in CFRP. This test showed that an interesting repeating
pattern was formed across a wide range of the parameter space, Figure 9.2.
Fingerprints from these thin samples show that the surface mixing can produce complex
patterns and should be avoided unless it can be understood well enough to allow for
subtraction of the signal, or useful information to be extracted. This posed an issue to
further investigation of CFRP since the immediate solution was to test samples thicker
than the beamwidth but the attenuation of the ultrasound meant that these samples were
unlikely to transmit enough signal to get good results. Therefore, aluminium samples
were used for the remainder of the work because of their much lower attenuation, with
a focus on mixing at a kissing interface.
There are many other challenges, besides attenuation, in inspecting CFRP with non-
collinear methods that make it difficult to obtain fingerprints that would reliably
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Figure 9.2: Fingerprint of a 3 mm thick aluminium plate measured with a reference input
frequency of 5 MHz.
represent the state of the bonded interface. The direction dependent wave velocity
discussed earlier complicates many of the calculations related to the interaction angle,
and the situation becomes even more involved if the velocity is analysed on a ply by ply
basis, with different ply orientations resulting in different velocities, causing refraction
and creating multiple interaction angles and resonant conditions on the microscopic
scale.
The boundaries between the plies cause reflection due to the mismatching acoustic
impedances. If the spacing of the plies is at a critical length enhanced reflection can
occur due to the thin-film interference effect. This occurs when the repeating structure
is on a similar length scale to the wavelength. When using 5 MHz the wavelength is
around 0.6 mm which is similar to the ply thickness. Depending upon what metric of the
fingerprint is being measured this interference could completely obstruct the acquisition
of a useful measurement.
Related to the interference caused by repeating plies is the adhesive bond line between
two parts of the composite structure. The following section investigates this in isolation




Previously in this thesis the fingerprints from the interface samples have been compared
with a solid reference sample. This comparison is similar to the case of diffusion
bonds which can effectively become continuous material if done correctly but it is
not representative of the comparison that would occur in an adhesive bond case. The
result presented in this section is a step towards that by measuring the fingerprint of a
‘perfect’ adhesive bond. It is likely that the fingerprint of a kissing adhesive bond will
be some combination of the response of the good adhesive interface and the contacting
aluminium surfaces observed in Chapter 7.
In order to avoid thin-film interference effects it is preferable to construct an adhesive
layer that is on a different length scale from the ultrasonic wavelengths being used.
In epoxy resin a 5 MHz shear wave has a wavelength around 0.16 mm, as does the
10 MHz longitudinal wave that will be produced by the mixing. Maximal reflection
occurs when the thickness is a quarter of the wavelength, 0.04 mm, and also at half
wavelength intervals larger than that, i.e. 0.12 mm, 0.2 mm and so on. Yan’s research
into the topic experimentally showed that in order to reduce this periodic variation in
transmission coefficient below a factor of two the adhesive layer should be greater than
four wavelengths thick (33). This would be 0.64 mm in the 5 MHz case.
Since it was not practical to produce an adhesive interface thinner than 0.04 mm it was
decided to use a thick adhesive layer. For this test the same 30 mm thick plates were used
from the CAN testing, bonded with 3M Scotch-weld Epoxy DP490. Spacers were used
to create a bond that was 0.86 mm thick. The interface was conventionally inspected
using a 10 MHz array. Imaging the interface using the Total Focusing Method (TFM)
did not indicate any flaws in the bond line.
Figure 9.3 shows the resulting fingerprint of the adhesively bonded aluminium sample.
It is quite similar to the interface fingerprints in Chapter 7 in terms of overall distribution.
However, it has many more features such as two lines of increased scattering at a = 0.82
and a= 0.96, and a clear band of mixing about 5◦ above the resonance line. The features
in the frequency ratio dimension are likely due to thin-film interference effects as similar
behaviour was observed in the thin aluminium plate test. The band at around φ = 118◦
may be due to bulk mixing though it does not match with the expected behaviour of
the aluminium. Epoxy resin has a velocity ratio, c, of 0.53, compared with 0.50 of the
aluminium, this results in a resonant interaction angle at a = 1 of 116◦. This matches




Figure 9.3: Fingerprint of a good adhesively bonded interface measured with a reference input
frequency of 5 MHz. White line indicates the resonant conditions of bulk mixing in aluminium.
It is interesting that the overall pattern is similar to that of the previously observed
kissing interfaces. This could make differentiation between good adhesive interfaces
and poor ones difficult. Further testing of kissing bonds in adhesive interfaces would
be required to confirm this. There is other information contained within the fingerprint
though that could be valuable, the spacing between the a = 0.82 and a = 0.96 lines
is likely an indicator of interface thickness, and the band at φ = 118◦ relates to the
mechanical properties of the adhesive. In this case it appears as though the bulk mixing
might be a useful amplitude reference for the interface mixing at smaller interaction
angles, which could be key to reliable detection of a small increase in scattering at
around φ = 80◦ if a kissing bond were present.
9.3.1 Inter-probe delay
During the testing of the adhesively bonded sample it was noticed that it inter-probe
delay behaviour was notably different from the kissing interface sample. The delay was
investigated in Chapter 7 where it was mentioned that the kissing interface sample gave
a different response from the solid block. The solid block produced no fluctuations,
while the interface sample oscillated greatly at φ = 70◦, a = 0.9. The results for the
adhesively bonded sample are shown for comparison in Figure 9.4.
It can be seen that at φ = 70◦, a = 0.9 some small oscillations occur, and at a = 1.0
they are larger. This makes sense because at a = 1.0 the interference points occur at
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Figure 9.4: Peak scattering amplitude as the delay between the input pulses was varied for the
adhesive sample. Both tests were done with φ = 70◦, but one was at a = 0.9 and the other
a = 1.0.
the same position on the interface throughout the pulse duration, enhancing the position
sensitivity. The fact that these oscillation are smaller than those of the kissing interface
suggests that the adhesive interface has more uniform properties than the kissing one, as
would be expected. If kissing defects in adhesive bond lines are uneven on a 0.1-1 mm
length scale then a method based upon these oscillations could potentially detect the
difference between a good bond and a kissing bond.
9.4 Possible solutions
Many difficulties for the application of non-collinear mixing for the detection of kissing
bonds in composites have been discussed above. The thickness of the samples was the
first major obstacle that was identified, with the conclusion that the interaction volume
must fit within the sample to avoid surface mixing effects. This could be solved in
future experimental tests by using focused input waves that result in much smaller
interaction volumes. Either focused probes or arrays would allow this. The use of
smaller interaction volumes could be beneficial to kissing bond detection in general due
to the scaling effects in comparison with bulk mixing. Bulk mixing is proportional to
the cube of the interaction radius because it is a volumetric effect, while it is believed




The increased amplitude that would result from focused beams may also be useful
in overcoming problems with attenuation in composites. Another way to counter the
attenuation is to use lower frequencies. Tests were done for the bulk mixing and surface
mixing that showed cubic frequency relationships with scattering amplitudes, but these
tests were not done for CAN mixing. If the CAN mixing amplitude also has a cubic
relationship with frequency this could be a problem but is worth future investigation.
Use of different frequencies, particularly lower ones might also be useful for reducing
the thin-film interference effects due to adhesive bond lines because it would mean that
it is possible to make the adhesive layer much smaller than the wavelength. It also might
be possible to model the interference effect and create a method for removing its impact
on the fingerprint if the bond line thickness is known, or perhaps measure the bond
thickness from the fingerprint pattern.
Alternatively it could be that the detection of kissing bonds is best done not by analysis
of the fingerprint but rather by detection of interface roughness as demonstrated through
the inter-probe delay testing. This might produce a method that is robust to amplitude
changes across the parameter space by only requiring measurement at one combination
of input parameters. Testing in Chapter 7 suggested that there might be some interaction
cases that produce a greater sensitivity to this variation than others. It could be that the
particular conditions that create the largest signal variation may differ according to the
defect type. Much more investigation into this behaviour is required.
In summary, none of the difficulties appear to be insurmountable, and a better
understanding of a few key areas as detailed above might provide a route for the






The goal of this work was to develop an NDT method for detection of kissing bonds
in composite structures. Nonlinear ultrasonics was identified as a promising way to
achieve this but it was found that there was much more to be understood before it
could be used to reliably detect kissing bonds. In recent years non-collinear mixing
has received attention for its potential in detection of closed cracks with contributions
from Zhang, Demchenko, and Blanloeuil et al. with much of the work being focused
on the modelling and very little on exploring the interaction angle and frequency ratio
parameter space. Therefore, this research set out to fill in the gaps in our understanding,
and resulted in the following areas of improvement.
10.1 Key achievements
• Experimental measurement of bulk mixing over a wide range of interaction angles
and frequency ratios, greatly improving the knowledge of mixing at non-resonant
conditions.
• Discovery of a new type of non-collinear mixing due to the interface between a
nonlinear fluid and a solid, studied both experimentally and numerically.
• Experimental measurement of mixing at a kissing interface over a large parameter
space, confirming the modelled predictions of other authors and demonstrating
that the response of real contacting surfaces is far more complicated than
suggested by those models.
Within each of these areas many insights were made which will briefly be discussed now.
In regards to bulk mixing it was found that the model developed by Potter predicted
secondary peaks in the fingerprints but these were not observed experimentally when
the interaction volume was fully contained within the solid. The method showed little
sensitivity to fatigue levels in aluminium and steel, the only feature of the fingerprint
which appeared to correlate were the interaction angles of the secondary peaks. Since
these secondary peaks were found to be due to surface effects, which are discussed in the
next paragraph, it is likely that the shear-shear bulk mixing is not responsive, in terms
of changes to the fingerprint pattern, to the type of fatigue tested. There may be some
overall amplitude relationship but this is not a reliable metric for industrial use so was
not focused on in this work. It should be remembered that only one interaction case was
investigated in this research and that others are dependent upon other TOECs.
The mixing from the water-solid boundary was a vital discovery in this work. It
explained why the early measurements of thin CFRP samples were not informative
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and guided the research that followed towards thicker samples. This type of mixing
has not been reported in the literature. Experimental testing showed that the scattered
signal from the interface was produced at a different angle from the classical momentum
conserving predictions and an analytic model was developed to better predict this angle,
referred to in this work as the geometric model. An FE model was made, using
COMSOL, that could replicate the mixing behaviour. It showed that for this effect to
occur the water must be considered as nonlinear, using the Westervelt acoustic wave
equation. Inclusion of nonlinear solid mechanics did not alter the surface mixing
behaviour so it could be turned off to increase the modelling speed. Therefore, the
fatigue related behaviour discussed earlier is not directly due to changes in surface
mixing. It is more likely that changes in the fingerprint patterns were due to changes in
linear elastic behaviour (e.g. velocity alteration).
Improvement of interface mixing understanding was the focus of this research but the
previous topics occupied a larger fraction of the thesis due to the important foundation
they provide. Interface mixing was observed to occur over a large range of interaction
angles, obstructing the use of bulk mixing as a constant reference for the CAN mixing.
This concept had potential for improving the robustness of kissing bond detection. It
might still be possible though if a reference can be taken at a region of the structure
with no defects present but this has more variables than being able to take a reference
from the fingerprint of the bond line itself. The parametric behaviour matched well with
Blanloeuils modelling in terms of the main feature. It was observed that some of the
fingerprints contained secondary peaks not accounted for by bulk mixing, and the shape
of these features was altered by the changing of interface loading. This combined with
the variety of patterns observed at different inspection points on the interface indicated
that the mixing behaviour is more complex than just a loading dependency.
As a results of the observed complexity a hypothesis was developed to explain how the
secondary features in the fingerprints could be formed when they are not predicted by
current theory. It was suggested that it is due to the interference pattern of the input
beams on the interface only being destructive at fixed lines when a frequency ratio close
to one is used. These lines are where the majority of mixing signal generation occurs
and their position is altered as interaction angle and frequency ratio are changed. Thus,
at each point in a fingerprint different subsections of the interface are being probed so
it is not truly representative of the entire interaction area. If shown to be correct this
hypothesis has major impacts in the methodology that would be involved in reliably
capturing interface measurements.
The testing of different interface surface finishes was negatively impacted by problems
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in the manufacture of surfaces. Despite this many conclusions could be drawn from the
highly contrasting behaviour of the rough and polished interfaces. The rougher interface
produced fingerprints with much less prominent secondary features, perhaps this could
be used in a method to detect the roughness of a kissing bond. The loading responses of
the two interfaces also differed substantially. The scattering from the polished interface
initially increased in amplitude as load was increased but then dropped. The rough
interface was probably loaded to higher levels than the polished interface due to the
manufacturing issues however the amplitude of scattering from it always increased with
increasing bolt torque. This behaviour is different from the modelling predictions of
other authors which can only model perfectly flat surfaces in the kissing bonds. It
is reasonable to assume that at some loading level the rough interface sample would
have reduced in scattered amplitude but this must occur at a significantly higher load
than predicted for completely smooth surfaces. Both interfaces displayed increased
secondary features as loading was increased. This behaviour might be useful for
detecting kissing bond loading, though the many other factors involved could make this
unreliable.
Measurement of the adhesively bonded aluminium blocks showed that a good bond
produces a fingerprint that is similar to that of a kissing bond. This could make
differentiation between the two cases difficult. A possible solution to this could be
the exploitation of the sampling line effect, with a good bond having more uniform
properties than a kissing bond.
The previous chapter detailed the challenges involved in the application of non-collinear
mixing to composites. It is certainly more difficult than the case of kissing bonds in
diffusion bonded or welded metals, but none of the challenges appeared to be impossible
to overcome. Many potential solutions were suggested there, most of which relate to the
future work that is proposed below.
10.2 Future work
During the course of this research many avenues of further exploration have become
apparent. Generally these were noted in the relevant chapters but a summary is provided
below.
A rigorous investigation into the frequency ratio sensitivity of the various mixing types
could be insightful. This might be achieved by adjusting both input frequencies while
keeping the output frequency constant, combined with measurement of the frequency
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response of the input transducers. Related to this, the overall frequency sensitivity
should also be tested (i.e. by alteration of the output frequency). Tests involving
many approximations were conducted in this work but by using carefully calibrated
transducers more certain results could be obtained. In particular the frequency response
of the interface mixing should be measured as it is currently not reported.
A simple improvement to the experimental setup could be to change one of the input
transducers to a narrow band one with higher output power (since most mixing scales
with the product of the input beam amplitudes), although the effect this asymmetry
of beam amplitude will have on interface mixing is not yet known. Another concept
to investigate is the production of further scattered beams from the kissing interface
that was predicted by the geometric modelling. This could be as easy as using a small
interaction angle and positioning the detection array off to the side (see Figure 8.5 (b)).
FE modelling could also be used for this testing. Initial further testing of scattering from
a kissing interface would likely best be done using an improved set of test blocks with
flatter surfaces to avoid the difficulties experienced in this work. This improved sample
would be useful for validation of the behaviours presented in this thesis.
The above suggestions were fairly basic in nature, the following ones involve greater
changes in terms of the applications of the experiment but only minor changes to the
apparatus. Testing of other interaction modes would certainly be useful. This refers to
both bulk mixing modes, which might improve sensitivity to fatigue for example, and
to interface mixing cases. The interface mixing investigated in this work was related
to stresses normal to interface producing a longitudinal wave, but the production of
shear waves may also be possible. Understanding the many modes would be useful for
inspection in cases where it is not possible to avoid multiple beam types overlapping.
Testing of imperfect diffusion welded bonds is of interest since they can be harder to
detect with conventional methods (than the crude compressively loaded blocks used in
this work), demonstrating the potential of this NDT method in a more realistic scenario.
Also measurements of bulk mixing in solid CFRP samples would be useful for future
development of non-collinear mixing in composites. This testing would likely require
the use of focused input transducers to reduce the interaction volume size and allow thin
samples to be inspected without the obstruction of surface effects. Testing of adhesively
bonded aluminium suggested that bulk mixing was occurring in the adhesive layer,
perhaps two resonant bands will occur in CFRP due to the presence of two different
materials. Related to this is the measurement of scattering in the reflection direction
from a CFRP sample with a kissing interface. This might allow the bulk mixing signal
to be separated from the interface signal making interpretation of the fingerprints easier.
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In the future non-collinear mixing could be enhanced with the use of arrays for the
input beams. Currently the hardware to achieve this is very expensive since it requires
arbitrary pulse generation combined with variable delays for each channel. This
technology would allow for the input beams to be focused at any depth within the sample
which might be key for industrial application of this NDT method. The electronic
steering of the beams also allows for more precise and faster changes in interaction
angle. The improved precision might allow for detection of subtle changes in peak
mixing conditions which were identified in this work as possible indicators of interface
loading level. Modelling of bulk mixing suggested the potential for inversion of the
fingerprint shape into the material’s linear and higher order elastic properties if the
experimental precision is good enough. The used of arrays also lends itself to the
investigation of the interface sampling lines hypothesis because the interaction area can
be accurately adjusted in terms of size, position, and relative phase of the input beams.
Finally, there are a couple of areas of theory that could be developed to improve the
overall understanding of non-collinear mixing. The first is the surface mixing effect.
This work identified its existence and some of its properties but could say little about
the fundamental mechanism of the nonlinearity. The other is the improvement of the
bulk mixing analytic model. Adding non-uniform beam intensity would likely improve
accuracy of predictions. By combining this with the real-type volume even more
accurate predictions could be made of bulk mixing for the interaction angle-frequency
ratio parameter space.
To conclude, there is still much research to be done on non-collinear mixing in general,
and its use as a method of detecting kissing bonds. However, the author feels that the
desired understanding is well within reach, not requiring any great leaps in methodology
or technology. Many of the points mentioned above are only applications of the current
technique to new situations. It appears quite possible that an experimental arrangement
involving the use of focused input beams, detecting the reflected scattered wave could






CHAPTER 11. APPENDIX A
11.1 Convergence testing of near-surface model
The results present here are to accompany the work presented in Chapter 6 on the FE
modelling of non-collinear mixing near the surface of a solid.
11.1.1 Bulk mixing
Testing of the COMSOL FE model with standard pressure acoustics for the water
domain and hyperelasticity for the solid was conducted for a 1 MHz reference input
frequency at φ = 120◦, and a = 1.2. Plots of the processed time traces at various mesh
sizes and time step lengths are shown in Figures 11.1 and 11.2.
a) b) c)
Figure 11.1: 1 MHz FE processed time traces, all with a time step of 20 ns. a) Mesh size of
0.6 mm, b) 0.8 mm, c) 1.0 mm. The x-axis is the position on the bottom edge of the sample
where the readings were taken (82 mm wide in total) and the y-axis is a time window centred on
the expected arrival time, the zero is not a true zero.
a) b) c)
Figure 11.2: 1 MHz FE processed time traces, all had a mesh size of 0.6 mm. a) Time step size
of 20 ns, b) 40 ns, c) 50 ns.
The 0.6 mm mesh resulted in a clean mixing response in Figure 11.1 part a. This does
not necessarily mean that it is fully converged but was a good enough indication for
preliminary testing. More rigorous testing is conducted for the 2 MHz modelling and
these results helped guide the requirements for the more detailed testing at 2 MHz.
Figure 11.2 shows that altering the time step did not affect the amplitude much but it did
change the arrival time. The lack of impact is partly due to the solver used (generalised
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alpha) which takes smaller time steps if it detects that they might be required. The time
step specified in this case becomes the maximum size that can be used. In later testing
this setting was changed from ‘strict’ to ‘manual’ which uses completely fixed time
steps. It is difficult to say from this data what time step size is optimal, more accurate
convergence testing is conducted for the later modelling using fixed time steps.
11.1.2 Near surface mixing
Presented here are the convergence testing results for the propagation a wave through
a 20 mm length of nonlinear water. More detail on the configuration of this test is
in Section 6.4.1 of Chapter 6. Table 11.1 shows the resulting frequency components
extracted from the motion of the central node on the short side opposite the source.
Table 11.1: Modelled frequency components of a 1 MHz pulse after 0.2 m of propagation
through water. The time step length and mesh size of the model are shown as well as the time
taken to run. LE is the maximum element length, F1, F2, F3, and F4 are the magnitudes of each
harmonic, F1 being the fundamental, 1 MHz.
Step (ns) LE (mm) Time taken (mins) F1(108) F2(107) F3(106) F4(105)
17 0.12 42 1.65 1.24 1.53 2.15
34 0.24 10 1.65 1.24 1.53 2.15
67 0.48 4 1.65 1.24 1.20 5.50
133 0.96 1.5 1.63 0.60 - -
83 0.63 2.5 1.63 1.12 0.48 -
33 0.60 2.5 1.64 1.21 1.12 -
20 0.60 2.5 1.64 1.22 1.15 -
It can be seen from the data in Table 11.1 that if the aim is to resolve the second harmonic
accurately a mesh size of around 0.6 mm or less, and step size of 67 ns or less is required.
In the above testing the step size was not critical due to the solver automatically adjusting
to smaller steps when required. If the maximum step size (the one defined in the table)
were not small enough though instabilities were more likely. These either crashed the
solver or resulted in increased solution times.
11.1.3 Final model
The results of convergence testing of the complete nonlinear water and solid model
are shown in Figure 11.3. In this plot a ‘mesh and step factor’ of 1 indicates the
values that were used for the final results collection, presented at the end of Chapter
6, and corresponds to values of 0.15 mm maximal element size in the high resolution
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water region and 0.3 mm in the solid and lower resolution areas of the water, and a
minimum time step of 0.55 ns. The fixed ratio of mesh sizes was selected based upon
the relative wavelengths of the longitudinal waves in water and the shear waves and sum
frequency longitudinal wave in the solid. The time step length was selected to be just
small enough to achieve stability. The fixed ratio between the element lengths and time
steps maintained stability for all resolutions tested.
Mesh and step factor





















Figure 11.3: Amplitude of the nonlinear scattered wave with an interaction depth of 0 mm at
φ = 90◦ using the combined nonlinear water and nonlinear solid domains. The time steps and
element lengths were kept at a fixed ratio and a value of 1 on the x-axis relates to 0.15 mm
element lengths in the water, 0.3 mm in the solid, and time steps of 0.55 ns. A logarithmic
scale has been used on the x-axis to make it representative of the fractional relation between
measurement points.
The testing was conducted at 0 mm interaction depth and 90◦ to replicate conditions
that experimentally produced a strong surface mixing response. Figure 11.3 was plotted
with a logarithmic x-axis in order to present the measurement points in a fractionally
relative way. The 12.5% reduction in element lengths and time steps in going from the
0.8 to 0.7 factor resulted in 1.2% decrease in signal amplitude indicated a plateauing of
the trend. Further inspection of the convergence behaviour to even finer resolutions was
not possible as the 0.7 test already required nine days of computation. The factor 1 test
appears to be about 10% larger than the asymptote and was selected as the resolution
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12.1 3rd order elastic energy model interaction volume
type selection
In Chapter 4 the various interaction volume types used by Jack Potter in the analytic
bulk mixing model were introduced. In this appendix some further investigation into
the differences in behaviour between the volumes is presented, including analysis of the
amplitude responses that result from changes in frequency and interaction volume size.
The cubic and cylindrical cases in the model differ from the ‘real’ case because they are
only evaluated in 2D, i.e. they are just integrals of a square and a circle respectively. To
apply them to 3D the integrals should be multiplied by a depth factor but this was not
done in the following results due to an oversight. This difference should be remembered
when comparing with results from the real-type interaction volume. For each of these
volume types the size is defined by a ‘radius’ parameter. In the cubic case each edge of
the square is two times this radius long, for the cylindrical volume the radius is that of
the circle, and for the ‘real’ case it is the radius of the cylindrical input beams.
Figure 12.1: Geometric directional amplitude term for solid aluminium at a frequency ratio, a,
of 1 with the ‘real’ type volume.
As discussed in the modelling methods chapter, different interaction volume
approximations lead to different geometric directional amplitude functions. The cubic
approximation gives an analytic form resulting in it being the quickest volume type
to calculate. The cylindrical approximation requires numerical integration over one
dimension and the ‘real’ approximation requires summation over three dimensions
resulting in much longer calculation times than the other two methods. An example
of χ(θ) over the complete range of interaction and observation angles is shown in
Figure 12.1. In this example the ‘real’ volume integral was used and it results in quite
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a complex pattern compared with the other volume types, these will be shown later.
There is a region of mixing at the expected classical resonant case φ = 120◦ but there is
also another at φ = 60◦. This produces a signal perpendicular to the expected scattering
direction but can be rationalised as the scattering that would be caused if one of the
beams were traveling in the opposite direction. Therefore this is not a mixing case that
would be expected experimentally due to momentum conservation. In order to select
which volume to use for the rest of the modelling the χ(θ) terms have been calculated
for each volume type for a particular set of input parameters, this can then be compared
with an experimental example.
The parameters used for the calculation of χ(θ) in Figure 12.2 were E = 70 GPa,
v = 0.33, ρ = 2780 kg.m−3, a = 1, ω1 = 5 MHz, and a ‘radius’ term of 20 mm. Also
shown is similar experimentally measured data for an interaction 14 mm deep in the
solid 60 mm thick aluminium sample with the same a and ω1. The experimental value
is the result of the combination of both the geometric directional term, the nonlinear
weighting term, and other experimental factors such as variable array angle sensitivity.
The nonlinear term, as shown in Chapter 5 in Figure 5.2, varies gradually over the
interaction angle and observation angle range being studied here so it will not have a
major effect on the features visible within Figure 12.2. The experimental factors are also
quite limited in their impact. The effect of these factors as interaction angle is varied is
discussed in Section 5.2.3 in Figure 5.4 (b). The experimental values were created using
an average over the predicted time of arrival window of each measurement in order to
the improve signal to noise ratio.
It can be seen in Figure 12.2 that the cubic and ‘real’ volume types produce quite similar
results, creating a diamond shaped central lobe with further lobes produced along the
diagonals. The cylindrical volume however created a rounder set of features. The
cubic pattern is asymmetric because the interaction volume is not symmetric about the
direction of scattering axis (except for when the interaction angle is 90◦). It is difficult
to tell from the experimental data which matches more closely. There is some shifting
of the distribution towards more positive observation angles as the interaction angle
is increased. This is probably due to errors in the input angle of the transducers as
discussed in Chapter 3 and in Section 5.3.4 of Chapter 5 in regards to scattering angle at
non-resonant conditions. With this in mind the central lobe in the experimental data is
actually quite circular, more like the real or cylindrical volumes. One secondary lobe is
possibly visible at around φ = 105◦, observation angle = 5◦. This appears in a diagonal
position but is not really enough information to match it to a particular approximate
volume type. It would be expected that the experimental side lobes would be weaker
than in the model since the intensity profile of the input beam in the model is uniform
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Figure 12.2: Angular distribution of scattering in solid aluminium for a range of interaction
angles with a = 1. a) is an experimentally measured example without any correction for
experimental factors. b), c), and d) are only the geometrical term, χ(θ), in the classical mixing
model. b) is the cylindrical interaction volume type, c) is cubic, and d) is the ‘real’ type.
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but in the experiment they would be more Gaussian, resulting in smaller side bands in
the Fourier transform of the spatial distribution.
The above comparison was inconclusive, but to some extent the difference between the
patterns produced will have only a small impact on the resulting fingerprint formed
from them. This is because the value used for the fingerprint is a summation across
a range of observation angles, typically set wide enough to capture the entire main
lobe. The way that a value is extracted from the raw data is explained in more detail
in Chapter 3. Some slight differences in how the window captures the secondary mixing
lobes at conditions away from resonance would be expected but the summation reduces
the sensitivity to the exact angular distribution pattern. An example of the smoothing
effect of summation is shown in Figure 12.3. Other methods for acquiring a ‘scattering
amplitude’ metric for the fingerprint could result in more or less sensitivity to the angular
scattering distribution. Future research should consider if this sensitivity is desirable or
not for the selected use case. In the following modelled fingerprints a simple maximal
amplitude value is taken without any summation.
12.1.1 Impact of input beam width and reference frequency
The analysis so far has used a fixed input beam width, and reference beam frequency.
Experimentally these factors will not be constant so it is useful to understand how the
geometric weighting term responds to them. The experimental work mainly focuses on
the shape of the fingerprints produced but in some cases amplitude is of interest, such
as when comparing the overall signal level of fingerprints at different reference input
frequencies. Therefore, this section will include amplitude analysis as well as shape.
In Figure 12.3 the effects of interaction radius and frequency are shown for a few
examples in the cylindrical volume case. Also included in the right column of this
figure is a summation over all observation angles. This relates to the discussion at the
end of the previous section about the significance of the size of aperture used to average
over for the purposes of extracting a scattering value. The model did not produce a valid
result (division by zero) when φ = 108◦ and θ = 180◦ so there is a gap in the summation
for this case. It can be seen that the summation smooths out the off-resonance lobes in
the geometric weighting term but it does not remove them completely. This figure was
shown previously in Chapter 5 but is also shown here for further discussion.
Figure 12.3 shows that doubling the frequency while halving the interaction radius
results in the same angular distribution being formed, as might be expected. The peak
amplitude of the geometric weighting is insensitive to variation of frequency, but the
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Figure 12.3: On the left are similar plots to Figure 12.2 but for a wider range of interaction and
observation angles. All of the data is from modelling of the χ(θ) term for a cylindrical volume.
On the right are the results of summation across all observation angles, θ , for χ(θ). a) Is the
distribution created with an interaction radius of 4 cm and input frequency of 2.5 MHz. a = 1
was used for all these examples. b) 4 cm, ω1 = 5 MHz. c) 2 cm, ω1 = 5 MHz.
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summation plots showed that overall less scattering was predicted when frequency was
increased. On the other hand, the radius was directly proportional to the peak scattering
amplitude, but had very little affect on the result after summation. It makes sense
that increasing the radius of interaction causes the directivity of the output beam to
increase, thus increasing the peak value but not altering the total amount of scattering.
The frequency related behaviour is less intuitive, particularly the overall reduction in
amplitude as frequency is increased. These tests were repeated for the other volume
types for comparison. It was noted that the frequency related behaviour of the cylindrical
volume was the same as the cubic interaction volume but in the ‘real’ volume case
frequency was independent of both the peak amplitude and the summed amplitude.
In terms of the radius parameter the cubic and ‘real’ volumes also presented different
amplitude behaviours. The cubic form gives a peak amplitude that is directly
proportional to the square of the radius, and a sum that is linearly related. The ‘real’
volume gave relationships of radius cubed, and radius squared respectively. The ‘real’
volume has this extra power of radius due to the volume integral being evaluated over
a finite depth, compared with the other two volume types where only a 2D interaction
area is considered. Neither of these relationships agree with the author’s expectation
that the summed amplitude (total scattering amount) of the geometric weighting should
not change with interaction volume size, but would be expected to alter directivity and
thus peak amplitude. This suggests there is a mistake in at least two of the volume types
in relation to the radius terms and that the cylindrical form is most likely to be correct.
Originally the model, written by Potter, was intended to model bulk non-collinear
mixing away from the resonance conditions, producing fingerprints, and to observe
how they responded to different linear and third order elastic terms. The frequency
and interaction radius related behaviour was not of high importance to this work so
were not checked. Many corrections were made by the author to the model but as can
be seen from the multiple flaws discussed above there is more work to be done to make
all the different interaction volume types accurate. Since the results of this model are
not critical to the ultimate aim of kissing bond detection further improvement of this
model was beyond the scope of this work. Below is summarised the problems and what
implications they have on the results. This information should be helpful for future
researchers attempting to fix the model if results that are accurate in terms of radius and
frequency are required.
1. Frequency response differs between cubic/cylindrical and ‘real’ volume types.
It is unclear which of the two responses would be expected; it might appear
logical that increasing frequency should only increase directivity and thus peak
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amplitude, and not affect summed scattering amplitude. None of the volume
types matched this behaviour exactly so it is unclear if they are all incorrect or
the expectations are wrong. In light of this the frequency related trends from the
model are currently not reliable for any volume type.
2. All three interaction volumes gave different radius related behaviour. The
cylindrical one matched with expectations; higher peak amplitude with larger
volume but no change in summed amplitude so this volume type is probably the
most likely to be correct in relation to the radius term.
Overall the cylindrical volume appeared to perform closest to the author’s expectations
so it was used in the modelling presented in the main body of work. It also had a good
balance of accuracy and speed, running considerably faster than the ‘real’ volume type.
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