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INTRODUCTION 
In the course of work with x-rays we have come upon an integrability 
theorem for L2 functions. 
THEOREM I. Let f E L2(Rn), n > 2. For almost all directions 0, f is integrable 
over almost all lines with direction 0. 
THEOREM II. Let f E L2(R”) and let k < 42. For almost every k-dimensional 
subspace 17, f is integrable over almost all k-planes parallel to 17. 
The k-dimensional subspaces of R” form the Grassman manifold Gnsk , 
on which there is a finite measure CL, unique to a constant factor, that is 
invariant under orthogonal transformations. It is in the sense of this measure 
that the integrability holds for almost every k-space 17. For k = 1, 
G n,lc == 9-l and p is the surface area measure. In general see [2]. It is easy 
to see that the above results are false for k > n/2. 
Part of the proof is based on some old results on the Riesz transform that 
appeared in a technical report [5], but were never published. (About that 
time in our work in potential theory we abandoned the Riesz kernel in favor 
of the more manageable Bessel kernel.) Because of the relative inaccessibility 
of the technical report the necessary results on the Riesz transform are 
included in the Appendix to this paper. They would seem to have some 
intrinsic interest too. Hormander has given other proofs (also unpublished) 
by using special spaces of distributions instead of the Hilbert space theory 
that is used in the Appendix (only the simple case 01 < n/2 is needed). 
This research has been supported by the National Science Foundation under 
Grant G J37325. 
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1. GENERALIZED S-RAY TRANSFORM 
Let 0 E 3-l and letf be a function on R”. The s-ray off in the direction H 
at the point p in P is defined by 
&f(P) = jm f(P + to) & 
--m 
provided the integrand is integrable. More generally, let n be a k-dimensional 
subspace of R”. The generalized r-ray off in the direction 17 at the point x” 
in W is defined by 
L, f(x”) = s, f(X’, “q A’, (1.1) 
provided the integrand is integrable. Here, and in general, once a subspace 17 
is fixed we write x = (x’, x”), where m’ and x” are the orthogonal projections 
of xon l7andP. It is evident that iffisintegrable andITis anyfixedsubspace, 
then L,f is defined a.e. on fll and is integrable there. The question here 
is what happens when f is square integrable rather than integrable. Until 
further notice it will be assumed that f E LOm(R”) (bounded, measurable, and 
0 outside a compact set) so that there is no problem with the existence of the 
integrals. 
LEMMA 1.1. If p is a locally integrable function of one variable, then 
j P(W, y”)) Lnf (x”) &” = j P(@, r”>) f (x) dx fory” Efll. 
R” 
The proof is immediate when L,f is written out in terms of the definition 
(1.1). Taking p(t) = e-“t we get 
1 
(Lflf )^ (5”) = (2nY‘i2f (F) for 5” E 17-L, 
the Fourier transform being defined by the standard formula 
f(t) = (2m)-Tkla j e-i<z*E)f (x) dx 
on Rn and II1 being identified with Rr’-k. 
(l-2) 
2. AN INTEGRATION FORMULA 
On the Grassman manifold G,,, of K-spaces in R” there is a finite measure 
PI unique to a constant factor, that is invariant under orthogonal transforma- 
tions [2]. The constant is chosen so that 
p(Gn,L:) = 1 S”-l I/\ Sn-7L-1 1 , 
the bars denoting the appropriate area measures on the spheres. 
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LEMMA 2.1. If g is continuous on the sphere ,9-l, then 
dp, and de denoting the area measures on the spheres. 
Proof. The integral on the left defines a continuous linear form on the 
space C(S+l), hence a measure on S n - l. This measure is obviously finite and 
rotation invariant, and there is only one such up to a constant factor. The 
constant is determined by setting g = 1. 
LEMMA 2.2. If g is continuous on R”, then 
1 
Gn,k 
LL 1 x” I”g(x”) dx” dp = jRng(x) dx. 
Proof. Write the integral over II1 in polar coordinates and use the above 
lemma. 
3. AN ISOMETRY 
In terms of Fourier transforms the operator A is defined by 
To avoid cumbersome notation the same symbol is used irrespective of the 
space Rn, or subspace of Rn, in which A acts. 
LEMMA 3.1. If f EL,,~(R~), then 
j j ( A”~2L,f(r”)~2 dx” dp = (2~)~ j 1 f I2 dx. 
G n,k II1 R” 
Proof. By the definition of A, the Parseval equality in 17-L, and (1.2) the 
left side is equal to 
(24" jG .lL I 5" Ik IfK',lz &" dp, 
n,h 
and by Lemma 2.2 (with g = 1 j I”) this is equal to the right side. 
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4. kv INEQUALITY AND THE ArAIN THEOREM 
b3IslA 4.1. For k < n/2 there is a constant c (depending on k and n) such 
that iff~L,“(R”), then 
Proof. It is clear thatL,fELsa(ZP) CL*(nl), so thatfEL2(W). Accord- 
ing to Lemma 2.2, 
I I G .h,l I 5” I’ I&“,I’ dt” dp < ~0, ILL 
and it follows that for almost every 17, 
Fix any such II. Since 
f(y) = 1 r l-“Pg(5”), 
and since both p and j are in L”(n’), the theorem of the Appendix on the 
Riesz transform gives that 
L,f = R,,,,g = Rk!JX‘i2L,f. (4.1) 
Now, Sobolev’s inequality in the space Rn” (see [6]) asserts that 
II Rug IILq < c II g IILz for + = + - t > 0. 
In the present case we have 01 = k/2 and m = n - k, so we get from (4.1) 
and Sobolev’s inequality that 
Squaring and integrating over G,,k and making use of Lemma 3.1 we get the 
required result. 
Our main result is an immediate consequence of Lemma 4.1. 
THEOREM 4.1. For k < n/2 there is a constant c (depending on k and n) 
such that iff ELM, then for almost every 17~ Gn,l; , L,f is de$ned a.e. on 
l7l by an absolutely convergent integral and 
s II L,f ll&nq 4 e 2 llf ll:~~,p~ , q = 2(n - k)/(n - 2k). Gn*s 
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Proof. It is enough to prove the theorem when f > 0, in which case we 
choose fn 7 f with f,, 3 0 and fn E LOm(R”), and we apply Lemma 4.1 and 
the monotone convergence theorem. 
APPENDIX: ON THE RIESZ TRANSFORM 
A. STATEMENT OF THE THEOREM 
The function 
W) = ,n/z pqq-4 w - 421 / x p ’ O<a<n (A-1) 
is called the M. Riesz kernel of order 01. If g is a function in Lp(R”), then the 
Riesz transform or potential 
is defined for at least one x (in the sense that the integrand is integrable) if and 
only if 
s (1 + IY l)m-“g(y) 4 < 00, (-4.3) 
and if this is so, then R,g is actually defined almost everywhere and is locally 
in Lp, as can be seen from the classical theorem of W. H. Young. 
The purpose of this Appendix is to prove the following theorem about the 
Fourier transform of R,g. 
THEOREM 1. If g E L2 and (A.3) holds, then 
VW-- = I 5 I-=& (A.4) 
provided either side belongs to L2. 
Similar theorems for the other LP classes, 1 < p < 2, are easy to prove 
from this one. They are considered in Section 4. A variation of the theorem 
can be stated in terms of integral operators. Let H, be the operator on L2 with 
kernel R,(x - ~7) and with domain consisting of all g E L2 such that R,g is 
defined a.e. and belongs to L2. 
THEOREM 1'. If 01 < n/2, H, is self-adjoint. If 01 > n/2, 
H, # K = (K;d2, 
so H, is not men closed. 
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B. REMARKS 
When LY < n/2, condition (A.3) is superfluous, for by Cauchy-Schwarz 
it is satisfied for every g E L2. When c1 > n/2 the situation is more complicated. 
If 01 > n/2 there exist functions g E L2 such that 1 f I-“g ELM, but (A.3) is not 
satisfied. 
Proof. Since (1 + 1 y I)&-, $ L2, there exist functions g,, > 0 with 
By rearranging such a function slightly it can be assumed that 
go(z) = 0 unless 2m, < xk < 2n2, + 1, k = l,..., n, 03.2) 
where the m,‘s run through the integers.l Let h, ,..., h, be the unit vectors 
along the axes, and put 
g&v) = g,-1(x + h.) - g,&). 
Because of (B.2), it is clear that (B. 1) holds for each g, , in particular for g, . 
Moreover, 
j,(t) = (eiE1 - 1) ... (eiEn - l)&(f), 
which gives the required result, since 
is bounded for (Y. < n. 
C. PROOF OF THE THEOREht 
For p > 0, let2 
E,(x) = e--D21+12 
e,(t) I @r-n/2 go(() = 2-“~-~/2p-ne-I~l*/~~8. 
1 On the line, for example, g, = 0 on alternate intervals between integers. 
* Ep is an approximate unit for multiplication, and ep is an approximate unit for 
convolution. 
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The first step is to prove that 
(E,R,)^ = (27~)~” I?, * [ 5 I--a = (2~r)-~/~ e, * 1 f I-=. (C-1) 
Since both sides are analytic functions of 01, it is sufficient to prove the equality 
when cx > n - 1. Also it is sufficient to treat p = 1, in which case 
E, * 1 ( I-& (0 = (2~‘)-~/~ j ) t - 7 /--a j e-lz12e-i(z-n) dz d7 
= jj+j(2n)-nP j 1 ,$ - 7 I-= e-4C-~12 j e-IzIBe-i(z.V) & d7 
= ljn(2~~)-~~* j e-lxl*e-i(a~f)k,(zi) dz, 
where 
k,(z) = j 1 7 1-m e-E21~l*e-~(~~~) &j. 
The function 12, is invariant under orthogonal transformations, and for t > 0 
k,(tz) = F-n$&). 
Therefore, 
k(z) = I z P k,I,I(l, 0 ,..., 0). 
Now, if 
kB(l, O,..., 0) = jR"-~j~~"2 I 7 I--a e-6al@e-iV~ dTr dq’, 
where 77 = (Q , T’), then3 
Ml, o,..., 0) = lili K,“(l, o,..., 0) 
and 
K,rfi(l, o,..., 0) = iii k,rn(l, o,..., 0) 
and when m is an odd integer and (Y > n - 1 
Rka(l, o,..., 0) - k,“(l, o,..., 0)l < 2jRseI 1 c, 1 r) j--a e-621~12 COSQ dy, 1 dr)’ 
s I 
mnj2fn 
< [ 7 I-~ dTl d7’ < const mn-l-ar. 
Rn-l mnj2 
3 k,(l, o,..., 0) should be defined by a Riemann integral, since the integrand is not 
Lebesgue integrable. 
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Therefore, when IY > n - 1, the numbers k,( 1, O,..., 0) are bounded and 
converge as 6 -0 to k,(l, O,..., 0). This justifies a passage to the limit under 
the last integral in the formulas for ,!?I * 1 [ I--a and proves (C.1) (except for 
the calculation of the constant K,(l, O,..., 0) which is omitted). 
Now it is easy to prove the part of the theorem in which it is assumed that 
) 5 /-ok ELM. By the classical theory of Fourier transforms and by (C.l) 
As p --f 0, the right side converges to 1 4 I+ J in L2. Hence, as p + 0, (E&J *g 
converges in L2, and clearly, because of (A.3), it converges to R, *g almost 
everywhere. This proves half of the theorem. 
The remaining half is proved first for 01 < 42, in which case the proof is 
again very simple. The function ED / 5 I--il is square integrable, and by (C.l) 
its Fourier transform is 8, * R, . From this and classical arguments it follows 
that 
(e, * R, *g)^ = E, I [ Ieat. 
Since R, * g E L2, eD * R, * g converges in L2 to R, * g, as p --f 0. Therefore 
E, j 5 I--(I J converges in L2, while obviously it converges pointwise to I 5 I--a j. 
This completes the proof when 01 < n/2. It also shows that when (Y > n/2, 
H, # (H,,J2, for it shows that (H,,,,)2 is equivalent to multiplication by 
I e I-~, while Section B shows that H, is not.4 
The proof will be finished by using what has been proved already in 
conjunction with well-known facts about operators on Hilbert space. It will 
be shown that 
He C Wd (C.2) 
(which means that H, is a restriction of (H,,2)2). Once this is done, the proof is 
finished easily by applying what has been proved already to 42 (which is 
<n/2). The relation (C.2) will be established by finding an operator H 
satisfying 
(a) HC H,C H*, 
(b) HC Wu12)2, and 
(c) the closure of H is self-adjoint. 
From (c) it follows [7] that R = H* and that w = H* is the unique self- 
adjoint extension of H. From (b) and the fact that (H,,2)2 is self-adjoint, it 
follows that f7 = H* = (H,,J2. Then (C.2) follows from (a). Hence what 
remains is to find an operator H satisfying (a), (b), and (c). 
4 The domain of (Ha/# is the set of all g eL2 such that g E Da/% and H,/zg E Dal2 . 
INTEGRABILITY OF L2 FUNCTIONS 547 
Let m be a positive integer such that 4m > 2a - n, and let D be the set of 
all functions g of the form 
g=A% (A = Laplacian), 
where u is infinitely differentiable and has compact support (i.e., u E CO-). 
It is known that D is dense in L2. 
If g = A%, then R, *g is defined a.e. and is locally in L2. Integration by 
parts gives for any x outside the support of u 
R, * g(x) = const 
I 
1 x - y la-la-2m u(y) dy 
from which it follows that as 1 x 1 + CO, 
R, c g(x) = 0( 1 x (ar-n-2m). 
Therefore, R, *g E L2, which shows that D C D, . 
Let H denote the restriction of H, to D. First we show that (a) holds. 
If f satisfies (A.3), then Ra t 1 f ) is locally square integrable. Therefore, if 
g E L2 has compact support, then 
In particular, if f E D, and g E D (by Fubini’s theorem), 
(is Haf) = 1 g(y) 1 R(x - r)f (4 dx dr = If (4 1 R(x - Y) g(y) dr dx 
= vhf h 
and this is equivalent to (a), 
Statement (b) is an easy consequence of what has been proved together with 
the Riesz composition formula [3] 
% = 412 * J&,2 . 
The proof is omitted. Note that from (b) it follows that 
(HA”%)* = (- 1)” 1 i$ j2m-a 12 for u E Corn. (C.3) 
In order to prove (c) it is sufficient [7] to show that there are no nonzero 
solutions f E L2 to the equations H*f = -Jzy. If H*f = if, f E L2, then for 
every u E COW 
(HA”%, f) = -i(A”%, f), 
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and, by Parseval’s equality and (C.3), 
Putting u(y) = V( y - z) this becomes 
Because of the choice of m, and because v E Ctim, both integrands in (C.4) 
are integrable, and (C.4) asserts that the Fourier transform of the integrable 
function 1 5 /2m--a 6([)3@ is equal to the Fourier transform of the integrable 
function -i 1 5 jBm Z:(f)f^([). H ence, these functions are equal a.e. and for 
every choice of v E Corn, which is absurd unless f = f = 0. 
This completes the proof. 
D. OTHER Lp CLASSES 
Throughout this section it is assumed that 
g ELP, l<P<L (D-1) 
and (A.3) holds. 
By the Frostman mean value theorem [l], there is a constant c such that 
for all p > 0 and all x 
e, * R,(x) < d!,(x). 
From this it can be seen easily that 
e, * R, x g is associative and commutative. P.2) 
PROPOSITION 1. If R, +g~Lq, 1 .< 4 < 2, then (Rm * g)” = 1 6 1-e g. 
Proof. Since e, * g E Lp n Lm C L2 and 
R,*(e,*g) =e,*(R,+g)ELqnLmCL2, 
Theorem 1 shows that 
(e, * R, * g)^ = E, 1 5 I-~ j. (D-3) 
Since e, * R, * g converges to Ra *g in Lq, it follows from the theorem of 
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Hausdorff and Young that (e, * R, *g)” converges to (R, *g)* in L*‘, 
l/q + l/q’ = 1. T o e g th er with (D.3) this completes the proof. 
Remark. If (I/p) - (a/n) > + and p # 1, Sobolev’s theorem [6] gives 
that R, c g EL* where l/q = (l/p) - (a/n). Therefore, in this case the hypo- 
thesis in 1 is satisfied. 
PROPOSITION 2. If 1 5 I-“g E L2, then R, *g ELM. 
Proof. E, 1 .$ I-“j E L2, and, as above, e, *g E L2. Therefore, by Theo- 
rem 1, (D.3) holds. Since ED 1 5 I-“g converges in L2 to 1 5 I-“j, it follows that 
ep * R, *g converges in L2, and clearly it converges a.e. to R, *g. 
Remark. If (l/p) - (a/n) < 4, and I [ /-ai EL”, 2 < r’ < CO, then the 
theorem of Hausdorff and Young and HGlder’s inequality show that 
I t I+ d E L2. Therefore, in this case the hypothesis in Proposition 1 is satis- 
fied. 
Proposition 2 and the two remarks leave open the question of what can 
be said when p = 1, cx < 42, and I 6 I-~6 EL”, 2 < r’ < CO. 
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