We analyze if the value-weighted stock market portfolio is second-order stochastic dominance (SSD) efficient relative to benchmark portfolios formed on size, value, and momentum. In the process, we also develop several methodological improvements to the existing tests for SSD efficiency. Interestingly, the market portfolio is SSD efficient relative to all benchmark sets. By contrast, the market portfolio is inefficient if we replace the SSD criterion with the traditional mean-variance criterion. Combined these results suggests that the mean-variance inefficiency of the market portfolio is caused by the omission of return moments other than variance.
distribution, then the MV criterion is consistent with expected utility theory only if utility takes a quadratic form. 1 Extensions can be obtained by using alternative classes of utility. For example, Kraus and Litzenberger (1976) and Harvey and Siddique (2000) assume that utility can be approximated using a third-order polynomial (to account for skewness), and Dittmar (2002) uses a fourth-order polynomial (to account for skewness and kurtosis).
Unfortunately, the researcher faces two possible obstacles in implementing this approach. First, economic theory does not forward strong predictions about the shape of investor preferences and the return distribution. The theory specifies general regularity conditions such as nonsatiation (an increasing utility function) and risk aversion (a concave utility function), but not a functional form for preferences and distributions. This introduces a serious risk of specification error. For example, a fourth-order polynomial is not sufficiently flexible to account for lower partial moments, which require a kinked utility function. Second, it is often difficult to impose the regularity conditions in practice. The regularity conditions are needed to ensure that the results are economically meaningful. Also, these regularity conditions can improve the power of statistical tests. Further, from a mathematical perspective, a concave increasing utility function is required in order to justify the common approach of checking the first-order condition to test for market portfolio efficiency. 2 Unfortunately, it can be difficult to impose the regularity conditions on a parametric utility function. For example, we cannot restrict a quadratic utility function to be globally increasing and we cannot restrict a cubic utility function to be globally concave (see, for example, Levy (1969) ).
Moreover, not imposing the regularity conditions frequently leads to severe violations of these conditions. For example, Dittmar (2002, Section III-d) shows that the apparent explanatory power of a quartic utility function (which accounts for skewness and kurtosis) disappears if we impose necessary conditions for risk aversion.
These empirical and theoretical considerations provide strong arguments for using the criterion of second-order stochastic dominance (SSD; Hadar and Russell (1969) , Hanoch and Levy (1969) and Levy and Hanoch (1970) ). This criterion avoids parameterization of investor preferences and the return distribution, and at the same time ensures that the regularity conditions of nonsatiation and risk aversion are satisfied. In brief, the market portfolio must be SSD efficient for all asset pricing models that use a nonsatiable and risk-averse representative investor, regardless of the specific functional form of the utility function and the return distribution.
In this paper, we analyze if the stock market portfolio is SSD efficient. To implement the SSD criterion, we first extend Post's (2003) empirical test for SSD efficiency in several respects. Most notably, we derive the asymptotic sampling distribution of the SSD test statistic under the true null of efficiency rather than the restrictive null of equal means that was used earlier. This extension is intended to avoid rejection of efficiency in cases where the market portfolio is efficient but the assets have substantially different means. Also, we derive a linear programming test for MV efficiency that can be compared directly with the SSD test. This allows us to attribute differences between the two tests to omitted moments exclusively. With the resulting tests, we show that the value weighted CRSP all-share index is SSD efficient relative to common benchmark portfolios formed on size, value, and momentum. By contrast, we find that the market portfolio is significantly MV inefficient relative to value and momentum, consistent with the existing evidence on these puzzles. The SSD criterion is especially successful in rationalizing MV inefficiencies that occur in the 1970s and the early 1980s. This suggests that the asset pricing puzzles that occur in the MV framework can be explained by omitted return moments during this period. The difference with the results of Post (2003) , who rejects SSD efficiency, can be attributed to Type I error caused by the use of the restrictive null of equal means and the use of an extended sample period.
We stress that our motivation for testing market portfolio efficiency follows from the revealed pre erences of (some) investors rather than from first principles. In asset pricing theories, market portfolio efficiency generally follows from underlying assumptions about investor preferences. f 3 By contrast, our motivation for testing efficiency lies in the popularity of passive mutual funds and exchange traded funds that track broad value-weighted equity indexes that strongly resemble the market portfolio (or at least popular proxies for the market portfolio). In other words, (some) investors reveal a preference for market indexes, and our objective is to rationalize their choice and to analyze their preferences. 4 The remainder of this study is structured as follows. Section I introduces the notation, assumptions, definitions and tests that will be used throughout the text.
Section II discusses the data used in our analysis. Section III empirically analyzes the SSD efficiency of the market portfolio. Finally, Section IV summarizes our conclusions and presents directions for further research.
I. Methodology
A. Assumptions We consider a single-period, portfolio-based model of investment that satisfies the following assumptions:
Assumption 1 Investors are nonsatiable and risk averse and they choose investment portfolios to maximize the expected utility associated with the return of their portfolios.
Throughout the text, we will denote utility functions by u , , with U for the set of increasing and concave, once continuously differentiable, von NeumannMorgenstern utility functions, and P ® Â : SSD U u Î SSD P for a nonempty, closed, and convex subset of .
Â 5, 6, 7 For the sake of comparison, we will also use the subset of quadratic utility functions that underlies mean-variance efficiency, that is,
We follow the definition of MV efficiency by Hanoch and Levy (1970) : a portfolio is efficient if and only if there exists an increasing and concave, quadratic utility function that rationalizes the portfolio. Further, we will use to denote the first-order derivative or marginal utility. If the utility function belongs to U , then marginal utility is a positive and decreasing function. In the special case of quadratic utility, marginal utility is a positive and decreasing, linear function.
The investment universe consists of N-1 risky assets and a riskless asset.
Throughout the text, we will use the index set {1,L Â Î to denote the different assets, with N for the riskless asset. The returns are serially independent and identically distributed (IID) random variables with a continuous joint cumulative
Assumption 3 Investors may diversify between the assets, and we will use l for a vector of portfolio weights. We focus on the case where short sales are not allowed, and the portfolio weights belong to the portfolio possibilities set
, with e for a unity vector with dimensions conforming to the rules of matrix algebra. The simplex excludes short sales. Short selling typically is difficult to implement in practice due to margin requirements and explicit or implicit restrictions on short selling for institutional investors (see, for instance, Sharpe (1991) and Wang (1998) ).
Under these assumptions, the investors' optimization problem can be summarized as . A given portfolio, say t , is optimal for a given utility function if and only if the first-order condition is satisfied:
The inequality should hold with strict equality for all assets that are included in the evaluated portfolio, that is, i
. If all assets are included in the evaluated portfolio (t ), as is true for the value-weighted market portfolio, then inequality (1) automatically reduces to .
10 Interestingly, this equality represents the least favorable case for our test of efficiency, that is, the probability of a Type I error (wrongly classifying an efficient portfolio as inefficient) achieves its maximum if all assets are included. The proof to Theorem 1 in Section IC uses this result.
Following the asset pricing terminology, we refer to violations of the first-order condition as pricing errors. We may measure the maximum pricing error as: 11
Portfolio is optimal relative to u if and only if 
The efficiency criteria can equivalently be formulated in terms of the set of utility functions that rationalize the evaluated portfolio:
Note that the evaluated portfolio may be optimal for multiple utility functions, and hence may contain multiple elements.
is efficient if and only if it is optimal for at least some , , that is, , or, equ valen ly, is non-emp y.
Por olio is inefficient if and only if it is not optimal for all , tha is, , or, equivalently, Y is empty.
To test the null of efficiency, that is, , we need full information on the CDF G . In practical applications, generally is not known and information is limited to a discrete set of 0 ) , , ( :
Assumption 4 The observations are serially independently and identically distributed (IID) random draws from the CDF. Throughout the text, we will represent the observations by the matrix , with . Since the timing of the draws is inconsequential, we are free to label the observations by their ranking with respect to the evaluated portfolio, that is, .
Using the observations, we can construct the following empirical distribution function (EDF):
Since the observations are assumed to be serially IID, is a consistent estimator
for G , and we may use x as a consistent estimator for x 
the gradient vector ( for some well-behaved utility function u .
represents the restrictions on the gradient vector that follow from the assumptions of nonsatiation and risk aversion and the standardization å
Note that the original test of Post (2003, Thm 2) uses the standardization rather than å . The original standardization has an important drawback.
Specifically, the higher the degree of risk aversion of the utility function, the higher the values of all betas. Hence, increasing the level of risk aversion tends to inflate the value of test statistic relative to the case with risk neutrality (
). This lowers Post's (2003, Thm 3) p-value for testing efficiency, possibly leading to erroneous rejections of efficiency, as the p-value is based on the risk neutral case and it does not account for the level of the betas. To circumvent this problem, we use the standardization å in this study.
This standardization allows for risk aversion without inflating the test statistic, because the average level of the betas is fixed. Also, the novel standardization allows utility to be weakly increasing, as some betas may equal zero.
Using linear interpolation, we may recover a full utility function from the optimal solution ( ) as
We can derive a linear programming test for mean-variance efficiency in the spirit of (6).
As discussed in Section IA, mean-variance analysis is the special case of SSD where utility takes a quadratic form and marginal utility takes a linear form. Put differently, the gradient vector b must belong to
. Hence, we obtain a linear programming test for MV efficiency by simply adding the restrictions :
This test statistic differs in several respects from the traditional MV efficiency tests, such as the Gibbons, Ross and Shanken (1989) are efficient, because they are optimal for investors with utility function , 
, , is bounded from above by
The theorem provides an upper bound to the p-value
to derive the exact p-value, because generally contains multiple elements under . Also, the theorem considers the least favorable case where all assets are included in the evaluated portfolio, and G represents an upper bound for the p-value in cases where some assets are excluded. While it is possible to identify an element of (see below), we generally do not know the element that minimizes the p-value . Nevertheless, the upper bound can be used in the same way as the true p-value. Specifically, we may compare ,
, with a predefined level of significance , and reject efficiency if
. Equivalently, we may reject efficiency if the observed value of is greater than or equal to the critical value G , . The statistical size or the probability of a Type I error (wrongly classifying an efficient portfolio as inefficient) of this approach is almost always smaller than the nominal significance level a.
Two results are useful for implementing the above approach in practice. First, computing p-values and critical values requires the variance-covariance matrix for some u . Unfortunately, is not known. Nevertheless, we know that converges to G and that
Hence, we may estimate in a distribution-free and consistent manner using the sample equivalent
, using Monte-Carlo simulation. In this paper, we will use the following approach. We first generate S=10,000 independent standard normal random vectors , , using the RNDN function in Aptech Systems' GAUSS software. Next, each random vector w is transformed into a multivariate normal vector with variance-covariance matrix by using , where is a matrix with the first ( rows equal to the Cholesky factor of the nonsingular ( variance-covariance matrix of risky assets, and with zeros for the N th row. Finally, is approximated by the relative frequency of the transformed vectors , , that fall outside the integration region 
Using a simulation experiment, Post (2003, Section IIIC) demonstrates that his SSD test procedure based on involves low power in small samples generated from the return distribution of the well-known 25 Fama and French stock portfolios formed on size and value. Since is more general than , the power of our test procedure based on will be even worse. Nevertheless, the procedure may be sufficiently powerful to be of practical use for data sets with a smaller cross-section. The lack of power in the Post experiment probably reflects the difficulty of estimating a 25-dimensional multivariate
It is likely that the power increases (at an increasing rate) as the length of the cross-section is reduced to for example ten benchmark portfolios, which is common in asset-pricing tests. 
) and our MV test procedure (reject efficiency if and only if
) by the rejection rates of these procedures for certain test portfolios in random samples drawn from this multivariate normal distribution.
For the true distribution, the equal weighted portfolio (EP) is known to be MV and SSD inefficient. 16 Hence, we may analyze the statistical power of the SSD and MV test procedures by the ability to correctly classify the EP inefficient. By contrast, the ex ante tangency portfolio (TP) is MV and SSD efficient and we may analyze the statistical size by the relative frequency of random samples in which this portfolio is wrongly classified as inefficient. 17 We draw 10,000 random samples from the multivariate normal population distribution through Monte-Carlo simulation. To each sample, we also add 'observations' for a riskless asset with a return of zero in every month (recall that we use excess returns). For every random sample, we apply the MV and SSD test procedures to the efficient TP and the inefficient EP. For both procedures, we compute the size as the rejection rate for TP and the power as the rejection rate for EP. This experiment is performed for a sample size (T) of 10 to 4,000 observations and for a significance level (a) of 2.5, five, and ten percent. Figure 1 shows the results. The size is generally substantially smaller than the nominal level of significance a, and it converges to zero. In fact, the size is smaller than one percent for samples as small as 100 observations and with a level of significance as high as ten percent. Presumably, this reflects our focus on the least favorable distribution, which minimizes Type I error.
As discussed in Section IC, x , converges to x , and we expect minimal Type II error in large samples. Indeed, for both procedures, the power goes to unity as we increase the sample size. However, in small samples, the SSD procedure is substantially less powerful than the MV procedure. For example, using a ten percent significance level, the MV procedure achieves a rejection rate of about 50 percent already for samples of about 300 observations. By contrast, The SSD procedure achieves this rejection rate only for samples of about 700 observations. At that sample size, the rejection rate of the SSD procedure increases rapidly. Interestingly, this sample
size is not uncommon for this type of application. For example, our empirical tests will use samples of 840 monthly observations. Hence, the SSD procedure appears sufficiently powerful to be of practical use in this type of application.
[Insert Figure 1 about here] E. Further tests Our main results rest on the MV and SSD tests derived in Section IB. Nevertheless, we will also make use of three other tests in order to interpret our test results. First, as discussed in Section IB, our MV tests uses the Hanoch-Levy definition of MV efficiency that requires nonsatiation. To determine if the MV results are due to the difference between this definition and the traditional MV efficiency definition (TMV, which does not require nonsatiation), we consider two alternative tests that do adhere to the traditional definition. First, we apply TMV, a relaxed version of our MV test that drops nonsatiation. 18 In addition, we also apply the well-known GRS test of market efficiency.
Note that this test not only drops nonsatiation, but it also allows for short sales. In addition, we also apply Post's (2003) original SSD efficiency test. Recall that this test uses the sampling distribution under the null of equal means rather than the null of efficiency and hence it may erroneously reject efficiency if the assets have different means. Furthermore, inclusion of this statistic is interesting because the benchmark sets and sample periods differ.
The below Venn-diagram illustrates the various tests used in this study. The TMV efficient set is not a proper subset of the SSD efficient set. By contrast, the MV efficient set is the intersection of the TMV efficient set and the SSD efficient set.
We analyze if the CRSP all-share index is efficient. This value-weighted index consists of all common stocks listed on NYSE, AMEX, and Nasdaq. To proxy the investment universe of individual assets, we use three different sets of ten portfolios that cover the three well-known puzzles of size, value, and momentum. To calculate monthly excess returns, we subtract the risk-free rate defined as the US 30 day T-bill rate maintained by Ibbotson.
First, we use the widely used decile portfolios formed on market capitalization.
The size portfolios are formed using NYSE decile breakpoint data for the total sample period also when (smaller) Nasdaq and AMEX shares are added to the CRSP database.
Second, we use ten benchmark portfolios formed on book-to-market-equity ratio (value). For detailed data description and selection procedures we refer to Fama and French (1992) (1993) ). In our analysis of size and value, we focus on a long 70-year sample period starting in January 1933 to December 2002 (840 months). Third, we use ten portfolios sorted on price momentum as described in Jegadeesh and Titman (2001) . This benchmark set ranges from January 1965 to December 1998 (408 months). 19 These three sets of decile portfolios capture the separate effects of size, value, and momentum.
It is perhaps even more interesting to consider the combined effect of the different puzzles. For this purpose, we also analyze the 25 Fama and French (FF25) benchmark portfolios formed on size and value and the 27 Carhart (C27) portfolios formed on value, size, and momentum. 20 For the former benchmark set, data are available also from January 1933 to December 2002 (840 months). These particular 25 portfolios have become the central piece in the canon of empirical literature. For the latter benchmark set, data are limited to the period ranging from July 1963 to December 1994 (378 months).
These two benchmark data sets allow us to determine if the same type of utility function can explain the various puzzles combined. Also, they allow us to analyze if the SSD criterion can capture the interaction between the size, value, and momentum effects that may occur if investors can adopt a mixed strategy of investing in for instance small value stocks or small value winners.
One should bear in mind that empirical research carried out before 1999 could give different results due to the 'delisting bias' first noticed by Shumway (1997) ) Especially Nasdaq listed stocks with low market capitalizations were severely affected by this bias (Shumway and Warther (1999) ). In reaction to these publications CRSP has carried out a series of projects to improve the quality of the delisting returns database.
By the end of 1999, two major historical data research projects were completed: issues that delisted due to liquidation and issues that delisted because they were dropped by an exchange (CRSP (2001)). These projects have reduced the selection bias present in the database and have made the CRSP database much more reliable. 21 Because momentum (single and triple sorted) portfolios rely on older versions of the CRSP database, we treat these with more caution than the size and value sorted portfolios. Table I gives descriptive statistics for the five sets of benchmark portfolios: ten size portfolios, ten value portfolios, ten momentum portfolios, 25 size-value portfolios (FF25) and 27 value-size-momentum portfolios (C27). Clearly, the returns of these portfolios do not obey a normal distribution. This provides an important rationale for adopting the SSD test, which account for the full return distribution rather than mean and variance alone.
[Insert Table I about here] Figure 2 shows the five benchmark sets in mean-standard deviation space, including the individual assets (the clear dots), the market portfolio (the black square), the MV tangency portfolios (black dots), and the mean-standard deviation frontier (with and without the risk free asset). Clearly, the market portfolio is (ex post) inefficient in terms of mean-variance analysis relative to all benchmark sets. The distance from the meanstandard deviation frontier is smallest for the size portfolios and it is largest for the momentum portfolios. For example, in the momentum data set, it is possible to achieve an average monthly return of 0.33% per month (or 4.0% per annum) in excess of the market average and given the market standard deviation. If size, value, and momentum are combined the distance to the MV-frontier increases. Of course, these ex post meanstandard deviation diagrams do not reveal if the MV classification is statistically significant. Also, the diagrams are silent on return moments other than mean-variance (such as higher-order central moments and lower partial moments). The next section gives more details on the mean-variance efficiency and SSD-efficiency of the market portfolio.
[Insert Figure 2 value, momentum, FF25 and C27) and the five efficiency tests (SSD, MV, Post, TMV and GRS). Each cell includes the value of the test statistic and the associated p-value. Also, each cell includes the identity of the optimal portfolio (OP) or the benchmark portfolio with the largest pricing error.
[Insert Table II about here] Panel A compares the results for the MV and SSD criteria. Using a significance level of ten percent, the market portfolio is highly and significantly MV inefficient relative to all benchmark sets. For example, we find a test statistic of 0.317 in the value data set. This figure can be interpreted as a maximal pricing error of 0.317% per month (or 3.8% per annum). The associated p-value is 0.032, suggesting that the market is significantly MV inefficient relative to the value portfolios. Similar results are found for the other four data sets. In other words, the three asset pricing puzzles (size, value, and momentum) are clearly present in our data sets. The strongest evidence against MV efficiency is found in the triple-sorted C27 data set that combines the three puzzles, with a maximum pricing error of 0.795 (or 9.5% per annum) and a p-value of 0.000.
In contrast to the MV results, we find that the market portfolio is SSD-efficient relative to all five benchmark sets; in all cases, the test statistic becomes insignificant. For example, for the value portfolios, the test statistic falls from 0.317 to 0.170 (or 2.0% per annum) and the p-value increases from 0.032 to 0.431. Similar results are found for the other benchmark sets. For the triple-sorted C27 data set, the maximum pricing error falls from 0.795 to 0.444 (or 5.3% per annum) and the p-value increases from 0.000 to 0.331. Combined, the MV and SSD results suggest that omitted moments (such as higher-order central moments and lower partial moments) may explain MV inefficiency of the market portfolio.
Panel B of Table II includes the three alternative tests for market portfolio efficiency (see section IE). First, the panel shows the results of the Post test for SSD efficiency, which differs from our SSD test, because it uses the restrictive null of equal means rather than the true null of SSD efficiency. Clearly, using the wrong null lowers the p-values in all data sets. In fact, for the triple-sorted C27 data set, market portfolio efficiency is rejected with more than 90 percent confidence. However, SSD efficiency can not be rejected for the other four data sets, even if we use the Post test. These results help to understand the difference between our findings and the finding in Post (2003, Section IV) that the market portfolio is SSD inefficient relative to the FF25 portfolios. A quadratic utility function can exhibit only little curvature if it is to be monotone increasing over such a broad interval. During the more recent periods for the momentum and C27 portfolios, the market return interval is narrower (-/-23.09% to 16.05%) and the two tests coincide. The effect of dropping nonsatiation is most substantial for the size data set. In fact, the size effect is no longer significant if we drop nonsatiation; the maximum pricing error falls from 0.341 (or 4.1%
per annum) to 0.222 (or 2.7% per annum) and the p-value increases from 0.049 to 0.144. By contrast, the value and momentum effects remain strong and significant. Third, we give the results of the GRS test. Although this test differs in various ways from our TMV test, the results are fairly similar. We find slightly higher pricing errors and lower levels of significance. However, the market portfolio is efficient relative to size portfolios and inefficient relative to all other benchmark sets. It is encouraging to see that inferences about mean-variance efficiency in our study are not heavily affected by the exact test procedure. for the MV, TMV and SSD tests. As discussed in Section IB, this utility function is constructed from the optimal solution for the utility gradient vector ( ). Two results are noteworthy. First, the figure shows that under the more restrictive MV criterion, the optimal quadratic utility function for the size, value and FF25 data sets exhibits less curvature than under the less restrictive TMV criterion, so as to ensure nonsatiation for the entire sample range of market returns. Second and most important, the SSD utility functions exhibit "crash-o-phobia" or a strong aversion for downside risk. For all five data sets, the optimal utility function assigns a high weight (marginal utility) to large losses. In case of the size, momentum, FF25 and C27 data set, the utility function is very sensitive to losses that exceed about -/-12 percent. In the value data set, the critical return level is even lower, at about -/-20 percent. The quadratic utility function is not sufficiently flexible to allow for these patterns of downside risk aversion. Hence, it seems that downside risk may explain why the market portfolio is MV inefficient. We do not intend to reduce investment risk to a single measure, because we believe that risk is a multi-dimensional concept; in fact, this is one of our reason for using the SSD criterion in the first place. Still, it is useful to quantify downside risk so as to illustrate its explanatory power for SSD efficiency. It is especially useful to analyze the contribution of the mean-variance optimal portfolio (MVOP) to the downside risk of the market portfolio. After all, the market portfolio is classified as MV inefficient because MVOP's contribution to the variance risk of the market portfolio cannot explain the high average return of MVOP. Following Bawa and Lindenberg (1977) , Price, Price and Nantell (1982) and Harlow and Rao (1989) , we measure the downside risk of the market portfolio by the second lower partial moment (LPM): Figure 4 shows MVOP's LPM beta for threshold levels (m) ranging from 0 to -/-25 percent for the five benchmark portfolio sets. Clearly, for all data sets, the systematic downside risk of MVOP increases as the target return is lowered. In other words, the portfolio that seems superior to the market in mean-variance terms becomes riskier during market downturns. The pattern of increasing betas during heavy stock market losses is most noticeable for the triple sorted C27 dataset. Figure 4 is similar to the pattern of the optimal utility functions in Figure 3 . The optimal utility functions tend to kink at return levels where the LPM beta of the optimal portfolio is high. For example, in the value data set, the largest increase in downside risk occurs for target returns below -/-20 percent.
The pattern of the LPM betas in
The increase in LPM beta as we lower the target return is in the range of 0.08 to 0.32. At first sight, these increases may seem relatively small. However, combined with a beta premium of about 0.387 to 0.714 percent per month (or 4.6% to 8.6% per annum, see Table I ), these increases yield a substantial increase in the predicted risk premium for OP.
[Insert Figure 4 about here] C. Rolling window analysis How robust are the findings for the sample period under consideration? It is possible that equity return distributions are conditionally normal, but unconditionally nonnormal. After all, the risk profile of stocks and the risk preferences of investors change through time. 22 Tests for market portfolio efficiency could be affected by this time variation in risk and risk premia.
Therefore the market portfolio is possibly MV inefficient in the total sample, but MV efficient in the subsamples. Perhaps the SSD efficiency classification picks up this conditional pattern in the risk return relation. In addition, the degree of efficiency may change over time. For example, Gibbons, Ross and Shanken (1989) [Insert Figure 5 about here]
Interestingly, we observe in Figure 5 that the market portfolio is MV efficient from the early 1930s to the late 1950s. The first empirical tests of the CAPM depended heavily on this sample period. For example, the Black, Jensen and Scholes (1972) sample period ranged from 1931 to 1967. However, starting in 1960s to the early 1990s we find serious violations of MV efficiency for all sorts based on size, value, and momentum. The celebrated Fama and French (1993) (1996) papers focus on this particularly anomalous sample period.
However, during the 1970s and the early 1980s, the MV and SSD results diverge strongly. Specifically, MV efficiency is consistently rejected, with p-values reaching levels far below ten percent. The MV-results are very similar across the various benchmarks sets with significant inefficiencies concentrated in one particular anomalous period, the period during the 1970s and the early 1980s. By contrast, SSD efficiency is not rejected relative to size, value, or momentum for mostly all subsamples. Only in a few subsamples during the 1960s for value, the SSD p-value falls slightly below the ten percent level. In all other subsamples and for all benchmark sets we cannot reject SSD efficiency. As is true for the full sample, the implicit SSD utility functions during the 1970s and the early 1980s assign a high weight to large losses. Again, this suggests that downside risk can rationalize the asset pricing puzzles. Figure 6 further illustrates the explanatory power of downside risk. The figure hows a rolling window analysis of the standard market beta (the contribution to the variance of the market portfolio) of MVOP (the portfolio with the largest MV pricing error) and the LPM market beta. In every subsample, the threshold return (m) is set at the 2.5 th percentile of the market return distribution. Hence, the LPM market beta measures the contribution to the left tail of the market return distribution. During most subperiods, the downside risk of MVOP is smaller than or equal to the standard market beta. Interestingly, during these periods, the market portfolio generally is efficient in terms of both the MV criterion and the SSD criterion. By contrast, during the 1970s and early 1980s, when the MV and SSD efficiency classifications diverge, MVOP's downside risk also sharply increases; MVOP involves substantially more downside risk than measured by the standard market beta. Again, the distinctive historical pattern of downside risk is found for all data sets. The optimal portfolio is riskier than it seems in the mean-variance framework, because its contribution to the left tail of the market return distribution is much larger than its contribution to market variance. The SSD criterion picks up the downside risk, overlooked in the MV framework, and uses that additional source of risk to rationalize the MV inefficiency of the market portfolio. The stock market is SSD efficient.
[Insert Figure 6 about here]
IV Conclusions
1. The value-weighted stock market portfolio is MV inefficient but SSD efficient relative to benchmark portfolios formed on size, value, and momentum. The SSD criterion is especially successful in rationalizing the persistent MV inefficiencies that occur in the 1970s and the early 1980s. During this period, the mean-variance tangency portfolio has relatively high downside risk, and no other portfolio yields a significantly better trade-off between mean and downside risk than the market portfolio.
2. We may ask if SSD efficiency of the market portfolio simply reflects a lack of power due to the use of minimal assumptions. Indeed, the SSD test uses few assumptions and hence it gives only a necessary test for market portfolio efficiency. Nevertheless, we see the use of minimal assumptions as the strength rather than the weakness of our approach; SSD reduces the specification error that follows from ad hoc parameterizations, while increasing power by imposing economically meaningful regularity conditions. However, it is true that the tests will lack power in small samples. Still, we use a relatively long time-series (840 months for the size, value and FF25 portfolios) and a narrow cross-section (ten benchmark portfolios for the size, value and momentum portfolios). Our simulation study shows that the SSD test is powerful for this type of data set.
3. Presumably, the difference with the results of Post (2003), who rejects SSD efficiency, can be attributed to Type I error caused by the use in this study of the restrictive null of equal means rather than the true null of SSD efficiency and the focus on the post-1963 period. By contrast, our analysis uses the sampling distribution under the true null and also includes the pre-1963 period.
4. Our analysis assumes that return observations are serially identical and independent distributed (IID). However, there exists a wealth of evidence that the risk/return characteristics of securities show structural and cyclical variation. Notwithstanding the arguments in favour of time-variation, our main finding is that an unconditional model can explain the size, value and momentum puzzles. Implicitly we control for structural variation and find SSD-efficiency in virtually all subsamples. Still, we may ask how our findings are affected by cyclical variation in risk and risk premia. Future research could focus on answering this question.
However, there are several reasons for scepticism about the ability of conditional MV models to explain unconditional MV inefficiency. First, there is a large risk of specification error, as a conditional model has to specify how each aspect of investor preferences and the return distribution depends on the state-of-the-world. Unfortunately, economic theory gives minimal guidance about the evolution of investor preferences and the return distribution. Second, the problem of imposing the regularity conditions is very severe for conditional models; with a conditional model, we have to make sure that the utility function is well-behaved for all possible states-of-the-world. In fact, the results of many conditional asset pricing studies can be shown to reflect severe violations of the basic conditions. For example, Lettau and Ludvigson (2001) suggest that the cyclical variation of investor preferences explains the size and value puzzles. However, their results imply strong riskseeking behaviour during economic expansion periods and imposing risk aversion can be shown to nullify their results. 23 Third, if time-variation is the cause for unconditional MV inefficiency, then it is difficult to understand why the largest violations of MV efficiency occur in the historical subperiods (see Section IIIB). Since the risk profile of firms and the risk preferences of investors are less likely to change substantially within historical subperiods than in the full sample period, we would expect less severe violations of efficiency in the subsamples if the market were conditionally MV efficient.
5. We use a simple single-period, portfolio-oriented, rational model of a competitive and frictionless capital market that is very similar to the traditional CAPM. Our explanation rests solely on a generalization of the way risk is measured in the CAPM. Of course, alternative explanations may exist for the MV inefficiencies, for example based on a multi-period, consumption-oriented model, a model with imperfect competition or market frictions, or a model where investor behave according to non-expected utility theory. It may be impossible to empirically distinguish between some of these explanations and our explanation based on downside risk. For example, liquidity effects and downside risk may be indistinguishable, because liquidity typically dries up when the largest losses occur and, in turn, liquidity dry-up may cause or amplify the losses. Similarly, the subjective overweighing of the probability of large losses will result in similar predictions as a high marginal utility for large losses. Our point is simply that a simple risk-based generalization of the CAPM suffices to rationalize the size, value, and momentum puzzles.
Proof to Theorem 1: By construction, x is bounded from above by = , and hence is the largest order statistic of N random variables with a joint normal distribution, and we find
Combining (P1) and (P2), we asymptotically find The table shows descriptive statistics for the monthly excess returns of the value-weighted CRSP all-share market portfolio and the size, value, momentum, FF25 and C27 data sets. The sample period is from January 1933 to December 2002 (T=840) for the size, value and FF25 data sets, from January 1965 to December 1998 (T=408) for the momentum data set and from July 1963 to December 1994 (T=378) for the C27 data set. Excess returns are computed from the raw return observations by subtracting the return on the one-month US Treasury bill. The size, value and FF25 data are taken from the homepage of Kenneth French, the momentum data are from Jegadeesh (2001) and the C27 data are from Carhart (1997). We test if the CRSP all-share index is SSD and MV efficient in the size, value, momentum, FF25 and C27 data sets. Results are shown for the full samples. Each cell contains the test statistic (Theta), the associated p-value, and the identity of the optimal portfolio (OP) or the portfolio with the largest pricing error. Cells are coloured grey if the p-value falls below 10% and efficiency is rejected with at least 90% confidence. Panel A includes our main results and compares the results of our SSD and MV tests. Panel B shows the outcomes of three alternative tests: the original Post (2003) test, the traditional mean variance (TMV) test (without the restriction of non-satiation), and finally the Gibbons, Ross, Shanken (1989) 
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Mean-standard deviation diagrams
This figure shows the mean-standard deviation diagram for the size, value, momentum, FF25 and C27 data sets. We show the mean excess return and the standard deviation of the individual benchmark portfolios (clear dots) and the efficient frontier with and without the riskfree asset. The market portfolio is labelled "M" and the mean-variance tangency portfolio "TP". of MVOP (the portfolio with the maximal MV pricing error) compared to the traditional MV beta, using a rolling 120-months period (1-month steps). The rolling LPM betas of the optimal portfolio coincide with the standard MV betas during most subsamples. During the most sample periods, MV beta is higher than the LPM beta. Interestingly, during these periods, the market portfolio is MV-efficient. However, during the anomalous 1970s and early 1980s downside risk of the optimal portfolio is higher than co-variance risk. 50 1938 1948 1958 1968 1978 1988 1998 sam ple m idpoint 50 1938 1948 1958 1968 1978 1988 1998 sam ple m idpoint 2 For a non-concave utility function the first-order condition is a necessary but nut sufficient condition for establishing a global maximum for expected utility; the first-order condition also applies for possible local optima and a possible global minimum. This important result is sometimes ignored when using non-concave utility functions. 3 Market portfolio efficiency does not follow directly from our maintained assumptions about investor preferences and beliefs. In fact, Dybvig and Ross (1982) demonstrate that the SSD efficient set generally is not convex and hence the market portfolio may be inefficient. 4 Of course, we could directly analyze the efficiency of actual funds. Nevertheless, for the sake of data availability and comparability, we focus on the CRSP all-share index, which is used in many comparable studies.
S i ze
5 Throughout the text, we will use Â for an N-dimensional Euclidean space, and Â denotes the positive orthant. Further, to distinguish between vectors and scalars, we use a bold font for vectors and a regular font for scalars. Finally, all vectors are column vectors and we use for the transpose of x . 6 Post (2003) does not assume that the utility function is continuously differentiable, so as to allow for, for instance, piecewise linear utility functions. However, in practice, we typically cannot distinguish between a kinked utility function and a smooth utility function with rapidly changing marginal utility. Nevertheless, using subdifferential calculus, we may obtain exactly the same characterization of the sampling distribution if utility is not continuously differentiable. 7 Post (2003) requires utility to be strictly increasing. To remain consistent with the original definition of SSD, we require a weakly increasing utility function. This is one of our reasons for adopting a novel standardization for the gradient vector; see Section IB. 8 Of course, if marginal utility is decreasing, then it can be positive only over a bounded interval. In our analysis, we require marginal utility to be positive and decreasing over the sample interval of returns on the market portfolio. 9 Nevertheless, we may generalize our analysis to include (bounded) short selling. The SSD test is based on the first-order optimality conditions for optimizing a concave objective function over a convex set. The analysis can be extended to a general polyhedral portfolio possibilities set. We basically have to check whether there exists an increasing hyperplane that supports the extreme points of the portfolio possibilities set. One approach is to enumerate all extreme points and to include all extreme points as virtual assets. 10 This equality is a variation to the well-known Euler equation .
Our focus on the maximum error reflects the short sales restriction. A negative 'pricing error' for a given asset does not constitute a violation of the first-order condition if the asset is not included in the evaluated portfolio ( t ), as the investor can then improve the evaluated portfolio only by short selling the asset (which is not allowed) and not by reducing the weight of the asset in the portfolio. By contrast, a positive error is always problematic, because an investor can then improve the evaluated portfolio by increasing the weight of the asset and decreasing the weight of the other assets included in the portfolio. Of course, we generally do not know the number or the identity of the positive pricing errors in advance. However, the maximum pricing error is always positive. 12 This LP problem can be solved with minimal computational burden, even with spreadsheet software run on a desktop computer. Nevertheless, for applications where the number of time-series observations (T) is very large (for example, thousands of observations), it is useful to use a simplified formulation. A simplified version can be obtained by using (6') While Equation (6) involves T variables and N+T-1 constraints, Equation (6') involves T variables and only N constraints, which yields a large reduction in computational burden. We have effectively removed the T-1 restrictions , which are now satisfied by construction, as b and b
imply
. This simplification is similar to the one used by Post (2003, Proof to Thm 2) to arrive at his simplified dual test statistic. 13 Also, we will derive the p-value under the null of efficiency rather than the null of equal means. 14 In fact, the additional restrictions simplify the problem, because there are now only two unknown variables. Substituting in equation (6) and rearranging terms, we find x
