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Abstract
In this thesis, we discuss the calculation of conformal anomalies using curved
spacetime and heat-kernel techniques, and QED corrections to semi-leptonic
decays of the pseudoscalar B meson at the full differential level. In the first
chapter, the basic ideas of conformal field theory are reviewed, including the
importance of the trace of the energy-momentum tensor as a measure of conformal
symmetry breaking, and the use of curved spacetime in calculations. In the second
chapter, we perform computations of the conformal anomalies for the spin-0,
spin-1
2
and spin-1 fields in curved spacetime using the De-Witt-Schwinger point
splitting method and heat-kernel techniques. Particular focus is given to the
spin-1 gauge field, where it is explicitly shown how gauge invariance is obtained,
a result that has been overlooked in the literature, and which is also a source of
ambiguities in different regularisation schemes. We then proceed to discuss the
application of these results on positivity theorems in Chapter 3. It is shown that
they could potentially provide tighter bounds on the conformal window in QCD.
In chapter 4, a calculation of the QED corrections to the B̄ → K̄`+`− decay
process at the double differential rate is introduced, using an effective mesonic
Lagrangian. Particular focus is given to the cancellation of infrared soft and
collinear divergences between the real and virtual contributions using the phase-
space slicing method, which is discussed in Chapter 5. Hard-collinear divergences,
appearing in the form of logs of the lepton mass, are shown to cancel depending
on the differential variables used and the experimental photon energy cut. Plots
and results are given in chapter 6, and some comments on the value of RK and
lepton flavour universality are made.
i
Lay Summary
In nature, depending at what scale we observe a system, we find that they can
be described by different particles and interactions. In most of our everyday life
situations, we do not need to know about atomic structure; indeed, excellent
predictions about how things evolve (like the flow of water in a river) can
be made without their knowledge. However, as soon as one ’zooms in’, the
microscopic structure is resolved, and one then needs to have a good description
of the interactions at the new scale. Particle physicists push the boundary
of how much ’zooming in’ is done, by smashing tiny sub-atomic particles like
protons into each other, and to be able to predict what happens, we need to
know exactly how the protons and their constituents (quarks) interact with one
another. The renormalisation group describes the changes in the particles and
interactions describing a system when the scale changes. In the first part of
this thesis, we investigate various aspects of this idea. Then, we discuss the
decay of a heavy particle called a B meson (so-called because it contains the
heavy b quark) to a specific set of final state particles. We present in detail
a calculation that improves the prediction of the probability of its decay, and
discuss its consequences, especially in the light of recent experimental results.
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Symmetries are essential in Physics. To construct a quantum field theory (QFT),
we have to ask ourselves two questions: First, how many degrees of freedom
(number and type of particles) do we want the theory to have? And second,
what symmetries do we want the QFT to obey? It can be argued that the
two questions are related, and can only be answered by experiments. However,
throughout the advent of the Standard Model, symmetries have time after time
lead the way (e.g. in the development of the quark theory [3]).
It is a rather remarkable fact that all of the fundamental interactions in the
Standard Model come from symmetries. In fact, many particles have been
predicted to exist based solely on symmetry ideas (e.g. the Z boson [4–6] and
the Higgs boson [7, 8]).
With the incredible success of Special Relativity, it became clear that any useful
QFT able to make predictions about the real world has to be Lorentz invariant.
Noether’s theorem tells us that continuous symmetries lead to conservation
laws, and in this case, Lorentz invariance leads to conservation of angular
momentum. Translational symmetry implies conservation of momentum instead,
and combined with Lorentz symmetry leads to Poincaré symmetry. In this thesis,
we discuss different aspects of conformal symmetry which can be understood
as an extension of Poincaré symmetry, in which we also have scale invariance.
Therefore, it also has a close connection with the Renormalisation Group [9],
which describes how a system changes with energy scale.
After discussing several aspects of conformal field theories, we then switch to
1
B-Physics phenomenology. In particular, we focus on the calculation of the semi-
leptonic decay process B̄ → K̄`+`− at the full differential level at O(α) in QED.
As we will see, these calculations are important as the corrections can be relatively
large, due to hard-collinear logarithms, lnm`, where m` is the lepton mass. The
results are an important ingredient in the search for new physics in experiments
such as LHCb [10–12].
This thesis is structured as follows: In the rest of this chapter, we introduce
the basic ideas of conformal field theory, conformal anomalies, and quantum field
theories in curved spacetime. An introductory discussion on B-Physics is deferred
to Chapter 4, so as not to break the flow of the presentation. In Chapter 2, we
calculate conformal anomalies for various quantum field theories (having different
spins) using the De-Witt-Schwinger point splitting method [13, 14]. In particular,
gauge invariance of the spin-1 gauge field is discussed. Then, in Chapter 3,
the conformal anomalies are discussed in the context of flow theorems and their
potential consequences on the conformal window in QCD. We transition to B-
Physics in Chapter 4, laying the groundwork for the QED corrections to the
B̄ → K̄`+`− decay process. The treatment of IR divergences (soft and collinear)
is discussed in detail in Chapter 5, where we employ the technique of phase space
slicing [15]. Results and plots are presented in Chapter 6, including comments of
RK and lepton flavour universality as well as comparison with the literature.
The sign convention used throughout this thesis is (−−−) in the
convention of Misner, Thorne et al. [16], i.e. the metric has signature
(+−−−), unless other otherwise stated. See App. A.1 for more details
on conventions.
1.1 Conformal Field Theory
Conformal symmetry is a higher level of symmetry which includes the Poincaré
group as well as invariance under dilatations and special conformal transforma-
tions,
xµ → λxµ, Dilatations, (1.1)
xµ → x
µ − aµx2
1− 2a · x+ a2x2 , Special Conformal Transformations. (1.2)
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a translation, and an inversion. Therefore, a dilatation is defined by 1 parameter
(λ in Eq. (1.1)) while special conformal transformations are defined by 4
parameters (aµ in Eq. (1.2)). The conformal group extends the Poincaré group by
5 extra generators, in addition to the 4+6 generators corresponding to translations
and Lorentz transformations.
Dilatations and special conformal transformations can be understood as trans-
formations that rescale the metric,
gµν(x)→ Ω2(x)gµν(x). (1.4)
The transformations of the Poincaré group corresponds to the special case of
Ω(x) = 1.
Another equivalent way of defining conformal transformations is that they are
those that preserve the surface of the infinitesimal light-cone
ds2 = gµνdx
µdxν = 0. (1.5)
These transformations preserve angles but not lengths. A conformal field theory
(CFT) is a field theory that is invariant under the conformal group. A graphical
representation of dilatations and special conformal transformations is given in
Fig. 1.1.
1.1.1 Classical trace of the energy-momentum tensor
From Noether’s theorem, scale and special conformal invariance correspond to
conserved currents jµD and K
µν respectively. These are given by [17–19]
jµD = xνT
µν + V µ, (1.6)
Kµν = (x2gµλ − 2xµxλ)T νλ − 2xµV ν + 2Lµν , (1.7)
where T µν is the canonical energy-momentum tensor (EMT)1, V µ (called the
Virial current in [20]) is the contribution to jµD from intrinsic dilatations, and
1The canonical EMT is obtained by directly applying Noether’s theorem.
3
Figure 1.1: Effect of applying a dilatation (left) and special conformal
transformations (right) on spacetime, represented by a 2D grid here.
Lµν is a local operator that satisfies V ν = ∂µL
µν . Scale invariance of a theory,
i.e. conservation of the dilatation current jµD, implies that
T µµ = −∂µV µ, (1.8)
obtained upon using conservation of energy-momentum. Full conformal invari-
ance of a theory then gives the relation [21]
T µµ = −∂µ∂νLµν . (1.9)
Callan, Coleman and Jackiw showed that such a local term can be removed from
the trace of the energy-momentum tensor (TEMT) by adding an improvement
term to the canonical EMT [22], without changing the four-momentum vectors
and Lorentz generators of the canonical EMT, such that we obtain the well-known
4
result that conformal invariance2 of a theory implies that the EMT is traceless
T µµ = 0. (1.10)
Free massless scalar field theory
To illustrate an example of where the improvement procedure can be used, let us





The canonical TEMT in 4D is given by
T µµ = −
1
2
φ2 + φφ. (1.12)
The second term vanishes by virtue of the equation of motion (φ = 0). The





meaning it can be improved by the procedure described in [22]. It can be shown
explicitly that such a term satisfies the requirement that the four-momentum
vectors and Lorentz generators of the canonical EMT are unchanged. Adding
the improvement term to the theory makes the TEMT vanishing. Being able to
improve the EMT in this way implies that the scalar field is conformally coupled.
We will come back to this point later in Sec. 2.1.1 when we discuss the scalar
field theory in curved spacetime.
Free massive fermion field theory
On the other hand, a non-vanishing TEMT measures the breaking of conformal
symmetry; since dilatations rescale distances (and hence energies), it is clear
that any theory that has an energy scale breaks scale (and hence conformal)
invariance. Indeed, theories that involve massive fields break conformal symmetry
classically or softly. A simple example is the free massive fermion field theory,
2Note that we will sometimes assume that scale invariance implies conformal invariance.








The TEMT of this field theory is given by
T µµ = mΨ̄Ψ, (1.15)




Ψ = 0 has been used. As expected, the TEMT
vanishes only if m→ 0.
Free massless photon field theory
The canonical EMT in general does not have to be symmetric. However, for
a Poincaré invariant theory, conservation of angular momentum implies that it
can always be massaged into a symmetric form. The procedure [17, 24] involves




where Σµνλ is antisymmetric under interchange of µ and λ. This redefinition of
the EMT leaves it conserved, and does not change the four-momentum vector of
the field theory. In what follows, we will use T µν for the canonical EMT and θµν
for the symmetric EMT.




F µνFµν . (1.17)
The canonical EMT tensor is




where the indices in F 2 ≡ F λσFλσ have been suppressed for convenience. By
choosing Σµνλ = F µλAν , and using the equation of motion ∂λF
µλ = 0, we have
that










which is symmetric under interchange of µ and ν. We will later see that using









which vanishes in 4D.
1.1.2 Conformal Anomalies
So far, we have only considered classical field theories. In interacting quantum
field theories, correlation functions need to be computed, which have a wide
range of applications, such as in S-matrix elements used for calculating scat-
tering amplitudes. In general, these correlation functions are UV divergent in
perturbation theory due to the presence of loop integrals. However, since the
correlation functions are related to physical observables, such as a decay rates,
masses and cross-sections, the UV divergences that appear in the calculations are
unphysical and have to be treated in some way. Thus, one needs to regularise
the divergent integrals, and this involves introducing ‘extra parameters’ in order
to separate the UV divergences.
One of the most common regularisation techniques is dimensional regularisation
(dim-reg) [25]. This involves working in a general dimension d, which is
analytically continued to the complex plane. In this way, poles involving the
parameter d appear when one takes d back to its physical value. This will be the
main regularisation technique used in Chapter 2.
After regularisation, one still needs to renormalise the correlation function.
Renormalisation is the process of fixing the value of the correlation function at a
particular energy scale. This involves adding local counterterms to the Lagrangian
in order to absorb the UV divergences of the theory. This is a classic procedure
in quantum field theory, and we refer the reader to [26] for more details.
Regularisation and renormalisation necessarily introduce an energy scale in the
interacting theory, no matter which regularisation scheme one picks. The coupling
constants, masses and correlation functions all become functions of the energy
scale. The evolution of renormalised correlation functions with the energy scale,
typically denoted by µ, is given by the Callan-Symanzik equation [27, 28]. We
discuss this further in the next section.
7
In fact, renormalisation can be understood in the Wilsonian context, where the
dependence on the energy scale comes as a result of separating the (unknown)
UV physics from our theory. We refer the reader to [29, 30] for a review on the
subject.
Interacting massive scalar field theory














where the subscript ′0′ implies that the quantities are bare (not renormalised).
As mentioned earlier, renormalisation involves adding local counterterms to the
Lagrangian in order to absorb UV divergences in correlation functions. This
is conveniently achieved by redefining the fields, masses and coupling constants
using Z-factors. The bare field, mass and coupling constant, in terms of the






























The above equation defines the beta-function βλ, which characterises the
dependence of the (renormalised) coupling constant on the scale µ. Similarly,
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In general, the scaling dimensions of the renormalised field and mass are given
by
∆φ = dφ + γφ, (1.29)
∆m = 1 + γm, (1.30)
where dφ is the classical (or engineering) dimension of the field, and is equivalent
to the näıve dimension obtained in the classical theory by dimensional analysis.
Of course, if the interaction is switched off (i.e. λ → 0), then all the anomalous
dimensions vanish.
The evolution equation of a general correlation function involving the renor-












〈φ(p1)...φ(pn)〉 = 0. (1.31)
This is also sometimes referred to as the renormalisation group equation.
Since interacting quantum field theories require regularisation and renormalisa-
tion, they acquire an intrinsic energy scale µ, which breaks scale symmetry, and
hence conformal symmetry, even if the theory is conformal at the classical level.
The breaking of a symmetry due to quantum effects is known as an anomaly,
and in the case of conformal symmetry, we have a conformal anomaly. Due
to the connection of conformal symmetry breaking with the TEMT, conformal
anomalies are sometimes referred to as trace anomalies in the literature.
Quantum Electrodynamics
The Quantum Electrodynamics (QED) Lagrangian is obtained by combining
the free fermion field theory in Eq. (1.14) and the free photon field theory
in Eq. (1.17), and promoting partial derivatives acting on the fermion field to
9
covariant derivatives (minimal coupling). By doing this, the symmetry of the
Lagrangian under global U(1) transformations is promoted to invariance under
local U(1) transformations, leading to what is known as gauge symmetry. Thus
we have, for massless fermions,
L = −1
4





where Dµ ≡ ∂µ + ieAµ is the covariant derivative.
One can easily find that the TEMT in the classical theory vanishes in 4D
(c.f. Eq. (1.15) and Eq. (1.20)), and thus classical QED with massless fermions
is conformal in 4D.
However, in the quantum field theory, due to the fermion-photon interaction, the
operator 〈F 2〉 becomes divergent and contains poles in (d − 4) in dimensional






where β = de
d lnµ
is the QED β-function, and the subscript ‘ren’ indicates that the
operator has been renormalised (and is thus finite).
More generally, anomalies can be understood at the level of the path integral.




where N is a normalisation factor, S[φ] is the quantum action, and we have used
the shorthand φ1 ≡ φ(x1). If a theory possesses a continuous symmetry, one
can derive Ward identities [32, 33], which are essentially the quantum analogue
of current conservation in classical field theories. In the path integral picture,
anomalies arise as a result of the measure Dφ not being invariant under the
symmetry [34–36]. This happens for exactly the same reasons as described earlier
- due to regularisation and renormalisation.
10
1.1.3 UV and IR fixed points
Consider a quantum field theory with an interaction involving the coupling
constant λ. As discussed in the previous section, the variation of λ with the





The exact form of βλ obviously depends on the field content of the theory, as well
as the type of interaction.
An important question that one can ask is whether the QFT is consistent in the

















has to diverge. This happens only if βλ → 0 as Λ → ∞, and we thus have
a UV fixed point. Since the beta function vanishes at the UV fixed point, the
theory becomes conformal there3. A famous example of a theory with a UV fixed
point is QCD. In fact, QCD has asymptotic freedom, meaning that the strong
coupling constant itself vanishes at the UV fixed point, and the theory becomes
non-interacting there [37, 38]. Therefore, this justifies the use of perturbation
theory when performing high energy physics calculations. On the other hand, if
the coupling constant does not go to zero at the UV fixed point, the theory is
said to be asymptotically safe.
One can repeat the exact same argument for the IR limit. Again, we find that
for the theory to be consistent, the beta function has to vanish when Λ→ 0, and
we have an IR fixed point. In QCD, such an IR fixed point is called a Caswell-
Banks–Zaks fixed point [39, 40] if perturbation theory is valid there (i.e. if the
strong coupling constant is less than 1).
Finally, we mention that such fixed points may not exist - This happens if the
3Provided there is no soft breaking of conformal symmetry, obviously.
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The existence of a Landau pole in the UV merely indicates that the quantum
field theory is just an effective field theory, and that there is new physics beyond
the scale ΛLP . In fact, QED has this property in the UV, since the β-function
is positive and the fine structure constant of QED α continues to grow until it
becomes infinite. However, one finds that ΛLP  MP , the Planck scale, and
therefore there are no issues with QED for all relevant purposes. On the other
hand, the existence of a Landau pole in the IR (e.g. QCD in the Standard Model)
implies that perturbation theory breaks down below a certain scale of the order
of ΛLP .
1.1.4 Curved Spacetime
If a quantum field theory is described on a curved background, by coupling the
dynamical fields in the theory to the background gravitational field gµν(x), one











with LM being the matter Lagrangian. Note that the variation of this action with
gµν , along with the Einstein-Hilbert action, gives the Einstein Field equations by
definition.
Coupling a quantum field theory to a background gravitational field generally
involves 3 steps:
1. All flat spacetime metric tensors ηµν should be changed to gµν(x).
2. All partial derivatives ∂µ should be changed to the covariant derivative ∇µ,
which satisfies
∇µV α = ∂µV α + ΓαµλV λ, (1.41)
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∇µVα = ∂µVα − ΓλµαVλ. (1.42)
where V is a general vector, and Γαµλ are the Christoffel symbols. The above
equations can be easily generalised to tensors with an arbitrary number of
upper and lower Lorentz indices.




In fact, Eq. (1.39) can be used to find the symmetric EMT in flat spacetime. This
is achieved simply by using Eq. (1.39) and the 3 steps described above, and then
setting gµν(x) → ηµν at the end of the calculation. Metric variations of various
gravitational quantities are given in App. B.3.






Furthermore, one can directly calculate the TEMT by using Weyl transforma-
tions. Under a Weyl transformation, the metric tensor transforms as
gµν(x)→ gµν(x)e−2w(x), (1.44)
gµν(x)→ gµν(x)e2w(x). (1.45)
The sign of the exponent are opposite for gµν and g
µν , since gµνgνλ = δ
µ
λ has to
be satisfied (which implies that gµν is the inverse of gµν). Thus, one deduces that






The Weyl variations of various gravitational objects are given in App. B.5. A
theory with conformal symmetry is thus invariant under Weyl transformations
[42, 43]. Thus, conformal anomalies are also sometimes referred to as Weyl
anomalies.
QED and vielbeins

























/D and Dµ ≡ ∇µ + ieAµ is the covariant derivative wrt the
gauge field. To couple fermions to gravity properly however, we will require
vielbeins. This complication arises due to the gamma matrices in the fermionic
action becoming spacetime dependent,
{γµ(x), γν(x)} = 2gµν(x). (1.48)
The following discussion on the vielbein formalism largely follows [44]. The






where ηab is the flat spacetime local metric. Greek letters represent indices related
to the curved spacetime described by the metric gµν(x), while roman letters
represent indices related to the local frame described by the flat spacetime metric
ηab. Using the above, one can also define the inverse vielbein E
µ
a ,















Eaµ(x) = gµν(x)eaν(x) = η
abE µb (x), (1.52)





















4Note that the appearance of the negative sign in going to the second equal sign is due to
the fact that gµν is the inverse of gµν , c.f. the discussion below Eq. (1.45)
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Furthermore, a variation of Eq. (1.50) gives
δE µa = −E λa E µb δebλ. (1.55)





aν + T νaE
aµ) , (1.56)
where






We are now ready to derive the symmetric EMT for QED. Let us first split the




















which can be taken care of by the previously described metric variation technique.






F 2 + dmΨ̄Ψ, (1.60)
where contracted indices have been suppressed for convenience. We point out that
the calculations are significantly simplified by the fact that, in curved spacetime,
the Faraday tensor Fµν does not depend on the metric tensor when written with
lower indices, since
Fµν ≡ ∇µAν −∇νAµ = ∂µAν − ∂νAµ. (1.61)
We now consider SK in Eq. (1.58). We write the gamma matrix γµ(x) as
γµ(x) = E µa (x)γ
a, (1.62)
where γa is the gamma matrix in the flat spacetime coordinate representation at
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x (also known as normal coordinates), such that









Using Eqs. (1.54), (1.55) and (1.57), we have











































































F 2 +mΨ̄Ψ. (1.68)
In the quantum field theory, since the VEV of the operators are UV divergent,
the TEMT receives anomalous contributions, as explained in Sec. 1.1.2. This has




〈F 2〉ren + (1 + γm)m〈Ψ̄Ψ〉ren, (1.69)
where the subscript ‘ren’ denote renormalised correlation functions as before,
β ≡ dα
d lnµ
is the QED beta function and γm ≡ d lnmd lnµ is the anomalous mass
dimension, c.f. Eq. (1.28).
1.1.5 Gravitational Counterterms and Conformal Anomalies
Coupling a quantum field theory with a background gravitational field comes at
a cost. As pointed out in [45–47], in general, one needs to add gravitational
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counterterms in order to renormalise the theory. The most general form of these
local counterterms is
Lg = c0R, d = 2, (1.70)
Lg = a0E4 + b0H2 + c0W 2, d = 4, (1.71)
where
E4 = RαβγδR
αβγδ − 4RαβRαβ +R2, (1.72)









d− 1 . (1.74)
E4 is the Euler density, or Gauss-Bonnet density, and W
2 is the square of Weyl
tensor. In the above, Rαβγδ, Rαβ and R are the usual Riemann tensor, Ricci
tensor and Ricci scalar respectively.
For a conformal field theory, the bare coefficients a0 and c0 in general have
divergent contributions, that are required to renormalise the theory. We note
that b0 is not divergent for a conformal field theory, since the H














= − (d− 4) a0E4 − (d− 4) b0H2 − 4b0H − (d− 4) c0
[






On the other hand, E4 and W
2 are conformally invariant in 4D, as can be seen
from their coefficient in Eq. (1.75).
Thus, one finds that the TEMT has the general form [42]
〈T µµ 〉 = βcR, d = 2, (1.76)
〈T µµ 〉 = βaE4 + βbH2 + βcW 2 + 4b̄H, d = 4, (1.77)
where the coefficients βa, βb, βc are beta functions in the sense that they arise
purely from the divergent components of a0, b0 and c0 respectively, c.f. Eq. (1.75).
We note once again that for a CFT, βb = 0 since b0 is not divergent. This also
implies that b̄ is finite. In fact, the b̄ coefficient can be varied by adding a finite
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local counterterm to Lg proportional to H2,
Lg → Lg + ωH2 =⇒ b̄→ b̄− ω. (1.78)
This apparent ambiguity in the b̄ coefficient in explored in Chapter 3, and in
particular in Sec. 3.2.
An explicit calculation illustrating the above results is discussed in the next
chapter in Sec. 2.1.3 for a scalar field.
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Chapter 2
Conformal anomalies in Curved
Spacetime
In this chapter, we will calculate the VEV of the TEMT in 4D, using dimensional
regularisation (dim reg). We will perform the calculation for various field theories
with a scalar, fermion or spin-1 gauge field as the matter field content of the
theory.
Note that for notational convenience, we will often use the comma/semicolon
notation for expressing derivatives, see App. C.1.1,
∇α∇β∇µA ≡ A;µβα (2.1)
∂α∂β∂µA = A, µβα (2.2)
Note the order of the indices. Therefore, we will often refrain from punctuating
equations, as this may lead to confusion.
There are three ways of computing the VEV of the TEMT in dim reg:
1. g
(d)




3. 〈g(4)µν T µν〉
where the superscript denotes the dimensions. The effect the dimension has on
19
the metric tensor is evident when it is contracted with itself,
g(d)µν g
µν = d, (2.3)
g(4)µν g
µν = 4. (2.4)
The three ways of calculating the VEV of the TEMT are, in general, distinct
as they each correspond to different ways (and order) of performing the
regularisation. The identity
g(d)µν 〈T µν〉 ≡ 〈g(d)µν T µν〉, (2.5)
is obvious since every trace that appears on each side is automatically performed
in d-dimensions. In this chapter, we will calculate each one of the three ways of
obtaining the VEV of the TEMT for the scalar, fermion and spin-1 gauge fields.
Note that we will sometimes use the shorthand
〈T µµ 〉 ≡ g(d)µν 〈T µν〉, (2.6)
whereas when the four dimensional metric tensor g
(4)
µν is used, we will always write
it explicitly.
The focus in this section is dim reg, although we sometimes give the result in
Pauli-Villars regularisation [48] where possible.
2.1 Scalar field
To illustrate most of the techniques used in this chapter, we will study the case of
the scalar field in detail, as it is a well-known example, which is often discussed
in the literature. While we will work in d = 4− 2ε dimension, it is rather easy to
reproduce the results for d = 2− 2ε, since most of the formalism and techniques
remain practically the same.
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2.1.1 Generalities
















The term ηRφ2, with general coupling η, has been added as it is consistent
dimensionally and respects all necessary symmetries of the field theory. The
equation of motion (EoM) is
φφ = −m2φ2 − ηRφ2. (2.8)




φ2 +m2φ2 + ηRφ2. (2.9)
























After using the EoM, the TEMT becomes
T µµ = m
2φ2 +
(









(6η − 1) + ε (1− 4η)
]
φ2 +m2φ2. (2.13)
For the theory to be conformal, we require the TEMT to vanish when m = 0.
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Therefore, we get the well-known result that










where d = 4 − 2ε has been used in the last equality. The value ηc is known
as the conformal coupling, and when η = ηc, the scalar field is said to be
conformally-coupled. Note that having a conformal coupling is equivalent to
adding an improvement term to the EMT, as discussed in Sec. 1.1.1.
To obtain the anomaly, it is clear that one first needs the two point function of
the scalar field in curved spacetime, 〈φ(x)φ(x′)〉, and derivatives thereof. To this
end, we will use the Schwinger-De Witt method [13, 14], described below.
2.1.2 Schwinger-De-Witt method for the scalar field
A powerful technique for evaluating the 2-point Green’s function in curved
spacetime is discussed here. This revolves around adapting the heat kernel
method to deal with a background gravitational field. Note that this method
requires keeping a mass for the field, which will be taken to zero in the end when
computing the conformal anomalies.
We define the Green’s function
iGF (x, x
′) = 〈φ(x)φ(x′)〉, (2.15)
that satisfies the Schwinger-Dyson equation
(x +m
2 + ηR)GF(x, x
′) = − (−g(x))− 12 δd(x− x′). (2.16)
The solution to this equation has been developed by Schwinger [49] in flat space
and generalised by De-Witt [14] to curved spacetime. Thus, this technique is
often referred to as the De-Witt-Schwinger point splitting method.
We define the states |x〉 living in a Hilbert space such that
〈x|G|x′〉 = GF (x, x′) , (2.17)
〈x|x′〉 = δd (x− x′) . (2.18)
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Thus, in operator form, the Schwinger-Dyson equation in (2.16) becomes(
πµ (−g)
1
2 gµνπν − (−g)
1
2 m2 − (−g) 12 ηR
)
G = 1, (2.19)
where
πµ|x〉 = i∇µ|x〉, (2.20)







4 −m2 (−g) 14 − ηR (−g) 14
)
(−g) 14 G (−g) 14 = 1.
(2.21)
Next, we define the operator H,




4 − ηR. (2.22)
Thus, we have that
(−g) 14 G (−g) 14 = 1
H −m2 . (2.23)
By giving m2 a small negative imaginary part, one rewrite the RHS of Eq. (2.23)
using the integral representation





where the parameter s is known as the Schwinger proper time. Introducing the
states in the Hilbert space again, and defining
〈x|eiHs|x′〉 = 〈x, s|x′, 0〉, (2.25)
we obtain the Schrödinger equation
i∂s〈x, s|x′, 0〉 = −〈x, s|H|x′, 0〉
= (x + ηR) 〈x, s|x′, 0〉
= (x′ + ηR) 〈x, s|x′, 0〉, (2.26)
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with the boundary condition
〈x, 0|x′, 0〉 = δ (x− x′) . (2.27)
To solve Eq. (2.26), we make the Ansatz,








2is Ω (x, x′; is) . (2.28)
In the above, σ (x, x′) is the geodetic interval, equal to half of the proper distance









We will often suppress the spacetime dependences of σ ≡ σ (x, x′). Also, D (x, x′)
is given by
D (x, x′) = det (∇ν′∇µσ) . (2.30)














; − iηRΩ (2.31)
We then perform a power expansion for Ω (x, x′; is),




′) (is)j , (2.32)
where aj (x, x
′) are known as the Seeley-De Witt coefficients [13, 14, 50, 51]. This
then leads to the recursion relation
∇λσ∇λa0 = 0, (2.33)








− ηRan, n ≥ 0. (2.34)
where
∆ (x, x′) = (−g)− 12 D (x, x′) (−g′)−
1
2 , (2.35)
is the Van Vleck-Morette determinant [52, 53], and we have used the notation
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g ≡ g(x) and g′ ≡ g(x′).1
The final task is to obtain the boundary condition, i.e. Ω (x, x′; 0). To this end,









with the boundary condition
〈x(0)′|x(0)′′〉f = δ (x′′ − x′) . (2.37)







Thus, in curved spacetime, one concludes that the boundary condition translates
to
Ω (x, x′; 0) = 1, (2.39)
and this in turn fixes
a0 (x, x
′) = 1. (2.40)
Finally, after introducing the states again into Eq. (2.24), we have
GF(x, x


























To obtain coincident limits of 〈φ(x)φ(x′)〉 to be used for calculating the VEV of
the TEMT, one needs the coincident limits of σ (x, x′), ∆ (x, x′) and aj (x, x
′),
and their derivatives. The first two are given in App. C.6 and are the same
independent of the field content of a theory. The coincident limits of the Seeley-
De Witt coefficients aj (x, x
′) for the scalar field are given in the next section.
1The equation strictly involves D, but we are able to replace D by ∆, since ∇µg = 0 etc.
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Coincident limits of aj (x, x′) for a scalar field




′) = [aj] . (2.42)
Using the recursion relations derived in Eqs. (2.33) and (2.34), one can obtain
the coincident limits for aj (x, x









































We then have that

































































Since it will be useful in later calculations, we also give the results for coincident











































12RµλRνλ − 6RαβRµ να β − 6RµαβγRναβγ + 9Rµν

















































































is given in App. C.6.2. Furthermore, we
have used Synge’s theorem [54] in working out the coincident limits for those
involving derivatives wrt primed indices,
[A; ...α′ ] = − [A; ...α] + [A; ...];α (2.54)
Note that we do not need to go beyond a2, since we are concerned with calculating
the conformal anomaly, and thus focus on terms that survive in the limit of
m → 0. This is rather fortunate, as the calculation of coincident limits with
higher j gets increasing complicated, due to more complex structures having
more derivatives of the metric tensor appearing [55].
Alternative Method using Riemann Normal Coordinates
In this section, we show that the same coincident limits for the aj (x, x
′)
coefficients can be found by introducing Riemann normal coordinates2 yµ for
2Riemann normal coordinates has a lot of similarities with the Fock-Schwinger gauge; this
has been pointed out in [55].
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the point x, with origin x′ [56–58]. One can then expand gµν(x) about x
′:


















yαyβyγyδ + ... , (2.55)
where the coefficients are all evaluated at the origin x′. In this expansion, the
metric and its derivative (but not second derivative, hence the appearance of the
Riemann tensor) are the same as in flat spacetime.





Also, the Van Vleck-Morette determinant, ∆(x, x′), becomes
∆(x, x′) = (−g(x))− 12 , (2.57)
which goes to 1 in the coincident limit x→ x′, as expected.
Non-coincident limits of aj (x, x′) in RNC
We start with Eq. (2.16) and define










We now perform an adiabatic expansion of GF(k). To adiabatic order four (i.e.
four derivatives of the metric), we have [58]
































where ∂α ≡ ∂∂kα and aαβ is given by Eq. (2.43).





















where the aj (x, x
′) are given by
a0(x, x

































where all geometric quantities (Riemann tensor, Ricci tensor and Ricci scalar)
are evaluated at x′, the origin of our RNC system. As can be seen from the
above expressions for aj (x, x
′), in the coincident limit, they all match the results
obtained in Eqs. (2.45) to (2.47). It is also not hard to show that the coincident
limits of derivatives of aj (x, x
′) also match.
Furthermore, using the integral representation for (k2 − m2)−1 (giving a small
imaginary part to m2),





we have, after performing the Gaussian integral over k, that














Ω(x, x′; is), (2.66)
which matches Eq. (2.41).
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Evaluation of s integral
We present the evaluation of the s-integral3 in this short section. We take the
coincident limit before calculating the integral, and keep the index j generic in
what follows.














The integral is evaluated by analytically continuing the variable s to the complex
plane.
To incorporate Pauli-Villars regularisation, we use the prescription from [59],





where Λ is the Pauli-Villars mass. Each factor of the regulator function reduces
the degree of divergence by 2, so one may have to implement it recursively at
different levels to fully regularise an integral (which may involve more than 1
Pauli-Villars mass, as we will illustrate below).
For a logarithmically divergent s integral (i.e. j = 2),∫ ∞
0











For a quadratically divergent s integral (i.e. j = 1),∫ ∞
0






























In this section, we provide the results for the condensates of the scalar fields,
including those with derivatives. This section will be a useful collection of results
for later when computing the conformal anomaly.
3Note that it is reminiscent of the Schwinger proper time representation and integration
techniques.
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By studying the EMT and TEMT in Eq. (2.11) and Eq. (2.12) respectively, we
find that we have a total of 5 different condensates to calculate. In what follows,
we only keep terms that remain finite when the masses are set to zero.
Also, we wish to fix the mass dimension of the EMT and TEMT to 4 exactly.
Therefore, the condensates below will all involve an extra factor of µ2ε, where µ
is an arbitrary energy scale. The same has been done in [60].




























































































where only the relevant terms have been included (by relevant, we mean up to 4
derivatives of the metric).
4We keep the term having m−2, since it can be multiplied by m2 and would thus remain
finite in the massless limit, c.f. Eq. (2.12).
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a2(x) + [a1;µν′ ]
]
. (2.75)
Finally, we have 〈(∇µφ)2〉, which simply corresponds to a metric contraction (in






































































Effect of using the EoM
In this section, we investigate whether the use of the EoM could potentially
change the VEV of the TEMT. More specifically, we investigate whether using
Eq. (2.9) changes the result.
From the previous section, we have 〈(∇µφ)2〉 already, which is the LHS of





































It matches Eq. (2.76) - Hence, using the EoMs do not affect the calculation of
the anomaly.
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Conformal anomaly of the Conformally-coupled scalar
We are finally in a position to discuss the conformal anomaly for a conformally
coupled scalar (CCS). We return to the discussion of the non-conformally coupled
scalar (NCCS) in the next section. From Eq. (2.12)
















g(4)µν 〈T µν〉 = 0 (2.79)










≡ g(d)µν 〈T µν〉, (2.80)
where the last line indicates that 〈g(4)µν T µν〉 and g(d)µν 〈T µν〉 match for a CCS. The
results agree with those in [61–63]. We note, however, that this result will not be
true in general, especially when it comes to non-conformal theories.
The above results motivate us to define the anomalous part of the TEMT via
two possible prescriptions5
A1 ≡ g(4)µν 〈T µν〉 − g(d)µν 〈T µν〉, (2.81)
A2 ≡ g(4)µν 〈T µν〉 − 〈g(4)µν T µν〉. (2.82)
In what follows, we will compute both A1 and A2, and point out the differences, if
any6. If one imposes regularisation-independence of the anomaly, the prescription
for A2 makes more sense. For the CCS, the prescription does not make a
















5The sign convention for the subtraction is arbitrary, but we pick it in a way that facilitates
comparison with the results in Chapter 3 in the context of flow theorems.
6They would usually happen for the coefficient of the R term, which can be UV divergent
without the subtraction.
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In the CCS, the first term vanishes in either prescription A1 or A2, since the
classical theory is conformally invariant, so the prescription is not required per
se. Furthermore, in previous calculations, we swept under the rug terms that
have negative powers of the mass m. The prescription cancels such infrared
divergences, and makes the anomaly well-defined wrt them.7
At this point, we would like to mention that while we were working on this
prescription, [64] came out, which addressed the issue of isolating the conformal
anomaly of a non-conformally coupled scalar (which we discuss in the next
section). However, they perform the calculation using linearised gravity in
perturbation theory. We will push this prescription further and use it in the
context of a spin-1 gauge field in a future section.
Conformal anomaly of the non-conformally coupled scalar
This is where the prescription in Eq. (2.81) and Eq. (2.82) becomes relevant, as
it allows the separation of the anomalous part of the TEMT. The results here are
important as they model pions.
First, we have, from Eq. (2.12),



















Next, we also compute




− 15 (1− 6η)2 ∆εR
]
. (2.85)



















7We further note that no regularisation is needed for terms that have inverse powers of mass
m, c.f. Eq. (2.67), where the s-integral is discussed.
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We thus find that g
(4)
µν 〈T µν〉 only contains the divergent part of the coefficient of
R. Furthermore, we note that 〈g(d)µν T µν〉 and 〈g(4)µν T µν〉 only differ by a constant
factor in the coefficient of R.

































(1− 6η)2R2 − (30η − 6)R
]
, (2.88)
The 2 prescriptions give the same result except for the coefficient of R. ANCCS2
matches the results of Birrell and Davies [60]. We also note that our results match
those in [64] calculated using linearised gravity in perturbation theory.
Note that the physicality of the conformal anomaly can be established by showing
that it possesses certain properties, such as finiteness, flow-independence and
scheme-independence. This is discussed briefly in Chapter 3.
2.1.3 Effective action picture
In this section, we discuss an alternative method for obtaining the conformal
anomaly. It relies on the calculation of the effective action, treating curved
spacetime as a background gravitational field [65]. We follow largely the method
described in [60]. This is not original work per se, and is presented here as it
nicely complements and provides insights into the calculation done in the previous
section.
We start with some definitions: The effective action W is obtained from the
generating functional Z via
eiW = Z[0] =
∫
Dφ eiS , (2.89)
where the zero in Z[0] indicates that all sources for the quantum fields are set to

























Kxy = (x +m
2 + ηR) δd(x− y), (2.91)
i GF(x, y) = 〈φ(x)φ(y)〉, (2.92)
such that
(x +m
2 + ηR)GF(x, y) = −(−g(y))−
1
2 δd(x− y). (2.93)
Thus, we can write Kxy in terms of the Green’s function GF(x, y) as
K−1xy = −GF(x, y). (2.94)
Evaluating the generating functional, we have











where the constant of proportionality is metric-independent and can thus be
ignored in what follows. So, we have that
W = − i
2
tr ln(−GF). (2.96)
The trace of an operator M is given by
trM =
∫
ddx(−g(x)) 12 〈x|M |x〉. (2.97)





since K has a small negative imaginary part due to m2 → m2−iε. To get ln(−GF)
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rather than GF itself, consider∫ ∞
Λ
e−iKs(is)−1ids = −Ei(−iΛK)
= −γ − ln(iΛK) +O(Λ), (2.99)
where Ei(x) is the exponential integral, given by






Taking the limit Λ → 0, and discarding any terms that are metric-independent,
we have




Using Eq. (2.96), we obtain






i ds (is)−1〈x|e−iKs|x〉. (2.102)




now comes down to finding 〈x|e−iKs|x〉.






which, using Eq. (2.41) in Sec. 2.1.2, identifies





Ω(x, x′; is). (2.105)







































































where aj(x) ≡ aj(x, x′). One can identify the regulator in dim reg to be ρDR =
1
(4πis)−ε
[59]. As done in Sec. 2.1.2, the integral can be evaluated by analytically
















We send m → 0 in Eq. (2.107), and determine any UV divergent contribution
that remains. This corresponds to j = 2.





ddx (−g(x)) 12 a2(x), (2.110)
where Wdiv corresponds to the UV-divergent part of the effective action W , and
the shorthand ∆ε has been defined in Eq. (2.71). Using Eq. (2.47), and the results
in App. B.3 and App. B.4, we have






























8We note that we have added the factor µ2ε, as was done in Sec. 2.1.2 and [60], in order to
fix the mass dimension of Leff(x) to be exactly 4.
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In [60], the coefficients are expressed using a different basis (Equation (6.124)).
Going to that basis (and separating the R term because it is the only divergent
term for a general η), we have

































Conformal anomaly for a CCS
For conformal invariance, the total TEMT is zero, i.e.
〈T µµ 〉|m=0, η= 1
6
≡ 〈T µµ 〉ren + 〈T µµ 〉div = 0, (2.113)
where the subscript ‘ren’ means renormalised. Therefore, for a CCS, we have
that














which is the result obtained in [60] upon using the conformal coupling.
Furthermore, 〈T µµ 〉ren is equivalent to the conformal anomaly A1 (and A2 since
they are equal in the conformal limit) calculated using Eq. (2.78).
Conformal anomaly for a NCCS
Here, we no longer have the condition in Eq. (2.113), as the theory is non
conformally invariant classically. Instead, we have, using Eq. (2.12),






where the last equality is obtained by substituting d = 4 into Eq. (2.13). This
is done as we want to remove the classical violation of the non-vanishing TEMT.
Rearranging the above equation, we have

























All the coefficients match those in [60], except the R coefficient. The result also
matches the anomaly A1 calculated in the previous section in Eq. (2.87).
On the other hand, if we use d = 4 − 2ε when calculating the classical violation
of the TEMT, we have




(6η − 1) + ε (1− 4η)
]
〈φ2〉, (2.117)
which then leads to




















which now matches A2 in Eq. (2.88) and the result in [60].
In the next sections, we will focus solely on the De-Witt Schwinger technique,
and evaluate the VEV of the TEMT directly, since the effective action method
might lead to confusion about which value of d to use when there is no conformal
invariance at the classical level.
2.2 Spin-1 Gauge field
In this section, we will apply the heat kernel technique to the spin-1 gauge field.
We will first focus on the result in the Feynman gauge, and then generalise the
results to a general gauge, since the calculations are more involved in that case.
2.2.1 Generalities
Since we need to provide the spin-1 gauge field Aµ with a mass m to be able to use
the Schwinger-De Witt technique, we use the Higgs mechanism [7, 8]. Consider a
(charged) massive complex scalar field φ = ϕ eiχ with a quartic potential, coupled
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†(Dµφ)− λ(φ†φ− Φ20)2, (2.119)
where Dµ = ∂µ + iQAµ is the covariant derivative (different from ∇µ, which
couples to the background gravitational field) and Φ0 is the VEV of the Higgs
field ϕ.
In curved space, assuming a symmetric metric tensor gµν = gνµ, the Maxwell
tensor Fµν written with lower indices is equivalent to the one in flat space, i.e.
Fµν ≡ ∇µAν −∇νAµ = ∂µAν − ∂νAµ. (2.120)
Note that with upper indices, a similar relation does not hold.
The Lagrangian in Eq. (2.119) is gauge invariant [66] provided the Stückelberg
field χ also transforms under a gauge transformation, i.e.
Aµ → Aµ − ∂µα,
χ→ χ+Qα. (2.121)
In what follows, we will often suppress the explicit indices, and use the following
conventions:
F µνFµν ≡ F 2,
AµAµ ≡ A2, (2.122)
etc.











2 − λ(ϕ2 − Φ20)2. (2.123)
If we now take the Higgs field ϕ to be arbitrarily massive, i.e. λ→∞, its dynamics
can be neglected and the field can be considered to be frozen at its VEV Φ0. The
9In curved spacetime, all partial derivatives ∂µ are promoted to covariant derivatives wrt
the background gravitational field ∇µ. However, for scalar fields, ∇µφ ≡ ∂µφ.
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after redefining the Stückelberg field, χ → χ
Φ0
, and using m ≡ Φ0Q. The
Lagrangian is still gauge invariant, under the transformations in Eq. (2.121).




(∇µAµ − ξmχ) . (2.125)
Fixing the gauge in this way (Rξ gauge) is useful because it decouples the gauge
field Aµ from the Stückelberg field χ. Following the Faddeev-Popov procedure


















In this section, we will focus on the gauge field part of this action, i.e. the first
line of Eq. (2.126). In any case, the rest of the contributions correspond to scalar
fields and have already been calculated in the previous section. Note that the
mass of the scalar Stückelberg field and the ghost field is ξm2 if the photon has
mass m2.
Note that while the Stückelberg field and ghost fields are free fields in the sense
that they don’t couple with the other matter fields, they still couple to the
background gravitational field. So, they give non-zero contributions to the VEV
of the TEMT, and hence affect the conformal anomalies.
Therefore, the action for a spin-1 massive gauge field (neglecting ghost fields and



















The equation of motion (EoM) is
∇µF µν +m2Aν +
1
ξ
∇ν (∇ · A) = 0. (2.128)
To obtain the above, we have used the symmetry of the metric tensor gµν .







∇λ (∇ · A) +RλαAα = 0, (2.129)
where Rλα is the Ricci tensor, and  ≡ ∇µ∇µ.




(∇ · A) = 0. (2.130)
This indicates that ∇ · A acts as a scalar field of mass ξm2.




F 2 − gµν
2







(∇ · A)2 −∇µAν (∇ · A)−∇νAµ (∇ · A) +∇µ (Aν∇ · A)
























(∇ · A)2 ,
(2.132)
respectively.
As in the scalar field case, to calculate the VEV of the TEMT, we will require
the two-point function of the gauge field, 〈Aµ(x)Aν′(x′)〉, and derivatives thereof,
and this is discussed in the next section.
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2.2.2 De-Witt Schwinger technique in the Feynman gauge
ξ = 1
We first focus on the calculation of 〈Aµ(x)Aν′(x′)〉 in the Feynman gauge ξ = 1,
as the computation simplifies drastically in this limit. In fact, this is how this
calculation is performed in the literature all the time [69–71].
We can express 〈Aµ(x)Aν′(x′)〉 in terms of the Green’s function DF, µν′(x, x′) of
the EoM operator in Eq. (2.129):
iDF, µν′(x, x







′) = (−g(x))− 12 g ν′µ δ(n)(x− x′). (2.134)
In what follows, we will sometimes suppress the spacetime dependence, and it
should be clear from context what they are, for example,
〈AµAν′〉 ≡ 〈Aµ(x)Aν′(x′)〉. (2.135)
This time, unlike in the scalar field case, we introduce states that have Lorentz




′) term. We define the states |xµ〉 that satisfy
R̂|xµ〉 = Rαµ|xα〉. (2.136)
We can express the Green’s function in terms of the heat kernel Gρν′ (x, x′; is),
using Schwinger-DeWitt point-splitting method as before [14]. We do not present
the details here, as it follows through in exactly the same way as in the scalar
field in the previous section, which was discussed in great detail.
The result is






2s Gρν′ (x, x′; is) , (2.137)
where Gρν′ (x, x′; is) satisfies the ‘Schrödinger equation’
i∂sGρν
′




(x, x′; is) , (2.138)
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with boundary condition
Gρν′ (x, x′; 0) = gρν′δ (x− x′) . (2.139)
We solve the differential equation using the Ansatz










(x, x′; is) , (2.140)
where the quantities σ and D are exactly the same ones that were defined in
Eq. (2.29) and Eq. (2.30) respectively. Substituting this into the differential
equation, we find that Ωρν
′
(x, x′; is) satisfies
∂sΩ
µν′ = −iRµλΩλν












with the boundary condition
Ωµν
′
(x, x′; 0) = gµν
′
δ (x− x′) . (2.142)
At this point, it is useful to replace D by the van Vleck-Morette determinant
∆ ≡ g− 12Dg′− 12 . Since ∇λg = 0, we have that
∂sΩ
µν′ = −iRµλΩλν












We further express Ωρν
′
(x, x′; is) as a power series in (is),
Ωρν
′






′) (is)j . (2.144)




′) coefficients in Ωρν
′
(x, x′; is) by matching powers of s. They are
∇λaµν
′
0 ∇λσ = 0, (2.145)
∇λσ∇λaµν
′














n , n ≥ 0.
(2.146)





































discussed in the next section.
Coincident limits of aµν
′
j (x, x
′) for the spin-1 gauge field
















≡ aµνj (x) . (2.149)
Using the recursion relations in Eqs. (2.145) and (2.146), and the identities in
App. C.6, one can obtain the coincident limits of the aµνj (x) coefficients. They
are





Rgµν −Rµν , (2.151)



































































10From the symmetry of the two-point function, we do not need primed derivatives. We have
of course explicitly verified the equivalence of the primed derivative to the unprimed derivative
using Synge’s theorem.
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derivatives explicitly, as they are complicated. They are both given in App. C.6.
Also, we have used Synge’s theorem to calculate coincident limits involving
primed indices.
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Evaluation of condensates for the spin-1 gauge field
Since the gauge field carries a Lorentz index, there are more condensates here to
evaluate than in the scalar field case. To find out which ones we need to calculate,
we consider the EMT and TEMT in Eq. (2.131) and Eq. (2.132) respectively.
There are 3 of them, which act as building blocks for others (by contracting
with the appropriate metric tensor). They are 〈AµAν〉, 〈∇β ((∇αAµ)Aν)〉 and
〈(∇αAµ) (∇βAν)〉.11
We start with the simplest one, 〈AµAν〉, which are of course understood to be





















where only relevant terms have been kept. The above condensate always comes
with a factor of m2, which is why we have only kept the j = 2 term. Next, we
have




















where ∆ε is defined in Eq. (2.71).
Finally, the last ‘building block’ condensate is given by


























where the coincident limits for ∆
1
2 and σ are given in App. C.6. With all the
building blocks in hand, we can start listing the different condensates that appear
11Note that instead of 〈∇β ((∇αAµ)Aν)〉, one could pick 〈(∇α∇βAµ)Aν〉. Our choice is a
little simpler.
12We switch to upper indices merely for convenience of writing the condensates.
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and for 4-dimensional traces, we have




g(4)µν 〈(∇µAν) (∇·A)〉 = 0, (2.176)












180R2µν + 30R− 30R2
]
, (2.178)




180R2µν + (30 + 30ε)R− 30R2
]
. (2.179)
This completes the calculation of all the condensate terms required for the
calculation of the conformal anomaly for the gauge field.
As in the scalar case, we have verified that using the EoM in Eq. (2.129), which





Aµ〉+Rµρ〈AµAρ〉+m2〈AµAµ〉 = 0, (2.180)
has no effect on the calculation. What’s more, the result holds independent of
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whether the trace is performed over the 4-dimensional metric tensor g
(4)
µν or the
d-dimensional metric tensor g
(d)
µν .
Calculation of the conformal anomaly for a spin-1 gauge field in the
Feynman gauge
We can now start calculating the VEV of the TEMT, and they are given by




−32E4 + 21W 2 + (6− 30∆ε)R + 5R2
]
, (2.181)




−32E4 + 21W 2 + (36− 30∆ε)R + 5R2
]
, (2.182)




where we have used the subscript ‘gf’ to label the gauge field contribution. We
can use the prescriptions in Eq. (2.81) and Eq. (2.82) to calculate the conformal












32E4 − 21W 2 + 24R− 5R2
]
. (2.185)
Of course, the above results are not physical, since they don’t include the
other field components that are necessary for gauge invariance. We have the
contributions from the ghost fields c, c̄ and the Stückelberg field χ to add. We
first consider adding only the ghost field contributions, and the corresponding
quantities will be labelled with ”gf+gh”. We note that the contribution from
the ghost fields simply correspond to that of NCCS field with η = 0, multiplied
by −2, where the negative sign comes from the anti-commuting nature of ghost
fields, and the factor of 2 comes from the fact that the (complex) ghost field can
be regarded as two real scalar fields.
Thus, we have




−31E4 + 18W 2 + 18R
]
, (2.186)




−31E4 + 18W 2 + 18R
]
, (2.187)





We can again use the prescriptions in Eq. (2.81) and Eq. (2.82) to calculate the







31E4 − 18W 2 + 12R
]
. (2.189)
Some comments are in order. We first note that while there are no divergences
in the coefficients in 〈g(4)µν T µν〉gf+gh, and hence 〈g(d)µν T µν〉gf+gh as they are equal,
g
(4)
µν 〈T µν〉gf+gh is not zero. This is contrast to the scalar field case treated in
the previous section where, whenever the divergences vanished in 〈g(d)µν T µν〉 and
〈g(4)µν T µν〉, so did g(4)µν 〈T µν〉, c.f. Eq. (2.78) to Eq. (2.80).
We further note that Eq. (2.186) matches the result in [60], with an overall
negative sign (which we can understand in terms of renormalisation of the effective
action, c.f. Sec. 2.1.3). The results also agree with [72] and [73], which specify
2 different prescriptions for how the coefficient of R is obtained, and they
correspond to the R coefficient that we have either directly in the TEMT in
Eq. (2.186) or in the isolation of the anomaly in Eq. (2.189).
Therefore, the discrepancy regarding the coefficient of R can be traced back
to whether the contribution g
(4)
µν 〈T µν〉gf+gh should be included or not when the
calculation is performed in the De-Witt-Schwinger point splitting method. We
come back to this discussion in the next section in the context of gauge invariance.
For the sake of completeness, we also give the results when the contribution from
the Stückelberg field is added. To indicate this, we assign a label ”full” to the
quantities below. Thus


































We can again use the prescriptions for A1 and A2 to calculate the conformal






























2.2.3 De Witt-Schwinger technique in the general gauge
This section deals with solving for the two-point function of the gauge field with
a general gauge parameter in curved spacetime. This generalises a calculation
done by Shore for a non-Abelian gauge field [74].















′) = (−g(x))− 12 g ν′µ δ(n)(x− x′).
(2.196)
Following the same steps as in the previous section, we now have






2s Gρν′ (x, x′; is) , (2.197)
as before, but instead of Eq. (2.138), we have the ’Schrödinger equation’
i∂sGρν
′












Gλν′ (x, x′; is) , (2.198)
with boundary condition
Gρν′ (x, x′; 0) = gρν′δ (x− x′) . (2.199)
We now make the Ansatz for Gρν′ (x, x′; is),
Gρν′ (x, x′; is) = (gρλ+Rρλ −∇ρ∇λ)Hλν
′









and define the operators
Nρλ ≡ gρλ+Rρλ, (2.201)
P ρλ ≡ Nρλ −∇ρ∇λ. (2.202)
Substituting the Ansatz for Gρν′ (x, x′; is) into the differential equation (2.198),
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we have



























This equation is satisfied if
NαλH ν′λ (x, x′; is) = i∂sHαν
′
(x, x′; is) , (2.204)
with the boundary condition
NµαH ν′α (x, x′, 0) = gµν
′
δ (x− x′) . (2.205)
Next, we define the Green’s function Ḡλν
′











ds Ḡ ν′λ (x, x′; is) , (2.207)
NµλḠ ν′λ (x, x′; is) = i∂sḠµν
′
(x, x′; is) . (2.208)
From the form of the operator Nµλ in Eq. (2.201), one can deduce the heat kernel
Ḡµν′ (x, x′; is) is the same as the one calculated in the Feynman gauge in section
2.2.2, cf. Eq. (2.138). The Green’s function Ḡµν
′
is also the same, except that it
is strictly massless here.
The solution to Eq. (2.204) is




2 Ḡµλ′′ (x, z
′′) Ḡλ′′ν′ (z′′, x′; is) . (2.209)
Substituting this into Eq. (2.200), we have that the heat kernel for the Green’s
function in the general gauge is
Gµν′ (x, x′; is) = Ḡµν′ (x, x′; is)−∇µ∇α
[









It is clear that when ξ = 1, we recover the result from section 2.2.2.
Gauge parameter dependence
We will analyse the explicit gauge dependence of the terms that appear in the
VEV of the TEMT. First, we will focus on 〈g(d)µν T µν〉gf , see Eq. (2.132). We can
list the various terms as
(a) 1
2
〈F 2〉 ≡ limx′→x∇µ′∇µ〈AνAν′〉 − limx′→x∇µ′∇ν〈AµAν′〉
(b) 〈(∇·A)2〉 ≡ limx′→x∇ν′∇µ〈AµAν′〉





We will stick with the convention,
unprimed ≡ x
primed ≡ x′
double primed ≡ z′′


































































Ḡα µλ′′;αν − Ḡα µλ′′;α ν
]
= 0 (2.212)
where we have used
[∇ν ,∇µ]S = 0, (2.213)
if S is a scalar. In the above, as far as the unprimed x-variable is concerned,
Ḡαλ′′;α is a scalar. The result for (a) is reassuring, since we know 〈F 2〉 is gauge-
invariant by construction.
Next, we consider (b), which has a coefficient proportional to 1
ξ
. So, unlike the
case of (a), we will need to consider all the terms that appear in (b).






















Next, we focus on Ḡα µλ′′;α ;µ. We can use identities in App. B.1.6 to move the
covariant derivatives; in particular we want to move the α index to the outermost
position. Performing these manipulations leads to








= (gαλ′′δ (x− z′′));α (2.215)
where in the second line, we have used the Schwinger-Dyson equation in
Eq. (2.206) for the Green’s function Ḡµλ′′ . Substituting this result into





















ds (−g)− 14 (−g′)−
1
4 e−iξm
2s Ḡµν′;µ (is) (2.216)
where in the second line, we have redefined the variable s → ξs. Since Ḡµν′ is
defined to be the heat kernel in the Feynman gauge, we can now recycle our
results from the previous section to evaluate (b) for a general gauge parameter,
55












































Note that for ξ = 1, the result for (b) matches Eq. (2.174) exactly, as expected.





































We again note that the result for (c) matches Eq. (2.171) for ξ = 1, as expected.
We stress that, in contrast to the calculations performed in the Feynman gauge





does not appear here.
Finally, we turn to the evaluation of (d). Oddly enough, this is the least straight-
forward one to evaluate. We will use an indirect method to evaluate it, via the





















where we remind the reader that the square brackets denote the coincident limit.

















13We remind the reader that the factor µ2ε has been introduced to make the mass dimension
of the TEMT exactly 4, see the discussion above Eq. (2.70).
14We have used the fact that in dim reg, the d-dimensional δ-function evaluated at zero is
defined to be equal to zero, i.e. δ(d)(0) = 0.
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We can now recycle our previous results to find (d). Considering the first two














where we have used the result in Eq. (2.212). The
∣∣∣∣
ξ
means that only the gauge



















































⊃ 15 ln ξ
2880π2
R (2.222)
where in the last line, we have focussed only on the gauge dependent part,































The above result indicates that only the R term is gauge dependent. Further-
15We have dropped the term (b) as its coefficient is proportional to ε in the TEMT, and it
will therefore not contribute to the gauge-dependent part.
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= 〈g(d)µν T µν〉gf
∣∣∣∣
ξ












will not change the gauge-dependent
contribution, and 〈g(4)µν T µν〉gf , g(4)µν 〈T µν〉gf and 〈g(d)µν T µν〉gf differ from each other
only by such terms.
This is analogous to the fact that the pole term (i.e. ∝ Γ(ε)) in all of the three
different ways of calculating the VEV of the TEMT in the Feynman gauge are




= 〈g(d)µν T µν〉gf
∣∣∣∣
∆ε






One might wonder why the coefficient for ∆ε is different from that of ln ξ. The
crucial difference comes from the m2〈A2〉 term, which is not UV divergent, and
so does not contribute to ∆ε, but which nevertheless is gauge-dependent, as we
have calculated in this section.
A further interesting point is that the isolation of the anomaly A1 and A2 via the
prescriptions in Eq. (2.81) and Eq. (2.82) will be gauge-independent, analogous
to the same way that the UV divergences of the R coefficient cancel.
Before concluding this section, we comment on the effects of gauge dependence
on the results in Sec. 2.2.2, which was performed in the Feynman gauge. It is
clear that the change in a general gauge for the ghost field and Stückelberg field
















−31E4 + 18W 2 + (18− 15 ln ξ)R
]
, (2.227)
which has a gauge-dependent R term. This allows the resolution of the
ambiguity near the end of Sec. 2.2.2 on grounds of gauge invariance - The
conformal anomaly has to be calculated by the prescription A1 and A2, which
means that the result in Eq. (2.189) is correct, and not Eq. (2.186).
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Furthermore, if one adds the contribution from the Stückelberg field,















the result becomes gauge invariant! This is not surprising, since the theory with
the spin-1 gauge field, ghost fields and Stückelberg field was constructed with
gauge invariance as the guiding principle. However, it is UV divergent, and
therefore, one would still need the prescriptions A1 or A2 to isolate the physical
conformal anomaly which has to be both gauge invariant and UV finite.
2.3 Fermion field
The calculation of the conformal anomaly for the fermion field is slightly more
complicated due to gamma matrices, which become spacetime dependent in
curved spacetime. This section does not involve any ambiguities, however, and
while the results are well-known in the literature, we provide them here for the
sake of completeness.
2.3.1 Generalities






Ψ̄ (iγµ∇µ −m) Ψ
]
. (2.229)
The equation of motion (EoM) is the Dirac equation, given by
(iγµ∇µ −m) Ψ = 0. (2.230)





Ψ̄ (γµ∇ν + γν∇µ) Ψ. (2.231)
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Taking the trace and using the EoM, we find that the TEMT is given by
T µµ = mΨ̄Ψ. (2.232)
As in the scalar field case, to obtain the anomaly, one first needs the two point
function of the fermion field in curved spacetime, 〈Ψ̄(x)Ψ(x′)〉 (or equivalently,
〈Ψ(x)Ψ̄(x′)〉). We will focus only on the coincident limit of 〈Ψ̄(x)Ψ(x′)〉, since
its trace appears in Eq. (2.232) above. We do this since the fermion case does
not involve any ambiguities like the NCCS or spin-1 gauge field discussed in the
previous sections.
2.3.2 De-Witt Schwinger Technique for the fermion field
This section is based on results derived from Birrell and Davies [60]. We start by
defining
iSF(x, x
′) ≡ 〈ψ(x)ψ̄(x′)〉. (2.233)
The Schwinger-Dyson equation for the two point function of the fermion field is16
(iγµ(x)∇(x)µ −m)SF(x, x′) = (−g(x))−
1
2 δ(n)(x− x′), (2.234)
We further define a function GF(x, x
′) such that17
SF(x, x
′) = (iγµ(x)∇(x)µ +m)GF(x, x′), (2.235)






′) = −(−g(x))− 12 δ(n)(x− x′)1, (2.236)
with η = 1
4
. In the above equation, 1 denotes the identity operator in Dirac
(spinor) space. We will often suppress it, as it should be obvious from context
that it is there.
We thus find that we need to solve exactly the same equation as in Sec. 2.1.2 for
16Note that the γµ (x) becomes spacetime dependent here, since they are defined via vielbeins.
This has already been described in Chapter 1 in Sec. 1.1.4, and we do not repeat the discussion
here.
17We note that both GF(x, x
′) and SF(x, x
′) are bi-spinors, see App. C for a more detailed
discussion on such objects.
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the scalar field, with η = 1
4
, but keeping in mind that we have bi-spinors here.
From Eq. (2.41), we have
GF(x, x















where the difference from the scalar case is in the Seeley-De Witt coefficients
aj (x, x
′). Proceeding as in the scalar field case, one can show that the recursion
relation for the coefficients in the fermion case are
∇λσ∇λa0 = 0, (2.238)










Ran, n ≥ 0.
(2.239)
The boundary condition is now [14]
a0 (x, x
′) = I (x, x′) , (2.240)
with the bi-spinor I (x, x′) satisfying
σ;µI
µ
; = 0 (2.241)
[I] = 1 (2.242)
Solving for the coincident limits of the aj (x, x
′) coefficients, using the identities
in App. C.6.3, leads to

























where, as before, 1 corresponds to the identity matrix in spinor space, and Gαβ =
1
4
[γα, γβ] is the generator of Lorentz transformations for Dirac fermions.
We want to compute the condensate m〈ψ̄ψ〉, which can be obtained from SF(x, x),
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and hence GF(x), by
m〈ψ̄ψ(x)〉 = −m tr〈ψψ̄(x)〉








The negative sign in the first line arises due to the anticommuting property of
fermions. From Eq. (2.237), we can calculate the relevant contribution (non-







and hence, in the m→ 0 limit, we have that




Performing the Dirac space traces, we obtain






















The results match those in [60, 72, 73, 75].
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Chapter 3
Calculation of conformal anomalies
via moments, flow theorems and
the conformal window
The conformal anomalies we calculated in the previous sections have a wide range
of applications. In this section, we will discuss their relevance in the context of
flow theorems and the conformal window.
3.1 Flow Theorems
For a CFT in 2D flat spacetime, one can construct a function c from the 2-
point correlation function of the TEMT (〈Tαα (x)T λλ (0)〉), which monotonically




Furthermore, the function c corresponds to the central charge of the CFT at the
conformal fixed points, which measures the number of degrees of freedom in the
CFT. In particular, if the central charge has values cUV and cIR at the UV and
1Note that an RG flow implies decreasing µ.
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IR fixed points respectively, then
∆c ≡ cUV − cIR ≥ 0. (3.2)
This important result is known as the c-theorem [76], and it implies that
renormalisation group flows are irreversible in 2D, in the sense that a system
necessary loses degrees of freedom along an RG flow. Eq. (3.2) is sometimes
referred to as the ‘weak’ c-theorem.
Such a CFT can be coupled to a background gravitational field (curved





It is not a coincidence that this coefficient is also called c; it has been shown that
it is equal to the c-function in Eq. (3.1) above, e.g. [78]. Thus, curved spacetime
can be used as a tool to determine the flow of c, since one can use it rather than
using the 2-point function of the TEMT in flat spacetime.
In 2D, it was also shown that ∆c could be calculated via the second moment of
the two-point correlation function of TEMT [79, 80],
∆c = 3π
∫
d2x x2 〈Θ(x)Θ(0)〉c ≥ 0, (3.4)
where Θ is the TEMT in flat spacetime, and the subscript ‘c’ stands for the
connected component of the two-point correlation function.
In 4D in curved spacetime, we instead have2
〈Tαα 〉 = βaE4 + βbH2 + βcW 2 + 4b̄H. (3.5)
It was long speculated that βa could play the role of a c-like function in 4D,
which monotonically decreases along an RG flow, and this idea goes all the way
back to Cardy’s conjecture [81]. Jack and Osborn [46] later showed that this
was true in theories where perturbation theory was valid. In 2011, Komargodski
and Schwimmer produced a proof that the βa decreases monotonically along an
RG flow, by using the analytic structure (and in particular, unitarity) of the S-
matrix element of the 2 → 2 dilaton scattering [82]. This result is the so-called
2We remind the reader that H = Rd−1 =
1
3R in 4D. Consequently, we will refer to the H
term as the R term.
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a-theorem. As in 2D, we can also write the weak version of the a-theorem,
∆βa ≡ βUVa − βIRa ≥ 0, (3.6)
where βUVa and β
IR
a correspond to the values of βa at the UV and IR fixed points
respectively.
The conformal anomalies that we were calculating in the previous section
correspond to exactly those coefficients. To be more precise, one starts off with
a theory with quantum matter fields coupled to a background gravitational field.
For simplicity, let us assume that the theory is conformal classically. Taking the
TEMT then yields
T µµ = T
µ
g µ + T
µ
M µ , (3.7)
where
T µg µ = β
UV
a E4 + β
UV
b H
2 + βUVc W
2 + 4b̄UVH, (3.8)
corresponds to the contribution to the TEMT due to the gravitational action,
and T µM µ corresponds to the contribution due to the matter field content of the
theory.
It can be shown that for a conformal field theory, the H2 counterterm (at the level
of the Lagrangian density) is not required [83] since there are no divergences in







√−g H2 = (d− 4)H2 + 4H. (3.9)
Thus, βUVb = 0 [42, 84], and b̄
UV is finite.
The superscript UV implies that the values of the coefficients are taken before
including the contribution from the matter fields. By integrating out the matter
fields, the coefficients of the gravitational terms in the TEMT change. This is
3This equation also indicates the reason why H is defined as Rd−1 . In Eq. (B.32), we give the
same relation in terms of R2, and one sees that the coefficient of the R term has a prefactor
of (d− 1) in dimensional regularisation.
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equivalent to taking the VEV of the TEMT, and hence one has
〈T µµ 〉 = βIRa E4 + βIRb H2 + βIRc W 2 + 4b̄IRH, (3.10)
Of course, 〈T µµ 〉 can also be understood as coming from the effective action W ,
eiW ≡
∫
Dφ eiSM+iSg , (3.11)
with





The superscripts IR then make sense - They correspond to the coefficients of the
gravitational terms at the IR fixed point, when all the degrees of freedom of the
matter fields have been integrated out.
Thus, one defines the flow of the coefficients of the different gravitational terms
that appear in the TEMT by the difference between the UV and IR coefficients.
For example, the flow of βa is
∆βa = β
UV
a − βIRa . (3.13)
In previous sections, we introduced a mass term, which is a relevant operator4,
to perturb the UV conformal theory from its UV fixed point, generating the RG
flow.
By combining Eqs. (3.7), (3.8) and (3.10), one can deduce that
〈T µM µ 〉 = −∆βaE4 −∆βbH2 −∆βcW 2 − 4∆b̄H (3.14)
We indeed find that for the scalar (Eq. (2.78)), fermion (Eq. (2.249)) and spin-1
(Eq. (2.186)) fields, ∆βa > 0.
We refer the reader to the review by Shore [85] for further details on the subject.
4A relevant operator is one which is characterised by a coupling constant having positive
mass dimensions.
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3.2 ∆b̄ calculations via 2-pt function
We use the Euclidean spacetime convention throughout this section,
following the convention of [83], unless otherwise stated. See App. A.2
for more details on Minkowski and Euclidean spacetime conventions.
It was recently shown that b̄, the coefficient of R might also have the same
property as βa in Eq. (3.6); that is, it decreases monotonically along an RG flow
[83], and in particular,
∆b̄ ≡ b̄UV − b̄IR ≥ 0. (3.15)
It can be shown that, analogous to Eq. (3.4), ∆b̄ can be expressed as the fourth






where Θ is the TEMT in flat spacetime, and the subscript c stands for ‘connected’.
It was shown in [83] that ∆b̄ is scheme-independent and flow-independent. The
proof relies on the UV-finiteness of 2-point functions of the TEMT [88], and uses
the positivity of the spectral representation of the RHS of Eq. (3.16). An outline
of the positivity of ∆b̄ is given in Sec. 3.2.1.
From our calculations in the previous sections, we find that indeed ∆b̄ > 0 for the
CCS and fermion fields. For NCCS and spin-1 gauge fields, there are some issues
with a proper definition of ∆b̄, since the TEMT is not zero classically in the zero
mass limit. This corresponds to having a finite H2 term in the action, which as
we showed in Eq. (3.9), shifts the R term by a corresponding finite amount.
Therefore, to isolate the anomalous contributions from those corresponding to
the classical breaking of conformal symmetry, we defined the prescriptions A1
and A2.
In this section, we will use Eq. (3.16) to calculate ∆b̄, and compare them to
the values we obtained using the De-Witt-Schwinger point splitting method in
Chapter 2.
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3.2.1 Outline of the derivation of the positivity of ∆b̄
We follow the presentation in [83]. The key in the derivation follows from the
positivity of the spectral representation of the 2-point function of the TEMT.




d4x eip·x〈Θ(x)Θ(0)〉c = C1θθ(p) p4 + cT 〈Θ〉, (3.17)
where C1θθ(p) has been shown to be UV-finite in [88]. The contact term 〈Θ〉, while
present in the above equation, will not be relevant the flow itself. Next we define
derivatives of Eq. (3.17),
M
(2)














































0) δ(p2n − s) |〈n(pn)|Θ|0〉|2 ≥ 0, (3.23)
where the pn denote momenta in Minkowski space, and θ(x) is the Heaviside step
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where positivity follows from Eq. (3.23). The subtraction of M
(2)
θθ (∞) becomes
relevant when there is a finite contribution at infinity, c.f. Eq. (1.78).








θθ(∞) = M (2)θθ (∞), (3.26)
which in [83] are then used to prove other properties of the flow of R, such as
monotonicity and scheme-independence. We refrain from discussing these results
here, and we set out to calculate ∆b̄ for various field theories in the next sections.
3.2.2 Scalar Field
















[(1− 6η) + ε (−1 + 4η)]φ2 +m2φ2. (3.28)














(1− 6η)2 − 65
2



















5Note that the normalisation 13840π2 , instead of
1
2880π2 which appeared in Chapter 2, is used









(1− 6η)2 − 10 (1− 6η)
]
, (3.30)
where the scale µ has been introduced to make the result dimensionless (hence























, which, however, diverges in the limit of p→∞. We further





which matches our previous result in Eq. (2.83). From Eq. (3.30), we also find
that for the CCS, M
(2)
θθ (∞) = 0.
On the other hand, the result for ∆b̄NCCS does not match our previous calculations
in Eqs. (2.84) to (2.88), which indicates that the formula for ∆b̄ somehow breaks
down when there are UV divergences. Still, the coefficient of the lnm2 term
matches, and if we treat limp→∞ [ln p
2] ↔ Γ(ε), we find that these terms match
as well.
It is useful to discuss the calculations in the context of another regularisation
scheme, and for this, we choose Pauli-Villars (PV) regularisation.
Before showing the results of the calculation, it is useful to express the bubble
integral B0(p





















2 + z(m2 − Λ2) + p2z(1− z), (3.34)
∆ = m2 + p2z(1− z), (3.35)
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After performing the differentiation over p and integration over the Feynman


































































θθ (∞) do not match in the two regularisation
schemes, the difference ∆b̄NCCS does, c.f. Eq. (3.31).
3.2.3 Fermion field
The Lagrangian of a (Dirac) fermion field is
L = Ψ̄(/∂ +m)Ψ, (3.40)
and the TEMT in flat spacetime is
Θ = mΨ̄Ψ. (3.41)










and this matches the result in Eq. (2.249).
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3.2.4 Massive Gauge Field via Higgs mechanism in Rξ gauge
As derived in Sec. 2.2.1, the Lagrangian for a massive gauge field (including ghost

















In dimensional regularisation, the flat spacetime TEMT in d = 4− 2ε is given by























χ2 + ξm2χ2 + (1− ε)(c̄c) + 2ξm2c̄c. (3.44)
The results in this section will be given in three lines to show separately the
contributions from the gauge field, ghost fields and Stückelberg field respectively.









































We note that the contribution from the ghost fields and Stückelberg field are
simply multiples of the results for the NCCS in Eq. (3.29) with η = 0 (−2 for



































































































































































































































Thus, we find that, as in the NCCS case, ∆b̄full is the same in both dim reg and
Pauli-Villars regularisation. Also, the results do not match those obtained in
Sec. 2.2.2, which is due to the fact that the formula for ∆b̄ in Eq. (3.16) breaks
down when there are UV divergences in the calculation.
3.2.5 Massive Gauge Field with ghosts only
In this section, we consider the situation where only the gauge field and ghost









[−18 + 15 ln ξ] , (3.53)
where we have used the fact that M
(2)
θθ (∞) = 0 in the first equality, which has
already been established by a direct computation, see Eq. (3.50). The result is
not UV divergent, and indeed, the same result is obtained using either dim reg or
Pauli-Villars regularisation. We note that the result is gauge-dependent, and it
matches exactly those obtained using the heat kernel calculation, in Eq. (2.227),
including the gauge-dependent term.
In conclusion, the calculation of ∆b̄ using the prescription in [83] works well when
there are no UV divergences, and in such cases, the results agree with those from
the heat kernel calculation. The result that ∆b̄ ≥ 0 derived in [83] could have
very important applications, as will be discussed in the next section, provided the
issue with UV divergences is properly dealt with. We leave this for future work.
Before concluding this section, we would like to mention that an expression for
∆βa using moments of the 3-point function of the TEMT was derived in [92].
However, it relies on the formula for ∆b̄, and therefore similar problems arise for
the NCCS and spin-1 gauge field. On the other hand, perfect agreement with the
results in Chapter 2 was found for the CCS and fermion upon using the expression











Figure 3.1: Left: Plot showing how the strong coupling constant αs in QCD
varies with the scale µ in the conformal window. There is asymptotic freedom as
µ → ∞ (UV) and αs → 0, while there is asymptotic safety as µ → 0 (IR) and
αs → αIRs . Right: Plot showing how the β-function changes with αs. The origin
represents the point for asymptotic freedom in the UV, while the other intersection
with the αs-axis represents the IR fixed point for asymptotic safety.
3.3 Comments on QCD in the conformal window
QCD describes the interaction between Dirac fermions having Nf flavours in
the fundamental representation, and gluons (spin-1 gauge fields) in the adjoint






where gs is the strong coupling constant in QCD, vanishes both in the UV (very
high energies) and the IR (very low energies). Thus, QCD becomes conformal
at these fixed points; in the UV, we have asymptotic freedom, where the theory
become free (non-interacting). In the IR, the coupling of the theory reaches
a finite value, and we have asymptotic safety. Fig. 3.1 illustrate these points
graphically.
The so-called conformal window is the range of values of Nf and Nc for which
the two fixed points exist. QCD in the Standard Model has Nf = Nc = 3
(assuming the u, d and s quarks are light), for which we have asymptotic freedom
in the UV, and confinement in the IR, since the coupling becomes very large
there.







which obviously QCD in the Standard Model satisfies.
In the next sections, we will investigate whether the a-theorem or the tentative
‘b̄-theorem’ can give us more information on the range of values that Nf can take
for QCD in the conformal window.
3.3.1 Conformal Window via the a-theorem
This has been worked out by Cardy in [81]. In the UV, QCD is characterised by
N2c − 1 spin-1 gauge fields, and Nc ·Nf fermions. In the IR, due to spontaneous
chiral symmetry breaking [93], we end up with N2f − 1 scalar Goldstone bosons
(pions). From Eqs. (2.87), (2.189) and (2.249),
∆βscalara = 1, (3.56)
∆βferma = 11, (3.57)
∆βgf+gha = 62, (3.58)
where we have normalised the units so that the scalar contribution is 1, we have,



















N2c + 62 (N
2
c − 1) + 1, (3.60)
which is consistent with the condition for asymptotic freedom in Eq. (3.55), but
is less restrictive.
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3.3.2 Conformal Window via the tentative b̄-theorem
First of all, we note that this section assumes that ∆b̄ ≥ 0 even in non-
conformal theories (NCCS), and this relies on the derivation provided in [83],
which unfortunately has been shown to fail in such cases in Sec. 3.2 by explicit
computation. Nevertheless, if the fourth moment formula in Eq. (3.16) could
be amended to fix this issue, while preserving the arguments for the proof that
∆b̄ ≥ 0, one can investigate what the consequence is on the conformal window.
We note that the Goldstone bosons generated by spontaneous chiral symmetry
are scalars which are minimally coupled, i.e. the coupling η = 0 in Eq. (2.87). This
is due to the fact that chiral symmetry and conformal symmetry are incompatible
with each other [94–97]. We further note that the value of the conformal coupling
η did not affect the result for ∆βa in the previous section, but here, η will affect
∆b̄, c.f. Eq. (2.87) and (2.88).
As before, we write the contributions due to the NCCS with η = 0, fermion and
spin-1 gauge field to ∆b̄,
∆b̄NCCS = 6, (3.61)
∆b̄ferm = 6, (3.62)
∆b̄gf+gh = 12, (3.63)
where we have normalised the results in units where the CCS has ∆b̄CCS = 1. Note
that we have used the prescription A2 (c.f. Eq. (2.82)) for calculating ∆b̄ for the
minimally-coupled scalar. We prefer this prescription over A1 (c.f. Eq. (2.81))
since the latter is not regularisation-independent (it involves an explicit d-
dimensional trace). Furthermore, the contribution to ∆b̄ from A2 is positive,
while that from A1 is negative.



















N2c + 2 (N
2
c − 1) + 1. (3.65)
77
Therefore, Eq. (3.65) imposes a more strict condition on the upper bound of Nf ,
compared to the condition obtained upon using the a-theorem (c.f. Eq. (3.60)),
and even goes beyond the condition for asymptotic freedom. For Nc = 3, we have
Nf ≤ 16.5, using asymptotic freedom, (3.66)
Nf ≤ 44.2, using ∆βa ≥ 0, (3.67)
Nf ≤ 5.9, using ∆b̄ ≥ 0. (3.68)
However, the result using the positivity of ∆b̄ contradicts the Banks-Zaks result





i.e. the region close to the upper bound set by asymptotic freedom, c.f. Eq. (3.55).
This is not surprising, since the argument relied on unproven assumptions, which
may need amendments, as discussed in the outlook section below.
3.4 Outlook
In this section, we highlight some interesting ideas to investigate in the light of
the work presented above.
3.4.1 Regularisation-independence of the RG flow of R
As explained in Sec. 3.1, the RG flow of the various coefficients is obtained by
integrating out the matter fields. The work in Chapter 2 has focussed on the
calculation of the coefficients of the gravitational terms (see Eq. (3.14)) in various
field theories using dimensional regularisation in particular. In gauge theories,
this specific regularisation technique somewhat simplifies the identification of
gauge dependent terms and irrelevant parts, and this enables the isolation of
the conformal anomaly, which was discussed in detail in Sec. 2.2.3. It would be
interesting to generalise this to other regularisation schemes, such as differential
regularisation [98], and to offer a proof of regularisation-independence if possible.
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3.4.2 Fixing the tentative b̄-theorem
In Chapter 2, we have presented a detailed calculation where the coefficients of
the various gravitational terms in the VEV of the TEMT were calculated. A
subtraction scheme, which was defined in Eqs. (2.81) and (2.82), fixes the issues
of gauge dependence and UV divergences for ∆b̄, the coefficient of R.
Physical meaning can be given to ∆b̄ via the work done in [83], since it was shown
to be scheme-independent and flow-independent (and also positive). However, we
have shown in Sec. 3.2 that there are some issues with the fourth moment formula
for ∆b̄ given in [83] when NCCS and gauge fields (which both have non-vanishing
classical TEMT) are involved. ∆b̄ can become gauge dependent, negative or even
UV divergent.
First, one would need to revisit the derivation of ∆b̄ in [83], in order to correct
for this. It would most likely require a subtraction of some sort. Next, one
would need to ensure that the proofs of positivity, scheme-independence and flow-
independence still go through after the amendment, which would then qualify ∆b̄
as a physical observable. As a check, the results obtained from the amended
formula for ∆b̄ could be compared with those presented in Chapter 2 of this
thesis, and the argument in Sec. 3.3.2 could be repeated with the new values.
Finally, it is worth noting that in 4D, there are four gravitational terms that
appear in the VEV of the TEMT. Therefore, an avenue worth exploring is whether
a combination of the different coefficients of the gravitational terms, rather than
the coefficients on their own, could be a candidate for a c-theorem in 4D.
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Chapter 4
QED corrections to B̄ → K̄`+`−:
Preliminaries
Rare semileptonic B decays of the type B̄ → K̄(∗)`+`− have received significant
interest in the last few years because of the hints of Lepton Flavour Universality
(LFU) violations reported by the LHCb experiment [10–12], which could be due
to physics beyond the Standard Model (SM). In view of higher statistics results on
these modes, a detailed study of this phenomenon requires an accurate estimate
of all possible sources of LFU violation present within the SM.
Besides trivial kinematic mass effects, the only potential large source of LFU
violation present in the SM are hard-collinear singularities in QED. These can
induce non-universal corrections of order O(α) ln(m`/mB) to the physical decay
rates (depending on the definition of the observables), which can be large for light
leptons. These effects are well known and, to a large extent, corrected for in the
experimental analyses through Monte Carlo simulations (e.g. PHOTOS [99]).
In order to cross-check the reliability of the approximations which are behind
this treatment, a detailed analytic analysis of QED corrections is desirable. A
first step in this direction was undertaken in [2], where semi-analytic results for
the LFU ratios RK and RK∗ have been presented. Here we go one step further:
we focus our attention on the process B̄ → K̄`1 ¯̀2 (which is a good prototype
for a wide class of interesting semi-leptonic decays, including charged-current
transitions such as B̄ → π`ν), and analyse QED corrections at a fully differential
level in terms of the “visible” kinematics (i.e. in terms of the two variables that
fully specify the kinematics of the non-radiative mode). Moreover, we present a
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complete analysis of the problem of evaluating both real and virtual corrections
within an effective meson approach which is an improvement over scalar QED.
As we demonstrate, this approach is sufficient to trace back the origin of all
“dangerous” collinear singularities.
While soft QED singularities cancel out at the differential level in any infrared-
safe observable, the cancellation of the collinear singularities, which are actually
physical effects regulated by the lepton mass, is more subtle. As we show,
the choice of kinematic variables plays a key role in obtaining a differential
distribution that is not only infrared-safe, but also free from the sizeable LFU
violating terms of order O(α) ln(m`). In particular, as far as the invariant mass of
the two lepton system is concerned, the following two options can be considered:
q2` = (`1+`2)
2 and q20 = (pB−pK)2. The first case (q2` ), which is the natural choice
for experiments where the B momentum is not known (such as those performed at
hadron colliders), corresponds to defining the invariant mass of the charged lepton
system from the measured lepton momenta (`1,2), i.e. after radiation has occurred.
Whereas in the second case (q20), the hadronic momenta (pB,K) are used to define
the momentum transfer to the lepton system before radiation. These two choices
coincide in the non-radiative case, but are different in the presence of radiation.
We show that it is only by using q20, as the relevant kinematic variable, that the
differential distribution is free from O(α) ln(m`)-terms. This does not imply that
one cannot perform clean tests of LFU at hadron colliders, but rather that in such
cases, the collinear singularities are unavoidable and should be properly corrected
for.
4.1 Generalities
The two sets of variables we introduce to describe the differential distribution of





` = (`1 + `2)







[“Hadron collider” variables] ,










where q − RF and q0 − RF denote the rest frames of
q ≡ `1 + `2 , q0 ≡ pB − pK = q + k , (4.2)
as illustrated in Fig. 4.1 (to conform to standard notations, throughout this thesis,
q` ≡ q). As indicated, the set a = ` is the natural choice for a hadron-collider
experiment, while the set a = 0 can be implemented only in an experiment where
the B momentum is known. However, as we shall discuss later on, both sets
can be applied to describe appropriate integrated distributions in any kind of
experiment.
A further variable that plays a key role in defining infrared-safe observables is
p̄B ≡ pB − k = `1 + `2 + pK , (4.3)
which equals the sum of all visible final-state momenta. The kinematic invariant
p̄2B is the reconstructed B-meson mass in the hadronic set-up, when pB is not





provides the most natural choice for the physical cut-off regulating soft diver-
gences. The complete decomposition of all momenta in the pB, p̄B, q and q0 RFs
is presented in section 4.3, and the rest frames are denoted as (1), (2), (3) and
(4), respectively.
While the cut in Eq. (4.4) is Lorentz invariant, its meaning becomes more










γ is the energy of the photon in that frame. Therefore, it is clear that
δex acts as a cut of the photon energy directly in the pB-RF. We refer the reader
to Sec. 4.8.2 for a more detailed discussion on the experimental cut δex.



















B) denote the 3-body and “effective-3-body” phase space


























Figure 4.1: Decay kinematics for the different RFs of interest. The dashed line
corresponds to what is referred to as the decay axis. For brevity, we drop the
frame-label on the lepton angles, θ` ≡ θ(3)` and θ0 ≡ θ
(4)
0 , and if no frame-label is
indicated on the photon angle, θγ = θ
(2)
γ is usually understood.
variables over a phase space region specified by the physical cut-off δex. In the
following, we first introduce the effective Lagrangians used in our analysis, and
then present the calculation of the real emission amplitude (AR) and the one-loop
virtual corrections to the tree-level 3-body amplitude (AV ), and finally discuss
the corresponding phase space factors. Soft divergences and ultraviolet (UV)
divergences are regulated in dimensional regularisation (DR).
Often in QED calculations soft divergences are regulated via an explicit photon
mass. For this reason, whenever possible, we will indicate how results change
when using this regulator. However, we found that DR is more convenient in
performing the soft integrals, and therefore, we adopt it as the default approach.
We use the following conventions throughout: The abbreviation ca = cos θa and
sa = sin θa where the label a stands for either ` or 0 and its meaning on the main
kinematic variables is depicted in Eq. (4.1). The matrix elements













Figure 4.2: Diagrams illustrating the decay process from the full SM to the
mesonic effective theory (left to right). The red helices represent gluons which
interact non-perturbatively. The leftmost diagram represents a contribution to
the decay rate as predicted from the full SM. In the middle diagram, the W boson
has been integrated out, and we are left with effective vertices (represented by the
black dots), which are given in Eq. (4.8). The rightmost diagram represents the
effective mesonic theory (Eq. (4.9)) used in this work, which is obtained by the
matching procedure described in Eq. (4.10).
provide the link to the mesonic states B̄ and K̄ of valence quarks b and s
respectively. Whenever there is no ambiguity, we use p =
√
p2 and hatted
quantities are understood to be divided by mB in order to render them
dimensionless e.g. q̂2 ≡ q2/m2B. We use dimensional regularisation with
d = 4− 2ε.
4.2 Mesonic effective Lagrangian
Generically, we consider non-radiative processes of the type MH →ML`1 ¯̀2, where
MH,L are generic scalar mesons (of either parity). Fig. 4.2 shows the decay process
at different scales and levels of approximation, from the full SM to the mesonic
effective theory used in this work.
In what follows, we take MH = B̄ and ML = K̄ and the mediation is described
by the following effective partonic Lagrangian





where Γµ ≡ γµ(CV + CAγ5). The quark field q, the values of CV and CA, and
λCKM can be adapted to describe different processes. Those mediated by the
b→ u(c)`ν charged-current interaction correspond to q = u(c), with (CV , CA) =
(1,−1) and λCKM = Vub(Vcb). Processes mediated by the flavour changing neutral
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The corresponding effective mesonic weak Lagrangian describing the B̄ → K̄`1 ¯̀2
process reads









where Dµ = (∂ + ieQA)µ is the covariant derivative and f
(n)
± (q
2) denotes the nth
derivative of the form factor f±(q
2). This Lagrangian maps the q2-dependence of
the non-radiative B → K form factor into a tower of derivative operators, such




0) ≡ 〈K̄|Vµ|B̄〉 = f+(q20)(pB+pK)µ + f−(q20)(pB−pK)µ
= 〈K̄|V EFTµ |B̄〉+O(e), (4.10)





f− is the scalar part of the form factor.
When performing the numerics, we have included up to first derivative terms
in the form factor expansion, as the computation becomes computationally
expensive as one goes to higher order. Thus, the corrections induced by such





, and such corrections become larger as
one considers larger values of q2. However, it has been shown in Secs. 5.3 and 5.6
that, as far as hard-collinear logs are concerned, the form factor factorises, such
that it is not necessary to perform a form factor expansion in order to obtain
the contributions to the hard-collinear logs. Finally, we point out that when
considering relative QED corrections, as is done in Sec. 6.1.2, such effects may
become insignificant, depending on the choice of differential variables. We also
refer the reader to Sec. 6.1.3 for a detailed discussion of such effects on the results.
The radiative amplitude is computed at O(e) by combining the gauge-invariant
Lagrangian in (4.9) with the ordinary QED Lagrangian for fermions and mesons,







†DµM −m2MM †M , (4.11)









(∂ ·A)2 . (4.12)


















where a photon mass regulator mγ was added in the last line.
Matters related to going beyond this approximation, at the form factor level,
are discussed in Secs. 5.5, 5.6 and 6.2.1. In particular, we have shown that
the effective mesonic Lagrangian above captures all the contributions to hard-
collinear logs.
The non-radiative amplitude is decomposed as
AB̄→K̄`1 ¯̀2 ≡ 〈K̄`1 ¯̀2|(−Lint)|B̄〉 = A(0) +A(2) +O(e4) , (4.16)
where the superscript indicates the order in the electromagnetic coupling and the




= −geff L0 ·H0 , (4.17)
with
Lµ0 ≡ 〈`1 ¯̀2|Lµ|0〉 = ū(`1)Γµv(`2) . (4.18)
For flavour changing neutral currents (FCNCs), such as B̄ → K̄`+`−, there
are additional contributions originating from four-quark operators, dipole and
chromomagnetic penguin operators which are apparently not described by
the mesonic Lagrangian in (4.9). Some of these effects, in particular the
long-distance contribution associated to the charmonium resonances, introduce
sizeable distortions of the kinematical distribution in specific regions of q2.
However, in the case of a scalar meson final state, such effects can partially
be absorbed for moderate q2  m2J/Ψ into a reparametrisation of the f± form
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factors.1 Approaches of this type can be found in the literature in the framework
of e.g. QCD factorisation [101] and/or light-cone sum rules [102–104].
4.3 Kinematics
4.3.1 Kinematics in terms of the {q2, θ`}-variables
The main frame is the p̄B-RF, which will serve to define the photon energy cut-off.
In this frame, the momenta are parametrised as follows2
k(2) = (E(2)γ ,− cos θγ|~k(2)γ |,− sin θγ cosφγ|~k(2)γ |,− sin θγ sinφγ|~k(2)γ |) ,
p̄
(2)
B = (p̄B, 0, 0, 0) ,
q(2) = (p̄B − pK)(2) = (p̄B − E(2)K , |~p
(2)
K |, 0, 0) = (E(2)q , |~p
(2)













|~p (2)K |2 +m2K =
1
2p̄B











m2B − p̄2B −m2γ
)














2 −m2K) , (4.20)
consistent with p̄B − E(2)K = E
(2)
q . The Källén function,
λ(s,m21,m
2
2) = (s− (m1 −m2)2)(s− (m1 +m2)2) , (4.21)
is related to the spatial momentum in the 1→ 2 decay [100].
The momenta of the leptons `1 and `2, in particular the angle θ` used by theorists
and experimentalists, are defined in the rest frame of q, denoted by the (3)-frame,
1 Of course, there are additional long-distance effects, such as the photon exchange between
a charm-loop and the B-meson which cannot be captured in this way. We expect the simplified
procedure outlined above to absorb the main effect at moderate q2.
2 All four-momenta are understood to be with upper Lorentz indices e.g. (k(2))µ. It is
understood that θγ ≡ θ(2)γ , φγ ≡ φ(2)γ for brevity. If the angles do not refer to the (2)-frame,
then they will be indicated.
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for which the momenta are given by
q(3) = (q, 0, 0, 0) ,
`
(3)





1 |{m`1→m`2 ,θ`→θ`+π} = (E`2 ,−|~̀1| cos θ`, |~̀1| sin θ`, 0) , (4.22)
where





(q2 +m2`1 −m2`2) ,





(q2 −m2`1 +m2`2) ,







which is consistent with E
(3)
q = E`1 +E`2 = q (and q = `1 + `2 of course) and the

















is obtained by requiring ~q(3) = 0.
Thus, in the (2)-frame, the momenta `1,2 depend on the angle of the lepton `1






+ β cos θ`|~̀ (3)1 |), γ(βE(3)`1 + cos θ`|~̀
(3)






− β cos θ`|~̀ (3)1 |), γ(βE(3)`2 − cos θ`|~̀
(3)
1 |),+|~̀ (3)1 | sin θ`, 0) , (4.25)
and q ≡
√










4.3.2 Kinematics in terms of the {q20, θ0}-variables
We start by defining kinematic variables in the pB−RF, denoted by (1). Defining
the x-axis along the direction of ~q0, one has
p
(1)









0 |, 0, 0) .
(4.26)
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The momenta `1, `2, and k, will be defined in frame (4). Further,
E
(1)
K = mB − E(1)q0 =
1
2mB
(m2B − q20 +m2K) ,
E(1)q0 =
√














Frame (1) is useful for imposing the cut-off on the photon energy, c.f. Eq. (4.77).
For the phase space integration, we pick the independent variables |~k(4)γ |, θ(4)γ ,
φ
(4)
γ , all defined in the q0-RF, which we denote as the (4)-frame. There, the
four-momenta are given by
k(4) = (E(4)γ ,− cos θ(4)γ |~k(4)γ |,− sin θ(4)γ cosφ(4)γ |~k(4)γ |,− sin θ(4)γ sinφ(4)γ |~k(4)γ |) ,
p
(4)
B = γq0mB (1,−βq0 , 0, 0) ,
q
(4)



































We choose the axes such that ~̀
(4)








, |~̀ (4)1 |c0,−|~̀ (4)1 |s0, 0
)
, (4.30)
where θ0 is the angle between ~̀
(4)
1 and the x-axis in the q0-RF (recall c0 ≡ cos θ0,
and s0 = sin θ0), and E
(4)
`1
= (|~̀ (4)1 |2 + m2`1)1/2. `
(4)
2 is found by momentum
conservation via `
(4)
2 = (q0− `1−k)(4). Solving for |~̀ (4)1 | is quite complicated, and
the explicit result is given by




C2 −B2 , (4.31)
where
A ≡ q20 − 2q0E(4)γ +m2`1 −m2`2 +m2γ ,
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B ≡ 2E(4)γ βγ
(
cos θ(4)γ c0 − sin θ(4)γ cosφ(4)γ s0
)
,
C ≡ 2q0 − 2E(4)γ ,











Using the above, one can also calculate ω2 ≡ 2(| ~̀1
(4)|E(4)q + ∂| ~̀1(4)|[
~k · ~̀1](4)E(4)`1 ),















The five diagrams relevant to compute real emission amplitude at O(e) are shown













Q̂B̄ L0 ·H̄(B)0 (q2)
ε∗ ·(pB + p̄B)
2k ·pB




(Q̂B̄−Q̂K̄)L0 ·ε∗ f+(q2) + (Q̂B̄+Q̂K̄)L0 ·ε∗ f−(q2) +














m (with P0 = 1), H̄
(X)
0 = H0|pX→p̄X for X = B,K
and p̄K ≡ pK + k (recall p̄B = pB − k).
Note that in order to recover the result in photon mass regularisation, the
substitution 2k ·p → 2k ·p ± m2γ, with plus sign for outgoing and minus sign
for incoming momenta, in the denominators is sufficient.
The rules for the hatted charges are: Q̂in = −Qin and Q̂out = Qout. Furthermore
we use Q¯̀
2








L2 P Kγ Bγ
Figure 4.3: O(e)-graphs with nomenclature referring to photon-emission and
the P stands for point-like and can also be interpreted as a contact term.
B̄ → K̄`1 ¯̀2 Q̂B̄ Q̂K̄ Q̂`1 Q̂¯̀2
B̄− → K̄−µ−µ+ +1 −1 −1 +1
B̄s → K̄−νµ+ 0 −1 0 +1
Table 4.1: Example of charge assignment for FCNC and semileptonic decay
which obey (4.36). Note that generally QP = −QP̄ , rules for the hatted charges
are given in the text and by convention B̄ and K̄ correspond to mesons with a bq̄
and sq̄ valence quarks.
charge neutral. Charge conservation then implies∑
i=B̄,K̄,`1,¯̀2
Q̂i = 0 . (4.36)
Hereafter, the
∑
i is defined by the left-hand side (LHS) of the equation above.
Keeping the leading terms in the k → 0 limit, i.e. at O(1/Eγ), A(1) assumes the








which is manifestly gauge invariant as a result of Eq. (4.36). The subleading
terms of O(E0γ) are also universal and are proportional to the angular momentum
operator (e.g. σµνk
µε∗ν terms in the first line of (4.35)).
It is instructive to discuss gauge invariance of the amplitude beyond the k → 0
limit, and we address this in the next section.
4.5 Gauge invariance of the real amplitude
A(1)
B̄→K̄`1 ¯̀2γ
Gauge invariance follows from the charge conservation (4.36) and inspecting
the four terms in (4.35), it is far from obvious how this will work out since
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(B,K)(q2), . . . . A special rôle is played by the contact
terms arising from diagram P in Fig. 4.3. From the viewpoint of the effective
Lagrangian, these terms arise from replacing ordinary derivatives with covariant
ones and from the viewpoint of the Ward identity, they are induced by the
derivatives acting on the U(1) gauge transformation.
At first, we consider lines two and three of the real amplitude in Eq. (4.35)
A(1)23 ∝ Q̂B̄ L0 ·H̄(B)0 (q2)
ε∗ ·pB
k ·pB
+ Q̂K̄ L0 ·H̄(K)0 (q2)
ε∗ ·pK
k ·pK
+ (Q̂B̄−Q̂K̄)L0 ·ε∗ f+(q2) + (Q̂B̄+Q̂K̄)L0 ·ε∗ f−(q2)
ε→k→ (Q̂B̄ + Q̂K̄)L0 ·H0(q2) , (4.38)
and notice that a gauge transformation combines these two lines into an













+ Q̂`1)L0 ·H0(q20) , (4.39)
except that the argument of the form factors is q20 in one case and q
2 in the other
case. This is remedied, of course, by the fourth line
















= (Q̂B̄+Q̂K̄)L0 ·(H0(q20)−H0(q2)) , (4.40)
which follows from ∆2q = 2q ·k and ∆2qPn−1 = ∆2nq and ∆2nq ≡ (q20)n − (q2)n.
Adding them all together, one obtains
A(1)|ε→k ∝ L0 ·H0(q20)
∑
i
Q̂i = 0 , (4.41)
the explicit gauge invariance of the real amplitude.
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4.6 Virtual corrections
The diagrams for the virtual corrections are depicted in Fig. 4.4, and decompose
into





















where 1PI stands for one particle irreducible and δZ correspond to the self-energy
corrections. We have computed corrections up to the second derivative of the form
factors but show only results up to the first derivative as they are numerically
time-consuming.
For the Z-factors, decomposed as










































− γE + ln 4π . (4.45)













in the case of a photon mass regularisation and DR respectively.
The expressions for the 1PI graphs in Fig. 4.4 are given in Sec. 4.6.1.
93





Figure 4.4: O(e2)-graphs with nomenclature adapted for tracking the
cancellation of IR-divergences.
4.6.1 Virtual diagrams






























(q + k)2n∆B(l) , (4.49)
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and the momentum assignment of the 3 propagators is
(r, l) = (±[k + `1(`2)],−k − pB) , (4.50)
with the first case corresponding to BL1 and the second to BL2.
KL1 and KL2



















(q + k)2n∆K(l) , (4.52)
and the momentum assignment of the 3 propagators is
(r, l) = (±[k + `1(`2)], k − p) , (4.53)
with the first case corresponding to KL1 and the second to KL2.
PL1 and PL2










with the momentum assignment
r = ±[k + `1(`2)], (4.55)





































FKµα = (QB ±QK)∆µα(k)f±(q2)








F̃Kµα = (QB ±QK)∆µα(k)f±(q2)













The BK-vertex correction graph reads






FKµβ = ∆βκ(k)∆K(r)[(2k + pB + p)f+(q
2) + (pB − p)f−(q2)]µ(2p+ k)κ , (4.61)
and
(l, r) = (−k − pB,−k − p) . (4.62)
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L1L2
For the L1L2 graph (lepton vertex correction), the amplitude reads









with the momentum assignment
(l, r) = (`1 − k,−`2 − k). (4.64)
PP
They appear in the tower expansion for n ≥ 1, but are tadpoles. They are
proportional to A0(m
2
γ), where the function A0 is defined in App. E, and vanish
in the limit mγ → 0 (and are thus not shown in Fig. 4.4).3
4.6.2 Gauge invariance and UV divergences
We explicitly checked that the gauge dependent part of the virtual amplitude

















2 = 0 . (4.65)
Let us turn to the UV divergences. There are no UV divergences in the
neutral meson case since the leptonic currents do not renormalise (at our level of
approximation). This does not change when the tower of operators LEFTint (4.9) is
added as the derivatives acts on the mesons only. As previously mentioned,
we restrict ourselves to the first form factor derivative approximation or to
dimension-eight operators (the explicit form factors are given in Sec. 6.1). In
the case of charged mesons, there are UV divergences associated with operators
of dimension six and eight in (4.9) and there is an additional one proportional to
(pB · `1) f (1)± (0) which can be interpreted as a t-channel operator.4 Since f± are
3Note that we do not have to even assume cancellation of UV and IR poles if we work in
dimensional regularisation, as the individual poles themselves are suppressed by m2γ .
4 The set of operators (4.9) does not close under renormalisation and needs to be completed
by the t-channel operator at dimension eight.
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to be counted separately this means that there are six counterterms to be fixed
at our level of approximation. The appropriate counterterms can be determined
by matching to QCD which we hope to address in the future. In the current work
presented here, we treat the divergences with minimal subtraction. We comment
in Sec. 6.1 on the numerical impact of the undetermined finite counterterms.
4.7 Comments on charge and ca symmetry
For the process B̄(pB) → K̄(pK)`1(`1)¯̀2(`2) + γ(k), when ¯̀2 is the anti-particle
of `1 (i.e.), we have a symmetry under
5
Qi → −Qi for i = `1, `2,
c` → −c`. (4.66)
We note that this applies only to the variables {q2, c`}, as reversing the momenta
of the leptons in the (3)-frame corresponds to c` → −c`, while the same is not
true for the variables {q20, c0}.
One interesting consequence of this is that when the mesons are neutral, the
differential rate itself becomes symmetric under c` → −c`. We will also comment
on this symmetry further when we discuss hard-collinear divergences in Sec. 5.3.
4.8 Phase space
In this section, we give the 3- and 4-particle phase space measures. For the photon
phase space measure, we need a regularised version in order to properly account
for finite terms. Here, we find it more instructive to discuss explicitly results
obtained using a non-vanishing photon mass. The adaptation to DR is given in
App. D.1.
5This is of course related to CP invariance of the QED Lagrangian, however, because the
particles have different masses, only the leptonic sector has the explicit symmetry in Eq. (4.66),
and only when the leptons have the same mass.
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4.8.1 Phase space for the radiative and non-radiative decay









































, (k + `2)
2) , (4.68)





is the Jacobian which can be computed from the defining equation (4.1) and the
kinematic parameterisations given in section 4.3. Moreover, the Lorentz-invariant








































where the former and the latter correspond to the {q2, θ`}a=` and {q20, θ0}a=0
variables respectively, and qa ≡
√
q2a is understood in this context. The restriction
on the angles is
Θ
[















γ , q20, c0)] i = 4
, (4.71)
with the function D defined in (4.32). The reason why the restriction in the (4)-
RF, appropriate for the {q20, c0}-variables, is non-trivial is that for certain given
values of {q20, c0}, the true maximum photon energy is a function of the photon
angles and is in general below (E
(4)
γ )max. We find it most convenient to implement
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the kinematic restrictions via the step-function Θ(x). Notice, however, that in the
limit of m`1 → 0, the step-function Θ(x) becomes redundant, since the function




(pB − k)2 = m2B − 2mBE(1)γ +m2γ






γ )max when (pK + q)
2 is minimum, and this corresponds to the case
when the kaon is also at rest in the rest frame of q. Note that this maximum is
completely independent of the lepton angle θ`.
On the other hand, the way (E
(4)
γ )max is derived in Eq. (4.70) makes an assumption
on the angles in the kinematics. To see this, consider
q2 = (q0 − k)2
= m2γ − 2q0E(4)γ + q20. (4.73)
As with the derivation of (E
(1)
γ )max, the maximum of E
(4)
γ happens when q2 is
minimum. However, to say that this happens when q2 = (m`1 +m`2)
2 implies
that in the q0-RF, the leptons `1 and `2 move in the same direction, and both
move in the opposite direction to the photon. The restriction on the angles is thus
evident, and this is why the Heaviside theta had to be introduced in Eq. (4.71). As
pointed out earlier, the restriction on the angles becomes obsolete when m`1 → 0,
as the lepton `1, wrt which the angle c0 is defined, can be assigned zero energy
for any values of {q20, c0}. We have numerically checked that in both RFs, the
volume of the phase space is the same.
In the {q2, θ`}a=` case, one can conveniently work with the Lorentz invariant
variable p̄2B, related to E
(1)





γ is independent of the photon angles, the replacement dΩ
(1)
γ → dΩ(2)γ
















The upper limit on p̄2B (corresponding to smallest possible photon energy) is
obtained by setting E
(1)
γ = mγ into Eq. (4.72).
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|A(0)|2 + 2Re[A(0)(A(2))∗] +O(e4)
}
dq2dc` . (4.75)
Since there is no photon-emission in this case, there is no difference between the
{q2, c`}- and {q20, c0}-variables here.
4.8.2 Introduction of a physical photon energy cut-off
As anticipated, to match experimental observations, we introduce a cut-off on
the maximal value of p̄2B via the parameter δex, defined in (4.4), satisfying








The value δincex corresponds to the minimal value of p̄
2
B in a fully photon-inclusive








A typical choice for δex in realistic experiments is δex = O(0.1). When evaluating
the photon phase space variable in the (4)-RF, appropriate for the {dq20, dc0}-
variables, the cut-off can be converted by using
E(1)γ = γq0E
(4)
γ (1− βq0 cos θ(4)γ ), (4.78)
cf. Eq. (4.30) for the Lorentz boost factors.





















The leading order amplitude rate is easily computed from Eq. (4.75) and the
amplitude A(0)
B̄→K̄`1 ¯̀2
in Eq. (4.17), and is rather simple
d2
dq2dc`




































), ∆m̄` = m̄`1 − m̄`2 , m̄`1`2 = m̄`1 + m̄`2 , ∆m2BK =
m2B − m2K , with ρ` as in (4.68), and all barred quantities are dimensionless by
division with appropriate powers of q. In the limit of equal lepton masses (m`1 =
m`2 ≡ m`), the above equation reduces to
d2
dq2dc`




|CV |2(λBf+(q2)2(1− β2` c2`))+ (4.81)





1− 4m2`/q2 and λB = λ(m2B, q2,m2K).
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Chapter 5
QED corrections to B̄ → K̄`+`−:
Treatment of IR divergences
In order to track the IR divergences it is convenient to split the differential rate
as follows.













1 + ∆(a)(q2a, ca; δex)
]
dq2adca +O(e4) , (5.1)
where d2Γ LO corresponds to the zeroth order term in (4.80), the sums on the
charges is understood as in (4.36), and and H and F stand for the virtual and



















dΦγ ρa |A(1)|2 , (5.2)
where dΦγ and ρa are defined in (4.68) and (4.69) respectively.
In standard fashion, the integrals are split into divergent parts which can be done
analytically and a necessarily regular part which is dealt with numerically. We
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F (a)ij (δex) =
d2Γ LO
dq2dc`
F̃ (s)ij (ωs) + F̃ (hc)(a)ij (δ) + ∆F (a)ij (δ) , (5.3)
with H̃(s)ij (H̃(hc)ij ) and F̃ (s)ij (F̃ (hc)(a)ij ), to be defined further below, containing all
soft (hard-collinear) singularities, whereas ∆H and ∆F are regular (even in the
limit m`1,2 → 0). In order to split the real emission part, besides the previously
introduced physical cut-off δex, we adopt the phase space slicing method [15],
which requires the introduction of two auxiliary (unphysical) soft and hard-
collinear cut-offs, ωs and ωc respectively,
δ ≡ {δex, ωs, ωc} , ωs  1 ,
ωc
ωs
 1 . (5.4)
We remind the reader that δex has been introduced for meaningful comparison
with experimental data and mention for clarity that F̃ (hc)(a)ij is singular in the
m`1,2 → 0 limit but finite for m`1,2 6= 0.
As already implicit in the decomposition (5.3), soft divergences cancel at the
differential level independent of the choice of kinematic variables. This is not
the case for hard-collinear singularities, given that the hard-collinear integral
(F̃ (hc)(a)ij ) is not proportional to the non-radiative kinematics. Without the
physical cut-off δex, the cancellation of both types of divergences proceeds as in
standard in textbooks discussions (see e.g. [89, 105, 106]). However, the choice of
a photon energy cut-off, associated with a preferred frame, makes it significantly
more involved compared to the semileptonic case [107]. A detailed discussion of
the soft singularities and collinear logs follows below, along with the definitions
of the F̃ and H̃. Particular emphasis is given to single out which observables are
IR-safe and not.
104
5.1 Cancellation of soft divergences at differential
level









Q̂iQ̂j(p̂i · p̂j)C0(m2i ,m2j , (p̂i + p̂j)2,m2i ,m2γ,m2j) + non-soft ,
(5.5)
where the explicit expression of the C0 function can be found in App. E, including
its various limits. Here, p̂in = −pin, p̂out = pout in analogy with the hatted charges
(and p`1,2 ≡ `1,2). Note that (5.5) is consistent with the crossing rule of reversing
momenta and charge when passing from in(out)- to out(in)-state.
The soft singularities in the virtual corrections are encoded in the triangle

















where fR stands for IR finite terms, including regularisation-dependent ones. The










Considering the soft part of the real emission amplitude, namely the Low part of















1In reality, the ln |xij | that appears in the C0 function really is ln (xij), see App. E. Taking
the real part then corresponds to taking the modulus of the argument. Note that while xij
appears to be negative from Eq. (5.7), it can be positive when it involves an initial state particle,
the B-meson in this case.
2The argument of the log comes with a modulus here by construction. When the integral





≡ lnx2ij = 2 ln |xij |. See Eq. (5.10) and
Eq. (5.11) for more details.
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= −KR(ωs)I(0)ij +O(fR)












where the O(fR) terms can be found in App. D.2. In the first line, changing the
4-momenta from unhatted to hatted leaves the integral invariant, as there are an
even number of each 4-momentum in the expression. As can be checked, the sum
H̃(s)ij + F̃ (s)ij (ωs) is free from soft divergences and this ensures their cancellation at
the differential level. Moreover, the individual Fij are gauge dependent (the result
is presented for ξ = 1), whereas in the sum over all charges, gauge dependence
disappears. This includes ln2m`1,2-terms which cancel when the real and virtual
terms are summed up: these are genuine soft-collinear terms, which cancel as a
result of the cancellation of the soft divergences.






2  m2i,j. Moreover it is worth pointing out that one can write I(0)ij in

















being the relativistic addition of the velocities of the two particles βi ≡ |~pi|/Ei in
the ij-RF.
We note that as a result of these cancellations, scheme dependent terms due to
IR regularisation disappear as well.
The crucial step in evaluating (5.8) is that, neglecting finite terms, the integral
over the photon energy and the photon angles factorises: the angular integral I
(0)
ij
alone becomes separately Lorentz invariant (i.e. frame independent) and can be
performed in the RF of the radiating pair, where it is particularly simple (see
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ln |xij| i 6= j .
(5.13)
We wish to emphasise that there are single collinear logs, lnm`1,2 , in H̃(s)ij +
F̃ (s)ij (ωs) which match up with corresponding terms in H̃(hc)ij + F̃ (hc)ij (δ). The
procedure is therefore well set-up for tracking analytically after what phase space
integration IR sensitive terms cancel against each other.
However, since there remain lnωs-terms in the analytic expression one might
wonder whether this leads to a numerically stable integral. We have found that
the phase space integral is stable when using a Monte Carlo integration on the
photon variables for suitably chosen values of ωs, see Sec. 6.1. Alternatively, one
might use the dipole subtraction method [108] as applied to QED [109–111].
5.2 Hard-collinear virtual contribution H̃(hc)





































+ {1↔ 2}, (5.14)





2, 0,m2) = 1
ε̂UV
− 2 ln(m/µ) + 2 + O(ε) and charge conservation
were used. The bubble integral B0 is given in App. E.
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5.3 The hard-collinear integral F̃ (hc,a)
We evaluate the hard-collinear integral using the phase space slicing method [15]
following the specific recipe in [112]. The integral is given by
α
π











2dΦγ + {1↔ 2} , (5.15)
where |A(1)`1||γ|2 is the part of |A(1)|2 proportional to 1/(k · `1) when m`1 → 0
which includes contributions beyond the Low term. Note that the photon-energy
integral runs from ωs till δex, consistent with (5.3) where the soft modes have
already been absorbed into F̃ (s)ij (ωs). The phase space factor ρ`1||γa (ωc) is defined
as
ρ`1||γa (ωc) = ρa Θ(ωcm
2
B − k · `1) , (5.16)
where ρa is defined in (4.68) , the meaning of the integration boundaries can be
inferred from (4.79), and the step-function encodes the phase space slicing. The
quantity ωc  1 then implies that k and `1 are nearly collinear.
5.3.1 Phase space slicing of the hard-collinear integral
In the phase space slicing method, the photon and the light particle it is emitted
from, are effectively treated as a single particle. This follows up on the intuitive
picture that a particle and its collinear photon are hard to disentangle. Below, we
give the explicit expressions for `1||γ, and the `2||γ case is obtained in a completely
analogous fashion. Formally, one decomposes the phase space as follows.




The collinear region is parameterised by `1 = z`1γ, where `1γ ≡ `1 + k, assuming
that the transverse part can be neglected in order to extract the collinear logs.























































where |A(0)`1‖γ|2 = |A
(0)
B̄→K̄`1γ ¯̀2
|2 and P̃f→fγ(z) is the collinear emission part of the







and the m2`1/(k ·`1) term is immaterial for the hard-collinear logs per se but of
importance for the numerics as it captures relevant lnωs terms (which have to
cancel when all contributions are added). The LO order matrix element squared
in (5.19), was given in section 4.9. The first line in (5.19) is gauge dependent
whereas the second is not since charge conservation has been applied. This is
further manifested by the appearance of the splitting function which is a universal
object.
5.3.2 F̃ (hc,0), structure of collinear singularities in dq20dc0
Taking (5.15) and using the integration measure dΦγ in (5.18) one arrives at











f̃ (hc)(−c0,m`2 , ωc)dz
)
, (5.21)
3 No prescription is required when z → 1, in our case, as this soft region has been treated in
another section and is cut off by ωs. c.f. section 6.1.4 for a discussion involving the full splitting
function.
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where the boundaries on z are determined by the phase space slicing cut-off ωs
and the real photon energy cut-off δex (4.4),
















and z′ = z|c0→−c0 .
Note that in the (4)-frame, the collinear limit forces the pair of particles (either
`1γ and `2, or `2γ and `1) to move in opposite directions. Since c0 is defined w.r.t.
`1, this explains the c0 → −c0 procedure to obtain the corresponding formulae
for `2||γ.
Hard-collinear logs are proportional to Q2i , where i = `1,
¯̀
2. Furthermore, we
note that in the collinear limit, c0 → −c0 reverses the momenta `1γ and `2
(or correspondingly, `1 and `2γ). This implies that the symmetry discussed in
Sec. 4.7 extends to the (4)-frame for the hard-collinear logs, and hence, Eq. (5.21)
possesses this symmetry as well.
The integrand in (5.21) reads














with the LO amplitude squared given in section 4.9 (in terms of q2, c` though)


























Here and below, hatted quantities are normalised w.r.t. the mB mass, i.e. m̂K =
mK/mB. The upper integration boundary on d`
2
1γ correspond to (5.16). For the
lower integration boundary, we first note that in dim reg, it would be simply zero,
and the IR regulator would appear in the integrand instead (as a power involving
ε). Since we are performing the calculation in mass regularisation, we expect the
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. To understand the lower boundary, consider
k ·`1 = E1Eγ (1− β`1 cos θ`1γ)












where we have used the collinear limit cos θ`1γ → 1 in going from the first to










in going to the third line, and
then finally used the parametrisation `1 = z`1γ and k = (1− z) `1γ, valid in the
collinear limit.
As can be seen from Eq. (5.25), only jhc(z, ωc,m`1) contains collinear divergences,




is needed since, when integrated over z, it produces a lnωs term, due to the factor
of (1− z) in the denominator. We finally point out that the situation is much
simpler in dim reg, since such a term simply vanishes.4
The boundary for z in Eq. (5.22) is derived as follows. We consider the mK → 0
limit here for simplicity (for the numerics, we kept mK 6= 0 of course). We know
that with photon energy cuts, the range of p̄2B is
m2B (1− δex) ≤ p̄2B ≤ m2B (1− ωs) . (5.27)
But
p̄2B = (pK + `1 + `2)
2
= 2`1 ·(pK + `2) + (pK + `2)2





+ sK`2 , (5.28)
4One might wonder how independence of the result on ωs is maintained in the dim reg case.
The answer is that the corresponding soft integral (in this case, F (s)`1`1), which has exactly the
opposite sign as the term arising here in the hard-collinear integral, also vanishes in dim reg.
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where in the last line, we have used
m2B = p
2
B = (`1γ + `2 + pK)
2 = 2`1γ ·pK + 2`1γ ·`2 + sK`2 . (5.29)
Solving the inequality in Eq. (5.27) using p̄2B in Eq. (5.28) gives the z integral
boundary in Eq. (5.22). We note that while the presentation assumes mK → 0,
the final result in Eq. (5.22) is the same. Furthermore, the derivation for the
same limit for `2||k follows through in exactly the same way, with `1 ↔ `2.
We stress that the fully inclusive limit does not simply imply δex → 1; rather,
it merely means that there are no phase space cuts on the photon energy. In
this case, this corresponds to z = 0. This is precisely the reason why the
max. condition has been used on the integration boundaries in Eq. (5.21), as
a specific δex can make the z-boundary negative for some regions of the phase
space, characterised by {q20, c0}.
In the case of the {q20, c0}-variables, as adapted in this section, (5.21) can be
simplified considerably



















hc − jhc(m`1 )
)
= A(δex, ωs) ln
m2`1
2ωcm2B


























− ln z̄(δex)− 4 Li2 z̄(δex)






z(δex)− {δex ↔ ωs}
]
(5.32)
5 Note that the lower z-integration strictly speaking involves max conditions, c.f. (5.21), and
this is how we have performed the integral. However for δex  1, z(δex) is always greater than






















with z̄ ≡ 1− z and the z(ωs)→ 1 limit has been used since ωs  1. Moreover, A
is the coefficient of the collinear log, for which we have also indicated the result
for the photon-inclusive limit (i.e. z(δex)→ 0).












+ 2 ln z̄(ωs)
]
lnm`1 + reg. terms ,
(5.34)
where “reg. terms” stands for terms which are finite in the m`1 → 0 limit.







































= 0 , (5.36)
complete cancellation. As explicitly indicated, the first term in square brackets
comes from the hard-collinear integral, (5.34), the second term from the soft
integral in Eq. (D.23) of App. D.2, and the last term from the virtual corrections
(here the 3
2
originates from the Z-factors in Sec. 4.6 and the −2 from the B0-
functions in (5.14)). Note that the passage from B̄ → K̄`1γ ¯̀2 in (5.34) to B̄ →
K̄`1 ¯̀2 in (5.35) is justified since the lepton and the photon are collinear and can
thus be treated as a single particle. The cancellation for the lepton ¯̀2 is of course
completely analogous. It is worthwhile to point out that the hard-collinear logs,
as well as the soft divergences, do cancel charge by charge as explicitly shown
in section 5.4. Note that, in general, the cancellation at the differential level is
spoiled by non photon-inclusiveness (δex < δ
inc
ex ) and/or going over to the {q2, c`}-
variables, which we discuss in the next section.
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5.3.3 F̃ (hc,`), structure of collinear singularities in dq2dc`
We now proceed to analyse the analogous question for the {q2, c`}-variables.
Setting mK → 0 again for simplicity in the presentation, and focussing on the





c`(1 + z) + 1− z
c`(1− z) + 1 + z
. (5.37)
The first equation follows from using `1 = z`1γ in the expressions for q
2 and q20.
The second can be derived by considering the following ratio of scalar products























Equating the two expressions for pK·̀ 1γ
pK·̀ 2
, and solving for c0 leads to Eq. (5.37).
The Jacobian of the change of variables from {q20, c0} to {q2, c`} is given by
dq20dc0 = 4(c`(1− z) + 1 + z)−2dq2dc` . (5.40)
The analogue of (5.21) then becomes








(c`(1− z) + 1 + z)2
×(
P̃q→qγ(z) j
hc − jhc(m`1 )
)
] + {1, c` ↔ 2,−c`} , (5.41)
where c0 = c0(c`) with regard to the symmetrisation over c`, zδex(c`) implements
the photon energy cut (4.4) and the arguments have to be substituted by (5.37).
The boundaries for the z-integral are given by
zinc(c`)|mK→0 = q̂2 , zδ(c`)|mK→0 =
1 + q̂2 − δ + c`(1− q̂2 − δ)
1 + q̂2 + δ + c`(1− q̂2 − δ)
. (5.42)
6For `2||γ, the prescription c` → −c` works as before.
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To obtain zinc(c`)|mK→0, we first note that the photon-inclusive case, δincex ,
corresponds to the minimum value of z, for a given q2. In the limit of mK → 0,
one can deduce, from (5.37), that this corresponds to q20 = m
2
B, which then leads
to zinc(c`)|mK→0 in (5.42).
On the other hand, zδ(c`)|mK→0 is obtained by solving (5.22) for δ = ωs, δex as
appropriate, with (5.37) in place.
Note that the phase space slicing condition is implemented via zωs(c`), which is
less than 1.
The new aspect is that the |A(0)(q20, c0)|2 cannot be factored out since it depends
on z implicitly through q20 and c0. However, in the limit of mK → 0 and m`1,2 → 0,
the amplitude squared (4.17) is simple enough,
|A(0)(q20, c0)|2 = g2eff(|CV |2 + |CA|2) 2(1− c20)(1− q̂20)2 f 2+(q20) , (5.43)
and the integral can be done analytically. Note that {q20, c0} are to be substituted
as in (5.37).
Adding all the contributions, real and virtual, that contribute to the hard-













2,−c`) lnm`2) , (5.44)
where Khc(q
2, c`) is a non-vanishing function. Plots of this quantity are shown in
Sec. 6.1.4 for (`1, ¯̀2 = `
−, `+), with ` = e, µ.
At last, we would like to mention that for q2 → (m`1 + m`2)2 and c` → −1 the
assumption that k · `1 is small compared to other scalar products starts to break
down and this leads to artificial enhancements. For example, the Jacobian factor
in (5.41) becomes too large when q2 is small and c` → −1. However, for a binned
rate this effect is negligible and moreover, for the {q20, c0}-variables there are no
such issues at all.
We have made the mK → 0 approximation for simplicity in presentation.
However, to obtain the final numerical results, which are shown in Chapter 6,
the full expressions have been used.
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5.3.4 Cancellation of hard-collinear logs for the total
differential rate
It is well-known that all IR divergences and IR sensitive terms ought to cancel at
the level of the total, photon-inclusive, rate [113]. It is the aim of this section to























dc0 F̃ (hc,0) , (5.45)
where we have assumed the mK → 0 limit.






















eff(|CV |2 + |CA|2) [8 + 6 lnωs +O(ωs)] lnm`1 .
(5.47)
Since we have explicitly shown the cancellation for d
2Γ
dq20dc0
, this implies that the




dq2dc`. The O(ωs)-terms can
be safely neglected, since ωs  1, and in any case the same approximation has
been used when evaluating the soft integrals, c.f. App. D.2.
5.4 Cancellation of hard-collinear logs charge by
charge
Whereas for the cancellation of soft divergences, charge conservation was not
assumed, the presentation for the hard-collinear logs lnm` in Sec. 5.3.2 makes
use of it. The aim of this section is to show that this assumption is unnecessary,
i.e. that hard-collinear logs cancel charge by charge. Charge conservation is
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though necessary for gauge invariance or conversely imposing gauge invariance
implies charge conservation. Using charge conservation can still be convenient
such as for the photon-inclusive hard-collinear log formula (6.14).





to the hard-collinear log. In the limit of m`1 → 0, using Eqs. (D.10), (D.11),
(D.12), (D.21) and (D.23), one gets











where we have used z̄(ωs) =
ωsmB
2E`1
, as explained below Eq. (D.23). Next, the







, using Eqs. (4.44),
















ij (δ)|lnm`1 is given by














In obtaining (5.50), we followed the procedure in Sec. 5.3.2 without using charge
conservation in Eq. (5.19).
Adding the three contributions, one finds (with ordering as above)
[















Q̂2`1 = 0 ,
(5.51)
that the hard-collinear cancel charge by charge (without the need for charge
conservation).
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5.5 On hard-collinear logs and structure-
dependent terms
We turn to the important question as to whether further hard-collinear logs
could be missing due to omitted structure-dependent corrections. Using gauge
invariance, we are able to show that this is not the case. In doing so, we will
further establish why the hard-collinear logs can be written as a sum of terms
proportional to Q̂2
`1,¯̀2
. At the end of the section, we give a physical argument




Γ, that is when expressed in {q20, c0}-variables.





denominators with other terms. Without loss of generality, we may focus our
attention to lepton `1. The real amplitude can be decomposed,
A(1) = Q̂`1A(1)`1 + δA
(1) , (5.53)
into a term Q̂`1A(1)`1 with all terms proportional to Q̂`1 , and the remainder δA(1).









which contains all 1/(k·`1)-terms. It is seen that the structure-dependence of this
term is encoded in the form factor H0 (defined in (4.10)) only. For our purposes it












A(1)A(1)∗`1 ] , (5.55)
where it will be important that A(1) is gauge invariant. By construction, the first
term is manifestly free from hard-collinear logs lnm`1 . To simplify the discussion,
we may use gauge invariance and set ξ = 1 in this section under which the
polarisation sum, ∑
pol
ε∗µεν = (−gµν + (1− ξ)kµkν/k2)→ −gµν (5.56)
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= O(1) Q̂2`1 lnm`1 , (5.57)
where we used k− `1 = O(m2`1), valid in the collinear region. Note that the form
factor part H0(q
2
0) does not participate in the photon phase space integration,
and factorises when working with dq20. We now turn to the third term. Noting
that A(1) ≡ ε∗µA(1)µ , the crucial step in use is that gauge invariance kµA(1)µ = 0













+ . . . , (5.58)
where X ∈ {B̄, K̄, ¯̀2} and the ellipses stand for less singular contributions.
The c1-term has the same origin as the one in (5.57). The c2-term comes from
interfering the spin dependent term in (5.54) with the Q̂`1-independent part of





= O(m`1) lnm`1 , (5.59)
as compared to (5.57). Hence we have established that all hard-collinear terms
lnm`1 can be written as a sum of terms proportional to Q̂
2
`1
. It should be
added that in making this statement, charge conservation was used since gauge
invariance was assumed. All statements hold irrespective of any photon phase
space restrictions such as an energy cut-off δex or a photon angle cut (cf.
Sec. 6.1.3). Thus, any gauge invariant addition to the amplitude, due to structure-
dependent terms, will not give rise to any additional lnm`1-terms.
So far, our analysis has been concerned with the real amplitude only. Assuming
that hard-collinear logs cancel charge by charge combination at the differential
level in the {q20, c0}-variables, irrespective of the microscopic approach, the same
conclusion applies to each virtual diagram.8 For virtual diagrams, there is no
7 In fact, this result is true more generally since the spin dependent part is proportional to
the Lorentz-generator which, by contraction, is a boost into the direction of the photon. Let us
assume that m`1 = 0. Since in the collinear limit, the photon and the lepton are parallel, the
massless lepton is boosted in direction of movement. Since the helicity of a massless particle
cannot be changed, the generator has to vanish. If the lepton mass is reinstalled, then there
are terms of the form m`1 lnm`1 which are however safe.
8 A physical argument of the correctness of this assumption is given in the last of paragraph
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distinction between {q20, c0}- and {q2, c`}-variables and thus the conclusion holds
irrespective of the differential variables. As the reader might suspect, the same
conclusion holds for lepton `2 by symmetry. Let us summarise these findings:
 Additional structure-dependent corrections, which are of course gauge
invariant, will not give rise to any additional hard-collinear logs lnm`1,2 .
9
 At the double-differential level, hard-collinear logs lnm`1,2 , real and virtual,
can be written as a sum of terms proportional to Q̂2`1,2 consistent with our
explicit evaluation using the phase space slicing method in Eq. (5.34).
To this end, let us give a physical explanation as to why hard-collinear logs
lnm`1,2 are to cancel at the differential level in {q20, θ0}. In those variables, the
decay corresponds to the disintegration of a scalar particle of mass q20 which is an
infrared-safe observable. Now, the angle θ0 has no meaning when the decay axis,
cf. Fig. 4.1, is decoupled and the B̄ and the K̄ are interpreted as a single particle
of mass q20. This observation is backed up by our explicit formal verification in
Eq. (5.35).
5.6 Structure-dependence of hard collinear logs in
the virtual diagrams
The main result of this section is that in the virtual diagrams, the form-factors
f±(q
2) are independent of the loop momentum for the hard collinear logs. This is
important, as this means that truncating the form-factor expansion in Eq. (4.9)
does not lead to significant errors in the result. Furthermore, this implies that
the cancellation of hard-collinear logs happens at all orders in the form-factor
expansion, as mentioned in footnote (8). This is in contrast to what happens
in Sec. 6.1.3, where there is migration of radiation. This means that even at
fixed q2, the energy scale in the form-factors actually explore all of the kinematic
region allowed by the phase space. This is explained in detail in Sec. 6.1.3 for
the radiative process. Therefore, the results in this section do not definitively
of this section. In particular, we have verified this explicitly up to the second derivative of the
form factor in our approach and produced a formal derivation that holds to all orders. This is
shown in section 5.6.
9This applies to either, approaches resolving the mesons by partons or an evaluation of the
B(K)γL1,2-diagrams, cf. Fig. 4.4, including higher terms in the expansion (4.9).
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prove the absence of structure-dependent collinear logs in the virtual diagrams
per se, but they do provide some protection, especially in the case of form factor
expansion.
Without loss of generality, we will consider the charged semi-leptonic case
(QK = Q`2 = 0), since the algebra is simpler in that case.
We will focus on collecting all single collinear logs, as all double logs are captured
by the C0 functions in Eq. (5.5). We start by considering the virtual amplitudes
of the relevant diagrams. They are PL1 and BL1 (see Sec. 4.6), since they are
the only ones having a Feynman propagator involving the light lepton.
Before writing the sum, we first show how the amplitude PL1 can be simplified.







Pn−1, where Pn =
n∑
m=0
(q2)(n−m)((q + k)2)m. (5.60)

























)n+1 − (q2)n+1 , (5.61)
where we have redefined the index in the first sum in going to the second line. A
similar trick has been used in Eq. (4.40) when discussing gauge invariance of the





















/̀1 − /k +m`1
)
f± (q
2) Γ·(pB − k ± pK) v(
k2 −m2γ
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0)− f± (q2)] Γ·(pB ± pK) v




where the spinors are understood to be ū ≡ ū (`1) and v ≡ v (`2), and
q = pB − pK − k, (5.64)





(k2 − 2k ·`1)
, (5.65)
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f± (q
2) Γ·(pB − k ± pK) v














0)− f± (q2)] Γ·(pB ± pK) v




Given the prefactor in Eq. (5.65), in the collinear limit (k → `1), any term of
O (m`1) in the square bracket in Eq. (5.66) will be suppressed and would thus
not contribute to the hard-collinear logs. Thus, one concludes that the first term
in the square bracket of Eq. (5.66) is not collinear divergent. To simplify the rest,





/̀1 − /k +m`1
)





(2p·`1 − k ·`1)










(2p·`1 − k ·`1)
(k2 − 2k ·p) + 2−
k2 − 2/k/p





(k2 − 2k ·p) + 2
]
, (5.67)
where the Dirac equation and anti-commutation relations were used in the
simplification. In the last line, we have kept terms that are not suppressed by
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Γ·(pB − k ± pK) v
+ ū
(
4 (pB − pK)·`1











Γ·(pB ± pK) v
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k2 − 2k ·pB
− 4 (pB − pK)·`1
k2 − 2k ·(pB − pK)
)]
, (5.68)
where we have neglected the Γ ·k ∝ /k term in going to the second line as it is




4 (pB − pK)·`1






ūΓ·(pB ± pK) v, (5.69)
which, while being collinear divergent, leads to a C0 function. We have already
collected them in Eq. (5.5), and we know from App. E that they do not contribute
to single collinear logs.
We now consider the second term in the square bracket in the last line of
Eq. (5.68). We can show that it is not collinear divergent since
4pB ·`1
k2 − 2k ·pB
− 4 (pB − pK)·`1
k2 − 2k ·(pB − pK)
=
4pB ·`1 − 2k2 + 2k2
k2 − 2k ·pB
− 4 (pB − pK)·`1 − 2k
2 + 2k2
k2 − 2k ·(pB − pK)
→ 2k
2
k2 − 2k ·pB
− 2k
2
k2 − 2k ·(pB − pK)
→ 0, (5.70)
where we have added and subtracted appropriate factors of k on the first line,
and performed cancellations valid in the collinear limit on the second line.


























(k2 − 2k ·`1)
, (5.71)
where we have substituted the expression for the tree level amplitude in the
second line. The crucial point of Eq. (5.71) is that the form factor dependent
part, contained in A(0)
B̄→K̄`1 ¯̀2
, factorises from the loop integration. It is easy to
check that Eq. (5.71), which leads to a B0 function, is consistent with the results
for the hard-collinear logs from the virtual diagrams derived in Eq. (5.14).
This completes our discussion since only f± (q
2
0) survive, and these completely
factorise from the loop integral since q0 = pB − pK .
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Chapter 6
QED corrections to B̄ → K̄`+`−:
Results and Outlook
6.1 Results for B̄ → K̄e+e− and B̄ → K̄µ+µ−
The results for the tree level differential rate is presented in Sec. 6.1.1. The total
radiative corrections are presented in Sec. 6.1.2, followed by a discussion of the
distortion of the spectrum due to γ-radiation in Sec. 6.1.3. The size of the hard
collinear logs and some comparison with older work is discussed in sections 6.1.4
and 6.1.5 respectively. In Sec. 6.1.6, we present the results at full differential
rate in the form of heat maps. The effect of the hard-collinear slicing parameter
ωc is discussed in Sec. 6.1.7. Finally, in Sec. 6.1.8, plots for the moments of the
differential distribution are shown. Before proceeding thereto, we summarise the
input to the numerics below.
For the particles participating in the decay, the following masses are assumed:
me = 0.511 MeV, mµ = 0.10565 GeV, mB = 5.28 GeV and mK = 0.495 GeV.
Other parameters are the Wilson coefficients, C9 = 4.035 and C10 = −4.25
at µUV = 4.7 GeV (the b-quark pole mass) and the fine structure constant,
1/α = 137.036. For the B → K form factors (4.10), the light-cone sum rules
computation [114], including radiative correction up to twist-3, was used with
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updated Kaon distribution amplitude parameters1
{f+, f−}B→K(0) = {0.271,−0.206}
d
dq2
{f+, f−}B→K(0) = {0.0151,−0.0109}GeV−2 , (6.1)
where the uncertainty is roughly 15% if one additionally takes into account the
error on the Kaon distribution amplitude. For the auxiliary cut-offs of the phase
space slicing method, ωs(e) = 2.5 ·10−3, ωs(µ) = 4 ·10−3, ωc(e) = 1 ·10−2ωs(e)
and ωc(µ) = 2 ·10−2ωs(µ), where the argument denotes the type of lepton, lead
to stable results. The hierarchy ωc/ωs  1 is important since terms of this order
are neglected.2 Here, we refrain from a complete uncertainty analysis. Let us
nevertheless mention the sources. There are the form factor uncertainties which
can be largely reduced by considering correlations amongst the four numbers
(6.1) entering the computations. Besides a more complete structure-dependent
approach, cf. Sec. 6.2.1, there are missing finite counterterms in the charged
meson case, which we set to zero and refer the reader to the discussion in
Sec. 4.6.2. Concerning the latter, one might get a naive dimensional analysis
estimate by varying the constant the renormalisation scale µ by a factor of 2.
Adding these effects in quadrature results in an O(1%)-variation.
6.1.1 Leading Order Results
We present the leading order differential rate in Fig. 6.1 as a function of q2 and























These are trivial results per se, but are shown here for reference.
1 For the Kaon distribution amplitude, the values aK1 (1 GeV) = 0.115(34) and a
K
2 (1 GeV) =
0.090(20) taken from the Nf = 2 + 1 lattice computation [115] (uncertainties were added in
quadrature) were used. These values are consistent with earlier QCD sum rule computations
[116–119].
2 We refer the reader to [112] for an uncertainty analysis involving the auxiliary cut-offs.
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Figure 6.1: Plots showing the variation of the LO differential rate with respect
to q2 (left) and c` (right). The different lepton masses (electron in red and muon
in blue) have very little effect on the rate. The solid line includes the contribution
from the first derivative expansion of the form factors, while the dotted includes
only the leading term. See comments in the main text regarding the discprecancy
between the dotted and solid lines.
It should be noted that there is a rather significant discrepancy between the
LO result with and without the first derivative term of the form factors, and it
becomes larger as q2 increases (see plot on the left in Fig. 6.1). However, when one
considers relative QED corrections, which are discussed in Sec. 6.1.2, the effects
become insignificant (depending on the choice of differential variables). The
reader is particularly encouraged to read Sec. 6.1.3 for an interesting discussion
on such effects wrt to the choice of differential variables.
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Figure 6.2: Absolute QED-corrections, cf. (6.3) for the definition, including
finite terms. The upper and lower figures correspond to the charged and neutral
modes in the q20- and q
2-variables on the left and right respectively. In the photon-
inclusive case (δex = δ
inc
ex , dashed lines), all IR sensitive terms cancel in the q
2
0
variable locally and in the q2-variable when integrated which is nicely visible in
both cases (electrons and muons). An important aspect is the (approximate)
lepton universality on the plots on the left. As is well-known, effects due to the
photon energy cuts are sizeable since hard-collinear logs do not cancel in that case.
6.1.2 QED corrections as a function of q20, c0 and q
2, c`





























The plots of the unnormalised differential rates as a function of q2a and ca are
given in Fig. 6.2 and Fig. 6.4 respectively. While the relative corrections are
more instructive as they correspond to the experimental situation, we give the
unnormalised plots here for reference.
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Figure 6.3: Total relative QED-corrections, cf. (6.5) for the definition, including
finite terms. The upper and lower figures correspond to the charged and neutral
modes in the q20- and q
2-variables on the left and right respectively. In the photon-
inclusive case (δex = δ
inc
ex , dashed lines), all IR sensitive terms cancel in the q
2
0
variable locally. In the charged case, however, we see finite effects of the O(2%)
due to ln m̂K “collinear logs” which do not cancel. An important aspect is the
(approximate) lepton universality on the plots on the left. As is well-known, effects
due to the photon energy cuts are sizeable since hard-collinear logs do not cancel
in that case. This is more pronounced for electrons.
We define relative QED corrections, see Eq. (5.1),










Above |α stands for the inclusion of the O(α)-corrections only. The LO rate is










































Figure 6.4: Total absolute QED-corrections (6.3) in terms of c0 = cos(θ0) c` =
cos(θ`) respectively for the charged hadron case (top) and the neutral hadron case
(bottom). In the c0-variable effects are small for δex = δ
inc
ex , cf. comments in text
and previous figures.




















where the non-angular variable is binned. We would like to stress that it
is important to integrate the QED correction and the LO separately as this
corresponds to the experimental situation.





2]; δex) are shown in Figs. 6.3 and 6.5
respectively. Let us first focus on Fig. 6.3 where in the photon-inclusive case (δex =
δincex , dashed line), one observes two important features: Approximate lepton-
universality and the cancellation of the hard-collinear logs. In the q20-variable, this
happens at the differential level whereas for the q2-variable, integration over the
entire range is needed (the tendency thereto is visible in the plot on the RHS). To
be clear, the cancellation in the latter case only occurs upon integration over the
full q2-range. We further remind the reader that in all cases the soft divergences
cancel locally as explicitly shown in Sec. 5.1. It is noticeable that for the charged
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Figure 6.5: Total relative QED-corrections (6.6) in terms of c0 = cos(θ0) c` =
cos(θ`) respectively for the charged hadron case (top) and the neutral hadron case
(bottom). In the c0-variable effects are small for δex = δ
inc
ex cf. comments in text
and previous figures. The enhanced effect towards the endpoints {−1, 1} in the
electron case is, partly, due to the special behaviour of the LO expression (4.81)
which behaves like∝ (1−c2` )+O(m2` ) and explains why the effect is less pronounced
for muons. It can be seen from Fig. 6.4 that there is no peculiar behaviour at the
endpoints.
case, there are O(2%)-effects in the q20-variable due to “collinear logs”, ln m̂K '
−2.36. These logs, of course, cancel upon integration over all differential variables.
The impact of the photon energy cuts are large, cf. section 6.1.4, and care needs to
be taken when considering quantities like RK for example. An important physical
effect, visible in the plots on the right in Figs. 6.3, is the distortion of the q2
distribution w.r.t. the non-radiative case (q20). This is particularly prominent in
the photon-inclusive limit as discussed in the next section.




2]; δex) in Fig. 6.5 shows similar patterns in
the photon-inclusive case (δex = δ
inc
ex , dashed lines), e.g. lepton universality and
small effects in the c0-variable due to the cancellation of hard-collinear logs. In the
electron case, there is a significant enhancement towards the endpoints {−1, 1}
which is due to the peculiar behaviour of the LO rate dΓ LO ∝ (1− c2`) +O(m2`)
(4.81). This is the same effect as the helicity suppression in a π− → `−ν̄ decay
131
and further explains why the effect is less prominent in the muon case. Note
that without the normalisation, the plots in Fig. 6.4 show indeed that there is no
strange behaviour at the endpoints. Cuts on the photon energy are again sizeable
and the same remarks as before apply.
Plots of the hard-collinear logs lnm` are discussed in section 6.1.4. Moreover
in section 6.1.5, our results are compared to the earlier work [2] where virtual
corrections were indirectly inferred and radiative corrections have been evaluated
in terms of a radiator function depending on q2 and q20 only, and not on the
photon-emission angle.
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Figure 6.6: Plots of total relative QED corrections (6.4) for B− → K−`+`−
(top) and B̄0 → K̄0`+`− (bottom) comparing the constant form factor case versus
taking one derivative correction into account with values given in (6.1) (cf. below
(4.18) for further comments). Effects are more prominent in the photon-inclusive
case (δex = δ
inc
ex ) since there is more phase space for the q
2- and q20-variables to
differ. In the neutral case, the effects are similar albeit slightly smaller.
6.1.3 Distortion of the B̄ → K̄`+`− spectrum due to
γ-radiation
As discussed in Chapter 5, the {q20, θ0}-variables are safer than the {q2, θ`}-
variables because of the cancellation of the hard-collinear divergences at the
differential level. In this section, we wish to emphasise yet another reason why it
is preferable to use the {q20, θ0}-variables. This is sometimes called the migration
of radiation or the distortion of the spectrum: at fixed q2, effectively the radiative
process is probed at a different q20 = (q + k)
2 as a result of the photon carrying
away momentum. If the spectrum has significant variations in q20, this implies
a significant distortion in the kinematical distribution. This effect is indeed
well-known from the determination of the J/Ψ-pole in e+e− → hadrons [120].
Generically, the more inclusive one gets in the photon energy and angle, the
more pronounced it is, as in this case the radiative topologies (4-body) can be
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very different from the virtual ones (3-body).
Let us illustrate the effect by considering the hard-collinear radiation, F̃ (hc,`)(δ)
given in Eq. (5.41). Assuming the mK = 0 limit, for simplicity, the dz-integrand
contains |A(0)(q20, c0)|2 ∝ f+(q20)2 = f+(q2/z)2 (c.f. Eq. (4.81) with m` = 0) and
q20 = q
2/z from Eq. (5.37). Since z < 1 in general, it is clear that momentum













upon using (5.42). Thus for δex = 0.15 and q
2 = 6 GeV2 one finds (q20)max =
10.18 GeV2 which is of course problematic when one wants to probe RK in the
q2 ∈ [1, 6] GeV2 range, given that the charmonia start to impact more severely
well below 10 GeV2. In the photon-inclusive case, the lower boundary becomes
zinc(c`)|mK→0 = q̂2 by Eq. (5.42) and (q20)max = m2B. Hence, in that case the
entire spectrum is probed for any fixed value of q2 which confirms the earlier
statement. This would be rather problematic in B̄ → K̄`+`− decays due
to the large charmonia contributions (cf. comments below (4.18)), that would
“contaminate” all the q2 region below their masses. This is why in experimental
analyses, stringent cuts on the photon energy (or the reconstructed B-meson
mass) and its emission angle are implemented.
The effects described above are visible in all of the plots in Fig. 6.6. We stress
that they are underestimated since a) we kept only one power in the derivative
expansion and b) one would need to incorporate long-distance effects in addition.
Note that for the virtual contributions, it is only when both hadrons are neutral
that the derivative expansion can be avoided. If this is not the case, it is important
to take into account higher derivative corrections and perform the matching of
the finite counterterms from QCD.
As alluded to above, besides the cut on the reconstructed B-meson mass, in order
to reduce the migration of radiation (or better the distortion of the q2 spectrum)
one can further restrict the photon’s phase space in the photon’s emission angle.
From q = q0 − k, taking into account (4.26), one gets
q2 = q20 − 2E(1)γ (E(1)q0 + |~q
(1)
0 | cos θ(1)γ ). (6.8)







+ |~q (1)0 | cos θ(1)γ ) . (6.9)



















γ = +1 max-angle
. (6.10)
This means that for fixed q2, and a cut of δex = 0.15, the radiative process
probes values of (q20)max = q
2/(1− δex) ' 1.18 q2 (tight-angle cut) and (q20)max '
q2 +4.18 GeV2 (max-angle) respectively. Note that the maximum angle cut in the
photon-emission gives the same result as the maximum lepton angle, c.f. Eq. (6.7).
This is because in the collinear limit (~̀1 ∝ ~k), the maximum lepton angle aligns
~̀
1 and ~k with the decay axis (x-axis, see Fig. 4.1), and this coincides with the
maximum angle cut.
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Figure 6.7: Absolute size of hard-collinear logs as a function of q2a for the electron
and muon (top) and (bottom) respectively. The quantity is shown for various
photon cut-offs δex (4.4). It is noted that for δex = δ
inc
ex , the cancellation of the
logs can be seen in the q20 variable. When integrated over q
2, the cancellation of
hard-collinear happens, although it is not fully visible from the plot as we show
a restricted region for q2. Bottom and top figures are similar by a scaling factor,
cf. (6.12) and the explanation above it.
6.1.4 The size of hard-collinear logarithms as a function of
δex and q2
It is of interest to investigate the size of the collinear logs. We do this by




















where the terms on the RHS can be found in Eqs. (4.80) and (5.44) respectively.
Charged and neutral meson modes are not distinguished as they contain the same
collinear divergences as the latter are strictly proportional to the lepton charges,
i.e. independent of the hadron charges. Thus, there is only one basic mode of










2]; δex) are defined in complete analogy
to Eqs. (6.5) and (6.6) respectively.
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a; δex) as a function of q
2
a
for the electron and muon (top) and (bottom) respectively. The quantity is shown
for various soft-photon cut-offs δex (4.4). As in Fig. 6.7, the cancellation of the
hard collinear logs can be seen for the q20 variable for δex = δ
inc
ex . Bottom and top
figures are similar by a scaling factor cf. (6.12).
Plots of absolute (unnormalised) hard-collinear QED corrections are shown in











2]; δex), in complete analogy to those in Sec. 6.1.2, are shown in
Fig. 6.8 and Fig. 6.10 respectively for different photon energy cuts δex (4.4) for
electrons and muons. The effects are larger for the electrons because of the size
of ln m̂e versus ln m̂µ logs. In the photon-inclusive case, the cancellation of the
hard-collinear logs is visible at the differential level in the q20-variable. For the q
2-
variable, the hard-collinear logs cancel when integrated over the entire q2-interval,
the tendency of which can be inferred from the plots on the reduced interval
q2max < 10 GeV
2. The reader is reminded that hatted quantities are normalised














' 2.363 , (6.12)
with corrections of the order of O(m2e ln(m̂e)−m2µ ln(m̂µ)).
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Figure 6.9: Absolute size of hard-collinear logs as a function of ca for the electron
and muon (top) and (bottom) respectively. The quantity is shown for various
photon cut-offs δex (4.4). It is noted that for δex = δ
inc
ex , the cancellation of the
logs can be seen in the q20 variable. When integrated over c`, the cancellation does
not fully happen, and this is due to the binning of q2. As with the plots against
q2a in Fig. 6.8, bottom and top figures are similar by a scaling factor cf. (6.12).
Inspection of the plots shows that this is indeed the case. We would like to stress
that extracting the hard-collinear logs on their own is slightly ambiguous as one
needs to normalise them (hatted notation). The unambiguous way to show them
is through the full plots in the main text. Nevertheless, they illustrate nicely the
effect of the photon energy cut.
138






























Figure 6.10: Relative size of hard-collinear logs as a function of ca for the electron
and muon (top) and (bottom) respectively. The quantity is shown for various
photon cut-offs δex (4.4). It is noted that for δex = δ
inc
ex , the cancellation of the
logs can be seen in the q20 variable. As with the plots against q
2
a in Fig. 6.8,
bottom and top figures are similar by a scaling factor cf. (6.12). Note that the
enhancing towards the end-points happens due to the leading order rate being
∝ (1− c2` ) +O(m2` ), as was the case in Fig. 6.5.
Comparison of B̄ → K̄`+`− to the inclusive case b→ s`+`−
It is interesting to compare our results to the inclusive rate in [121] with regard





















and m`1 = m`2 ≡ m` have been assumed. Then, it is known





























δ(1− z) , (6.15)





dz(f(z)− f(1))/(1− z). (6.16)
Note that by construction, the hard-collinear logs cancel in the total rate. This
can be seen by reversing the order of integration and adopting the change of









dzPf→fγ(z) = 0. Now,
the zeroth moment of the splitting function vanishes since it corresponds to the
anomalous dimension of the (conserved) electromagnetic current. Conversely,
(6.14) can be deduced from Eq. (5.19) by integrating over dc0, substituting
q20 = q
2/z and then integrating over z. From (5.20), the full splitting function is
then easily deduced by adding a delta function ansatz Aδ(1− z) and regularising
the 1/(1 − z) such that the soft divergences cancel (which leads to the plus
distribution).







2(1− q̂2)2(2q̂2 + 1) b→ s`+`−
4(1− q̂2)3 B̄ → K̄`+`−
, (6.17)
where the ms → 0 limit is implied in [121] and for simplicity we have assumed
the mK → 0 limit and a constant form factor. Note that the factor λ̂1/2B =
λ1/2(1, m̂2K , q̂
2)|mK→0 = 1 − q̂2 is the square root of the Källén-function and as
such, is related to the three velocity of the strange particle in the B-meson’s RF.

























where P̃f→fγ(z) (given by (5.20)) is the collinear emission part of the splitting function. Soft
divergences at z → 1 cancel between the two integrals. Translating into our notation from [121]
demands x = 1 − z, ŝ = q̂2 and P̃f→fγ(z) is the the part collinear in f (m)γ up to factors of
proportionality properly accounted for. Our formula (6.14) can be recovered upon using that∫
dzPf→fγ(z) = 0.
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Figure 6.11: Comparison of hard-collinear logs in b → se+e− (solid blue line)
versus B̄ → K̄e+e−(γ) with no photon energy cut, constant form factors and
mK → 0 (solid red line) corresponding to Eqs. (6.18). This illustrates the spin-
dependence of the hard-collinear which can be traced back to the LO differential
rates in the case at hand cf. (6.17). For further comparison, we have added the
full result in the dotted red line for our work with no photon energy cut either.
The agreement at low q2 of the latter with the b→ se+e− is somewhat accidental.
Its power in the rate is determined by the interaction and the spin of the particle
(e.g. if it were B̄ → K̄∗`+`− then dΓ LO ∝ (1 − q̂2) [123]). The factor 2q̂2 + 1

























The basic form is similar in both cases and we observe the ln q2-term leading to
enhanced collinear emission at low q2 which can be interpreted as a migration
of the photon radiation cf. Sec. 6.1.3. We wish to stress again that ∆̃B̄→K̄`
+`−
hc
receives corrections due to finite mK and non-constant form factor and that δex =
δincex was assumed. Both of these features are included in the comparison plot
Fig. 6.11. We have checked that integrating (5.44) over
∫ 1
−1 dc` reproduces the
∆̃B̄→K̄`
+`−
hc -expression in (6.18). This comparison provides another non-trivial
cross-check of our analysis.
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6.1.5 Comparison with earlier work on B̄ → K̄`+`− and
comments on RK
In this section, we compare our results to those presented in [2]. The analysis
of [2], which first investigated the impact of LFU breaking in B̄ → K̄`+`−
induced by QED corrections, is a simplified analysis based on the following three
principles/assumptions:
i. indirect determination of virtual corrections by imposing the absence of
log-enhanced terms in the photon-inclusive dΓ/dq20 spectrum (for any value
of q20);
ii. constructing a radiator function depending on q2 and q20 only, which
describes the probability of a dilepton pair (of invariant mass q2) to originate
from momentum transfer q20, after photon-emission;
iii. neglecting lepton-flavour universal radiative corrections, such as those
induced by the emissions from meson legs only.
As proved in general terms in this work, assumption i. is correct and provides
an efficient way to determine the radiator function. Our analysis shows that
the non-log enhanced terms are small in the neutral-meson case (as shown in
Fig. 6.3). They do exceed the 1% level in the charged-meson case, but this is a
lepton-flavour universal effect.
On the other hand, while assumption ii. is a legitimate choice, it is incompatible
with the goal of estimating radiative corrections by implementing only a cut on
the reconstructed B-meson mass:4 the radiator in [2] is obtained by integrating
over all photon angles; however, as already discussed in Sec. 6.1.3, in the B-RF
the relation connecting q20 and q
2 does not only depend on mrecB but also on the
photon’s emission angle. To overcome this problem, in [2] the maximal q20 value
affecting the spectrum at a given q2 value has been determined by imposing the
tight cut defined in (6.10). This choice corresponds to the minimal value of (q20)max
obtainable with an experimental cut on photons not emitted forward with respect
to ~q (in the B-RF). Incidentally, we note that a cut of this type is implemented
in the experimental analysis to avoid a large migration effect (e.g. charmonium
4 We note that a radiator function depending on q2 and q20 only is sufficient to estimate the
distortion of the q2 spectrum in the absence of a photon-energy cut, as is for instance done in
Higgs-collider physics [124].
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Figure 6.12: Relative effects of relative corrections as a function of q2, in the
neutral case, with the cuts on mrecB used in [2] computed in this work (top left)
vs. those presented in [2] (top right). The bottom left and bottom right plots
compare our results with those in [2] for the q2 and q20-spectrum respectively. The
translation between the notation of this reference and ours is δex = 1−(mrecB /mB)2
with (p̄B = m
rec
B ) and {0.1458, 0.1, 0.0394} ↔ mrecB = {4.88, 5.009, 5.175}GeV.
resonances at low q2, cf. Sec. 6.1.3). This is the most important difference among
the two approaches. As illustrated in Fig. 6.12, the net effect is quite sizeable,
especially for the electrons at low values of q2.
In practice, the implicit cut applied in [2] on the photon-emission angle removes
some hard-collinear logs. We may track the difference on the collinear logs
analytically. We demonstrate this for the q20-spectrum since the expression (5.30)










A0 ln δex + C0
)
lnm` + non-collinear . (6.19)
The coefficients A0 and C0 are obtained by integrating Eq. (9) –using the
boundary conditions implied by Eq. (10) of [2]– w.r.t. to x (which is our z
and moreover, 1 − δ2 = δex), and the expression in (5.30) with z(ωs) → 1 but
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0 = −4 . (6.20)
This is the universal coefficient of the soft–collinear singularity (double log),
which is independent of the boundary conditions. Incidentally, we note that this
coefficient is also the same for the dΓ
dq2
-distribution. Low’s theorem guarantees that




+ 2 ln q̂20 + 2




1− m̂2K + q̂20 − λ̂1/2












where λ̂ ≡ λ(1, m̂2K , q̂20) and










Note that in [2], only the leading term in m2K was kept in (q
2
0)max and thus, for













q̂20→1−→ −3 +O(δex) +O(q̂20 − 1),
CBIP0 = −3 +O(δex) . (6.23)
Agreement is found at the kinematic endpoint q̂20 → 1 (including O(δex)-terms).
This is to be expected since the cut on (q20)max is independent of the photon-
emission angle, whereas differences are maximal at low q20 values, consistent with
the numerical findings in Fig. 6.12 (bottom-right).
To better understand the agreement at large q̂20 illustrated in (6.23), consider
(5.22), with δ = δex, which corresponds to the case where the photon becomes
collinear with `1. With a non-zero Kaon mass, (q̂
2
0)max = (1 − m̂K)2, and thus
the lower limit for the z−integration becomes
zINZ(δex, (q̂
2





where the c0-dependence drops (and thus the same z limit applies for `2). Now,
consider q20 = q
2 + mBδex(E
(1)
q0 + |~q (1)0 | cos θ (1)γ ), which is the defining principle
behind Eq. (10) of [2], where E
(1)
q0 and |~q (1)0 | are given in (4.27). Substituting










which matches (6.24). This explains the agreement at large q̂20 in (6.23) and in
Fig. 6.12. Note that the θ
(1)
γ dependence drops in the limit of q̂20 → (q̂20)max,
analogous to the c0 dependence in (6.24). The c0-independence (or equivalently
θ
(1)
γ ) at (q̂20)max happens since the Kaon’s three-momentum vanishes and the (1)-
and (4)-RF become equivalent and thus, there cannot be any non-trivial angular
dependence.
On the other hand, the same argument does not apply to the differential rate in
q2. As q2 → q2max, the range of allowed photon energies becomes more and more
restricted. The cut p̄2B > m
2
B(1 − δex) on its own is independent of q2, and it
is for this reason that one needs the maximum condition imposed on the lower
limit of the z-integration in (5.41). For larger q2, the kinematic restriction on z,
denoted by zinc, becomes more important than the restriction on z due to the
photon energy cut δex. This is why the two INZ-curves in the bottom left plot in
Fig. 6.12 approach each other for large q2.
In summary, from the comparison of our work with [2] we may deduce the
following two lessons or insights.
a) The indirect determination of virtual logs in the photon-inclusive dΓ/dq20-
spectrum, which is the key assumption behind both the approach of Ref. [2]
and PHOTOS [99], is correct.
b) A meaningful comparison between theory and experiment (in a collider
environment) cannot be done by only considering the two non-radiative
variables ({q2a, ca}) and the cut on the reconstructed B-meson mass, but it
requires a detailed information on the (inevitable) photon-emission angle
cut as their impact is sizeable.
Point a) is reassuring in view of the current treatment of radiative corrections
in RK-measurements with PHOTOS. Incidentally, we note that considering only
the cuts on reconstructed B-meson mass in [10], the net QED correction that
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≈ +1.7% , (6.26)
where in the SM




q20∈[q21 ,q22 ] GeV
2 ≈ 1 + ∆QEDRK , (6.27)
and the binning is understood as previously. The correction has to be compared
with the ∆QEDRK ≈ +3% quoted in [2] that, as explained above, takes into
account an additional implicit tight cut on the photon-emission angle. Note
that the different photon energy cuts for muons (mrecB = 5.175 GeV ↔ δex =
0.0394) and electrons (mrecB = 4.88 GeV↔ δex = 0.1458) reduce the effect of QED
corrections to RK . In addition, |∆QEDRBIPK | > |∆QEDRINZK | has to be expected
since the BIP computation is more exclusive, in view of the tight photon-angle
cut, than the explicit computation presented here. However, in both cases the
overall impact of QED corrections in the LFU ratios (currently estimated by
the experiment using PHOTOS) is not exceedingly large and below the current
experimental error RK = 0.846
+0.060+0.016
−0.054−0.014 [12].
On the other hand, point b) indicates the necessity to build a Monte Carlo
program with a complete differential treatment of radiative corrections and
an accurate parameterisation of the hadronic form factors (with the effective
inclusion of long-distance effects, which we recall are not included in PHOTOS), in
order to check the impact of the QED corrections on the kinematical distributions
at the %-level, with the explicit cuts applied in experiments.
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Figure 6.13: LO differential rate for electrons (right) and muons (left). They
seem inverted compared to the NLO results in the figures below, since the LO
contribution is positive while the corrections are generally negative. Also, the
smallness of the lepton masses in both cases makes the heat maps look very similar.
6.1.6 Radiative corrections as a function of q20, c0 and q
2, c` at
full differential level
In previous sections, the size of the corrections were shown as a 1D plot, i.e. after
integrating one of the differential variables. Here, we present the results as a
function of both differential variables, in the form of heat maps.
First, we show the LO result in Fig. 6.13, which is given as reference. Note that
while the LO result is positive, all the NLO QED corrections are negative, and
this causes the LO heat maps to appear inverted compared to the NLO ones.
Furthermore, the LO differential rate for the muons very closely matches that for
the electrons, and this is due to the smallness of the lepton masses compared to
the other scales, such as q2 and m2B.
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Figure 6.14: Absolute size of QED corrections as a function of {q20, c0} (left)
and {q2, c`} (right). As expected, the heatmaps are symmetric with respect to
c`,0 → −c`,0. A value of δex = 0.1 was used for the experimental cut-off on the
photon energy.






























Figure 6.15: Relative QED corrections as a function of {q20, c0} (left) and {q2, c`}
(right). As in Fig. 6.14, the heatmaps are symmetric with respect to c`,0 → −c`,0.
A value of δex = 0.1 was used for the experimental cut-off on the photon energy.











and Eq. (6.11) for the unnormalised and normalised QED corrections respectively.
These are shown in Fig. 6.14 and 6.15 respectively. One thus finds that the
differential rate can receive corrections of up to ∼ 10%. The heat maps for the
muon case are simply a rescaling of the ones for the electrons, as is discussed in
and around Eq. (6.12), and we omit the same discussion here. The charge of the
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Figure 6.16: Absolute size of QED corrections as a function of {q20, c0} (left) and
{q2, c`} (right) for electrons (top) and muons (bottom) in the neutral meson case.
The corrections are larger for the electrons, as expected, due to the bigger size of
the hard-collinear logs.
hadrons do not affect the heat maps for the hard-collinear corrections.
We use an experimental photon energy cut-off of δex = 0.1 for all the heat maps
in this section.
We also show the heat maps for total QED corrections for the unnormalised and
normalised differential rate, c.f. Eq. (6.4). The total unnormalised and normalised
QED corrections for the neutral meson cases are shown in Fig. 6.16 and 6.17
respectively for the muon and electron cases in the differential variables {q20, c0}
and {q2, c`}.
In both the electron and muon cases, there is perfect c` → −c` symmetry, as
expected. There is a slight asymmetry for the heat maps in the c0 variable,
and this is due to the non-hard collinear contributions not being even in the c0
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Figure 6.17: Relative size of QED corrections as a function of {q20, c0} (left)
and {q2, c`} (right), with the top two heatmaps corresponding to B̄0 → K̄0e+e−
and the bottom two to B̄0 → K̄0µ+µ−. The heatmaps are symmetric only with
respect to c` → −c`; the non-hard-collinear corrections in the {q20, c0} variables
do not possess this symmetry, and this explains the slight asymmetry in the heat
maps on the left.
variable.
The charged meson results for the unnormalised and normalised QED corrections
are presented in Fig. 6.18 and 6.19 respectively. The heat maps are no longer
symmetric in c`, c0 → −c`, c0, due to the lnmK contributions, which are odd in
c`, c0, and are sizeable. Furthermore, the same peculiar behaviour towards the
endpoints (c`, c0 → ±1) happens in Fig. 6.19 as in the 1D plots, due to the LO
differential rate ∝ (1− c2`) +O(m2`), c.f. Eq. (4.81).
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Figure 6.18: Absolute size of QED corrections as a function of {q20, c0} (left) and
{q2, c`} (right) for electrons (top) and muons (bottom) in the charged meson case.
The corrections are larger for the electrons, as expected, due to the hard-collinear
logs being larger.
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Figure 6.19: Relative size of QED corrections as a function of {q20, c0} (left) and
{q2, c`} (right), with the top two heatmaps corresponding to B− → K−e+e− and
the bottom two to B− → K−µ+µ−. There is no symmetry with respect to c`, c0
this time, and this is due to the lnmK contributions, which is linear in c`, c0.
6.1.7 Effect of the collinear slicing parameter
To separate the hard collinear logs for numerical stability, we introduced the
auxiliary parameter ωc. It is interesting to investigate how big the error is due
to this parameter. To this end, we have performed the numerical integration
for the B̄0 → K̄0µ+µ− with no cut (ωc = 0), and compared it to the case with
ωc = 8·10−5, which was used in all previous sections for the muon case. This is
possible as the muon mass is not too small. Simply using more points (roughly
10 times more) for our numerical Monte Carlo integration gave relatively stable
results. On the other hand, the same calculation could not be performed with
the electron, since increasing computing time reasonably did not lead to better
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Figure 6.20: Effects of the auxiliary cut ωc on the size of the absolute QED
corrections. The dotted line corresponds to the case with no cut (ωc = 0), and
the solid line to ωc = 8 ·10−5. The left and right plots are differential in q2a and
ca respectively. The top two plots are in the {q20, c0} variables, with the rest in
the {q2, c`} variables. A photon energy cut-off of δex = 0.1 has been used for the
top four plots, while the bottom two corresponds to the fully inclusive photon.
In all cases, there is good agreement between the plots with and without the
hard-collinear cut ωc.
results.
The unnormalised and normalised plots showing the effect of the cut ωc are shown
in Fig. 6.20 and 6.21 respectively. As can be seen in all of the plots, the agreement
between them is very good. This is an excellent check of the phase-space slicing
procedure, as well as for the implementation of the analytical results in chapter
5. This also gives us confidence that the results involving the electron case must
also be correct.
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Figure 6.21: Effects of the auxiliary cut ωc on the size of the relative QED
corrections. The dotted line corresponds to the case with no cut (ωc = 0), and
the solid line to ωc = 8·10−5. The left and right plots are differential in q2a and ca
respectively. The top two plots are in the {q20, c0} variables, with the rest in the
{q2, c`} variables. A photon energy cut-off of δex = 0.1 has been used for the top
four plots, while the bottom two corresponds to the fully inclusive photon.
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Figure 6.22: Moments of the LO distribution. All moments (except the zeroth
and second ones) are highly suppressed, due to the smallness of the lepton masses,
see Eq. (4.81).
6.1.8 Moments of the differential distribution
A special feature of QED corrections is that they have genuine infrared effects
when compared to the weak interaction with natural scale mW  mB. As
pointed out in [125], this changes the angular distribution in that there is not a
specific hierarchy of moments in the angles (cf. section 5 in [125]). Without QED
corrections, it is the dimension of the effective Hamiltonian that limits the partial
waves to its lowest numbers. Higher moments (in the partial wave expansion) are
therefore absent or suppressed by further powers of mb/mW . Hence, measuring
higher moments allows us to measure QED effects. It is therefore interesting to
scrutinise the size of these corrections from the theory side in order to identify
the most sensitive moments and give further motivation to an experimental
investigation.









































where we have introduced a lepton-subscript for further reference, and the
subscript a denotes the two sets of variables {q20, c0} and {q2, c`} as before.
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Figure 6.23: Moments of the NLO distribution for B̄0 → K̄0e+e− in the {q20, c0}
variables (left) and the {q2, c`} variables (right) with a cut-off δex = 0.1 (top) and
no cut-off (bottom). When fully inclusive, the moments in the {q20, c0} variables are
rather unstable (note that they are very small though, see y-axis values). The even
moments (solid lines) decrease as l` increases, but remain sizeable nevertheless.
Fig. 6.22 shows the moments of the LO distribution. Due to the smallness of the
lepton masses, all moments except the zeroth and second are highly suppressed,
since the LO differential rate ∝ (1− c2`) +O (m2`). Therefore, in what follows, we
refrain from calculating the ratio of NLO corrections to LO values. The even and
odd moments are represented by solid and dashed lines respectively to distinguish
between them easily.
Figs. 6.23 and 6.24 show the moments of the NLO distribution for the B̄0 →
K̄0e+e− and B̄0 → K̄0µ+µ− processes respectively. When fully inclusive, the
moments in the {q20, c0} variables are rather unstable, especially in the electron
case (bottom left plot in Fig. 6.23); note, however, that they are very small, see
the values on the y-axis, due to the absence of hard-collinear logs in this set
of differential variables. The even moments decrease as l` increases, but remain
sizeable nevertheless, while the odd moments are relatively small. We note that
the higher order moments are larger in the electron case.
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Figure 6.24: Moments of the NLO distribution for B̄0 → K̄0µ+µ− in the {q20, c0}
variables (left) and the {q2, c`} variables (right) with a cut-off δex = 0.1 (top)
and no cut-off (bottom). As in the electron case, the even moments (solid lines)
decrease as l` increases, but remain sizeable.
Finally, Fig. 6.25 and 6.26 show the moments of the NLO distribution for the
B− → K−e+e− and B− → K−µ+µ− processes respectively. The odd moments
are no longer small in the charged meson case, and this is due to the lnmK
contributions which are odd in c`, c0 and are sizeable.
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Figure 6.25: Moments of the NLO distribution for B− → K−e+e− in the {q20, c0}
variables (left) and the {q2, c`} variables (right) with a cut-off δex = 0.1 (top) and
no cut-off (bottom). The odd moments (dashed lines) are no longer small in the
charged meson case, and this is due to the lnmK contributions which are odd in
c`, c0 and are sizeable.
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Figure 6.26: Moments of the NLO distribution for B− → K−µ+µ− in the
{q20, c0} variables (left) and the {q2, c`} variables (right) with a cut-off δex = 0.1
(top) and no cut-off (bottom). As in the electron case, the odd moments (dashed
lines) are no longer small in the charged meson case, and this is due to the lnmK
contributions which are odd in c`, c0 and are sizeable.
6.2 Outlook
In this section, we briefly address various topics which go beyond the scope of
this work and are worthwhile to be pursued in future investigations.
6.2.1 Structure-dependent terms
In this work, we have treated the mesons as fundamental fields. The effective
Lagrangian employed is able to perfectly describe their internal structure up to
O(e0). However, the electromagnetic probe sees the mesons as a structureless
particle. Hence our effective Lagrangian corresponds to approximating a
multipole expansion by the monopole term.
In the language of meson fields, one would need to build a systematic effective
field theory with gauge invariant operators out of covariant derivatives and meson
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fields. This would include, amongst others, terms beyond minimal coupling of
the form (DµB)†Fµν D
νK. It is beyond doubt that in full QCD, the meson’s
partons give rise to such higher multipole emissions, which we referred to as
structure-dependent terms.5 The question is whether they are sizeable. For
light-light systems, such as K → π decays, these terms are known to be small
e.g. [126, 127] (unless the leading amplitude is accidentally suppressed). For
heavy-light systems, this might change since the masses of the valence quarks
introduce a sizeable asymmetry that will eventually be resolved.
A result established in this work provides some protection. It was shown in
Sec. 5.5 and 5.6 that structure-dependent corrections do not lead to any additional
hard-collinear logs. Since soft divergences cancel at the differential level, this
means that the employed approximation captures all IR sensitive terms. However,
it cannot be precluded that new and interesting hadronic effects, not directly
related to infrared effects, could come into play. An example of which is provided
by Bs → µ+µ−, where it was found that the chirality suppression of the non
radiative decay mµ/mb is lifted to mµ/ΛQCD (“enhanced power corrections”)
when QED corrections are taken into account [128]. These authors develop
QED corrections to B decays within the soft collinear effective theory (SCET)
framework. It allows for the the resummation of different types of logarithms
[129] but does not capture all 1/mb effects. To what extent 1/mb-corrections are
important in QED corrections to B-mesons decays is an interesting and open
question. Another approach is lattice QCD, where the precision in Kaon physics
per se demands the inclusion of QED corrections [130, 131] with first results in
leptonic decays [132–134]. For B decays, in the region of fast recoiling particles,
more work is needed because of too many exponentially growing modes that have
to be captured by a fit or dealt with in some other way.
6.2.2 The B̄ → K̄`+`− differential distribution through
Monte Carlo
Our results can be used to estimate the radiative corrections to the B̄ →
K̄`+`−(γ) differential distribution semi-analytically.6 As demonstrated, the
choice of differential variables (which might be dictated by their accessibility
5 The full theory, including QCD and QED, is needed to compute the corresponding Wilson
coefficients and counterterms when involving loops.
6 The integration over the photon variables is done numerically and this is why we refer to
them as semi-analytic.
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in a given experiment) that we have introduced (4.1) directly impacts in what
way hard-collinear logs cancel. An alternative approach, more in line with
current analysis techniques, is to build a Monte Carlo program for the numerical
simulation of the radiative and the non-radiative processes, and evaluate the
impact of the radiative corrections entirely numerically. This happens at an
even more differential level by taking into account the photon kinematics on an
event-by-event basis. Given the sizeable contributions from hard-collinear logs,
it will be an important task to cross-check the purpose-built Monte Carlo against
standard tools used in experimental analysis. In this case, our virtual corrections
are essential in that they provide the normalisation of the Monte Carlo code.7
Within this approach, we are free to adopt the {q20, c0} or the {q2, c`}-variables,
since these are used to describe the simulated events and the experiment can
produce a distribution in either of the variables by using local corrections factors.
The final comparison with experiment is performed in a subsequent step after
taking into account experimental efficiencies, resolutions, and cuts to reduce the
background. Given our results in Chapter 5, it is clear that the choice of {q20, c0}
is more convenient, since for each value of q20 and c0, the corresponding photon-
inclusive rate is free from hard-collinear singularities.
It is worth stressing that most of the considerations presented in this work, and
particularly the strategy outlined above to build a Monte Carlo code, apply if
the final-state hadron is a narrow vector resonance (such as the K̄∗), rather
than a stable scalar meson. In the narrow-width approximation, we can neglect
the interference of the radiation emitted by the final-state mesons, produced
by the vector-meson decay, with the radiation from the B decay products
(i.e. the radiation described in this work). In this limit (which is a rather good
approximation in the K̄∗ case, given that ΓK̄∗/mK̄∗ ≈ 5%) the formalism is
essentially identical, up to a richer form factor structure.
7 The Monte Carlo code requires the introduction of an (unphysical) soft cut-off Λs, below













dq2adca, a first term which is done semi-
analytically with our computation and simulated with three-body kinematics, and a second term
which is obtained through the simulation of the full four-body kinematics. Note that both terms
are free from soft divergences and Λs is analogous to phase space slicing cut-off ωs introduced
in Chapter 5.
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6.2.3 Remarks on charged-current semileptonic decays
In the main section, charges and masses were kept completely general, so that any
semileptonic decay can be covered, including charged-current processes such as
B̄ → D`ν. A significant difference to B̄ → K̄`+`− is that the variable p̄2B, defined
as in (4.3), is not observable (because of the unidentified neutrino). Whereas this
does not pose a problem for the Monte Carlo simulation discussed above, this is an
issue for the semi-analytical determination of an O(α) infrared-safe distribution
of B̄ → D`ν.
One possibility to overcome this problem is to consider p̂2B ≡ (pB − pν)2 as the
effective photon energy variable. A photon energy cut-off, similar to (4.4), can be
introduced as follows. δexSL = (1 − p2D`/p̂2B) which translates to E∗γ < δexSL(pD`/2)
(E∗γ is the photon energy in the D-lepton RF). The new aspect with regards
to the FCNC case is that the lower cut-off on the energy variable, (p̂2B)min =
p2D`/(1− δexSL), is dependent on a differential variable.8
Another strategy is to impose the minimal kinematic limits on p̄2vis ≡ (pB−k−pν)2
and accept all events with ED and Eν which lie within the non-radiative Dalitz-
plot. This is the “traditional” approach adopted in Refs. [107, 135, 136]. This can
work in a clean environment, in K-factories, but would not be a feasible approach
for the LHC collider environment. Incidentally, we note that the variables (ED,
Eν) are an alternative choice to our {q2, c`}-variables. We finally stress that
the approach followed in [137], where an effective cut on the photon energy is
implemented irrespective of the photon-emission angle, might lead to a miss-
estimate of the hard collinear logs.
8 Alternatively, one could trade p̄B with p̄vis ≡ pB −k− pν . The upper cut-off on p̄2B is then
to be replaced by a lower cut-off on p̄2vis and the adaptation of our formalism requires working





After a general discussion on conformal field theories and curved spacetime in
the Introduction (Chapter 1), we presented a detailed discussion of conformal
anomalies in curved spacetime in Chapter 2. We have calculated them for
a scalar field, spin-1 gauge field, and fermion field in Secs. 2.1, 2.2 and 2.3
respectively, using the Schwinger-De-Witt point splitting method, employing
heat-kernel techniques. We have focussed our calculation mainly in dimensional
regularisation. For the case of the non-conformally coupled scalar (NCCS) field,
we argued how the anomaly could be extracted from the calculation by employing
a subtraction, described by Eq. (2.81) and Eq. (2.82). This follows the calculation
in [64] performed in perturbation theory of linearised gravity, which appeared
while we were working on this. This makes the result for the R coefficient of
the conformal anomaly of the NCCS finite. We also looked at the issue of gauge
invariance for the spin-1 gauge field theory in Sec. 2.2.3, where we showed when
and how gauge invariance occurs. In a general gauge, the calculations were more
involved and we built up on the work done by Shore [74], which addressed the
case of a non-Abelian gauge theory in flat spacetime, to perform them. We were
able to show that gauge invariance is recovered upon employing the subtraction,
and hence that the conformal anomaly is gauge invariant, while the VEV of
the TEMT itself might not be. Furthermore, we showed how introducing a
Stückelberg scalar field makes the vacuum expectation value (VEV) of the trace
of the energy-momentum tensor (TEMT) gauge invariant, without the need for
subtraction.
The connection of conformal anomalies to renormalisation group flows was
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explained in Chapter 3. The c- and a-theorems, in 2 and 4 dimensions respectively
[46, 76, 82], were also discussed in this context, as well as the possibility of an
alternative b̄-theorem in 4D. The latter relies on the work done in [83], and uses
the fourth moment of the two-point correlation function of the TEMT, given in
Eq. (3.16). We discussed its derivation briefly in Sec. 3.2.1, and applied it to
the same quantum field theories we considered in Chapter 2. Using the results,
we discussed some of its shortcomings, and proceeded to investigate its possible
impact on QCD in the conformal window in Sec. 3.3. We found that it gives a
smaller upper bound on the number of fermion flavours Nf compared to using the
a-theorem and asymptotic freedom (Eqs. (3.66) to (3.68)). On the other hand,
we noted that it eliminates a region of Nf expected to be within the conformal
window, according to the Banks-Zaks argument. We plan on finding a resolution
of the issues for the tentative b̄-theorem in the future.
Then, in Chapters 4-6, we analysed the O(α) corrections to a generic MH →
ML`1 ¯̀2 decay, where MH,L are scalar mesons (of either parity). We have
performed a complete calculation of these corrections within improved scalar
QED, employing a mesonic effective Lagrangian (with a tower of effective
operators) which provides an accurate description of the non-radiative hadronic
form factors. We have shown by means of explicit computation that all soft
divergences cancel at the double differential level (Sec. 5.1), irrespective of the
choice of the variables used to describe the “visible” kinematics. On the other
hand, we have demonstrated that the hard-collinear logs can survive, even in
the photon-inclusive limit, depending on the variables employed to describe the
photon-inclusive distribution. More precisely, they cancel in the case of the
{q20, c0}- but not the {q2, c`}-variables defined in Eq. (4.1).
Our analysis goes well beyond, in terms of accuracy and generality, w.r.t. previous
analytical treatments of radiative effects in MH → ML`1 ¯̀2 decays. Still, some
open issues remain, as discussed in Sec. 6.2.1. In particular, the matching of the
residual UV ambiguities with QCD and resolving the photon interaction with
the quarks themselves. As we have shown, gauge invariance ensures that such
ambiguities cannot induce lnm`-enhanced corrections (Sec. 5.5). This implies, in
particular, that these corrections have a negligible impact on the experimental
determination of the LFU ratios. At the time of writing of this thesis, we were
working on the resolution of the UV ambiguities via a matching to a QCD sum
rules calculation, and we hope that the results will be published soon.
Our analysis indicates that great care must be taken when comparing theoretical
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with experimental data, given that radiative corrections for the electron modes
can easily exceed the 10%-level (as already indicated by previous analyses). As
discussed in section 6.1.5, the overall impact of QED corrections on (integrated)
LFU ratios, such as RK , is not too large, especially given the current cuts applied
on the reconstructed invariant mass for electron and muon modes [12]. On
the other hand, differential observables are subject to potentially larger effects.
In particular, as we have shown in Sec. 6.1.3, a sizeable lepton-non-universal
distortion of the dilepton invariant mass spectrum occurs if the latter is expressed
in term of the {q2, c`}-variables. To overcome this problem the best way to
report data is in terms of the of the {q20, c0} distribution (as currently done
by most experiments), where the “dangerous” hard-collinear logs (lnm`) cancel
at the differential level. In the case of the LHCb experiment, where q20 is not
directly measurable, this is done after comparing the results with a Monte Carlo
code and correcting for the effect of the QED radiation. In this context, we
note that our analysis provides the theoretical groundwork to build a Monte
Carlo program with a complete differential treatment of radiative corrections
and an accurate parameterisation of the hadronic form-factors (possibly including
also long-distance contributions), which represents a key ingredient for a precise




A.1 Sign Conventions in Curved Spacetime
The two relevant sign conventions are (− − −) and (+ + +) in the notation of
Misner et al. [16].
In (−−−),
1. The metric has signature (+−−−).
2. Rαβγδ = ∂δΓ
α
βγ − ....
3. Rµν = R
α
µαν .
Birrell and Davies [60] have a prescription to go from (−−−) to (+ + +). The
steps are as follows:
1. Change signs of gµν , , Rαβγδ, Rµν , T
µ
ν , ∇α.
2. Leave signs unchanged for Rαβγδ, R
µ
ν , R, Tµν .
In fact, the 3 signs in the brackets, (s1, s2, s3) mean
ηµν = s1 × diag (−,+,+,+) , (A.1)








Gµν = s3 × 8πGTµν , (A.3)
where
Gµν = Rµν −
1
2
Rgµν + Λgµν , (A.4)
is the Einstein tensor.
The default convention used through this thesis is (− − −), unless
otherwise stated.
A.2 Minkowski and Euclidean Coordinates
In the following, ‘M’ and ‘E’ denote Minkowski coordinates and Euclidean
coordinates respectively.
A.2.1 Metric Tensor
In a Minkowski coordinate system, the flat spacetime metric tensor, in 4
dimensions, conventionally used (in particle physics) is given by
ηMµν = diag(+−−−). (A.5)
The metric in Euclidean coordinates is
ηEµν = diag(+ + ++). (A.6)
A.2.2 4-vectors
The scalar product xM · xM between two 4-vectors in Minkowski space is
xM · xM = (x0M)2 − (xiM)2. (A.7)
The transformation between Minkowski and Euclidean coordinates is given by








∂kM = −∂kE. (A.11)
The scalar product in the 2 different coordinates is then related by
xM · xM = −xE · xE. (A.12)
Note that the momentum 4-vector pµ also has the same transformation properties
as xµ. This means that
pM · pM = −pE · pE, (A.13)
pM · xM = −pE · xE. (A.14)
However, they have different behaviours in the complex plane due to the position
of poles, see section A.2.4 for how they should be understood inside integrals.




AkM = −AkE. (A.16)
Note that in Euclidean coordinates, upper and lower indices do not matter.
A.2.3 Gamma Matrices








This then means that slashed vectors and derivatives have the following transfor-
mations:
/∂M = i/∂E, (A.19)
/kM = −i/kE. (A.20)
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Lagrangians are redefined with a negative sign, i.e.
LM = −LE, (A.21)
For example, the Dirac Lagrangian becomes
Ψ̄(i/∂M −m)Ψ = −Ψ̄(/∂E +m)Ψ. (A.22)
A.2.4 Integrals
In Minkowski space, in momentum integrals, the position of the poles in
momentum space in the +iε prescription are











On the other hand, in position space, the poles are on opposite sides of the real x0







This explains why we define the Lagrangians as in Eq. (A.21).
















Free Massive Scalar Field
















has the momentum space propagator
i
p2M −m2




in Euclidean space. (A.32)
Note that massive ghosts have the same propagator as the massive scalar field.
Free Massive Fermion Field
A free massive Dirac field Ψ has Lagrangian
LM = Ψ̄(i/∂ −m)Ψ, (A.33)
LE = Ψ̄(/∂ +m)Ψ. (A.34)
We define the position space propagator in Minkowski space as
S(x− y) ≡ 〈0|TΨ(x)Ψ̄(y)|0〉. (A.35)














in Euclidean space. (A.37)
Note that the sign of the Fourier transform is very important in this case (as
opposed to the scalar field case).
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Free Massive U(1) Gauge Field























(∂ · A)2, (A.39)
















in Euclidean space. (A.41)
A.2.6 Energy-Momentum Tensors





, T µν = − 2√−g
δSM
δgµν










, in Euclidean space. (A.43)
















B.1.1 Invariant Volume Element




Often, |det (gµν) |
1
2 is written as
√−g.
B.1.2 Christoffel Symbol






gλσ (∂µgσν + ∂νgµσ − ∂σgµν) . (B.2)
B.1.3 Riemann Tensor
The Riemann tensor is given by
Rλτµν = ∂νΓ
λ
τµ − ∂µΓλτν + ΓλνσΓστµ − ΓλµσΓστν . (B.3)
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Note that it changes sign when one goes to the other convention, see Sec. A.1.
B.1.4 Symmetries of Riemann Tensor
In this section, we discuss some of the properties and symmetries of the Riemann
tensor.
Rαβµν = Rµναβ = −Rβαµν = −Rαβνµ. (B.4)
Rαβµν +Rαµνβ +Rανβµ = 0, 1st Bianchi Identity (B.5)










∇µ∇νRαβµν = 0. (B.9)
The identity in Eq. (B.9) has been derived in [138], Eq. (2.7).
B.1.5 Ricci Tensor





Covariant derivatives of contravariant and covariant vectors are given by
∇µV α = ∂µV α + ΓαµλV λ, (B.11)
∇µVα = ∂µVα − ΓλµαVλ. (B.12)
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The commutation of covariant derivatives generate the Riemann tensor and is
given by
[∇µ,∇ν ]Vλ = RαλµνVα, (B.13)
[∇µ,∇ν ]V α = −RαλµνV λ, (B.14)
for covariant and contravariant vectors respectively. The two equations are, of
course, related by symmetries of the Riemann tensor. Note that this is easily
generalisable to tensors of arbitrary lower and upper indices.
B.2 Topological Objects
B.2.1 Gauss-Bonnet Density/Euler Density (4D)
The Gauss-Bonnet Density (or Euler Density) in 4D (in dimensional regularisa-
tion) is given by [46],
G = Ed =
2
(d− 3) (d− 2)
(




The Weyl tensor is defined as








(d− 1) (d− 2)gρ[µgν]σR, (B.16)




(gρµRνσ − gρνRµσ) . (B.17)
Further, the square of the Weyl tensor, W 2, is given by








(d− 2) (d− 1)R
2. (B.18)
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B.2.3 H, modified Ricci scalar
For convenience, we sometimes define the object H such that
H =
R
d− 1 . (B.19)
This is done in order to cancel prefactors of R, which often comes with d− 1.
B.3 General Metric Variations








This is due to the fact that the inverse of the metric tensor gµν is simply g
µν , i.e.
the metric tensor itself but with upper indices,
gµνg
να = δ αµ =⇒ gναδgµν = −δgναgµν . (B.21)
This means that a variation of δgµν and δg
µν are not independent, and the






































The variation of the Riemann tensor is given by















∇γ∇σδgλρ −∇γ∇λδgσρ −∇ρ∇σδgλγ +∇ρ∇λδgσγ
+R σγρβ δg





This involves just setting λ = µ in δRλτµν , but we give the result anyway for the
sake of completeness.
















∇γ∇σδgλρ −∇γ∇λδgσρ −∇ρ∇σδgλγ +∇ρ∇λδgσγ
+R σγρβ δg


















The variation of the Ricci scalar is given by
δR = −Rτνδgτν + gτνδgτν −∇τ∇νδgτν
= Rτνδg
τν − gτνδgτν +∇τ∇νδgτν . (B.27)
B.3.6 R2µναβ











































τν − 2Rgτνδgτν + 2R∇τ∇νδgτν
= −2RRτνδgτν + 2Rgτνδgτν − 2R∇τ∇νδgτν . (B.30)
B.3.9 Metric variation of E4 in the gravitational action












4∇ν∇βRδνσβ − 2RδβµνRσβµν + 4RβδRσβ
+ 4∇µ∇δRµσ − 4Rδσ − 4RµνRδ σµν − 2RRδσ
]
. (B.31)
B.4 Trace of the energy-momentum tensor of
gravitational terms













= − (d− 4) a0E4 − (d− 4) b0R2 − 4 (d− 1) b0R− (d− 4) c0
[






The result is obtained by assuming the Einstein Field Equations, or more precisely
the relation in (B.57). Note that all terms are evanescent (i.e. proportional to








(−g) 12 R ddx = 0, (B.33)
which is zero since it is a surface term [42].
B.5 General Weyl Transformations
B.5.1 Basics and Definition
We define the sign convention of the general Weyl transformation to be
gµν → g̃µν = e−2wgµν . (B.34)
It then follows that
gµν → g̃µν = e2wgµν , (B.35)
such that
gµνg
µν = g̃µν g̃
µν = d. (B.36)




The Weyl transformation of
√−g ≡
√
−det(gµν) is given by√
−g̃ = e−dw√−g. (B.37)
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B.5.3 Γ̃λµν
The Weyl transformation of the Christoffel symbol is given by
Γ̃λµν = Γ
λ
µν − δλν∂µw − δλµ∂νw + gλσgµν∂σw. (B.38)
B.5.4 R̃λτµν
The Weyl transformation of the Riemann tensor is given by
R̃λτµν =R
λ
τµν − δλµ∇ν∇τw + δλν∇µ∇τw + gµτ∇ν∇λw − gντ∇µ∇λw
+ δλν∇µw∇τw − δλνgµτ (∇σw)2 − gντ∇µw∇λw − δλµ∇τw∇νw
+ δλµgντ (∇σw)2 + gµτ∇νw∇λw. (B.39)
B.5.5 R̃τν
The Weyl transformation of the Ricci tensor is given by
R̃τν =Rτν − (d− 2)∇ν∇τw − gντw − (d− 2)∇νw∇τw + (d− 2) gντ (∇λw)2 .
(B.40)
B.5.6 R̃
The Weyl transformation of the Ricci scalar is given by
R̃ = e2w
[




The Weyl transformation of the Weyl tensor is given by
C̃ρσµν = e






Thus, the tensor Cρσµν is invariant under a Weyl transformation.
B.5.8 W̃ 2
The Weyl transformation of the square of the Weyl tensor is
W̃ 2 = e4wW 2, (B.44)
or equivalently, √
−g̃ W̃ 2 = e−(d−4)w√−gW 2. (B.45)
Note that in exactly four dimensions,
√−gW 2 is invariant under a Weyl
transformation.
B.5.9 R̃2µναβ




R2µναβ − 8Rµν∇µ∇νw − 8Rµν∇µw∇νw + 4R (∇µw)2 + 4 (w)2
+ 2 (d− 2)
(
2 (∇µ∇νw)2 − 4 (∇µw)2w + 4∇µ∇νw∇µw∇νw










R2µν − 2Rw + (3d− 4) (w)2
+ (d− 2)
[
− 2Rµν∇µ∇νw − 2Rµν∇µw∇νw + 2R (∇λw)2
+ (d− 2) (∇µ∇νw)2 + 2 (d− 2) (∇µ∇νw) (∇µw) (∇νw)








R2 − 4 (d− 1)Rw + 2R (d− 1) (d− 2) (∇λw)2
+ (d− 1)2
[








E4 + (d− 3)
(
− 4Rw + 8Rµν∇µ∇νw + 8Rµν∇µw∇νw
+ 2 (d− 4)R (∇µw)2 + 4 (d− 2) (w)2 − 4 (d− 2) (∇µ∇νw)2
− 4 (d− 2) (d− 3) (∇µw)2w − 8 (d− 2)∇µ∇νw∇µw∇νw





For ̃R̃, one has to be very careful, as R should really be written as





Its Weyl transformation is then given by
̃R̃ = e4w
[
R− (d− 6)∇µR∇µw + 2Rw − 2 (d− 4)R (∇λw)2
+ 2 (d− 1)
(
(d− 6)Rµν∇µw∇νw − 2 (w)2 + 2 (d− 4)∇µw (∇µw)
−2w + (d− 2) (∇µ∇νw)2 − (d− 2) (d− 6)∇ν∇νw∇µw∇νw
+ (3d− 10) (∇µw)2w − (d− 4) (d− 2) (∇µw)4
)]
. (B.51)
The package xTensor in Mathematica has been used to obtain the above.
B.5.14 TEMT


















= − (d− 4) a0E4 − (d− 4) b0R2 − 4 (d− 1) b0R− (d− 4) c0W 2. (B.53)
The result matches Eq. (B.32), which was obtained by a variation of the metric
tensor, and then traced.
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B.6 Other Useful Identities involving Curved
Spacetime
B.6.1 Einstein Field Equations




Rgµν = −8πGTµν − Λgµν . (B.54)
Note that the equation can be understood as taking metric variations of the






√−g (R− 2Λ) , (B.55)
along with the matter Lagrangian (which generates the energy-momentum











B.6.2 Identities relating R2µναβ and R
2
µν to Ed and W
2
It is useful to relate R2µναβ and R
2
µν to Ed and W
2, as the latter two play a
central role in conformal anomalies. Below, for each pair of equations, the first































W 2 − 1
2
E4. (B.59)
The above identities then imply







µν = (d− 1)W 2 − (d− 3)Ed,
2R2µναβ − 2R2µν = 3W 2 − E4. (B.60)
B.6.3 Integration by parts
Using the identity
∂µ
(√−gXµ) = √−g∇µXµ, (B.61)









A bitensor is a function of 2 spacetime points which transforms according
to the direct product of 2 tensor or spinor representations of the coordinate
transformation and vierbein groups.
In the following, geodetic curve means ’geodesic’. Also, all bitensors will be
understood to be functions of (x, x′), so the dependence will sometimes be
dropped for conciseness.
Most of the results in this appendix have been obtained from [14].
C.1 Notation
C.1.1 Comma/Semicolon notation
To avoid writing many (covariant) derivatives ∇µ, we will introduce the
(semicolon) comma notation:
∇α∇β∇µA ≡ A;µβα (C.1)
∂α∂β∂µA = A, µβα (C.2)
Note the order of the indices.
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C.1.2 Square Bracket Notation
We use the square bracket notation to mean coincident limit of bitensors, for
example,
[A (x, x′)] ≡ lim
x′→x
A (x, x′) . (C.3)
C.2 Geodetic Interval σ (x, x′)
σ (x, x′) is defined as half the proper time distance between x and x′.
∇µσ is a vector of length equal to the distance along the geodesic between x and
x′, tangent to the geodesic at x and oriented in the x′ → x direction.
∇µ′σ is a vector of length equal to distance along geodesic between x and x′,






C.3 Van Vleck-Morette determinant ∆ (x, x′)
We define the function D (x, x′), given by
D (x, x′) = det (∇ν′∇µσ) (C.5)






The van Vleck-Morette determinant ∆ (x, x′) [52, 53] is then defined by
∆ (x, x′) = (−g)− 12 D (x, x′) (−g′)−
1
2 , (C.7)
where g ≡ g(x) and g′ ≡ g(x′).
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C.4 Geodetic Parallel Displacement
The geodetic parallel displacement bi-vector gµν′ takes a vector A
ν′ at x′ to Aµ
at x, parallel transporting Aν
′





A parallel transport satisfies the equation
Aµ;ρσ
ρ
; = 0 (C.10)
which leads to
σ τ; gµν′;τ = 0, (C.11)
upon using (C.8).
Some identities involving gµν′ are given below.
g ν
′
µ σ;ν′ = −σ;µ (C.12)
gνµ′σ;ν = −σ;µ′ (C.13)
σ τ
′
; gµν′;τ ′ = 0 (C.14)
gµν′ = gν′µ (C.15)
[gµν′ ] = gµν (C.16)
gµσ′g
σ′
ν = gµν (C.17)
gσµ′g
σ
ν′ = gµ′ν′ (C.18)







Synge’s Theorem [54] is a very important result which allows us to express the
coincident limits containing primed indices in terms of unprimed ones:
[A; ...α′ ] = − [A; ...α] + [A; ...];α (C.20)
The dots represent any number of unprimed indices. The square brackets denote
coincident limit. For example, D = det (∇ν′∇µσ), which in the coincident limit
goes to
[D] = (−g) , (C.21)
where g = det (gµν).
C.6 Coincident Limits
C.6.1 σ (x, x′)
The starting point (see Eq. (C.4)) is
[σ] = 0 (C.22)







Thus, we have that
[σ; νλ] = gλν (C.25)




[Rντσρ +Rνρστ ] (C.27)[
σ ν τ; ν τλ
]
= ∇λR (C.28)[












We also give some results that involve primed derivatives, which are of course
obtained by using Synge’s theorem,




The starting point is Eq. (C.6),
∇µ (D∇µσ) = dD, (C.31)
where D = det (∇ν′∇µσ), c.f. Eq. (C.5). Defining the van Vleck-Morette




























































− 12RµλRνλ + 5RµνR + 6RαβRµ να β + 6RµαβγRναβγ
− 9Rµν − 27∇µ∇νR
]
(C.38)
In the above, wherever µ and ν exist as free indices, there is symmetry under
µ↔ ν.
We also give some results that involve primed derivatives, which are obtained by










C.6.3 Bi-spinor I (x, x′)
The starting point is
σ;µI
µ
; = 0 (C.40)
[I] = 1, (C.41)
where 1 is the identity matrix in Dirac space. Thus,
[I; ν ] = 0 (C.42)




















In the above, Gαβ =
1
4
[γα, γβ] is the generator of Lorentz transformations of
Dirac fermions, and




where Ψ is a Dirac spinor.
C.6.4 Bi-vector gµν′ (x, x′)
The starting point is
σ τ; gµν′;τ = 0 (C.47)
[gµν′ ] = gµν (C.48)
Note also that










[gµν′ ;αβσ] = −
1
3















































Eq. (C.51) and Eq. (C.52) are antisymmetric in µ↔ ν. Eq. (C.54) is symmetric
in α↔ β.
In all of the above, the package xTensor has been used to evaluate the more
complicated coincident limits. Also, in deriving some of them, the symmetries of
the Riemann tensor in Sec. B.1.4 have been used.
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Appendix D
Soft Integral F (s)ij
D.1 IR sensitive part with photon mass and
dimensional regularisation
The F (s)ij integral in Eq. (5.8) is IR-divergent and has to be regulated. We discuss
dimensional regularisation and photon mass regularisation in this section. The









−(E(n)γ )2 pi · pj




























−(E(n)γ )2 pi · pj










corresponds to the expression in (4.77) with δex → ωs  1 for which the two

























and in addition one needs to set mγ → 0 in dim-reg. We will argue that the
angular integral is Lorentz-invariant when the regulator is removed. We may
restore Lorentz invariance of (D.1) by removing the photon energy cut-off. In a
second step, we remove the regulator, ρER, ρ
Ω(n)
R → 1. Then, the integral, which
is frame- and scheme-independent, factorises into an energy integral K and an
angular integral I
(0)
ij , where the superscript (0) indicates that the regulator has
been removed. Since the energy integral is Lorentz invariant on its own, this
implies the Lorentz-invariance of the finite I
(0)
ij -integral.
Focussing on the IR sensitive part, we keep ρER to regulate the divergent energy
integral and remove the angular regularisation ρΩ
(n)
R → 1 which is a useful limit as

















−(E(n)γ )2 pi · pj
(k · pi)(k · pj)
]
= (5.13) , (D.6)
and we have used the Lorentz invariance of I
(0,n)
ij . We note that while ρ
Ω(n)
R → 1
captures all IR sensitive terms, it misses constant terms, indicated by O(f,R).
These terms are determined in DR in the next section.














































and we note the additional factor of 2 in the logarithm as compared to the DR
result.
D.2 Soft integrals in dimensional regularisation
In this section, we calculate the soft integrals fully analytically up O(ε0) to using
dimensional regularisation. We perform the integrals by introducing a soft cut-
off ωs, and the result is obtained up to O(ωs) corrections, which can be safely
neglected since ωs  1.
The integrals have the general form



























We have a total of 10 soft integrals to evaluate, corresponding to the different
cases of i and j. Most of them can be evaluated using the results in the appendix
of [139] and [112] (see also [140] for a detailed discussion on how to evaluate
them). For i = j, we can write them as


















where rsoft refers to the DR version in (4.46), and all βi are measured in the pB-
RF, with k = 0, since we are in the soft limit.1 We note that in the soft limit, the
(1)- and (2)-frames are the same, and thus, we will use the two interchangeably in
this section. Further, we can isolate the collinear logs in the case of small lepton
1 The reason for measuring all βi in the pB-RF is that it is the same frame in which we
























= − lnmi + non-div .
(D.11)
It is worth noting that if particle i were truly massless, i.e. mi → 0, the integral
would simply vanish (since it is proportional to m2i ). This can also be seen as a






, also vanishes and the same happens to its cancelling pair in
Eq. (5.19), which was kept precisely because it has a lnωs dependence in mass
regularisation.
We now list the integrals corresponding to i 6= j. The simplest one is
































iB can be obtained by using j = B in Eq. (5.13). The 3 other non-diagonal
integrals require more work since they are not attributed to the frame in which
the integral is evaluated. One can recast the remaining integrals as










where Ωij = Ω(βi, βj, τij),

























Before matching βi, βj and τij to the cases we have, consider Ω(βi, βj, τij). For
βi 6= 1 and βj 6= 1, the result to O(ε) is not known in the literature. This is
needed for isolating the collinear logs, since they arise from the O(ε) part of the
angular integrals multiplied by the 1/ε from the rsoft.



























[−1 + 2 (δa2 + δa3)] [1− 2 (δb3 + δb4)]G(r(a)ij , r(b)ij , 1)
)]}
. (D.16)
The functions G(a, b, 1) are generalised polylogarithms of weight 2, and for our
parameters a and b the following representation holds
















































ij |βi,j→−βi,j , r(4)ij = r(2)ij |βi,j→−βi,j ,





4β2j τij (τij − 1) + 1
)
+ βiβj(2−4τij)+ β2j ,
Rij = CiivijCjj − 8viivjj + vij , Sij = (Cii + Cjj)Cij ,
Cii =
√


















v2ij − 4viivjj , vij =
1
2
(1− βiβj (2τij − 1)) ,
with no summation over indices implied. For the matching, we consider the
197























1,2,x corresponds to the x−component of `(2)1,2. Recall that the βi’s can be
evaluated either in the (1)-RF or (2)-RF as these are equivalent in the k → 0
limit assumed here.
Finally, for F (s)`1`2(ωs), before the matching can be performed, one needs to perform
a 3D rotation to eliminate the y-component of one of the momenta, for which we












where, as before, the subscript on `2 denotes the corresponding component of `2.








1− cos2 α. (D.20)
Obviously, β`1,2 are the same after the rotation.
















































ij (ωs). To this end,
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− lnmi mi  mK ,mB
− lnmi − lnmj mi ' mj  mK ,mB
. (D.22)
Assembling all bits and pieces, and using charge conservation, we obtain






− (1 + 2 ln (ωsmB)) + {1↔ 2}
= Q̂2`1 lnm`1 [−1− 2 ln (z̄(ωs))] + {1↔ 2} , (D.23)
where we have used 2Ê
(1)
`1
≡ 1 − ŝK`22 to arrive at the final result, and z̄(ωs) ≡
1− z(ωs) with z(ωs) given in Eq. (5.22).




The aim of this appendix is to give a minimal self-contained discussion of the








(l2−m20+i0)((l+`1)2−m21+i0)((l+`1+`2)2−m22+i0) . . .
,
(E.1)
where n = 1, 2, 3, 4 form a complete 1-loop basis and are usually referred to as
A0, B0, C0, D0 respectively. For our case, n = 1, 2, 3 are sufficient. The A0 and
































− r) ln r
)
+O(ε) , (E.3)








is given in Eq. (4.45).






2), where the cuts of the momenta
{s, t, u} start at {(m0 + m1)2, (m0 + m2)2, (m1 + m2)2} respectively. This is the
same convention used in FeynCalc [143, 144] and [142].
In the following, we define and use s ≡ (p̂i+p̂j)2. The C0 function can be found
in the review paper [145], valid for small photon mass (up to O(m2γ) corrections)
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Further to this, we give the results for different limits of the C0-function for
reference.
















































where s̄ = s + i0, and O (1) denotes finite terms and imaginary parts of the C0
function, which is not relevant since we consider the real part when calculating





valid in the limit mi  s,mj.




















































where, as above, O (1) denotes finite terms and imaginary parts of the C0 function.
It is striking to note that, for smallmi, the C0 function never produces single lnmi;
the latter is always accompanied by either lnmγ, or another lnmi, producing a
























Note that the above assumes that we have a positive definite metric for the scalar
product in x2, ie. Wick rotation has already been performed.



























































with the only requirement being that a and b are real. There is thus no ambiguity
for any metric used in its multi-dimensional extension.
However, there is an ambiguity when dimensional regularisation is used in
Minkowski space. This is resolved by always adding the extra dimension in the
spatial coordinates. This makes sense since the time coordinate need to be Wick
rotated, and therefore, we need to treat it as a discrete dimension. One could also
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