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We study the collapse process of a homogeneous perfect fluid (in FLRW background) with a
barotropic equation of state in Brans-Dicke (BD) theory in the presence of phase space defor-
mation effects. Such a deformation is introduced as a particular type of non-commutativity be-
tween phase space coordinates. For the commutative case, it has been shown in the literature
[MAScheel,SLShapiro&SATeukolsky,PhysRevD 51 4236 (1995)], that the dust collapse in BD
theory leads to the formation of a spacetime singularity which is covered by an event horizon. In
comparison to general relativity (GR), the authors concluded that the final state of black holes in
BD theory is identical to the GR case but differs from GR during the dynamical evolution of the
collapse process. However, the presence of non-commutative effects influences the dynamics of the
collapse scenario and consequently a non-singular evolution is developed in the sense that a bounce
emerges at a minimum radius, after which an expanding phase begins. Such a behavior is observed
for positive values of the BD coupling parameter. For large positive values of the BD coupling
parameter, when non-commutative effects are present, the dynamics of collapse process differs from
the GR case. Finally, we show that for negative values of the BD coupling parameter, the singularity
is replaced by an oscillatory bounce occurring at a finite time, with the frequency of oscillation and
amplitude being damped at late times.
PACS numbers: 04.50.Kd, 02.40.Gh, 04.70.Bw, 04.20.Dw
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I. INTRODUCTION
The general theory of relativity proposed by Albert Einstein provides a comprehensive and coherent description of
gravity at the level of large-scale interactions. It is a geometrical theory which is formulated in such a way that space
and time are not the absolute entities of classical mechanics, but rather, dynamical quantities determined together
with the distribution and motion of matter and energy. Notwithstanding the successes and experimental validations,
in the last thirty years several shortcomings of GR were nevertheless found leaving the scientists with the idea that
there is no reason to believe that GR is the only fundamental theory of gravitation [1]. Among the alternative theories
to GR, the BD theory [2] is one of the simplest and well studied generalizations of GR with the aim to fully incorporate
Mach’s principle into the theory. Though the cornerstone of GR is based on Mach’s ideas, it admits solutions that
are explicitly anti-Machian such as Go¨del universe [3] and pp-waves [4]. In BD theory the gravitational (coupling)
constant G is no longer a constant and constitutes instead a field that varies in the spacetime, namely, by the inverse
of a dynamical scalar field, named the BD scalar field. Thus, within the framework of this theory the gravitational
effects are described by two fundamental non-matter fields, i.e., the metric tensor field gµν and the BD scalar field φ.
This field, in the Jordan representation [5], couples to gravity with an adjustable parameter, ω, therefore acting as a
mediator between matter fields and spacetime geometry.
Although the BD theory must agree with GR in the weak field regime, (from the results of solar system experiments
[6]) the theory predicts remarkable deviations from GR in the presence of strong gravitational fields, e.g., superdense
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2regimes of extreme gravity that occur during the dynamical evolution of the collapse process. The study of the collapse
scenario in the framework of BD theory and its comparison to GR has attracted significant interest over the past
decades. Gravitational collapse of an ideal gas in BD theory has been investigated in [7] using numerical simulations of
relativistic hydrodynamics. Using numerical techniques, the authors in [8] studied the collapse process of a spherically
symmetric dust fluid and investigated the waveform and amplitude of scalar-type gravitational waves in the context
of BD theory. The numerical results of both works suggest that the end product of a collapsed object in BD theory is
the Schwarzschild black hole, being in agreement with Hawking’s theorem [9] which states that stationary black holes
as the final state of gravitational collapse in BD theory are no different than GR1. Oppenheimer-Snyder collapse in
BD theory has been studied numerically in [11] and the authors have concluded that the black holes produced as the
final outcome of the collapse are in general similar to those in GR in final equilibrium, while they behave differently
in comparison to GR, during the dynamical evolution. It has also been demonstrated that both the area and the
apparent horizon theorems associated to dust collapse do not always hold for all values of the BD coupling parameter
[11, 12]. Theoretical as well as astrophysical aspects of collapse scenario and formation of black holes in scalar tensor
theories have been widely investigated in [13–35].
The idea of non-commutativity between spacetime coordinates was first proposed by Snyder [36] in an attempt to
introduce a short distance cut-off (the non-commutative parameter) in a Lorentz covariant way in order to cure the
renormalizability features of relativistic quantum field theory. Since then, there has been a great deal of interest in this
research area (see e.g. [37], [38]). The main motivation was triggered by works establishing the connection between
non-commutativity and string and M theory [39]. Several investigations have been carried out to study properties of
non-commutative theories, such as IR/UV mixing and nonlocality [40], Lorentz symmetry violation [41], new physics
at very short distances [38] and non-commutative classical mechanics [42]. Non-commutative extensions of models
concerning quantum mechanics such as the harmonic oscillator [43] and the spectrum of Hydrogen atom [44] have also
been probed in order to seek for theoretical values of the non-commutative parameter. Additionally, non-commutative
settings are investigated to describe some physical effects such as quantum Hall effect [45] and Landau problem [46].
Soon after non-commutative field theory appeared in the literature [38, 47], the interest in this arena has made its
way slowly but steadily into the realm of gravitational theories, from which several applications to non-commutative
gravity [48] have been proposed. However, different formulations of gravity theory in non-commutative spacetime
have common being highly non-linear, so that the non-commutative equations of motion are too complicated to be
solved. In addition, efforts have been devoted to verify the possible role of non-commutativity within Newtonian
cosmology [49], cosmological perturbation theory and inflationary cosmology [50], quantum cosmology [51, 52] and
non-commutativity based on generalized uncertainty principle [53]. Cosmological scenarios within the framework of
non-commutative geometry provide us the formulation of semiclassical approximations of quantum gravity allowing to
deal with the cosmological constant problem [54, 55]. More interestingly, non-commutativity can provide a reasonable
groundwork for non-singular cosmological scenarios where big-bang/crunch singularities are dissolved [56]. In the
context of Kantowski-Sachs cosmological model, non-commutativity has been introduced into the classical phase space
and classical non-commutative equations of motion have established [57]. For scalar field cosmology, in [58] the classical
minisuperspace is deformed and a scalar field is used as the matter component of the universe and the cosmological
constant problem and removability of initial curvature singularity is studied in [53]. In [59], the study is focused on the
consequences that the non-commutative deformation has on the slow-roll parameter, when an exponential potential for
the scalar field is considered. In particular the non-commutative deformation gives a mechanism that ends inflation.
The compactification and stabilization of internal extra dimensions in multidimensional cosmology at the presence of
non-commutativity are studied in [60]. The main idea of the above cosmological models in the framework of classical
non-commutativity is based on the assumption that modifying the Poisson brackets of the classical theory gives the
non-commutative equations of motion which leads to some non-trivial phenomena such as UV/IR mixing.
Beside the cosmological models, of particular interest are non-commutative black hole solutions. In the herein
paper, we have chosen (for practical reasons) a particular choice for the non-commutativity setting. Of course, a
wide discussion on BD non-commutativity and gravitational collapse will need to peruse on different choices and
non-commutativity ingredients. Non-commutativity is a vast subject, see, e.g., [50, 61–63] and references therein.
Nevertheless, we think that without (much) loss of generality, our investigation and subsequent research show that
when non-commutativity is present, it conveys important deviations in terms of effective density and pressure terms,
which imply a clear modification of the gravitational collapse and of singularity formation and possible avoidance.
Noncommutativity of the space time can indeed be relevant in the context of black hole physics [63] and, moreover,
noncommutativy in a BD theory allows noncommutative parameter to couple to the variables which are absent in
the GR. Therefore, the range of solutions and possible scenarios is much wider indeed. It was this broad scope of
1 The extension of this proof to general scalar tensor and f(R) gravity theories has been investigated in [10].
3possibilities we investigated herein, regarding a collapse scenario in a BD noncommutative setting. In this respect, a
great amount of work has been done in search of non-singular neutral and charged black holes as the exact solutions
of Einstein’s equations in non-commutative framework [64]. More recently, the collapse scenario of a homogeneous
minimally coupled scalar field has been studied in the context of classical non-commutativity [65]. It was shown
that contrary to the commutative case (in which the collapse scenario ends in a spacetime singularity), introducing
a non-commutativity between the momenta associated to the scale factor and the scalar field, the singularity can be
either removed or instead attained faster.
As discussed above, the process of gravitational collapse and singularity (naked or covered) formation has been a long
standing issue in scalar-tensor theories of gravity. For a spatially flat Friedmann-Lemaˆıtre-Robertson-Walker (FLRW)
metric in the absence of non-commutative effects, the solutions to the field equations of BD theory are shown to exhibit
spacetime singularities, both in cosmological [66] and gravitational collapse scenarios [67]. From considering the non-
singular cosmological models within non-commutative setting, we are motivated to get closer to the idea of curing the
formation of spacetime singularities as the collapse end state in a non-commutative framework. Assuming a spatially
flat FLRW metric, our aim here is to investigate the effects of classical non-commutativity on the collapse of a perfect
fluid in BD theory. We argue that introducing non-commutativity (with constant non-commutative parameter) within
the phase space, causes the behavior of classical trajectories of the collapse to be completely different in comntrast to
the one obtained from the standard BD theory (commutative case). We analyze in detail the solutions associated to
some special cases, namely, when there is only a pressure-less matter and/or when the BD coupling parameter takes
large values.
Our paper is then organized as follows. In Sec. II, we will derive the Hamiltonian equations of motion for a
concrete choice of deformation in the BD setting. In Sec. III, assuming a vanishing scalar potential, we investigate
numerically the collapse of barotropic matter. We show that non-commutative effects could remove the spacetime
singularity occurring in the standard BD theory. Finally, in Sec. IV, we summarize and discuss our results together
with complementary discussions. In appendix A, by employing the Taylor series about the bounce time, we present
approximate analytic solutions for two special cases, the collapse of dust and stiff fluids within non-commutative BD
theory.
II. NONCOMMUTATIVE SETTING IN BRANS-DICKE THEORY
Our aim in this section is to find the modified field equations in the context of BD theory when a special type of non-
commutativity is present. We consider a spherically symmetric homogeneous perfect fluid undergoing gravitational
collapse in BD theory. We parametrize the interior spacetime of the collapsing volume with a spatially flat FLRW
line element given by
ds2 = −N2(t)dt2 + e2α(t) (dx2 + dy2 + dz2) , (1)
where a(t) = eα(t) is the scale factor and N(t) is a lapse function. For this line element, the collapse scenario
amounts to a cloud that begins to collapse from rest at an infinite initial radius [68]. As we have discussed earlier,
in the context of BD theory, the spacetime representing the above metric admits both cosmological [66] as well as
astrophysical singularities [67]. We are therefore motivated to investigate the existence of non-singular solutions by
introducing non-commutativity between phase space coordinates. We shall see that such a deformation can be the
agent for removing the spacetime singularity that occurs in standard collapsing scenarios in BD theory.
Let us start with the action functional of BD theory2 in the Jordan frame [2, 5]
S =
∫ √−g [φR− ω
φ
gµνφ,µφ,ν − V (φ)
]
d4x+
∫ √−gLmattd4x, (2)
where the greek indices run from zero to 3, g is the determinant of the metric gµν associated to the four dimensional
spacetime and V (φ) is the scalar potential. In this work, we will assume that the dimensionless BD coupling parameter
ω to be a constant. The Lagrangian density associated to the ordinary matter field is given by Lmatt = 16πρ(α),
where ρ is the fluid energy density [72].
2 Note that in the original BD theory there is no scalar potential. Nevertheless, it can be added by hand (see, e.g., [69]) or it can be
geometrically induced in the context of a modified BD theory (MBDT) [70]. In some special cases, the MBDT reduces to its concrete
setting in GR, see, e.g., [71]
4By substituting the Ricci scalar associated to the line element (1) into the action (2), neglecting the total time
derivative term and redefining an alternative dimensionless BD scalar field Φ and a new dimensionless time coordinate
η as Φ := L2Plφ and η := L
−1
Pl t, respectively (where LPl is the Planck’s constant in natural units), the Lagrangian of
the model is obtained as
L = −N−1e−3α
[
6Φα˙2 + 6α˙Φ˙− ωΦ−1Φ˙2 +N2L4PlV (Φ)
]
+ 16πNL4Ple
3αρ, (3)
where an overdot stands for differentiation with respect to dimensionless time coordinate η and we have assumed
that the BD scalar field to be homogeneous, i.e., to be a function of time only. Note that the scale factor, α, is
dimensionless. Therefore, to have a well-defined Lagrangian, we defined an alternative dimensionless BD scalar field3
Φ and a new time coordinate η. The momenta associated to the scale factor and the BD scalar field i.e., Pα and PΦ,
can be obtained as
Pα =
∂L
∂α˙
= −e
3α
N
[
12Φα˙+ 6Φ˙
]
, PΦ =
∂L
∂Φ˙
= −e
3α
N
[
6α˙− 2ω
Φ
Φ˙
]
. (4)
Using Legender transformation, H = Pαα˙ + PΦΦ˙ − L together with substituting for α˙ and Φ˙ we finally obtain the
classical Hamiltonian of the model as
H = −Ne
−3α
2χΦ
(ω
6
P2α − Φ2P2Φ +ΦPαPΦ
)
+ L4PlNe
3α (V − 16πρ) , (5)
where χ ≡ 2ω+3. From now on we will consider the comoving gauge, namely, we will set N = 1. In the commutative
case, we consider the phase space coordinates {α,Φ;Pα,PΦ}, in which the Poisson algebra is {α,Φ} = 0, {Pα,PΦ} = 0,
{α,Pα} = 1 and {Φ,PΦ} = 1. Therefore, for this case, the equations of motion with respect to the Hamiltonian (5)
are easily derived as
α˙ = {α,H} = −e
−3α
2χΦ
(ω
3
Pα +ΦPΦ
)
, (6)
P˙α = {Pα,H} = L4Ple3α
[
−6V + 16π
(
6ρ+
dρ
dα
)]
, (7)
Φ˙ = {Φ,H} = −e
−3α
2χ
(Pα − 2ΦPΦ) , (8)
P˙Φ = {PΦ,H} = e
−3α
2χΦ
(Pα − 2ΦPΦ) PΦ
− e
3α
Φ
(
V +Φ
dV
dΦ
− 16πρ
)
L4Pl, (9)
where we have used the Hamiltonian constraint H = 0.
Now, we would consider a non-commutative scenario within the setting presented above. In this regard, we can use
two interesting different procedures for the deformation of Poisson brackets, the Moyal product (or the star product)
and the Generalized Uncertainty Principle (GUP), see e.g. [73]. Our investigation here is carried out by means of
including the effects of non-commutativity on our classical setting. We therefore introduce a deformed product (star
product) rule between two arbitrary observables of four-dimensional phase space as
(f ∗ g)(X,P) = exp
[
1
2
Σab∂(1)a ∂
(2)
b
]
f(X1,P1)g(X2,P2)|X1=X2=X,P1=P2=P, (10)
where X = {α,Φ} and P = {Pα,PΦ} are coordinates of phase space and
Σab =
(
θij δij + σij
−δij − σij βij
)
, (11)
3 From now on, for simplicity, we will call it the BD scalar field.
5where θ and β are the 2 × 2 antisymmetric matrices which represent the non-commutativity in coordinates and
momenta, respectively and σij = − 18 (θikβkj + βikθkj) [74]. The relation between the above star-product of phase
space functions and the usual Poisson brackets becomes more clear if the formula (10) is expressed as follows [75]
f ∗ g = fg + 1
2
{f, g}+
∞∑
k=2
(
1
2
)k
1
k!
Dk(f, g), (12)
where the bidifferential operator Dk is defined as
Dk(f, g)(X,P) =
[(
∂
∂X1
∂
∂P2
− ∂
∂X2
∂
∂P1
)k
f(X1,P1)g(X2,P2)
]
X1=X2=q,P1=P2=P
. (13)
According to equations (10)-(13) we obtain the following definition for the Moyal bracket as a deformed Poisson
bracket
{f, g}M = f ∗ g − g ∗ f = {f, g}+
∞∑
k=2
(
1
2
)k
1
k!
[Dk(f, g)−Dk(g, f)] , (14)
which looks like an Σ-commutation relation between two function f and g. Hence, the deformed Poisson brackets
between the phase space coordinates will be found as
{Xi,Xj}M = θij , {Xi,Pj} M = δij + σij , {Pi,Pj} M = βij . (15)
As already mentioned in introduction, cosmology provides an attractive setting for non-commutative models, both
in the realm of classical as well as quantum level. As is shown in [38, 76], some non-trivial phenomena, such as UV/IR
mixing, would appear in non-commutative quantum field theories. This divergence mixing implies that physics at large
distances is not disconnected from the physics at short scales and one can probe the physics of high energy regimes
by low energy physics. It is then expected that even if the effects of non-commutativity are presented at a small
scale, such effects might appear at an older time of the cosmos. Therefore, it justifies and hints the use of classical
cosmology in the presence of non-commutativity. In this paper, non-commutativity is achieved by an appropriate
deformation of the usual (commutative) algebra of the classical phase space variables. Let us then introduce classical
non-commutativity in the model by considering the Hamiltonian to have the same functional form as (5), but is
written on variables that satisfy the deformed Poisson brackets. For simplicity, we assume only non-commutativity
between configuration space variables, as
[θij ] =
(
0 1
−1 0
)
θ, βij = 0, (16)
where θ is a dimensionless positive constant. Therefore, the deformed Poisson algebra (15) reduces to
{α,Φ}M = θ, {Pα,PΦ}M = 0, (17)
{α,Pα}M = 1, {Φ,PΦ}M = 1,
and the minisuperspace of the model is the deformed or Moyal plane. At the quantum level, the above deformed
Poisson algebra will be [α,Φ] = iθ, where one can immediately obtain the uncertainty relation between coordinates
of Moyal plane
∆α∆Φ >
θ
2
, (18)
or equivalently in terms of the original BD scalar field as ∆α∆φ >
L
−2
Pl
2 θ. Also, one can show that the spectrum of
the area of the triangles and distances in the {α,Φ} Moyal plane are respectively given by [77]
A
(triangle)
n =
√
3
2 θ|n|, n ∈ Z
d2j = 4θ
(
j + 12
)
,
(19)
where j is a nonnegative integer. The last equation shows that there is “minimum-distance principle” in the Moyal
minisuperspace. Therefore, as it has been shown in [78], there is no classical limit at θ 6= 0. Explicitly, the classical
6limit exists only if θ → 0 at least as fast as ~→ 0, but this limit does not yield a classical commutative setting, unless
the limit of θ/~ vanishes as θ → 0 [78].
We should notice that in our herein non-commutative model by assuming that the coordinates have a length
dimension, the scale factor and the BD scalar field are dimensionless quantities. It is then straightforward to show
that θ is also a dimensionless constant. Therefore restricting the non-commutative parameter to be positive, we take
those values of this parameter for which 0 6 θ < 1. Employing (5) and (17), we obtain the equations of motion
associated to the non-commutative model as4
α˙ = {α,H}M =−e
−3α
2χΦ
[ω
3
Pα +ΦPΦ+θ(Pα − 2ΦPΦ)PΦ
]
(20)
+ θL4Pl
(
e3α
Φ
)[
V (Φ) + Φ
dV (Φ)
dΦ
− 16πρ
]
= −e
−3α
2χΦ
[ω
3
Pα +ΦPΦ
]
− θP˙Φ,
Φ˙ = {Φ,H}M =−e
−3α
2χ
(Pα − 2ΦPΦ)
− 6θL4Ple3α
[
V (Φ)− 16π
(
ρ+
1
6
dρ
dα
)]
= −e
−3α
2χ
(Pα − 2ΦPΦ) + θP˙α, (21)
where again, we have used the Hamiltonian constraint H = 0. Note that the equations of motion associated to the
momenta do not change under the phase space deformation (17), hence we have not rewritten them. We should also
notice that when θ tends to zero, all the obtained equations associated to the non-commutative BD setting reduce to
their corresponding ones in the usual BD theory.
III. NONCOMMUTATIVE EFFECTS AND THE SINGULARITY REMOVAL
Equations (20) and (21) together with (7) and (9), govern the dynamics of the collapse in the presence of non-
commutativity. Interestingly, comparing equations (6) and (20) suggests that applying the non-commutativity (17)
to the phase space corresponds to shifting the collapse rate in equation (6) as α˙→ α˙+ θP˙Φ. Similarly, by comparing
equations (8) and (21), we observe that, in the presence of non-commutativity, the time derivative of the BD scalar
field in equation (8) undergoes a shift as Φ˙ → Φ˙ − θP˙α. We will see that the presence of these additional terms
alter the classical evolution of the collapse scenario and finally causes the singularity avoidance at the semi-classical
approximation. Let us assume a simple case where the scalar potential vanishes. Moreover, we take the matter
content to be a perfect fluid with barotropic equation of state (EoS) p = wρ, in which p, ρ and w = constant are the
the pressure, energy density and the equation of state parameter, respectively. We assume that ordinary matter is
conserved in the Jordan representation of the BD theory when non-commutative effects are present. Hence, we obtain
ρ = ρie
3(1+w)(αi−α), (22)
where ρi and αi are the initial values of energy density and logarithm of the scale factor, respectively.
By substituting the above expression into the set of equations (7), (9), (20) and (21), we get
α˙ = −e
−3α
2χΦ
[ω
3
Pα +ΦPΦ+θ(Pα − 2ΦPΦ)PΦ
]
− 16πL
4
Plρiθ
Φ
e3[αi+w(αi−α)], (23)
Φ˙ = −e
−3α
2χ
(Pα − 2ΦPΦ) + 48πL4Plρiθ(1 − w)e3[αi+w(αi−α)], (24)
P˙α = 48πL
4
Plρi(1− w)e3[αi+w(αi−α)], (25)
P˙Φ =
e−3α
2χΦ
(Pα − 2ΦPΦ) PΦ + 16πL
4
Plρi
Φ
e3[αi+w(αi−α)]. (26)
4 In order to obtain the non-commutation equations (20) and (21), we have used the formulas {α, f(α,Φ)} = θ ∂f
∂Φ
and {Φ, f(α,Φ)} = −θ ∂f
∂α
which are calculated from the non-commutative relations (17), see, e.g., [79].
7FIG. 1: Upper left panel: Time behavior of the scale factor for PΦ(ηi) = 35.20, Φ(ηi) = 16.68, L
4
Plρi = 15.04, αi = 0.0444,
ω = 3.3, w = 0, a˙i = −50.40, θ = 0 (dot-dashed curve), θ = 0.316 (full curve) and PΦ(ηi) = 64.23, Φ(ηi) = 18.53, L
4
Plρi = 32.88,
αi = 0.0444, ω = 3.3, w = 1, and θ = 0.316 (dashed curve). Upper right panel: Time behavior of the collapse velocity θ = 0
(dot-dashed curve), θ = 0.316 (dashed curve) and collapse acceleration (full curve) for the same initial values of the parameters
as above. Lower panel: Time behavior of the Kretschmann scalar for PΦ(ηi) = 35.20, Φ(ηi) = 16.68, L
4
Plρi = 15.04, αi = 0.0444,
w = 0, a˙i = −50.40, ω = 3.3, θ = 0.316 (full curve) and θ = 0 (dashed curve).
The above equations are a set of first order coupled non-linear differential equations which govern the collapse
dynamics and evolution of BD scalar field. However, it is not straightforward to find exact analytical solutions
since these equations are highly non-linear. Notwithstanding this difficulty, we will discuss analytically these set of
equations for two special cases, i.e. the dust (w = 0) and stiff (w = 1) fluids in appendix A. Let us then employ
numerical methods in order to investigate solutions related to these equations. Numerical analysis for the above
equations needs four initial conditions, namely, αi = α(ηi), Φ(ηi), PΦ(ηi) and Pα(ηi). We choose the initial values for
{α(η),Φ(η),PΦ(η)} arbitrarily and the initial value for Pα(ηi) is set subject to equation (23). In this sense, choosing
the initial value for the collapse velocity as a˙i = α˙(ηi)e
α(ηi), we can solve equation (23) for Pα(ηi) to get the fourth
initial value hence finding a consistent solution for the system (23)-(26). In the rest of this paper, we use the notation
a˙ = α˙eα for the collapse velocity and a¨ = eα(α¨+ α˙2) for the collapse acceleration.
A. Scale factor behavior
The upper left panel in Fig. 1 shows the time behavior of the scale factor for dust collapse.5 In the absence of
non-commutative effects, the collapse scenario terminates at a singularity as the dotted curve shows. When non-
commutative effects of the type considered in this paper are present, the evolution of the scale factor deviates from
5 The choice of dust is for simplicity, though we will also probe the effects of the non-zero pressure, see, e.g., Figs. 2 and 3.
8FIG. 2: Left panel: Time behavior of the scale factor for different values of the non-commutative parameter and PΦ(ηi) = 35.20,
Φ(ηi) = 16.68, L
4
Plρi = 15.04, αi = 0.0444, ω = 3.3, w = 0, a˙i = −50.40. Right panel: Time behavior of the scale factor for
different values of EoS parameter for θ = 0.316.
the commutative case as the collapse proceeds. The collapse process halts at a minimum value of the scale factor
where a non-singular bounce occurs.
In more detail, as the upper right panel in Fig. 1 shows, in the presence of non-commutative effects, the collapse
begins its evolution with a decelerating contracting phase (a˙ < 0 and a¨ > 0), and halts at the bounce time (ηb),
where the speed of collapse (see the dotted curve) vanishes and the scale factor reaches its minimum value. Then, a˙
turns to positive values where an expanding regime begins. After a time at which a soft bounce occurs, the collapse
experiences an accelerated expanding phase (a¨ > 0 and a˙ > 0) till the time at which the acceleration vanishes at the
inflection point (ηinf) and then turns its sign to negative values. After this, the collapse goes under a decelerating
expanding phase (a¨ < 0 and a˙ > 0). The speed of collapse asymptotically vanishes at late times.
The lower panel of Fig. 1 shows the behavior of Kretschmann scalar
K = RabcdRabcd = 12
[
α¨2 + 2α˙2 + 2α˙α¨
]
, (27)
where we see that this quantity behaves regularly when non-commutative effects are present and diverges for θ = 0
signaling the formation of a singularity. The lower right panel of Fig. 1 shows the behavior of BD scalar field for the
case of stiff fluid. The near bounce behavior of the scalar field has been discussed in appendix A.
The left panel of Fig. 2 shows the role of non-commutative parameter on the minimum value of the scale factor (for
the case of dust collapse) at which the bounce occurs. It is seen that as θ increases, the minimum value of the scale
factor at the bounce time decreases. On the other hand, it takes more time for the bounce to happen. It is worth
mentioning that, a suitable choice of initial configuration of the collapse would lead to such a behavior for the scale
factor for almost all values of the non-commutative parameter that satisfy 0 ≤ θ < 1.
In the right panel of Fig. 2, we present the behavior of the scale factor for different values of the EoS parameter in
the presence of non-commutative effects. It is seen that the EoS parameter controls the time interval at which the
bounce occurs (hereafter we call it ∆ηb) or more precisely the softness of the bounce
6. As the EoS parameter changes
its sign from negative to positive values, ∆ηb decreases leading to a fast bounce. Furthermore, the more negative
the value of EoS parameter the less the minimum value for the scale factor at the bounce. It is worth mentioning
that though the overall behavior of the curves in the right panel of Fig. 2 is similar (all the curves exhibit a bouncing
scenario), the collapse dynamics and the location of horizons varies in response to the change in EoS and BD coupling
parameters. Let us first deal with the collapse velocity. In the left and right panels of Fig. (3), we have plotted
the collapse velocity for several values of EoS and BD coupling parameters. We see that, as the EoS increases from
negative to positive values (fixing the ω parameter, see the upper panel), the collapse stops and turns faster to the
expansion, with the bounce time getting advanced. Conversely, as the BD coupling parameter increases (fixing the
EoS, see the right panel), the contracting phase turns faster to expansion with the bouncing time getting retarded.
The lower panel of Fig. 3 shows how the dynamical evolution of the collapsing body experiences one more phase
compared to the dust case. Let us be more precise. For w > 0, the collapse scenario begins with an accelerated
6 The time interval ∆ηb for a soft bounce is much larger than a fast bounce.
9FIG. 3: Left panel: Time behavior of the collapse velocity for different values of the EoS parameter and PΦ(ηi) = 35.20,
Φ(ηi) = 16.68, L
4
Plρi = 15.04, αi = 0.0444, a˙i = −50.40, ω = 3.3 and θ = 0.316. The arrow shows the direction of decrease
in the bouncing time as the EoS parameter increases. Right panel: Time behavior of the collapse velocity for different values
of the BD coupling parameter and w = 0.10. The other initial data has been chosen with the same values as above. The
arrow shows the direction of increase in the bouncing time as ω increases. Lower panel: Time behavior of the collapse velocity
(dashed curve) and its acceleration (full curve). The initial data has been taken same as above with w = 0.35, θ = 0.316 (full
and dashed curves) and θ = 0 (dot-dashed curve).
contracting phase (a¨(η) < 0 and a˙(η) < 0 in the time interval 0 < η < η1inf) till the first inflection point is reached
at which a¨(η1inf) = 0 and the collapse velocity has gained its maximum value in negative direction. The collapse
then proceeds with a decelerating contracting phase before the bounce occurs, i.e., a¨(η) > 0 and a˙(η) < 0, where
η1inf < η < ηb. Just after the bounce occurs, the collapse turns to an accelerating expanding phase for which a¨(η) > 0
and a˙(η) > 0 that happens in the time interval ηb < η < η2inf . Finally, the dynamical evolution of the object ends
through a decelerating expanding phase where a¨ > 0 and a˙ < 0 and η > η2inf .
B. Dynamics of the apparent horizon
In order to study the evolution of the apparent horizon, we begin by re-writing the spacetime metric (1) into the
double null form as
ds2 = −2dξ+dξ− +R2(η, r)dΩ2, (28)
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with the null one-forms defined as
dξ+ = − 1√
2
[
N(η)dη − eα(η)dr
]
,
dξ− = − 1√
2
[
N(η)dη + eα(η)dr
]
, (29)
and we have transformed the spatial sector of the metric (1) from Cartesian coordinates to spherical coordinates with
the area radius R(η, r) = reα(η). The null vector fields dual to the null one-forms can be obtained easily as
∂+ =
∂
∂ξ+
=
1√
2
[
∂η
N(η)
− ∂r
eα(η)
]
,
∂− =
∂
∂ξ−
=
1√
2
[
∂η
N(η)
+
∂r
eα(η)
]
. (30)
The condition for radial null geodesics obeying equation ds2 = 0 implies the existence of two kinds of future pointing
radial null geodesics, which correspond to ξ+ = constant and ξ− = constant. The expansion factors along these
geodesics are given by
Θ± =
2
R
∂±R. (31)
The spacetime is said to be trapped, un-trapped or marginally trapped if, respectively [80]
Θ+Θ− > 0, Θ+Θ− < 0, Θ+Θ− = 0, (32)
where the equality characterizes the outermost boundary of the trapped region, the apparent horizon. Therefore, a
shell labeled by the comoving radial coordinate r will get trapped if R˙2ah(η, r) = 1, or equivalently
Rah(η, r) =
1
|α˙(η)| =
a(η)
|a˙(η)| . (33)
The left panel in Fig. 4 shows the behavior of the physical areal radius, Rah, of the apparent horizon for the case of
dust fluid. It is seen that when the effects of non-commutativity are present (full curve), the radius of the apparent
horizon increases for a while and diverges just before the bounce where a contracting phase governs the scenario. It
then decreases in the expanding phase to a minimum and monotonically increases at late times. From the above
equation we can extract that, depending on the behavior of the collapse velocity, the horizons could either form or
are avoided. This depends on how the initial radius of the collapsing object, i.e., R(ηi, rΣ) = rΣ, is chosen:
• Having taken the boundary of the collapsing cloud in such a way that rΣ = r1, then Eq. (33) implies that once
the absolute value of collapse speed and the scale factor reach the values {|a˙1(η)|, a1(η)} (see also point A in
the right panel of Fig. 4), the horizon equation is satisfied just once and a dynamical horizon would form to
meet the boundary in the contracting phase. This means that the uttermost boundary of the trapped region
will intersect the boundary of the collapsing cloud, i.e., Rah(η, r1) = rΣ.
• For rΣ = r2 or correspondingly when the absolute value of collapse speed and the scale factor reach the values
{|a˙2(η)|, a2(η)} (point B), two horizons could form; the first one in the collapsing phase and the second one in
the expanding phase.
• However, for r1 < rΣ < r2, since the horizon equation is satisfied once, only one horizon could form in the
contracting regime and the post-bounce regime is free of horizon formation.
• Finally, for rΣ > r2, the horizon equation is fulfilled three times where the absolute value of collapse speed and
the scale factor assume the values {|a˙3(η)|, a3(η)} (point C). The first one appears in the contracting phase, the
second one in the accelerated expanding regime and the third one forms in the decelerated expanding regime to
cover the bounce. We then conclude that the boundary surface of the collapsing body can be taken sufficiently
small so that equation (33) is never satisfied, i.e., no horizon would develop to meet the boundary as the speed
of collapse is always bounded (see the full curve in the right panel of Fig. 4). As a result, the formation of the
horizon can be prevented in the presence of non-commutative effects. However, for θ = 0 (see dashed curve in
the left panel of Fig. 4), the radius of the dynamical horizon decreases monotonically and vanishes at a finite
amount of time. Thus, there can not be found a minimum radius for the boundary of the collapsing volume
(since the collapse velocity is unbounded; see the dashed curve in the right panel of Fig. 4) in order to avoid
the horizon formation.
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FIG. 4: Left panel: Time behavior of the apparent horizon curve for PΦ(ηi) = 35.20, Φ(ηi) = 16.68, L
4
Plρi = 15.04, αi = 0.0444,
ω = 3.3, w = 0, a˙i = −50.40, θ = 0.316 (full curve) and θ = 0 (dashed curve). Right panel: The absolute value of the collapse
velocity versus the scale factor for the same initial values of the left panel and θ = 0.316 (full curve) and θ = 0 (dashed curve).
The dashed arrows show the values of collapse velocity for which the horizon equation is satisfied. The initial data has been
set in the same way as the left figure.
C. Horizon location for non-dust case
Let us now check the location of dynamical horizons for w > 0. The left panel in Fig. 5 shows that the
apparent horizon decreases for a while till the first inflection point, at which the absolute value of speed of
collapse reaches its maximum value, at the corresponding value of the scale factor, in the contracting regime,
{|a˙1max|, a1} = {|a˙(η1inf)|, a(η1inf)} (see also point D in the right panel). It then increases and diverges to infin-
ity at the bounce time. After the bounce, the apparent horizon decreases again to its local minimum value at the
second inflection point where the absolute value of the speed of the collapse reaches its maximum (Point E) in the
post bounce regime, i.e., {|a˙2max|, a2} = {|a˙(η2inf)|, a(η2inf)}. The boundedness of the speed of collapse signals the
fact that, depending on the suitable choice of the boundary surface of the collapsing body, formation of dynamical
horizons can be avoided. Therefore, in view of the Fig. 5, we may deduce the following considerations:
• If we take the boundary to be rΣ ≤ r1min, then no horizon would form throughout the dynamical evolution of
the object, while the equality leads to the formation of only one horizon in the contracting phase.
• If we take rΣ = r⋆1 then, two dynamical horizons would appear once the absolute value of the speed of collapse
get the value |a˙⋆1| at the corresponding values for the scale factor; the first horizon forms in the accelerated
contracting regime once the point x1 is reached and the second one forms at x2, after the first inflection point,
where the collapse undergoes a decelerated contracting regime.
• For rΣ < r2min the expanding regime is free of horizon formation, since for this choice of the boundary surface,
the horizon equation is never satisfied in the expanding regime.
• Finally, for rΣ > r2min, say rΣ = r⋆2 , three horizons may form; the first one in the decelerated contracting regime
(once the curve in (|a˙|, a) plane reaches the point x3). The second one occurs in the inflationary expanding
regime, once the speed of collapse and the scale factor reach the point x4 and finally, the third one would form
at x5, after the second inflection point, i.e., in the decelerating expanding regime.
However, when the non-commutative effects are absent, the horizon formation cannot be avoided as te speed of the
collapse is unbounded and a dynamical horizon would always form to cover the resulted singularity (see the dashed
curve).
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FIG. 5: Left panel: The behavior of the apparent horizon curve for PΦ(ηi) = 35.20, Φ(ηi) = 16.68, L
4
Plρi = 15.04, αi = 0.0444,
a˙i = −50.40, ω = 3.3, w = 0.35 and θ = 0.316 (full curve) and w = 0.35 and θ = 0 (dashed curve). Right panel: The absolute
value of the collapse velocity versus the scale factor for ω = 3.3, w = 0.35 and θ = 0.316 (full curve) and θ = 0 (dashed curve).
The initial data have been chosen same as above.
D. Oscillatory bounce, special cases and complementary perspective
In Fig. 6, we have plotted the time behavior of the scale factor associated to dust cloud collapse for large values of
the BD coupling parameter. We find that there is a critical value θc for the non-commutative parameter such that
when θ > θc, the scale factor reaches a minimum value and stays at this value till late times (family of black curves).
However, when this parameter is less than θc, the collapse culminates in a singularity formation with quite different
dynamics during its evolution (see the family of red and blue curves) in comparison to the case where θ = 0 (gray
curve). Although different initial collapse settings imply different numerical values for θc (for instance, the initial
conditions chosen for plotting Fig. 6 give θc ≈ 0.87), it should be noted that the mentioned behavior is completely
general and does not depend on the initial conditions at all.
Fig. 7 presents the time behavior of BD scalar field for both non-commutative and commutative settings for a dust
cloud. While for the former the BD field increases monotonically, for the latter, it undergoes a sudden divergence at
the singularity time.
Another class of solutions concerns the collapse of dust fluid for negative values of the BD coupling parameter.
The left plot in Fig. 8 presents the behavior of scale factor for both non-commutative and commutative settings. As
the full curve shows, the scale factor decreases for a while, reaching a time at which an oscillatory bounce begins. It
then increases by keeping this oscillatory behavior at the later times. The dashed curve shows the singular behavior
for a vanishing value of the non-commutative parameter. The right panel shows the behavior of the collapse velocity,
where we see that it begins oscillating in the negative direction before the bounce, at which the speed of collapse
vanishes and proceeds this oscillatory behavior around its vanishing value. The inset shows the late time behavior
of the collapse velocity, where it is seen that at early stages of the collapse the frequency of oscillation of a˙ is high
and then it decreases at late times. Furthermore, the envelope of the oscillatory phase shows a damping as the time
advances, which corresponds to the case where the collapsing body settles at rest at late times. Such a behavior in
the dynamics of the collapse is due to the highly non-linear characteristic of the non-commutative equations.
Finally, in Fig. 9, we have shown the time evolution of Hamiltonian constraint, where we see that this constraint is
fulfilled with the accuracy of 10−12 or less.
E. Exterior solution
The collapse setting studied so far deals with the interior of the collapsing cloud. In order to complete the model we
need to match the interior spacetime to a suitable exterior one. Let us take (V±, g±) as four dimensional spacetimes
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FIG. 6: Time behavior of the scale factor in large ω limit for different values of the non-commutative parameter and PΦ(ηi) =
35.20, Φ(ηi) = 16.68, L
4
Plρi = 15.04, αi = 0.0444, w = 0, a˙i = −50.40, ω = 60000.
FIG. 7: Time behavior of the BD scalar field for PΦ(ηi) = 35.20, Φ(ηi) = 16.68, L
4
Plρi = 15.04, αi = 0.0444, w = 0, a˙i = −50.40,
ω = 3.3, θ = 0.316 full curve and θ = 0 (dashed curve).
and Σ as a timelike three dimensional hypersurface that divides spacetime into two regions V+ (exterior) and V−
(interior). The line element for the exterior spacetime is taken as that of generalized Vaidya metric [81] which in
retarded (exploding) null coordinates is given by
ds2+ = −h(r¯, v)dv2 − 2dvdr¯ + r¯2(dϑ2 + sin2 ϑdφ2), (34)
where h(r¯, v) being the exterior metric function with r¯ and v being the Vaidya radius and retarded null coordinate,
respectively. We label the exterior coordinates as {Zµ+} ≡ {v, r¯, ϑ, φ}. The interior line element (1) in spherical
coordinates reads
ds2− = −dη2 + e2α(η)
(
dr2 + r2dϑ2 + r2 sin2 ϑdφ2
)
, (35)
where we have labeled the interior coordinates as {Zµ−} ≡ {η, r, ϑ, φ}. The hypersurface Σ with intrinsic coordinates
{xa} ≡ {η, ϑ, φ}, (a = 0, 2, 3) results from the isometric gluing of two hypersurfaces Σ+ and Σ−, which, respectively,
bound the exterior and interior regions. Utilizing generalized Israel-Darmois junction conditions [82] we proceed to
match the above line element to the exterior one through the boundary surface r = rΣ. The induced metrics on Σ
+
and Σ− will take the following form, respectively
ds2Σ− = −dη2 + e2α(η)r2Σ(dϑ2 + sin2 ϑdφ2), (36)
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FIG. 8: Left panel: Time behavior of the scale factor for PΦ(ηi) = 45.95, Φ(ηi) = 9.15, L
4
Plρi = 29.60, αi = 0.002, ω = −118.95,
w = 0, a˙i = −50.40, θ = 0 (dashed curve) and θ = 0.316 (full curve). Right panel: The speed of collapse versus time for
the same initial values as above when θ = 0 (dashed curve) and θ = 0.316 (full curve). Lower panel: The frequency of the
oscillation of collapse velocity for different values of BD coupling parameter.
FIG. 9: The numerical error of the time evolution of Hamiltonian constraint (5).
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and
ds2Σ+ = −
[
h
(
r¯(η), v(η)
)
v˙2 + 2 ˙¯rv˙
]
dτ2 + r¯2(η)(dϑ2 + sin2 ϑdφ2). (37)
The junction conditions for the first fundamental forms (induced metrics) give
h
(
r¯(η), v(η)
)
v˙2 + 2 ˙¯rv˙ = 1, r¯(η) = rΣe
α(η), (38)
where an overdot denotes d/dη. In order to calculate the extrinsic curvature tensors of Σ+ and Σ−, we need to find
the unit vector fields normal to these hypersurfaces. We then get
n−µ =
[
0, eα(η), 0, 0
]
, n+µ =
1
[h(r¯, v)v˙2 + 2 ˙¯rv˙]
1
2
[− ˙¯r, v˙, 0, 0] . (39)
The extrinsic curvature tensors associated with Σ± are given by
K±ab = −n±µ
[
∂2Zµ±
∂xa∂xb
+ Γµ±νσ
∂Zν±
∂xa
∂Zσ±
∂xb
]
, (40)
where Zµ+(x
a) and Zµ−(x
a) are parametric relations for the hypersurfaces Σ+ and Σ− and Γµ±νσ are the components
of connections associated to interior and exterior line elements. The junction conditions in BD theory have the form
[82]
− [Kab] + [K] δab = 8π
Φ
(
Sab − S
3 + 2ω
δab
)
, (41)
[Φ,n] =
8πS
χ
, [Φ] = 0, (42)
where the notation [Ψ] = Ψ+|Σ − Ψ−|Σ stands for the jump of given field across the hypersurface Σ, n labels the
coordinate normal to this surface and Sab = diag(σ, p, p) is the energy-momentum tensor of matter fields (except the
BD scalar field) on the shell located at Σ where σ and p are the surface density of mass-energy and surface pressure,
respectively. The quantities K and S = 2p − σ are traces of Kab and Sab, respectively. We also note that equation
(41) can be rewritten in an equivalent form as
Sab =
Φ
8π
(
ω + 1
ω
[K] δab − [Kab]
)
. (43)
A straightforward but lengthy calculation leads to the following expressions for the components of extrinsic curvature
tensors, as
K−ηη = 0, K−ϑϑ = K−φφ =
1
rΣeα
, (44)
K+ηη =
v˙2 [hh,r¯ v˙ + h,vv˙ + 3h,r¯ ˙¯r] + 2 (v˙ ¨¯r − ˙¯rv¨)
2 (hv˙2 + 2 ˙¯rv˙)
5
2
,
K+ϑϑ = K
+φ
φ =
hv˙ + ˙¯r
r¯ (hv˙2 + 2 ˙¯rv˙)
1
2
. (45)
Next, we proceed to compute the components of equation (43). We then get
Sηη = −σ = ΦΣ
8π
(
ω + 1
ω
[K]− [Kηη]
)
, Sϑϑ = S
φ
φ = p =
ΦΣ
8π
(
ω + 1
ω
[K]− [Kϑϑ]
)
. (46)
The first part leaves us with the following expression for surface density in terms of extrinsic curvature components,
as
σ = −ΦΣ
8π
{
K+ηη
ω
+
2(ω + 1)
ω
(
K+ϑϑ −K−ϑϑ
)}
, (47)
while for the second part we get
p =
ΦΣ
8π
{
ω + 1
ω
K+ηη +
ω + 2
ω
(
K+ϑϑ −K−ϑϑ
)}
, (48)
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where only non-vanishing components of the extrinsic curvature tensors have been considered. These equations can
also be re-written in the following form as
K+ηη =
8π
χΦΣ
(2(p+ σ) + (σ + 2p)ω) , K+ϑϑ −K−ϑϑ = − 8π
χΦΣ
(p+ σ(ω + 1)). (49)
The jump for the normal derivative of the BD scalar field across Σ is found as
[Φ,n] = n
+aΦ+,a − n−aΦ−,a = n+vΦ+,v + n+r¯Φ+,r¯ − n−rΦ−,r
=
1
(hv˙2 + 2 ˙¯rv˙)
1
2
{
( ˙¯r + hv˙)Φ+,r¯ − v˙Φ+,v
}
, (50)
where use has been made of the contravariant components of the normal vector fields
n−µ = [0, e−α, 0, 0], n+µ =
1
(hv˙2 + 2 ˙¯rv˙)
1
2
[−v˙, ˙¯r + hv˙, 0, 0]. (51)
Thus, from equation (42), the jump in the normal derivative of BD scalar field and its continuity across Σ we obtain
1
(hv˙2 + 2 ˙¯rv˙)
1
2
{
( ˙¯r + hv˙)Φ+,r¯ − v˙Φ+,v
}
=
ΦΣ
ω
{
K+ηη + 2
(
K+ϑϑ −K−ϑϑ
)}
, Φ+|Σ = Φ−|Σ = ΦΣ. (52)
Equations (38), (49) and (52) fully determine the dynamics of the boundary, the exterior metric function and BD
scalar field in the exterior region, once we know the matter distribution on the boundary. Assuming the boundary
surface is devoid of mass-energy density and pressure, i.e., σ = 0 and p = 0, we get K+ϑϑ = K
−ϑ
ϑ and K
+η
η = 0 if
ω 6= −3/2. Therefore, the continuity of (ϑ, ϑ) and (η, η) components of extrinsic curvature across Σ leaves us with
following relations for exterior quantities, as
hv˙ + ˙¯r = 1, (53)
v˙2 [(hh,r¯ + h,v)v˙ + 3h,r¯ ˙¯r] + 2 (v˙ ¨¯r − ˙¯rv¨) = 0, (54)
where use has been made of relations given in (38). Taking derivatives of (53) and the first part of (38) we get
2 ˙¯rv¨ − h˙v˙2 = 0, 2 ˙¯r¨¯r + h˙v˙ (2 ˙¯r + hv˙) = 0, (55)
whence we have
¨¯rv˙ = −v¨ (2 ˙¯r + hv˙) . (56)
Substituting for ¨¯rv˙ and ˙¯rv¨ from the above relations into (54) we finally get
K+ηη = −h,vv˙
2
2 ˙¯r
= 0, (57)
which implies that h(r¯, v) = h(r¯). Solving equations (53) and the first part of (38) we obtain the four-velocity of the
boundary as
Uα = (v˙, ˙¯r, 0, 0) =
[
1 +
√
1− h
h
,−
√
1− h, 0, 0
]
, (58)
where we have chosen the minus sign for ˙¯r as we deal with a collapse setting. The continuity of the BD scalar field
implies that this field must be homogeneous in the exterior region, i.e., Φ+,r¯ = 0. Taking this into account together
with the first part of equation (52) gives Φ+,v = 0 which implies the BD scalar field outside the collapsing cloud
is constant. We therefore conclude that the exterior region is a static spacetime with dynamical boundary. The
process of finding the exterior metric function on the boundary passes through utilizing the Hamiltonian constraint,
the equation of motion of the scale factor (23), the junction condition for induced line elements (the second part of
(38)) and the trajectory equation for the boundary. Such a procedure may not be a simple task. However, we may
intuitively deduce that the effects of phase space deformation could appear in the exterior spacetime as we solve the
radial component of the four-vector velocity to find h(α˙). From the second part of (38) and radial component of the
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four-vector velocity we get r2Σa˙
2 = 1 − h. The location of horizon from the exterior view is given by the condition
h = 0. Therefore, the horizon would interest the boundary surface if the collapse velocity satisfies
rΣ =
1
|a˙| , (59)
whereby it is seen that if the collapse velocity is bounded, the boundary of the collapsing cloud can be chosen so that
the formation of horizon is avoided. Such a scenario could occur within the non-commutative setting we presented
here, whereas for commutative case, the collapse velocity diverges and the horizon would always form to cover the
resulted singularity.
IV. CONCLUDING REMARKS
In this paper, we have investigated the collapse process of a homogeneous perfect fluid in the context of the BD
theory in deformed phase space. Let us clarify (further to our comments in in section I) why we have investigated
in this paper a collapse scenario in a BD noncommutative setting instead of a corresponding one in GR. On the one
hand, a collapse scenario in noncommutative GR has already been discussed in previous publications [64]. On the
other hand, from another complementary perspective, let us add the following. It is well known that scalar tensor
theories such as the BD theory can agree with GR in the post-Newtonian limit [11]. However, it should be emphasized
that in a strong field setting7, those theories may yield very different predictions. That may mean a few experimental
and observational features, but also important different structural implications of these theories. In particular, we
can allude to the formation of a singularity and black hole during gravitational collapse. This has been specifically
investigated in the herein work. Considerable differences and relevant features were extracted, demonstrating how a
noncommutative BD setting is much different from the corresponding standard BD theory as well as GR. Intrinsic to
such difference is the fact that a scalar tensor gravitation involves more degrees of freedom, therefore, it yields a larger
number of solutions than GR [11]. Moreover, the employed noncommutative parameter in the BD theory also couples
to variables which are absent in the GR, and therefore, the range of solutions and possible scenarios is much wider.
It was this broad scope of possibilities we investigated herein, regarding a collapse scenario in a BD noncommutative
setting.
Assuming the interior geometry of the collapsing cloud to be that of a spatially flat FLRW spacetime, we employed
a particular type of non-commutativity between the phase space coordinates and examined its effects on the collapse
dynamics. More precisely, we have introduced in (17) a modified Poisson algebra in the Hamiltonian formalism.
Our numerical analysis shows that there are two different type of solutions which depend effectively on the sign of
the BD coupling parameter. In the case where the BD coupling parameter is negative, oscillatory behaviors appear.
However, by assuming positive values for ω, when the constant non-commutative parameter is absent, the collapse
scenario is terminated at a spacetime singularity, whilst, for small values of the non-commutative parameter, there is
a nonzero minimum value for the scale factor where the collapse halts and then an expanding phase begins.
For small values of the non-commutative parameter,8 both the EoS and BD coupling parameters can effectively
control the dynamics of the collapse setting (see Fig. 2 and Fig. 3). More precisely, for small values of θ, the softness
of the bounce depends effectively on the values taken by w, i.e., matter pressure, and ω. For a non-dust case, as the
pressure of the fluid tends to positive values, the collapse dynamics is altered such that the location and the number
of the dynamical horizons are changed. Such a situation similarly happens as the BD coupling parameter increases
(for a fixed value of EoS parameter).
The strength of the scalar to tensor coupling to the matter is encoded in the BD coupling parameter so that the
smaller the value of ω parameter, the larger the contribution of the scalar field to gravitational interaction. As we
found in the herein model, the coupling of the scalar to tensor field to matter content could affect the softness of the
bounce and the time interval during which the bounce occurs. In this manner we could say that the stronger the
contribution of the BD scalar field to the gravitational interaction (i.e., the ω parameter decreases), the softer the
bounce occurs.
7 As two appropriate examples of such strong field settings, we can mention the generation of the gravitational waves and the formation
of the black holes and singularities during gravitational collapse, see, e.g., [11] and references therein.
8 In order to study appropriately the behavior of the quantities involved within the collapse setting and have a correct comparison among
them as well as with the standard commutative models, we have taken the non-commutative parameter to be the same for all numerical
plots. However, it is important to note that, for the variety of values, which can be taken by θ, they have also been examined both for
the general case (according to left panel of Fig. 2) and also for particular case (large values of the BD coupling parameter), as seen in
Fig. 6.
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The behavior of the apparent horizon curve for a dust collapse has been also analyzed according to Figs. 4 and 5.
It is seen that the dynamics of the apparent horizon in the case in which non-commutative effects are present is quite
different to the case where these effects are absent. More concretely, when the non-commutative parameter takes
small values, the formation or otherwise of the dynamical horizons depend crucially on the behavior of the collapse
velocity.
Recent observations of radiation damping in mixed binary systems have put limitations on the BD coupling param-
eter as ω > 40000 from the Cassini measurements [83]. In our scenario, we have shown that when ω takes very large
values9, we can find a critical value for the non-commutative parameter, i.e., θc, which completely disassociates two
different dynamical behaviors for the collapsing object, see Fig. 6. More precisely, for θ > θc, the scale factor decreases
till reaching a minimum value and stays at this value as the time evolves. Whilst, for θ < θc, the collapse culminates in
a spacetime singularity with completely different dynamics compared to the case where the non-commutative effects
are absent. It should be noted that the value of θc depends on the initial values which are taken by the present
parameters of the model.
We have also studied the collapse associated to a pressureless fluid for negative values of the BD coupling parameter.
As the left panel in Fig. 8 indicates, the scale factor starts its decreasing behavior till reaching the bounce, beyond
which an increasing oscillatory behavior commences. The collapse velocity experiences an oscillatory phase such that
at the earlier times, it oscillates toward its first vanishing point at the time η = ηoscb (see the right panel of Fig. 8).
Note that the speed of collapse remains negative for η < ηoscb . It is therefore the acceleration of the collapse that
changes its sign rapidly, signaling that the collapsing object experiences a series of decelerating (see the red arrow
heading upward from points A to B) and accelerating (see the blue arrow heading downward from the points B to C)
contracting regimes with a soft jump from the former to the latter (at point B) but a quick jump from the latter to
the former (at point A or C). For η > ηoscb the scenario enters an accelerated expanding phase for the first time (at
η = η0) and remains in this regime in the time interval η0 < η < η1. It then goes again under a decelerated expanding
phase between η1 < η < η2 till it enters an accelerated contracting phase which occurs for η > η2. This oscillatory
behavior continues around the zero point velocity. We should note that the frequency of the oscillation of collapse
velocity decreases with time.
Moreover, the corresponding envelop of the oscillatory phase is also damping with time. It is also worth mentioning
that there exists a difference between the behavior of collapse velocity for this case and the case where ω > 0. In
the former, though the scale factor vanishes at a finite amount of time (singular behavior), the speed of collapse
is limited (see the dashed curve in the right panel of Fig. 8) so that by a suitable choice of the boundary of the
collapsing body, the formation of the apparent horizon can be avoided. Thus, the collapse may culminate in a naked
singularity. For the latter, the collapse velocity diverges in the limit of approach to the singularity and the apparent
horizon would always form to cover the resulting singularity. The lower panel in Fig. (8) shows the collapse velocity
for different values of BD coupling parameter. It is seen that the larger the negative value of ω parameter, the smaller
the frequency of oscillation.
To complete the collapse model, we performed matching the interior spacetime with that of generalized Vaydia
spacetime using the generalized Israel-Darmois junction conditions. We observed that as long as there is no surface
stress energy on the boundary of the collapsing cloud, the extrinsic curvature tensor is continuous across the boundary.
This makes the exterior spacetime to be static with a dynamical boundary so that the horizon could intersect the
boundary depending on the initial size of the collapsing body. Thus, if the initial size of the collapsing object is taken
as small as enough, horizon formation could be avoided. We then conclude that the process of gravitational collapse
in the presence of non-commutativity would lead to a non-singular bounce, that is uncovered by the horizon and so
it can be causally connected to an external observer.
We would like to compare our results to other collapse scenarios as reported in the literature. Work along this
line has been done within the f(R) gravity models which correspond to the BD theory with a vanishing coupling
parameter, using the metric formalism. In this context, it has been shown that the collapse process of a perfect
fluid leads to a spacetime singularity which can be either hidden behind a horizon or visible to external observers
[67]. Besides the model presented here, non-singular bouncing scenarios have also been reported in the literature
such as f(R) theories in Palatini formalism [85], generalized teleparallel gravity theories [86], bouncing models in the
presence of interacting spinning particles in the framework of Einstein-Cartan theory in both cosmological [87] and
astrophysical scenarios [88]. Non-singular bouncing scenarios have also been reported in loop quantum cosmology for
a massless scalar field [89] and in the presence of anisotropy [90] (see also [91] and references therein).
Finally, we should be aware of the following notes about the herein model: (i) All the results of this paper have been
obtained for a simple case in which we have introduced a constant non-commutative parameter within the standard
9 When ω goes to infinity, the BD theory may reduce to the GR [84].
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BD theory, a homogeneous matter distribution and a spatially flat FLRW line-element for the interior region suitably
matched to a generized Vaidya spacetime as the exterior solution. It would be interesting to extend the herein model
by introducing other Poisson brackets instead of (17), other kinds of matter or geometry and/or other extended
scalar-tensor theories. (ii) As it has been shown in section (II), the new quantities Φ and η have been redefined such
that we obtained dimensionless quantities. In this rescaled setting, it is important to note that, in order to get an
appropriate noncommutative scenario, we should not think that θ must take very small values (of orders the Planck
length), but instead, it is enough to consider θ such that it is restricted to the interval 0 ≤ θ < 1. (iii) As the
field equations in the Einstein representation do not contain second derivatives of Φ, thus, this representation can be
appropriate to extend predictions from GR to BD theory, especially in the vacuum case [11]. However, deriving the
equations associated to the Einstein frame for our model (the same as obtaining the perturbed equations) is not easy
to perform and we have not investigated them.
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Appendix A: On the Field equations in Non-Commutative Brans-Dicke Theory
For stiff fluid (w = 1), equation (25) leaves us with a constant of motion as Pα = constant. Multiplying equation
(24) by PΦ and equation (26) by Φ, after adding up the results, we get
d
dη
(ΦPΦ) = 16πL
4
Plρie
3(2αi−α). (A1)
The right hand side of the above equation can be expanded near the bounce, where α˙(ηb) ≈ 0 and α(ηb) = αb < αi.
We then get, up to the first order
d
dη
(ΦPΦ)
∣∣∣∣
α=αb
≈ 16πL4Plρie6αi (1− 3αb) +O(αb)2, (A2)
whence integration in the neighborhood of the bounce point gives
ΦPΦ ≈ 16πL4Plρie6αi (1− 3αb) η + C0, (A3)
where C0 is an integration constant. Substituting the above approximation into equation (24) and after a few algebra
we find near the bounce
Φ ≈ −e
−3αb
2χ
[
(Pα − 2C0)η − 16πL4Plρie6αi (1− 3αb) η2
]
. (A4)
It is seen that the BD scalar field has a parabolic behavior near the bounce point. This behavior has been sketched
in Fig. 10 where we see that the scalar field behaves parabolically near the bounce time ηb = 0.01915.
Next, we can evaluate equation (23) at the bounce point which yields
ω
3
ΦPα +Φ
2PΦ + θPα (ΦPΦ)− 2θ (ΦPΦ)2 + 32πL4Plχθρie6αiΦ = 0. (A5)
Now, with the help of equations (A3) and (A4), we arrive at the following cubic equation for the bounce time as(
ǫη3b − δη2b
)
L8Pl +
(
γη2b + ληb
)
L4Pl + ζηb + σ = 0, (A6)
where
ǫ =
128
χ
ρ2iπ
2(3αb − 1)2e3(4αi−αb), δ = 256ρ2iπ2θ(3αb − 1)e12αi
[
e−3αb + 2(3αb − 1)
]
,
γ =
8πρi
3χ
(1− 3αb) [Pα(ω − 3) + 9C0] e3(2αi−αb), λ = 32πρiθe6αi
[(
C0 − Pα
2
)
e−3αb + 2(3αb − 1)
(
C0 − Pα
4
)]
,
ζ =
e−3αb
6χ
(2C0 − Pα)(ωPα + 3C0), σ = C0(C0 − 2Pα)θ. (A7)
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FIG. 10: Time behavior of the BD scalar field for PΦ(ηi) = 64.23, Φ(ηi) = 18.53, L
4
Plρi = 32.88, αi = 0.0444, ω = 3.3, w = 1,
and θ = 0.316.
Setting C0 = Pα/2 and taking the terms in (A6) up to L
4
Pl, we get the solution for the bounce time as (we assume
ω 6= −3/2)
ηb = 0, ηb = 12θe
3αb . (A8)
The first solution is not acceptable as for a physically reasonable collapse setting we require that ηb > ηi. We therefore
take the second one as the bounce time. Furthermore, the case of vanishing θ does not display a bouncing scenario.
For a dust fluid, Eq. (25) can be immediately integrated to give
Pα = 48πL
4
Plρie
3αiη + P0α. (A9)
Multiplying equation (24) by PΦ and equation (26) by Φ and after adding up the results we have
d
dη
(ΦPΦ) = 16πL
4
Plρie
3αi (1 + 3θPΦ) . (A10)
By differentiating equation (24) together with employing Eqs. (A9) and (A10), after a straightforward but lengthy
calculation we arrive at the evolution equation for BD scalar field as
Φ¨ + 3α˙
(
Φ˙− 48πρiL4Plθe3αi
)
+
8πρiL
4
Ple
3(αi−α)
2ω + 3
(1− 6θPΦ) = 0. (A11)
Similarly, we have found the acceleration equation for the collapse scenario as
α¨ +
(
α˙+
16πρiL
4
Plθ
Φ
e3αi
)(
3α˙+
Φ˙
Φ
)
+
e−3α
2(2ω + 3)Φ
[
16πρiL
4
Ple
3αi(1 + ω) + 64πL4PlρiθPΦe
3αi + θ(Pα − 2ΦPΦ)P˙Φ
]
− 16πL4Plρiθe3αi
Φ˙
Φ2
= 0, (A12)
where we have neglected the terms containing θ2. In order to complete the above set of equations, we need to substitute
for PΦ and its derivative from equation (26). However, such a complicated process can not be done analytically and
needs numerical considerations.
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