Abstract-Recognizing objects in natural images is an intricate problem involving multiple conflicting objectives.
INTRODUCTION
Recognizing objects in natural images is an intricate task for a machine, involving multiple conflicting objectives.
The effortlessness of the human brain deceives the complex underlying process. Inspired by the mammalian visual sys tem, convolutional neural networks were proposed [1]- [4] .
They are the state-of-the-art approach for various pattern recognition tasks. Unlike many other learning algorithms, convolutional networks combine both feature extraction and classification. The advantage of this approach was impres sively demonstrated by LeCun et al. [4] on MNIST and Krizhevsky et al. [5] on ILSYRC-12, achieving better results than previous learning methods.
A schematic representation of a convolutional network is shown in Figure 1 . The given network comprises five differ ent layers, i.e. input, convolution, pooling, fully-connected and output layer. The input layer specifies a fixed size for the input images, i.e. images may have to be resized accordingly.
The image is then convolved with multiple learned kernels using shared weights. Next, the pooling layer reduces the size of the image while trying to maintain the contained information. These two layers compose the feature extraction part. Afterwards, the extracted features are weighted and combined in the fully-connected layer. This represents the classification part of the convolutional network. Finally, there exists one output neuron for each object category in the output layer.
Recent results indicate that very deep networks achieve even better results on various benchmarks [6] , [7] . Moreover, an ensemble of multiple networks and additional traInIng data are often used to further increase the performance [8] , [9] . Thus, the general formula for a convincing performance are seemingly multiple deep convolutional networks with many layers and a huge amount of training data.
One drawback of this trend, however, is the long time needed to train such deep networks. To tackle this problem, we reused a previously trained network. For this purpose, we first trained a convolutional network on a large dataset, maintained the learned feature extraction part, and only re trained the classification part on multiple different datasets.
We then compared the results to a full training, i.e. both feature extraction and classification, of the same network on the same dataset.
II.
DATASETS
In this work, we used four different datasets, namely Large-Scale Visual Recognition Challenge (ILSYRC). We used the dataset from the competition in 2012 (ILSYRC-12).
It consists of nearly 1.5 million color images, which are varying in size, and 1,000 different categories.
The MNIST [11] dataset contains grayscale images of handwritten digits. 100 randomly selected images from MNIST are shown in Figure 2 . It possesses ten different categories, namely one for each digit from zero to nine.
Each grayscale image has a fixed size of 28 x 28 pixels. The digits are centered inside the image and normalized in size.
In total, MNIST contains 70,000 images, split into 60,000 training and 10,000 test images.
The CIFAR-lO and CIFAR-lOO [12] datasets contain small color images of natural objects. An excerpt of 96 randomly chosen images is shown in Figure 3 . tively. Each color image has a fixed size of 32 x 32 pixels. In total, they both consist of 60,000 images, split into 50,000 training and 10,000 test images.
III.

METHODS
The architecture of our trained convolutional network is shown in Ta ble II. It is based on the architecture proposed by Krizhevsky et al. [5] . The network comprises 24 layers.
In particular, five convolution and three maximum pooling layers with different square kernel sizes and kernel strides.
Moreover, we added zero padding in some cases to obtain convenient sizes of the feature maps. As a nonlinear acti vation function, we settled for the rectified linear unit [13] . Moreover, layers of dropout [14] were applied after each fully-connected layer. The probability to randomly drop a unit in the network is 50 %. Finally, to obtain a probability distribution, we employed a softmax layer. 96 randomly selected images from CIFAR-IOO. The dataset represents 100 different natural objects. It contains 60.000 color images with dimensions of 32 x 32. CIFAR-IO possesses the same statistics, except that it has ten classes with 6, 000 images each.
size of 256 x 256 pixels and randomly cropped a subimage of 227 x 227 pixels. This increased the number of training images by a factor of 900. We used the deep learning framework Caffe [15] To evaluate the performance of the trained network on an independent test set, we averaged ten different predictions of a single image as proposed by Krizhevsky et al. [5] . For this purpose, we averaged the output of the four corner crops and the center crop of the input image and -except for MNIST -additionally mirrored each image along the vertical axis.
We then trained the same network a second time for each dataset. This time, however, we trained the full network, i.e. . 96 learned kernels of the first convolution layer. Each kernel has dimensions of 11 x 11 x 3. They were maintained when retraining a network.
a batch size of (3 = 80. These parameters were determined based on a validation set.
IV.
RESULTS
Our results are shown in Figure 5 . Further results are given in Table III 
67.68
State of the Art 99.79 [22] 91.78 [23] 65.43 [23] More interestingly, both fully trained and retrained networks achieve comparable accuracy rates on all three datasets. The learned feature extractor from our pretrained network is therefore applicable to multiple situations. Even though the feature extractor was trained on ILSVRC-12, con taining natural images and scenes, it still achieves excellent results even on digits from the MNIST dataset. This finding indicates that further data sets can be classified with the same feature extractor.
Our experiments confirm and extend the results reported by Razavian et al. [19] , Donahue et al. [20] and Girshick et al. [21] , who have also trained linear and nonlinear classifiers on features obtained from deep learning with convolutional networks.
Note that we trained all networks -including the one from pretraining -in a supervised manner using backprop agation [16] . The obtained feature extractor was therefore trained for a specific purpose. Its generic characteristics are somewhat surprising. Previously, mostly unsupervised algorithms, like sparse coding and related representation learning algorithms, have been used for pretraining. This approach achieves state-of-the-art results on the STL-IO [17] dataset, as shown by Miclut et al. [18] .
However, our results show that it is also possible to perform supervised pretraining and obtain excellent results.
This approach even improved the accuracy on CIFAR-lOO, compared to a fully trained deep convolutional network. This suggests that more appropriate kernels were learned from ILSVRC-12 than from CIFAR-IOO itself.
VI.
CONCLUSIONS
Reusing a previously trained convolutional network not only vastly reduces the necessary time for training, but also achieves comparable results regarding the full training of the network. For particular datasets, the accuracy is even increased. This finding is especially relevant for practical applications, e.g. when only limited computing power or time is available. Our results indicate the existence of a generic feature extractor concerning the three used datasets.
To either support or reject this hypothesis, further research for multiple datasets in different situations should be con sidered.
