I. INTRODUCTION The ARESA project is a French national project with the aim to facilitate research, developments and commercialization of wireless sensor networks (WSNs) and embedded systems. It is comprised of a healthy mix of industrial and academic partners, all of which have a wide range of complementing expertise. The project background and aims, as well as related projects and the partners' involvements are exposed in the following. SDIC: It stands for Smart Dust Inventory Control [4] , which allows the exact tracking of your products -from the packaging to the truck carrying the palettes.
Car Control: The Cortex's car control project [5] automatically finds you the optimum route to the destination, where various sensor readings are included in the calculation; for instance, traffic, weather, constructions, jam reporting, etc.
GlacsWeb: This project monitors the drifting behavior of glaciers by aggregating pressure, movement and temperature data collected by sensors on top and within the glacier [6] .
MyHeart: Sensors measure variables impacting upon cardio-vascular diseases, thereby facilitating an early diagnosis [7] . The system extends beyond the measurements of body internal variables, such as blood sugar level, pressure, etc; lifestyle factors ranging from choice of clothes, environment, etc., are also considered to draw preventive conclusions.
WiSeNts: It is a leading EU IST FP6 project [8] with the aims to develop a new research domain, integrating the broad context of embedded systems with ubiquitous computing and wireless sensor networks in support of Cooperating Objects. They are integrating existing research in the field and related fields and developing a technology roadmap to drive the vision forward.
These projects are usually furnished by a large and knowledgeable partnership; however, with usually fairly correlated and homogenous backgrounds.
C. ARESA's Project Aims
The ARESA project had been assembled keeping in mind that designing a highly-efficient WSN is a crosscommunity exercise. Therefore, in contrast to abovementioned projects, ARESA is constituted of partners with a fairly complementary expertise with the aim to:
. explore new event-driven and asynchronous software and hardware architectures, tailored to extremely low power consumptions; . propose new communication and organization pro- tocols, which are optimized in terms of energy consumption and robustness; . study new network structures which facilitate autoconfiguration and auto-organization; . find new application protocols that are designed for data fusion and aggregation; . provide tools for modeling and validation, which also take into account the physical environment and the interaction thereof with the wireless sensor nodes; and . validate the developed concepts, protocols and mechanisms by means of a testbed.
It is the aim of the ARESA consortium to propose an integrated industrial and applicative solution in the emerging area of wireless sensor networks. We wish to knowledgably influence the design of potentially tobe-standardized communication protocols for energyconstrained wireless sensor networks, which, we believe, form the basis of ambient data processing and communication systems.
D. Project Partners To achieve these goals, a healthy mix of industrial and academic partners has been assembled with a strong track record in sensor and embedded communication systems [11] . Their argumentation bases on Zipf's Law [12] , which states that if one orders a large collection of entities by size or popularity, the entity ranked k-th, will be about 1/k of the first one [11] , [9] .
Using Odlyzko and Tilly's value scaling law, we wish to determine a clustering of a large WSN such that its value is maximized. With N nodes in the total network and C clusters, we have M = N/C nodes per cluster. Assuming that the value of the nodes within a cluster as well as the cluster heads obeys Zipf's Law, the value per cluster is M log M and the value of the clustered network is C log C M log M. We shall normalize this value by the average number of links needed to maintain all nodes and clusters at any time, which is C log C + M log M. If one depicted the relative network value for different cluster sizes, one would observe that clustering increases the normalized network value. For instance, if we assume a WSN with 10, 000 nodes and a directed information transmission among nodes to the cluster heads and among cluster heads towards the information sink, an optimal cluster number is 100 with 100 nodes per cluster. For N = 1000, the optimal cluster number would be about 32, etc.
Practical Hierarchical Scaling Law. This simple law quantifies the network throughput for practical systems with a given topology and gives insights into the design of data pipes between nodes. Among many possible topologies, we assume that each node communicates only with its respective cluster head and all cluster heads communicate among each other.
We hence assume a 2-tier hierarchy with N total nodes, C clusters and M = N/C nodes per cluster. This 2-tier hierarchy requires two communication phases. In the first phase, all nodes communicate with their respective cluster-heads, and in the second phase, all clusterheads communicate among each other. For subsequent analysis, we first assume all data pipes to have equal rates and then extend this to unequal pipes. For equal data pipes, in the first phase, there shall be M time slots to transmit c N bits, where c is a constant assumed to be one. In the second phase, there are hence M C (C -1) time slots to transmit these N bits to every cluster head. The efficiency is hence N/(M. C. (C -1)); remember that no new information is injected in the second phase.
For unequal data pipes, let us assume the clusterheads' pipes to be r times stronger than the data pipes between nodes towards the cluster heads. Therefore, in the first phase, there are again M time slots to transmit N bits; and in the second phase there are now M-C-(C-1)/r time slots to transmit these N bits. The efficiency is hence N/(M. C (C-1)/r).
The relative network throughput for different cluster sizes is depicted in Figure 1 with N = 10, 000 nodes. Clearly, clustering increases the normalized network throughput only if the data pipes among the cluster heads are stronger or data aggregation is performed to decimate the information shared among cluster heads. For instance, if we assume a WSN with 10, 000 nodes, then an optimal cluster number is 12 assuming the cluster heads' data pipes to be 1000 times stronger. If not all cluster heads communicated, as in the previous example, then the optimal cluster number would be larger.
Above quantification of throughput and value of a large WSN hence stipulate the use of clustered approaches. This is corroborated by real-world roll-outs, all of which use hierarchical and/or clustered network topologies with stronger data pipes between cluster heads. For example, the currently functioning meter reading application of Coronis uses a hierarchical approach [13] (see also Figure 2 ) and so does Intel's WSN. The challenge is hence to design self-organizing protocols for the intra and inter cluster communication topologies, which is discussed below.
C. MAC & Routing Protocols
Once deployed, WSNs are supposed to convey information from sensor nodes to sinks. This task should be carried out for the longest time possible given a fixed amount of initial energy at the sensors. Therefore, forwarding information in the network must be done according to the remaining energy of the nodes along the chosen paths. Dynamic routing, in which paths depend on the state of the network links, or adaptive routing that operates on finer-grain metrics, need to be adapted so that they not only reach a satisfactory solution, but also they do so at a controlled cost in terms of transmissions.
It is also not apparent why routing needs to be dynamic in wireless sensor networks. In fact, routing can be computed at the network deployment, but then, any failure of nodes close to the sink, which are inherently more loaded than others, may cause the entire sets of sensors to become isolated. Early failure detection and reverting to backup paths is an immediate improvement and we believe that an autonomous routing protocol can provide a satisfactory solution.
Routing in wireless sensor networks may also benefit from new addressing schemes based on virtual coordinates [14] - [16] . If a set of sensors is organized in such a way that their addresses correspond to coordinates in a virtual space, routing is straightforward and does not require any overhead nor signaling traffic for constructing routing tables. Information forwarding just consists of sending packets towards the coordinates of a given destination. Obviously such an approach needs to take into account disappearing nodes, but signaling traffic is in this case only needed to repair or reconstruct the addressing space after some node failures.
Moreover, such an approach can support organizing nodes in a logical way so that a high level querying of nodes will be made possible. For instance, we can explore a content-based approach for forwarding information within a wireless sensor network in which routing is done based on some attributes and not on addresses.
Furthermore, the routing problem is closely related to the way the MAC layer operates. For instance, the relative cost of broadcast transmissions compared to unicast transmissions influences the main design choices for the routing protocol. Conversely, lowering transmission costs is more or less crucial depending on the routing involved. D. Self-Organization & Self-Healing Because wireless sensors networks suffer from a random deployment with the least possible human intervention, self-'mechanisms' ought to be provided, such as self-configuration, self-organization, self-healing, etc.
Self-configuration allows autonomous nodes configuration in order to set up communication. We commence by assuming that each node owns a unique identity; thus we are not focused on self-configuration [17] .
The self-organization paradigm deals with an emergent behavior coming from local nodes interactions [18] and leading to a logical view of the network. The goal of such logical view is to structure the whole network in order to provide more efficient communication protocols (routing or data dissemination). An emergent behavior can be a connected structure as a virtual backbone or non connected one as clusters [19] . Many works in the area of distributed algorithms in order to structure the network have been provided: Connected Dominating Set, Maximum Independent Set, Local Minimum Spanning Tree, Relative Neighborhood Graph, Max-Min clusters, etc. Nevertheless, part of these works are focused only on virtual topology construction without consideration for a maintenance procedure in order to maintain this structure connected. Due to power-energy saving mechanisms and network dynamics the topology evolves. Thus, an eventdriven maintenance algorithm should be provided, which ought to be the goal of self-healing.
Another goal of self-organization is to build a framework to enable more efficient routing protocols, data aggregation mechanism, etc. Taking into account the applications coming from Coronis and France Telecom R&D, we deem important to specify a self-* architecture in order to build autonomously a logical structure with dedicated applications, such as data dissemination and data aggregation with self-healing mechanisms in order to be able to deal with network dynamics.
III. PROTOTYPING AND DEVELOPMENT
A strength of the ARESA consortium is that the researched protocols are directly fed into development efforts, as described below.
A. Virtual Prototyping and Formal Analysis
Design Issues for Sensor Networks. A sensor network may be considered as a whole, as a new kind of computer system dedicated to one particular application. It is an embedded system, reacting to the stimuli of some physical environment. It is also subject to the usual constraints of embedded system design: resources are scarce, and it is very difficult, if not impossible, to modify a sensor network's behavior once it has been deployed. Moreover, the sensors are usually powered by a battery that cannot be recharged. They should therefore have the lowest consumption possible to maximize the network lifetime.
Several issues may be considered for the design of sensor networks, among which:
. How to program the network? E.g., knowing that the ultimate goal of the network is to detect a fire, how to design the application code for each node? . How to take security constraints into account? Indeed, a WSN is probably very easy to attack. . How to perform energy-aware design? In ARESA, we are mainly interested in the last point. The problem is difficult because all the elements of a sensor network have an influence on energy consumption: the hardware of a node, the sensors, the mediumaccess-control and routing protocols, the application itself, the initial self-organization phase, and even the physical environment that stimulates the sensors (see, for instance [20] , where we showed that a precise modeling of the physical environment is compulsory for a realistic estimation of the energy consumption).
The design of an energy-"optimal" solution is probably out of reach because of all the interacting criteria, and the complexity of some of the elements that have to be taken into account. If there is no way to compute an optimal solution, then the only available method seems to build complete solutions and then to evaluate them. However, since a sensor network includes dedicated hardware, it may be long and costly to build a complete solution before evaluating it.
Virtual Prototyping Approaches. For all these reasons, the usual approach is to build a virtual prototype of a sensor network, and then to perform simulations or mathematical analyzes in order to evaluate the energy consumption. This is the approach taken by people who design new protocols, and show their benefits using a network simulator. In all these approaches, a lot of abstractions are necessary, in order to build manageable models of very large systems (thousands of nodes). For instance, the energy consumption may be evaluated by counting packets, and associating a worst-case estimated energy with the transmission of one individual packet.
However, there seems to be a wide agreement on the fact that traditional network simulators like NS are not sufficient for ad-hoc sensor networks. In particular, they cannot be used to describe the hardware in an accurate way, which seems compulsory for power analyzes. A lot of approaches have been proposed for simulating ad-hoc sensor networks in a both accurate and efficient way. For instance, the simulator TOSSIM [21] dedicated to TinyOS applications has been extended with Power-TOSSIM [22] to include a model of energy consumption: each state of the CPU, Radio and EEPROM is associated with a cost. Running the simulator computes the energy consumption of each node.
None of these approaches, however, is formalized. Libraries have been developed for some reusable elements of the models, like the protocols, but it is still hard to obtain an accurate and efficient simulator while preserving the faithfulness of the model. Moreover, those simulators do not help in modeling the environment of the network, i.e., the physical phenomena that have some influence on the sensors. Finally, as soon as the power analysis needs an accurate simulation of the hardware of a node, the problem becomes the same as simulating efficiently a large piece of hardware. Simulating 1000 nodes entirely at the Register-Transfer-Level (RTL) is probably hopeless. People in the hardware design domain have tackled this problem by defining new levels of abstraction (like the so-called "transaction-level modeling" [23] ) that are both accurate enough for a first approximate timing or power analysis, and fast to simulate. Developing such an approach for ad-hoc sensor networks requires a clear understanding of the abstractions than can be made on their behavior, while retaining their main power characteristics.
Formal Virtual Prototypes. In ARESA, we address the following challenge: we aim at developing accurate prototypes of sensor networks, that can also be formally analyzed. What does it mean? Consider a property related to the lifetime of a sensor network, for instance: "is this possible to spend more than the energy E in a time period less than T?". This property can be tested on a lot of simulations, and we may find a scenario that indeed spends more than E in less than T. If we do not, however, it does not mean that there exists no such scenario. It may well be the case that we did not try a particularly complex scenario that exhausts all the nodes within a very short time. The aim of formal validation is to give exhaustive answers to such questions, for instance by exploring a mathematical structure that represents all the possible behaviors of the system. However, automatic formal validation usually faces two major problems: first, the mathematical structure to be explored may be huge; this is called state-explosion, and this is mainly due to the fact that representing the behavior of a parallel system amounts to considering all the states in the Cartesian product of the states of the parallel activities. Even if a node has only two states of interest, a 1000-nodes sensor network has 21000 potential states. Second, even if the size of the model is manageable, it may be the case that the properties we want to assess are undecidable. In other words, there exists no algorithm able to answer the question. It happens as soon as one includes general computations on numbers in the model, and it is likely to be the case when modeling the energy consumption of a sensor network.
To address these two problems, one needs either human interaction, or aggressive abstractions. In ARESA, we favor automatic techniques and tools and hence develop abstract models. What does it mean for a model to be abstract? First, since the exact behavior of a sensor network depends on the physical environment, no model or prototype can be exact with respect to energy consumption; all models are bound to make some hypothesis on the physical environment. For evaluating energy consumption, we should develop worst-case models. For instance, the radio can be modeled by considering several receive, transmit, idle and sleep power states. A worstcase consumption is then associated with each state.
For the virtual prototype to be trusted, all the worstcase abstractions have to be well-understood and wellidentified in a global model. This is why we think that a formal model should be organized into components, in such a way that replacing a component C in a global model M by a more abstract version C' yields a new global model M' which is indeed more abstract than M. This abstraction preservation property is essential when playing with various abstractions of the individual components. We should also be able to prove the property: C' is more abstract than C, i.e., that the power estimations computed with C' are always greater than that of C.
Prototyping Challenges. To summarize, the challenges we exposed related to the development of virtual prototypes of sensor networks are as follows:
. The prototype should include all the elements that determine energy consumption: node hardware, protocols, application code, and physical environment. . The prototype should be executable, so as to allow efficient simulations. . The prototype should be described in a formallydefined language, so as to be analyzable by automatic tools. * The prototype should be made of well-defined components, so as to allow modular abstractions as defined above. We will use techniques and tools developed at VER-IMAG, which have proven useful in other domains of embedded system design, ranging from control to communication protocols. In particular, the modeling and verification of various embedded reactive systems has led to the design of a formal modeling language for physical environments, which is well adapted to sensor networks. We plan to develop several forms of formal models, depending on the properties to be proved. For instance, the details of a node are best described in some synchronous formalism, while the way several nodes behave together is best described with some asynchronous formalism.
B. Hardware Implementation
As mentioned in the previous section, it is important to tackle the power consumption issue at hardware level in order to increase the WSNs' lifetime. In traditional synchronous design, computations are sequenced by a clock that is connected to every digital hardware block which performs calculations at each rising edge, even if no valid data are present. Although some techniques exist to reduce activity of such circuits, such as clock gating, lots of unneeded signal transitions remain.
In asynchronous quasi delay insensitive (QDI) technology [24] , the parts of the circuit that are performing an operation have an activity. The rest of the circuit consumes very little energy (only static leakage) and are immediately woken-up when an event occurs on its inputs. Synchronization between blocks is performed by requests and acknowledgements. TIMA's asynchronous circuits are delay insensitive (functional correctness independent on gates and wire delays). Therefore, they are very robust to voltage changes and are particularly suited to dynamic voltage scaling (DVS) and can support very low voltages since signal rise and fall times do not affect the correctness.
The DVS technique is an efficient way for reducing power consumption. As the energy consumed is proportional to the square of the voltage, slightly reducing the supply voltage slightly decreases the speed of the hardware (including the microcontroller) and allows important energy savings at the same time [25] , [26] . As a result, we have experienced that for an asynchronous advanced encryption standard (AES) crypto-processor (130nm), reducing the computation speed by a factor of 2 reduces energy consumption by a factor 9 [27] .
To exploit the benefits of asynchronous circuits and to have very low software overheads, TinyOS 2.0 and an appropriate scheduler are considered to apply a power consumption policy that should fit the application requirements at best.
The goal of our work is to efficiently combine TinyOS and asynchronous circuits by, first, supporting hardware tasks within the programming model of TinyOS at quasi no cost in terms of energy and timing overheads; and, second, defining an appropriate scheduler and regulation mechanism that will apply a power consumption/speed policy that should fit the application requirements at best.
C. Product Development
Coronis' real-world meter-reading application [13] requires solutions with least possible power consumption. To this end, Coronis' devices are equipment by a single lithium battery running on 2.7Ah. Because of leakage, the passivation effect, and internal resistance, the actual usage, however, is limited to only 1.6Ah (giving an average consumption of 18,uA) over 10 years.
Further elaborating on the hardware design approach mentioned in the previous section, higher energy savings can be achieved if the synchronization procedures in the meter-reading products are optimized. To this end, it is important to remember that when a sensor network has to operate for several years, device synchronization cannot be maintained continuously. If synchronization is lost in a synchronized network, devices try to re-establish synchronization by entering into high power consumption mode, thereby shortening the network's lifespan. One solution is for devices to synchronize only when necessary, with communication between devices backed down immediately afterwards. Synchronization can then be performed at predetermined times depending on the application; for instance, one second latency for meterreading. Application devices hence toggle sequentially between receive mode and standby mode for most of their lives.
It is also possible to extend range by reducing the bandwidth, while keeping the average operating consumption at an ultra low 15,uA [13] . New algorithms, tailored to these needs and requirements, are hence key to automatically configuring and managing nodes. As corroborated by currently running applications and briefly elaborated upon in the next section, routing and remote access functionality can be maintained without sacrificing neither technical goals nor key marketing requirements.
IV. BEING FIRST ON THE MARKET Being first on the market meant to identify potential markets first, where we have distinguished between 1) governmentally supported market; 2) mass market; 3) specialized market; and 4) niche market.
Governmental support is usually granted for applications which facilitate the health and security of its citizens. Money Figure 2 .
Novel applications are currently being envisaged, ranging from environmental monitoring to health care applications. For these applications, research from ARESA will feed directly into the optimization of the data flows, handling of node failure and optimizing the network's lifetime. The proposed solutions are then verified by means of formal methods, so as to ensure 100% reliability under all conceivable operating conditions. An optimal topology is automatically configured for each local group in a large-scale ultra-low power network.
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These algorithms are then optimized in terms of hardware and energy consumption, which finally facilitates the development of commercially viable products and shortens the crucial time-to-market.
V. CONCLUDING REMARKS
The aim of this paper was to expose some crucial issues related to the research, development and commercialization of wireless sensor networks. The coherent insights given here stem from the diverse background of the partners involved in the ARESA project. We have looked at the impact of clustering on the maintenance of a large-scale wireless sensor network, where node numbers are often in the thousands. Using some known scaling laws, we have determined that scalable protocols for flat sensor network topologies cannot exist and that clustering or hierarchical approaches ought to be used instead. We have also identified some approaches which may be useful in determining an optimum cluster size. Thereafter, we have identified crucial research problems at medium access control and routing levels, as well as related to auto-organization and self-healing mechanisms. The concept of virtual prototyping has then been introduced -a tool which proves to be very useful in evaluating the reliability of designed protocols. Furthermore, various hardware issues have been identified which require highest attention if energy consumption was to be minimized. Finally, some market and commercial insights have been given and it has been identified that research and development need to be closely coupled so as to shorten time-to-market for novel wireless sensor networks technologies. We hope that these insights are of significance for emerging and future real-world installations, such as data collection, remote control solutions, wireless telemetry, automatic monitoring, metering solutions and smart environments such as homes, hospitals, and buildings of all kinds.
