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Abstract
In a financial market with a continuous price process and proportional transaction
costs we investigate the problem of utility maximization of terminal wealth. We
give sufficient conditions for the existence of a shadow price process, i.e., a least
favorable frictionless market leading to the same optimal strategy and utility as
in the original market under transaction costs. The crucial ingredients are the
continuity of the price process and the hypothesis of “no unbounded profit with
bounded risk”. A counterexample reveals that these hypotheses cannot be relaxed.
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1 Introduction
In this paper, we analyze continuous (0,∞)-valued stock price processes S = (St)0≤t≤T
under proportional transaction costs 0 < λ < 1. We investigate the duality theory for
portfolio optimization, sometimes also called the “martingale method”, under propor-
tional transaction costs λ as initiated in the seminal paper [9] by Cvitanic´ and Karatzas.
We build on our previous paper [11], where the duality theory was analyzed in full
generality, i.e., in the framework of ca`dla`g (right-continuous with left limits) processes
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S. Our present purpose is to show that the theory simplifies considerably if we restrict
ourselves to continuous processes S. More importantly, we obtain sharper results than in
the general ca`dla`g setting on the theme of the existence of a shadow price. This a price
process Ŝ such that frictionless trading for this price process leads to the same optimal
strategy as trading in the original market under transaction costs. It is folklore going back
to the work of Cvitanic´ and Karatzas [9] that, if the minimiser of a suitable dual problem
is induced by a local martingale, rather than a supermartingale, there exists a shadow
price process Ŝ in the sense of Definition 2.12 below. Let us quote Cvitanic´ and Karatzas
[9] on the hypothesis that the dual optimizer is induced by a local martingale:“This
assumption is a big one!” To the best of our knowledge, previously to the present paper
there have been no theorems providing sufficient conditions for this local martingale
property to hold true. Our first main result (Theorem 3.2 below) states that, assuming
that S is continuous and satisfies the condition of “no unbounded profit with bounded
risk” (NUPBR), we may conclude — assuming only natural regularity conditions — that
the local martingale property holds true, and therefore there is a shadow price process Ŝ
in the sense of Definition 2.12 below. For this theorem to hold true, the assumption of
(NUPBR) is crucial. It is not possible to replace it by the assumption of the existence
of a consistent price system for each level 0 < µ < 1 of transaction costs (abbreviated
(CPSµ)), which at first glance might seem to be the natural hypothesis in the context
of transaction costs. The example constructed in Proposition 4.1, which constitutes the
second main result of this paper, yields a continuous process S, satisfying (CPSµ) for
each 0 < µ < 1, and such that there is no shadow price Ŝ in the sense of Definition 2.12
below. In fact, S satisfies the stickiness condition introduced by Guasoni [19].
The paper is organized as follows. In Section 2, we fix notations and formulate the
problem. This section mainly consists of applying the general results obtained in [11] to
the general case of ca`dla`g processes to the present case of continuous processes. Section 3
contains the main result, Theorem 3.2, which gives sufficient conditions for the existence of
a shadow price process. In Section 4, we construct the above mentioned counterexample.
The technicalities of this example are postponed to the Appendix.
2 Formulation of the Problem
We fix a time horizon T > 0 and a continuous, (0,∞)-valued stock price process S =
(St)0≤t≤T , based on and adapted to a filtered probability space (Ω,F , (Ft)0≤t≤T ,P), satis-
fying the usual conditions of right continuity and saturatedness. We also fix proportional
transaction costs 0 < λ < 1. The process ((1 − λ)St, St)0≤t≤T models the bid and ask
price of the stock respectively, which means that the agent has to pay a higher ask price
St to buy stock shares but only receives a lower bid price (1− λ)St when selling them.
As in [11] we define trading strategies as R2-valued, optional, finite variation processes
ϕ = (ϕ0t , ϕ
1
t )0≤t≤T , modeling the holdings in units of bond and stock respectively, such
that the following self-financing condition is satisfied:∫ t
s
dϕ0u ≤ −
∫ t
s
Sudϕ
1,↑
u +
∫ t
s
(1− λ)Sudϕ1,↓u , (2.1)
for all 0 ≤ s < t ≤ T . The integrals are defined as pathwise Riemann-Stieltjes integrals,
and ϕ1,↑, ϕ1,↓ denote the components of the Jordan-Hahn decomposition of ϕ1. We
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recall that a process ϕ = (ϕt)0≤t≤T of finite variation can be decomposed into two non-
decreasing processes ϕ↑ and ϕ↓ such that ϕt = ϕ0− + ϕ
↑
t − ϕ↓t .
There is a pleasant simplification as compared to the general setting of [11]. While
in the case of a ca`dla`g process S it does make a difference whether the jumps of ϕ
are on the left or on the right side, this subtlety does not play any role for continuous
processes S. Indeed, if ϕ satisfies (2.1), then its left-continuous version ϕl as well as its
right-continuous version ϕr also satisfy (2.1). Therefore, we are free to impose any of
these properties. It turns out that the convenient choice is to impose that the process
ϕ is right-continuous, and therefore ca`dla`g, which is formalized in Definition 2.1 below.
Indeed, in this case ϕ is a semimartingale so that the Riemann-Stieltjes integrals in (2.1)
may also be interpreted as Itoˆ integrals and we are in the customary realm of stochastic
analysis. But occasionally it will also be convenient to consider the left-continuous version
ϕl, which has the advantage of being predictable. We shall indicate if we pass to the left-
continuous version ϕl. Again by the continuity of S, trading strategies can be assumed
to be optional.
Definition 2.1. Fix the level 0 < λ < 1 of transaction costs.
For an R2-valued process ϕ = (ϕ0t , ϕ
1
t )0≤t≤T , we define the liquidation value V
liq
t (ϕ)
at time 0 ≤ t ≤ T by
V
liq
t (ϕ) := ϕ
0
t + (ϕ
1
t )
+(1− λ)St − (ϕ1t )−St. (2.2)
The process ϕ is called admissible if
V
liq
t (ϕ) ≥ 0, (2.3)
for all 0 ≤ t ≤ T .
For x > 0, we denote by A(x) the set of admissible, R2-valued, optional, ca`dla`g, finite
variation processes ϕ = (ϕ0t , ϕ
1
t )0≤t≤T , starting with initial endowment (ϕ
0
0−, ϕ
1
0−) = (x, 0)
and satisfying the self-financing condition (2.1).
As we deal with the right-continuous processes ϕ, we have the usual notational prob-
lem of a jump at time zero. This is done by distinguishing between the value ϕ0− = (x, 0)
above and ϕ0 = (ϕ
0
0, ϕ
1
0). In accordance with (2.1), we must have
ϕ00 − ϕ00− ≤ −S0(ϕ10 − ϕ10−)+ + (1− λ)S0(ϕ10 − ϕ10−)−
i.e.,
ϕ00 ≤ x− S0(ϕ10)+ + (1− λ)S0(ϕ10)−.
We can now define the (primal) utility maximization problem. Let U : R+ → R
be an increasing, strictly concave, and smooth function, satisfying the Inada conditions
U ′(0) =∞ and U ′(∞) = 0, as well as the condition of “reasonable asymptotic elasticity”
introduced in [27]
AE(U) := lim sup
x→∞
xU ′(x)
U(x)
< 1. (2.4)
Denote by C(x) the convex subset in L0+
C(x) :=
{
V
liq
T (ϕ) : ϕ ∈ A(x)
}
, (2.5)
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which equals the set C(x) as defined in [11].
For given initial endowment x > 0, the agent wants to maximize expected utility at
terminal time T , i.e.,
E[U(g)]→ max!, g ∈ C(x). (2.6)
In our search for a duality theory, we have to define the dual objects. The subsequent
definition formalizes the concept of consistent price processes. It was the insight of Jouini
and Kallal [22] that this is the natural notion which, in the case of transaction costs,
corresponds to the concept of equivalent martingale measures in the frictionless case.
Definition 2.2. Fix 0 < λ < 1 and the continuous process S = (St)0≤t≤T as above. A
λ-consistent price system is a two dimensional strictly positive process Z = (Z0t , Z
1
t )0≤t≤T
with Z00 = 1, that consists of a martingale Z
0 and a local martingale Z1 under P such
that
S˜t :=
Z1t
Z0t
∈ [(1− λ)St, St], a.s. (2.7)
for 0 ≤ t ≤ T .
We denote by Ze(S) the set of λ-consistent price systems. By Za(S) we denote the
set of processes Z as above, which are only required to be non-negative (where we consider
(2.7) to be satisfied if
Z1t
Z0t
= 0
0
).
We say that S satisfies the condition (CPSλ) of admitting a λ-consistent price system,
if Ze(S) is non-empty.
We say that S satisfies locally the condition (CPSλ), if there exists a strictly positive
process Z and a sequence (τn)
∞
n=1 of [0, T ] ∪ {∞}-valued stopping times, increasing to
infinity, such that each stopped process Zτn defines a consistent price system for the
stopped process Sτn.
Remark 2.3. The central question of this paper, namely the existence of a shadow price,
turns out to be of a local nature. Hence the condition of S satisfying (CPSλ) locally will
turn out to be the natural one (compare Definition 2.5 below). This is analogous to the
frictionless setting where (NUPBR), which is the local version of the condition of “no
free lunch with vanishing risk” (NFLV R), turns out to be the natural assumption for
utility maximization problems.
The definitions above have been chosen in such a way that the following result which
is analogous to [6, Theorem 3.5] holds true. For an explicit proof in the present setting
see [11, Lemma A.1].
Theorem 2.4. Fix x > 0, transaction costs 0 < λ < 1, and the continuous process
S = (St)0≤t≤T as above. Suppose that S satisfies (CPSµ) locally for all 0 < µ < λ.
Then the convex set C(x) in L0+(Ω,F ,P) is closed and bounded with respect to the
topology of convergence in measure.
More precisely, C(x) has the following convex compactness property (compare [35,
Proposition 2.4]): given a sequence (gn)∞n=1 in C(x), there is a sequence (g˜n)∞n=1 of forward
convex combinations g˜n ∈ conv(gn, gn+1, · · · ) such that (g˜n)∞n=1 converges a.s. to some
g ∈ C(x). 
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The main message is the closedness (resp. the convex compactness) property of the
set C(x) of attainable claims over which we are going to optimize. It goes without saying
that such a closedness property is of fundamental importance when we try to optimize
over C(x) as in (2.6). In the frictionless case, such a closedness property is traditionally
obtained under the assumption of “no free lunch with vanishing risk” (compare [14]). It
was notably observed by Karatzas and Kardaras [25] (in the frictionless setting) that –
as mentioned in Remark 2.3 – it is sufficient to impose this property only locally when
we deal with trading strategies which at all times have a non-negative value. Compare
also [8], [33], [18] and [34].
Similarly, in the present setting of Theorem 2.4 it turns out that it suffices to impose
a local assumption, namely the local assumption of (CPSµ), for all 0 < µ < λ, as has
been observed by [2].
We now translate Definition 2.2 into the language of local and supermartingale de-
flators as introduced in [25] and [26] in the frictionless setting, and in [2] and [11] in the
setting of transaction costs.
Definition 2.5. Fix 0 < λ < 1 and the continuous process S = (St)0≤t≤T as above.
The set Z loc,e (resp. Z loc,a) of λ-consistent local martingale deflators consists of the
strictly positive (resp. non-negative) processes Z = (Z0t , Z
1
t )0≤t≤T , normalized by Z
0
0 = 1,
such that there exists a localizing sequence (τn)
∞
n=1 of stopping times so that Z
τn is in Ze
(resp. Za) for the stopped process Sτn.
The set Zsup,e (resp. Zsup,a) of λ-consistent supermartingale deflators consists of the
strictly positive (resp. non-negative) processes Y = (Y 0t , Y
1
t )0≤t≤T , normalized by Y
0
0 = 1,
such that Y
1
Y 0
takes values in [(1 − λ)S, S] and such that, for every ϕ = (ϕ0t , ϕ1t )0≤t≤T ∈
A(1), the value process
Vt := ϕ
0
tY
0
t + ϕ
1
tY
1
t (2.8)
is a supermartingale under P.
Contrary to [11], where we were forced to consider optional strong supermartingales,
in the present setting of continuous S we may remain in the usual realm of (ca`dla`g)
supermartingales in the above definition - compare Proposition 3.3 and Proposition 3.4.
We use the letter Y to denote supermartingales rather then the letter Z, which will be
reserved to (local) martingales.
Obviously Z loc,e 6= ∅, for 0 < λ < 1, amounts to requiring that (CPSλ) holds true
locally.
Using the notation S˜t =
Y 1t
Y 0t
as in (2.7), we may rewrite the value process Vt as
Vt = Y
0
t
(
ϕ0t + ϕ
1
t S˜t
)
. (2.9)
Comparing (2.9) to the liquidation value V liqt in (2.2), we infer that Vt ≥ V liqt as
S˜ takes values in [(1 − λ)S, S]. The admissibility condition (2.3) therefore implies the
non-negativity of (Vt)0≤t≤T . Looking at formula (2.9) one may interpret S˜t as a valuation
of the stock position ϕ1t by some element in the bid-ask spread [(1 − λ)St, St], while Y 0t
plays the role of a deflator, well known from the frictionless theory.
The next result states the rather obvious fact that supermartingale deflators are a
generalization of local martingale deflators. It will be proved in the Appendix.
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Proposition 2.6. Fix 0 < λ < 1 and a continuous process S = (St)0≤t≤T . Then
Z loc,e ⊆ Zsup,e and Z loc,a ⊆ Zsup,a,
i.e., a λ-consistent local martingale deflator is a λ-consistent supermartingale deflator.
We now are in a position to define the set D = D(1) of dual variables which will turn
out to be polar to the set C = C(1) of primal variables defined in (2.5).
Definition 2.7. Fix 0 < λ < 1 and a continuous process S = (St)0≤t≤T as above. For
y > 0 we denote by B(y) the set of supermartingale deflators Y = (Y 0t , Y 1t )0≤t≤T , starting
at Y 00 = y. More formally, B(y) = yZsup,a consists of all non-negative supermartingales
Y = (Y 0t , Y
1
t )0≤t≤T such that Y
0
0 = y and
Y 1t
Y 0t
∈ [(1− λ)St, St]
for all 0 ≤ t ≤ T , and such that ϕ0Y 0+ϕ1Y 1 is a supermartingale for all (ϕ0, ϕ1) ∈ A(1).
We denote by B the set B(1).
We denote by D(y) the set of random variables h ∈ L0+(Ω,F ,P) such that there is a
supermartingale deflator (Y 0t , Y
1
t )0≤t≤T ∈ B(y), whose first coordinate has terminal value
Y 0T = h. We denote by D the set D(1).
The definition of supermartingale deflators is designed so that the following closedness
property holds true. A subset A in L0+ is called solid, if g ∈ A and 0 ≤ h ≤ g implies
that h ∈ A.
Proposition 2.8. Fix 0 < λ < 1 and the continuous process S = (St)0≤t≤T .
Then the set D is a convex, solid subset of L1+(Ω,F ,P), bounded in norm by one,
and closed with respect to convergence in measure. In fact, for a sequence (hn)∞n=1 in
D, there is a sequence of convex combinations h˜n ∈ conv(hn, hn+1, · · · ) such that (h˜n)∞n=1
converges a.s. to some h ∈ D. 
This proposition goes back to [27] and was explicitly stated and proved in the fric-
tionless case in [25]. In the present transaction cost setting, it was proved in [11, Lemma
A.1] in the framework of ca`dla`g processes.
Now we can state the polar relation between C and D. In fact, these sets satisfy
verbatim the conditions isolated in ([27, Proposition 3.1]). Here is the precise statement.
For an explicit proof in the present setting see [11, Lemma A.1].
Proposition 2.9. Fix the continuous process S = (St)0≤t≤T and 0 < λ < 1. Suppose
that S satisfies (CPSµ) locally for all 0 < µ < λ. We then have:
(i) The sets C and D are solid, convex subsets of L0+ = L0+(Ω,F ,P) which are closed
with respect to convergence in measure.
Denoting by Dloc the set of terminal values Z0T , where Z ranges in Z loc,e, the set D
equals the closed, solid hull of Dloc.
(ii) For g ∈ L0+ we have that g ∈ C iff we have E[gh] ≤ 1, for all h ∈ D.
For h ∈ L0+ we have that h ∈ D iff we have E[gh] ≤ 1, for all g ∈ C.
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(iii) The set C is bounded in L0 and contains the constant function 1. 
We can now conclude from the above Proposition 2.9 that the theorems of the duality
theory of portfolio optimization, as obtained in [27, Theorem 3.1 and 3.2], carry over
verbatim to the present setting as these theorems only need the validity of this proposition
as input. We recall the essence of these theorems.
Theorem 2.10 (Duality Theorem). In addition to the hypotheses of Proposition 2.9
suppose that there is a utility function U : (0,∞)→ R satisfying (2.4) above. Define the
primal and dual value function as
u(x) := sup
g∈C(x)
E[U(g)], (2.10)
v(y) := inf
h∈D(y)
E[V (h)], (2.11)
where
V (y) := sup
x>0
{U(x)− xy}, y > 0
is the conjugate function of U , and suppose that u(x) < ∞, for some x > 0. Then the
following statements hold true.
(i) The functions u(x) and v(y) are finitely valued, for all x, y > 0, and mutually
conjugate
v(y) = sup
x>0
[u(x)− xy], u(x) = inf
y>0
[v(y) + xy].
The functions u and v are continuously differentiable and strictly concave (resp. con-
vex) and satisfy
u′(0) = −v′(0) =∞, u′(∞) = v′(∞) = 0.
(ii) For all x, y > 0, the solutions ĝ(x) ∈ C(x) in (2.10) and ĥ(y) ∈ D(y) in (2.11) exist,
are unique and take their values a.s. in (0,∞). There are (ϕ̂0(x), ϕ̂1(x)) ∈ A(x)
and
(
Ŷ 0(y), Ŷ 1(y)
) ∈ B(y) such that
V
liq
T
(
ϕ̂(x)
)
= ĝ(x) and Ŷ 0T (y) = ĥ(y).
(iii) If x > 0 and y > 0 are related by u′(x) = y, or equivalently x = −v′(y), then ĝ(x)
and ĥ(y) are related by the first order conditions
ĥ(y) = U ′
(
ĝ(x)
)
and ĝ(x) = −V ′(ĥ(y)), (2.12)
and we have that
E
[
ĝ(x)ĥ(y)
]
= xy. (2.13)
In particular, the process ϕ̂0t (x)Ŷ
0
t (y) + ϕ̂
1
t (x)Ŷ
1
t (y) is a uniformly integrable P-
martingale.
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After these preparations, which are variations of known results, we now turn to the
central topic of this paper.
The Duality Theorem 2.10 asserts the existence of a strictly positive dual optimizer
ĥ(y) ∈ D(y), which implies that there is an equivalent supermartingale deflator Ŷ (y) =(
Ŷ 0t (y), Ŷ
1
t (y)
)
0≤t≤T ∈ B(y) such that ĥ(y) = Ŷ 0T (y). We are interested in the question
whether the supermartingale Ŷ (y) can be chosen to be a local martingale. We say “can
be chosen” for the following reason: it follows from (ii) above that the first coordinate
Ŷ 0(y) of Ŷ (y) is uniquely determined; but we made no assertion on the uniqueness of the
second coordinate Ŷ 1(y).
The phenomenon that the dual optimizer may be induced by a supermartingale only,
rather than by a local martingale, is well-known in the frictionless theory ([27, Example
5.1 and 5.1’]). This phenomenon is related to the singularity of the utility function U at
the left boundary of its domain, where we have U ′(0) := limxց0U ′(x) =∞. If one passes
to utility functions U which take finite values on the entire real line, e.g., U(x) = −e−x,
the present “supermartingale phenomenon” does not occur any more (compare [31]).
In the present context of portfolio optimization under transaction costs, the question
of the local martingale property of the dual optimizer Ŷ (y) is of crucial relevance in view of
the subsequent Shadow Price Theorem. It states that, if the dual optimizer is induced by a
local martingale, there is a shadow price. This theorem essentially goes back to the work of
Cvitanic´ and Karatzas [9]. While these authors did not explicitly crystallize the notion of
a shadow price, subsequently Loewenstein [28] explicitly formulated the relation between
a financial market under transaction costs and a corresponding frictionless market. Later
this has been termed “shadow price process” (compare also [24, 3] as well as [23, 17, 16,
7, 21] for constructions in the Black–Scholes model).
We start by giving a precise meaning to this notion (see also [11, Definition 2.1.]).
Definition 2.11. In the above setting a semimartingale S˜ = (S˜t)0≤t≤T is called a shadow
price process for the optimization problem (2.6) if
(i) S˜ takes its values in the bid-ask spread [(1− λ)S, S].
(ii) The optimizer to the corresponding frictionless utility maximization problem
E[U(g˜)]→ max!, g˜ ∈ C˜(x), (2.14)
exists and coincides with the solution ĝ(x) ∈ C(x) for the optimization problem (2.6)
under transaction costs. In (2.14) the set C˜(x) consists of all non-negative random
variables, which are attainable by starting with initial endowment x and then trading
the stock price process S˜ in a frictionless admissible way, as defined in [27].
(iii) The optimal trading strategy Ĥ (in the sense of predictable, S˜-integrable process
for the frictionless market S˜, as in [27]) is equal to the left-continuous version of
the finite variation process ϕ̂1(x) of the unique optimizer (ϕ̂0t (x), ϕ̂
1
t (x))0≤t≤T of the
optimization problem (2.6).
The essence of the above definition is that the value function u˜(x) of the optimization
problem for the frictionless market S˜ is equal to the value function u(x) of the optimization
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problem for S under transaction costs, i.e.,
u˜(x) := sup
g˜∈C˜(x)
E
[
U
(
g˜
)]
= sup
g∈C(x)
E[U(g)] = u(x), (2.15)
although the set C˜(x) contains the set C(x) defined in (2.5).
The subsequent theorem was proved in the framework of general ca`dla`g processes in
[11, Proposition 3.7].
Theorem 2.12 (Shadow Price Theorem). Under the hypothesis of Theorem 2.10 fix
x > 0 and y > 0 such that u′(x) = y. Assume that the dual optimizer ĥ(y) equals Ŷ 0T (y),
where Ŷ (y) ∈ B(y) is a local P-martingale.
Then the strictly positive semimartingale Ŝ := Ŷ
1(y)
Ŷ 0(y)
is a shadow price process (in the
sense of Definition 2.11) for the optimization problem (2.6). 
Remark 2.13. Let Ŝ be a the shadow price process as above and define the optional
sets in Ω× [0, T ]
Abuy =
{
Ŝt = St
}
and Asell =
{
Ŝt = (1− λ)St
}
.
The optimizer ϕ̂ = (ϕ̂0, ϕ̂1) of the optimization problem (2.6) for S under transaction
costs λ satisfies {
dϕ̂1t (x) < 0
} ⊆ {Ŝt = (1− λ)St} ,{
dϕ̂1t (x) > 0
} ⊆ {Ŝt = St} ,
for all 0 ≤ t ≤ T , i.e., the measures associated to the increasing process ϕ̂1,↑ (respectively
ϕ̂1,↓) are supported by Abuy (respectively Asell). This crucial feature has been originally
shown by Cvitanic´ and Karatzas [9] in an Itoˆ process setting. In the present form, it is
a special case of [11, Theorem 3.5].
3 The Main Theorem
In the Shadow Price Theorem 2.12, we simply assumed that the the dual optimizer ŶT (y)
is induced by a local martingale Ẑ = (Ẑ0t , Ẑ
1
t )0≤t≤T . In this section, we present our main
theorem, which provides sufficient conditions for this local martingale property to hold
true.
For the convenience of the reader, we recall the definition of the condition (NUPBR)
of “no unbounded profit with bounded risk”, which is the key condition in the main
theorem.
Definition 3.1. A semimartingale S is said to satisfy the condition (NUPBR) of “no
unbounded profit with bounded risk”, if the set
{(H • S)T : H is 1-admissible strategy}
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is bounded in L0, where
(H • S)t =
∫ t
0
HudSu, 0 ≤ t ≤ T,
denotes the stochastic integral with respect to S.
Theorem 3.2. Fix the level 0 < λ < 1 of transaction costs and assume that the as-
sumptions of Theorem 2.10 plus the assumption of (NUPBR) are satisfied. To resume:
S = (St)0≤t≤T is a continuous, strictly positive semimartingale satisfying the condition
(NUPBR), and U : (0,∞) → R is a utility function satisfying the condition (2.4) of
reasonable asymptotic elasticity. We also suppose that the value function u(x) in (2.10)
is finite, for some x > 0.
Then, for each y > 0, the dual optimizer ĥ(y) in Theorem 2.10 is induced by a local
martingale Ẑ = (Ẑ0t , Ẑ
1
t )0≤t≤T . Hence, by Theorem 2.12, the process Ŝ :=
Ẑ1
Ẑ0
is a shadow
price.
Before proving the theorem, let us comment on its assumptions. The continuity
assumption on S cannot be dropped. A two-period counterexample was given in [3], and
a more refined version in [10]. These constructions are ramifications of Example 6.1’ in
[27].
The assumption of S satisfying (NUPBR), which is the local version of the customary
assumption (NFLV R), is quite natural in the present context. Nevertheless one might be
tempted (as the present authors originally have been) to conjecture that this assumption
could be replaced by a weaker assumption as used in Proposition 2.9, i.e., that for every
0 < µ < λ there exists a µ-consistent price system, at least locally. This would make the
above theorem applicable also to price processes which fail to be semimartingales, e.g.,
processes based on fractional Brownian motion. Unfortunately, this idea was wishful
thinking and such hopes turned out to be futile. In Proposition 4.1 below, we give a
counterexample showing the limitations of Theorem 3.2.
Turning to the proof of Theorem 3.2, we split its message into the two subsequent
propositions which clarify where the assumption of (NUPBR) is crucially needed. We
now drop x and y from ϕ̂(x) and Ŷ (y), respectively, for the sake of simplicity.
Proposition 3.3. Fix 0 < λ < 1. Under the assumptions of Theorem 2.10 (where we
do not impose the assumption (NUPBR)), suppose that the liquidation value process
associated to the optimizer ϕ̂ =
(
ϕ̂0t , ϕ̂
1
t
)
0≤t≤T
V̂
liq
t := ϕ̂
0
t + (1− λ)(ϕ̂1t )+St − (ϕ̂1t )−St (3.1)
is strictly positive, almost surely for each 0 ≤ t ≤ T .
Then the assertion of Theorem 3.2 holds true, i.e., the dual optimizer ĥ(y) is induced
by a local martingale Ẑ = (Ẑ0t , Ẑ
1
t )0≤t≤T .
Proposition 3.4. Under the assumptions of Theorem 3.2, i.e., S is a continuous semi-
martingale satisfying the condition (NUPBR), the liquidation value process V̂ liqt in (3.1)
is strictly positive, i.e., inf0≤t≤T V̂
liq
t > 0 almost surely.
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Obviously Proposition 3.3 and 3.4 imply Theorem 3.2. We start with the proof of the
second proposition.
Proof of Proposition 3.4. As shown by Choulli and Stricker [8, The´ore`me 2.9] (compare
also [25, 26, 33, 34]), the condition (NUPBR) implies the existence of a strict martingale
density for the continuous semimartingale S, i.e., a (0,∞)-valued local martingale Z such
that ZS is a local martingale. Note that
(
V̂
liq
t
)
0≤t≤T is a semimartingale as we assumed
ϕ to be optional and ca`dla`g, which makes the application of Itoˆ’s lemma legitimate. Ap-
plying Itoˆ’s lemma to the semimartingale ZV̂ liq and recalling that ϕ has finite variation,
we get from (3.1)
d(ZtV̂
liq
t ) =Zt
[
dϕ̂0t + (1− λ)Std(ϕ̂1t )+ − Std(ϕ̂1t )−
]
+ ϕ̂0t−dZt +
[
(1− λ)(ϕ̂1t−)+ − (ϕ̂1t−)−
]
d(ZtSt).
By (2.1), the increment in the first bracket is non-positive. The two terms dZt and
d(ZtSt) are the increments of a local martingale. Therefore the process ZV̂
liq is a local
supermartingale under P. As ZV̂ liq ≥ 0, it is, in fact, a supermartingale.
Since ZT is strictly positive and the terminal value V̂
liq
T is strictly positive a.s. by
Theorem 2.10, we have that the trajectories of ZV̂ liq are a.s. strictly positive, by the
supermartingale property of ZV̂ liq. This implies that the process V̂ liq is a.s. strictly
positive (compare [32, Theorem 1.7]).
Proof of Proposition 3.3. Fix y > 0 and assume without loss of generality that y = 1.
We have to show that there is a local martingale deflator Ẑ = (Ẑ0t , Ẑ
1
t )0≤t≤T with Ẑ
0
0 = 1
and Ẑ0T = ĥ, where ĥ is the dual optimizer in Theorem 2.10 for y = 1.
By Proposition 2.9 (i), we know that there is a sequence (Zn)∞n=1 of local martingale
deflators such that
lim
n→∞
Z
0,n
T ≥ ĥ, a.s.
By the optimality of ĥ, we must have equality above. Using Lemma A.1 below, we may
assume, by passing to convex combinations, that the sequence (Zn)∞n=1 converges to a
supermartingale, denoted by Ẑ, in the sense of (A.2).
By passing to a localizing sequence of stopping times, we may assume that all processes
Zn are uniformly integrable martingales, that S is bounded from above and bounded away
from zero, and that the process ϕ̂ is bounded.
To show that the supermartingale Ẑ is a local martingale, consider its Doob-Meyer
decomposition
dẐ0t = dM̂
0
t − dÂ0t , (3.2)
dẐ1t = dM̂
1
t − dÂ1t , (3.3)
where the predictable processes Â0 and Â1 are non-decreasing. We have to show that
Â0 and Â1 vanish. By stopping once more, we may assume that these two processes are
bounded and that M̂0 and M̂1 are true martingales.
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We start by showing that Â0 and Â1 are aligned in the following way
(1− λ)StdÂ0t ≤ dÂ1t ≤ StdÂ0t , (3.4)
which is the differential notation for the integral inequality∫ T
0
(1− λ)St1DdÂ0t ≤
∫ T
0
1DdÂ
1
t ≤
∫ T
0
St1DdÂ
0
t , (3.5)
which we require to hold true for every optional subset D ⊆ Ω × [0, T ]. Turning to the
differential notation again, inequality (3.4) may be intuitively interpreted that
dÂ1t
dÂ0t
takes
values in the bid-ask spread [(1 − λ)St, St]. The proof of the claim (3.5) is formalized in
the subsequent Lemma 3.5 below.
The process V̂t = ϕ̂
0
t Ẑ
0
t + ϕ̂
1
t Ẑ
1
t is a uniformly integrable martingale by Theorem 2.10.
By Itoˆ’s lemma and using the fact that ϕ̂ is of finite variation, we have
dV̂t = ϕ̂
0
t−(dM̂
0
t − dÂ0t ) + ϕ̂1t−(dM̂1t − dÂ1t ) + Ẑ0t dϕ̂0t + Ẑ1t dϕ̂1t .
Hence we may write the process V̂t as the sum of three integrals
V̂t =
∫ t
0
(
Ẑ0udϕ̂
0
u + Ẑ
1
udϕ̂
1
u
)
+
∫ t
0
(
ϕ̂0u−dM̂
0
u + ϕ̂
1
u−dM̂
1
u
)
−
∫ t
0
(
ϕ̂0u−dÂ
0
u + ϕ̂
1
u−dÂ
1
u
)
.
The first integral defines a non-increasing process by the self-financing condition (2.1)
and the fact that Ẑ
1
u
Ẑ0u
takes values in [(1 − λ)Su, Su]. The second integral defines a local
martingale.
As regards the third term we claim that∫ t
0
(
ϕ̂0u−dÂ
0
u + ϕ̂
1
u−dÂ
1
u
)
(3.6)
defines a non-decreasing process. As V̂ is a martingale, this will imply that the process
(3.6) vanishes.
We deduce from (3.5) that∫ t
0
(
ϕ̂0u−dÂ
0
u + ϕ̂
1
u−dÂ
1
u
)
=
∫ t
0
(
ϕ̂0u−dÂ
0
u + ϕ̂
1
u−dÂ
1
u
)
1{ϕ̂1u−≤0} +
∫ t
0
(
ϕ̂0u−dÂ
0
u + ϕ̂
1
u−dÂ
1
u
)
1{ϕ̂1u−>0}
≥
∫ t
0
(
ϕ̂0u− − ϕ̂1u−Su
)
1{ϕ̂1u−≤0}dÂ
0
u +
∫ t
0
(
ϕ̂0u− + ϕ̂
1
u−(1− λ)Su
)
1{ϕ̂1u−>0}dÂ
0
u
=
∫ t
0
V̂
liq
u−dÂ
0
u.
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As we have assumed that the liquidation value process V̂ liq satisfies inf0≤t≤T V̂
liq
t > 0
a.s. and the process Â0 is non-decreasing, the vanishing of the process in (3.6) implies
that Â0 vanishes. By (3.4) the processes Â0 and Â1 vanish simultaneously.
Summing up, modulo the (still missing) proof of (3.5), we deduce from the fact that
V̂ is a martingale that Â0 and Â1 vanish. Therefore Ẑ0 and Ẑ1 are local martingales.
Lemma 3.5. In the setting of Proposition 3.3, let Â0, Â1 be the bounded, predictable
processes in (3.2) and (3.3), and let 0 ≤ σ ≤ T be a stopping time. For ε > 0, define
τε := inf
{
t ≥ σ : St
Sσ
= 1 + ε or 1− ε
}
. (3.7)
Then
(1− ε)(1− λ)SσE
[
Â0τε − Â0σ
∣∣∣Fσ] ≤ E[Â1τε − Â1σ∣∣∣Fσ] (3.8)
≤ (1 + ε)SσE
[
Â0τε − Â0σ
∣∣∣Fσ].
Before starting the proof, we remark that it is routine to deduce (3.5) from the lemma.
Proof. The processes Â0 and Â1 are ca`dla`g, being defined as the differences of two ca`dla`g
processes. Hence, we have
E
[
Â1τε − Â1σ
∣∣∣Fσ] = lim
δց0
E
[
Â1τε+δ − Â1τδ
∣∣∣Fσ].
Fix the sequence (Zn)∞n=1 of local martingales as above. It follows from (A.2) below
that we have for all but countably many δ > 0, that (Znτδ)
∞
n=1 converges to Ẑτδ in probabil-
ity. The bottom line is that it will suffice to prove (3.8) under the additional assumption
that (Znσ )
∞
n=1 and (Z
n
τε)
∞
n=1 converge to Ẑσ and Ẑτε in probability and – after passing once
more to a subsequence – almost surely.
To simplify notation, we drop the subscript ε from τε. We then have almost surely
that
lim
n→∞
(
Z0,nτ − Z0,nσ
)
=
(
Ẑ0τ − Ẑ0σ
)
=
(
M̂0τ − M̂0σ
)
−
(
Â0τ − Â0σ
)
, (3.9)
and
lim
n→∞
(
Z1,nτ − Z1,nσ
)
=
(
Ẑ1τ − Ẑ1σ
)
=
(
M̂1τ − M̂1σ
)
−
(
Â1τ − Â1σ
)
. (3.10)
We also have that
lim
C→∞
lim
n→∞
E
[(
Z0,nτ − Z0,nσ
)
1{Z0,nτ −Z0,nσ ≥C}
∣∣∣Fσ] = E [Â0τ − Â0σ∣∣∣Fσ] , (3.11)
holds true a.s., and similarly
lim
C→∞
lim
n→∞
E
[(
Z1,nτ − Z1,nσ
)
1{Z1,nτ −Z1,nσ ≥C}
∣∣∣Fσ] = E [Â1τ − Â1σ∣∣∣Fσ] . (3.12)
Indeed, we have for fixed C > 0
0 = E
[
Z0,nτ − Z0,nσ
∣∣Fσ]
= E
[(
Z0,nτ − Z0,nσ
)
1{Z0,nτ −Z0,nσ ≥C}
∣∣∣Fσ] + E [(Z0,nτ − Z0,nσ )1{Z0,nτ −Z0,nσ <C}∣∣∣Fσ] .
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Note that
lim
C→∞
lim
n→∞
E
[(
Z0,nτ − Z0,nσ
)
1{Z0,nτ −Z0,nσ <C}
∣∣∣Fσ] = E [Ẑ0τ − Ẑ0σ∣∣∣Fσ]
= −E
[
Â0τ − Â0σ
∣∣∣Fσ] ,
where the last equality follows from (3.9). We thus have shown (3.11), and (3.12) follows
analogously.
We even obtain from (3.11) and (3.12) that
lim
C→∞
lim
n→∞
E
[
Z0,nτ 1{Z0,nτ ≥C}
∣∣∣Fσ] = E [Â0τ − Â0σ∣∣∣Fσ] (3.13)
and
lim
C→∞
lim
n→∞
E
[
Z1,nτ 1{Z1,nτ ≥C}
∣∣∣Fσ] = E [Â1τ − Â1σ∣∣∣Fσ] (3.14)
Indeed, the sequence (Z0,nσ )
∞
n=1 converges a.s. to Ẑ
0
σ so that by Egoroff’s Theorem it
converges uniformly on sets of measure bigger than 1 − δ. As we condition on Fσ in
(3.11), we may suppose without loss of generality that (Z0,nσ )
∞
n=1 converges uniformly to
to Ẑ0σ. Therefore the terms involving Z
0,n
σ in (3.11) disappear in the limit C →∞.
Finally, observe that
Z1,nτ
Z
0,n
τ
∈ [(1− λ)Sτ , Sτ ] ⊆ [(1− ε)(1− λ)Sσ, (1 + ε)Sσ] .
Conditioning again on Fσ, this implies on the one hand
lim
C→∞
lim
n→∞
E
[
Z1,nτ 1{Z0,nτ ≥C}
∣∣∣Fσ] = E [Â1τ − Â1σ∣∣∣Fσ] ,
and on the other hand
E
[
Â1τ − Â1σ
∣∣Fσ]
E
[
Â0τ − Â0σ
∣∣Fσ] = limC→∞ limn→∞
E
[
Z1,nτ 1{Z0,nτ ≥C}
∣∣Fσ]
E
[
Z
0,n
τ 1{Z0,nτ ≥C}
∣∣Fσ]
∈ [(1− ε)(1− λ)Sσ, (1 + ε)Sσ] ,
which is assertion (3.8).
4 Two Counterexamples
In this section, we show that the assumption of (NUPBR) in Theorem 3.2 cannot be
replaced in general by the assumption of the local existence of µ-consistent price systems,
for all 0 < µ < 1.
Proposition 4.1. There is a continuous, strictly positive semimartingale S = (St)0≤t≤T
with the following properties.
(i) S satisfies the stickiness property introduced by Guasoni in [19]. Hence, for every
0 < µ < 1, there is a µ-consistent price system.
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(ii) For fixed 0 < λ < 1 and U(x) = log(x), the value function u(x) in (2.10) is finite
so that by Theorem 2.10 there is a dual optimizer Ŷ = (Ŷ 0t , Ŷ
1
t )0≤t≤T ∈ B.
(iii) The dual optimizer Ŷ fails to be a local martingale.
In fact, there is no shadow price in the sense of Definition 2.11, i.e., no semimartin-
gale (S˜t)0≤t≤T such that S˜ takes its values in the bid-ask spread [(1 − λ)S, S] and such
that equality (2.15) holds true.
Remark 4.2. The construction in the proof will yield a non-decreasing process S which
will imply in a rather spectacular way that S does not satisfy (NUPBR).
We start by outlining the proof in an informal way, postponing the technicalities to
the Appendix. First note that, for logarithmic utility U(x) = log(x) the normalized dual
optimizer Ŷ (y)
y
does not depend on y > 0; we therefore dropped the dual variable y > 0
in (ii) and (iii) above.
Let B = (Bt)t≥0 be a standard Brownian motion on some underlying probability space
(Ω,F ,P), starting at B0 = 0, and let F = (Ft)t≥0 be the P-augmented filtration generated
by B. For w ≥ 0, define the Brownian motion Ww with drift, starting at Ww0 = w, by
Wwt := w +Bt − t, t ≥ 0.
Define the stopping time
τw := inf{t > 0 | Wwt ≤ 0}
and observe that the law of τw is inverse Gaussian with mean w and variance w (see
e.g. [30, I.9]).
For fixed w > 0, the stock price process S = Sw is defined by
Swt := e
t∧τw , t ≥ 0. (4.1)
Let us comment on this peculiar definition of a stock price process S: the price can
only move upwards, as it equals the exponential function up to time τw; from this moment
on S remains constant (but never goes down).
It is notationally convenient to let t range in the time interval [0,∞]. To transform
the construction into our usual setting of bounded time intervals [0, T ], note that τw is
a.s. finite so that the deterministic time change u = arctan(t) defines a process S
w
u =
Swarctan(t) which can be continuously extended to all u ∈ [0, π2 ]. We prefer not to do this
notational change and to let T =∞ be the terminal horizon of the process S = (St)0≤t≤∞
and of our optimization problem.
Fix transaction costs λ ∈ (0, 1), the utility function U(x) = log(x), and initial endow-
ment x = 1. We consider the portfolio optimization problem (2.6), i.e.,
E[log(g)]→ max!, g ∈ Cw. (4.2)
The super-script w pertains to the initial value Ww0 of the process W
w and will be
dropped if there is no danger of confusion.
We shall verify below that S admits a µ-consistent price system, for all 0 < µ < 1,
and that the value (4.2) of the optimization problem is finite.
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Let us discuss at an intuitive level what the optimal strategy for the log-utility opti-
mizing agent should look like. Obviously, she will never want to go short on a stock S
which only can go up. Rather, she wants to invest substantially into this bonanza. For
an agent without transaction costs, there is no upper bound for such an investment as
there is no downside risk. Hence, S allows for an “unbounded profit with bounded risk”
and the utility optimization problem degenerates in this case, i.e., u(x) ≡ ∞.
More interesting is the situation when the agent is confronted with transaction costs
0 < λ < 1. Starting from initial endowment x = 1, i.e., (ϕ00−, ϕ
1
0−) = (1, 0), there is an
upper bound for her investment into the stock at time t = 0, namely 1
λ
shares.
This is the maximal amount of holdings in stock which yields a non-negative liqui-
dation value V liq0 (ϕ). Indeed, in this case (ϕ
0
0, ϕ
1
0) = (1 − 1λ , 1λ) implies that V liq0 (ϕ) =
1− 1
λ
+ (1− λ) 1
λ
= 0.
This gives rise to the following notation.
Definition 4.3. Let ϕ = (ϕ0t , ϕ
1
t )0≤t≤∞ be a self-financing trading strategy for S such
that ϕ0t + ϕ
1
tSt > 0. The leverage process is defined by
Lt(ϕ) =
ϕ1tSt
ϕ0t + ϕ
1
tSt
, t ≥ 0.
The process Lt(ϕ) may be interpreted as the ratio of the value of the position in stock
to the total value of the portfolio if we do not consider transaction costs. We obtain from
the above discussion that the process Lt(ϕ) is bounded by
1
λ
if ϕ is admissible, i.e., if
V
liq
t (ϕ) = ϕ
0
t + (1− λ)ϕ1tSt ≥ 0,
for t ≥ 0.
What is the optimal leverage which the log-utility maximizer chooses, say at time
t = 0? The answer depends on the initial value w of the process Ww. If w is very small,
it is intuitively rather obvious that the optimal strategy ϕ̂ only uses leverage L0(ϕ̂) = 0
at time t = 0, i.e., it is optimal to keep all the money in bond. Indeed, in this case τw
takes small values with high probability. If the economic agent decides to buy stock at
time t = 0, then — due to transaction costs — she will face a loss with high probability,
as she has to liquidate the stock before it has substantially risen in value. For sufficiently
small w, these losses will outweigh the gains which can be achieved when τw takes large
values. Hence, for w sufficiently small, say 0 < w ≤ w, we expect that the best strategy
is not to buy any stock at time t = 0.
Now we let the initial value w range above this lower threshold w. As w increases,
it again is rather intuitive from an economic point of view that the agent will dare to
take an increasingly higher leverage at time t = 0. Indeed, the stopping times τw are
increasing in w so the prospects for a substantial rise of the stock price become better as
w increases.
The crucial feature of the example is that we will show that there is a finite upper
threshold w > 0 such that, for w ≥ w, the optimal strategy ϕ̂ at time t = 0 takes maximal
leverage, i.e., L0(ϕ̂) =
1
λ
. In fact, the optimal strategy ϕ̂ will then satisfy Lt(ϕ̂) =
1
λ
and
therefore V liqt (ϕ̂) = 0 as long as W
w
t remains above the threshold w.
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Lemma 4.4. Using the above notation there is w > 0 such that, for w ≥ w, the optimizer
ϕ̂w of the optimization problem (4.2) satisfies
L0(ϕ̂
w) =
1
λ
.
More precisely, fix w = w + 1, and define σ := inf{t > 0 |Wwt ≤ w}. Then
Lt(ϕ̂
w) =
1
λ
, (4.3)
for 0 ≤ t ≤ σ.
For 0 ≤ t ≤ σ we may then explicitly calculate the primal optimizer
ϕ̂0t =
(
1− 1
λ
)
exp
(
1
λ
t
)
, ϕ̂1t =
1
λ
exp
((
1
λ
− 1)t), (4.4)
and the dual optimizer
Ŷ 0t = exp
(− 1
λ
t
)
, Ŷ 1t = exp
((
1− 1
λ
)
t
)
, (4.5)
so that
Ŝt :=
Ŷ 1t
Ŷ 0t
= St, (4.6)
for 0 ≤ t ≤ σ.
Admitting this lemma, whose proof is given in the Appendix, we can quickly show
Proposition 4.1. The crucial assertion is that there is no shadow price S˜.
Proof of Proposition 4.1. Using the above notation fix w = w + 1 and drop this super-
script to simplify notation.
(i) We claim that the process S has the stickiness property as defined by P. Guasoni
[19, Definition 2.2]: this property states that, for any ε > 0 and any stopping time σ with
P[σ <∞] > 0, we have, conditionally on {σ <∞}, that the set of paths (St)t≥σ, which do
not leave the price corridor [ 1
1+ε
Sσ, (1 + ε)Sσ], has strictly positive measure. Combining
[19, Corollary 2.1] and [20, Theorem 2], we have that, for the continuous process S, the
stickiness property of Y implies that S verifies (CPSµ) for all 0 < µ < 1.
To show the stickiness property simply observe that, for each δ > 0 and each stopping
time σ such that P[σ < τ ] > 0, we have
P[σ < τ, |τ − σ| < δ] > 0.
Indeed, given σ such that P[σ < τ ] > 0, i.e., W has not yet reached zero at time σ,
(Wt)t≥σ will hit zero with positive probability before more than δ units of time elapse.
(ii) For fixed 0 < λ < 1 and ϕ ∈ A(x), we observe that V liqτ (ϕ) ≤ x exp
(
τ
λ
)
. As τ has
expectation E[τ ] = w, we obtain that
u(x) ≤ E
[
log
(
x exp
(
τ
λ
))]
= log(x) +
1
λ
E[τ ] = log(x) +
w
λ
<∞.
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Hence by Theorem 2.10 there is a dual optimizer Ŷ ∈ B.
(iii) Lemma 4.4 provides very explicitly the form of the primal and dual optimizer ϕ̂
and Ŷ respectively, for 0 ≤ t ≤ σ. In particular, Ŷ is a supermartingale, which fails to
be a local martingale.
We now turn to the final assertion of Proposition 4.1. We know from [11, Theorem
3.6] that the process Ŝt :=
Ŷ 1t
Ŷ 0t
is a shadow price process in the generalized sense of [11,
Theorem 3.6]. By (4.6) we have Ŝt = St, for 0 ≤ t ≤ σ.
Let us recall this generalized sense of a shadow price as stated in [11, Theorem 3.6]:
for every competing finite variation, self-financing trading strategy ϕ ∈ A(x) such that
the liquidation value remains non-negative, i.e.,
V
liq
t (ϕ) = ϕ
0
t + (ϕ
1
t )
+(1− λ)St − (ϕ1t )−St ≥ 0, (4.7)
for all 0 ≤ t ≤ T , we have
E
[
U
(
x+
(
ϕ1 • Ŝ
)
T
)]
≤ E
[
U
(
V
liq
T (ϕ̂)
)]
= u(x). (4.8)
This generalized shadow price property does hold true for the above process Ŝ := Ŷ
1
Ŷ 0
by [11, Theorem 3.6]. In fact, as everything is very explicit in the present example, at
least for 0 ≤ t ≤ σ, this also can easily be verified directly.
But presently, we are considering the shadow price property in the more classical sense
of Definition 2.11, where we allow ϕ1 in (4.8) to range over all predictable Ŝ-integrable
processes which are admissible only in the sense
x+
(
ϕ1 • Ŝ
)
t
≥ 0, (4.9)
for all 0 ≤ t ≤ T . This condition is much weaker than (4.7).
Clearly Ŝ is the only candidate for a shadow price process in the sense of Definition
2.11. But as Ŝ only moves upwards, for 0 ≤ t ≤ σ, it can certainly not satisfy this
property. Indeed, the left-hand side of (2.15) must be infinity:
sup
g˜∈C˜(x)
E[U(g˜)] =∞. (4.10)
For example, it suffices to consider the integrands ϕ1 = C1K0,τK to obtain (ϕ
1
• Ŝ)T =
C(Sσ − S0) = C(eσ − 1). Sending C to infinity we obtain (4.10).
This shows that there cannot be a shadow price process S˜ as in Definition 2.11.
Remark 4.5. As pointed out by one of the referees the construction of Proposition 4.1
uses the Brownian filtration FB = (FBt )t≥0 while the natural (P-augmented) filtration
F
S = (FSt )t≥0 generated by the price process S = (St)t≥0 is much smaller. The referee
raised the question whether this discrepancy of the filtrations may be avoided. Fortu-
nately, the anwser is yes. Let us define
Gt :=
∫ t
0
Wwu du, t ≥ 0,
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where (Wwu )u≥0 is defined above. Note that the process G generates the Brownian filtra-
tion FB. Also note that the process G is increasing up to time τ . We may replace the
process St = e
t∧τ in the construction of Proposition 4.1 by the process
St := exp
(
(t +Gt) ∧ (τ +Gτ )
)
.
The reader may verify that S also has the properties claimed in Proposition 4.1 and has
the additional feature to generate the Brownian filtration up to time τ .
We finish this section by considering a variant of the example constructed in Propo-
sition 4.1. The main feature of this modified example is to show that, for a continuous
process S, it may happen that Ŝ := Ŷ
1
Ŷ 0
is a shadow price in the sense of Definition 2.11,
but fails to be continuous.
Consider the first jump time τα of a Poisson process (Nt)t≥0 with parameter α > 0.
It is exponentially distributed with parameter α > 0, so that E[τα] = α−1. The stock
price process S = Sα is defined by
Sαt := e
t∧τα .
Similarly, as in the previous example, the price moves upwards up to time τα, and then
remains constant. As information available to the investor we use the P-augmented
filtration FS
α
= (FSαt )t≥0 generated by the price process Sα = (Sαt )t≥0.
For fixed transaction costs λ ∈ (0, 1) such that λ < α−1, and initial endowment x > 0,
we consider the portfolio optimization problem (2.6) with logarithmic utility function, i.e.,
E [log (g)]→ max!, g ∈ C(x). (4.11)
Proposition 4.6. The process Sα has the following properties.
(i) The price process Sα satisfies the condition (CPSµ) for all µ ∈ (0, 1), but does not
satisfy the condition (NUPBR).
(ii) The value function u(x) is finite, for x > 0.
(iii) The dual optimizer Ŷ ∈ B is induced by a martingale Ẑ and therefore Theorem 2.12
implies that Ŝ = Ẑ
1
Ẑ0
is a shadow price in the sense of Definition 2.11.
(iv) The shadow price Ŝ fails to be continuous. In fact it has a jump at time t = τα.
Again, we start by arguing heuristically to derive candidates for primal and dual opti-
mizer. Then we shall verify, using the duality theorem, that they are actually optimizers
to the primal and dual problem respectively.
Since Sα can never move downwards, it is rather intuitive that the agent will never
go short on this (see Proposition A.5 for a formal argument), hence the leverage process
is always positive, i.e.,
Lt(ϕ) =
ϕ1tSt
ϕ0t + ϕ
1
tSt
≥ 0.
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By the memorylessness of the exponential distribution and the properties of U(x) =
log(x), the optimal leverage should remain constant on the stochastic time interval J0, ταK.
Under transaction costs λ > 0, the upper bound for the leverage Lt(ϕ) is
1
λ
as above.
Fix ℓ ∈ [0, 1
λ
]. Starting with initial endowment (ϕ00−, ϕ
1
0−) = (x, 0), we buy ℓx shares,
i.e., (ϕ00, ϕ
1
0) = ((1− ℓ)x, ℓx).
Similarly, as above, we derive from the requirement that Lt(ϕ) remains constant that
(ϕ0t , ϕ
1
t ) =
(
(1− ℓ)xeℓt, ℓxe(ℓ−1)t) ,
for 0 ≤ t ≤ τα, which yields that the liquidation value at time τα is
V
liq
τα (ϕ
0, ϕ1) = (1− ℓλ)xeℓτα.
Hence the expected utility is
f(ℓ) := E
[
log
(
Vτα(ϕ
0, ϕ1)
)]
= E
[
log
(
(1− ℓλ)xeℓτα)]
= log(x) + log(1− ℓλ) + ℓ
α
.
Maximizing over ℓ ∈ [0, 1
λ
], we get the optimal leverage
ℓˆ =
1− αλ
λ
∨ 0.
Therefore the educated guess for the optimal strategy is
(ϕ̂0t , ϕ̂
1
t ) =
(
(1− ℓˆ)xeℓˆt, ℓˆxe(ℓˆ−1)t
)
=
(
λ−1+αλ
λ
x exp
(
1−αλ
λ
t
)
, 1−αλ
λ
x exp
(
1−αλ−λ
λ
t
) )
,
for 0 ≤ t < τα. At τα the portfolio may be liquidated so that (ϕ̂0t , ϕ̂1t ) =
(
V
liq
τα (ϕ̂), 0
)
for
t ≥ τα. This yields as candidate for the value function u(x)
u¯(x) = log(x) + log(1− ℓˆλ) + ℓˆ
α
= log(x) + log(αλ) + 1−αλ
αλ
,
which satisfies u¯(x) ≤ u(x).
Let us continue our heuristic search for the dual optimizer Ẑ and the shadow price
Ŝ = Ẑ
1
Ẑ0
.
As for a Poisson process (Nt)t≥0 and u < 1, the process
exp
(
log(1− u)Nt + uαt
)
, t ≥ 0
is a martingale, we use the following ansatz to look for the dual optimizer, where u, v < 1
are still free variables.
Set
Z0τα∧t := exp
(
log(1− u)Nτα∧t + uα(τα ∧ t)
)
,
Z1τα∧t := exp
(
log(1− v)Nτα∧t + vα(τα ∧ t)
)
,
S˜t :=
Z1τα∧t
Z0
τα∧t
= exp
(
Nτα∧t log
(
1−v
1−u
) )
exp
(
(v − u)α(τα ∧ t)).
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By the definition of τα, we have
S˜t =
{
exp((v − u)αt), if 0 ≤ t < τα,
1−v
1−u exp
(
(v − u)ατα), if t ≥ τα.
In order to be a candidate for a shadow price, S˜ should satisfy
S˜t =
{
St, if 0 ≤ t < τα,
(1− λ)Sτα, if t ≥ τα,
therefore the parameters u and v should solve the following equations
v − u = 1
α
,
1− v
1− u = 1− λ.
Solving the equations above, we obtain u = 1− 1
αλ
and v = 1 + 1
α
− 1
αλ
so that
Ẑ0t :=
(
1
αλ
)Nτα∧t exp ((α− 1
λ
)
(τα ∧ t)) ,
Ẑ1t :=
(
1
αλ
− 1
α
)Nτα∧t exp ((1 + α− 1
λ
)
(τα ∧ t)) ,
Ŝt :=
Ẑ1t
Ẑ0t
= (1− λ)Nτα∧teτα∧t.
This finishes our heuristic considerations. We shall now apply duality theory to verify
the above guesses.
Proof of Proposition 4.6. Assertions (i) and (ii) follow by the same token as in Proposi-
tion 4.1 above.
As regards (iii) and (iv) note that (Ẑ0t , Ẑ
1
t )t≥0 is P-martingale. As (Ẑ
0
t , Ẑ
1
t )t≥0 is
strictly positive and satisfies
(1− λ)St ≤ Ẑ
1
t
Ẑ0t
≤ St,
for all t ≥ 0, it defines a λ-consistent price system.
For ŷ := u¯′(x) = 1
x
, we have
v(ŷ) ≤ E
[
− log (ŷẐ0τα)− 1] = −E [log( 1x 1αλe(α− 1λ)τα)]− 1
= log(x) + log(αλ) + αλ−1
αλ
− 1 = u¯(x)− xŷ
≤ u(x)− xŷ.
Combining this inequality with the trivial Fenchel inequality v(ŷ) ≥ u(x)− xŷ we obtain
u(x)−xŷ = u¯(x)−xŷ = v(ŷ), in particular u(x) = u¯(x). From Theorem 2.10, (ϕ̂0t , ϕ̂1t )t≥0
is indeed an optimal strategy of the problem defined in (4.11), and (Ẑ0t , Ẑ
1
t )t≥0 is a dual
optimizer, which is a P-martingale. According to Theorem 2.12, it follows that Ŝ is a
shadow price.
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A Proofs and technical results
Proof of Proposition 2.6. Let Z = (Z0t , Z
1
t )0≤t≤T be a λ-consistent local martingale de-
flator. By definition, there exists a localizing sequence (τn)
∞
n=1 of stopping times, so that
Zτn is in Ze(Sτn), i.e., Zτn = (Z0t∧τn , Z1t∧τn)0≤t≤T is a local martingale and
(1− λ)St∧τnZ0t∧τn ≤ Z1t∧τn ≤ St∧τnZ0t∧τn . (A.1)
Let (ϕ0t , ϕ
1
t )0≤t≤T be an admissible self-financing trading strategy under transaction
costs λ. Consider now the stopped value process
V τnt := ϕ
0
t∧τnZ
0
t∧τn + ϕ
1
t∧τnZ
1
t∧τn .
Using Itoˆ’s lemma, we obtain
dV τnt = ϕ
0
t∧τn−dZ
0
t∧τn + ϕ
1
t∧τn−dZ
1
t∧τn + Z
0
t∧τndϕ
0
t∧τn + Z
1
t∧τndϕ
1
t∧τn , a.s.
By (2.1) and (A.1) we obtain
Z0t∧τndϕ
0
t∧τn + Z
1
t∧τndϕ
1
t∧τn ≤ 0, a.s.
As (Z0t∧τn , Z
1
t∧τn)0≤t≤T is a local martingale, V
τn is a local supermartingale. As V τn is non-
negative, it is a supermartingale, therefore (Vt)0≤t≤T is a local supermartingale. Again
by non-negativity, (Vt)0≤t≤T is a supermartingale. Therefore the assertion follows.
In the proof of Lemma 3.5 we have used the following consequence of the Fatou-limit
construction of Fo¨llmer and Kramkov [15, Lemma 5.2]. (Compare also [12, Proposition
2.3] for a more refined result.)
Lemma A.1. Let (Zn)∞n=1 be a sequence of [0,∞)-valued (ca`dla`g) supermartingales
Zn = (Znt )0≤t≤T , all starting at Z
n
0 = 1. There exists a sequence of forward convex
combinations, still denoted by (Zn)∞n=1, a limiting (ca`dla`g) supermartingale Z as well as
a sequence (τn)
∞
n=1 of stopping times such that, for every stopping time 0 ≤ τ ≤ T with
P[τ = τn] = 0, for each n ∈ N, we have
Zτ = P− lim
n→∞
Znτ , (A.2)
the convergence holding true in probability.
Proof. In [12, Theorem 2.7], it is shown that there exists a (la`dla`g) optional strong
supermartingale Z = (Zt)0≤t≤T such that, after passing to forward convex combinations
of (Zn)∞n=1, we have
Zτ = P− lim
n→∞
Znτ , (A.3)
for all stopping times 0 ≤ τ ≤ T . We shall see that the ca`dla`g version of Z then is our
desired supermartingale Z. We note in passing that Z is the Fatou-limit of (Zn)∞n=1 as
constructed by Fo¨llmer and Kramkov in [15].
Indeed, we may find a sequence (τn)
∞
n=1 of stopping times exhausting all the jumps of
Z. Therefore for a stopping time τ avoiding all the τn, we have Zτ = Zτ so that in this
case (A.3) implies (A.2).
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A.1 Proof of Lemma 4.4
Consider the price process (Swt )t≥0 as in (4.1). Fix proportional transaction costs λ ∈
(0, 1) as well as real numbers ϕ00 and ϕ
1
0. We consider the problem
E
[
log
(
V
liq
τw (ϕ
0, ϕ1)
)]→ max!, (ϕ0, ϕ1) ∈ Aw(ϕ00, ϕ10), (A.4)
where Aw(ϕ00, ϕ10) denotes the set of all self-financing and admissible trading strategies
(ϕ0, ϕ1) under transaction costs λ starting with initial endowment (ϕ00, ϕ
1
0). If we do not
need the dependence on w explicitly, we drop the superscript w in the sequel to lighten
the notation and simply write W , τ , S and A(ϕ00, ϕ10).
Proposition A.2. Fix w ≥ 0. For all (ϕ00, ϕ10) with V liq0 (ϕ00, ϕ10) > 0, there exists an
optimal strategy ϕ̂ = (ϕ̂0t , ϕ̂
1
t )0≤t<∞ to problem (A.4) and we have that
u(ϕ00, ϕ
1
0) := sup
(ϕ0,ϕ1)∈A(ϕ0
0
,ϕ1
0
)
E
[
log
(
V liqτ (ϕ
0, ϕ1)
)]
= inf
y>0
{
inf
(Z0,Z1)∈Zλ
{
E
[− log(yZ0T )− 1]+ yE[Z00ϕ00 + Z10ϕ10]}} ,
where Zλ denotes the set of λ-consistent price systems.
Proof. Since U(x) = log(x) has reasonable asymptotic elasticity, S = (St)0≤t<∞ satisfies
the condition (CPSµ) for all µ ∈ (0, 1) by Proposition 4.1.(i), the assertions follow from
the general static duality results for utility maximization under transaction costs as soon
as we have shown that u(ϕ00, ϕ
1
0) <∞; compare [13] and Section 3.2 in [4].
For the latter, we observe that
V liqτ (ϕ
0, ϕ1) ≤ (ϕ00 + ϕ10) exp( 1λτ)
and τ has an inverse Gaussian distribution with mean E[τ ] = w, which implies
u(ϕ00, ϕ
1
0) ≤ log(ϕ00 + ϕ10) + 1λE[τ ] = log(ϕ00 + ϕ10) + 1λw <∞,
hence the proof is completed.
In order to show Lemma 4.4 we define the value function v(l, w) on [0, 1
λ
]× [0,∞) by
v(l, w) := sup
(ϕ0,ϕ1)∈Aw(1−l,l)
E
[
log
(
V
liq
τw (ϕ
0, ϕ1)
)]
,
where (ϕ0, ϕ1) ∈ Aw(1− l, l) ranges through all admissible trading strategies starting at
(ϕ00−, ϕ
1
0−) = (1 − l, l). We shall see that, for fixed w, the function v(l, w) is decreasing
in l: indeed, one may always move at time t = 0 to a higher degree of leverage; but not
vice versa, in view of the transaction costs λ.
Lemma A.3. For fixed 0 < λ < 1. The value function v : [0, 1
λ
]× [0,∞) → R ∪ {−∞}
has the following properties:
(1) v(l, w) is concave and non-increasing in l for all w ∈ [0,∞) and v(l, 0) = log(1−λl).
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(2) v(l, w) is non-decreasing in w for all l ∈ [0, 1
λ
].
(3) v is jointly continuous and v(l, w) = −∞ if and only if (l, w) = ( 1
λ
, 0).1
(4) v satisfies the dynamic programming principle, i.e.,
v(l, w) = sup
(ϕ0,ϕ1)∈Aw(1−l,l)
E
[
log
(
ϕ0τw∧σ + ϕ
1
τw∧σS
w
τw∧σ
)
+ v
(
Lτw∧σ(ϕ),Wwτw∧σ
)]
for all stopping times σ.
(5) There exists a non-decreasing, ca`dla`g function ℓ : [0,∞)→ [0, 1
λ
] given by
ℓ(w) := max
{
l ∈ [0, 1
λ
] ∣∣ v(l, w) = v(0, w)} (A.5)
such that
(i) v(l, w) = maxk∈[0, 1
λ
] v(k, w) for all l ∈ [0, ℓ(w)].
(ii) v(l, w) is strictly concave and strictly decreasing in l on
(
ℓ(w), 1
λ
]
.
Proof. (1) As
A
(
1− (µl1 + (1− µ)l2), (µl1 + (1− µ)l2)) ⊆ µA(1− l1, l1) + (1− µ)A(1− l2, l2)
for all l1, l2 ∈ [0, 1λ ] and µ ∈ [0, 1], the concavity of v(l, w) in l follows immediately from
that of log(x) and Vτ (ϕ
0, ϕ1), as log(x) is non-decreasing.
If l1 < l2, the investor with initial endowment (ϕ
0
0, ϕ
1
0) = (1− l1, l1) can immediately
buy (l2− l1) units of stock at time t = 0 for the price S0 = 1 to get (ϕ00, ϕ10) = (1− l2, l2).
This implies that A(1− l1, l1) ⊇ A(1− l2, l2) and therefore v(l1, w) ≥ v(l2, w).
The assertion that v(l, 0) = log(1− λl) follows immediately from S0 ≡ 1.
(2) As τw1 < τw2 for all 0 ≤ w1 < w2 and hence Sw1t ≤ Sw2t for all t ≥ 0, it is clear
that v(l, w1) ≤ v(l, w2).
(3) The continuity of the function v( · , w) : [0, 1
λ
] → R ∪ {−∞} for fixed w ≥ 0 on
(0, 1
λ
) follows immediately from the fact that any finitely valued concave function is on
the relative interior of its effective domain continuous. At l = 0, it follows from the fact
that v( · , w) is concave and non-increasing.
The argument for the continuity at l = 1
λ
is slightly more involved. To that end, let
λn ∈ (0, 1) such that λn ր λ and consider for any n ∈ N the optimisation problem
E
[
log
(
V
λn,w
τw (ϕ
0, ϕ1)
)]→ max!, (ϕ0, ϕ1) ∈ Aλn,w(1− l, l), (A.6)
where V λn,wτw (ϕ
0, ϕ1) := ϕ0τw + (ϕ
1
τw)
+(1 − λn)Swτw − (ϕ1τw)−Swτw denotes the terminal liq-
uidation value with transaction costs λn and Aλn,w(ϕ00, ϕ10) the set of all self-financing
and admissible trading strategies (ϕ0, ϕ1) under transaction costs λn starting with initial
endowment (ϕ00, ϕ
1
0). By Proposition A.2, the solution ϕ̂
n(l, w) =
(
ϕ̂0,n(l, w), ϕ̂1,n(l, w)
)
1With continuity at −∞ defined in the usual way.
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to (A.6) exists for all (l, w) ∈ [0, 1
λn
]× [0,∞) \ {( 1
λn
, 0)} and n ∈ N. So we can define the
functions vn : [0, 1
λn
]× [0,∞)→ R ∪ {−∞} for n ∈ N by
vn(l, w) := sup
(ϕ0,ϕ1)∈Aλn,w(1−l,l)
E
[
log
(
V
λn,w
τw (ϕ
0, ϕ1)
)]
,
that can by Proposition A.2 be represented as
vn(l, w) = inf
y>0
inf
(Z0,Z1)∈Zλn
{
E
[− log(yZ0T )− 1]+ y (1− l + lE[Z10 ])} . (A.7)
As Zλn ⊆ Zλn+1 and ⋃∞n=1Zλn is L1(R2)-dense in Zλ and closed under countable convex
combinations by martingale convergence, we have by (A.7) and Proposition 3.2 in [27]
that
vn(l, w)ց v(l, w) (A.8)
for all (l, w) ∈ [0, 1
λ
] × [0,∞). To see that (A.8) also holds for (l, w) = ( 1
λ
, 0), choose
(Z0,n, Z1,n) ≡ (1, 1− λn) ∈ Zλn . Then
vn
(
1
λ
, 0
) ≤ inf
y>0
{− log(y)− 1 + y (λ−λn
λ
)} ≤ − log ( λ
λ−λn
)→ −∞,
as n goes to infinity. Hence we have for each w ∈ [0,∞) a sequence of continuous,
non-increasing functions vn( · , w) : [0, 1
λ
] → R that converges pointwise to the function
v( · , w) : [0, 1
λ
]→ R∪{−∞} from above and this already implies that v( · , w) is continuous
at 1
λ
.
Indeed, let lm ∈ (0, 1λ) such that lm ր 1λ and choose, for ε > 0 and w > 0, some
n ∈ N such that 0 ≤ vn( 1
λ
, w)−v( 1
λ
, w) ≤ ε and then m(ε) ∈ N such that 0 ≤ vn(lm, w)−
vn( 1
λ
, w) ≤ ε for all m ≥ m(ε). Since vn(lm, w) ≥ v(lm, w), we have that
0 ≤ v(lm, w)− v
(
1
λ
, w
) ≤ vn(lm, w)− vn ( 1λ , w)+ vn ( 1λ , w)− v ( 1λ , w) ≤ 2ε
for all m ≥ m(ε), which proves the continuity at l = 1
λ
for w > 0. For w = 0 and N ∈ N,
choose n ∈ N such that vn( 1
λ
, 0) ≤ −N and then m(N) ∈ N such that 0 ≤ vn(lm, w) −
vn( 1
λ
, w) ≤ 1 for all m ≥ m(N). Using the same arguments as above, we then obatin
that v(lm, w) ≤ −N + 1 for all m ≥ m(N), which implies that limm→∞ v(lm, 0) = −∞
and therefore the continuity of v( · , 0) at l = 1
λ
.
For the proof of the continuity of v(l, w) in w, we observe that v(l, w) is continuous
in l for each fixed w ∈ [0,∞) and non-decreasing and hence Borel-measurable in w for
each fixed l ∈ [0, 1
λ
]. Therefore v(l, w) is a Carathe´odory function (see Definition 4.50 in
[1]) and hence jointly Borel-measurable by Lemma 4.51 in [1]. Combining the first part
of the proof of Theorem 3.5 in [5] with Remark 5.2 in [5] this implies that
v(l, w) ≤ sup
(ϕ0,ϕ1)∈Aw(1−l,l)
E
[
log
(
ϕ0τw∧σ + ϕ
1
τw∧σS
w
τw∧σ
)
+ v
(
ϕ1
τw∧σ
Sw
τw∧σ
ϕ0τw∧σ+ϕ
1
τw∧σS
w
τw∧σ
,Wwτw∧σ
)]
(A.9)
for all stopping times σ, where we use the joint measurability of v(l, w) to replace the
upper-semicontinuous envelope of the value function V ∗ by the value function V itself
(both in the notation of [5]).
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For 0 ≤ w1 < w2, we then have by (A.9) that
0 ≤ v(l, w2)− v(l, w1)
≤ sup
(ϕ0,ϕ1)∈Aw2 (1−l,l)
E
[
log
(
ϕ0σ + ϕ
1
σe
σ
)
+ v
(
Lσ(ϕ), w1
)]− v(l, w1)
≤ E[σ
λ
+ v
(
leσ
1+l(eσ−1) , w1
)]− v(l, w1)
with σ := inf{t > 0 | Ww2t = w1}, where we used that L
(
ϕ̂(l, w2)
) ≤ 1
λ
and v(l, w) is non-
increasing in l. As σ has an inverse Gaussian distribution with mean E[σ] = (w2 − w1)
and variance Var[σ] = (w2 − w1)2, we can make v(l, w2) − v(l, w1) arbitrary small by
choosing w2 sufficiently close to w1 using the continuity of v( · , w1), which proves the
continuity of v(l, w) in w from above.
To prove the continuity of v(l, w) in w from below, consider the stopping time ρ :=
inf{t > 0 | Ww1t = w2}. Then
0 ≤ v(l, w2)− v(l, w1)
≤ v(l, w2)− E
[{
log
(
1 + l(eρ − 1))+ v ( leρ
1+l(eρ−1) , w2
)}
1{ρ≤ε} (A.10)
+
{
log( 1
λ
− 1) + log(τ ∧ 1)}1{ρ>ε}]
for all ε > 0 again by (A.9), as
log
(
V liqτ (ϕ
0, ϕ1)
) ≥ log( 1
λ
− 1) + log(τ ∧ 1)
for (ϕ0, ϕ1) ≡ (1− 1
λ
, 1
λ
). Now, since
P[ρ > ε] ≤ P
[
sup
0≤u≤ε
Bu < w2 − w1 + ε
]
= P
[
|Z| < w2−w1+ε√
ε
]
by the reflection principle for some normally distributed random variable Z ∼ N(0, 1), we
can make the RHS of (A.10) arbitrarily small by choosing ε = w2−w1 and w1 sufficiently
close to w2 using the continuity of v( · , w2).
Having the continuity of v(l, w) in l and w separately, the joint continuity follows
from the fact that v(l, w) is non-increasing in l for fixed w and non-decreasing in w for
fixed l. Indeed, fix (l, w) ∈ (0, 1
λ
)× [0,∞) and ε > 0 and let 0 ≤ l1 < l < l2 ≤ 1λ be such
that |v(l′, w)− v(l, w)| < ε for all l′ ∈ [l1, l2]. Now choose w1 ≤ w and w2 > w such that
0 ≤ v(l2, w)− v(l2, w1) < ε and 0 ≤ v(l1, w2)− v(l1, w) < ε. Then
v(l′, w′)− v(l, w) ≤ v(l1, w2)− v(l, w) < 2ε
and
v(l, w)− v(l′, w′) ≤ v(l, w)− v(l2, w1) < 2ε
for all (l′, w′) ∈ [l1, l2] × [w1, w2], which gives the joint continuity. If l = 0, the joint
continuity follows by simply choosing l1 = 0 in the above and, if l =
1
λ
and w > 0,
by setting l2 =
1
λ
. To prove the joint continuity for (l, w) = ( 1
λ
, 0), observe that there
exists for any N ∈ N some w1 > 0 such that v( 1λ , w1) ≤ −N and l1 < 1λ such that
v(l1, w1) − v( 1λ , w1) ≤ 1. Then v(l′, w′) ≤ −N + 1 for all (l′, w′) ∈ [l1, 1λ ] × [0, w1] and
hence v(l, w) is also jointly continuous at (l, w) = ( 1
λ
, 0).
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(4) As the value function v(l, w) is jointly continuous, it coincides with its lower-semi-
continuous and upper-semicontinuous envelope. Therefore the dynamic programming
principle follows from the weak dynamic programming principle in Theorem 3.5 in [5]
using Remark 5.2 in [5] and observing that the set of controls does not depend on the
current time.
(5) Because v(l, w) is continuous and non-increasing in l, the set {k ∈ [0, 1
λ
] | v(k, w) =
v(0, w)} is a compact interval and so we can define ℓ(w) for all w ≥ 0 via (A.5).
By the joint continuity of v(l, w), we obtain that the function ℓ : [0,∞) → [0, 1
λ
] is
upper semicontinuous and hence ca`dla`g, as it is also non-decreasing.
Indeed, suppose by way of contradiction that there exists a sequence (wn) in [0,
1
λ
]
such that wn → w and limn→∞ ℓ(wn) =: k > ℓ(w) along a subsequence again indexed by
n. Then limn→∞ v
(
ℓ(wn), wn
)
= v(k, w) < v
(
ℓ(w), w
)
by the joint continuity of v and
the definition of ℓ(w). But this yields a contradiction, as we also have
lim
n→∞
v
(
ℓ(wn), wn
)
= lim
n→∞
v(0, wn) = v(0, w) = v
(
ℓ(w), w
)
again using the definition of ℓ(w) and the joint continuity of v.
To see that ℓ(w) is also non-decreasing, denote the optimal strategy to problem (A.4)
for (ϕ00, ϕ
1
0) = (1 − l, l) and W0 = w by ϕ̂(l, w) =
(
ϕ̂0(l, w), ϕ̂1(l, w)
)
and consider
0 ≤ w1 < w2. Then ϕ̂
(
ℓ(w2), w2
)
satisfies Lt
(
ϕ̂
(
ℓ(w2), w2
)) ≥ ℓ(w1) for all t ≤ σ :=
inf{t > 0 | Ww2t = w1}, as we could otherwise construct a better strategy for the investor
trading at Sw2 and starting with (ϕ00, ϕ
1
0) =
(
1− ℓ(w2), ℓ(w2)
)
. For this, we observe that
dLt(ϕ) = Lt(ϕ)
(
1− Lt(ϕ)
)
1J0,τKdt+
Lt(ϕ)
ϕ1t
dϕ
1,↑
t −
Lt(ϕ)
(
1− λLt(ϕ)
)
ϕ1t
dϕ
1,↓
t ,
which implies that we can always trade in such a way to keep the leverage Lt(ϕ) ≡ ℓ(w1).
For ℓ(w1) > 1, we buy stocks at the rate dϕ
1,↑
t = −ϕ1t
(
1−Lt(ϕ)
)
1J0,τKdt and for ℓ(w1) < 1
we sell at −dϕ1,↓t = −ϕ1t (1−Lt(ϕ))(1−λLt(ϕ))1J0,τKdt. This gives d log(ϕ0t + ϕ1tSt) = ℓ(w1)1J0,τKdt and
d log(ϕ0t + ϕ
1
tSt) = ℓ(w1)
1−λ
1−λℓ(w1)1J0,τKdt, respectively. As
1−λ
1−λℓ(w1) > 1 for ℓ(w1) < 1, we
obtain by part (4) that the strategy ϕ = (ϕ0, ϕ1) ∈ Aw2(1 − ℓ(w2), ℓ(w2)) that keeps
Lt(ϕ) = Lt
(
ϕ̂
(
ℓ(w2), w2
)) ∨ ℓ(w1) for all t ≤ σ and then continues with ϕ̂(ℓ(w1), w1), if
Lt
(
ϕ̂
(
ℓ(w2), w2
)) ≤ ℓ(w1), or ϕ̂(ℓ(w2), w2), if Lt(ϕ̂(ℓ(w2), w2)) > ℓ(w1), yields a higher
expected utility, i.e.,
E
[
log
(
V
liq
τw2 (ϕ
0, ϕ1)
)]
> E
[
log
(
V
liq
τw2
(
ϕ̂0
(
ℓ(w2), w2
)
, ϕ̂1
(
ℓ(w2), w2
)))]
.
As v(l, w) = v
(
ℓ(w), w
)
for l ∈ [0, ℓ(w)] and v(l, w) < v(ℓ(w), w) for l ∈ (ℓ(w), 1
λ
]
, it
follows from the concavity of v(l, w) in l that v(l, w) is strictly decreasing in l on
(
ℓ(w), 1
λ
]
.
This implies that
g(l1, w) := V
liq
τ
(
ϕ̂0(l1, w), ϕ̂
1(l1, w)
) 6= V liqτ (ϕ̂0(l2, w), ϕ̂1(l2, w)) =: g(l2, w)
for ℓ(w) < l1 < l2 ≤ 1λ and hence the strict concavity of v(l, w) in l on
(
ℓ(w), 1
λ
]
, as
µv(l1, w) + (1− µ)v(l2, w) = µE
[
log
(
g(l1, w)
)]
+ (1− µ)E[ log (g(l2, w))]
< E
[
log
(
µg(l1, w) + (1− µ)g(l2, w)
)]
≤ v(µl1 + (1− µ)l2, w)
for all µ ∈ (0, 1) by Jensen’s inequality.
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Lemma A.4. Let ℓ : [0,∞)→ [0, 1
λ
] be an increasing function (no left- or right-continuity
is assumed). Recall that the optimizer ϕ̂ = (ϕ̂0t , ϕ̂
1
t )t≥0 is right-continuous and that we
have to distinguish between ϕ̂0− and ϕ̂0.
If
P
[
inf
0≤t<τ
(
Lt(ϕ̂)− ℓ(Wt)
)
< 0
]
> 0, (A.11)
then there are stopping times 0 ≤ σ1 ≤ σ2 and α > 0, such that P[σ1 < σ2 ≤ τ ] > 0 and
Lt(ϕ̂) < ℓ(Wt)− α on Kσ1, σ2K.
Proof. Assuming (A.11), there is ε > 0 such that σ := inf{t > 0 | Lt(ϕ̂) < ℓ(Wt) − ε}
satisfies P[σ < τ ] > 0. To see that σ is a stopping time, we observe that it is the first
hitting time of the progressively measurable set
{
(ω, t)
∣∣ Lt(ϕ̂)(ω) < ℓ(Wt(ω)) − ε}.
By the ca`dla`g property of ϕ̂ we have Lσ(ϕ̂) ≤ limwցWσ ℓ(w) − ε on {σ < τ}. Now we
distinguish two cases.
Case 1: Let A := {ω | ℓ has a continuity point at Wσ} and
P[A, σ < τ ] > 0. (A.12)
Define σ1 := σ1A +∞1Ac and the Borel-measurable function δ(w) by
δ(w) :=
sup
{|w′ − w| ∣∣ ℓ(w′) ≥ ℓ(w)− ε
3
}
2
so that δ(Wσ) > 0 on A ∩ {σ < τ} and ℓ(w′) > ℓ(w) − ε3 for every w′ ≥ w − δ(w). As
regards the process Lt(ϕ̂) let
̺ := inf
{
t > σ
∣∣ Lt(ϕ̂) > Lσ(ϕ̂) + ε3}.
We cannot deduce that L̺(ϕ̂) ≤ Lσ(ϕ̂) + ε3 , as Lt(ϕ̂) may have an upwards jump at time
̺. To remedy this difficulty, we may use the fact that the stopping time ̺ is predictable, as
every stopping time in a Brownian filtration is predictable (see e.g. [29, Example 4.12]).
We therefore may find an increasing sequence (̺n)
∞
n=1 of announcing stopping times, i.e.,
̺n < ̺ and limn→∞ ̺n = ̺, almost surely. As ̺ > σ1 on A we may find n such that
P[{̺n > σ1} ∩ A] > 0. For this n, we may define
σ2 := inf{t > σ1 | Wt ≤Wσ − δ(Wσ)} ∧ ̺n ∧ τ
on A ∩ {̺n > σ1} and +∞ elsewhere. Then σ1 < σ2 on A and σ1, σ2 and α = ε3 satisfy
the assertion of the lemma.
Case 2: If (A.12) fails, there must be one point w˜ ∈ (0,∞) with limwրw˜ ℓ(w) <
limwցw˜ ℓ(w) such that P[Wσ = w˜] > 0. For each real number w > w˜, we define the
stopping time σw by
σw := inf{t > σ | Wt = w}.
We may find w > w˜ which is a continuity point of ℓ and sufficiently close to w˜ such that
P[σw < τ ] > 0. We may then proceed as in Case 1 by letting σ1 := σ
w, which completes
the proof.
Proposition A.5. The optimal strategy ϕ̂ = (ϕ̂0t , ϕ̂
1
t )t≥0 is determined by the non-
decreasing function ℓ : [0,∞)→ [0, 1
λ
] in (A.5) in the following way:
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(i) (ϕ̂1t )0≤t<τ is non-decreasing while (ϕ̂
0
t )0≤t<τ is non-increasing and satisfies
dϕ̂0t = −Stdϕ̂1t = −etdϕ̂1t , 0 ≤ t < τ.
(ii) (ϕ̂1t )0≤t<τ is the smallest non-decreasing process such that
Lt(ϕ̂) =
ϕ̂1t e
t
1 +
∫ t
0
ϕ̂1ue
udu
≥ ℓ(Wt), 0 ≤ t < τ. (A.13)
Proof. (i) This follows immediately from the following fact: As S is strictly increasing
on J0, τK, any strategy selling stock shares before time τ sells them at a lower price and
hence has a smaller liquidation value at time τ as the strategy not selling stock shares
before time τ .
Here is the formal argument. Let (ϕ0, ϕ1) ∈ A(ϕ00, ϕ10) and ϕ1 = ϕ10 + ϕ1,↑ − ϕ1,↓
the Jordan–Hahn decomposition of ϕ1 into two non-decreasing processes ϕ1,↑ and ϕ1,↓
starting at 0. Define a strategy (ϕ˜0, ϕ˜1) ∈ A(ϕ00, ϕ10) by
ϕ˜1 = ϕ10 + ϕ
1,↑ and ϕ˜0 = ϕ00 −
∫
Sudϕ
1,↑
u .
Then
V liqτ (ϕ
0, ϕ1) = ϕ00 +
∫ τ
0
(1− λ)Sudϕ1,↓u −
∫ τ
0
Sudϕ
1,↑
u + (ϕ
1
τ )
+(1− λ)Sτ − (ϕ1τ )−Sτ
≤ ϕ00 −
∫ τ
0
Sudϕ
1,↑
u + (ϕ
1
0 + ϕ
1,↑
τ )
+(1− λ)Sτ − (ϕ10 + ϕ1,↑τ )−Sτ
= V liqτ (ϕ˜
0, ϕ˜1),
since ϕ1τ ≤ ϕ˜1τ = ϕ1τ + ϕ1,↓τ and S is non-decreasing and therefore∫ τ
0
(1− λ)Sudϕ1,↓u + (ϕ1τ )+(1− λ)Sτ − (ϕ1τ )−Sτ ≤ (ϕ˜1τ )+(1− λ)Sτ
for ϕ˜1τ ≥ 0 and ∫ τ
0
(1− λ)Sudϕ1,↓u − (ϕ1τ )−Sτ ≤ −(ϕ˜1τ )−Sτ
for ϕ˜1τ < 0.
(ii) That (ϕ̂1t )0≤t<τ is a non-decreasing process such that Lt(ϕ̂) ≥ ℓ(Wt) for 0 ≤ t < τ
follows immediately from part (i) above and by combining Lemmas A.3 and A.4. Indeed,
suppose that
P
[
inf
0≤t<τ
(
Lt(ϕ̂)− ℓ(Wt)
)
< 0
]
> 0.
Then there exist two stopping times σ1 and σ2 and α > 0 such that P[σ1 < σ2 ≤ τ ] > 0
and Lt(ϕ̂) < ℓ(Wt)−α on Kσ1, σ2K by Lemma A.4. Therefore, we can define a strategy ϕ˜
such that ϕ˜ = ϕ̂ on J0, σ1K and Lt(ϕ˜) = Lt(ϕ̂) + α on Jσ1, σ2K. Then
E
[
log(ϕ˜0σ2 + ϕ˜
1
σ2
Sσ2) + v
(
Lσ2(ϕ˜),Wσ2
)]
= E
[∫ σ2
0
Lt(ϕ̂)dt+ α(σ2 − σ1) + v
(
Lσ2(ϕ̂),Wσ2
)]
= v(l, w) + αE[σ2 − σ1] > v(l, w)
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by part (4) of Lemma A.3, since Lσ2(ϕ̂) ≤ Lσ2(ϕ˜) ≤ ℓ(Wσ2) and v( · ,Wσ2) is constant on
[0, ℓ(Wσ2)]. But this contradicts the optimality of ϕ̂ by part (4) of Lemma A.3.
To see that ∆L(ϕ̂) = ℓ(W )−L−(ϕ̂), assume by way of contradiction that there exists
a stopping time σ such that P (A) > 0 for A := {∆Lσ∧τ (ϕ̂) > ℓ(Wσ∧τ )− Lσ∧τ−(ϕ̂) ≥ 0}.
Then we have
v
(
Lσ∧τ (ϕ̂),Wσ∧τ
)
= v
(
Lσ∧τ−(ϕ̂) + ∆Lσ∧τ (ϕ̂),Wσ∧τ
)
< v
(
Lσ∧τ−(ϕ̂) +
(
ℓ(Wσ∧τ )− Lσ∧τ−(ϕ̂)
)
,Wσ∧τ
)
= v
(
ℓ(Wσ∧τ ),Wσ∧τ
)
on A, as v(l, w) is strictly decreasing on (ℓ(w), 1
λ
]. But this contradicts the optimality of
ϕ̂ by part 4) of Lemma A.3. Indeed, the strategy (ϕ˜0, ϕ˜1) ∈ A(ϕ00, ϕ10) given by
dϕ˜1t = 1J0,σ∧τJdϕ̂
1
t + 1Jσ∧τK
(
ℓ(Wσ∧τ )(ϕ̂0σ∧τ− + ϕ̂
1
σ∧τ−e
σ∧τ )
eσ∧τ
− ϕ̂1σ∧τ−
)
and dϕ˜0 = −Sdϕ˜1 satisfies Lt(ϕ˜) = Lt(ϕ̂) on J0, σ ∧ τJ and Lσ∧τ (ϕ˜) = ℓ(Wσ∧τ ) and
therefore yields
v(l, w) = E
[
log
(
ϕ̂0σ∧τ + ϕ̂
1
σ∧τSσ∧τ
)
+ v (Lσ∧τ (ϕ̂),Wσ∧τ )
]
< E
[
log
(
ϕ˜0σ∧τ + ϕ˜
1
σ∧τSσ∧τ
)
+ v (Lσ∧τ (ϕ˜),Wσ∧τ )
]
,
where we used that ϕ˜0σ∧τ + ϕ˜
1
σ∧τSσ∧τ = ϕ̂
0
σ∧τ + ϕ̂
1
σ∧τSσ∧τ . Since Lt(ϕ̂) ≥ ℓ(Wt) for all
0 ≤ t < τ , this proves ∆L(ϕ̂) = ℓ(W )− L−(ϕ̂).
Let ϕ̂ ∈ A(ϕ00, ϕ10) be the solution and ϕ˜ ∈ A(ϕ00, ϕ10) be the strategy such that
(ϕ˜1t )0≤t<τ is the smallest non-decreasing process with Lt(ϕ˜) ≥ ℓ(Wt) for all 0 ≤ t < τ .
Define a non-negative predictable process (ψ˜t)0≤t<τ of finite variation by ψ˜t := Lt(ϕ̂) −
Lt(ϕ˜) and suppose by way of contradiction that
P
[
sup
0≤t<τ
ψ˜t > ε
]
> 0 (A.14)
for some ε > 0 or, equivalently, that P [τε < τ ] > 0 for the stopping time
τε := inf
{
t > 0 | ψ˜t > ε
} ∧ τ.
Next observe that
∆Lt(ϕ˜) ≥ ℓ(Wt)− Lt−(ϕ̂) = ∆Lt(ϕ̂)
for all 0 ≤ t < τ , since Lt(ϕ̂) ≥ Lt(ϕ˜) ≥ ℓ(Wt) for all 0 ≤ t < τ and L(ϕ˜) and L(ϕ̂) also
only jump upwards. This implies that ψ˜↑ is continuous, where ψ˜ = ψ˜↑ − ψ˜↓ denotes the
Jordan-Hahn decomposition of ψ˜, and therefore that Lτε(ϕ̂) = Lτε(ϕ˜) + ε.
Now consider the trading strategy ϕ ∈ A(ϕ00, ϕ10) such that ϕ1 = ϕ̂1 on J0, τεK and
buys the minimal amount to keep Lt(ϕ) ≥ ℓ(Wt) on Kτε, τK and dϕ0 = Sdϕ1. Define,
similarly as above, a non-negative predictable process (ψt)0≤t<τ of finite variation by
ψt := Lt(ϕ̂)− Lt(ϕ) and the stopping times
τε,h := inf{t > τε | ψt > h} ∧ τ, h > 0,
that satisfy Lτε,h(ϕ̂) = Lτε,h(ϕ) + h on {τε,h < τ} and τε,h ց τε for h ց 0 on {τε < τ},
since ψ↑ is again continuous. Then we have by the optimality of ϕ̂ and by the part (4)
of Lemma A.3 that
E
[∫ τε,h
τε
(
Ls(ϕ̂)− Ls(ϕ)
)
ds+ v
(
Lτε,h(ϕ̂),Wτε,h
)− v(Lτε,h(ϕ),Wτε,h)∣∣∣Fτε]
h
≥ 0 (A.15)
on {τε < τ} for all h > 0. On the other side, we have
lim
hց0
E
[∫ τε,h
τε
(
Ls(ϕ̂)− Ls(ϕ)
)
ds
∣∣∣Fτε]
h
≤ lim
hց0
E [(τε,h − τε)|Fτε] = 0
on {τε < τ} by Lebesgue’s dominated convergence theorem and
E
[
v
(
Lτε,h(ϕ̂),Wτε,h
)− v(Lτε,h(ϕ),Wτε,h)∣∣Fτε]
h
≤ E
[
v′−
(
Lτε,h(ϕ),Wτε,h
)∣∣∣Fτε]
on {τε < τ}, since Lτε,h(ϕ̂)− Lτε,h(ϕ) = h on {τε,h < τ}. As
v′−(l, w) := inf
h>0
v(l, w)− v(l − h, w)
h
is as the infimum of continuous functions upper-semicontinuous and
Lτε(ϕ) = Lτε(ϕ˜) + ε ≥ ℓ(Wτε) + ε
on {τε < τ}, we obtain
lim
hց0
E
[
v′−
(
Lτε,h(ϕ),Wτε,h
)∣∣∣Fτε] ≤ v′−(Lτε(ϕ),Wτε) ≤ v′−(ℓ(Wτε) + ε,Wτε) < 0
on {τε < τ} by Fatou’s Lemma, which is a contradiction to (A.15) and hence (A.14).
The following result is the crucial property of the function ℓ.
Lemma A.6. There is w such that ℓ(w) = 1
λ
for all w ≥ w.
Proof. Suppose to the contrary that ℓ(w) < 1
λ
for all w ≥ 0. It is straightforward to
check that limw→∞ ℓ(w) = 1λ .
The basic idea is now to construct a strategy ϕ that yields, for sufficiently large
W0 = w, a higher expected utility than the optimal strategy ϕ̂ and hence a contradiction
proving the lemma.
For this, we define the strategy ϕ in the following way: We start with (ϕ00, ϕ
1
0) =
(1 − 1
λ
, 1
λ
), i.e., with maximal leverage L0(ϕ) =
1
λ
, continue to leave (ϕ0t , ϕ
1
t ) constant
until the stopping time
̺ := inf{t > 0 | Lt(ϕ) = Lt(ϕ̂)}
and trade such that Lt(ϕ) = Lt(ϕ̂) after time ̺. Note that the strategy ϕ̂ only trades
at time t < τ , if Lt(ϕ̂) = ℓ(Wt), by part (ii) of Proposition A.5 and Lt1(ϕ) > Lt1(ϕ̂),
if Lt0(ϕ) > Lt0(ϕ̂) and ϕ̂ does not trade between t1 and t0 for 0 ≤ t0 ≤ t1 < τ , which
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follows by a direct computation. Combing both we obtain that Lt(ϕ) > Lt(ϕ̂) ≥ ℓ(Wt)
for 0 ≤ t < ̺ and L̺(ϕ) = L̺(ϕ̂) = ℓ(W̺). Using the decreasing function
f(t) :=
1
λ
et
1− 1
λ
+ 1
λ
et
starting at f(0) = 1
λ
and satisfying f(t) = Lt(ϕ) for 0 ≤ t ≤ ̺ and the “obstacle function”
b(t) := ℓ−1
(
f(t)
)
then allows us to rephrase the definition of ̺ as ̺ = inf{t > 0 | Wt = b(t)}. Here ℓ−1(·)
denotes the right-continuous generalised inverse.
As b : (0,∞) → (0,∞) is non-increasing and satisfies limtց0 b(t) = ∞, we obtain a
sequence (an)
∞
n=1 of non-positive numbers with
∑∞
n=1 an = ∞ by setting an := b(2−n)−
b(2−n+1). Hence we may find, for any ε > 0, a number n such that
εan > 2
−n/4, (A.16)
as ε
∑∞
n=1 an =
∑∞
n=1 εan ≤
∑∞
n=1 2
−n/4 < ∞ would lead to a contradiction otherwise.
Now we estimate
P[̺ > 2−n+1 | ̺ > 2−n]
with W0 = wn =
an
2
+ b(2−n+1) which becomes small, if 2
−n/2
an
becomes small. By (A.16)
we have
2−n/2
an
< ε2−n/4,
so that by elementary estimates on the Gaussian distribution, we have that
P[̺ > 2−n+1 | ̺ > 2−n] < δ2−2n, (A.17)
for a pre-given δ > 0. To see this, observe that
P[̺ > 2−n+1 | ̺ > 2−n] = P[̺ > 2
−n+1]
P[̺ > 2−n]
≤ P[W2−n+1 ≤ b(2
−n+1)]
P
[
sup
0≤u≤2−n
Wu < b(2−n)
] , (A.18)
where we can estimate the probabilities on the right-hand side separately.
As
P
[
sup
0≤u≤2−n
Wu < b(2
−n)
]
≥ P
[
sup
0≤u≤2−n
Bu < b(2
−n)− wn
]
,
we obtain by the reflection principle that
P
[
sup
0≤u≤2−n
Wu < b(2
−n)
]
≥ 1− P
[
sup
0≤u≤2−n
Bu ≥ b(2−n)− wn
]
= 1− 2P
[
B2−n ≥ an
2
]
= 1− P
[
|Z| ≥ 1
2
an
2−n/2
]
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for a standard normal distributed random variable Z ∼ N(0, 1) and therefore
P
[
sup
0≤u≤2−n
Wu < b(2
−n)
]
≥ 1−
(
2
2−n/2
an
)2
> 1− (2ε2−n/4)2 (A.19)
by applying Chebyscheff’s inequality with E[Z2] = 1.
For ε > 0 sufficiently small such that a3nε
4 ≤ 1
8
, we have
−an
2
+ 2(εan)
4 ≤ −an
4
.
Hence for the second probability we obtain
P
[
W2−n+1 ≤ b(2−n+1)
]
= P
[
B2−n+1 ≤ b(2−n+1)− wn + 2−n+1
]
≤ P [B2−n+1 ≤ b(2−n+1)− wn + 2(εan)4]
= P
[√
2−n+1Z ≤ −an
2
+ 2(εan)
4
]
≤ P
[
Z ≤ − an
4
√
22−n/2
]
=
1
2
P
[
|Z| ≥ an
4
√
22−n/2
]
with a standard normal distributed random variable Z ∼ N(0, 1). Then, applying again
Chebyscheff’s inequality this time with E[Z8] = 105 gives
P
[
W2−n+1 ≤ b(2−n+1)
] ≤ 1
2
· 105(4√2)8(2−n/2
an
)8
≤ 1
2
·
(
105
(
4
√
2
)8
ε8
)
2−2n =:
1
2
δ2−2n.
(A.20)
Plugging (A.19) and (A.20) into (A.18) then yields (A.17) after choosing ε small enough
such that
P
[
sup
0≤u≤2−n
Wu < b(2
−n)
]
≥ 1
2
.
On the set {̺ <∞} we can estimate the positive effect of the strategy ϕ on the value
function by
E
[(
log
(
V liqτ (ϕ
0, ϕ1)
)− log (V liqτ (ϕ̂0, ϕ̂1)))1{̺<∞}]
≥ E
[∫ ̺
0
(
Ls(ϕ)− Ls(ϕ̂)
)
ds1{̺<∞}
]
≥ E
[∫ 2−n
0
(
Ls(ϕ)− Ls(ϕ̂)
)
ds1{2−n<̺≤2−n+1}
]
.
Using that
max
0≤u≤2−n
Lu(ϕ̂) = max
0≤u≤2−n
ℓ(Wu) ≤ ℓ
(
b(2−n)
)
= f(2−n) = L2−n(ϕ)
on
{
sup0≤u≤2−n Wu < b(2
−n)
}
and that
P[2−n < ̺ ≤ 2−n+1] = P[̺ > 2−n] · (1− P[̺ > 2−n+1 | ̺ > 2−n]) ≥ 1
2
P[̺ > 2−n]
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and
P
[
sup
0≤u≤2−n
Wu < b(2
−n)
∣∣∣∣∣ 2−n < ̺ ≤ 2−n+1
]
≥ 1
2
by (A.19) for sufficiently large n, we get
E
[(
log
(
V liqτ (ϕ
0, ϕ1)
)− log (V liqτ (ϕ̂0, ϕ̂1)))1{̺<∞}]
≥
∫ 2−n
0
(
f(s)− f(2−n))ds · 1
4
P[̺ > 2−n].
As
f(s)− f(2−n) ≥ min
u∈[0,2−n]
(− f ′(u))(2−n − s)
for s ∈ [0, 2−n] and f ′(u) = f(u)(1− f(u)) satisfies
−f ′(u) ≥ 1
2
f(0)
(
f(0)− 1) = 1
2
1
λ
(
1
λ
− 1)
for all u ∈ [0, 2−n] by continuity of f for sufficiently large n, we obtain that
E
[(
log
(
V liqτ (ϕ
0, ϕ1)
)− log (V liqτ (ϕ̂0, ϕ̂1)))1{̺<∞}] ≥ c12−2nP[̺ > 2−n] (A.21)
for sufficiently large n with c1 :=
1
16
1
λ
(
1
λ
− 1) > 0.
For the estimate of the negative effect of the strategy ϕ on the set {̺ = ∞}, we
observe that, if V liqτ (ϕ̂
0, ϕ̂1) ≥ 1, then
1 ≤ V liqτ (ϕ̂0, ϕ̂1) ≤ 1 + ϕ̂1τ
(
(1− λ)Sτ − 1
) ≤ 1 + ϕ10((1− λ)Sτ − 1) = V liqτ (ϕ0, ϕ1),
since ϕ̂1t ≤ ϕ10 = 1λ for all 0 ≤ t < ̺, and therefore
log
(
V liqτ (ϕ
0, ϕ1)
)− log (V liqτ (ϕ̂0, ϕ̂1)) ≥ 0
on {̺ = ∞, V liqτ (ϕ̂0, ϕ̂1) ≥ 1}. Hence it is sufficient to consider {̺ = ∞, V liqτ (ϕ̂0, ϕ̂1) <
1}, where we can estimate the negative effect of ϕ as follows
log
(
V liqτ (ϕ
0, ϕ1)
)− log (V liqτ (ϕ̂0, ϕ̂1))
≥ log (V liqτ (ϕ0, ϕ1)) = log (( 1λ − 1)(eτ − 1))
≥ log (( 1
λ
− 1)τ) ≥ log (( 1
λ
− 1)σ ∧ 1),
where σ := inf{t > 0 | W 1t ≤ 0} ≤ τ for W 10 = 1. As
0 ≥ E [log (( 1
λ
− 1)σ ∧ 1)]
=
∫ λ
1−λ
0
log
(
1−λ
λ
z
) (
1
2πz3
) 1
2 exp
(
− (z−1)2
2z
)
dz
=: −c2 > −∞,
we obtain for the negative effect that
E
[(
log
(
V liqτ (ϕ
0, ϕ1)
)− log (V liqτ (ϕ̂0, ϕ̂1)))1{̺=∞}] ≥ −c2P[̺ =∞]. (A.22)
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Combining (A.21) and (A.22) then gives
E
[
log
(
V liqτ (ϕ
0, ϕ1)
)− log (V liqτ (ϕ̂0, ϕ̂1))] ≥ c12−2nP[̺ > 2−n]− c2P[̺ =∞]
and finally
E
[
log
(
V liqτ (ϕ
0, ϕ1)
)− log (V liqτ (ϕ̂0, ϕ̂1))] ≥ (c1 − c2δ) 2−2nP[̺ > 2−n] > 0
by (A.17), as δ can be chosen arbitrarily small.
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