Sampling technique is one of the asymptotically unbiased estimation approaches for inference in Bayesian probabilistic models. Markov chain Monte Carlo (MCMC) is a kind of sampling methods, which is widely used in the inference of complex probabilistic models. However, current MCMC methods can incur high autocorrelation of samples, which means that the samples generated by MCMC samplers are far from independent. In this paper, we propose the neural networks Langevin Monte Carlo (NNLMC) which makes full use of the flexibility of neural networks and the high efficiency of the Langevin dynamics sampling to construct a new MCMC sampling method. We propose the new update function to generate samples and employ appropriate loss functions to improve the performance of NNLMC during the process of sampling. We evaluate our method on a large diversity of challenging distributions and real datasets. Our results show that NNLMC is able to sample from the target distribution with low autocorrelation and rapid convergence, and outperforms the state-of-the-art MCMC samplers.
information of the target distribution is utilized, HMC sampler has a high acceptance rate with rapid convergence. Magnetic Hamiltonian Monte Carlo (MHMC) [9] further adjusts the range of the exploration through the magnetic field, which reduces the autocorrelation of the samples and enhances the convergence speed. MCMC methods based on dynamics have multiple advantages, but when it comes to some challenging distributions, these methods tend to have poor performance because the neighbor samples can be very close, which results in high autocorrelation.
To improve the performance of the dynamics based MCMC methods, we design a new sampler, which is called neural networks Langevin Monte Carlo (NNLMC). The samples generated from NNLMC have low autocorrelation with rapid convergence. NNLMC takes advantage of the neural networks to adjust the range of exploration of the sampler. We design appropriate loss functions to train the sampler. The pure dynamics based MCMC methods only consider about the gradient information of the target distribution, while NNLMC not only uses the gradient information of the target distribution but also learns to improve the performance of the sampler during the process of sampling.
The contributions of this paper are summarized as follows. 1) We introduce the neural networks to Langevin dynamics to construct a novel Markov chain Monte Carlo sampler. The use of neural networks makes the sampler generate the samples more flexible. 2) During the process of sampling, NNLMC is able to learn from the history information of the samples to generate new samples. 3) We design appropriate loss functions to train the sampler and further improve the performance of the sampler. 4) Experiments over challenging distributions and real datasets are conducted to estimate the performance of the proposed method. We first compare our method with MALA, HMC, and MHMC [9] , [11] , [24] on six challenging distributions in terms of the autocorrelation of the samples, maximum mean discrepancy (MMD) [26] , the effective sample size (ESS) [24] , and time consumption. We then sample from the posterior distributions of real datasets using Bayesian logistic regression to evaluate the performance of the samplers. The final results demonstrate that NNLMC is able to converge to the target distribution rapidly and generate more independent samples.
The rest of this article is organized as follows. In Section II, we introduce the related work which consists of Metropolis adjusted Langevin algorithm, Hamiltonian Monte Carlo, and magnetic Hamiltonian Monte Carlo. In Section III, we introduce our neural networks Langevin Monte Carlo and describe how to train this MCMC sampler. Experiments on sampling from various challenging distributions and posterior distribution of real datasets are given in Section IV. In Section V, we give a conclusion and discuss future work.
II. RELATED WORK
In this section we introduce the related dynamics based MCMC samplers which include MALA, HMC and MHMC.
A. METROPOLIS ADJUSTED LANGEVIN ALGORITHM
Metropolis adjusted Langevin algorithm (MALA) [11] is a popular MCMC sampler which aims to sample from the target distribution efficiently. Compared with the Metropolis-Hasting algorithm, MALA takes advantage of the gradient information to construct the Markov chain, while the Metropolis-Hasting algorithm proposes the new state through a random walk [17] , which significantly reduces the efficiency of sampling.
The main idea of MALA is to use Langevin dynamics to construct the Markov chain. Langevin dynamics is a kind of stochastic process and it can be written as the stochastic differential equation (SDE) [13] which takes the form as:
where π represents the probability density function, θ represents the random variable that is sampled, t represents the time, and W is a Wiener process. Since solving this SDE is very difficult, a first-order Euler-Maruyama discretization [15] is used to provide an approximate solution to the SDE, and the solution can be written as:
where is the step size of discretization and z t ∼ N (z t |0, I ).
In order to satisfy the detailed balance [10] to make the MCMC converge to the target distribution, the Metropolis-Hasting procedure [12] is utilized. The transformation probability of MALA can be written as:
where T (θ |θ n ) and T (θ n |θ ) are transformation probability, θ n is the last sample and θ is the new sample generated through (2) . The final acceptance rate of MALA takes the form as:
MALA takes advantage of the gradient information of the target distribution to construct an efficient Markov chain, which makes the sampler converge to the target distribution rapidly. However, the first-order Euler-Maruyama discretization makes the samples remain in high correlation, which means that the samples are far from independent.
B. HAMILTONIAN MONTE CARLO
Hamiltonian Monte Carlo (HMC) is one of the most popular MCMC algorithm [17] , [24] . HMC utilizes Hamiltonian dynamics to construct the sampler. Compared with MALA, HMC introduces a momentum variable p to control the scope of exploring the state space. For the Hamiltonian dynamics system, we describe the total energy through the following equation:
where θ is the position variable that needs to be sampled, p is the auxiliary momentum variable, U (θ) is the potential energy at position θ , and K (p) is the kinetic energy. H (θ, p) is the total energy of the Hamiltonian dynamics system. The Hamiltonian equations can be written as:
Generally, solving the differential equations in (6) is very difficult. In practice, a discretization method called leapfrog [25] is used to simulate the Hamiltonian dynamics, which takes the form as:
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Algorithm 1 Hamiltonian Monte Carlo [24] Input: step size , leapfrog size L, initial point θ 1 , sample number N . Output: samples θ .
where represents the step size, p t and θ t represent the momentum and position at time t, respectively. Since the process of discretization introduces some errors, the Metropolis-Hasting procedure is used to adjust the acceptance rate of the sampler, which takes the form as:
Suppose the target distribution is π (θ ). The potential energy function can be written as: We can imagine the magnetic energy as a kind of potential energy. To make the concept of magnetic concrete, we suppose that there is a charged particle in the magnetic field. If a particle is not charged, then only gravity acts on the particle. If the particle is charged, the magnetic force may act on the particle. Furthermore, the value of force may change along with the change of the value of the momentum. The larger the momentum is, the larger the magnetic force will act on the particle. Moreover, the direction of the force is always perpendicular to the direction of motion.
MHMC can be viewed as a special case of HMC. When the direction of the magnetic field is the same with the direction of the motion of the particle, MHMC sampler degenerates to the HMC sampler. The magnetic Hamiltonian equations are formulated as follows:
where G represents the magnetic filed, M is the mass matrix and the update equations are defined as:
With the help of the magnetic field, the charged particle can explore its state space more efficiently. MHMC sampler may reduce the autocorrelation rate of the samples, which makes the samples more independent. Since MHMC has significant performance, in the experiment part, we compare our method with it.
III. NEURAL NETWORKS LANGEVIN MONTE CARLO
MALA iteratively samples from the target distribution through the Markov chain defined on the Langevin dynamics. However, MALA makes the samples remain highly autocorrelated, which makes the samples far from independent. In order to sample from the target distribution independently and rapidly, we propose neural networks Langevin Monte Carlo (NNLMC), which adjust the Langevin dynamics through neural networks to obtain samples, instead of obtaining samples using (2) . In this section, we introduce the NNLMC in detail, then we propose appropriate loss functions to train and optimize the sampler. Although HMC is an efficient sampler, utilizing neural networks to improve HMC sampler is difficult, because the introduction of the neural networks breaks the detailed balance. In other words, the transformation probabilities T (x |x) and T (x|x ) in HMC sampler are the same. However, the introduction of the neural networks makes the transformation probabilities different, where x is the last sample and x is the new sample. Although we can adjust the acceptance probability by Metropolis-Hasting procedure, the transformation probability is difficult to calculate. In MALA, the transformation probability is designed as a Gaussian distribution, which provides us a chance to design the model on it.
Assume that π (x) represents the target distribution, U (x) = −lnπ (x) is the potential energy function, and ∇ x U (x) represents the gradient of the potential energy function.
x is the variable that needs to be sampled. The architecture of NNLMC is demonstrated in Figure (1(a) ). NNLMC computes a mapping from the input x n−1 and ∇ x U (x n−1 ) to the output VOLUME 8, 2020 x n by using the following equations:
where '' '' is the element-wise product of the vectors, is the step size of the discretization, and z n is the standard Gaussian
are the neural networks parameterized by W 1 , W σ , W 2 , and W s , respectively, where y is the output of the neural networks and we use the Relu as the active function. We do not use the active function at the output layer. The structure of the neural networks is demonstrated in Figure (1(b) ). We concatenate x n−1 and ∇ x U (x n−1 ), and take [x n−1 , ∇ x U (x n−1 )] as the input of the neural networks.
Assume that x n−1 is a m-D vector, then [x n−1 , ∇ x U (x n−1 )] is a 2m-D vector. Through the above neural networks, we obtain a n−1 and i n−1 which are m-D vectors. It is noted that (12) can be divided into four main parts. In the first part, we exploit the gradient information directly to obtain the proposal state m n−1 . In the second part, we adjust the proposal state through the neural networks a n−1 , and then we obtain c n−1 . In the third part, we additional add i n−1 to provide more flexibility for the proposal state, which can be viewed as the bias. Finally, we add the Gaussian term to obtain the proposal sample. Compared with MALA, the proposed method exploits neural networks to add the flexibility of generating samples.
We then talk about how to accept the proposal samples. Since we take advantages of the framework of Langevin dynamics, we can utilize the Metropolis-Hasting procedure to maintain the detailed balance, which ensures that the samples can finally converge to the target distribution. So the transformation function of NNLMC can also be viewed as a Gaussian distribution, and the mean of this transformation function can be written as follows:
The variance of this transformation function is 2 . Finally, the transformation probability can be defined as:
where x is the new sample generated through (12) and the acceptance rate α takes the form as:
We take (15) as the acceptance rate to accept the samples so that we can ensure that the samples are able to converge to the target distribution.
In order to improve the performance of NNLMC sampler to have lower autocorrelation, rapid convergence, and higher acceptance rate during the process of sampling, we next discuss loss functions used in NNLMC.
A. LOSS FUNCTION OF THE TRAINING PROCEDURE
We design two loss functions to train the parameters of W σ and W s .
The first loss function is defined as:
where |x − x n | = (x − x n ) (x − x n ) and ω represents the parameters of W σ and W s . Our purpose is to maximize the distance between x and x n to reduce the autocorrelation among samples. Although we can directly minimizing − |x − x n | to enlarge the distance between x and x n , we find it difficult to optimize. With the enhancement of the distance, this loss function will dominate the optimization direction, which will lead to the unexpected results.
The second loss function is defined as:
We wish to use (17) to raise the acceptance rate of the samples. The final loss function takes the form as:
where w 1 and w 2 are two weight parameters and w 1 +w 2 = 1.
B. THE COMPLETE ALGORITHM
We then elaborately introduce the details of the procedure of training the NNLMC sampler on a batch of samples. Assume that π represents the target distribution, x can be calculated through (12) which takes the form as:
We then calculate the transformation probability T x
which take the form as:
where µ(x
) can be calculated through (13) . After calculating the transformation probability, we can get the acceptance rate as follows:
For each sample x
, we accept the sample through the acceptance rate α (i) , which can be written as:
After accepting these samples, we further improve the performance of NNLMC sampler by optimizing the parameters W σ and W s . Since a batch of the samples is used, the loss functions take the form as:
Finally, we minimize the loss function through gradient descent, which can be written as:
where γ represents the learning rate. The complete algorithm is given in Alg. 2.
IV. EXPERIMENTS
In this section, we show the performance of NNLMC. We conduct the experiments on six distributions which consist of ring distribution (RING), the strongly correlated Gaussian (SCG), the ill-conditioned Gaussian (ICG), the mixtures of Gaussian (MOG), the rough well (RW), and the Gaussian funnel (GF). We compare NNLMC with HMC, MALA, and MHMC on autocorrelation, the maximum mean discrepancy, effective sample size, and time consumption. Next, we conduct the experiments on six real datasets using Bayesian logistic regression. We sample from the posterior distributions and compare our methods with logistic regression (LR), variational Bayesian logistic regression (VBLR), HMC and MALA on some performance indexes.
Algorithm 2 Neural Networks Langevin Monte Carlo
Input: target probability density function π , step size , learning rate γ , optimization steps L, sample number N , batch size b, initial batch samples x
, energy function U (·), gradient of energy function ∇U (·). Output: samples x 1:N . Initializing the parameters ω = (W σ , W s ) of the neural networks. for n = 1 to N do for iter = 1 to L do Obtaining the proposal samples x (13) . (20) . Obtaining the acceptance rate α (1:b) through (21) . Calculating loss function L(ω) through (23) .
The whole experiments are conducted on a server with eight GPUs. Batch size is set to be 3000, the hidden layers of the neural networks are set to be [512, 512, 512]. The activation functions are set to be ReLU. The learning rate of NNLMC is set to be 1e-5. w 1 and w 2 are both set to be 0.5 in all experiments.
A. PERFORMANCE INDEXES
First, we introduce the performance indexes.
Effective sample size (ESS) [24] is a common method to measure the variance of the MCMC samplers, which takes the form as:
where ess represents the effective sample size, ρ(·) is the autocorrelation function, s represents the step size of autocorrelation, N is the number of the samples, and M is the maximum step size of autocorrelation. Since our method almost has no autocorrelation after 30 steps, we set M = 30. Autocorrelation is widely used to measure the correlation between a series of samples. Assume that X represents a series of samples, and t represents the position of the sample and t ∈ (1, N − s) , where N is the number of samples and s represents the step size of autocorrelation. The autocorrelation function ρ(·) can be written as:
where function E(·) is the mathematical expectation operator,
. Autocorrelation is one of the most effective ways to measure the correlation between samples. The lower the autocorrelation of the samples is, the more independent the samples will be. Kullback-Leibler divergence is used to calculate the difference between two distributions represented as the function, while Maximum mean discrepancy (MMD) [26] is commonly used to measure the discrepancy between two distributions represented as a series of samples. The lower the value of MMD is, the closer the two distribution will be. We assume that X represents the samples generated from the sampler and Y represents samples generated from the actual distribution. M and N are the number of samples for X and Y , respectively. The definition of MMD takes the form as:
κ(x i , y j )
where κ(·, ·) is the kernel function which takes the form as:
In our experiments, we utilize MMD to measure the converge speed of the samplers.
B. VARIETIES OF CHALLENGING DISTRIBUTIONS
In this section, we compare NNLMC with MALA, HMC, and MHMC on six distributions in terms of autocorrelation, MMD, ESS, and time consumption. For RING, ICG, MOG, and SCG, we set step size of NNLMC p = 0.8. For GF, we set step size p = 1.0. For RW, we set step size p = 0.8. We set optimization length L = 2 for NNLMC. For HMC and MHMC, we set = p lf , where lf represents the leapfrog length. We set lf = 40 in the experiments. The initial samples are all sampled from the standard normal distribution. For all methods, we sample 20000 samples with 10000 burn-in samples. The distributions are introduced below. The energy function of the ring-shaped distribution can be written as:
We sample from a 2-D ill-conditioned Gaussian whose diagonal covariance is set to be 10.05 and 0.105. We sample from a 2-D strongly correlated Gaussian (which is similar to the case in [24] ) whose covariance matrix is as follows: 
We sample from the Rough well (which is similar to the case in [8] ) whose energy function takes the form as:
where we set η = 10 −2 . We sample from the Gaussian funnel whose energy function can be defined as:
exp(x 1 ) + ln (2π · exp(x 1 )) , (32) where we set σ = 1.0. We sample from the mixtures of Gaussian whose probability density function takes the form as:
where µ = [−1.0, 1.0]. The distributions and their acronyms are showed in Table. 1. Fig. 2 and Fig. 3 illustrate the performance on Gaussian funnel and mixtures of Gaussian, respectively, which show that the samples generated from NNLMC sampler have lower autocorrelation and more rapid convergence than other methods.
As Fig. 4, Fig. 5 and Fig. 6 illustrate, in ICG, SCG and RING distributions, the autocorrelation of samples generated from NNLMC is significantly lower than other methods, and NNLMC is able to converge to the target distribution rapidly, which suggests that the proposed loss functions do make the neural networks adjust the sampler, and thus the performance of the sampler is significantly improved.
In rough well, we find that HMC, MALA, and MHMC still have high autocorrelation after 30-step autocorrelation, while NNLMC has much lower autocorrelation. However, NNLMC has large fluctuation. We further inquire the reason Fig. 7 . Although NNLMC has large fluctuation in autocorrelation on rough well, the result is competitive, for the autocorrelation of NNLMC declines much more fast than other methods.
Although in some distributions, NNLMC has large fluctuation on autocorrelation, alternate positive correlation and negative correlation imply that NNLMC has excellent performance in ESS, and the final result is demonstrated in Table. 2.
It is noted that compared with other methods, NNLMC has better performance on ESS, which demonstrates the effectiveness of the training procedure. The time consumption of HMC, MALA, MHMC, and NNLMC is shown in Table. 3. It is noted that MALA has the lowest computational cost, and leapfrog length makes HMC and MHMC slower than MALA. Although the computational cost of NNLMC is much higher than that of MALA due to the optimization of the parameters during the process of sampling, it is competitive with HMC and MHMC, for it achieves better performance in autocorrelation and MMD but not consume extra time. In order to further explore the effect in the autocorrelation of changing w 1 and w 2 , we conduct an experiment on MOG with different values of w 1 and w 2 . The result is demonstrated in Fig. 8 .
C. BAYESIAN LOGISTIC REGRESSION
Logistic regression (LR) [14] can be defined as a conditional distribution p(Y |X ) which is parameterized by the logistic distribution. The goal of LR is to maximize the likelihood function. After obtaining the parameters of p(Y |X ), we can calculate the label of the data. Bayesian logistic regression [27] (BLR) is a also classification model. For the two-class classification problem, BLR can be defined as a posterior distribution p(w|t) ∝ p(t|w)p(w), where p(t|w) = N n=1 [1 − y n ] 1−t n , p(w) is the prior distribution of the parameters w, t = (t 1 , ..., t N ) is the label of data, and y n is the predicted value. The goal of BLR is to calculate the predicted value under the expectation of the posterior distribution to predict the label of the data, which takes the form as:
where σ (·) is the logistic function. Evaluating this expectation is intractable, for the normalization term in the posterior distribution is unknown. In order to calculate this expectation, variational Bayesian logistic regression [29] (VBLR) utilizes the variational distribution to approximate the posterior distribution to calculate the integral. In our experiment, we directly sample from the posterior distribution p(w|t) and evaluate the integral through Monte Carlo methods, which can be written as: Utilizing (35), we can calculate the label of the data. We use the performance of classification to evaluate the quality of the samples. We sample from the posterior distributions on six realworld datasets from UCI repository [16] : Pima Indian (Pi), Haberman (Ha), Immunotherapy (Im), Heart (He), German (Ge) and Australian (Au). To improve the stability of the model, we normalize all datasets to have zero mean value and unit variance. In all datasets, we set a standard normal distribution N (0, I ) as the prior distribution for the parameters. In each experiment, we sample 8000 samples and repeatedly conduct the experiments ten times to calculate the mean value and the standard deviation for each performance index. In this experiment, we have not compared the proposed method with MHMC, because the magnetic parameter G of MHMC is difficult to set [9] when the dimension of the variable is large. Table 4 shows the classification accuracy, and Table 5 shows the area under the receiver operating characteristic curve (AUC) [28] . The results demonstrate that NNLMC obtains better performance than LR, VBLR, and similar performance to HMC on classification accuracy. Besides, NNLMC achieves the best performance on AUC. All these performance indexes demonstrate that NNLMC can sample from the posterior distribution accurately. Finally, we utilize the mean ESS of each dimension to further measure the quality of the samples generated from MALA, HMC, and NNLMC. As Table 6 suggests, NNLMC has better performance than HMC and MALA in ESS.
V. CONCLUSION
In this study, we propose a new sampler called neural Langevin Monte Carlo, which takes advantage of the flexibility of neural networks to construct an effective sampler. The appropriate loss functions are designed to train and improve the performance of the proposed sampler. NNLMC is able to generate samples with low autocorrelation and rapid convergence especially for the challenging distributions. The experiments results in various distributions, and real datasets show that our method can provide superior performance compared with pure dynamics based MCMC methods. We plan to introduce reinforcement learning to our model to obtain further improvement for future work.
