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Abstract
We show consistency and asymptotic normality of certain estimators for expected exponential growth
rates under i.i.d. observations. These statistical functionals are of the form
T (F ) =
∫
log
∫
h(x, y)F (dx)F (dy)
and are applicable to dimension estimates (information dimension), entropy estimates and estimations of the
growth rate of “generating” functions. We also give an afﬁrmative answer to a question posed by Keller in
1997 [A new estimator for information dimension with standard errors and conﬁdence intervals, Stochastic
Process.Appl. 71(2):187–206] whether this estimator, specialized for dimension, is an alternative to standard
procedures.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
A statistical functional S(F ) = log ∫ (x)F (dx) may be considered as a measurement of
an expectation on the logarithmic scale, where  denotes some real valued function and F the
distribution function of some random vector X.
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If S(F ) = Sr(F ) also depends on some (real) parameter through the function  = r ,
then—if it exists—limr→R Sr(F ) denotes the asymptotic exponential growth (failure) rate of∫
r (x)F (dx) (if r approaches some ﬁnite or inﬁnite limit R). It will be called an exponential
growth rate estimator of Er (X). For example, functionals of this form are deﬁned by r (x) =
1{‖x−x0‖<r} for some speciﬁc point x0 and some ﬁxed r > 0, hence Sr(F ) = log (B(x0, r)
estimates the exponential rate of decay of measures of balls B(x0, r) = {y : dist(x0, y) < r}
when r → 0. For the expected asymptotic exponential growth rate another integral over x0 has
to be taken, hence we consider functionals of the form
Tr(F ) =
∫
log
∫
hr(x, y)F (dx)F (dy),
where hr denotes some kernel function. Tr(F ) can be called an average exponential growth rate
estimator.
We are interested in the asymptotic properties of the plug-in estimator for this functional, based
on a sequence X1,X2, . . . of independent identically distributed random vectors with distribution
function F. More precisely, the statistics has the form
Tn =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
n
n∑
j=1
log
⎛⎜⎝ 1
n − 1
n∑
i=1
i =j
h(Xi ,Xj )
⎞⎟⎠ if n∑
i=1
i =j
h(Xi ,Xj ) > 0 for j = 1, . . . , n,
−∞ otherwise,
(1)
where h : Rd × Rd → R denotes a symmetric function.
Given a symmetric kernel functionh : R2d → R and a distribution (denotingF its distribution
function) on Rd with ∫∫ |h(x, y)|(dx)(dy) < ∞ deﬁne
h˜1(x) =
∫
h(x, y)(dy),
i.e. h˜1(x) is the conditional expectation E(h(X,Y)|X = x) where X and Y are independent and
-distributed. We also set
h2(x, y) = h(x, y) − h˜1(x) − h˜1(y) +
∫∫
h(x, y)(dx)(dy)
and () := ∫ log h˜1(x)(dx).We shall prove the following results for a sequence of i.i.d. random
vectors (Xn)n∈N with distribution . It should be noted that statistics of this type where also
mentioned in Cutler [4, p. 67], in connection with nearest neighbor analysis, but no investigation
has been made up to date.
Theorem 1. If
P {h˜1(X1)A} = 1 for some constant A > 0 and (2)
Eh4(X1,X2) < ∞, (3)
then Tn → () in probability provided lim infn→∞ Tn > −∞ a.s.
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Theorem 2. Let lim infn→∞ Tn > −∞ a.s. and
P(h˜1(X1)A) = 1 for some A > 0; (4)
Eh4(X1,X2) < ∞; (5)
2 = Var
[
log(˜h1(X)) +
∫ (
h˜1(X)
h˜1(y)
)
(dy) +
∫
h2(X, y)
h˜1(y)
(dy)
]
> 0. (6)
Then
√
n−1(Tn − ()) is asymptotically normal with mean 0 and variance 1.
Remark 1. If the kernel h is given by h(x, y) = 1{‖x−y‖<r} the function h˜1(x) is the measure of
the ball around x of radius r. Condition (2) is satisﬁed if  has a compact support. In this case, the
condition that Tn > −∞ for large n holds when taking independent sampling and if the support
of  has no isolated points. This means that Theorems 1 and 2 hold under the existence of the
fourth moment of the kernel provided the measure  has no atoms and has a compact support.
Theorem 1 will be proved in Section 3, Section 4 contains a proof of the result on asymptotic
normality. In Section 5 we deﬁne a natural estimator for the unknown variance appearing in
Theorem 2 and we prove its consistency.
We have several applications in mind where these statistics will turn out to be useful.
Example 1. Let (,B, T , P ) be a measure preserving dynamical system, where  ⊂ Rd , T :
 →  is continuous and where P is a nonatomic Borel probability measure. Assume that
Xi = (Xi1, . . . ,Xim) is an md-dimensional vector, where Xi1 is a -valued random vector with
distribution P and where Xil = T (Xil−1) (so Xij ∈  for all i). The Bowen m-ball of radius
r > 0 is deﬁned as
Bm(y, r) = {x ∈  : ‖T j (x) − T j (y)‖ < r; ∀0j < m}.
These balls are related to the metric entropy of P, hP (T ), by the Brin–Katok formula [2]
hP (T , y) = − lim
r→0 lim supm→∞
1
m
logP(Bm(y, r)) = − lim
r→0 lim infm→∞
1
m
logP(Bm(y, r))
for P-almost all y ∈ . Moreover,
hP (T ) = EhP (T ,X),
where X is a -valued random vector with distribution P. It follows that the entropy can be
estimatedby the average exponential growth rate of themeasuresP(Bm(y, r)).Thekernel function
here becomes
h((y1, . . . , ym), (x1, . . . , xm)) =
m∏
i=1
1{‖yi−xi‖<r}.
A similar application can be given for the estimation of the pressure with respect to a Lipschitz
(even Hölder) continuous function. The Brin–Katok formula extends easily to this case.
It is also worth mentioning that the exponential growth rate of periodic points of period m is
the entropy in many systems, like Anosov ﬂows and diffeomorphisms.
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Example 2. Another example for the statistics T (F ) arises from estimation of the scale parameter
of a symmetric stable distribution with characteristic function log(t) = −c|t |p for some known
parameter p and unknown scale parameter c. The statistic
T (F ) = −
∫
log
∫
eixy

F(dx)F (dy)
equals cE|Y |p for 0 <  < 1 and for a stable distribution function F. Thus
T (Fˆn) = 1
n
n∑
j=1
log
1
n − 1
∑
i =j
e
iXiX

j
estimates cE|Y |p. If F belongs to the domain of attraction of a stable distribution of the above
form, then by Aaronson and Denker [1] the characteristic function of F has the form
log(t) = −c|t |L
(
1
|t |
)
as t → 0,
where L is a slowly varying function.
Thus, if L is a known function, for t > 0,
T (F ) = −
∫
log
∫
eitxy

F(dx)F (dy) ≈ c|t |pE|Y |pL
(
1
|t ||Y |
)
and dividing by |t |pL
(
1
|t |
)
we obtain the asymptotic rate cE|Y |p.
Example 3. Since the pioneering work in Cutler [4] the problem of estimation dimensions of
probability measures received considerable interest. The main objective is to estimate their infor-
mation dimension (see [3]). The lower information dimension of a measure  is deﬁned by
− = lim inf
r→0
∫
log (B(x, r))(dx)
log r
,
and the upper information dimension similarly replacing the lim inf by lim sup. If both values
agree, then  is said to have information dimension  = − . For properties of this dimension and
in particular its relation to other notions of dimension we refer to Cutler [4]. The interest in this
question arose originally in the need of estimating dimensions of attractors in dynamical systems,
like the correlation dimension of Grassberger–Procaccia [10]. This dimension can be estimated
by a combined method using U -statistics as an empirical correlation integral and least square
regression analysis (see [9]). A new technique has been introduced by Cutler and Dawson [5,6]
using nearest neighbor analysis. This technique avoids the unpleasant problem of having enough
observations to effectively estimatingmeasures of balls. In 1997,Keller [12] overcame the problem
of insufﬁcient information from the data for estimating measures of small balls by truncation with
score functions. He investigated a new least square approach to information dimension estimation
of an invariant distribution of a dynamical system. His method is computationally similar to the
Grassberger–Procaccia algorithm for estimating the correlation dimension. He mentioned another
estimator for the information dimension, based on ergodicity and local dimensions, but did not
prove any result for it. This was the motivation for the present work.
We shall give more details in Section 2 on applications of our estimator in this situation. More
details will appear elsewhere.
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2. Estimation of information dimension
As in the case of estimating the correlation dimension (see [9]), Theorem 2 applied to the
kernel h(x, y) = 1{‖x−y‖ε} will be combined with the least square ﬁt in order to estimate the
information dimension. This permits to balance effects of particular chosen radii ε. Let the statistic
Tn be denoted by Tn(ε):
Tn(ε) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
n
n∑
j=1
log
⎛⎜⎝ 1
n − 1
n∑
i=1
i =j
1{‖Xi−Xj ‖ε}
⎞⎟⎠ if n∑
i=1
i =j
1{‖Xi−Xj ‖ε} > 0
for j = 1, . . . , n,
−∞ otherwise.
Furthermore, we require that E log (B(X, ε)) follows a linear law with respect to log ε, i.e.
E log (B(X, ε)) ≈ K +  log ε (ε → 0) for some constants K and . For a sequence of radii
ε1 < ε2 < · · · < εm and n2 the vectors Tn = (Tn(ε1), Tn(ε2), . . . , Tn(εm)) provide consistent
estimators for
E log (B(X, ε1)) ≈ K +  log ε1; (7)
E log (B(X, ε2)) ≈ K +  log ε2; (8)
...
...
E log (B(X, εm)) ≈ K +  log εm. (9)
Moreover, it follows as in Theorem 2 that
√
nTn converges weakly to the m-dimensional normal
distributionwith zero expectation and somecovariancematrixVwith entriesvi,j , i, j = 1, . . . , m.
Let u = (u1, . . . , um) be deﬁned by
ui =
log εi − 1
m
∑m
k=1 log εk
1
m
∑m
k=1 log2 εk −
(
1
m
∑m
k=1 log εk
)2 ,
and assume that strict equality holds in (7)–(9). Then ˆ given by
ˆ = 1
m
m∑
i=1
uiTn(εi) (10)
is a least square estimator for , i.e. ˆ and K̂ = K − ˆ · 1m
∑m
i=1 log εi minimize the sum
of squares of deviations
∑m
i=1(Tn(εi) − a − b log εi)2 over all possible choices a ∈ R and
b ∈ R. Furthermore, √n(ˆ − ) is asymptotically normal with expectation 0 and variance 2LS
deﬁned by
2LS =
1
m
m∑
i=1
1
m
m∑
k=1
uivij uk.
Note that the entries of the covariance matrix V can be consistently estimated from the underlying
data in the same way as it will be done for 2 in Proposition 4. We will denote a consistent
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estimator of 2LS by ˆ2LS, i.e.
ˆ2LS =
1
m
m∑
i=1
1
m
m∑
k=1
ui vˆij uk, (11)
where vˆij ’s are consistent estimators of vij ’s.
Using (10), (11), it is straightforward deriving asymptotic (1 − ) · 100%-conﬁdence intervals
for .
Remark 2. The sequence of radii should be chosen in such way that for each radius ε the pro-
portion of points having at least 1 neighbor in its ε-neighborhood should range between 80%
and 100%. In general there is no standard recipe how to choose “radii” properly even for the
correlation dimension. The above rule of thumb for our method turned out to be successful in
those simulations presented below. For further discussions on this topic we refer the reader to
Cutler [4].
Remark 3. Because of the previous remark, in practice, one has to use a modiﬁed version of the
statistic Tn(ε), denoted by T˜n(ε), where the ﬁrst sum only extends over those indices j for which
the log-term is well deﬁned. It is straightforward to show that then Tn(ε) and T˜n(ε) have the same
asymptotic distribution whenever the number of discarded observations n0 is o
(√
n/ log n
)
.
Themain advantage of the plug-in estimation procedure, fromour point of view, is its simplicity.
For example, in the estimation procedure of Keller [12] it is not clear how to select a score function
in general and what would be the impact of its choice on the accuracy of the estimation.
Example 4. If C denotes the one-dimensional Cantor set then the two-dimensional Cantor dis-
tribution is the uniform distribution on the Cartesian product of C × C. It is known that the
information dimension  of this distribution is approximately equal to 1.2619 (see e.g. [3,4]).
We have produced 100 simulations. For each simulation a sample of size 5000 was randomly
drawn from the two-dimensional Cantor distribution. The radii were chosen as εk = 0.0021 +
0.0001 · k, k = 0, . . . , 8. Points Xi which did not have any neighbor in their ε1-neighborhood
have been discarded for the analysis. In this simulation study about 80% of all points satisfy this
condition. For each simulated data set we constructed the asymptotic 95%-conﬁdence interval
for . As can be seen from Fig. 1 they show good agreement with the theoretical value of the
information dimension and cover it in 97 out of 100 cases.
Example 5. Let us consider a generalization of the three-dimensional Cantor distribution on the
Cartesian product C × C × C from Cutler [3]. For the reader’s convenience we describe its
construction here.
Consider the unit cube I 3 in R3. Divide it into 27 nonoverlapping cubes I1, . . . , I27 of equal
size numbering them beginning at the lower left vertex of some face counting the cubes on this
face from left to right and down to up (see Fig. 2A), then the cubes adjacent to it in the same
fashion (see Fig. 2B) ﬁnishing with the cubes of the opposite face (see Fig. 2C). Next deﬁne
a vector of probabilities p = (p1, . . . , p27) by p1 = 0.83, p3 = p7 = p19 = 0.82 · 0.2,
p9 = p21 = p25 = 0.8 · 0.22, p27 = 0.23 and pi = 0 otherwise, and assign the probability
pi to Ii .
Repeat this process of subdividing each cube iteratively to obtain cubes Ii1i2...in in the nth step
and a (unique) self-similar probability measure p in the limit. p is deﬁned on the Borel sets
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Fig. 1. Hundred conﬁdence intervals for the information dimension of the two-dimensional Cantor distribution. The
horizontal line corresponds to the true dimension 1.2619 and ×’s correspond to estimators for the information dimension.
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7 8 9
4 5 6
1 2 3
16 17 18
13 14 15
10 11 12
25 26 27
22 23 24
19 20 21
(middle slice)
Fig. 2. Three vertical slices of the unit cube in R3.
of I 3 and on the cubes Ii1...in , (n1), such that p(Ii1...in ) = pi1 · · · · · pin . It is known that
its information dimension is approximately equal to 1.3665 (see [3]). If the nonzero entries of a
vector of probabilities p are given by p1 = p3 = p7 = p9 = p19 = p21 = p25 = p27 = 0.53
then we obtain instead the usual three-dimensional Cantor distribution.
We have produced 100 simulations. In each simulation a sample of size 5000 was randomly
drawn from the generalized three-dimensional Cantor distribution. The radii were chosen as εk =
0.030+0.001 · k, k = 0, . . . , 8. Points which did not have any neighbor in their ε1-neighborhood
were not considered. In this simulation study around 97% of all points satisfy this condition.
For each simulated data set an asymptotic 95%-conﬁdence intervals for  has been constructed.
The results show good agreement with the theoretical value for the information dimension and
the conﬁdence intervals covered in 97 of 100 cases (see Fig. 3). Cutler in [3] constructed 95%-
conﬁdence intervals based on 20 400 observations and our conﬁdence intervals are slightly shorter
than hers.
Example 6. We also applied our estimation procedure to data from the cubic unimodal map
(for deﬁnition see [12]). Note that the underlying observations are no longer independent, but
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Fig. 3. Hundred conﬁdence intervals for the information dimension of the generalized three-dimensional Cantor distri-
bution. The horizontal line corresponds to the true dimension 1.3665 and ×’s correspond to estimators for information
dimension.
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Fig. 4. Hundred conﬁdence intervals for the information dimension of the cubic unimodal map. The horizontal line
corresponds to the true dimension 1 and ×’s correspond to estimators for information dimension.
the method can be applied. The last 2000 iterations from 5000 iterations of the map were taken
as data points. We produced 100 samples and considered the radii εk = 0.0016 + 0.0001 · k,
k = 0, . . . , 8 for T (ε). Because of Remark 2 the radii, used by Keller in [12], did not lead to
conﬁdence intervals covering the true dimension 1 of the map in a satisfactory way. Fig. 4 shows
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asymptotic 95%-conﬁdence intervals for the information dimension which are based on around
97% of observations. They cover the true dimension in 95 out of 100 cases and have almost
the same lengths as the corresponding conﬁdence intervals in Fig. 1 in Keller [12]. Finally we
would like to note that our method performed also well for “independent” observations which are
simulated by putting every 20th iterate into the data set.
3. Proof of Theorem 1
We begin with a simple observation and a lemma.
Recall that a sequence (Yn)∞n=1 of random variables converges completely to 0 if, for all  > 0,
∞∑
n=1
P(|Yn| > ) < ∞.
By the Borel–Cantelli Lemma, complete convergence is stronger than almost sure convergence.
Setting h1(x) = h˜1(x) −
∫∫
h(x, y)(dx)(y) and
	k,n =
1
n − 1
n∑
i=1:i =k
h1(Xi ) + 1
n − 1
n∑
i=1:i =k
h2(Xi ,Xk) (12)
we can rewrite (1) (when the ﬁrst case holds) as
Tn = 1
n
n∑
k=1
log(h˜1(Xk) + 	k,n). (13)
Lemma 3. The random variables 	k,n are identically distributed w.r.t. k for every ﬁxed n and,
moreover, if Eh4(X1,X2) < ∞, then for every ﬁxed k
E	4k,n = O
(
1
n2
)
and consequently 	k,n → 0 completely as n → ∞.
Proof. The ﬁrst statement is obvious. The last statement follows immediately from the second
one.
Let us prove the second statement. By the cr -inequality (see e.g. [13, p. 155]), it follows that
E	4j,n  8E
⎛⎝ 1
n − 1
n∑
i=1:i =j
h1(Xi )
⎞⎠4 + 8E
⎛⎝ 1
n − 1
n∑
i=1:i =j
h2(Xi ,Xj )
⎞⎠4
=: 8Wr1 + 8Wr2.
Consider Wr1. Using degeneracy of h1 (for a deﬁnition see e.g. [8, p. 9]) and the assumption, we
have
Wr1 = 1
(n − 1)4
n∑
i=1:i =j
Eh41(Xi ) +
3
(n − 1)4
n∑
i=1:i =j
n∑
k=1:k =j
Eh21(Xi )Eh
2
1(Xk)
= O
(
1
n2
)
.
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A similar argument yields a bound for Wr2
Wr2 = 1
(n − 1)4
n∑
i=1:i =j
Eh42(Xi ,Xj )
+ 3
(n − 1)4
n∑
i=1:i =j
n∑
k=1:k =i:k =j
Eh22(Xi ,Xj )Eh
2
2(Xk,Xj ) = O
(
1
n2
)
.
The claim follows from these relations. 
Remark 4. The complete convergence can be proved assuming Eh2(X1,X2) < ∞. In this case
one needs to use results of Hsu and Robbins [11] and of Dehling [7].
Proof of Theorem 1. First note that 0 < Eh˜1(X1)E|h(X1,X2)| and | log u| max{logA, u}
for uA > 0 which shows that
E| log h˜1(X1)| < ∞. (14)
Fix ε > 0.
Representation (13) of Tn and a simple argument now imply that
P(|Tn − ()| > ε) = P
⎛⎝∣∣∣∣∣∣1n
n∑
j=1
(log(h˜1(Xj ) + 	j,n) − ())
∣∣∣∣∣∣ > ε
⎞⎠
= P
⎛⎝1
n
∣∣∣∣∣∣
n∑
j=1
(log(h˜1(Xj ) + 	j,n) − ())
∣∣∣∣∣∣ > ε; maxk=1,...,n |	k,n| > A2
⎞⎠
+P
⎛⎝1
n
∣∣∣∣∣∣
n∑
j=1
(log(h˜1(Xj ) + 	j,n) − ())
∣∣∣∣∣∣ > ε; maxk=1,...,n |	k,n| A2
⎞⎠
= Wg1 + Wg2. (15)
By Lemma 3, it follows that
Wg1  P
(
max
k=1,...,n |	k,n| >
A
2
)

n∑
k=1
P
(
|	k,n| >
A
2
)
= nP
(
|	1,n| >
A
2
)
→ 0 as n → ∞. (16)
Consider Wg2. Using the Taylor expansion for log(b + x) with the remainder term in Lagrange
form, we ﬁnd
Wg2 = P
⎛⎝∣∣∣∣∣∣1n
n∑
j=1
[
log h˜1(Xj ) − () +
	j,n
h˜1(Xj ) + j,n	j,n
]∣∣∣∣∣∣
1
{
max
k=1,...,n |	k,n|
A
2
}
> ε
)
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 P
⎧⎨⎩
∣∣∣∣∣∣1n
n∑
j=1
[log h˜1(Xj ) − ()]
∣∣∣∣∣∣ 1
{
max
k=1,...,n |	k,n|
A
2
}
>
ε
2
⎫⎬⎭
+P
⎛⎝∣∣∣∣∣∣1n
n∑
j=1
	j,n
h˜1(Xj ) + j,n	j,n
∣∣∣∣∣∣ 1
{
max
k=1,...,n |	k,n|
A
2
}
>
ε
2
⎞⎠
= Wh1 + Wh2, (17)
where j,n, j = 1, . . . , n are (0, 1)-valued random variables depending on h˜1(Xj ) and 	j,n.
From (14) and the law of large numbers for {log h˜1(Xj )}j∈N, we deduce that
Wh1P
⎛⎝∣∣∣∣∣∣1n
n∑
j=1
[log h˜1(Xj ) − ()]
∣∣∣∣∣∣ > ε2
⎞⎠ → 0 as n → ∞. (18)
Using Chebychev’s and Cauchy–Schwarz’ inequalities, Wh2 is estimated by
Wh2 
4
ε2
E
⎛⎜⎜⎝1n
n∑
j=1
	j,n1
(
maxk=1,...,n |	k,n|
A
2
)
h˜1(Xj ) + j,n	j,n
⎞⎟⎟⎠
2
 4
ε2n
n∑
j=1
E
(
	j,n
h˜1(Xj ) + j,n	j,n
)2
1
(
max
k=1,...,n |	k,n| <
A
2
)
.
Furthermore, note that if |	jn|A/2, then by (2)(
	j,n
h˜1(Xj ) + j,n	j,n
)2
 4
A2
	2j,n − a.s. (19)
and hence,
Wh2
16
A2ε2n
n∑
j=1
E	2j,n =
16
A2ε2
(
Eh21(X1)
n − 1 +
Eh22(X1,X2)
n − 1
)
→ 0. (20)
The last equality holds since
E	2j,n = E
⎛⎝ 1
n − 1
n∑
i=1:i =j
h1(Xi ) + 1
n − 1
n∑
i=1:i =j
h2(Xi ,Xj )
⎞⎠2
= Eh
2
1(X1)
n − 1 +
Eh22(X1,X2)
n − 1 for any j = 1, 2, . . . , n. (21)
Inserting (18) and (20) into (17), (16) and (17) into (15) proves the theorem. 
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4. Proof of Theorem 2
In this section, we prove the asymptotic normality of Tn. We begin introducing some further
notations:
A1 = E
(
1
h˜1(X1)
)
; (22)
(x, y) = 1
2
(
1
h˜1(x)
h2(y, x) + 1
h˜1(y)
h2(x, y)
)
; (23)
(x) = E((X1,X2)|X1 = x) − E(X1,X2); (24)
Zj = log(h˜1(Xj )) − () + A1h1(Xj ) + 2(Xj ). (25)
Remark 5. Note that, the random variables Zj can also be written in the form
Zj = log(h˜1(Xj )) − () +
∫
h(Xj , y)
h˜1(y)
(dy) − 1 (26)
and that 2 = Var(Zj ). We shall make use of this in the next section to construct a consistent
estimator for 2.
Proof of Theorem 2. First we give some simple consequences of assumptions (4) and (5):
E
∣∣∣∣h1(X1)
h˜1(X1)
∣∣∣∣ < ∞; Var( 1
h˜1(X1)
)
< ∞; E2(X1,X2) < ∞. (27)
As in the beginning of the proof of Theorem 1 one can show that
() = E log(h˜1(X1)) < ∞ and 2 < ∞,
and consequently, 2 is well deﬁned under the assumptions of the theorem.
Consider
√
n−1(Tn − ()). As in the proof of Theorem 1 we use Taylor expansion, but we
need one additional term in the expansion of Tn, namely
√
n−1(Tn − ()) = 1√
n
n∑
j=1
[log(h˜1(Xj ) + 	j,n) − ()]
= 1√
n
n∑
j=1
[
log(h˜1(Xj )) − () +
	j,n
h˜1(Xj )
]
− 1√
n
n∑
j=1
	2j,n(
h˜1(Xj ) + j,n	j,n
)2
= W1 − W2, (28)
where j,n, j = 1, . . . , n are (0, 1)-valued random variables depending on h˜1(Xj ) and 	j,n.
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The ﬁrst step in the proof is to show that
W2 → 0 in probability. (29)
Write
W2 = P
⎛⎜⎝ 1√
n
n∑
j=1
	2j,n(
h˜1(Xj ) + j,n	j,n
)2 > ε; maxk=1,...,n |	k,n| A2
⎞⎟⎠
+P
⎛⎜⎝ 1√
n
n∑
j=1
	2j,n(
h˜1(Xj ) + j,n	j,n
)2 > ε; maxk=1,...,n |	k,n| > A2
⎞⎟⎠
= W21 + W22.
By virtue of (19), (21), (4) and Chebychev’s inequality, we have
W21  P
⎛⎝ 1√
n
n∑
j=1
4
A2
	2j,n > ε; max
k=1,...,n |	k,n|
A
2
⎞⎠
 4√
nεA2
n∑
j=1
E	2j,n =
4n√
nεA2
E	21,n → 0.
By Lemma 3 it follows that
W22P
(
max
k=1,...,n |	k,n| >
A
2
)
nP
(
|	1,n| >
A
2
)
→ 0.
Thus, (29) follows from these relations.
The second step in the proof is to establish the asymptotic equivalence of the distributions of
W1 and Sn, where
Sn = 1√
n
n∑
j=1
Zj ,
and where Zj and  are deﬁned in (25) and (6), respectively. To verify this, it is enough to show
that
E(W1 − Sn)2 → 0 as n → ∞. (30)
Note that
1√
n
n∑
j=1
	j,n
h˜1(Xj )
= 1√
n(n − 1)
n∑
j=1
1
h˜1(Xj )
n∑
i=1:i =j
h1(Xi )
+ 1√
n(n − 1)
n∑
j=1
1
h˜1(Xj )
n∑
i=1:i =j
h2(Xi ,Xj )
= SS1 + SS2.
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Deﬁne the following random variables:
SS = A1√
n
n∑
i=1
h1(Xi ) and
2
√
n

U1 = 1√
n
n∑
i=1
2(Xi ),
where A1 and (x) are deﬁned in (22) and (24), respectively.
A simple calculation yields
E(W1 − Sn)2 = E
(
SS1 + SS2 − SS − 2
√
n

U1
)2
,
and it is therefore sufﬁcient to show that
E (SS1 − SS)2 → 0 (31)
and
E
(
SS2 − 2
√
n

U1
)2
→ 0. (32)
Rewrite SS1 in the form
SS1 = 1√
n
n∑
i=1
h1(Xi )
1
n − 1
n∑
j=1:j =i
1
h˜1(Xj )
.
It follows that
E(SS − SS1)2 = 1
n2
n∑
i=1
E
⎛⎝h1(Xi ) 1
n − 1
n∑
j=1:j =i
[
1
h˜1(Xj )
− A1
]⎞⎠2
+ 1
n2
E
⎛⎝ n∑
i=1
n∑
m=1:m=i
h1(Xi )
1
n − 1
⎡⎣ n∑
j=1:j =i
(
1
h˜1(Xj )
− A1
)⎤⎦
× h1(Xm) 1
n − 1
⎡⎣ n∑
l=1:l =m
(
1
h˜1(Xl )
− A1
)⎤⎦⎞⎠
= QQ1 + QQ2. (33)
By (5) and (27) we obtain
QQ1 = 1
n2
n∑
i=1
E
⎛⎝h1(Xi ) 1
n − 1
n∑
j=1:j =i
[
1
h˜1(Xj )
− A1
]⎞⎠2
= 1
2
1
(n − 1)2Eh
2
1(X1)E
⎛⎝ n∑
j=2
[
1
h˜1(Xj )
− A1
]⎞⎠2
= 1
2
1
(n − 1)Eh
2
1(X1)E
(
1
h˜1(X2)
− A1
)2
→ 0. (34)
M. Denker, A. Min / Journal of Multivariate Analysis 99 (2008) 665–683 679
Using (27) and the degeneracy of the function h1(x), we ﬁnd
QQ2 = 1
n2
n∑
i=1
n∑
m=1:m=i
E
⎛⎝h1(Xi ) 1
n − 1
⎡⎣ n∑
j=1:j =i
(
1
h˜1(Xj )
− A1
)⎤⎦
× h1(Xm) 1
n − 1
⎡⎣ n∑
l=1:l =m
(
1
h˜1(Xl )
− A1
)⎤⎦⎞⎠
= 1
n(n − 1)22
n∑
i=1
n∑
m=1:m=i
E
⎛⎝h1(Xm)
⎡⎣ n∑
j=1:j =i
(
1
h˜1(Xj )
− A1
)⎤⎦
×Eih1(Xi )
⎡⎣ n∑
l=1:l =m
(
1
h˜1(Xl )
− A1
)⎤⎦⎞⎠
= 1
n(n − 1)22
n∑
i=1
n∑
m=1:m=i
E
⎛⎝h1(Xm)
⎡⎣ n∑
j=1:j =i
(
1
h˜1(Xj )
− A1
)⎤⎦Ei h1(Xi )
h˜1(Xi )
⎞⎠
= 1
n(n − 1)22
n∑
i=1
n∑
m=1:m=i
E
h1(Xm)
h˜1(Xm)
E
h1(Xi )
h˜1(Xi )
= 1
(n − 1)2E
h1(X1)
h˜1(X1)
E
h1(X2)
h˜1(X2)
→ 0, (35)
where Ei denotes the conditional expectation with respect to Xi . Convergence result (31) follows
now from (33)–(35).
In order to establish (32), we rewrite SS2 in the form
SS2 = 1√
n(n − 1)
∑
1 i =jn
1
2
(
1
h˜1(Xj )
h2(Xi ,Xj ) + 1
h˜1(Xi )
h2(Xj ,Xi )
)
= 1√
n(n − 1)
∑
1 i =jn
(Xi ,Xj ),
where (x, y) has been deﬁned in (23).
Nowwe see that n−1/2SS2 is a U-statistic with kernel(x, y). Noticing thatE(X1,X2) = 0,
relation (32) follows from (27) and Hoeffding’s decomposition of U -statistics (see [8, p. 18]).
Finally, the theorem follows applying the central limit theorem to Sn, since 2 > 0. 
5. Consistent estimator of the variance
The random variables
Zj = log(h˜1(Xj )) − () +
∫
h(Xj , y)
h˜1(y)
(dy) − 1
can be used to estimate 2 = Var(Z1), if, for example, h(x, y) = 1{‖x−y‖ε}. First we
deﬁne random variables Zˆj by replacing (dy) by ˆ(dy) and the expectation by the sample
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mean in (26), i.e.
Zˆj = log(ˆ(B(Xj , ε))) − ˆ() + 1
n − 1
n∑
i=1:i =j
1{‖Xj−Xi‖ε}
ˆ(B(Xi , ε))
− 1,
where
ˆ(B(Xj , ε)) = 1
n − 1
n∑
i=1:i =j
1{‖Xj−Xi‖ε}
and
ˆ() = 1
n
n∑
j=1
log
(
ˆ(B(Xj , ε)
)
.
Then we take the sample second moment of {Zˆj }nj=1 which we denote by ˆ2 as an estimator for
2, sinceEZj = 0 for j = 1, . . . , n. The consistency of ˆ2 will be proved in the next proposition.
Since we are going to apply Theorem 1 to h(x, y) = 1{‖x−y‖ε}, we assume further that
P(0h(X1,X2)C1) = 1. (36)
Proposition 4. Let X1,X2, . . . ,Xn be i.i.d. Rd -valued random variables with a probability dis-
tribution  and Tn be the statistic deﬁned in (1) such that lim infn Tn > −∞ -a.s. Assume that
(2) and (36) hold. Then the following statistic:
ˆ2n =
1
n
n∑
j=1
log2
⎛⎝ 1
n − 1
n∑
i=1:i =j
h(Xi ,Xj )
⎞⎠− T 2n
+ 1
n3
n∑
s=1
n∑
i=1
n∑
j=1
h(Xs ,Xi )
1
n−1
∑
u=i h(Xu,Xi )
· h(Xs ,Xj )1
n−1
∑
v =j h(Xv,Xj )
+ 1
− 2
n2
n∑
s=1
n∑
i=1
h(Xs ,Xi )
1
n−1
∑
u=i h(Xu,Xi )
− 2Tn
+ 2
n2
n∑
s=1
n∑
j=1
⎡⎣log
⎛⎝ 1
n − 1
∑
u=s
h(Xu,Xs)
⎞⎠⎤⎦ · h(Xs ,Xj )1
n−1
∑
v =j h(Xv,Xj )
(37)
is a consistent estimator for 2 deﬁned in (6).
Proof. The proof of the proposition is straightforward, so we only sketch it. A simple calculation
shows that
2 = Var(Z1) = EZ21
= E
(
log(h˜1(X1)) − ()
)2 + E (∫ h(X1, y)
h˜1(y)
(dy) − 1
)2
+2E
(
log(h˜1(X1)) − ()
)(∫ h(X1, y)
h˜1(y)
(dy) − 1
)
= E1 + E2 + 2E3
whence it is sufﬁcient to ﬁnd consistent estimators for E1, E2 and E3.
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Consider E1. It is enough to ﬁnd a consistent estimator for E log2(h˜1(X1)) since ()2 can be
consistently estimated by T 2n (this follows from Slutzky’s Theorem and Theorem 1). As before
we can write
Eˆ1 := 1
n
n∑
j=1
(
log h˜1(Xj ) +
	j,n
h˜1(Xj ) + j,n	j,n
)2
= 1
n
n∑
j=1
log2 h˜1(Xj )
+2
n
n∑
j=1
log h˜1(Xj ) ·
	j,n
h˜1(Xj ) + j,n	j,n
+1
n
n∑
j=1
(
	j,n
h˜1(Xj ) + j,n	j,n
)2
= S1n + 2S2n + S3n,
where 	j,n are deﬁned in (12) and j,n, j = 1, . . . , n are (0, 1)-valued randomvariables depending
on 	j,n and h˜1(Xj ).
Clearly,
S1n
P−→ E log2 h˜1(X1) as n → ∞.
By the conditions imposed on h˜1 and h, we ﬁnd that | log h˜1(X1)| < C2 -a.s., where C2 =
max{| logA|, | logC1|}. Furthermore it is easy to see that
P(|S2n| > ε) 
n∑
j=1
P
(∣∣∣∣∣ 	j,nh˜1(Xj ) + j,n	j,n
∣∣∣∣∣ > εC2 ; |	j,n| A2
)
+
n∑
j=1
P
(∣∣∣∣∣ 	j,nh˜1(Xj ) + j,n	j,n
∣∣∣∣∣ > εC2 ; |	j,n| > A2
)
= P2an + P2bn.
By Lemma 3 it follows that each of the terms P2an and P2bn tends to zero. Therefore S2n tends to
zero in probability. Likewise one shows that S2n tends to zero, whence Eˆ1 is a consistent estimator
of E1.
Simple calculation yields that
E2 = E
(∫
h(X1, y)
h˜1(y)
(dy) − 1
)2
= E
(∫
h(X1, y)
h˜1(y)
(dy)
)2
+ 1 − 2E
(∫
h(X1, y)
h˜1(y)
(dy)
)
= E2a + 1 − 2E2b.
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The natural estimator for the E2a is
Eˆ2a = 1
n3
n∑
s=1
n∑
i=1
n∑
j=1
h(Xs ,Xi )
1
n−1
∑
u=i h(Xu,Xi )
· h(Xs ,Xj )1
n−1
∑
v =j h(Xv,Xj )
= 1
n3
n∑
s=1
n∑
i=1
n∑
j=1
h(Xs ,Xi )
h˜1(Xi )
· h(Xs ,Xj )
h˜1(Xj )
+ 1
n3
n∑
s=1
n∑
i=1
n∑
j=1
h(Xs ,Xi )	i,n
(h˜1(Xi ) + i,n	i,n)2
· h(Xs ,Xj )	j,n
(h˜1(Xj ) + j,n	j,n)2
− 1
n3
n∑
s=1
n∑
i=1
n∑
j=1
h(Xs ,Xi )
h˜1(Xi )
· h(Xs ,Xj )	j,n
(h˜1(Xj ) + j,n	j,n)2
− 1
n3
n∑
s=1
n∑
i=1
n∑
j=1
h(Xs ,Xi )	i,n
(h˜1(Xi ) + i,n	i,n)2
· h(Xs ,Xj )
h˜1(Xj )
= Eˆ2a1 + Eˆ2a2 + Eˆ2a3 + Eˆ2a4,
where j,n, j = 1, . . . , n are (0, 1)-valued random variables depending on h˜1(Xj ) and 	j,n.
It is not difﬁcult to see that
Eˆ2a1
P−→ E2a as n → ∞
by the law of large numbers for U-statistics and (similarly as before) that
Eˆ2a2, Eˆ2a3 and Eˆ2a4
P−→ 0 as n → ∞.
It follows that Eˆ2a is a consistent estimator of E2a .
Analogously, one can show that
Eˆ2b = 1
n2
n∑
i,s=1
h(Xs ,Xi )
(n − 1)−1∑u=i h(Xu,Xi )
is consistent for E2b. It follows that Eˆ2a + 1 − 2Eˆ2b is a consistent estimator for E2.
Note that E3 can be written in the form
E3 = E
(
log(h˜1(X1))
)
·
∫
h(X1, y)
h˜1(y)
(dy) − ()
= E3a − ().
By Theorem 1, () can be consistently estimated by Tn and hence, it remains only to ﬁnd a
consistent estimator for E3a . The same technique, used for proving consistency of Eˆ1 and Eˆ2a ,
will show that the estimator
Eˆ3a = 1
n2
n∑
s=1
n∑
j=1
⎡⎣log
⎛⎝ 1
n − 1
∑
u=s
h(Xu,Xs)
⎞⎠⎤⎦ · h(Xs ,Xj )1
n−1
∑
v =j h(Xv,Xj )
.
is a consistent estimator for E3a .
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Finally, note that the following equality for ˆ2n deﬁned in (37) holds
ˆ2n = Eˆ1 − T 2n + Eˆ2a + 1 − 2Eˆ2b + 2Eˆ3 − 2Tn
and therefore, ˆ2n consistently estimates 2. 
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