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                                                                  SUMMARY 
 
 
With the increase in demand for high-quality visual content in video games, movies, 
and simulators, it is of paramount importance to create realistic 3D models of trees, which are 
ubiquitous and find application in many areas such as urban modeling, movies, and gaming. In 
this work, we propose a methodology to create realistic 3D models of tree barks using a hand-
held camera. There exist many computer graphics techniques which can achieve high quality 
tree generation; however, only a few works focus on realistic modeling of tree bark. The 
difficulties in generating realistic tree barks is mainly because of the complex appearance of 
the bark surfaces. The complexity arises because of the wide variety of barks and their intricate 
details. Consequently, many methods for realistic tree modeling are being researched. A 
majority of the work focuses on using the traditional methods in 3D modeling to generate the 
tree models.  In this work, we explore a deep learning based methodology to generate high 
quality 3D models of tree barks. To the best of our knowledge, this is the first attempt at 
generating realistic tree barks using deep learning. 
We designed a pipeline to generate realistic-looking tree barks using multi-view 3D 
Reconstruction and Generative Adversarial Networks (GANs). 3D Reconstruction was used 






As part of the pipeline, we developed an efficient method to perform the 3D 
reconstruction faster and at the same time, generate better quality 3D point clouds. We also 
analyzed different GAN architectures and loss functions to generate high-quality surface 
geometry and color of the tree barks. We designed a GAN architecture to generate the surface 
of the tree barks along with the bark color concurrently. Finally, we developed a GAN 
architecture to tile small images into a larger and a continuous image.  
To test the scope of application of our method, we generated oak and beech tree barks, 
which have contrasting tree bark structures, using our proposed pipeline. Our experimental 
results show that our approach generates realistic looking tree barks for both smooth and 
deeply ridged surfaces. The generated tree barks look realistic for both the tested bark types 
and our method was able to capture the fine details in the tree bark surface. Ultimately, this 













INTRODUCTION AND BACKGROUND 
 
1.1 Introduction 
The objective of the project is to create 3D models of real trees and use those models 
to generate fake trees, with tree defects and moss at defined locations. The problem can be 
divided into two major steps: 
1. 3D reconstruction of real trees to obtain their geometry and color. 
2. Creating fake trees, to generate more examples of geometry of trees using GANs. 
In the coming sections, we will review the basics of 3D modeling and the existing 
methods proposed by the research community to generate 3D models of trees. We will also 
present a brief overview of multi-view 3D reconstruction. Since we use GANs to generate fake 
3D models using the real 3D models for training, the basics of GAN will be explained and the 
existing state-of-the-art GAN architectures and their applications will be introduced. 
1.2 Introduction to 3D modeling 
3D modeling dates back to the 1960s, when Sketchpad, the first 3D modeling software 
was invented by Ivan Sutherland, while at MIT. Since then, 3D models have been widely used 
in computer graphics and CAD. With the advances in the modeling techniques and the 
development of computer hardware, the quality of the models improved over time. Eventually, 
3D modeling found its applications in various industries like animation, gaming, architecture, 
and interior designing. Over the years, several techniques have evolved and the 3D modeling 
softwares have undergone a drastic improvement, with the addition of many features for users 
to easily create 3D models. 
 
3D modeling can be broadly categorized into three major approaches:  
1. Procedural modeling,  
     2. Sketch-based modeling, 
    3. Data-driven modeling  
Procedural modeling uses a set of rules and algorithms to generate 3D models. 
Generally, procedural modeling requires the user to fine-tune a set of parameters to create a 
model. However, defining the model and their parameters is not an easy task and is time-
consuming. L-Systems, and fractals are examples of procedural modeling techniques. 
In sketch-based modeling, a 2D sketch of the model is created which is then converted 
into 3D using an application. Sketch-based modeling is primarily designed for use by persons 
with artistic ability, but no experience with 3D modeling programs. However, this method is a 
tedious task when the object to be modelled contains a lot of textures and intricate details. 
Hence, this method is mostly restricted to rapid modeling of low-detail objects for use in 
prototyping and design work. 
In a data-driven approach, an object is scanned and a 3D model is reconstructed from 
the scan. With high-quality reconstruction, the 3D models capture the nuances in the geometry 
which are required for the model to be realistic. Laser scanners, structured light scanners, 
tomography, photogrammetry are some of the commonly used methods to obtain a 3D model 
of an object from reconstruction. 3D Laser scanners provide accuracy in the range of few 
millimetres.  Given the high cost of laser scanners and tomography machines, a cost effective 
method would be to capture images of the tree from different positions and 3D reconstructing 
it, also known as multi-view 3D reconstruction or photogrammetry. Unlike a laser scanner, this 
method can also capture the color information of the object being reconstructed, along with the 
geometry.  
For our study, we use photogrammetry to obtain the 3D reconstruction of the trees. The 
tree is modelled by capturing images of the tree from different camera poses and using the 
captured images for the 3D reconstruction of the trees. 
1.3 Related works on 3D Modeling of Trees 
Tree modelling is an important aspect of computer graphics because of its wide range 
of applications in computer generated scenes. However, given the numerous varieties of trees 
and complex bark structures, it is challenging to achieve a high level of realism. Furthermore, 
having a wide diversity of texture for the same tree species is equally challenging. The existing 
methods fall into one of the three major 3D modelling approaches: procedural, sketch-based 
and data-driven. 
There are several previous works on generating tree models along with branches and 
leaves[1-6]. [1] uses tree-cuts from real tree models to generate fake trees and [2,3] use sketch-
based modeling. However, very few works focus on generating realistic tree barks. [4] uses X-
ray images of a real bark to generate bark structure, while [5] uses texton analysis to generate 
barks from a single photograph. [6] uses procedural modeling to generate barks.  
We use the data-driven method for modeling the tree, by capturing image sequences of 
the trees from different poses and reconstructing the tree from the images. The principle behind 
that is multi-view 3D reconstruction. In the next section, a brief overview of the 3D 
reconstruction using multiple images is given.  
1.4 Multi-View 3D Reconstruction 
 In multi-view 3D reconstruction, a set of images of an object, taken from multiple 
camera poses is used to create a 3D model of the object. When an image of an object is captured, 
the 3D scene is projected onto a 2D plane and the depth information is lost in the process. A 
single point on the 2D plane corresponds to all the points on a line of sight in 3D. Hence, the 
exact point in 3D cannot be determined from a single image. If two images are present, then 
the point in 3D can be determined by a process known as triangulation. In triangulation, the 
position of a point in 3D can be determined by the intersection of two projection rays from the 
images. Figure 1.1 illustrates the triangulation principle based on stereo (from two images). 
Using this principle, the relative scale and depth information can be obtained from the set of 
images and used to construct a 3D point cloud of the scene. 
 
Figure 1.1: Determining an object point in 3D using triangulation. Source: 
[http://homepages.inf.ed.ac.uk/rbf/CVonline/LOCAL_COPIES/OWENS/LECT10/node3.html] 
 
The 3D Reconstruction process can be broken down into the following steps: 
1.4.1. Image acquisition 
A minimum of  two images, taken from different positions are required to capture the 
depth information of the object. To obtain the complete 3D model, images of the object are 
taken from multiple positions, which includes the region to be reconstructed. To yield a high 
quality 3D reconstruction, the images must be captured using a high resolution camera and the 
images must be free from noise and motion blur.  
1.4.2. Camera calibration 
Camera calibration is done to obtain the parameters (camera matrix) which can be used 
to map the relationship between the 2D image co-ordinates and the corresponding points in 3D 
world.  
The relation between the image co-ordinate and the 3D co-ordinate is given by 
 
where,  is the Scale factor,  are the image points, are the world points,  
is the camera matrix 
The camera matrix is further represented as a product of two matrices,  
 
where,  is the Extrinsic matrix (rotation and translation of the camera), and K is the Intrinsic 
matrix 
The world points are transformed to camera coordinates using the extrinsics parameters. The 
camera coordinates are mapped into the image plane using the intrinsics parameters. 
1.4.3. Feature extraction and matching 
Once the images are obtained, the next step is to extract feature points that are common 
between two or more images. SURF[55], SIFT[56], FAST[57], ORB[58] are some of the 
commonly used feature detection methods.  
Once the feature points are detected, they must be matched to find the correspondence 
between the images. Feature matching should be robust against illumination changes, noise, 
etc. 
1.4.4. Tracking and Mapping 
To build a complete 3D model in real-time using images, one needs to estimate the 
camera position and at the same time build the 3D model. If the position of the camera is 
known, then the 3D co-ordinates of the points of the object can be estimated. Likewise, if the 
3D surface of the object is known, the camera poses can be estimated from it.  However, neither 
the camera pose nor the 3D co-ordinates of the points are known beforehand in real time. The 
general solution is to simultaneously estimate the position of the camera and map the points in 
3D. This is known as visual SLAM. Figure 1.2 illustrates the process of reconstructing the 3D 
model of an object from a given sequence of images. 
 
Figure 1.2: Estimating the 3D structure of an object from a sequence of images 
Source: [openmvg.readthedocs.org/en/latest/_images/structureFromMotion.png] 
 
1.4.5 Related work 
There exist many methods in the literature to perform 3D Reconstruction. Visual SLAM 
is divided into two approaches: feature based and feature-less. Feature based methods utilize 
feature detectors and descriptors to perform the tracking and mapping. In contrast, feature-less 
methods directly use the input images to perform tracking and mapping. In general, 
photometric consistency is used as an error measurement in direct methods whereas geometric 
consistency such as positions of feature points in an image is used in feature-based methods. 
 
 
Feature based methods 
The first monocular visual SLAM was developed in [7] and is called monoSLAM. 
MonoSLAM uses Extended Kalman filter to estimate the camera poses and the 3D structure of 
the environment. The drawback with monoSLAM was the high computation cost, which was 
proportional to the size of the environment. To solve the problem of computation cost in 
monoSLAM, Parallel Tracking and Mapping (PTAM) [8] was introduced.  In [8], the 
reconstruction is done by splitting tracking and mapping into two separate tasks and the tasks 
were processed in parallel threads. Since the tracking and mapping were split into separate 
threads, PTAM could handle much more feature points compared to monoSLAM and was also 
computationally efficient. ORB-SLAM [9-10] is an extension of PTAM, which includes vision 
based close-loop detection in addition to the parallelized tracking and mapping. 
Feature-less methods 
DTAM [11] is a fully feature-less method, where the tracking is done by comparing the 
input image with synthetic view images generated from the reconstructed map. DTAM uses a 
hand-held RGB camera to create a dense 3D surface model and uses it for dense camera 
tracking. In LSD-SLAM [12], reconstruction is limited to areas which have an intensity 
gradient, which means, it ignores texture-less areas since it is difficult to estimate depth 
accurately from images in those areas. DSO [13] is a fully direct method, which removes error 
factors as much as possible from geometric and photometric perspectives. [14,15] use deep 
learning to estimate the camera pose and the depth.  
Recently, structured light-based RGB-D cameras such as Microsoft Kinect are 
becoming cheaper and smaller. These cameras provide both the color images and dense depth 
maps in real-time. [16] proposes an approach to perform SLAM using a RGB-D camera. 
In this study, we use the photogrammetry softwares Colmap [17,18] and Pix4DMapper 
[19], which are feature based methods, to obtain the 3D reconstruction of the trees using an 
RGB camera. 
 Once the 3D point cloud of the trees is obtained from reconstruction, we extract the 
surface geometry information and the bark color from the point clouds, and store them as 2D 
maps. Finally, we use GANs [19] to generate fake 2D maps. The fake maps are then used to 
construct a 3D model of the tree. The next section gives a brief overview of GANs. 
1.5 Generative Adversarial Networks (GANs) 
Since the advent of AlexNet [20] and its impressive performance on the ImageNet 
dataset, deep learning techniques have attracted wide-spread attention in both the academic and 
industrial community. Deep learning has found its application in many of the computer vision 
tasks and are widely used in image classification, object detection, image segmentation, image 
synthesis, etc. With gradual improvements in the network architectures and robust loss 
functions, deep learning methods have surpassed human capabilities in many tasks and are 
being used in medical imaging, automated driving, natural language processing, etc. The 
development of powerful GPUs mainly contributed to the improvements in the network 
architectures. 
Inspired by the success of deep learning techniques in many of the computer vision 
tasks, we wanted to explore its applicability for our objective: modeling tree barks, and 
assessing the quality of the 3D models obtained using deep learning. 
1.5.1 Introduction to GANs 
 Generative Adversarial Networks (GANs) [19] belong to the class of generative 
models, where deep learning is used to generate new content. The advent of GANs has brought 
in a lot of interesting applications and impressive performance in image generation and speech 
synthesis tasks. GAN was introduced in [19], where image generation from an input noise 
image was demonstrated on MNIST, TFD and CIFAR-10 datasets. A GAN consists of two 
networks: a generator and a discriminator acting as adversaries to each other. A typical GAN 
architecture is given in Figure. 1.3.  
 
Figure 1.3: Architecture of GAN 
 
The function of the generator network is to produce samples such that the discriminator 
cannot differentiate between the training data and the generated data. The function of the 
discriminator is to correctly classify if the sample provided to it is from the generator or the 
training data. As the training progresses, both the networks become good at their own task. The 
generator produces samples that are close to the real data and the discriminator correctly 
identifies the fake image from the real. At one point the generated image looks realistic so that 
the discriminator cannot correctly identify if the sample came from the generator or the training 
data. At this point the training is complete. 
The loss function for training a GAN network is  
 
where, G is the generator and D is the discriminator,  is the prior on the training data, 
and  is a prior on the input noise variables.  represents the probability that  came 
from the data rather than from the generator.  represent the probability that the sample 
is from the generator.              
1.5.2 Conditional GANs 
The more popular usage of GANs is in a conditional setting to generate meaningful 
images, given a conditioned label. The labels could be discrete class labels, semantic maps, 
edge maps, reference images, etc. This type of network is known as a Conditional GAN 
(cGAN). In a conditional GAN, a label is given as input to the generator and the discriminator 
network. The labels contain some underlying information on the kind of image to be generated. 
The conditioned labels help the GAN train faster and produces a better quality output compared 
to the normal GAN. The architecture of Conditional GAN is given in Figure 1.4.  
Conditional GAN was introduced in [22], where they demonstrated the generation of 
hand-written numbers with input class labels encoded as one-hot vectors. Since then 
conditional GANs have been used on discrete labels [22, 23], text [24] and images [25,26] to 
generate meaningful images. 
 
Figure 1.4: Architecture of Conditional GAN 
 
1.5.3 Related Works 
The original GAN paper used neural networks to generate the images. Later, DCGAN 
[26] was introduced, which incorporated Deep Convolutional Neural networks in the generator 
and discriminator to generate images. Using deep CNNs boosted the quality of the generated 
images compared to using neural networks. Since then, novel loss functions [28,29] and deep 
CNN architectures [30-32] have been evolving to stabilize training and generate higher quality 
images. Recent developments have enabled the generation of high resolution images of human 
faces [30-32].  
With the introduction of pix2pix [33], conditional GANs attracted wide-spread 
attention because of its ability to generate high quality images. Pix2pix is an image translation 
network, where the input label is an image and the network generates an image corresponding 
to the input. Various image-to-image translation networks have been proposed in [34-36, 
39,40] since the success of pix2pix. CycleGAN [34] is used when an unpaired dataset of input 
and target images are available for training. StarGAN [35] is used for multi-domain image-to-
image-translation. BigGAN [36] is used to generate high quality natural images. Pix2PixHD 
[39] uses multi-scale generator and discriminator network to generate high resolution images 
from input semantic maps, while SPADE [40] uses a spatially adaptive normalization to retain 
the semantic information through the network. 
 GANs have found application in data augmentation [37], image-to-image translation, 
text-to-image translation [38], converting semantic label map to photo-realistic images [39, 
40], image inpainting [41, 42], image blending [43] to name a few. 
1.6 Conclusion 
Data driven modeling is being widely used nowadays because of its simplicity 
compared to other modeling types and its ability to capture fine details. Variational auto-
encoders and GANs are the two commonly used deep learning architectures to generate images. 
When trained properly, GANs can achieve high level of realism in the generated images. Thus, 
we use GANs to generate fake samples of tree barks. For our objective, we combine the 
easiness of data-driven modeling and the ability of GANs to generate high quality images to 











 In this chapter, we explain the pipeline to generate realistic tree barks from a sequence 
of images. The block diagram of the pipeline is shown in Figure 2.1. Each of the blocks will 
be explained in more details in the coming sections. We developed the pipeline to generate 
fake oak tree barks and later on extended it to generate beech barks. Thus, the proposed pipeline 
can be used for a large variety of tree barks.  
 




2.2 Data Acquisition 
As shown in Figure 2.1, the first step in the pipeline is to capture image sequences of 
trees. To perform 3D reconstruction and triangulation, the image sequences of trees must be 
captured from multiple camera positions. Initially, while testing with normal hand held 
cameras, motion blurs were introduced due to jerking of the hand. This further deteriorated the 
quality of the 3D reconstruction. To avoid this, DJI Osmo pocket, a gyro-stabilized camera was 
used which could also capture images in Full HD. Gyro-stabilization gives sharper images by 
counteracting the camera shakes. 
Since we capture the images using a monocular camera i.e a single camera is used to 
capture all the images, the global scale information of the tree is not preserved in the final 3D 
point cloud. To get the scale information, we attach markers with known dimensions onto parts 
of the trees while capturing the video/images. We placed the markers onto the part of the tree 
near the ground so that it does not obstruct the mid portion of the trunk, which is required for 
extracting the surface geometry and color information. Once the 3D point cloud of the tree is 
obtained from reconstruction, the known marker dimension is used to scale the tree 
accordingly.  
Videos of 20 oak and 15 beech trees were captured from a local forest area, under 
natural lighting. Since natural lighting was used, our dataset consists of parts of tree barks 
illuminated by sunlight as well as dark regions because of shadow. Some of the images of the 
oak tree with uneven illumination are shown in Figure 2.2.  Figure 2.3 shows the images of the 
beech trees. 
Once the videos of the trees were acquired, the image sequences were obtained from 
all the video frames. Each video consists of thousands of image frames. The running time of 
the photogrammetry software depends on the number of input images given to it. Using all the 
images from a video sequence slows down the software drastically and requires a lot of 
computing power. Since we used a gyro-stabilized camera, the transition between the 
consecutive frames were smooth and hence, there were no major changes between consecutive 
frames. Most of the consecutive frames contain redundant information and so, the images were 
extracted from every tenth frame of the whole video sequence. This way, the number of images 
were in the range of few hundreds, which could be handled efficiently by the photogrammetry 
softwares.  
     
Figure 2.2: Samples of oak tree images used for reconstruction 
     
Figure 2.3: Samples of beech tree images used for reconstruction 
 
2.3 Background Suppression 
Once the image sequences of the trees were obtained, they were used to reconstruct the 
trees. The photogrammetry softwares Colmap[17, 18] and Pix4DMapper[19] were used, which 
uses the image sequences to produce 3D models of trees. These are feature based methods and 
as explained in Section 1.3. 3D reconstruction in feature based methods require feature points 
that are common between two or more images to be extracted and matched. So, if a same 
feature point occurs in any two images, it will be reconstructed. This means, apart from the tree 
that needs to be reconstructed, several other points in the background will also be reconstructed. 
This yields a sparser reconstruction of the tree and necessitates cleaning up the unwanted points 
later. For the study, we are only interested in the 3D point cloud of the tree, hence, we preferred 
the 3D reconstruction to focus more on the tree rather than the surrounding. Removing the 
background alleviates this and also makes 3D reconstruction run faster.           
To remove the background portions from the images, the deep learning segmentation 
network, proposed in [44, 45] was finetuned from Cityscapes [46] to label the bark and the 
non-bark regions. We chose PSPNet [44] as it utilizes global scene clues to segment the image. 
This translates to less noisy a
traditional segmentation networks. To train the PSP network, the images and the corresponding 
labels indicating the tree bark and the surrounding regions are required. Acquiring a labeled 
dataset to train a segmentation network is a challenging task, since most of the time, labeling 
has to be done manually. As our images were acquired with a gyro-stabilized camera, we could 
assume that the transition between the consecutive frames is smooth. Using this assumption, 
we developed an automated labeling mechanism based on optical flow to acquire a labelled 
dataset to train the deep learning segmentation network. 
 Optical flow was considered to differentiate the foreground (tree bark) from the 
background of the images. First, we obtained the horizontal and vertical flow vectors for all 
the consecutive images in the video sequence. From the flow vectors, we calculated the 
magnitude and direction of the flow. As our images are acquired with a gyro-stabilized camera, 
we can make the two following hypotheses. When the camera translates along the tree, the flow 
direction is vertical and the magnitude of the flow vectors are more in the foreground than in 
the background since the objects close to the camera move faster than the far-away objects. 
When the camera rotates, the flow direction is horizontal and the magnitude of the flow vectors 
is more in the background since far-away objects move faster. A sample of the flow magnitude 
when the camera translates and rotates is shown in Figure 2.4.  
 An adaptive threshold on the magnitude of the flow vectors was used to mask the 
background. The magnitude of the maximum flow vector for each frame was taken and 
compared with the other flow vectors for the same frame. As the camera translates, and the 
magnitude of the flow vector is greater than 50% of the maximum magnitude, the region was 
labelled to be the foreground. The other regions were labeled as background.  
 
      
                                     (a)                                                                  (b) 
Figure 2.4: Magnitude of optical flow calculated on video sequences: (a) when the camera 
translates, the magnitude of the flow is greater in the foreground (b) when the camera rotates, 
the magnitude of the flow is more in the background 
 
The labelled images were used to train the segmentation network. Once trained, the 
original images acquired from the videos were provided as input to the network. The output 
from the segmentation network is a label indicating the bark and the non-bark regions for each 
of the input images. The output label images were used to create a mask, where the bark 
portions were represented as 1s and the other regions as 0s. The segmentation network 
sometimes detects some of the trees in the background and marks them as 1. To remove those 
trees, the largest connected region, which is the tree bark to be reconstructed, was detected in 
the mask and retained, while the other regions were erased. The final mask obtained was dilated 
to include the edges of the tree bark. The mask obtained was applied to the original image to 
get the tree bark image with the background portions suppressed. The pipeline for background 
suppression, showing the intermediate steps is given in Figure 2.5. 
 
Figure 2.5: Pipeline for background suppression 
 
2.4 3D Reconstruction  
The images, with the background portions suppressed, were used by Colmap and Pix4d 
to generate a dense 3D point cloud of the tree. Figure 2.6(a) is a 3D reconstruction of a tree 
without performing background suppression. It can be seen that the surrounding is also 
reconstructed, which results in a sparser reconstruction of the tree. Figure 2.6(b) is a 3D point 
cloud of a tree obtained after background suppression. The point cloud obtained is denser and 
cleaner. Since after removing the background portions from the images helped the 
photogrammetry software focus only on reconstructing the tree, it was also able to capture the 
structural details like the ridges in oak trees. Hence, background suppression of the images 
proved to be beneficial by yielding a better quality point cloud and reducing the work needed 
to clean up the surroundings in the point cloud. 
     
Figure 2.6 3D reconstruction of a tree (a)without background suppression of images (b) with 
background suppression of images 
 
2.5 Surface Geometry Extraction 
Once the 3D dense point cloud of the tree is obtained, we extracted the surface geometry 
information from the point cloud, along with the bark color. To do this, we approximated the 
3D point cloud of the tree to a series of circles stacked vertically. In the cylindrical co-ordinates, 
the point cloud is discretized as height and angle. The height was discretized in steps of 1 mm 
and angle in steps of 0.5°. For each of the circles obtained from the discretized height, the 
centre point was calculated using a circular least-square fit. Initially, RANSAC was used to 
find the centre points. However, the centre calculation using RANSAC was inaccurate. Since 
the shape of the tree bark is not exactly a circle, RANSAC filters most of the points as outliers 
and chooses only a small section as inliers and calculates the centre point based on the chosen 
 Thus, we used circular least-square fit 
for our centre-points calculation.    
A 2D map was constructed with radius, measured from the center point as a function 
of angle and height. Since the height and angle are discretized, there may be many points 
corresponding to a particular value of height and angle. So we take the mean values of the 
radius of the points to construct the radius map. The mean radius is calculated as a gaussian 
weighted sum of the distance between the point and the center of the cell in the map divided 
by the sum of weights. The mean radius calculation also includes the points from the 
neighbouring cells. The formula used to calculate the mean radius is given below: 
 
where,  is the gaussian weight, given by 
 
 is the point from the point cloud,  is the centre of the cell for which the mean radius is 
being calculated. 
Similarly, the mean values of R, G and B are calculated as a function of height and 
angle, where instead of the radius the R, G, B values of the point is used. A sample radius and 
the color map is shown in Figure 2.7. The radius map is shown in jet color for visualisation.  
 
Figure 2.7: Radius map with the surface geometry information and the corresponding bark 
color of an oak tree 
 
Sometimes, there may be cells in the map where there are no points. This is much more 
prevalent in the case of oak trees since the ridges on the bark surface creates occlusions, which 
are not reconstructed in the point cloud. Since the bark of the beech tree is much smoother, the 
occlusions are minimal. The presence of the cells with no points create empty regions in the 
final map. To avoid this, a seven-level image pyramid is constructed. The lowest level in the 
pyramid consists of the original resolution map and the highest level consists of map with 
resolution    of the original map. For each level in the pyramid, if there are cells with no point, 
the radius and RGB values are interpolated from the map of the next level up. Figure. 2.8 
demonstrates the need for interpolating. Figure 2.8(a) is a 2D map of an oak bark before 
interpolation. The black regions in the image are due to the empty cells. Figure 2.8(b) is after 
interpolation. The empty cells are filled with the values from the higher level maps in the 
pyramid.   
The radius values are typically in the range 0-1, so they were multiplied by 255 to store 
them as uint8 image. However, when stored as uint8 image, the radius values were compressed 
and the precision was lost. So the radius values were multiplied by 65535 and stored as uint16 
images to retain the precision.  
  
      (a)                                                                   (b) 
Figure 2.8: 2D map of bark color (a) before interpolation (b) after interpolation 
2.6 Generation of fake radius and color image tiles 
One of the objective of our work is to create 3D models of fake tree barks, for which 
we use deep learning (GANs). As introduced in Section 1.5, GANs are a class of generative 
model that uses deep learning to generate new data based on the distribution of the training 
data. To generate new tree bark models, we train a conditional GAN with the radius and color 
maps obtained from real trees. Since GANs could produce good quality results only at a small 
resolution, we divided the originally obtained maps into small tiles and used them for training. 
Our aim is to generate the fine surface details and the color of the bark from a smooth surface 
of the bark. To achieve this, we divide the process in two steps. In the first step, a GAN is 
trained to generate the radius map from a smooth surface map. In the second step, another GAN 
was used to generate the bark colors from the radius map. To generate fake trees, we need a 
method to generate the smooth bark surface, on top of which the GAN generates the finer bark 
details. We now present the mathematical model to generate smooth approximate maps, which 
can be approximated to the smooth bark structure of real tree trunks. Using this method, 
thousands of unique smooth approximate tree trunks can be generated. 
2.6.1 Generating smooth approximate radius maps 
The smooth approximate surface of the bark represents the overall structure of the tree 
without any of the finer structure details. The map consists of radius values of the tree trunk 
as a function of height  and angle, similar to the radius map shown in Figure 2.7, but without 
the finer bark structures. For training the GAN, we smoothen the radius maps of the real trees 
using a Gaussian filter. However, while testing, we generate smooth approximate radius maps. 




 is a floating point number between the range 0.8 and 0.9, and  is a random value chosen 
between 0.1 and 0.9. 
To approximate the wavy structure of an actual bark, add a series of sinusoids of varying 
amplitude and frequencies to   
 
where,  
 is a random integer chosen between 1 and 3  
 is the amplitude of the  sinusoid 
 and  are chosen to ensure that r is continuous between 0 and . 
The amplitudes and frequencies of the sinusoids, and the value of  are randomly 
chosen so as generate unique smooth tree barks every time. Using this method, any number of 
smooth tree barks can be generated. The obtained smooth approximated radius maps are 
provided to the GAN, which generates the finer tree bark structures on top of the smooth maps. 
Some of the smooth approximated radius maps obtained using this method are given in 
Figure.2.9, and a 3D model of one of the smooth approximate bark is given in Figure. 2.10. 
   
Figure 2.9: Smooth approximate radius maps generated using our method 
 
Figure 2.10: 3D model obtained from a smooth approximate radius map 
2.6.2 Generating the bark radius and color using GANs 
Once the smooth surface of the barks are obtained, the next step is to generate the fine 
bark structure and the bark color, on the smooth bark surface. We initially considered two of 
the state-of-the-art conditional GAN architectures: pix2pix[15] and pix2pixHD[39] for 
generating the images and later on moved on to more sophisticated networks to overcome the 
shortcomings of these architectures. Pix2pix could produce good results only up to a maximum 
image resolution of 256×256. Next pix2pixHD was considered, which is capable of generating 
high resolution images. However, when tested on our dataset, there were color scale variations 
observed between the input and the generated images. This was not desired for the radius map 
generation, since the scale variation destroys the relation between the input and the generated 
maps. An example is shown in Figure 2.11. When the input radius values are in the range 0.40-
0.47, pix2pixHD generates radius values in the range 0.23-0.25, whereas pix2pix maintains the 
input radius range while generating. The scale variations observed in pix2pixHD was also 
found to be random. The pix2pixHD network also generated a lot of artifacts. Considering the 
above mentioned factors, pix2pix[15] was chosen to generate the fake radius and color maps. 
 
                     (a)                                   (b)                                            (c) 
Figure 2.11: (a) Input given to pix2pixHD and pix2pix (b) Radius map generated by pix2pixHD 
(c) Radius map generated by pix2pix. There is a scale variation in the radius values generated 
by pix2pixHD and the input. 
 
Since pix2pix is capable of generating high quality results up to a resolution of 
256×256, the input images to the network are divided into tiles of resolution 256×256. The 
radius maps, unlike color maps contain pixel values only within a limited range. So the entire 
set of radius maps were normalised to the range 0 and 65535. The images were further instance 
normalized i.e the pixel values were converted to the range [-1,1] before feeding them to the 
network.  
Once the normalized smooth approximate maps and the radius maps are obtained, we 
use two pix2pix networks, the radius map generator and the color map generator to generate 
the bark radius and color. The radius map generator generates radius maps with the finer bark 
details from the input smooth approximated radius map. The generated radius maps are then 
used by the color map generator to generate the corresponding color map. Our pipeline for 
generating the surface geometry and color is shown in Figure 2.12. 
 
Figure 2.12: Pipeline for generating the radius and bark color 
The method works well for generating the surface map, however the generated color 
maps have moss and bark regions mixed up, which makes the bark images appear unrealistic. 
Our dataset contains trees with moss, lichens and defects over the bark surface, given in Figure 
2.13. The GAN learns to generate them on the fake trees. But there is no control over their 
location and the regions where they occur. Example of an oak and beech bark generated by 
pix2pix is given in Figure 2.14. This instigated us to explore other GAN architectures which 
would allow us to constrain the color map generated.  
Figure 2.13: Examples of bark colors with excessive amount of moss and lichens. 
  
                                      (a)                                                      (b) 
Figure 2.14: (a) Oak bark generated by pix2pix. (b) Beech bark generated by pix2pix. The  
generated images have no control over the location of moss, bark, and lichens, which looks 
very unrealistic.  
 
2.6.3 Generating moss and defects at defined places 
 The moss generated by the GAN network at random places creates an unrealistic effect, 
since moss grows predominantly on the north side of the tree in the Northern Hemisphere and 
on the south side in the Southern Hemisphere. Hence, to generate realistic looking bark color, 
we constrain the GAN network further, where we also have an additional input to the bark color 
generator network. We provide a semantic label map indicating the location of the moss, defect, 
bark and lichens to the network.  
 The label map is a single channel image with class numbers assigned for each class of 
object in the image. The label maps were obtained by hand labeling the color map. The color 
maps were classified into the following four regions: bark, moss, defect,  and lichens, with 
label values of 0 to 3 for the four classes. Once the label maps were prepared, they were used 
by GAN to generate the color maps. The state-of-the-art GAN network to translate label maps 
to photorealistic images is SPADE[40]. SPADE is an extension of pix2pixHD[39], with a 
modified generator architecture. 
Pix2pixHD uses a coarse-to-fine generator and a multi-scale discriminator combined 
with robust objective functions to generate high-resolution images. The pix2pixHD network 
generates impressive results when provided with label maps with multiple classes, even for 
high resolution images. However, it fails to generate a meaningful image when provided with 
a label map consisting of a single class. The reason being, when a semantic map with a single 
value is passed through a convolution layer, the output from the convolution layer contains 
channels with uniform values. When passed through a normalisation layer such as Batch 
Normalisation [47] or Instance Normalisation [48], the values in the channels become zero. 
Thus the semantic information is washed away when passed through a normalisation layer. To 
overcome this problem, a conditional normalisation method was introduced in [40], which is 
SPADE. 
 SPADE stands for Spatially Adaptive Normalization. In the proposed network, the  
Batch Normalisation Layers are replaced with SPADE Normalisation in all the layers of the 
generator, which is a ResNet[49]. The principle behind SPADE is that instead of learning the 
affine parameters in the Batch norm, the semantic maps are used to compute the affine 






Figure 2.15: SPADE normalization. Source: [40] 
Since the affine parameters are learned based on the semantic maps, the SPADE is a 
conditional norm. Hence, using SPADE, the semantic information is propagated effectively 
throughout the network which helps generate meaningful images even when the input semantic 
map consists of only a single label class. 
Typically, the generator network in conditional GAN is an encoder-decoder where the 
input image is provided to the encoder, and the decoder generates an image, based on the 
encoded input image. Whereas, in SPADE, the generator network consists of only a decoder 
since the semantic map is not explicitly provided as input. Instead the semantic map is given 
to each layer in the generator network. Since the encoder is eliminated, the model is more 
compact with less parameters. A Gaussian noise image is given as input to the decoder network. 
The network architecture of SPADE is shown in Figure 2.16.  
 
 
Figure 2.16: Network architecture used in [40] 
 
 We evaluated the bark color generation using both Pix2pixHD and SPADE, and found 
that SPADE generated better quality results compared to Pix2pixHD. Similar to pix2pix, we 
use images of size 256×256 for both pix2pixHD and SPADE. Our dataset consists of plenty of 
label maps with a single class, and SPADE generated meaningful images for those labels. An 
example is given in Figure 2.17. When a semantic map having a single class is provided as 
input to the networks, pix2pixHD produces a blank image since the semantic information is 
lost after the normalization layers. Whereas, SPADE generates an image bark. 
 
Figure 2.17: When the input semantic consists of only a single class, pix2pixHD does not 
produce any meaningful result due to the loss of semantic information after the normalization, 
while SPADE generates the bark. 
 
While generating the bark colors using SPADE, we observed that the generated images 
were deterministic. In other words, the network generated a particular image for a given label. 
Hence, every time an input label with a single class was provided, the network generated the 
same image with no variations. Providing the generated radius map along with the semantic 
map to the generator network solved this problem. Even though the semantic maps are 
identical, the radius maps are unique. Thus, the network also generated unique color barks. The 
other method was to add noise to the input semantic maps. Adding noise to the semantic maps 
yielded only minimal variations in the generated images. Hence, we used the radius maps to 
improve the multimodality of the network. Some of the oak barks generated after achieving the 
multimodality is shown in Figure. 2.18. Even though the input semantic map has only a single 
work generates different patterns of the oak bark in the color images, due 
to different radius maps provided as input. Whereas, this was not the case when only the 
semantic map was provided as input, which generated only a single deterministic color bark 
for the same semantic map.  
 
       
Figure 2.18: Improved multimodality by using radius maps to generate different oak barks for 
the same input semantic  
 
2.6.4 Generating the maps concurrently 
One drawback of using SPADE for our objective is that the SPADE network can only 
be used when the input semantic maps are provided. While semantic maps are useful to 
generate the bark colors, they are not required for the radius generation. This means, the radius 
must be generated by a different network (pix2pix), and the bark color by SPADE. Instead of 
having two separate networks, we wanted a simpler pipeline by generating both the radius and 
the bark color using a single network. Also, the bark color generation depends on the radius 
map to generate multi-modal outputs. Hence, we wanted to develop a faster and a more 
compact network that generates both the radius and the color images simultaneously. Thus, we 
developed an architecture based on SPADE called the Multimodal SPADE, that uses the input 
smooth approximate radius map to generate both the radius and the bark color. Our architecture 
is made up of a generator network and two discriminator networks. The generator consists of 
an encoder and two decoders: radius generator and color generator. One of the discriminator 
networks is used to discriminate the radius images, while the other is used for the color images. 
The radius generator generates the radius maps, while the color generator generates the 
bark color. The encoder and decoder networks are made of ResNet blocks. The network 
architecture of Multimodal SPADE is shown in Figure 2.19 and Figure 2.20. The input to the 
encoder network is the smooth radius image. The encoder network encodes the input into a 
latent space. The decoder then uses the latent space obtained from the encoder to generate the 
radius maps and the color.   
 
Figure 2.19: The encoder network of Multimodal SPADE to convert input smoothened   radius 
to a latent space 
 
Figure 2.20: The decoder network of Multimodal SPADE which generates both the radius 
and color 
 
radius generator, so each ResNet block consists of the standard Batch Normalization layers. 
The network of the color generator is similar to the one used by SPADE architecture. The 
semantic maps are provided to the generator through the SPADE normalisation. In order to 
ensure multi-modality of the color generator, the output channels from each of the radius 
passed to the color generator. Initially, all the channels from the 
radius generator were passed to the color generator. But our experiment showed that doing so 
caused the semantic maps to be overpowered by the radius channels. As a result, the color 
generator started generating moss at arbitrary places, similar to the color images generated by 
pix2pix. To maintain a balance between the radius input and the semantic input, we had to limit 
the number of channels passed to the color generator from the radius generator. To limit the 
through a convolution layer and 
appended the channels to the input semantic map. This is given as input to the corresponding 
SPADE ResNet blocks. We found that this yielded better results, where we 
could control the location of moss and defects and at the same time achieve multi-modality. 
We use hinge loss, perceptual loss[50] and feature matching loss for both the radius and 
color generators. 
The hinge loss is given by: 
 
where, LD is the discriminator loss and LG is the generator loss,  is the training data,   is the 
generated image,  is the input latent vector. The functions  and  represent the output from 
the generator and discriminator respectively.  
 The perceptual loss was developed in place of per-pixel loss. Perceptual loss functions 
are used when comparing two different images that look similar, like the same photo but shifted 
by one pixel. The function is used to compare high level differences, like content and style 
discrepancies, between images. 
Feature matching loss causes training to be more stable and helps converge faster. 
Feature matching changes the cost function for the generator to minimizing the statistical 
difference between the features of the real images and the generated images. Therefore, feature 
matching expands the goal of the generator from beating the opponent to matching features in 
real images. 
We used two multi-scale discriminators in our network: one to discriminate the radius 
images and the other for the color images. The architecture of the discriminator is same as the 
one used in SPADE. 
2.7 Tiling the images 
The images obtained from Multimodal SPADE are of the size 256x256. To build the 
full structure of a tree trunk, the images must be combined together to form a full map. When 
the image tiles are combined, there is bound to be a discontinuity at the places where the images 
are joined. These discontinuities must be removed to obtain smoothly varying maps. An 
existing GAN architecture for tiling images is TileGAN[51]. However, it requires that the maps 
be generated by another GAN network ProgressiveGAN[32], which does not depend on the 
input image and instead generates image tiles on its own. Moreover, the TileGAN network 
modifies many parts of the original image for tiling, which is not desirable for our application. 
Instead, we used an inpainting method, where the discontinuities in the tiled image are 
masked and a conditional GAN network was used to generate a continuous image by filling 
only the masked regions. Edge-Connect[42] is an inpainting network, that has two generator 
networks, one to connect the missing edges and the other for filling colors. However, it uses 
Pix2pixHD for inpainting. Since Pix2pixHD network was found to produce color scale 
variation between the input and the generated image for our dataset, which destroys the original 
radius values while generating the radius maps, we developed a variant of the pix2pix 
architecture to tile the images. The network architecture is shown in Figure 2.21. 
 
Figure 2.21: GAN architecture for tiling images 
 
To tile the images, we combine four image tiles into one. Since our individual tiles are 
256×256, the resolution of the image after combining the tiles is 512×512. The combined 
images will have a discontinuity at the places where the images are joined. The discontinuities 
are masked. The masked areas were filled with the mean values of the image. Doing this gave 
us better results and helped achieve convergence faster. The GAN tends to modify the parts of 
the images other than the places that needs to be filled. This is especially detrimental while 
combing the radius tiles since the original values would be replaced. To avoid this, we propose 
an architecture, based on pix2pix. 
In the modified pix2pix architecture, the generated image is copied with the unmasked 
pixels from the input image, and this image is given to the discriminator. This way, the 
generated images were of the same quality as the original image. This ensured that even though 
the generator generates higher resolution images, the quality of the generated images is not 
affected. Without copying the pixels from the original image, the generated images were 
slightly different from the input image and had some artifacts. Tiling was done for both the 
radius and color images to obtain the full maps.  
While tiling the color images obtained from pix2pix, we found that most of the images 
There were sharp variations in bark colors all over the images generated by pix2pix. The 
network had learnt to generate them due to the illumination variations caused by shadows and 
sunlight in our training dataset. To homogenize the colors, we used GP-GAN[17] network. The 
GP-GAN was originally designed to blend two images. The GP-GAN network homogenises 
the color variations in the image, while maintaining the high frequency details in the image. 
This makes sure that the gradients are retained while only the color is modified. The result after 
applying GP-GAN is shown in the Figure 2.22. Although the colors are homogenized, the 
image looks blurry. Also, using GP-GAN does not help us place the moss and defects at our 
desired locations. This was also one of our motivations to use SPADE to generate the color 
images. 
 
Figure 2.22: Tiled image with homogenized color 
2.8 Creating 3D meshes 
The radius and color maps obtained were used to create 3D models of the trees. The 
surface geometry of the tree bark was obtained from the radius map. The radius maps contain 
the radius information as a function of the height of the tree and angle i.e it contains the 
information of the 3D point cloud of the tree bark in polar coordinates. However, it is much 
easier to work with Cartesian co-ordinate. Thus, the polar co-ordinate points were converted to 
Cartesian coordinates. The resulting point cloud was converted to a solid mesh using triangle 
strips in VTK[52]. The color information was also added to obtain the final 3D model of the 
tree bark. A 3D model of an oak bark without and with color is shown in Figure 2.23. 
 




 During the study we conducted many experiments to determine the best approach to 
meet our objective. We also explored different architectures of GANs to generate the 3D 
models of fake trees. To overcome the shortcomings of the existing methods, we also proposed 
our own solutions, which were explained at relevant sections in Chapter 2. In this chapter, we 
provide in detail, the various approaches that we considered for our objective. 
3.2 Dataset Acquisition for 3D Reconstruction 
 Initially, the videos of oak trees were acquired and the entire pipeline was tested for it. 
The videos were acquired on a sunny day with no additional lighting setup. Hence most of the 
oak trees in our dataset consists of regions with shadows and bright light mixed. Because of 
this, the color maps that were extracted from the reconstructed point cloud consisted of regions 
with varying color intensities. This in turn, affected the quality of color maps generated by the 
GANs. The GANs, generated bark color images with varying intensity at random places, which 
created a unrealistic effect.  
 Considering this, we acquired the videos of the beech trees on an overcast day. The 
bark colors were free from drastic changes due to shadows. This resulted in more realistic 
generation of bark images from the GANs. Hence, while testing the proposed pipeline, it is 
desirable to acquire the datasets under uniform lighting conditions to obtain good results. After 
acquiring the images of the trees, the background parts of the images were suppressed.  
 
 
3.3 3D Reconstruction of real trees 
Once the background-suppressed images of the trees were obtained, they could be used 
to perform multi-view 3D reconstruction to obtain the 3D point clouds. To generate the 3D 
point clouds we considered Pix4DMapper and Colmap. Pix4DMapper could generate high 
quality point clouds in a much shorter time compared to Colmap. For each tree, Colmap took 
around 20 hrs to generate the dense point cloud, whereas it was around 45 minutes in the case 
of Pix4DMapper. Pix4DMapper could also handle more input images compared to Colmap. 
To test the quality of 3D reconstruction, we performed a quantitative comparison between the 
point clouds obtained from the photogrammetry softwares with the ground truth, as explained 
in the next section.  
3.4 Numerical Comparison of point clouds 
The quality of the point clouds obtained from Colmap and Pix4DMapper were assessed 
by comparing the point clouds with the ground truth. The ground truth was obtained using a 
laser scanner. For comparison, the mid-section of the trunk was used.  
Comparison of the point cloud obtained from Colmap and Pix4DMapper with the point 
cloud from laser scanner was done using CloudCompare[53]. To compare two point clouds, 
the following steps must be performed: 
 Scaling the point cloud 
 Registering the point clouds 
 Measurement of distance between the point clouds  
3.4.1 Scaling the point cloud 
Initially, the point cloud obtained from the 3D reconstruction was scaled to match the 
dimensions of the ground truth point cloud. To perform the scaling, two specific points that are 
clearly visible in both the point clouds are selected and the distance between the points are 
measured. This way, the exact dimension can be obtained from the ground truth and the scaling 
factor for scaling the reconstructed image can be calculated.  
Images acquired using monocular cameras cannot capture the global scale information. 
Also, we do not have the ground truth point cloud for each of the 3D reconstructed tree. To get 
a reliable source of scale information of the 3D reconstructed trees, we attached markers of 
known dimension onto the lower parts of the tree bark. Thus after 3D reconstruction is 
performed, we scale the reconstructed trees to match the known dimension of the marker. 
3.4.2 Registering the point clouds 
 After scaling, both the point clouds for comparison will be of the same dimension. After 
this, both the point clouds are aligned together. This is done by Iterative Closest Point (ICP), 
where one of the point cloud is rotated and translated relative to the other point cloud so that 
both the point clouds are aligned. 
3.4.3 Measuring the distance between the point clouds  
 After aligning the point clouds together, the distance between both the point clouds are 
calculated for each individual points. The metrics for comparison could be L1 norm, L2 norm, 
Hausdroff, etc. 
The comparison showed that the majority of points have an error of zero mean and a 
standard deviation of 1cm. The comparison for the point clouds obtained from Colmap and 
Pix4dMapper with the point cloud obtained from laser scanner is shown in Figure 3.1. The 
histogram from the images show that significantly more points are concentrated at zero mean 
when the reconstruction is done using Pix4DMapper, than when using Colmap. From the 
results, it can be concluded that the quality of 3D reconstruction is much better in 
Pix4DMapper.  Considering the factors such as the quality and speed of reconstruction, and the 
ability to handle more images, we chose Pix4DMapper to perform our 3D reconstructions.  
  
    (a)         (b) 
Figure 3.1: Comparison of point cloud from laser scanner with point cloud from (a) 
Pix4dMapper (b) Colmap. From the histogram in (a) and (b), it can be seen that majority of 
points have a zero mean in the case of Pix4DMapper, showing that Pix4DMapper yields a 
better quality reconstruction. 
 
3.5 Experiment on GANs 
3.5.1 Dataset 
Once the radius and color maps were extracted from real tree point clouds, they were 
used to train the GAN networks to generate fake samples of the maps. Since GANs could only 
handle small images, the original radius and color maps were split into smaller tiles of 
resolution 256×256. The entire set of radius images were normalized to the range 0 to 65535 
for training. We observed that without normalizing the images, the network could not learn the 
mapping between the input and the output properly and generated poor quality images. We 
were also limited by the number of radius and color maps obtained from the original trees. To 
train a GAN, it is important to provide it with lot of training examples to achieve a wide range 
of variability in the generated images. To augment our training dataset, we stride over the 
original maps with a stride rate of 64 to create the smaller tiles. The training set for the oak tree 
consists of 2088 images and the test set consists of 344 images. The training set for the beech 
tree consists of 1192 images and the test set consists of 256 images. 
3.5.2 Sematic maps for SPADE and Multimodal SPADE 
 Apart from the image radius and color image tiles, the SPADE and the Multimodal 
SPADE networks require input semantic maps for training. The semantic maps for the tree 
barks were obtained by hand labelling each of the bark images. An online labelling tool 
Labelbox [54] was used. Each of the bark color images were labelled into four categories, and 
are represented with the following colors in the semantic maps:  
1. Bark - Yellow 
2. Defect - Orange  
3. Moss - Red 
4. Lichens - Blue 
Samples of semantic maps and the corresponding bark images from our dataset are shown in 
Figure. 3.2 and Figure 3.3. 
Similar to the radius and color image maps, the semantic maps were also split into sizes of 
256×256 and we used a stride rate of 64 to split the image tiles and augment our dataset.  
 
Figure 3.2: Oak bark with the corresponding semantic map 
 
Figure 3.3: Beech bark with the corresponding semantic map 
 
3.5.3 Implementation details of pix2pix 
We used the original parameters proposed in [33] for our experiments. The learning 
rates of the generator and discriminator were 0.0002. We used the Adam solver with  
and . The experiments were conducted on an 8 GB Nvidia GeForce GTX 1080. 
The training took about 5 hours, for a total of 200 epochs. 
3.5.4 Implementation details of SPADE and Multimodal SPADE 
We used the original parameters proposed in [40] for our experiments. The learning 
rates of the generator and discriminator were 0.0001 and 0.0004 respectively. We used the 
Adam solver with  and . The experiments were conducted on a 12 GB Nvidia 



















 In this chapter, we provide the results of the experiments conducted as part of the 
pipeline. We present the results in two sections. In the first section, we show the results for the 
3D reconstruction and surface geometry extraction. In the second section, we provide the 
results of GANs and finally, the 3D models of fake oak and beech tree barks obtained using 
our pipeline. 
4.2 3D Reconstruction and Surface Geometry Extraction 
After acquiring the images, the background portions were removed to improve the 
quality of the tree being reconstructed and to obtain a faster reconstruction. An example of a 
tree before and after background suppression is shown in Figure 4.1. 
 
                         
Figure 4.1: An oak tree before and after background suppression 
 
After performing image suppression, the images were used by Pix4DMapper to perform 
3D reconstruction of the trees. The result of 3D reconstruction is the 3D point cloud of the 
trees. Images of some of the 3D point clouds of oak and beech tree are shown in Figure 4.2 and 
Figure 4.3. 
 
Figure 4.2: 3D point clouds of oak trees 
 
 
Figure 4.3: 3D point clouds of beech trees 
 
From the 3D point cloud, solid 3D meshes can be created. Two of the commonly used 
methods for meshing are Poisson meshing and Delaunay meshing. A 3D mesh of an oak tree 
was constructed using Poisson meshing, shown in Figure 4.4. From the mesh, one could 
visualize the ridges of an oak tree. This shows that the 3D reconstruction was able to capture 




Figure 4.4: 3D Mesh of an oak tree 
Once the 3D point clouds of the trees were acquired, the radius and color information 
were extracted from them using the method proposed in Section 2.5. To reiterate, the radius 
maps consists of the geometry of the tree bark in polar co-ordinates, where, the map contains 
the radius values from the centre points as a function of the height of the tree and the angle. 
This is similar to cutting open a 3D cylinder and spreading it into a rectangle in 2D. The radius 
maps of oak trees are shown in Figure 4.5 and the corresponding bark colors in Figure 4.6. The 
radius maps of beech trees and the corresponding bark colors are shown in Figure 4.7 and 
Figure 4.8. The radius maps obtained are shown in jet colormap for visualisation. 
 
Figure 4.5: Radius maps of oak trees 
 
 
Figure 4.6: Oak Barks 
 
Figure 4.7: Radius maps of beech trees 
 
Figure 4.8: Beech barks 
 
 
4.3 Generative Adversarial Networks 
4.3.1 Architecture 
 In this section, we compare the results obtained from pix2pix, SPADE and Multimodal 
SPADE for the generated radius and color maps. To evaluate all the architectures, we trained 
all the networks using the same dataset for both oak and beech trees and for the same number 
of epochs. The comparison results for oak and beech trees are shown in Figure 4.9  Figure 
4.12.  
The results show that majority of the radius maps generated by Multimodal SPADE are 
structurally more defined, when compared to those generated by pix2pix. While the pix2pix 
generated radius maps are more blurry, the Multimodal SPADE generated maps have clearly 
defined features, which is evident, especially for oak barks. The results for bark color show 
that pix2pix generated images have moss, lichens and barks mixed up randomly. The bark 
images generated by SPADE and Multimodal SPADE are more constrained, where the moss, 
defects, bark and lichens are present only at places defined in the input semantic maps. While 
SPADE generates the identical bark patterns when the input semantic map has a single class, 
Multimodal SPADE can generate unique bark images even when the input semantic has only 
a single class. One other distinction that could be observed between the images generated by 
SPADE and Multimodal SPADE is that the bark patterns are clearly visible in Multimodal 
SPADE. This is because, for each layer in the network, the radius maps are also passed to the 
color generator. Thus the network learns to include the bark patterns in the color images. 
Whereas, the bark patterns are not well-defined for SPADE generated bark images. These 
results show the advantage of Multimodal SPADE over the other methods for generating the 
radius and color maps. 
 
Figure 4.9: Different methods to generate radius maps for oak trees 
 
Figure 4.10: Different methods to generate oak bark colors 
 
Figure 4.11: Different methods to generate radius maps for beech trees 
 
Figure 4.12: Different methods to generate beech bark colors 
 
4.3.2  Tiling the images 
 The generated images from the GAN networks were tiled using our modified pix2pix 
architecture. An example continuous image obtained by combining four smaller color images 
of an oak bark is shown in Figure 4.13. The discontinuities at the point of intersection of the 
images, which can be observed in Figure 4.13(a) was masked, as shown in Figure 4.13(b). The 
modified pix2pix network then filled the regions to obtain a continuous image as shown in 
Figure 4.13(c). A full continuous bark image of oak and beech obtained after tiling is shown in 
Figure 4.14. 
 
     
           (a)                                    (b)                                    (c) 
Figure 4.13: (a) The tiled image with discontinuities (b) Image after discontinuities masked 
(c) Continuous image obtained from the tiling network 
 
(a)                                                                              (b) 
Figure 4.14: Full continuous maps of oak and beech tree barks obtained after tiling 
4.3.3 Construction of the 3D meshes 
 After the tiled radius and the corresponding color maps were obtained, they were used 
to construct 3D meshes using the procedure explained in Section 2.7. The 3D models of oak 
and beech trees without and with the color are shown in Figure 4.15 - Figure 4.17. From the 
3D mesh without color, the finer structural details of the tree barks can be observed. The GANs 
have captured the nuances on the oak and beech barks, and the fake 3D models look as realistic 
as the original 3D model. For the 3D mesh along with the bark color, the pix2pix generated 
model for the oak bark looks homogenous, since GP-GAN was used to homogenize the colors. 
However, using GP-GAN, one cannot retain the moss and defects on the bark surface, hence, 
not much variability in the bark color can be obtained while using pix2pix. The beech bark 
it has moss and lichens randomly mixed 
together. In comparison, the oak and beech barks obtained using Multimodal SPADE looks 
very realistic. Since there is more control over the bark color generated, it results in realistic 
looking 3D models. 
 





























In this work, we propose a novel pipeline to generate realistic tree barks from a set of 
images. Deviating from the conventional methods, we use deep learning to generate the tree 
barks. Our pipeline was initially developed for oak trees, and later extended for beech trees. 
We illustrated an efficient method to suppress the background portions of the image sequences 
to yield a better quality tree model and at the same time, reconstruct the trees faster. We also 
presented a method to tile smaller images obtained from GAN to produce a continuous map of 
the surface and color of the tree barks.  
We also proposed a new GAN architecture called Multimodal SPADE to constrain the 
location of bark defects and moss. Instead of using two separate GAN networks to generate the 
radius and color, Multimodal SPADE can generate both simultaneously, thus saving time and 
computational resources. Our network uses the radius to generate unique bark patterns in the 
generated color, thus achieving multimodality.  
Our method was successfully tested on trees with smooth and ridged barks, which 
yielded high-quality tree barks. Our method could be easily extended to other tree bark types 
to obtain genuine looking barks. 
In the future, one direction of research could be to constrain the GAN further to have 
more control over the generated bark. Currently, the network generates defects at user defined 
places, however there is no control over the type of defect. This could be done for both the 
radius and color maps. Similarly, the oak barks in our dataset consists of bark colors of various 
shades, ranging from off-white to dark brown. At present, we do not have any control over the 
color shade of the bark. Thus there is a possibility for the GAN to generate barks of two 
different shades for the same tree. This would lead to unrealistic effect while tiling the images. 
The GAN network could be constrained to generate bark colors of a particular shade chosen 
by a user. This way the user could have more control over the type of bark generated. However, 
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