We consider a special variant of tree-decompositions, called domino treedecompositions, and the related notion of domino treewidth. In a domino tree-decomposition, each v ertex of the graph belongs to at most two nodes of the tree. We prove that for every k, d, there exists a constant c k;d such that a graph with treewidth at most k and maximum degree at most d has domino treewidth at most c k;d . The domino treewidth of a tree can becomputed in On 2 log n time. There exist polynomial time algorithms that | for xed k | decide whether a given graph G has domino treewidth at most k. If k is not xed, this problem is NP-complete. The domino treewidth problem is hard for the complexity classes W t for all t 2 N, and hence the problem for xed k is unlikely to be solvable in On c , where c is a constant, not depending on k.
Figure 1: A domino tree-decomposition
As an example, the graph G in Figure 1 and any similar graph has domino treewidth 3. The dotted lines indicate a domino tree-decomposition of width 3. Note that domino tree-decompositions are easy to visualize. One easily observes that G has treewidth 2: G is outerplanar and all outerplanar graphs have treewidth 2 see e.g., 3 .
A well-known lemma for tree-decompositions is the following.
Lemma 1 Let fX i j i 2 Ig; T = I ; F be a tree-decomposition of G = V;E. Let v 0 ; v 1 ; : : : ; v r be a path in G. Suppose v 0 2 X i , v r 2 X k , and j is on the path from i to k in T. Then X j f v 0 ; : : : ; v r g 6 = ;.
A slightly stronger variant holds for domino tree-decompositions. The following lemma will beused later in this paper.
Lemma 2 Let fX i j i 2 Ig; T = I ; F be a domino tree-decomposition of G = V;E. Let v 0 ; v 1 ; : : : ; v r be a path in G. Suppose v 0 2 X i , v r 2 X k , and j is on the path from i to k in T, j 6 = i, j 6 = k. Then jX j f v 0 ; : : : ; v r gj 2. Proof: By Lemma 1, X j f v 0 ; : : : ; v r g 6 = ;
. Suppose that X j f v 0 ; : : : ; v r g = fv g. Let j 0 bethe unique node with j 0 6 = j and v 2 X j 0. As the neighbors of v on the path do not belong to X j , they must belong to X j 0. Either j is on the path from j 0 to i in T, or on the path from j 0 to k in T. Suppose the former. If = 0 , then v 2 X j X j 0 X i , and i 6 = j 0 : contradiction with dominoness. If 0, then v ,1 2 X j 0, and hence, by Lemma 1, X j f v 0 ; : : : ; v ,1 g 6 = ;, contradiction. In the case that j is on the path from j 0 to k, we can obtain a contradiction in a similar way. We conclude that X j contains at least two v ertices from the path v 0 ; : : : ; v r . 2 3 Another well-known lemma is the following for a short proof, see e.g. 9 .
Lemma 3 Let fX i j i 2 Ig; T = I ; F be a tree-decomposition of G = V;E. Suppose W V forms a clique in G. Then there must be a n o de i 2 I with W X i . 3 Bounded treewidth and degree corresponds with bounded domino treewidth
In this section, we give the proof of a structural result: graphs with bounded degree and bounded treewidth have bounded domino treewidth. A result like this was rst shown in the context of graph grammars in 14 .
The proof of this result is rather lengthy, and will be given with the help of several lemmas. First, we introduce some notions, needed for the proof.
For technical reasons, we assume in this section that the trees T taken from treedecompositions are rooted. This induces rootedness of each T v in a natural way: the root of T v is the node of T v that is closest to the root of T. Fo r a n o d e i of a rooted tree, the parent of i and children of i if they exist are de ned in the usual way. The rank of i is the number of children of i. The rank of a tree is the maximum rank of its nodes. A leaf is a node of rank 0. Whenever we write down a tree arc fi; jg as i; j, this implicitly means that i is the parent of j, i.e., i is closer to the root of T than j. The height of a tree is the maximum distance between the root and the leaves. If i is a node, and T a tree, we sometimes denote the fact that x is a n o d e of T as x 2 T.
Also for technical reasons, we will, for each tree-decomposition, x a mapping : I ! P E, such that for every i 2 I, fv;wg 2 i: fv;wg X i . for every fv;wg 2 E, there is a unique i 2 I with fv;wg 2 i.
Note, that by the second condition of tree-decomposition, such a mapping always exists but, in general, there may bemore than one. The mapping xes a distribution of the edges of G over the nodes in I.
Let X T= fX i j i 2 Ig; T = I ; F be a tree-decomposition of G = V;E, and let mapping and subtrees T v bede ned as in Section 2 and above.
Let v 2 V , and let i 2 I bea n o d e in T v i.e., v 2 X i . We say that i is a useful node of T v , if there exists an edge fv;wg 2 i, otherwise we s a y that i is a useless node of T v .
Our rst aim is to transform a tree-decomposition in such a way, that the tree has no useless nodes of rank 0 or 1 cf. Lemma 7. We start with removing useless nodes of degree 1.
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We say that a tree-decomposition X Thas property U1, if for every vertex v 2 V , T v has no useless nodes of degree 1. Lemma 4 Let fX i j i 2 Ig; T = I ; F be a tree-decomposition of G = V;E of width k. There exists a tree-decomposition fY i j i 2 Ig; T = I ; F of G = V;E of width k that has property U1. Proof: If i is a useless node of T v of degree 1, then remove i from T v , i.e., remove v from X i . Repeat this procedure as long as possible. The resulting treedecomposition has property U1, and width k. 2 We need some extra terminology. Let X T= fX i j i 2 Ig; T = I ; F be a tree-decomposition, let the subtrees T v and mapping be as before. For every node i 2 I, de ne chain X T i = fv 2 X i j i is a useless node of rank 1 i n T v g
For an arc i; j o f T recall that the notation means that i is the parent o f j, de ne pass X T i; j = chain X T i X j
Note that if j, j 0 are distinct children of i, then pass X T i; j pass X T i; j 0 = ;. We de ne maxpX T = maxfjpass X T i; jj j i; j 2 Fg Lemma 5 For every k, r 2 N, there exist k 0 , r 0 2 N, such that for every graph G = V;E and for every tree-decomposition X Tof G with property U1 and of width k, with the rank of T r, if maxpX T 0, then there exists a treedecomposition X T 0 = fX 0 i j i 2 I 0 g; T 0 = I 0 ; F 0 of G with property U1 and of width k 0 with the rank of T 0 r 0 , such that maxpX T 0 maxpX T . Moreover the height and size of T 0 are at most the height and size of T, respectively. Proof: We begin by making an intermediate tree-decomposition X T 00 , ful lling the property, that for every arc i; j, either jpass X T 00i; jj maxpX T , or for every arc j; h i t holds that jpass X T 00j; hj maxpX T . Proposition 6 For every k, r 2 N, there exist k 00 , r 00 2 N, such that for every graph G = V;E and for every tree-decomposition X Tof G with property U1 and of width k, with the rank of T r, if maxpX T 0, then there exists a tree-decomposition X T 00 = fX 00 i j i 2 I 00 g; T 00 = I 00 ; F 00 of G with property U1 and of width k 00 with the rank of T 00 r 00 , such that for every arc i; j in T 00 , either jpass X T 00i; jj maxpX T , or for every arc j; h it holds that jpass X T 00j; hj maxpX T . Moreover the height and size of T 00 are at most the height and size of T, respectively.
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Proof: We say that an arc i; j is maximal, if jpass X T i; jj = maxpX T , and we say that a node i is maximal, if it has a maximal arc i; j. The idea of the construction is to fold certain paths of T, that consist of maximal arcs i; j, all with the same set of vertices pass X T i; j. These vertices can then be removed from the folded path. We rst de ne these paths. To this aim, we de ne a marking of the nodes and arcs of T, in a top-down fashion. A node can either stay unmarked, or can be marked as initial, middle, o r nal. An arc i; j can either stay unmarked, or can be marked with the set of vertices pass X T i; j.
We now describe the marking procedure in detail. Consider a node i of T, and assume that the nodes and arcs on the path from i to the root already have been considered. Let h bethe parent of i, if existing. We distinguish two cases.
Case 1. The arc h; i is unmarked, or i is the root of T. If i is a maximal node, then mark i as initial, and mark each maximal arc i; j with pass X T i; j. After that, consider the children of i.
Case 2. The arc h; i is marked with the set of vertices . If there exists an arc i; j with pass X T i; j = , then mark this arc with , and mark i as middle. Such an arc is necessarily unique. If there is no such arc, then mark i as nal. After that, consider the children of i.
It should be clear that the marked subgraph of T is a disjoint collection of trees. Each such tree has a root, marked initial, which is of rank at least 1; all other nodes in such a tree are marked either as middle, in which case they have rank 1, or as nal, in which case they have rank 0. Moreover, all the arcs on one path from the initial node to a nal node have the same mark; we will call this the mark of the path. Note that the marks of distinct paths are disjoint. Figure 2a shows an example of a marked subtree in which all unlabeled nodes are marked`middle', and 1 , 2 are disjoint sets of vertices; the gure also shows some unmarked arcs that do not belong to the marked subtree.
We now describe the procedure, that computes the desired tree-decomposition X T 00 . Perform the following steps for each marked subtree of T.
1. Identify the initial node with all the nal nodes. The resulting node of T 00 is called a bridge node. 4. Unmarked nodes of T will stay the same in X T 00 , with the same values for X i and . These will becalled the old nodes of T 00 . 5. For each folded node j, remove from X 00 j , where is the mark of the path to which the corresponding middle nodes belong. In other words, each marked path from an initial node to a nal node is folded in two, and the vertices in the mark of that path are removed from the sets X i . Note that if in Step 2, is odd, then the node that is half-way the path is not identi ed with another node. Figure 2b shows how the marked subtree of Figure 2a is folded. The nodes of T 00 are shown as shaded circles, containing the corresponding identi ed nodes of T where all unlabeled nodes of T 00 are folded nodes.
We rst prove that X T 00 is a tree-decomposition of G. It is easy to see that after we h a ve applied Steps 1 4, we still have a tree-decomposition X T of G. For each path from an initial node to a nal node with mark , the middle nodes are useless nodes of rank 1 in T v for every v 2 . Hence, in T v , the corresponding folded nodes form a chain of useless nodes of rank 1, ending in a useless leaf. So, we can safely remove v from all X j for all folded nodes j as in the proof of Lemma 4, which is done in Step 5.
Since at most r + 1 nodes are identi ed with each other, the width of X T 00 is at most r + 1k + 1 , 1, and the rank of T 00 is at most r + 1 r. It remains to show that X T 00 has property U1 and the property, stated in the proposition. For the second property, it is clearly su cient to show that for every arc i; j in T 00 :
if j is a folded node, then jpass X T 00i; jj = 0 . if i is an old node or a bridge node, then jpass X T 00i; jj maxpX T . We rst show that if j is a folded node, then jpass X T 00i; jj = 0. Consider a path from an initial node i 0 to a nal node i +1 , and let i 1 ; : : : ; i be the middle nodes on the path, in top-down order. Let be the mark of the path.
First, we consider the case that i and j are both folded nodes. Suppose i is the result of identifying i and i , +1 , and j is the result of identifying i +1 and i , . Suppose v 2 pass X T 00i; j. Then v 6 2 , i; j is an arc of T 00 v , and i is a useless node of rank 1 in T 00 v . Then, by the third property of tree-decomposition, either i ; i +1 o r i , ; i , +1 is an arc of T v , and i and i , +1 , when belonging to T v , are useless in T v . The arcs i ; h with h 6 = i +1 and the arcs i , +1 ; h 0 , h 0 6 = i , +2 do not belong to T v , otherwise, i has rank more than 1 in T 00 v . In the case that i ; i +1 is an arc of T v , then we obtain that v 2 pass X T i ; i +1 = , contradiction. In the case that i , +1 ; i , +2 is an arc of T v , then we obtain that v 2 pass X T i , +1 ; i , +2 = , contradiction. The remaining case is that i , ; i , +1 is an arc of T v , but i , +1 ; i , +2 is not. In this case, i , +1 is a useless leaf of T v , which contradicts property U1. So, if i and j are both folded nodes, then pass X T 00i; j = ;.
8
The other case to consider is that i is a bridge node. Suppose i is the result of identifying i 0 with all nal nodes, including i +1 , and suppose j is the result of identifying i 1 with i . Assume that v 2 pass X T 00i; j. As before, we have that v 6 2 , and either i 0 ; i 1 o r i ; i +1 is an arc of T v . In the case that i 0 ; i 1 is an arc of T v , we obtain that v 2 pass X T i 0 ; i 1 . In the case that i ; i +1 is an arc of T v , we obtain that i +1 is a useless leaf of T v . In both cases, we have a contradiction.
This proves that if j is a folded node, then jpass X T 00i; jj = 0 .
Next, we show that for old nodes i, jpass X T 00i; jj maxpX T . j is either an old node, or the result of an identi cation of some nodes, one of which is a child of i. Let j 0 be the node in T, corresponding to j, such that there is an arc i; j 0 in T. Since i; j 0 is unmarked in T, i; j 0 is not maximal, and hence jpass X T i; j 0 j maxpX T . Clearly, pass X T i; j 0 = pass X T 00i; j: i is a useless Case 2. There is a marked arc i 0 ; j 0 , such that j 0 corresponds to j and j 0 is a middle node. Then j is a folded node, and hence, by the proof given above, jpass X T 00i; jj = 0 .
Case 3. j corresponds to a node j 0 , that is a child in T of a nal node f , for some , 1 m. Let i 0 ; h be the rst arc of T on the path from i 0 to f .
We now claim that pass X T 00i; j = pass X T i 0 ; h pass X T f ; j 0 . It is easy to verify that pass X T i 0 ; h pass X T f ; j 0 pass X T 00i; j. For the other direction, let v 2 pass X T 00i; j. It is easy to see that v 2 pass X T f ; j 0 . To show that v 2 pass X T i 0 ; h , we consider two cases. The rst case is that h 6 = f . Then, by property U1, f is not a node of degree from X 00 h 00 in Step 5 of the procedure, so v belongs to the mark of the path from i 0 to f , hence v 2 pass X T i 0 ; h .
The second case is that h = f . Since f is not a node of degree 1 in T v , i 0 ; h is in T v . From this it easily follows that v 2 pass X T i 0 ; h .
We conclude that pass X T 00i; j = pass X T i 0 ; h pass X T f ; j 0 . Now, since f is nal, pass X T f ; j 0 6 = pass X T i 0 ; h . Since i 0 ; h is maximal, jpass X T f ; j 0 j jpass X T i 0 ; h j. Consequently, pass X T i 0 ; h pass X T f ; j 0 is a proper subset of pass X T i 0 ; h , and hence jpass X T 00i; jj jpass X T i 0 ; h j = maxpX T . This proves the desired property.
Finally, w e show that property U1 holds for X T 00 . As this proof is very similar to the proofs given above, we just consider a few cases, and leave the remaining cases to the reader. Consider a path from an initial node i 0 to a nal node i +1 , let i 1 ; : : : ; i bethe middle nodes on the path, and let bethe mark of the path. It remains to show that maxpX T 0 maxpX T , i.e., that jpass X T 0i; jj maxpX T for every arc i; j of T 0 .
Consider an arc i; j o f T 0 . Let i be the result of identifying a parent i 0 with its children i 1 ; i 2 ; : : : ; i s , and let j be the result of identifying parent j 0 with its children j 1 ; : : : ; j s 0. Since i; j is an arc in T 0 , there must bean arc i ; j 0 in T 00 for some , 1 s.
We now claim that pass X T 0i; j = pass X T 00i 0 ; i pass X T 00i ; j 0 . The inclusion pass X T 00i 0 ; i pass X T 00i ; j 0 pass X T 0i; j is obvious. For the other From the equality pass X T 0i; j = pass X T 00i 0 ; i pass X T 00i ; j 0 , we can conclude that jpass X T 0i; jj maxpX T as follows. If jpass X T 00i 0 ; i j maxpX T , then jpass X T 0i; jj j pass X T 00i 0 ; i j maxpX T . Otherwise, by Proposition 6, maxpX T jpass X T 00i ; j 0 j j pass X T 0i; jj. In a similar way, one can show that X T 0 has property U1. Proof: First we apply Lemma 4. Let X T 00 bethe resulting tree-decomposition. Note that maxpX T 00 k + 1 . By applying Lemma 5 at most k + 1 times, we obtain a tree-decomposition X T 0 of bounded width, and of bounded rank, such that maxpX T 0 = 0. This implies that chain X T 0i = ;, for every node i in T Corollary 12 For every class of graphs G, the following statements are equivalent:
1. There exists a constant c 2 N, such that every graph in G has domino treewidth at most c.
2. There exist constants k; d 2 N, such that every graph in G has treewidth at most k and maximum degree at most d.
There is also a connection with the notion of strong treewidth, as introduced by Seese 18 . De nition. A strong tree-decomposition of a graph G = V;E i s a pair fX i j i 2 Ig; T = I ; F with fX i j i 2 Ig a collection of disjoint subsets of V , and T = I ; F a tree, such that 13 S i2I X i = V for all edges fv;wg 2 E, either there is an i 2 I with v;w2 X i , or there are i, i 0 2 I, that are adjacent in T i; i 0 2 F, and v 2 X i , w 2 X i 0. The width of a strong tree-decomposition fX i j i 2 Ig; T = I ; F is max i2I jX i j.
The strong treewidth of a graph G = V;E is the minimum width over all strong tree-decompositions of G.
Note that in general, a strong tree-decomposition of a graph G, is not a treedecomposition of G. Note also that every tree has strong treewidth 1 take fX i j i 2
Ig to consist of all singleton vertex sets.
As observed in 18 , every graph of strong treewidth k is of treewidth 2k ,1. However, there is a set of graphs of treewidth 2, that is of unbounded strong treewidth. As an example, consider the set of all paths with one additional vertex that is adjacent to all vertices of the path. It is not di cult to see that if such a graph has a strong tree-decomposition of width k, then the tree has height at most 1, and the graph has at most kk + 1 vertices. A similar example is the set of all wheels'. However, if a graph has bounded treewidth and bounded degree, then it is also of bounded strong treewidth.
In fact, a domino tree-decomposition of width k can easily beturned into a strong tree-decomposition of width k + 1 : if T v is a tree with two nodes i and j with j the child of i, then remove v from X j . It is straightforward to check that this procedure gives a strong tree-decomposition. Thus, the following extension of Corollary 12 follows.
Corollary 13 For every class of graphs G, the following statements are equivalent:
3. There exist constants k 0 ; d 2 N, such that every graph in G has strong treewidth at most k 0 and maximum degree at most d. Now, suppose we h a ve a domino tree-decomposition fX i j i 2 Ig; T = I ; F of Tv of width at most k with the minimum size of a set X i with v 2 X i . There must be at most 2 nodes, say i 1 and i 2 of which the sets contain v. If there is only one such node, add a new node i 0 with X i 0 = fvg. Let S = fj j w j 2 X i 1 g. As fX i V w j j i 2 Ig; T = I ; F is a domino tree-decomposition of Tw j of width at most k, it follows that X i 1 Theorem 15 There exists an Okn algorithm to compute whether the domino treewidth of a tree with n vertices is at most k.
The algorithm can output a corresponding domino tree-decomposition within the same time bounds.
To nd the domino treewidth of a given tree T, one can do binary search on the value of k, and use the procedure described above. This approach costs, in the worst case, On 2 log n time. We conjecture that some improvements will bepossible to this bound.
Fixed parameter algorithms
In this section, we show that the problem whether the domino treewidth of a given graph G is at most k, for constant k, is solvable in polynomial time. Our algorithm has a similar structure as the On k+2 algorithm from Arnborg et al 2 to recognize graphs with treewidth at most k. The additional technicalities are involved. From now on we assume w.l.o.g. that the node sets of a tree-decomposition are non-empty.
Lemma 16 Let G = V;E be a connected graph. The domino treewidth of G is at most k, if and only if there exists a set S V with S 6 = ;, jSj k + 1 , and P k S; ;; ;. Proof: : Take a domino tree-decomposition fX i j i 2 Ig; T = I ; F of G with width at most k, and take S = X i for an arbitrary i 2 I.
: Note that RS; ; = V . The result now follows from the de nition. Suppose r = 1 . Let i 1 be the unique neighborofi 0 in T. We will show that the rst property, mentioned in the lemma holds. Clearly, the width of this domino tree-decomposition is at most k. Now w e c heck dominoness. Vertices in S ,S 0 only belong to X i 0 and to no other set X i , i 2 I. Vertices in S S 0 belong to X i 0 and X i 1 , but, by assumption, not to any set X i , i 2 I , f i 1 g. Clearly, all vertices in RS; D , S belong to at most two sets X i , i 2 I, and not to X i 0 .
Finally Proof: Since it clearly su ces to consider connected components, we m a y assume that G is connected. Finally, we look up whether for any S, P k S; ;; ; holds. Cf. Lemma 16. 2
The algorithm can be modi ed such that it outputs | when existing | a domino tree-decomposition of the input graph with width at most k, and such that it still uses On 2k+3 time. It might be possible to improve the running time somewhat.
Hardness results
In this section, we show that the domino treewidth problem is W t -hard for all t 2 N, where the notion of W t -hardness is taken from the work of Downey and Fellows see 11, 12, 13, 1 . Also, we prove the problem to beNP-complete. Both results follow from the same transformation from Longest Common Subsequence. To be precise, we establish W t -hardness for the following problem:
Instance: Graph G = V;E, integer k. Parameter: k. Question: Is the domino treewidth of G at most k?
The fact that domino treewidth is W t -hard for all t 2 N as in the theory on xed parameter intractability, developed by D o wney and Fellows, suggests strongly that it is impossible to nd algorithms for the domino treewidth k problem that use fkpoln time, i.e., where only the constant factor in the running time depends on k. Note that such algorithms do exist for some related problems, like treewidth k, pathwidth k. The classes W t denote classes of parameterized problems: problems Q fk;s j k 2 N; s 2 g, for some alphabet . To prove W t -hardness for a problem P, it su ces to nd a W t -hard problem Q and functions f;h: N ! N, g : N ! , such that for all k;s 2 N : k;s 2 Q , fk; g k;s 2 P, and f is any computable function, and g is computable in time hk j sj c for some constant c. I.e., the time is polynomial in the length of the non-parameter part of the input, but may depend in any way on the parameter.
The Longest Common Subsequence problem is the following: We suppose we have a n umbering of the characters in , say = f 1 ; : : : ; l g. Let The blobs. We take l i + 1 cliques of 2r + 2 v ertices, and attach these to the string paths. Take vertices fe i j;j 0 j 0 j l i ; 1 j 0 2r + 2 g. Take edges: fe i j;j 0; e i j;j 00g, 0 j l i ; 1 j 0 ; j 00 2r + 2 , j 0 6 = j 00 . fe i j;j 0; d i jlr 2 +1 g, 0 j l i , 1 j 0 2r + 2 . fe i j;j 0; d i jlr 2 +1+1 g, 0 j l i , 1 j 0 2r + 2 .
The idea is that blobs cannot come on top of hills. This forces a precise way how the part between blobs falls over a hill if it does. Each such part represents a character in the string s i ; the lr 2 + 1 vertices in such a part are needed for symbol checking. k + 1, must be element o f X h 1 : these form a clique, which b y Lemma 3 must be contained in a node-set of a node, adjacent t o h 0 by dominoness, and by Lemma 1, it cannot be another node than h 1 because there is a path in G from a v ertex b
Finally, symbolchecker vertices that are not yet placed are put in that set that contains both its neighbors.
It is a tedious but rather straightforward veri cation, that the construction above gives a domino tree-decomposition of G with width k. We just note that X h plr 2 +1+1 contains at most 4 5 k + 1 + 2 r2r + 4 = The theorem now follows from the transformation, given above, and the fact that Longest Common Subsequence is W t hard for all t 2 N 7, 8 . 2 Theorem 22 Domino Treewidth is NP-complete. Proof: Membership in NP is trivial. Observe that the transformation, given in the proof of Theorem 20, is a polynomial time transformation from the NP-complete Longest Common Subsequence problem to Domino Treewidth. Hence, the latter is NP-complete. 2 
Conclusions
In this paper, we considered the notion of domino treewidth. We showed a correspondence between bounded domino treewidth, and bounded degree and treewidth, and obtained several results on the complexity of determining the domino treewidth of a given graph.
We believe the notion of domino treewidth can be of use for other investigations in the algorithmic theory on the treewidth of graphs. For instance, having a domino tree-decomposition of logarithmic height, and of bounded width allows easy schemes for some problems on graphs that can bechanged dynamically under the operations: delete an edge, change the weight or label of a vertex or edge, where each such operation takes logarithmic time: for many problems, there are algorithms, solving these problems in linear time, of the type, where for each node`something' is computed, and this information can becomputed, given the information for the children of the node in constant time. For many problems, it is easy to see that when the graph is changed by an edge deletion or a weight or label change of an edge or vertex, for nodes that do not have an endpoint of the edge involved or the vertex involved in its node-set, and this holds also for all its descendants, the information to becomputed is not changed. So, when we have a domino tree-decomposition, only Olog n nodes must have their information recomputed, so the update can be done in Olog n time. Unfortunately, the large constants involved make this scheme impractical. Other approaches for dynamic algorithms on graphs with bounded treewidth, which may bemore practical, can befound e.g. in 6, 10 .
