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Het uitgangspunt bij het samenstellen van deze syllabus is geweest 
een behandeling van de lineaire algebra te geven voor diegenen, die een 
goede wiskundige achtergrond zoeken bij het toepassen van de lineaire al-
gebra. Er is naar gestreefd de behandeling van de stof streng te ontwik-
kelen en alle uitspraken te bewijzen. 
Als voorkennis wordt verondersteld de wiskundekennis vergelijkbaar 
met die voor het eindexamen van de middelbare school (bijvoorbeeld Wis-
kunde I). Vanwege de uitgebreide behandeling van de stof moet het moge-
lijk zijn deze syllabus zonder directe begeleiding door te werken. Er is 
veel zorg besteed aan de presentatie van de stof. 
i 
De keuze van onderwerpen is, mede door deze uitgebreidheid in de pre-
sentatie, beperkt moeten blijven. Zo is het begrip dualiteit niet aan de 
orde gekomen. 
Afgezien van een enkel uitstapje naar de meetkunde worden er verder 
geen toepassingen gegeven. Veel aandacht wordt besteed aan de combinato-
rische aspecten van de determinant, terwijl eveneens de benadering via 
multilineaire functies uitvoerig aan de orde komt. 
Deze syllabus bestaat uit twee delen. Het ligt in de bedoeling een 
derde deel semen te stellen dat vraagstukken en uitwerkingen daarvan be-
vat. Achterin het tweede deel is een iiteratuurlijst opgenomen, waarin 
ook boeken voorkomen die voornamelijk vraagstukken bevatten: [2], [5] en 
[10]. Sommige boeken zijn eenvoudig ([3], [5], [8], [9], [10]) en andere 
kunnen beter bestudeerd worden als al enige voorkennis aanwezig is ([2], 
[4], [6], [7J). De lezer dient er rekening mee te houden dat de notatie 
en presentatie in elk van de boeken verschillend zal zijn met die van deze 
syllabus. 
Amsterdam, 1973 N .M. Temme 

I. Opmerkinger vooraf 
§I.1. Verzamelingen 
De begrippen: "Verzameling", "Element van een verzameling", "Afbeelding 
van een verzameling V naar een verzameling W", "Lege verzameling", "Natuur-
lijk getal", "Reeel getal", "Complex getal", zullen we bekend veronderstel-
len. In deze paragraaf geven we vervolgens nog enkele aanvullende opmerkin-
gen en notatieafspraken. 
Als Veen verzameling is en a is een element van V, dan geven we dit 
aan met: 
I. 1. 1 a e: V. 
Is a niet een element van V, dan noteren we: 
I. 1 .2 ·a ~ V. 
Is A een of andere eigenschap die de elementen van een verzameling V karak-
teriseert, dan noteren we V vaak in de vorm: 
I.1. 3 v {a I a voldoet aan A} 
en we zeggen: "V is de verzameling van alle elementen a die voldoen aan de 
eigenschap A". Bijvoorbeeld: De verzameling van alle natuurlijke getallen 
die deelbaar zijn door 3 kunnen we aangeven met: 
I. 1. 4 {a I a is een natuurlijk getal en er is een natuurlijk getal b 
zodat a = 3b}. 
Sommige veel voorkomende verzamelingen geven we aan met een vastgekozen 
symbool: 
I.1.5 Definitie: JN is de verzameling der natuurlijke getallen *) 
Z is de verzameling der gehele getallen; 
JR is de verzameling der reele getallen; 
cc is de verzameling der complexe getallen; 
0 is de lege verzameling. 
*) We zullen het get al 0 ook een natuurlijk getal noemen: JN {0,1,2, ••. }. 
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We kunnen de in I.1.4 omschreven verzameling nu ook noteren met: 
{a I a € ]if en er is een b € ]if zodat a 3b} . 
Als V een verzameling is die eindig veel elementen bevat, zeg: De elementen 
van V zijn a 1, .•• , an, dan noteren we ook wel: 
I.1.6 v 
Zijn V en W twee verzamelingen, waarbij elk element van V tevens een element 
van W is, dan heet V een deelverzameling van W. We geven dit aan met: 
I.1. 7 v c w. 
Zo is bijvoorbeeld ]if c Z, Z c JR, JR c IC, ]if c a:, etc., etc. 
I.1.8 Opmerking: Zijn U, V, W drie verzamelingen en is U een deelverzameling 
~ V ~Veen deelverzameling van W, dan is U een deelver-
zameling van W. 
I.1.9 Opmerking: De lege verzameling is deelverzameling van elke andere ver-
zameling. 
Twee verzamelingen V en W heten gelijk als elk element van V tevens een 
element van W is, en, omgekeerd, elk element van W tevens een element van V 
is. We noteren in dit geval: 
I.1.10 v w. 
Gebruikmakend van de hierv66r ingevoerde notatie kunnen we dus zeggen: 
I.1.11 Opmerking: Als V ~ W twee verzamelingen zi,jn, dan is V 
slechts dan als v cw en w c v. 
W dan en 
Beschouw opnieuw twee verzamelingen V en W. De doorsnede van V en W 
is per definitie de verzameling die bestaat uit alle elementen die zowel tot 
V als tot W behoreri. We geven deze verzameling aan met de notatie: 
I.1.12 v n w. 
Anders gezegd: 
V n w {a I a E Ven a€ W}. 
(merk op dat V n W best de lege verzameling kan zijn). Voorts is direkt 
duidelijk: 
I.1.13 Opmerking: Voor elk tweetal verzamelingen V ~ W is Vo W een deel-
verzameling van zowel V als W. 
De vereniging van twee verzamelingen V en W is de verzameling van alle 
elementen die tenminste tot een der beide verzamelingen behoren (niet nood-
zakelijk in beide), en wordt aangegeven met: 
I. 1. 14 v u w' 
v u w {a I a E V of A E W}. 
Een direkt gevolg van deze definitie is: 
I. 1. 15 Opmerking: Als V .!m. W twee verzamelingen zi,in, dan is V zowel als W 
een deelverzameling van V u W. 
Laat nu f een afbeelding zijn van een verzameling V naar een verzame-
ling W. We geven dit aan met: 
I. 1. 16 f v -+ w 
of met 
r.1.17 
f is een voorschrift dat aan ieder element a € v een eenduidig bepaald ele-
ment f(a) E W toevoegt. f(a) noemen we: "het beeld van a onder f". Als 
3 
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f V-+ W, g V+W 
twee afbeeldingen zijn van een verzameling V naar een verzameling W, dan 
heten f en g gelijk als voor ieder element a E V geldt: f(a) = g(a). 
Beschouw nogmaals een afbeelding 
f v-+ w. 
Niet elk element van W behoeft het beeld te zijn van een element uit V. We 
kunnen spreken van de deelverzameling van W die bestaat uit die elementen 
van W die het beeld zijn van een element uit V onder de afbeelding f. Deze 
deelverzameling van W geven we aan met: 
I.1.18 Im(f). 
Anders genoteerd: 
Im(f) {b I b E W en er is een a E V met b f(a)}. 
Im( f) noemen we: "het beeld van V onder f". ("Im" is de afkorting van 
"Image"). 
I.1.19 Voorbeeld: Beschouw de afbeelding 
f ~-+JN 
die aan ieder element z E Z toevoegt het beeld 
f(z) = 2lzl. 
Dan is Im(f) de verzameling van alle even natuurlijke getallen. (Ga dit 
na!) 
We zullen nu onze aandacht richten op een aantal bijzondere eigenschap-
pen waaraan afbeeldingen al dan niet kunnen voldoen: 
I.1.20 Definitie: Een afbeelding f: V-+ W heet surjectief als elk element 
van Whet beeld is van een element uit V onder f. 
Ander~ geformuleerd: Een afbeelding f : V + W is surjectief als Im(f) W. 
Gana dat de in I.1.19 gegeven afbeelding niet surjectief is. 
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Beschouw opnieuw een afbeelding f : V + W. f is een voorschrift dat 
aan elk element a E V een ondubbelzinnig bepaald element f(a) in W toevoegt. 
Het kan voorkomen dat dit voorschrift aan twee verschillende elementen 
a1 ,a2 in V hetzelfde element van W toevoegt: f(a1) = f(a2 ). (Bijvoorbeeld: 
Beschouw de afbeelding uit I.1.19. -3 en +3 zijn twee verschillende elemen-
ten uit Z, terwijl hun beelden onder f , f(-3) = 6 en f(+3) = 6, gelijk 
zijn.) We geven aan afbeeldingen f: V + W die aan de eigenschap voldoen 
dat ze aan elk tweetal verschillende elementen a 1,a2 E V verschillende 
beelden f(a 1), f(a2 ) toevoegen een naa.m: 
I.1.21 Definitie: Een afbeelding f: V + W heet injectief als voor elk twee-
tal verschillende elementen a 1,a2 E V ook hun beelden 
f(a1), f(a2 ) E W verschillend zijn. 
Verder definieren we nog:· 
I.1.22 Definitie: Een afbeelding f : V + W heet bijectief als f zowel sur-
jectief als injectief is. 
Laat nu een drietal verza.melingen U, V en W gegeven zijn, alsmede een 
tweetal afbeeldingen 
f U + V, g V+W 
(we noteren zo'n situatie ook wel met: U ! V ~ W). 
We kunnen dan, uitgaande van de afbeeldingen f en g, een nieuwe afbeelding 
van U naar W definieren, door: "Eerst fen daarna g toe te passen". Dit 
gaat als volgt: Kies een element u E U. Dan is f(u) een element van V, dat 
weer een beeld g(f(u)) onder g in W hee~. We hebben zo een voorschrift dat 
aan elk element u € u een eenduidig bepaald element g(f(u)) € w toevoegt, 
dus een afbeelding 
h U+W 
met h(u) g(f(u)). In plaats van h noteren we vaak: 
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I. 1. 23 g 0 f u -+ w 
(N.B.: Let goed op de volgorde van gen fin g 0 f !) We formuleren het 
voorgaande in de volgende definitie:· 
I.1.24 Definitie: Als U, Ven W drie verzamelingen zijn en 
u!v~w 
zijn twee afbeeldingen, dan heet de afbeelding 
g 0 f u -+ w 
die aan elk element u E U toevoegt het beeld 
(g o f)(u) g(f(u)) 
de samenstelling van f en g. 
Merk hierbij nog op dat het uiteraard noodzakelijk is dat, wil de samen-
stell~ng g o f bestaan, f een afbeelding naar V en g een afbeelding uitgaan-
de van V is. 
We kunnen het in I.1.24 gegeven procede van het samenstellen van af-
beeldingen uitbreiden: Beschouw een viertal verzamelingen T, U, V, Wen 
drie afbeeldingen f, g, h volgens het diagram: 
f g h T+u_,.v..,.w. 
Er zijn nu in principe twee mogelijkheden om deze afbeeldingen samen te 
stellen tot een afbeelding van T naar W: 
(i) Stel eerst fen g samen tot g 0 f, We hebben dan: 
T ~v~w. 
Stel nu go fen h samen tot ho (go f): T-+ W. 
(ii) Stel eerst gen h samen tot h 0 g. We vinden: 
T !u ~w. 
Stel nu f en h 0 g samen tot (h 0 g) o f : T + W. 
We verkrijgen dus in principe de afbeeldingen ho (g o f) en (h 0 g) 0 f, 
beide van T naar W. Er geldt nu: 
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I. 1. 25 Opmerking: Als T, U, V !ll1 W vier verzamelingen zijn en f, g !ll1 h zi,jn 
drie afbeeldingen volgens het diagram 
f g h T+U+V+W, 
dan geldt: 
h 0 (g 0 f) = (h 0 g) 0 f. 
Bewijs: Om te bewijzen dat beide afbeeldingen gelijk zijn, moeten we laten 
zien dat voor elk element t e T de beelden (h 0 (g 0 f))(t) en 
((h 0 g) o f)(t) gelijk zijn. Welnu: 
(ho (g o f))(t) = h((g o'f)(t)) = h(g(f(t))) 
((h 0 g) 0 f)(t) = (h 0 g)(f(t)) = h(g(f(t))) 
(ga·dit zorgvuldig na !), zodat de opmerking bewezen is. D 
Ui t opmerking I. 1 • 25 volgt, dat het geen verschil maakt of we eerst f 
en g samenstellen tot g 0 fen dan g 0 fen h samenstellen tot h o (g o f), 
of dat we eerst g en h samenstellen tot h o g en dan h o g en f tot 
(h o g) 0 f. Maar dan is er ook geen bezwaar tegen het spreken over de sa-
menstelling h 0 go f van f, gen h (let wel weer op de volgorde !). 
Ga zelf na, hoe in de situatie 
de samenstelling 
gedefinieerd meet worden. 
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Tot nu toe hebben we steeds gesproken over afbeeldingen van een verza-
meling V naar een verzameling W, waarbij V en Win het algemeen verschillend 
zijn. We kunnen natuurlijk ook spreken van een afbeelding f van een verzame~ 
ling V naar dezelfde verzameling V. Zulke afbeeldingen hebben een speciale 
naam: 
I.1.26 Definitie: Zij Veen verzameling. Een afbeelding f V +v van V naar 
V zelf heet een endomorphisme van V. 
Als f en g twee endomorphismen van een verzameling V zijn, dan hebben 
we twee mogelijke samenstellingen: f o g en g o f 
v!v~v 
"-.__/ 
g 0 f 
v!v!v 
~
f 0 g 
Ook g 0 f en f 0 g zijn uiteraard endomorphismen van V. Merk op dat beide 
samenstellingen niet aan elkaar gelijk behoeven te zijn, zoals het volgende 
voorbeeld illustreert. 
I.1.27 Voorbeeld: Beschouw de endomorphismen 
f z .... z 
van Z die gegeven zijn door: 
Dan geldt 
f(z) 2 z 
voor ieder element z E Z: 
f' 0 g) ( z) f(g(z)) (g o f)(z) g(f(z)) 
g z .... z 
g(z) -z . 
f(-z) 2 2 (-z) z J 
2 2 g(z ) -z . 
Opdat f o g g 0 f moet voor ieder element z E Z gelden: 
(f o g)(z) (go f)(z). 
Dus in het bijzonder: 
( r o g )( 1 ) = (g o r H 1 ) • 
Echter: (f o g)(1) = 1 en (go f)(1) = -1, zodat fog en go f niet gelijk 
zijn. 
Een zeer bijzonder endomorphisme van een verzameling V is de afbeel-
ding, die aan ieder e.lement v E V _toevoegt het element v zelf (m.a.w.: 
"elk element op zichzelf afbeeldt"). Deze l!-fbeelding geven we aan met 
I.1.28 i~: v + v 
en we noemen dit endomorphisme van V de identieke afbeelding op V. 
I.1.29 Opmerking: Voor iedere verzameling Vis de identieke afbeelding op V 
bijectief. 
(Ga dit na ! ) 
Beschouw nu twee verzamelingen V en W, en daarbij twee afbeeldingen 
f V+W g w + v' 
een van V naar Wen een van W naar V. We hebben ook in dit geval zowel de 
samenstelling f o g als g o f: 
wgvfw 
~
f 0 g 
v!w~v. 
'-..___/ 
g 0 f 
f 0 g is een endomorphisme van W en g 0 f is een endomorphisme van V. We 
definieren nu: 
I.1.30 Definitie: Een afbeelding f : V + W heet een isomorphisme als er een 
afbeelding g : W + V bestaat, zodat geldt: 
g 0 f en f 0 g = i~. 
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I.1.31 Voorbeeld: Beschouw de verzamelingen 
v {3,5, 12, 100} w {10,26,145,10001} 
en laat f een afbeelding van V naar W zijn, gegeven door 
f(v) v2 + 1 
voor elke v E V. (Merk op dat voor iedere v E V f(v) inderdaad een element 
van W is!) Definieer vervolgens de afbeelding 
g W+V 
met g(w) = ,;;-=-r voor elke w E W. (Ook nu is voor iedere w E W g(w) inder-
daad een element van v.) Nu geldt voor iedere v E Ven iedere w E W: 
(f o g)(w) f(g(w)) 
(g 0 f)(v) g(f(v)) 
f( rw:-1") 
2 g(v +1) 
w = i~(w) 
/v2+1-1' = v = i~(v), 
zodat f 0 g = i~ en g 0 f = i~. Dus is f een isomorphisme. 
Zij f : V -+ W een afbeelding. We hebben dan de samenstellingen f 0 i~ 
en i~ o g: 
Er geldt: 
v~v!w 
f 0 i~ 
v!w~w 
~
i~ 0 f 
I.1.32 Opmerking: Als f V-+ W een afbeelding is, dan geldt: 
f 0 i~ = f ' i~ 0 f f. 
Bewijs: Om te bewijzen dat f o i~ 
element v E V geldt: 
f, moeten we laten zien dat voor elk 
(f o i~)(v) f(v). 
Welnu: 
(f o i<\,)(v) = f(i<\,(v)) = f(v). 
Om te bewijzen dat i~ 0 f = f, moeten we laten zien dat voor elk element 
v € V geldt: 
(i~ o f)(v) f(v) . 
Welnu: 
(i~ o f)(v) f( v). 
Dus is de opmerking bewezen. D 
De volgende stelling is van belang. 
I.1.33 Stelling: Voor elke afbeelding f: V-+- W geldt: f is een isomor-
phisme dan en slechts dan als f bijectief is. 
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Bewijs: Het bewijs valt uiteen in twee delen. Eerst laten we zien dat als 
gegeven is dat f een isomorphisme is, daaruit volgt dat f injectief en sur-
jectief (dus bijectief) is. Ten tweede tonen we aan dat, als we weten dat 
f bijectief is, we kunnen bewijzen dat f een isomorphisme is. 
(i) Zij f V-+- W een isomorphisme. Dan is er een afbeelding g w -+ v zo-
dat g o f i<\, en f 0 g = i~: 
We weten dus dat voor elke v € V en elke w € W geldt: 
(g o f)(v) = i<\,(v) = v (f o g)(w) = i~(w) = w. 
We bewijzen eerst dat f surjectief is. We moeten laten zien dat er voor 
ieder element w € W een element v € V bestaat, zodat f(v) = w. 
Welnu, kies een willekeurig element w € W. Dan is g(w) € V. Noteer: 
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v g(w). 
Dan geldt: f(v) = f(g(w)) = (f 0 g)(w) = w. Dus is f surjectief. Nu bewijzen 
we dat f injectief is. We moeten laten zien dat als v 1 en v2 twee verschil-
lende elementen van V zijn, ook hun beelden f(v 1 ) en f(v2 ) verschillend zijn. 
Stel dit is niet het geval. Dus v1 # v2 en f(v 1) = f(v2 ). We laten zien dat 
dit tot een tegenspraak leidt, zodat deze situatie niet kan voorkomen, wat 
inhoudt dat als v 1 # v2 , ook f(v 1 ) # f(v2 ) moet zijn. 
Welnu, uit f(v 1 ) = f(v2 ) zou volgen: g(f(v1 )) g(f(v2 )). Echter: 
zodat dit zou betekenen: v1 = v2 , in tegenspraak met onze veronder-
stelling dat v 1 en v2 twee verschillende elementen van V zijn. Dus volgt uit 
v 1 # v2 dat f(v 1 ) # f(v2 ). Dus f is injectief. We hadden al bewezen dat f 
surjectief was. Dus is f bijectief. 
(ii) Zij nu gegeveri dat f : V + W bijectief is. We willen dan bewijzen dat 
f een isomorphisme is. We moeten dus een afbeelding g : W + V zien aan te 
geven met de eigenschappen: 
f 0 g = i~ 
I 
g 0 f = i~. 
Kies hiertoe een willekeurig element w E W. Omdat f surjectief is, bestaat 
er een element v E V, zodat f(v) = w. Dit element vis eenduidig bepaald. 
Immers, als v' E V nog een element uit V was met f(v') ~ w, dan zou f aan 
de twee verschillende elementen v en v' uit V hetzelfde beeld 
w = f(v) = f(v') toevoegen, en dit kan niet vanwege de injectiviteit van f. 
Dus is er bij ieder element w E W precies een element v E V met de eigenschap 
dat f(v) = w. Definieer nu de afbeelding 
g : w + v 
als volgt: Kies w E W en daarbij het ondubbelzinnig bepaalde element v E V 
met f(v) = w. Definieer: g(w) = v. Hiermee is de afbeelding g gedefinieerd. 
Kies nu een element w E W. Dan geldt: 
(f o g)(w) f(g(w)). 
Zij v E V met f(v) w. fun is g(w) v zodat 
f(g(w)) f(v) = w = i~(w). 
Dus is f o g = i~. 
Kies nu een willekeurig element v € V. Dan is 
(g o f)(v) g(f(v)). 
Noteer: f(v) = w. Dan is wegens de definitie van g 
g(f(v)) = g(w) v 
Dus is g o f = i~. 
Hiermee is bewezen dat f een isomorphisme is. 
Dus is de stelling bewezen. D 
Vervolgens merken we op: 
I.1.34 Stelling: Zij f: V + W een isomorphisme. Dan is er precies een af-
beelding g W + V zodat f 0 g = i~ ~ g 0 f = i~. Deze 
afbeelding g is ook een isomorphisme. 
Bewijs: Omdat f een isomorphisme is, bestaat er volgens I.1.30 tenminste 
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een afbeelding g : W + V met f 0 g = i~ en g 0 f = i~. Stel nu dat er nog 
een afbeelding g' : W + V is met f 0 g' = i~ en g' 0 f = i~. We moeten dan 
bewijzen dat g' = g. Welnu, 
g' = i~ 0 g' = (g 0 f) 0 g' = g 0 (f 0 g') g 0 i~ = g 
(cf. I.1.25 en I.1.32). Dus is er precies een afbeelding g : W + V met 
f 0 g = i~ en g 0 f = i~. Dat g : W +Veen isomorphisme is volgt, omdat 
de afbeelding f : V + W voldoet aan de eigenschappen f o g = i~ en 
g o r = i~. D 
Omdat er bij elk isomorphisme f : v + w precies een isomorphisme 
g : W + V bestaat zodat f o g = i~ en g 0 f = i~, geven we dit isomorphis-
me een naam: 
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I.1.3) Definitie: Als f: V + W een isomorphisme is, dan heet de uniek be-
paalde afbeelding g : W + V met de eigenschappen: 
f 0 g = i~ g 0 f i~ 
de inverse afbeelding van f. We noteren in plaats van 
g : w + v liever (omdat g eenduidig door f bepaald is): 
r- 1 : w + v. 
(Merk op dat alleen een isomorphisme een inverse afbeelding heeft). 
I.1.36 Opmerking: Als f: U +Ven g : V + W twee isomorphismen zijn, dan is 
ook hun samenstelling g 0 f : U + W een isomorphisme en er 
geldt: 
-1 -1 f 0 g 
Bewijs: 
-1 -1 f 0 g = h 
g 0 f 
Noteer kortheidshalve: h = f- 1 0 g-1 Om te laten zien dat g 0 f een isomor-
phisme is, is het voldoende om te bewijzen dat 
(g 0 f) 0 h = i~ h 0 (g 0 f) = i~. 
Bovendien is dan automatisch h = (g o f)- 1. Welnu, er geldt: 
-1 i~; f 0 f 
Volgens I.1.32 geldt ook: 
ia,, 0 f = f . 
Dit combinerend, rekening houdend met I.1.25, volgt enerzijds: 
(g 0 f) 0 h 
en anderzijds: 
(h 0 (g 0 f)) 
-1 g 0 ia,_, 0 g 
-
1 1· d g 0 g 'IT 
( -1 -1 ( ) f 0 g ) 0 g 0 f 
-1 {g-1 ) -1 = f 0 0 g 0 f = f 0 ia,, 0 f 
r- 1 0 f = i~ ' 
waarmee de opmerking bewezen is. D 
De lezer ga na dat algemener geldt: 
I.1.37 Opmerking: ~ n afbeeldingen 




alle isomorphismen zi,jn, dan is hun samenstelling 
fn ° fn_ 1 ° ... 0 r 2 ° r 1, ook een isomorphisme en er 
geldt: 
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I.1.38 Opmerking: Als f: V + W een isomorphisme is, dan is f- 1 een isomor-
phisme en er geldt: 
Bewijs: Volgt direkt uit I.1.34. D 
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I.1.39 Terminologie: Een endomorphisme f: V + V van een verzameling V, dat 
tevens een isomorphisme is, heet een automorphisme van V. 
I.1.40 Opmerking: Is f een automorphisme van een verzameling V en g een 
-1 endomorphisme van V, zodat g 0 f = i~, dan is g = f 
(en derhalve ook een automorphisme van V). 
Bewijs: Opdat g = f- 1 is het voldoende (cf. I.1.38) om te laten zien dat 
naast g o f = i~ ook geldt: f o g = i~. Welnu, 
f 0 g ( f 0 g) 0 i~ = ( f 0 g) 0 ( f 0 r- 1 ) 
f 0 (g 0 f) -1 0 f 
zodat de opmerking bewezen is. D 
-1 f 0 i~ 0 f 
I.1.41 Opmerking: ~ f een automorphisme van een verzameling V ~ g een en-
domorphisme van V, zodat f o g = i~, dan is g = f- 1 (en 
derhalve ook een automorphisme van V). 
Bewijs: Volgens I.1.38 moeten we laten zien dat naast fog 
g o f = i~. Welnu, 
g 0 f i~ 0 (g 0 f) (r-1 0 f) 0 (g 0 f) 
-1 (f 0 g) 0 f = r-1 i~ 0 f f 0 0 
f-1 (i~ 0 f) -1 f i~, 0 = f 0 
zodat de opmerking geldt. 
i~ ook geldt: 
I.1.42 Tot slot van deze paragraaf voeren we nog het begrip: "Produkt van 
(eindig veel) verzamelingen" in. Laat een tweetal verza.melingen V en W ge-
geven zijn. Beschouw de verzameling waarvan de elementen de geordende paren 
(v,w) zijn met v E Ven w E W. (Twee van deze paren (v1,w1) en (v2 ,w2 ) zijn 
gelijk dan en slechts dan als v1 = v2 en w1 = w2 .) Deze verzameling 
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noemen we: "het produkt van V ~ ~"; we geven deze verza.meling aan met 
I. 1. 43 V II W • 
(Merk hierbij op dat als V ~ W ook VII W ~ W II V.) Algemener definieren we: 
I.1.44 Definitie: Als v1,v2 , ••• , Vn een n-tal verza.melingen is, dan heet de 
verza.meling 
het produkt van v1,v2 , ••• , Vn. 
Als in definitie I.1.42 geldt: v1 = V2 = Vn V, dan noteren we 
ook: 
I. 1. 45 
§I.2. Permutaties 
yll =lV II v !Iv··· II v,= v1 II v2 II ••• II vn. 
n keer 
* * * 
I.2.1 Met {1, ••• , n} geven we de verza.meling aan van de natuurlijke getallen 
1 tot en met n. 
I.2.2 Definitie: Als Veen verzameling is en n een natuurlijk getal ~ 1, dan 
heet een afbeelding 
p {1, ••• , n} + V 
een n-tupel uit V. 
Als V een verza.meling is en p is een n-tupel uit V, dan kunnen we p be-
schrijven met het schema 
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I.2.3 [p(1), p(2), ... , p(n)J. 
Zo'n schema is dus een stelsel van n "genummerde plaatsen" waarbij aan elke 
plaats een element uit Vis toegevoegd: op de ie plaats (i E {1, ..• , n}) 
staat het beeld p(i) van i onder p. Omgekeerd, als we zo'n schema beschouwen, 
zeg: 
(v. E V) 
1 
(waarbij best op verschillende plaatsen hetzelfde element van V mag voor-
komen), dan behoort daar het n-tupel 
p { 1 , ••• , n} + V 
bij dat gegeven wordt door: 
p(1) = v1, p(2) 
We zien dus dat bij iedere n-tupel uit V precies een zo'n schema behoort, 
en bij ieder schema precies een n-tupel. (Twee schema's zijn uiteraard dan 
en slechts dan aan elkaar gelijk als de elementen op de overeenkomstige 
plaatsen twee aan twee aan elkaar gelijk zijn.) We zullen dan ook wel spre-
ken over: "het n-tupel [v1, .•• , vn] uit V" in plaats van: "het n-tupel 
p : { 1 ' ... ' n} .... v, gegeven door p( 1) = v1 , ... ' p(n) v ". Ook zullen we n 
zeggen dat [v1''"' v J "het schema is bij p " n 
I.2.4 Voorbeeld: Het 3-tupel [1,13,1] uitJR is de afb~elding 
p {1,2,3}+JR 
die gegeven wordt door: p(1) 1' p(2) /3, p ( 3) 1. 
I.2.5 Opmerking: ~Veen verzameling en p : {1, ..• , n} +Veen n-tupel uit 
V met schema [v 1, ... , vn], dan is p injectief dan en 
slechts dan als de elementen v1, .•. , vn paarsgewijs ver-
schillend zi,jn. 
Bewijs: (i) Als p een injectieve afbeelding is, dan is als i =f j ook 
p(i) =f p(j). Dus, omdat v. = p(i) en v. = p(j), is dan v. =f v .• Derhalve 
l. J l. J 
zijn dan de elementen in het schema paarsgewijs verschillend. 
(ii) Neem nu aan dat de elementen in het schema paarsgewijs verschillend 
zijn. Als i =f j is,dan v. =f v. oftewel: p(i) =f p(j). Dus voegt p aan twee 
l. J 
verschillende elementen i, j uit {1, •.. , n} verschillende beelden v v i' j 
toe. Dus is p injectief. D 
We definieren nu: 
I.2.6 Definitie: Een n-permutatie a is een bijectieve afbeelding 
a {1, .•• ,n}->-{1, ..• ,n}. 
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We kunnen allereerst opmerken dat een n-permutatie een n-tupel is uit 
{1, •.• , n}. We kunnen de n-permutatie a dus ook beschrijven met het schema 
[cr(1), ••. , cr(n)J. De in dit schema voorkomende elementen zijn afkomstig uit 
{1, ••• , n}. Omdat a bijectief en derhalve zeker injectief is, zijn de in het 
schema [cr(1), ••. , cr(n)J voorkomende natuurlijke getallen volgens I.2.5 
paarsgewijs verschillend. 
I.2.7 Opmerking: Zij a : {1, •.• , n}->- {1, ••• , n} een n-tupel uit {1, •.. , n} 
met schema [k 1, ..• , kn]. a is een n-permutatie dan en 
slechts dan als elk der natuurlijke getallen 1, ..• , n pre-
cies een keer voorkomt in dit schema. 
Bewijs: (i) Neem eerst aan dat a een n-permutatie is. Dan is a een bijec-
tieve afbeelding. Omdat a injectief is, komt volgens I.2.5 elk der getallen 
1, .•. , n hooguit een keer voor. Ook is a surjectief, dus is elk element 
m E {1, ••. , n} het beeld van een element 1 E {1, ..• , n} onder a. Zeg: 
m cr(l). Nu is cr(l) = k1 , dus m = k1 en komt derhalve voor in het schema 
van a. Samenvattend kunnen we zeggen dat elk element van {1, •.. , n} precies 
een keer voorkomt in het schema van a. 
(ii) Neem nu aan dat elk element van {1, •.• , n} precies een keer voorkomt 
in het schema [k 1, ••. , kn] van a. Dan zijn de elementen in dit schema paars-
gewijs verschillend, zodat volgens I.2.5 a injectief is. Ook is a surjec-
tief: Kies m E {1, ... , n} willekeurig; m komt voor onder de getallen 
k 1, .•. , kn' Zeg: m = k1 . Dan is, wegens k1 = cr(l), m het beeld van 1 onder a. 
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Dus elk element van {1, .•. , n} is het beeld van een element uit {1, ... , n} 
onder cr. Dus cr is ook surjectief, en derhalve bijectief. Dan is cr per defi-
nitie een n-permutatie. D 
I.2.8 Voorbeeld: Het 7-tupel [1,3,5,6,2,1,7] uit {1, •.. , 7} is geen 7-permu-
tatie, want 4 komt niet in het schema voor en 1 komt twee keer voor. Daaren-
tegen is [1,3,5,6,2,4,7J wel het schema van een 7-permutatie. 
De enige 1-permutatie lS [1]. 
De 2-permutaties zijn [1,2]en [2' 1] . 
De 3-permutaties zijn [1,2,3], [1,3,2], [2,1,3], [2,3,1], [3,1,2] 
en [3,2,1]. 
Er zijn: een 1-permutatie, twee 2-permutaties, zes 3-permutaties, etc. 
etc. In het alge~een zijn er n! n-permutaties. 
I.2.9 De identieke afbeelding op {1, ..• , n} is uiteraard bijectief en dus 
een n-permutatie. Het bijbehorend schema is [1,2, .•. , nJ. Voorts, als 
cr: {1, .. ., n} + {1, .. ., n} een n-permutatie is, is volgens I.2.6 cr een bi-
jectieve afbeelding en - volgens I. 1. 33 - derhalve een isomorphisme. Dan is 
volgens I.1.34 de inverse afbeelding cr-1 van crook een isomorphisme en dus 
hebben we - weer volgens I.1.33 - de bijectieve afbeelding 
cr- 1 : {1, •.• , n} + {1, •.. , n}. Ook cr- 1 is dus een n-permutatie. 
I.2.10 Voorbeeld: Beschouw de 5-permutatie [3,1,2,5,4]. Dit is de afbeel-
ding: 
cr {1, ... , 5} + {1, .. ., 5} 
die gegeven is door: 
cr( 1) 3, cr(2) 1, cr(3) 2, cr(4) 5, cr(5) 4. 
Ga na dat cr- 1 dan gegeven wordt door: 
-1( -1 -1 cr 1) = 2, cr (2) = 3, cr (3) -1 1, cr (4) -1 5, cr (5) 4 
oftewel door het schema [2,3, 1,5,4]. 
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Volgens het voorgaande kunnen we definieren: 
I.2.11 Definitie: Als a een n-permutatie is, dan heet de inverse afbeelding 
-1 
a van a de inverse n-permutatie van a. 
Kies nu een verzameling Ven daarbij een n-tupel p : {1, ••• , n} + V. 
Kies vervolgens een n-permutatie a : {1, •.• , n} + {1, ••. , n}. We kunnen dan 
de samenstelling po a : {1, ••. , n} + V beschouwen: 
a P { 1 , ••• , n} + { 1 , ••• , n} + V 
~p o a 
Deze samenstelling p o a is dan weer een n-tupel uit V. We zullen zeggen: 
I.2.12 Definitie: Als peen n-tupel is uit een verzameling Ven a is een 
n-permutatie, dan zeggen we dat het n-tupel p o a uit V 
uit p ·verkregen is door toepassing van a. 
I.2.13 Opmerking: Als p een n-tupel is uit een verzameling V met bijbehorend 
schema [v1, •• ., vn] en a is een n-permutatie, dan is het 
schema, behorend bij het n-tupel p o a uit V: 
Bewijs: Er geldt: p(1) = v 1, p(2) = v2 , •.. , p(n) 
voor elk element i E {1, •.• , n} geldt: 
p(i) v. 
1 
vn' of, anders gezegd: 
Nu is a : {1, ••• , n} + {1, .•. , n} een (bijectieve) afbeelding. Elk element 
cr(i) is een element van {1, ••• , n}. Dus geldt: 
p(cr(i)) vcr(i) 
voor iedere i E {1, .•• , n}. Het schema dat correspondeert met po a is dus: 
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[(p o cr)(1), (p o cr)(2), .•. , (p o cr)(n)J 
[p(cr(1)), p(cr(2)), .•• , p(cr(n))J 
zodat de opmerking bewezen is. 0 
I.2.14 Voorbeeld: Beschouw een 5-tupel [v1,v2 ,v3 ,v4 ,v5J uit een verzameling 
V. Zij a de 5-permutatie [1,5,3,2,4]. Dan is [v1,v5 ,v3 ,v2 ,v4 J het 5-tupel 
uit V dat verkregen wordt uit [v1,v2 ,v3,v4 ,v5J door toepassing van cr, 
Zij [v1, •.• ,vn] het schema van een n-tupel p : {1, ••. , n} + V uit een 
verzameling V. Merk op dat, als a en T twee verschillende n-permutaties 
zijn, het best kan voorkomen dat de n-tupels p 0 a en p 0 T toch gelijk 
zijn. Bijvoorbeeld: 
I.2.15 Voorbeeld: Zij p het 3-tupel uit :R bij het schema [3,3,-l2J. Als a 
en T twee 3-permutaties zijn, gegeven door de schema's [1,2,3] en [2,1,3J, 
dan is [3,3,-/2] het schema bij zowel p o a als p 0 T. (Gana!) 
I.2.16 In I.2.9 hebben we al gezien dat de identieke afbeelding op {1, •.. ,n} 
een n-permutatie is. We noemen deze de eenheids-n-permutatie. Er geldt: 
I.2.17 Opmerking: Als cr0 de eenheids-n-permutatie is, en p is een willekeu-
rig n-tupel uit een verzameling V, dan is p 0 a0 = p, 
Bewijs: We hebben de situatie: 
{1 , ••• , ri} _.. { 1 , ••• , n} - V 
~
p o a0 
Omdat cr0 de identieke afbeelding is op {1, .•. , n} is volgens I.1.32 
pocr0 p.O 
I.2.18 Beschouw nu twee n-permutaties cr,T. Dit zijn beide bijectieve af-
beeldingen van {1, •.. , n} naar {1, ••• , n}, en - volgens I.1.33 - dus iso-
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morphismen. Dan zijn ook de samenstellingen o 0 T en T 0 o weer isomorphis-
men (cf. I.1.36): 
{1, .•• , n} l {1, .•. , n} ~ {1, ••. , n} {1, ••• , n} ~ {1, ••• , n} l {1, .•• ,n}. ~
0 o T T o 0 
Dus zijn, weer volgens I.1.33, o o Ten Too bijectieve afbeeldingen van 
{1, ••• , n} naar {1, ..• , n} en derhalve n-permutaties. 
Iets algemener kunnen we formuleren {ga na; vgl. I.1 .37): 
I.2.19 Opmerking: Als o1, 0 2 , ... , om n-permutaties zijn, dan is ook 
om 0 om_1 ° ... o o2 o o1 een n-permutatie. 
Omdat elke n-permutatie ook een n-tupel is, volgt direkt uit I.2.17: 
I.2.20 Opmerking: Als o0 de eenheids-n-permutatie is en o is een willekeu-
rige n-permutatie, dan is 0 0 00 = o. 
Ook geldt: 
I.2.21 Opmerking: Als o0 de eenheids-n-permutatie is en o is een willekeu-
rige n-permutatie, dan is o0 o o = o. 
Bewijs: We hebben de situatie: 
{ 1,. . ., o ~ n} + {1, ... , n} {1, .•. , n} . 
~
o0 o o 
Omdat o0 de identieke afbeelding is op {1, •.. , n} is volgens I.1.32 
o0 o o = o. D 
Verder kunnen we nog opmerken: 
I.2.22 Opn.erking: ~ o een n-permutatie en 0 1 de inverse n-parmutatie van 
o, dan is zowel o o 0 1 als 0 1 o ode eenheids-n-permutatie. 
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Bewijs: Ga na! 0 
I.2.23 Voorbeeld: Zijn o en T twee 7-permutaties, gegeven door de schema's 
[1,3,2,7,6,5,4], respectievelijk [2,4, 1,3,7,5,6], dan is o- o T gegeven door 
het schema: 
[ ( 0 OT) ( 1 ) ' •• ., ( 0 0 T) ( 7) J [O(T(1)), ••. , O(T(7))J 
= [0(2), o(4), 0(1), o(3), 0(7), 0(5), o(6)J 
[3,7' 1,2,4,6,5]' 
en T 0 o is gegeven door het schema: 
[(To 0)(1), .•• , (T 0 0)(7)] = [T(0(1)), ..• , T(0(7))J 
[T(1), T(3), T(2), T(7), T(6), T(5), T(4)J 
[2,1,4,6,5,7,3], 
(Merk op dat o o T ~Too.) De afbeelding T: {1, ... , 7} + {1, ... , 7} is 
gegeven door: 
T( 1) 2, T(2) 4, T(3) 1, T( 4) 3, T(5) 7, T(6) 5, 
T( 7) = 6. 
De inverse afbeelding ,-1 {1, ... , 7} + {1, .•. , 7} wordt dus: 
-1 1, T ( 3) 4, ,- 1 (4) 6, 
. 
. -1 zodat de inverse 7-permutatie T van T wordt bepaald door het schema 
[3,1,4,2,6,7,5]. 
Beschouw nu de n-permutatie [1,2,3, ..• ,n] (dus: de eenheids-n-permuta-
tie). Kies twee verschillende getallen i, j E {1, •.. , n}. Vervang nu in het 
schema [1,2,3, ..• ,n] het getal i door het getal j en het getal j door het 
getal i. We verkrijgen dan een nieuw schema [k1,k2 , •.• ,kn] dat gegeven is 
door de definitie: 
25 
1r :: : : . 
voor elke s € { 1, ... ,n} met s I i en s f j , 
k. = l. 
J 
Omdat in dit nieuwe schema [k1,k2 , ... ,kn] de getallen 1, ..• ,n nog steeds 
elk precies een keer voorkomen,is dit schema het schema van een n-permutatie 
die we aangeven met: 
T (.n). { } { } 1 , ••• ,n + 1 , ••• ,n . 
l. ,J 
(De index n geeft aan dat dit een n-permutatie is; de verschillende 
getallen i en j ui t { 1,; •• ,n} geven aan welke getallen in [ 1 ,2 ,3, .•. ,n] 
dienen te worden verwisseld om het bij Ti:J behorende schema [k1, ..• ,kn] 
te verkrijgen.) 
Om redenen van gemak definieren we vervolgens voor elke i € {1, .•. ,n} 
dat T~n! de eenheids-n-permutatie is. Sa.menvattend: i,i 
I.2.24 Definitie: Als i en j elementen van {1, ••. ,n} zijn, dan is 
Er geldt: 
(n) 
T. . {1, ... ,n} + {1, ... ,n} 
l. ,J 





= s voor elke s € {1, ... ,n} met sf i en s I j, 
j • 
i. 
I.2.25 Opmerking: Voor elke i,j € {1, ..• ,n} geldt: 
(i) T~n! is de eenheids-n-permutatie; i,i 
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(ii) (n) T ..• J,l 
Bewijs: Gana! D 
I.2.26 Definitie: We zullen een n-permutatie van het type T~n~ een l,J 
I.2. 27 






( 12) = 
T6, 11 
[1,3,2,4,5] T(5) 1 ,4 [4,2,3, 1,5] 
[1,2,3,4,5] T(5) 4, 1 [4,2,3, 1 ,5] 
[1,2,3,4,5,11,7,8,9,10,6,12J. 
I.2.28 Qpmerking: ~ p: {1, .•. ,n} +Veen n-tupel uit een verzameling V, 
[ J . . (n) . . met schema v1,v2 , ... ,v • ~ T .. een verwisseling. Dan n :i,J 
ontstaat het schema [w1 ,w2 , ..• ,w] van het n-tupel (n) . V • [ n] 
. p o Ti,j uit uit v1 ,v2 ,. .. ,vn door vi en vj onderllng 
van plaats te verwisselen. 
Bewijs: Noteer kortheidshalve: T = T~n~. Volgens I.2.13 wordt het schema van (n) i,J p o T = p o T .. dan gegeven door: l,J 
Omdat T(s) = s als s Ii en s I j, T(i) = j en T(j) i, is dit precies 
het schema dat uit [v1, ••. , vn] ontstaat door vi en vj onderling van plaats 
te verwisselen. D 
I.2.29 Voorbeeld: Als p het 5-tupel [1,1,3,-1,2] uit Z is, dan is het schema 
van po T;:~: [-1,1,3,1,2], en het schema van po T;:~: [1,1,3,-1,2]. 
I. 2. 30 Qpmerking: Voor elk natuurli,jk getal n ;:?; 1 en elk tweetal elementen 
i,j uit {1, ... ,n} geldt dat T~:~ 0 T~:J de eenheids-n-
permutatie is. 
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B . . H [ k] (n) . [1 ] . ewiJs·: et schema k 1 , ... , van -r. . ontstaat uit ,2, ... ,n door J. en 
j onderling van plaats te ve~isselen~'i1s we nu T~n~ op T~n~ toepassen, 
. . (n) (n} ~,J i,J dan verkriJgen we het schema van T .. 0 T .. door in [k1, ••• ,k] k. en k. i ,J J. ,J n J. J 
onderling van plaats te verwisselen. Maar dan hebben we het schema [1,2, ... ,n] 
van de eenheids-n-permutatie weer terug. Dus is T~n1 o T~n1 de eenheids-n-
1 ,J J.. J 
permutatie. D 
I.2.31 Gevolg: Voor elke n ?!:2 en elke i,j E {1, ... ,n} geldt: 
B . . U"t I 2 30 1 t T(.n). o T(.n). eWJ.J S : l. , , VO g : 
J. ,J J. ,J 
"d 1 {1, ... ,n} 
{1, .. .,n} r T~n! { 1, ... ,n} ::Jnj { 1, ... ,n}. T •• 
J. ,J J.. 
'd 1 {1, ... ,n} 
automorphisme is van {1, ... ,n} (cf. I.1.39) volgt uit I.1.40 
T~n~. D i,J 
I.2.32 Opmerking: Als cr en T twee n-permutaties zijn, zodat cr o T de een-
. . . . -1 -1 heids-n-permutatie cr0 ~. dan is cr = T en T cr 
Bewijs: We hebben de situatie: 
{1, ... ,n} l {1, ••• ,n} ~ {1, •.. ,n}. 
~
cr o T = cr0 = id{ } 1, •.. ,n 
Omdat zowel T als cr een automorphisme is van {1, .•. ,n} volgt uit I.1.40 dat 
-1 . 4 -1 cr = T en uit I.1. 1 dat T = cr , zodat de opmerking bewezen is. D 




Bewijs: Dit volgt rechtstreeks uit r.1.37, D 
-1 
o ... o cr1 • 
28 
I.2.34 ·stelling: Als n ~ 2, dan bestaan er voor iedere n-permutatie cr ~ 
wisselingen T1, ... , Ts zodat cr = T1 ° T2 ° ... o Ts. 
Bewijs: Zij [k1, ••• ,kn] het schema van cr. In dit schema komen de getallen 
1,2, ••• ,n elk precies een keer voor. Er is dus een index i 1 zodat 
k. = 1. 
11 
Pas nu de n-permutatie T(1n! toe op cr. We krijgen de n-permutatie cr 0 T(n) 
,11 1 ,i1. 
Het schema van deze n-permutatie verkrijgen we ui t [k1 , ..• ,kn] door k 1 
te verwisselen van plaats met k. (als 1 = i, is T(1n! de eenheids-n-permu-( ) 11 ,11 ( ) tatie, en is cr 0 T n = cr). Het schema van cr 0 T n heeft dus 1 ,i1 1 . k. = 1 op de eerste plaats staan, en heeft dus de vorm ' 11 11 
( 1 ) ( 1) [ 1 ,k2 , •.• ,kn ] . 
In dit schema komen de getallen 1,2, ... ,n precies een keer voor, zodat er 
een index i 2 E {2, •.• ,n} bestaat met 
2. 
Pas nu de n-permutatie 
( n) ( n) tie cr o T1 . o T . , 
,11 2,12 
T;n! toe op cr 0 T;n! . We krijgen dan de n-permuta-
,12 . . ,11 
met b1Jbehorend schema dat uit 
( 1) ( 1) [ 1 ,k2 , ..• ,kn J 
ontstaat door k; 1) met k~ 1 )= 2 onderling van plaats te verwisselen. Dit 12 
schema heeft dus de vorm 
( 2) ( 2) [ 1 ,2 ,k3 , ••• ,kn ] . 
Ook in dit schema komen de getallen 1, ... ,n precies een keer voor, zodat 
er een index i 3 bestaat met 
k~2) 3. 
13 
Pas nu T3(n) toe op cr 0 T(n) 0 T(n! We krijgen de n-permutatie 
,13 1,i1 2,12 
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met bijbehorend 
Zo doorgaand vinden we uiteindelijk n-permutaties 
zodanig dat de n-permutatie 
(J 0 0 ••• 0 (n) T • 
n,in 
het schema [1,2, ••• ,n] heeft, en dus de eenheids-n-permutatie cr0 is: 
(J 0 0 ••• 0 
Volgens I.2.32 is dan: 
(J 0 • • • 0 
Met I.2.33 volgt hieruit: 
(J 0 ••• 0 
Met I.2.31 kunnen we hieruit concluderen: 
(J (n) T . o , , , o 
n,in 
Als voor zekere 
,(n~ = ,(n) 
{ } (n) . . . d . . k E 1, ••• ,n Tk. geen verwisseling is, an is k = ik en 
,l.k 
= cr0 , de eenheids-n-permutatie. Volgens I.2.30 kunnen we deze k,ik. k,k 
schriJven in de vorm: 
,(n! = cr = ,(n) 0 ,(n) k,l.k 0 1,2 1,2· 
Dus elke Tk(n! uit (*) die geen verwisseling is, kunnen we vervangen door 
,i 
een samenstelfing van twee verwisselingen. Derhalve is cr te schrijven als 
samenstelling van verwisselingen, zodat de stelling bewezen is. D 
I.2.35 Voorbeeld: Beschouw de 8-permutatie cr, die correspondeert met het 
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schema [3,5,8,1,2,7,4,6]. Het getal 1 staat op de vierde plaats. Om 1 op de 
eerste plaats te krijgen 
8-permutatie a u ,; 8l met 
. . (3 ) w k .. passen we de verw1ssel1ng <1 4 toe. e riJgen de 
' schema [1,5,8,3,2,7,4,6]. Het getal 2 staat op de 
' vijfde plaats in dit (8) (8) schema. Pas dus <2 , 5 toe op a o <1; 4 . We krijgen de 
8-permutatie 
a o (8) o ,(8) 
'1,4 2,5 met schema [1,2,8,3,5,7,4,6]. 
Het getal 3 staat in dit nieuwe schema op de vierde plaats. Pas dus ,( 34) 3, toe. We krijgen: 
a o ,(8) 0 ,(8) 0 ,(8) 1,4 2,5 3,4 met schema [1,2,3,8,5,7,4,6]. 
(8) Het getal 4 staat in dit schema op de zevende plaats. Pas dus <4 , 7 toe. 
We vinden dan: 
a o ~(8) 0 ~(8) 0 ~(8) 0 ~( 8 ) t h [1 2 3 4 5 7 8 6] 
'1 4 '2 5 '3 4 '4 7 me sc ema ' ' ' ' ' ' ' . 
' ' ' ' 
Het getal 5 staat al op de vijfde plaats; die kunnen we dus laten staan. Het 
getal 6 staat op de achtste plaats zodat we, om 6 op de zesde plaats te 
b d . . ( 3) t w .. rengen, e verw1ssel1ng , 6 8 oepassen. e kriJgen: 
' 
a (8) 0 ~(8) 0 ~( 8 ) 0 ( 8 ) 0 ~( 8 ) t h [1 2 3 4 5 6 8 7] 0 
'1,4 '2,5 '3,4 '4,7 '6,8 me sc ema ' ' ' ' ' ' ' · 
Tot slot passen we ,( 3 ) toe en we vinden: 7,8 
a o ~(8) o ~(8) o ~(8) o ~( 8 ) o ~( 8 ) o ~( 8 ) met schema [1 2 3 4 5 6 7 8] 
'1,4 '2,5 '3,4 '4,7 '6,8 '7,8 ' ' ' ' ' ' ' . 
Deze 8-permutatie is dus de eenheids-8-permutatie, zodat 
( (8))-1 ( (8))-1 
'7,8 ° '6,8 ( 
(8) )-1 ( (8) )-1 
'4,7 ° '3,4 
,(8) 0 ,(8) 0 ,(8) 0 ,(8) 0 ,(8) 0 ,(8) 
7,8 6,8 4,7 3,4 2,5 1,4 
Hiermee is a als samenstelling van verwisselingen verkregen. 
( (8) )-1 ( (8) )-1= 
'2,5 ° '1,4 
I.2.36 Definitie: Zij cr een n-permutatie (n ~ 2). Als i,j E {1, •.• ,n} met 
i I j, dan heet de verzameling {cr(i), cr(j)} een inversie 
~ cr als geldt: 
(i - j)(cr(i) - cr(j)) < o. 
Merk op, dat als cr een n-permutatie is (n ~ 2) met schema [k 1, .•• ,kn], 
de inversies van a die uit twee elementen bestaan de verzamelingen 
{k., k.} zijn met i < j (resp. i > j) en k. > k. (resp. i < j). Let wel: 1 J 1 J 
31 
een inversie is een verzameling, dus {k., k.} = {k., k.}, De inversies van cr 1 J J 1 
zijn dus die verzamelingen {k., k.} waarbij k. in het schema van cr vooraf-1 J 1 
gaat aan kJ., terwijl k. > k .• 
1 J 
I.2.37 Voorbeeld: Beschouw de 7-permutatie [7,2,4,1,3,6,5]. Deze heeft de 
volgende inversies: {7,2}, {7,4}, {7,1}, {7,3}, {7,6}, {7,5}, {2,1}, {4,1}, 
{4,3} en {6,5}. In totaal zijn dit er 10. 
I.2.38 Opmerking: De eenheids-n-permutatie (n ~ 2) heeft geen inversies. 
Bewijs: Gana! D 
I.2.39 Definitie: Als creen n-permutatie is (n ~ 2) met schema [k 1, •.• ,kn] 
dan noteren we het aantal inversies van cr met N(cr) of 
N[k1, •.• ,kn]. 
I.2.40 Voorbeeld: N[1,2,3,4J = O; N[7,2,4,1,3,6,5] 10 (cf, I.2.37). 
I.2.41 Definitie: Als creen n-permutatie is (n ~ 2) met schema [k1 , .•• ,kn]' 
dan noteren we: 
sign(cr) = sign[k1, ••. ,kn] (-l )N(cr), 
We noemen (-1)N(cr) het teken van cr, Is sign(cr) = +1 dan 
heet cr een even permutatie; is sign(cr) = -1 dan heet cr 
een oneven permutatie. 
I.2.42 Voorbeeld: Volgens I.2.40 is [7,2,4,1,3,6,5] een even permutatie, 
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want: 
. [7 2 4 1 3 6 5] = (-1)N[7,2,4,1,3,6,5J sign , , , , , , (-1) 10 +1. 
I.2.43 Propositie: bi:..j_ cr een n-permutatie (n ~ 2) en T een verwisseling, 
dan is: 
sign(cr o T) sign(cr). 
. . (n) (n) (n) Bewij s: ZiJ T = T. . • Wegens T. . = T. . mogen we veronderstellen dat i < j J.,J J.,J J,J. is. Het schema van cr is [0(1), .•• , o(n)J. We gaan eerst de verzamelingen 
{cr(a), o(S)} die uit twee in het schema van o voorkomende elementen 
bestaan in drie typen verdelen: 
(1) De verzamelingen fo(a), o(S)} met a Ii, a I j, SI i, SI j. 
(2) De verzamelingen van een der vormen {cr(i), o(S)}, {o(j), o(S)} 
(S/i,j). 
(3) De verzameling {o(i), o(j)}. 
We hebben zo al deze verzamelingen ingedeeld. We verdelen vervolgens 
de verzamelingen van type (2) in paren van de gedaante: 
({o(i), o(S)} ,{o(j), o(S)}) (S # i,j) 
(Er zijn dus n - 2 van deze paren). Er geldt: 
Bewering I: Als s I i,j dan komt in het paar verzamelingen (*) een inversie 
voor dan en slechts dan als geldt: 
(i - S)(j - S)(cr(i) - o(S))(cr(j) - cr(S)) < o ( s ::J i ,j) 
(Immers, als in het paar (*) een inversie voorkomt, dan is een der produkten 
(i - S)(cr(i) - o(S)) en (j - S)(cr(j) - o(S)) negatief en het andere posi-
tief. Hieruit volgt (**). Omgekeerd, als (**) geldt, dan is precies een der 
hiervoor genoemde produkten negatief en het andere positief, zodat in (*) 
een inversie voorkomt.) 
Noteer nu: 
M (1) is het aantal inversies onder de verzamelingen van type ( 1 ) . 
M0(2) is het aantal paren (*) waarin geen inversies voorkomen. 
M1(2) is het aantal paren ( *) waarin een inversie voorkomt. 
M2(2) is het aantal paren ( *) waarin twee inversies voorkamen. 
Dan is N(cr) = M(1) + M1(2) + 2M2(2) + 1 als {cr(i), cr(j)} een inversie is 
van cr; als {cr(i), cr(j)} geen inversie is van cr, dan is 
N(cr) = M(1) + M1(2) + 2M2(2). 
We gaan nu de verzamelingen {cr(T(a)), cr(T(S))} die uit twee in het 
schema [cr(T(1)), •.. , cr(T(n))J van a 0 T voorkomende elementen bestaan op 
analoge manier in drie typen indelen: 
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(a) De verzamelingen fo(T(a)), cr(<(S))} met a Ii, a I j, SI i, SI j. 
(b) De verzameiingen van een der vormen {cr(T(i)), cr(T($))}, 
{cr(T(j)), cr(T(S))} (SI i,j). 
(c) De verzameling {cr(T(i)), cr(T(j})}. 
We verdelen de verzamelingen van type (b) weer in paren van de vorm: 
en er geldt - geheel analoog aan bewering I -
Bewering II: Als s I i,j, dan komt in het paar verzamelingen (***) een 
inversie voor dan en slechts dan als geldt: 
(i - S)(j - S)(cr(T(i}) - cr(T(S)))(cr(T(j)) - cr(T(S})) < o. 
Noteer weer: 
N (a) is het aantal inversies onder de verzamelingen van type (a). 
N0(b) is het aantal paren (***) waarin geen inversies voorkomen. 
(***) 
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N1(b) is het aantal paren (***) waarin een inversie voorkomt. 
N2(b) is het aantal paren (***) waarin twee inversies voorkomen. 
Dus is N(o 0 T) = N(a) + N1(b) + 2N2(b) + 1 als {O(T(i)), o(T(j))} een 
inversie is van o o T, terwijl N(o o T) = N(a) + N1(b) + 2N2(b) als verza-
meling (c) geen inversie is van o 0 T. 
Er geldt nu: 
Bewering III: ( i) M(1)=N(a) 
(ii) M1(2) = N1 (b) 
(iii) {o(i), o(j)} is een inversie van o dan en slechts 
dan als {o(T(i)), o(T(j))} geen inversie is van 
0 ° T, 
Bewijs (i): Het is voldoende om te laten zien dat als a# i, a# j, S # i, 
S I j geldt dat {o(a), o( S)} een inversie is van o dan en slechts dan als 
{o(T(a)), o(T(S))} een inversie is van o o T. Met andere woorden: we moeten 
laten zien dat (a - S)(o(a) - o(S)) < 0 is dan en slechts dan als 
(a - S)(o(T(a)) - o(T(S))) < o. 
Nu is, omdat a;ii,j en S;ii,j, T(a) = T~n~(a) =a en T(S) = T~n~(S) = S i,J i,J 
zodat (a - S)(o(T(a)) - o(T(S))) =(a - S)(o(a) - o(S)). Dus is (i) bewezen. 
Bewijs (ii): We moeten laten zien dat het aantal paren (*) waarin precies 
een inversie voorkomt gelijk is aan het aantal paren (***) waarin precies 
een inversie voorkomt. Het is dus voldoende om te laten zien dat in een paar 
( {o( i) ,o(S)} {o(j) ,o( S)}) (S # i,j) 
precies een inversie voorkomt dan en slechts dan als in het paar 
({o(T(i)),o(T(S))} {o(T(j)),o(T(S))}) (S # i,j) 
precies een inversie voorkomt. Volgens de beweringen I en II betekent dit 
dat we moeten bewijzen dat (i - S)(j - S)(o(i) - o(S))(o(j) - o(S)) < 0 is 
dan en slechts dan als (i - S)(j - S)(o(T(i)) - o(T(S))) (o(T(j)) - O(T(S))) 
< Q, Nu is T(i) = j, T(j) = i en T(S) = S als S ~ i,j. We hebben dus 
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( i - f3) ( j - f3) ( cr( T( i) ) - cr( T( f3))) ( cr( T( j)) - cr( T( f3) ) ) 
= (i - f3)(j - f3)(cr(i) - cr(f3))(cr(j) - cr(f3)) 
zodat ook (ii) bewezen is. 
Bewijs (iii): We moeten laten zien dat (i - j)(cr(i) - cr(j)) < 0 is, dan en 
slechts dan als (i - j)(cr(T(i)) - cr(T(j))) > O. Dit volgt rechtstreeks uit: 
(i - j)(cr(T(i)) - cr(T(j)}) = (i - j)(cr(j) - cr(i)) = 
= - (i - j)(cr(i) - cr(j)). D 
We zijn nu in staat de propositie (blz. 32) te bewijzen: 
Neem eerst aan dat {cr(i), cr(j)} een inversie is van cr. Dan geldt, zoals 
we al hebben opgemerkt: N(cr) = M(1) + M1(2) + 2M2(2) + 1. Ook is, volgens 
III(iii), {cr(T(i)), cr(T(j))} geen inversie van cr 0 T, zodat ook geldt: 
N(cr 0 T) = N(a) + N1(b) + 2N2(b). Bijgevolg is (gebruik makend van III(i) en 
III( ii)): 
N(cr) - N(cr 0 T) 
Hieruit volgt dat N(cr) - N(cr 0 T), als {cr(i), cr(j)} een inversie is van cr, 
een oneven geheel getal is. 
Analoog vinden we, als we aannemen dat {cr(i), cr(j)} geen inversie van 
cr is en, volgens III( iii), {cr( T( i)), cr( T( j))} wel een inversie is van cr 0 T: 
N(cr) - N(cr 0 T) 
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en ook dit is een oneven geheel getal. 
We zien dus dat in alle gevallen N(o) - N(o 0 T) een oneven geheel 
getal is, zodat 
(-1)N(o) - N(o 0 T) -1. 
Bijgevolg: 
(- 1 )N(o o T) 
(-l )N(o). (-1)N(o) - N(o 0 T) 
-1 
sign(o) 
sign(o o T) 
oftewel: 
sign(o) - sign(o o T) 
waarmee de propositie bewezen is. D 
I.2.44 Gevolg: Elke verwisseling is een oneven permutatie. 
Bewijs: Zij T = T~n~ een verwisseling en o0 de eenheids-n-permutatie. Uit ]. 'J 
I.2.38 volgt: N(o0) = o zodat sign(o0) +1. Nu is ook o0 ° T = T zodat 
volgt, gebruik makend van I.2.43: 
sign(T) = sign(o0 ° T) -1 
waaruit de bewering volgt. D 
I. 2. 45 Gevolg: Als de n-permutaties T 1 , .•• , Tm alle verwisselingen zi,jn, 
dan is: 
Bewijs: (Volledige inductie naar m.) We bewijzen de bewering eerst in het 
geval m = 1. Dat wil zeggen: we moeten bewijzen dat als T1 een verwisseling 
is, sign(T 1) = (-1) 1 = -1. Dit is precies I.2.44. 
Stel nu dat de bewering geldt voor m = k. Dus, neem aan dat voor 
k ieder k-tal verwisselingen T 1, •.. , Tk geldt: sign( T 1 ° . • • 0 Tk) = (-1) . 
We moeten dan bewijzen dat de bewering geldt voor m = k + 1. Kies dusk+ 
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n-permutaties T1, ••. , Tk' 'k+l die alle verwisselingen zijn. We moeten dan 
bewijz~n dat sign(T 1 o ••• o 'k+l) = (-1)k+l. We weten dat sign(T 1 o ••• o Tk)= 
= (-1) • Volgens I.2.43 geldt nu: 
= - sign(T 1 o ••• 0 Tk) - (-1 )k = (-1 )k+1. 
Hiermee is I.2.45 bewezen. D 
I.2.46 Stelling: Zij n ~ 2. Voor elk tweetal n-pernrutaties cr en cr' geldt: 
sign{cr o cr') sign(cr).sign(cr') . 
Bewijs: Volgens stelling I.2.34 kunnen we verwisselingen T1, •.. ,1s en 
verwisselingen '1•···• '.f vinden zodat 
O=T1 ° ... o T s 
Dan is sign(cr) (-1)s en sign(cr') 
cr' = '1 o • • • o 't . 
(-1)t {cf. I.2.45). Dus: 
sign(cr o cr') = sign(T 1 o ••• o 's o '1 ° ... 0 't) (-l) s+t 
zodat de stelling bewezen is. D 
I.2.47 Merk op dat, als cr en cr' twee n-permutaties zijn, cr 0 cr' en cr' 0 cr 
verschillend kunnen zijn, maar sign(cr 0 cr•) en sign(cr' 0 cr) altijd gelijk 
zijn. Immers, sign(cr 0 cr•) = sign(cr).sign(cr') = sign(cr')·sign(cr) = 
sign(cr' o cr). 
* * * 
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§I.3. Matrices: combinatorische aspecten 
I.3.1. Beschouw de verzameling R ITR (cf. I.1.5 en I.1.43). Deze verzameling 
heeft als elementen de geordende paren (x, y) waarin x en y reele getallen 
zijn. 
I.3.2 Definitie: Het (m x n)-rooster is de deelverzameling 
{(x,y) I xE {1,. • .,m},yr;: {1,. .. ,n}} 
van R IT R. Deze deelverzameling noteren we met R 
m,n 
I.3.3 Vaak geven we R als volgt schematisch aan: 
m,n 
( 1 ' 1 ) 
( 2' 1) 
( 3' 1 ) 
(m, 1) 
( 1 ,2) 





( 3, 3) 
(m,3) 
( 1 ,n) 
(2,n) 
( 3 ,n) 
( m,n) 
waarbi,j de plaatsen van de elementen van R in deze notatiewi.jze voor 
m,n 
eens en voor alti,jd zoals hierboven aangegeven is, zijn afgesproken! 
I. 3. 4 Voorbeeld: 
f"') ( 1 '2) ( 1 '3) ( 1 ,4) {' "1 ( 2' 1) (2,2) (2,3) (2,4) ( 2 '5) 
( 3' 1 ) ( 3' 2) (3,3) (3,4) (3,5) 
( 1 '1) ( 1 ,2) ( 1 '3) 
( 2' 1 ) (2,2) (2,3) f'":} ( 3' 1 ) (3,2) (3,3) ~. 1 ( 2' 1) ( 4' 1 ) (4,2) ( 4' 3) ( 3' 1 ) 
( 5' 1 ) ( 5 ,2) (5,3) 
{(1,1)} R1, 3 = {(1,1) ( 1 ,2) (1,3)} 
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Merk op dat R m.n elementen heeft. Denkend aan de in I.3.3 ingevoer-m,n 
de notatiewijze voor R zal de volgende terminologie voor zichzelf spreken. m,n 
I.3.5 Definitie: Als i E {1, ... ,m},dan heet het n-tupel 
[ ( i, 1) , ( i ,2), ... , ( i ,n)] ui t R de i-de 
m,n 
De elementen (i,1), (i,2), .•• , (i,n) heten 
de i-de ri,j van R 
m,n 
I. 3. 6 Defini tie: Als j E { 1, •.. ,n}, dan heet het m-tupel 
[ ( 1 , j ) , ( 2, j ) , ... , ( m, j ) J ui t R de j-de 
m,n 
De elementen (1,j), (2,j), ••• , (m,j) heten 
de .j-de kolom van R 
m,n 
ri,j van R 
m,n 
de elementen op 
kolom van R 
m,n 
de elementen op 
R heeft dus m rijen en n kolommen; (i,j) is het element van R op m,n m,n 
de i-de rij en de j-de kolom. 
I.3.7 Definitie: Een (m x n)-rooster R heet vierkant als m 
m,n 
n. 
I.3.8 Definitie: Het n-tupel [(1,1), (2,2), ..• , (n,n)J van het vierkante 
(n x n)-rooster R heet de hoofddiagonaal van R . De 
n,n n,n 
elementen (1,1), (2,2), ••. , (n,n) heten de elementen op de 
hoofddiagonaal van R . 
n,n 
Beschouw nu een (m x n)-rooster R , en een afbeelding 
m,n 
f R -+ V 
m,n 
van R naar een verzameling V. We kunnen f dan beschrijven met het schema m,n 
f( 1 '1 ) f( 1 ,2) f( 1 '3) f( 1 ,n) 
f( 2' 1 ) f(2,2) f(2,3) f(2,n) 
f( 3' 1 ) f(3,2) f(3,3) f(3,n) 
(*) 
f( m, 1) f(m,2) f(m,3) f(m,n) 
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I.3.9 Definitie: Zij Veen verzameling en m,n een tweetal natuurlijke 
getallen (~ 1). Een (m x n)-matrix uit Vis een afbeelding 
f : R + V van het (m x n)-rooster R naar de verzame-m,n m,n 
ling V. 
Als f : R +Veen (m x n)-matrix uit Vis, dan zullen we het bijbe-m,n 
horend schema (*) van f ook vaak een (m x n)-matrix uit V noemen. Het is 
duidelijk dat -als we een rechthoekig schema van de vorm 
v, 1 v12 v13 v1n 
v21 v22 v23 v2n 
v31 v32 v33 v3n (**) 
vm1 vm2 vm3 v 
kiezen, waarin alle optredende elementen bevat zijn in V- zo'n schema een 
wel-bepaalde afbeelding f : R + V definieert, n.l. door: m,n 
f(i,j) = v .. 
l.J (i E {1, ... ,m}, j E {1, ... ,n}). 
We spreken dus zowel over: "de (m x n)-matrix f 
"de (m x n)-matrix 
v 11 v12 v13 v1n 
v21 v22 v23 v2n 
v31 v32 v33 v3n 
vm1 vm2 vm3 v mn 
R + V" als over: m,n 
II 
Merk nog op dat we in (**) "ronde" haken gebruiken. Dit om duidelijk te 
maken in de notatie dat het schema(**) geen verzameling is: er kunnen best 
op verschillende plaatsen in het schema dezelfde elementen van V voorkomen! 
Denkend aan de notatiewijze (*) voor een (m x n)-matrix voeren we voor 
matrices een terminologie in, analoog aan die voor de (m x n)-roosters: 
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I.3.10 Definitie: Zij f : R +Veen (m x n)-matrix uit een verzameling V. m,n 
Voor i E {1, ..• ,m} heet het n-tupel 
[f(i,1), f(i,2),. .. , f(i,n)J uit V de i-de ri,j van de 
matrix f. De elementen f(i,1), f(i,2), ••• , f(i,n) heten 
de elementen op de i-de rij van f, 
I.3.11 Definitie: Zij f: R +Veen (m x n)-matrix uit een verzameling V. 
m,n 
Voor j E {1, •.• ,n} heet het n-tupel 
[f(1,j), f(2,j); •.• , f(m,j)J uit V de j-de kolom van de 
matrix f. De elementen f(1,j), f(2,j), ••. , f(n,j) heten 
de elementen op de j-de kolom van f. 
Een (m x n)-matrix f heeft dus m rijen en n kolommen; f(i,j) is het 
element op de i-de rij en de j-de kolom. 
I.3.12 Definitie: Als R een vierkant rooster is, en Vis een verzameling, n,n 
dan heet een (n x n)-matrix f R 
n,n 
+ V een vierkante 
matrix ui t V. 
I.3.13 Definitie: Als f: R +Veen vierkante matrix is uit een verzame-n,n 
ling V, dan heet het n-tupel [f(1,1), f(2,2), ••• , f(n,n)J 
uit V de hoofddiagonaal van de matrix V. De elementen 
f(1,1), f(2,2), ••• , f(n,n) heten de elementen op de hoofd-
diagonaal van f. 












De derde rij van deze matrix is het 3-tupel [2,2,1] uit Z; de tweede kolom 
is het 5-tupel [2,3,2,3,3] uit z. Merk verder op dat de tweede en vierde rij 
gelijk zijn. 
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We·gaan nu nader in op vierkante matrices. 
I.3.15 Definitie: Zij Rn,n het (vierkante) (n x n)-rooster. Een deelverzame-
ling 
van R die bestaat uit n elementen van R , zodat uit n,n n,n 
iedere rij en uit· iedere kolom van R precies een ele-n,n 
ment in W voorkomt, heet een n-greep uit R 
n,n 
I.3.16 Voorbeeld: De 2-grepen uit R2 2 zijn: 
' 
{: :} {: :} 
{(1,1), (2,2)} en { ( 1 ,2) ' ( 2 '1 ) }. 
I.3.17 Voorbeeld: De 3-grepen uit R zijn: 3,3 
{(1,1), (2,2), (3,3)}; {(1,1), (2,3), (3,2)}; {(1,2), (2;1), (3,3)}; 
{(1,2), (2,3), (3,1)}; {(1,3), (2,2), (3,1)} en {(1,3), (2,1), (3,2)}, 
I.3.18 Voorbeeld: Een voorbeeld van een 5-greep uit ~.5 is: 







I.3.19 Opmerking: Als W = {(i 1,j 1), ... , (i ,j )} een n-greep is uit R , ~- n n n,n 
dan zi,jn [i 1, ... , in]~ [j 1,. .. , jn] n-permutaties. 
Bewijs: Zij k E {1, ... ,n}. Dan komt er in W precies een element (i ,j ) voor 
s s 
uit de ke rij. Dat wil zeggen: er is precies een is met is k. Dus komen 
de getallen 1, ... ,n precies een keer voor onder de elementen in het n-tupel 
[i 1, ..• , in] dat derhalve een n-permutatie is. 
Analoog bewijst men dat [j 1 , ... , jn] een n-permutatie is. D 
I.3.20 Opmerking: Als W = {(i 1,j 1), .•. , (i ,j )} een n-greep is uit R ~- n n n,n 
dan hangt de waarde van sign[i 1, ... , in]·sign[j 1, ... , jn] 
niet af van de volgorde waarin de elementen van W 
geschreven zijn. 
Bewijs: Omdat {i 1, ..• , in}= {1, ..• , n} = {j 1, ... , jn} kunnen we een afbeel-
ding ~: {1, ... , n} ~ {1, ... , n} definieren met: 
~(i 1 ) = j 1, ~(i2 ) = j 2 , ... , ~(in)= jn. Zij nu ode n-permutatie [i 1, ... ,in] 
en T de n-permutatie [j 1, ... , jn]. Dan is: 
o( 1) i 1 ' 0(2) = i2, .. ., o(n) i n' 
zodat 
-1 ( . ) o i 1 -1 ( . ) 1, o i 2 2, ... ' o- 1 ( i ) n n' 
waaruit volgt 
... ' 
Dit betekent dat T o o- 1 = ~. Nu hangt ~ alleen af van de combinaties 
(i 1,j 1), •.• , (in,jn) en niet van de volgorde der elementen van W. Dus ook 
To o- 1, en daarmee sign(T 0 o- 1), is onafhankelijk van de volgorde der 
. . ( -1) 1 -1 . . elementen van W. Nu is sign o o o = + want o 0 o is de eenheids-n-
permutatie. Dus, sign(O)·sign(o- 1) = 1. Als sign(o) = 1, dan is dus 
sign(o- 1) = 1, en als sign(o) = -1, dan is sign(o- 1) = -1. Dus sign(o) = 
. ( -1) H' . 
= sign o , ieruit volgt: 
. ( -1 ) sign T o o . 
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Omdat sign(T o cr-1) onafhankelijk is van de volgorde der elementen van W 
geldt dit dus ook voor sign[i1, ••• , in]·sign[j 1 , ••. , jn]' zodat de opmerking 
bewezen is. D 
In de voorgaande opmerking hebben we gezien dat aan elke n-greep 
W = {(i1,j 1), ••• , (in,jn)} een eenduidig bepaalde waarde 
sign[i1, •.• , in]·sign[j 1, •.. , jn] kan worden toegevoegd. We definieren: 
I.3.21 Definitie: Als W = {(i1 ,j 1), ••• , (in,jn)} een n-greep is uit Rn n' 
' dan heet 
sign(W) 
het teken van W. 







Het teken van deze 5-greep wordt dan gegeven door: 
sign[1,2,3,4,5J.sign[3,2,4,1,5] = (+1)(+1) +1. 
Hadden we een andere volgorde voor de elementen van deze 5-greep gekozen, 
bijvoorbeeld: {(2,2),(1,3),(4,1),(5,5),(3,4)}, dan hadden we verkregen: 
sign[2,1,4,5,3]·sign[2,3,1,5,4J = (-1)(-1) = +1. 
I.3.23 Zij nu 
n : R -+ R 
n,n n,n 
een automorphisme (cf. I.1.39) van een vierkant rooster R . Zij 
n,n 
{(i 1,j 1), ... , (i ,j )} een n-greep van R • Dan is in het algemeen n n n,n 
{rl(i 1,j 1), ••• , rl(in,jn)} wel een deelverzameling van Rn,n' maar geen n-greep. 
Het volgende voorbeeld illustreert dit. 
I,3.24 Voorbeeld: Kies de afbeelding 
die gegeven wordt door: Q(1,1) = (2,1),Q(2,1) = (1,1),Q(1,2) = (1,2),Q(2,2) 
= (2,2). De lezer ga na dat n bijectief, en derhalve een automorphisme van 
R2 , 2 is. Nu is {(1,1),(2,2)} een 2-greep van R2 , 2 , maar {Q(1,1),Q(2,2)} = 
= {(2,1),(2,2)} is geen 2-greep van R2 2 . 
' 
{(1,1),(2,2)} {n(1,1),n(2,2)} = {(2,1),(2,2)}. 
I.3.25 Definitie: Een automorphisme Q : R + R 
n,n n,n 
van een vierkant rooster 
heet een roostertransformatie als voor iedere n-greep R n,n 
{(i 1,j 1), ... , (i ,j )} van R geldt dat ook n n n,n 
{Q(i 1,j 1), .•• , Q(i ,j )} een n-greep is van R n n n,n 
I.3.26 Notatie: Voor elk vierkant rooster R geven we de verzameling van n,n 
alle n-grepen van R aan met W . n,n n 
I.3.27 Notatie: Als n : R + R een roostertransformatie is en n,n n,n 
W = {(i 1,j 1), ... , (in,jn)} is een n-greep van Rn,n (dat is: WE Wn)' dan 
noteren we: 
I.3.28 Notatie: Zij nu Q R + R een roostertransformatie van een vier-n,n n,n 
kant rooster R Zij W E Wn. Dan is ook Q(W) een n-greep van R , dus een n,n 
element van W , We 
n 
n,n 




induceert, die aan elk element W van W toevoegt het element Q(W) van n 
Wn. Deze afbeelding geven we ook aan met Q; 
n : w + w • 
n n 
(Het is uiteraard slordig om deze afbeelding ook met Q aan te duiden, maar 
niet verwarrend.) We zullen bewij zen dat ook deze afbeelding bijectief is. 
Eerst: 
I.3.29 Lemma: Zij V een verzameling die eindig veel elementen bevat. Dan is 
elk injectief endomorphisme f : V + V van V bijectief. 
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Bewijs: (Met volledige inductie naar het aantal elementen van V.) 
(i): Voor verzamelingen V die een element bevatten is het lemma triviaal. 
(ii): Stel nu dat het lemma geldt voor verzamelingen met k elementen. We 
moeten dan bewijzen dat het lemma geldt voor verzamelingen met k + 1 ele-
menten. Zij V een verzameling met k + 1 elementen en f : V + V een injectief 
endomorphisme van V. Stel: f is niet surjectief. Dan is er een element 
v0 E V zodat v0 f Im(f). Beschouw nu de verzameling v1 waarvan de elementen 
zijn: alle elementen van V behalve v0 . Kies een element v E v1. Omdat 
f( v) I v 0 is f( v) ook een element van V 1• We hebben dus een endomorphisme 
r1 van v1 dat aan ieder element v E v1 het element f(v) E v1 toevoegt. 
Ook is r1 injectief: Kies twee verschillende elementen v 1, v2 E v1• Dan is 
r 1(v1) = f(v 1) en r 1(v2 ) = f(v2). Omdat f injectief is zijn f(v1) en f(v2 ) 
en dus ook r 1(v1) en r 1(v2 ) verschillend. 
Omdat v1 k elementen heeft en r1 een injectief endomorphisme van v1 is, 
is r1 surjectief. Dat wil zeggen: voor ieder element v E v1 is er een ele-
ment w € v1 zodat r1(w) = v. Of, met andere woorden, voor ieder element 
v E V met v I v0 is er een element w E V met w I v0 en f(w) = v. 
Beschouw nu f(v0 ) E V. Omdat v0 ~ Im(f) is er geen element x in V met 
f(x) = v0 . In het bijzonder is dus f(v0 ) I v0 • Dus is er een element w E V 
met w I v0 en f(w) = f(v0 ). Echter w lv0 en omdat f injectief is is der-
halve f(w) I f(v0 ); tegenspraak. 
Dus leidt de veronderstelling dat f niet surjectief is tot een tegen-
spraak, zodat f surjectief moet zijn, en derhalve bijectief. D 
I.3.30 Propositie: Als n : R + R een roostertransformatie is van een n,n n,n 
vierkant rooster R , dan is de door n geinduceerde n,n 
afbeelding n : w + w (cf. r.3.28) bi,jectief. n n 
Bewijs: In iedere n-greep W = {(i 1,j 1), .•. , (in,jn)} kunnen we de volgorde 
van de voorkomende elementen zo kiezen dat het eerste element uit de eerste 
riJ komt, het tweede element uit de tweede rij, etc., etc. We kunnen elke 
n-greep dus schrijven in de vorm W = {(1,j 1), •.• , (n,j )}. W bestaat dus n n 
uit die deelverzamelingen {(1,j 1), .•• , (n,j )} van R waarvoor [j 1, ••. , jn] n n,n 
een n-permutatie is. Omdat er n! n-permutaties zijn heeft Wn dus n! elemen-
ten. W bevat dus eindig veel elementen. Volgens I.3.29 is het dus voldoende n 
- om de bijectiviteit van n :W + W te bewijzen - om te laten zien dat n n 
n : w + w injectief is. n n 
Kies hiertoe twee elementen W 1 , w2 ui t Wn, zeg: 
We moeten dan laten zien dat uit Q(W 1) 
Q(W1) = Q(W2 ) wil zeggen: 
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Stel dat w, I w2, terwijl n(w1) = n(w2). Dan is w1 geen deelverzameling van 
W2 , of W2 is geen deelverzameling van w1 (cf. I.1.11). Zeg: w1 is geen deel-
verzameling van w2• Dat wil zeggen: er is een element (is,js) € w1 dat niet 
een element is van w2 • Nu is Q(is,js) € Q(W1). Omdat Q(W 1) = Q(W2 ) volgt 
hieruit dater een element (kt,lt) € w2 bestaat met n(is,js) = n(kt,lt), 
terwijl uiteraard (i ,j ) I (kt,lt)' omdat (i ,j ) ~ w2 = s s s s 
={(k1,1 1), ••• ,(kn,ln)}. n voegt dus aan de twee verschillende elementen 
(i ,j ) en (kt,lt) uit R hetzelfde beeld toe. Echter, n : R + R is s s n,n n,n n,n 
een roostertransformatie, dus een automorphisme en derhalve injectief; 
tegenspraak. 
We zien dus dat. als n(w 1) = n(w2). de veronderstelling dat w 1 I w2 
leidt tot een tegenspraak. Dus is w1 = w2 • Hiermee is de injectivitiet 
- en bijgevolg de bijectiviteit - van 
n w + w 
n n 
bewezen en daarmee de propositie. D 
Beschouw nog eens het rooster R , en daarbij een vierkante (n x n)-n,n 
matrix f : R + V uit een of andere verzameling V. Zij voorts n,n 
R + R een roostertransformatie. We kunnen dan de samenstelling n,n n,n 
f o n : R + V beschouwen: 
n,n 
R flR !v 
n~
f 0 n 
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Dit is uiteraard weer een vierkante (n x n)-matrix. 
I.3.31 Definitie: Als f : R 
n,n 
+ V een (n x n)-matrix is en n : R + R 
n,n n,n 
is een roostertransformatie op R , dan heet 
n,n de (n x n)-
matrix f 0 n : R + V de matrix die uit f verkregen is n,n 
door toepassing van n. 
We zullen nu een drietal roostertransformaties op een vierkant rooster 
R ,die voor het vervolg van belang zijn,nader in ogenschouw nemen. n,n 
I.3.32 Definitie: Zij R een vierkant rooster. Het endomorphisme n,n 
T R + R 
n,n n,n 
van R dat gegeven is door: n,n 
T(i ,j) (j ,i) 
heet de transpositie van R 
n,n 
I.3.33 Opmerking: Als R een vierkant rooster is, dan is de transpositie 
- - -- n ,n --
-
-
T van R een roostertransformatie op R 
-- n,n n,n 
Bewijs: Allereerst moeten we aantonen dat T bijectief is. Omdat R een 
eindige verzameling is (n2 elementen) is het voldoende om te bewij~~n dat 
T injectief is (cf. I.3.29). Welnu, als (i,j) en (k,l) twee verschillende 
elementen van R zijn, dan zijn ook T(i,j} = (j,i) en T(k,l) = (l,k) n,n 
verschillend. Dus T is injectief, en derhalve een automorphisme op R 
n,n 
Nu moeten we nog laten zien dat voor elke n-greep W = 
{(i1,j 1), ••• , (i ,j )} van R ook T(W) = {T(i 1,j 1}, ... , T(i ,j )} n n n,n n n 
= {(j 1,i1 ), ••• , (j ,i )} een n-greep van R is. Omdat W een n-greep is, is n n n,n 
[i 1, •.. , in] een n-permutatie (cf. r.3.19). Dus komt in {i 1, ... , in} elk 
der getallen 1, •.. , n precies een keer voor. Dus komt in 
{(j 1,i 1), .•. , (j ,i )} uit elk der kolommen van R precies een element n n n,n 
in T(W) voor. Analoog bewijst men dat uit elk der rijen van R precies 
n,n 
een element in T(W) voorkomt. Dus T is een roostertransformatie. 0 
I.3.34 Definitie: Zij R een vierkant rooster. Zij a een n-permutatie. n,n 
Het endomorphisme 
R -+ R 
n,n n,n 
van R dat gegeven is door: n,n 
(cr(i), j) 
heet de n-permutatie a op de ri,jen van R 
n,n 
I.3,35 Qpmerking: Als R een vierkant rooster is en a is een n-permutatie, n,n 
dan is de n-permutatie a op de rijen van R R een 
n,n a --
roostertransformatie op R 
n,n 
Bewijs: Evenals in het bewijs van I.3.33 moeten we twee eigenschappen van R0 
aantonen: ten eerste dat R0 injectief is en ten tweede dat R0 elke n-greep 
van R overvoert in een n-greep van R n,n n,n 
Kies twee elementen (i,j) en (k,l) uit R zodat R~(i,j) = R~(k,l). n,n v v 
Om de injectiviteit van R0 aan te tonen moeten we laten zien dat hieruit 
volgt: (i,j) = (k,l). Welnu, (cr(i), j) = R0 (i,j) = R0 (k,l) = (cr(k), 1). 
Dus cr(i) = cr(k) en j = 1. Omdat cr: {1, .•. , n}-+ {1, .•• , n} als n-permutatie 
bijectief, dus zeker injectief is, volgt uit cr(i) = cr(k) dat i = k. Omdat 
we ook hadden: j = 1 volgt (i,j) = (k,l). Dus R0 is injectief, en dus 
bijectief en derhalve een automorphisme van R 
n,n 
Kies nu een willekeurige n-greep W = {(i 1 ,j 1 ), ••• , (i ,j )} van R . n n n,n 
Door eventueel de volgorde van de elementen van W te wijzigen kunnen we 
veronderstellen dat het eerste element in de eerste rij staat, het tweede 
in de tweede rij van Rn,n' etc., etc. Dus i 1 = 1, i 2 = 2, ••. ,in= n ofte-
wel: 
Dan is R0 (W) gegeven door: 
We moeten laten zien dat deze deelverzameling van R een n-greep is. 
n,n 
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Ollidat W een n-greep is, komen de getallen 1, .•• , n precies een keer 
voor in [j 1, •.. , jn]. Dus bevat R0 (W) uit iedere kolom van 1\i,n precies een 
element. 
Omdat (J een n-permutatie is, komen de getallen 1, ... , nook precies een 
keer voor in [cr(1), ..• , cr(n)] zodat R0(W) ook uit iedere rij van ~,n precies 
een element bevat. 
Dus is met W ook R0 (W) een n-greep van R Hiermee is de opmerking n,n 
bewezen. 0 
Voordat we de derde roostertransformatie op R definieren eerst nog 
n,n 
enkele algemene opmerkingen over het samenstellen van roostertransformaties 
op R 
n,n 
I.3.36 Opmerking: Zijn n1 en n2 twee roostertransformaties op een vierkant 
rooster R , dan is ook n1 o n2 een roostertransformatie n,n 
.2P. R • 
n,n 
Bewi,js: 
R ~R ~R 
n,n n,n n,n 
Omdat n1 en n2 isomorphismen zijn, is ook hun samenstelling n1 ° n2 een iso-
morphisme, dus een automorphisme van R • Zij nu W = {(i 1,j 1), ... , (i ,j )} n,n n n 
een n-greep van R • Dan is n2(W) een n-greep van R . Omdat ook n1 elke n,n n,n 
n-greep van R overvoert in een n-greep van R , is tevens n,n n,n 
(n1 o n2)(W) = n 1(n2(W)) een n-greep van Rn,n 
Hiermee is de opmerking bewezen. D 
lets algemener geldt op analoge wijze: 
I.3.37 Opmerking: Zijn n1, •.• , nm een m-tal roostertransformaties op een 
vierkant rooster Rn n' dan is ook n 1 ° ... o nm~ 
' roostertransformatie op R 
n,n 
Vervolgens geldt: 
I.3.38 Opmerking: Als n een roostertransformatie is op een vierkant rooster 
Rn n' dan is ook n- 1 een roostertransformatie OE R 
, n,n 
51 
Bewijs: Uiteraard is met n ook n- 1 een automorphisme van R . Zij nu W een 
_1 n,n 
n-greep van R . We 
n,n 
moeten dan bewijzen dat ook n (W) een n-greep is van 
R • Welnu, n : R + R induceert volgens I.3.28 een endomorphisme n,n n,n n,n 
rl:W +W vanW (cf.I.3.26).VolgensI.3.30isrl:W +W bijectief, n n n n n 
dus zeker surjectief. Kies nu een n-greep W' E W , zodat rl(W') = W. Dan is n 
n-1(W) = n- 1(n(W')) = (n-1 o rl)(W') = W' waarmee bewezen is dat met W ook 
n-1(W) een n-greep van R is. De opmerking is hiermee aangetoond. D n,n 
I.3.39 Opmerking: Zij Rn,n een vierkant rooster en T de transpositie op Rn,n 
( ) . -1 cf. I.3.32 , dan is T = T . 
Bewijs: Omdat T: R + R een automorphisme is, is het volgens I.1.41 n,n _1 n,n 
voldoende - opdat T = T - om te laten zien dat T 0 T de identieke afbeel-
ding is op R , Dit volgt onmiddellijk uit: n,n 
(T 0 T )( i , j ) = T ( T ( i , j ) ) = T ( j , i ) ( i ,j) idR (i,j) 
n,n 
( voor elke ( i ,j) E R ) . D 
n,n 
I.3.40 Opmerking: Zij Rn,n een vierkant rooster, en zi,jn a en T twee n-per-
mutaties, dan geldt (cf, I.3.34): 
Bewijs: Voor elke (i,j) E R geldt: 
n,n 
((0 o T)(i), j) (O(T(i)), j) 
waaruit de opmerking volgt. 
I.3.41 Gevolg: ~ Rn n een vierkant rooster en a een n-permutatie, dan geldt 
( c r. :I. 3. 34 l : 
(R,.,)-1 
v = R -1' 
a 
Bewi,js: Gana! D 
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I.3.42.Definitie: Is R een vierkant rooster en Teen n-permutatie die een n,n 
verwisseling is, dan heet de roostertransformatie RT 
(cf. I.3.34) een verwisseling op de rijen van R 
n,n 
I.3.43 Opmerking: Is Rn,n een vierkant rooster, dan is elke n-permutatie op 
de rijen van R een sa.menstelling van verwisselingen op n,n 
de rijen van R ( cf. I.3.34 en I.3.42). n,n 
Bewijs: Zij cr een n-permutatie en T1, .•• , Tm een aantal verwisselingen 
zodat a= T1 ° ... 0 Tm. Dan geldt (analoog te bewijzen als I.3.40) 
R 
T1 o , • , o T m 




T2 o • • • o RT ' m 
We voeren nu een derde type roostertransformaties in: 
I.3.44 Definitie: Zij Rn,n een vierkant rooster. Zij a een n-permutatie. Het 
endomorphisme 
K : R + R a n,n n,n 
van R dat gegeven is door: n,n 
(i, cr(j)) 
heet de n-permutatie a op de kolommen van R 
n,n 
I.3.45 Opmerking: Als Rn,n een vierkant rooster is en a is een n-permutatie, 
dan is de n-permutatie cr op de kolommen van R , K~,~ 
n,n v 
roostertransformatie op R 
n,n 
Bewijs: Kies een willekeurig element (i,j) E R Dan geldt: 
n,n 
K0 (i,j) = (i, cr(j)) = T(cr(j), i) 
(T o Ra o T)(i,j). 
53 
We zien dus dat Ka= T 0 Ra 0 T (cf. l.3.32 en l.3.34). Omdat volgens l.3.33 
en I. 3. 35 T en Ra roostertransformaties zijn, is volgens I. 3. 37 ook de samen-
stelling T 0 Ra 0 T =Ka een roostertransformatie, zodat de opmerking 
bewezen is. D 
l.3.46 ~: Bewijs dat, als a 1, ••• , am n-permutaties zijn, geldt: 
K = K o ••• a 1 o ••• o am a 1 
° Ka , terwijl voor iedere n-permutatie a ook 
m 
geldt: (Ka)-1 = K _1• 
a 
l.3.47 Definitie: Als R een vierkant rooster is en < is een n-permutatie n,n 
die tevens een verwisseling is, dan he et K, (cf. I. 3, 44) 
een verwisseling op de kolommen van R 
n,n 
I. 3.48 Opmerking: Als R een vierkant rooster is, dan is iedere n-permu-
-- n,n 
tatie op de kolommen van R een samenstelling van 
n,n 
verwiss·elingen op de kolommen 
Bewijs: Gana! D 
l.3.49 Voorbeeld: Beschouw de (4 x 4)-matrix f 







R4 , 4 + V uit een verzameling 
(Dus voor elke (i,j) E R4 , 4 is f(i,j) = vij.) Zij nu T de transpositie van 
R4 4 • Als we T nu toepassen op de matrix f, dan krijgen we de nieuwe matrix 
' f o T : R4 , 4 + V (cf. l.3.31) 
f o T 
Nu is voor elke (i,j) E R4,4: 
(f o T)(i,j) f(T(i,j)} = f(j,i} 





= v .. 
Jl. 
I.3.50 Voorbeeld: Beschouw weer de matrix f R4 , 4 + V uit een verza.meling 
V die gegeven wordt door het schema 
(Weer: f(i,j} = v ..• ) Zij a de 4-permutatie [1,3,2,4], en R~ de 4-permutatie l.J v 
a op de rijen van R4 4. Passen we Ra toe op f, dan krijgen we de nieuwe 
' matrix f o Ra : R4 4 + V: 
' 
Nu geldt voor ieder element (i,j} E R4 4 : 
' 
f(Ra(i,j}) = f(a(i}, j} = va(i}j 







Is K0 -de permutatie a op de kolommen van R4,4, dan is de matrix die we uit f 







I.3.51 Terminologie: Is T de transpositie op het vierkante rooster R en 
n,n 
Ga na dat 
waarbij b .. a .. (i l.J Jl. 
is 
a11 a12 a1n 
A 
a21 a22 a2n 
an1 an2 a nn 
een (n x n)-matrix uit een of andere verzameling V, dan 
heet de uit A te verkrijgen matrix door T op A toe te 
passen de getransponeerde matrix van A. We noteren deze 
matrix met 
b11 b12 b1n 
AT b21 b22 b2n 
b 
n1 bn2 b nn 
1, ... , n; j 1, ... , n), (vgl. I. 3. 49). 
I.3.52 Opmerking: Voor elk.e vierkante matrix A geldt: 
Bewijs: Gana! (cf. r.3,39) D 
We gaan nog eens terug naar de roostertransformaties. 
I.3.53 Definitie: Zij Rn,n een vierkant rooster en Q : Rn,n + Rn,n een 
roostertransformatie. Dan noemen we Q een even rooster-
transformatie als voor elk.e n-greep W van R geldt: 
n,n 
sign(w) sign( Q(W)). 
We noemen Q een oneven roostertransformatie als voor 
iedere_n-greep W van R geldt: 
n,n 
sign(W) sign(Q(W)). 
I.3.54 Opmerking: De transpositie T op een vierkant rooster R is een even 
n,n 
roostertransformatie. 
Bewijs: Kies een willekeurige n-greep W = {(i 1,j 1), ••. , (in,jn)} van Rn,n 
Dan is T(W) = {(j 1,i 1), ••• , (jn,in)} zodat 
sign(W) 
sign(T(W)). D 
I. 3. 55 Opmerking: 1§. CJ een n-permutatie en is RCJ de n-permutatie op de ri.jen 
van het rooster R , dan geldt: n,n 
Als CJ een even permutatie is, dan is RCJ een even rooster-
transformatie. 1§. CJ een oneven permutatie, dan is RCJ ~ 
oneven roostertransformatie. 
Bewijs: Kies een willekeurige n-greep W = {(i 1,j 1), .•. , (i ,j )} van R . n n n,n 
Door eventueel de elementen van W in een andere volgorde te schrijven mogen 
we aannemen: i 1 
Dan is 
zodat we vinden 
sign(W) 
2' ... ' i n n, dus: 
sign[ 1, ••• , n]• sign[j 1, ••• , jn] 
(omdat sign[1, ••• , n] +1). Ook geldt: 
sign(Rer(W)) = sign[ er( 1), •.• , er(n) J •sign[j 1, ••. , jn] 
Bijgevolg is: 
sign(Rer(W)) = sign( er) •sign(W). 
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Is er een even permutatie, dan is sign(er) = +1 en sign(Rer(W)) 
iedere W € Wn' zodat Rer een even roostertransformatie is. 
sign(W) voor 
Is er een oneven permutatie, dan is sign(er) = -1 en sign(Rer(W)) - sign(W) 
voor iedere W € Wn' zodat Rer dan een oneven roostertransformatie is. 
Hiermee is de opmerking bewezen. D 
Volkomen analoog hiermee bewijze de lezer zelf: 
I.3.56 Opmerking: ~er een n-permutatie en is Ker de n-permutatie op de 
kolommen van het rooster R , dan geldt: 
n,n 
Als er een even permutatie is, dan is Ker een even rooster-
transformatie. Is er een oneven permutatie, dan is Ker een 
oneven roostertransformatie. 
* * * 
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§I.4. Determinanten: combinatorische aspecten 
In deze paragraaf zullen we - zonder dat we dit telkens uitdrukkelijk 
vermelden - uitsluitend spreken over vierkante matrices uit de verzameling 
~ van de complexe getallen. 
Beschouw een (n x n)-matrix 
Dit is een afbeelding f 




R + ~. die gegeven is door: 
n,n 
f( i ,j) z .. 
J.J 
(i 1, ... , n; j 1, ... , n). 
van R Dan hebben we bij ieder element (i ,j ) van W een complex getal n,n s s 
f(i ,j ). Bovendien hebben we bij Whet getal sign(W). s s 
We kunnen dus het produk.t 
sign(W) 
van deze getallen beschouwen. 
Omdat het produkt 
niet afhangt van de volgorde der factoren 
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(en dus niet van de volgorde waarin we de elementen van W hebben geschreven), 
hangt A(W) uitsluitend af van de matrix A en de gekozen n-greep W € W 
n (cf. I.3.26; vgl. ook I.3.20 en I.3.21). Samenvattend: 
I.4.1. Definitie: Als 
z11 z12 z1n 
A= 
z21 z22 z2n 
z 
n1 zn2 z nn 
een (n x n)-matrix is en W = {(i 1,j 1), .•• , (in,jn)} is 
een n-greep uit R dan noteren we: n,n 
I.4.2. Voorbeeld: Beschouw de (5 x 5)-matrix 
A 













4 -1 9 4 
8 3 3 4 








sign(W) sign[1,2,3,4,5J • sign[1,3,5,2,4] (+1)(-1) -1 
zodat we vinden: 
Zij nu A een (n x n)-matrix. We hebben dan bij iedere n-greep W E Wn 
een complex getal A(W). De som van deze getallen noteren we met: 




I.4.3 Definitie: Als A een (n x n)-matrix is, dan heet 
det(A) = l A(W) 
WEW 
n 
de determinant van de matrix A. 
I.4.4 Voorbeeld: Beschouw een (3 x 3)-matrix 
A= 
De 3-grepen zijn (cf. I.3.17) 
w1 = {(1,1), (2,2), (3,3)} 
w2 = {(1,2), (2,3), (3,1)} 
w3 = {(1,3), (2,1), (3,2)} 
W4 = {(1,3), (2,2), (3,1)} 
w5 = {( 1,2), (2, 1), (3,3)} 
w6 {(1,1), (2,3), (3,2)} 
Men gaat direkt na dat sign(W1) = sign(W2) sign(W3) = +1 en 
sign(w4 ) = sign(w5) = sign(w6) = -1, zodat 
z11z222 33 + z12z23z31 + z13z21z32 + 
- z13z22z31 - z12z21z33 - z11z23z32' 
I.4.5 Voorbeeld: Voor elke (2 x 2)-matrix 
A 
is det(A) = z 11 z22 - z12z21 (ga na). 
Voor elke (1 x 1)-matrix 
is det(A) = z 11 • 
We zullen nu een aantal rekenregels voor determinanten bewijzen. 
Hiertoe voeren we eerst een enigszins schematische voorstellingswijze voor 
matrices in om de notatie overzichtelijk te houden. 
I.4.6 Definitie: De (n x ·n)-matrix 
( ~11 :1n) 
n1 nn 
die gegeven wordt door 
{ zij = 0 
z .. = 1 
J.J 
als i I j 
als i j 
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r1 ( 1 ) I2 (~ ~) I3 = G 
I.4.8 Definitie: Als A een (n x n)-matrix is, zeg: 
A (;'' :1n) 
zn1 nn 
en A' is de (n - 1 ) x (n 
-
1 )-matrix, 
gen door de .e rij en de .e kolom uit J. J 
z 11 z1 ,j-1 z 1 ,j + 1 
A' zi-1 , 1 zi-1,j-1 zi-1,j+1 
zi +1, 1 zi+1 ,j-1 zi+1,j+1 
dan zullen we A' vaa.k noteren met 
A .. 
J. 'J 










die we uit A verkrij-







I.4.9 Voorbeeld: Als 
dan is 
(~2· A3,2 = 0 
I.4.10 Notatie: Met schematische aanduidingen, zoals 
bedoe~en we (in dit geval) het volgende: als 
B = r11 ~1k) c = (; 11 ;l 
bn1 bnk cn1 cnl 
dan is A de matrix 
A. c1 
b1k a, c,, ;11) 
bn1 bnk a cn1 cnl n 
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I.4.11 Notatie: In plaats van: "de (m x n)-matrix 
A 
zullen we ook noteren: "de (m x n)-matrix A 
I.4.12 Rekenregel: Als 
z 
= 
( z • •)II• lJ 







det(A') + det(A") 
1, ... , n), 
det(A). 
Bewi,js: Neem aan dat de elementen a 1• van A, a! van A' en a'.' van A" voor-1 l komen in de ke kolom van A, resp. A', resp. A". Schrijf vervolgens: 
A = (z .. ) lJ 
Dan is gegeven: 
{z - z' - z" ij - ij - ij 
- ' + " zik - zik zik 
A' ( z ! . ) lJ 
als j I k ( i 
(i 
A" ( z '.' . ) . lJ 
1, ... , n) 
1, ... , n) 
Kies nu een willekeurige n-greep W van R Kies de volgorde waarin we de n,n 
elementen van W schrijven zo, dat het eerste element uit de eerste kolom 
van·Rn,n komt, het tweede element uit de tweede kolom van Rn,n' etc. 
We kunnen dan schrijven: 
en we vinden (wegens (*)): 
A(W) sign(W) z. z. z. J.1' 1 J.k,k J. n'n 
sign(W) z. 1 ( z! k + z ~· ) z, J.1' J.k' J.k,k J. n'n 
sign(W) z I z! z! + i1' 1 J.k,k J. ,n n 
+ sign(W) z'.' z~' z~' J.1'1 J.k,k J. n'n 
= A'(W) + A"(W). 
Dus: 
det(A) I A(W) = l (A'(W) + A"(W)) 
Wc.W Wc.W 
n n 
= l A'(W) + l A"(W) = det(A') + det(A") 
Wc.W Wc.W 
n n 
waarmee de rekenregel bewezen is. D 
I.4.13 Rekenregel: Als 
en A' 
twee (n x n)-matrices zijn, waarbi,i geldt: 
a. = a.a! J. J. 
dan is 
det(A) 
( i= 1 , ••• , n a c. 0:) , 
a. det(A'). 
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Bewijs:·Dit gaat analoog aan het bewijs van de voorgaande rekenregel. 
Neem aan dat de elementen a. van A en a! van A' voorkomen in de kde kolom l. l. 
van A, resp. A'. Schrijf: 
Dan is gegeven: 
{ z .. = z!. l.J l.J 
zik = azh 
A ( z .. ) l.J 
als j I k. 
A' ( z!.). l.J 
(i 1, ... , n) 
(i=1, .. .,n). 
Kies een willekeurige n-greep W van R • Door de elementen van W in een n,n 
geschikte volgorde te schrijven verkrijgen we: 
zodat 
A(W) sign(W) z. 1 z. z. 
l.1 ' J.k,k l. ,n n 
sign(W) z I (az! k) z! i 1'1 l.k' l. ,n n 
a sign(W) z! z! z! l.1 '1 J.k,k l. n'n 
Derhalve is: 
det(A) = I A(W) l aA'(W) =af: A'(W) WEW WEW WEW n n n 
I. 4. 14 Gevolg : Als 
A= ('.'' '.'") en A' 
n1 nn 
twee (n x n)-matrices zi,jn en er geldt: 
a A'(W). 
a det(A'). O 
( ~ i 1 
z' 
n1 







1J (i= 1, ... ,n; j 
rJ1 det(A 1 ) , 
Bewijs: Gana dat dit volgt uit I.4.13! D 
1, .•• , n; ~EC), 
I.4.15 Gevolg: Als A een (n x n)-matrix is waarin een kolom voorkomt waar-
van alle elementen 0 zi,jn, dan is det(A) = 0. 
Bewijs: We hebben (volgens I.4.13): 
0 • det (0 CJ) 
is. D 
0 
waarmee de bewering bewezen 
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I.4.16 Propositie: Zij A een (n x n)-matrix en Q: R + R een rooster-
n,n n,n 
transformatie van R . Zi,j A' 
n,n 
de (n x n)-matrix die uit 
A ontstaat door Q .£E. A toe te passen. 1.§. Q een even 
roostertransformatie, dan is det(A) = det(A'); is Q ~ 
oneven roostertransformatie, dan is det(A) = - det(A'). 
Bewijs: De roostertransformatie Q 
I.3.30 een bijectieve afbeelding 
R + R induceert volgens propositie 
n,n n,n 
n w + w • 
n n 
Nu is W een eindige verzameling, bestaande uit N = n! termen (cf. het n 
bewijs van I.3.30). Zeg: Wn = {W 1, W2 , •.. , WN}. Nu behoort er - omdat Q 
bijectief is - bij elke i E {1,2, ••. ,N} precies een j E {1,2, ••. ,N} met 
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W. = $"l(W.) • We kunnen dus, door eventueel de volgorde van de elementen J. J 
w1, W2 , .•• , WN van Wn anders te kiezen, ook schrijven: 
Wn = {$"l(W 1), $"l(W2 ), ••• , $"l(Wn)}. Hieruit volgt: 
I A(n(W)). 
WEW 
Zij nu A de matrix gegeven door de afbeelding f R -+IC.Dus 
n,n 
A = (f(;, 1) 
f(n, 1) 
A' is de (n x n)-matrix die uit A ontstaat door n op A toe te passen: 
R f}. R !. IC. 
n,~ 
r a n 
A' wordt dus gegeven door 'de afbeelding 






Kies nu een willekeurige n-greep W van R , zeg n,n 
Dan is 
zodat 
A'(W) sign{W) • r(n(i 1,j 1)) • ... • r(n(in,jn)) 
sign(W) 
---- • sign(n(w)) • r(n(i 1,j 1)) • ••. • r(n(in,jn))= 
sign{n(w)) 
sign(W) 
---- • A(n(w)). 
sign( n(w)) 
Hieruit volgt: 





Stel eerst dat n een even roostertransformatie is. Dat wil zeggen dat voor 
iedere W € W geldt: sign(W) = sign(n(w)). In dit geval volgt uit (**) en 
n 
qet(A') = I A(n(w)) = det(A). 
WEW 
n 
Is n een oneven roostertransformatie, dan is voor iedere W € W : 
n 





In dat geval volgt uit (**)en(*): 
det(A') = l (-1)A(O(W)) = 
WEW 
n 
zodat de propositie bewezen is. D 





I.4.17 Gevolg: Voor iedere (n x n)-matrix A geldt (cf. I.3.51): 
det(A) T det(A ) . 
Bewijs: Zij T : R + R de transpositie van het rooster R n,n T n,n n,n (cf. I.3.32). Dan is A de matrix, die uit A ontstaat door Top A toe te 
passen (cf. I.3,51). Volgens I.3.54 is Teen even roostertransformatie, 
zodat uit I.4.16 direkt volgt dat det(A) = det(AT). D 
I.4.18 Gevolg: Zij A een (n x n)-matrix. Zij A' de (n x n)-matrix die uit 
A ontstaat door in A twee verschillende kolommen onderling 
van plaats te verwisselen. Dan is 
det(A) det(A'). 
Bewijs: Laat A' uit A on4staan zijn door de ke en le kolom (k I 1) van A 
onderling van plaats te verwisselen. (Dus: als 
t t 
ke kolom le kolom 
dan is 
De lezer ga na dat A' uit A ontstaat door de roostertransformatie K 
(cf. I.3.47) met T = <~:~ (cf. I.2.24) toe te passen op A. Nu is vo~gens 
I.3.56 KT - omdat T als verwisseling een oneven permutatie is - een oneven 
roostertransformatie. Dus geldt volgens I.4.16: 
det(A) = - det(A'). 0 
We kunnen nu - door de rekenregels r.4.12, I.4.13, I.4.15 en I.4.18 
te combineren met rekenregel I.4.17 - analoge rekenregels voor de determi-
nant afleiden die betrekking hebben op rijen in plaats van kolommen van 
matrices. 
Allereerst nog een notatie-afspraak. 
I.4.19 Notatie: Zij A een (niet noodzakelijk vierkante!) (m x n)-matrix, 
zeg: 
A= 











" ) 1m 
z I 
nm 
(i 1,. • .,n;j 1, ••• , m) 
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de getransponeerde matrix van A. Deze matrix wordt aangeduid 
met: 
·T A. 
Merk op dat de hierboven gegeven definitie in het geval van vierkante 
matrices overeenstemt met I.3.51. 
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I.4.20 ·voorbeeld: Als 
2 5 3 
4 2 
A= 3 8 0 
-1 -1 -1 
2 4 3 
dan is 
G 
4 3 -1 ~) AT= 8 -1 2 0 -1 
I.4.21 Rekenregel: Als 
B B B 
A= A' A"= " " a" al a2 •. • n 
c c c 
drie (n x n)-matrices zi,jn waarbi,j geldt: 
a. = a! + a!' 
J. J. J. 
(i = 1, ... , n) 
det(A') + det(A") = det(A). 
Bewijs: Het is direkt duidelijk dat: 
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Volgens I. 4. 12 en I. 4. 17 volgt dan: 
det(A') + det(A") = det((A')T) + det((A")T) det(A), 
zodat de rekenregel geldt. D 
I.4.22 Rekenregel: Als 
B B 
A= en A'= 
c c 
twee (n x n)-matrices zijn waarbij geldt: 
a. = a. a! 
l. l. 
(i 1, •.• , n; a e ~), 
det(A) =a. det(A'). 
Bewi,j s : Wegens 
volgt uit I.4.13 en I.4.17: 
a. det( A'); 
zodat de rekenregel bewezen is. D 
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I.4.23 ·Rekenregel: Als A een (n x n)-matrix is waarin een rij voorkomt 
waarvan alle elementen 0 zijn, dan is det(A) = 0. 
Bewijs: In AT komt een kolom voor waarvan alle elementen O zijn. Dus volgt 
T uit I.4.15 en I.4.17: det(A) = det(A) = O. D 
I.4.24 Rekenregel: Zij A een (n x n)-matrix. Zij A' de (n x n)-matrix die 
ui t A ontstaat door in A twee verschillende ri.jen onder-
ling van plaats ·te verwisselen. Dan is 
det(A) - det(A'). 
Bewijs: (A')T ontstaat uit AT door twee verschillende kolommen van AT 
onderling van plaats te verwisselen. Uit I.4.18 en I.4.17 volgt nu: 
det(A) = det(AT) = - det(A')T = - det(A'), 
zodat de rekenregel bewezen is. D 
We beschouwen tot slot van deze paragraaf nog een bijzonder type 
vierkante matrices en hun determinanten. 
I.4.25 Definitie: Een (n x n)-matrix 
A 
z11 z12 z1n 
z21 z22 z2n 
z 
nn 
heet een boven-driehoeksmatrix als z,. 
l.J 
i,j met i > j. 
A heet een onder-driehoeksmatrix als z .. 
l.J 
i,j met i < j. 
0 voor elke 
0 voor elke 
A heet een diagonaal-matrix als z .. 
l.J 
0 voor elke 
i,j met i I j. 
I.4.26 Voorbeeld: Zij 
A (~ -~ ~ ~) B = (~ ~ ~ ~) C = (~ ! 2 ~) 
4 6 8 0 0 0 4 0 0 0 3 1 
1 2 0 0 0 -2 0 0 0 4 
D 
Dan zijn B en E diagonaal-matrices; B, C en E boven-driehoeksmatrices en 
A, B, D en E onder-driehoeksmatrices. 
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I.4.27 Rekenregel: Als de (n x n)-matrix A een boven-driehoeksmatrix is, 
dan is det(A) gelijk aan het produkt van de elementen op 
de hoofddiagonaal van A. 
Bewijs: Zij W een willekeurige n-greep van R Door de elementen van W 
n,n 
zodanig te ordenen dat het eerste element van W uit de eerste kolom van 









Dan is elke z .. met i > j gelijk O. Nu is l.J 
A(W) 
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Komt er nu een element (ik,k) in W voor met ik > k, dan is bijgevolg 
zodat A(W) O. Omdat 
z. 0 1k,k 
det(A) = l A(W) 
WEW 
n 
behoeven we - om det(A) te bepalen - uiteraard alleen die termen A(W) te 
kennen met A(W) I O. We behoeven dus alleen die n-grepen 
W = {(i 1,1), ... , (in,n)} te beschouwen die voldoen aan de voorwaarden: 
We zullen bewijzen dat alleen de n-greep w0 
deze voorwaarden voldoet. 
{(1,1), (2,2), .. ., (n,n)} aan 
Zij W = {(i 1,1), ••• , (in,n)} een n-greep, zodat WI w0 . Dan is niet 
voor iedere k € {1, ••• , n} ik gelijk aan k. Kies het grootste getal 
k € {1, ... , n} waarvoor geldt: ik I k. 
Als ik > k, dan voldoet W niet aan (*), Stel nu: ik < k. Omdat W een 
n-greep is, is [i 1, .. ., ik, ik+l'"" in] een n-permutatie. Omdat k het 
grootste getal uit {1, ... , n} is, waarvoor ik ;I k volgt: 
ik+l = k+1, •.• , in= n. Dus we hebben de n-permutatie 
[i 1, ... , ik, k+1, .. ., n] 
In het n-tupel (**) komen alle getallen 1, •.. , n precies een keer voor. Dus 
komt kin het n-tupel (**) voor. Omdat ik I k, komt k voor onder de getallen 
i 1, ••. , ik-l' Zeg, k =is (s ~ k-1). Maar dan geldt: 
is k > k-1 ~ s, 
zodat i > s. Dus voldoet W niet aan (*), s 
We hebben nu bewezen dat alleen de n-greep w0 voldoet aan de voorwaar-
den (*).Dus is,voor elke n-greep WI w0, A(W) = O. Bijgevolg: 
det(A) = A(Wo). 
Nu is sign(w0) = sign[1,2, ••• ,n] • sign[1,2, ••• ,nJ = +1, zodat 
betgeen de rekenregel bewijst. D 
I.4.28 Gevolg: Als A een diagonaal-matrix is, dan is det(A) geli.ik aan bet 
produkt van de elementen op de boofddiagonaal van A. 
Bewijs: Omdat een diagonaal-matrix tevens een boven-drieboeksmatrix is, 
volgt dit uit I.4.27. D 
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I.4.29 Gevolg: Als de (n x n)-matrix A een onder-drieboeksmatrix is, dan is 
det(A) geli.jk aan bet produkt van de elementen op de boofd-
diagonaal van A. 
Bewijs: AT is een boven~drieboeksmatrix. Ook zijn de boofddiagonalen van A en 
van AT dezelfde. I.4.29 volgt - wegens det(A) = det(AT) - dus direkt uit 
I.4.27. D 
I.4.30 Gevolg: Als I de eenbeids-(n x n)-matrix is, dan is det(I ) 1. 
-- n - - --- n 
Bewijs: Dit volgt direkt uit I.4.28. 0 
* * * 
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II. Vectorruimten en lineaire a:f'beeldingen 
§II.1. Vectorruimten 
II. 1 • 1 We gaan in deze paragraaf de begrippen "vectorruimte over 11" en 
"vectorruimte over C" definieren, waarbij 1R de verzameling van reele getal-
len is en C de verzameling van complexe getallen. Omdat deze twee begrippen 
volstrekt analoog gedefinieerd worden, zullen we - om dubbel werk te voor-
komen - het begrip "vectorruimte over IF" definieren, waarbij de lezer voor 
F zowel It als :R kan lezen. De elementen van F zullen we "getallen" noemen. 
In F kunnen we vermenigvuldigen en optellen, en we hebben het element 0 en 
het element in lF. Als a, b € F dan is a + b de som van a en b en ab het 
product van a en b. Bovendien voldoet IF aan de volgende eigenschappen: 
Voor elke a € lF is a + 0 = a en a•1 = a. Voor elk tweetal elementen 
a,b € F is a + b = b + a en ab = ba. Voor elk drietal elementen 
a,b,c € lF is (a+ b) + c =a+ (b + c) en (ab)c = a(bc), terwijl ook 
a(b + c) = ab + ac. Elk element a€ IF heeft een tegengesteld element 
-a€ IF, en als a I 0 heeft a ook een invers element: l = a- 1 
a 
II.1.2 Definitie: Als Veen verzameling is, dan heet een a:f'beelding 
m VIIV+V 
een binaire operatie op V. 
II.1.3 Voorbeeld: Zij V 
nieer een a:f'beelding 
door: 
Sn' de verzameling van alle n-permutaties. Defi-
m SITS +S 
n n n 
(Als o 1 en o2 n-permutaties zijn, dan is ook hun samenstelling o 1 ° o2 een 
n-permutatie . ) 
II.1.4 Voorbeeld: Kies V = Mk,l' de verzameling van alle (k x 1)-matrices 
uit F. Kies als binaire operatie op Mk,l: 
gedefinieerd als volgt: als A= (a .. ) en B l.J 
zijn (cf. I.4.11), dan is per definitie 
m(A,B) =(c .. ) , 
l.J 
(b .. ) twee (k x 1)-matrices l.J 
waarbij voor elke i E {1, ..• , k} en elke j E {1, ••• , l} geldt: 
c .. = a .. +b ..• l.J l.J l.J 
In het geval k = 1, 1 = 4 krijgen we bijvoorbeeld: 
m((a,b,c,d), (a',b',c',d')} (a + a'' b + b I' c + c I' d + d I) 
en in het geval k = 3, 1 1: 
terwijl als k 1 2 we bijvoorbeeld krijgen: 
m (G -~). (~ ~)) = G ~) · 
We gaan nu een bijzonder type binaire operaties nader bekijken: 
II.1.5 Definitie: Als Veen verzameling is en 
is een binaire operatie die voldoet aan de volgende vier 
voorwaarden: 
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(i) Er bestaat een element v0 E V zodat voor ieder ele-
ment v E V geldt: m(v0 ,v) = v; 
(ii) Voor elk tweetal elementen v,w E V geldt: 
m(v,w) = m(w,v); 
(iii) Er is bij ieder element v E Veen element v* E V 
* zodat m(v,v ) = v0; 
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(iv) Voor elk drietal elementen u,v,w E V geldt: 
m(m(u,v), w) = m(u, m(v,w)); 
dan heet het paar (V,m) een abelse groep. 
II.1.6 Voorbeeld: Kies, zoals in II.1.4, het paar (~.1 ,m) waarbij ~,l de 
verzameling van alle (k x 1)-matrices is en m de binaire operatie op ~ 1 , 
' gegeven door: 
m((a .. ), (b .. )) =(c .. ) 1J 1J 1J c .. = a .. +b ..• 1J 1J 1J 
We verifieren - door de voorwaarden (i), (ii), (iii), (iv) van II.1.5 stuk 
voor stuk in ons geval te controleren - dat het paar (Mk,1 ,m) een abelse 
groep is: 
ad (i): Kies de (k x 1)-matrix 0 = (µ .. ) waarbij µ .. = 0 voor iedere 1J 1J 
i E {1, .•. , k} en iedere j E {1, •.• , l}. We laten zien dat voor iedere 
(k x 1)-matrix A= (aij) E Mk,l geldt: m(A,O) =A (dan hebben we voorwaarde 
(i) geverifieerd). Welnu, 
zodat (i) geverifieerd is. 
ad (ii): We moeten laten zien dat voor ieder tweetal (k x 1)-matrices A en 
B uit IF geldt: m(A,B) = m(B,A). Welnu, als A= (a .. ) en B =(b .. ) dan 1J 1J 
hebb.en we: 
m(A,B) = m ( (
a11 an) (b11 bn) 
. . . . ) 
. . . . 
. . . . 
~1 ~l bk1 bkl 
ad (iii): We moeten aantonen dater bij iedere 
(k x 1)-matrix A* uit F bestaat zodat m(A,A*) 
Zij A= (a .. ). Kies A*= (a~.) met a~.= -a .. 1J 1J 1J 1J 
en iedere j € {1, •.• , l}. Dan krijgen we: 
{ ;) = 0, 
a
11) : ) = m(B,A). 
8K1 
(k x 1)-matrix A uit IF een 
= 0 (cf. ad (i)). 
voor iedere i € {1, ..• , k} 
ad (iv): Kies nu een drietal (k x 1)-matrices uit.F, zeg: A= (a .. ), 1J 
B =(b .. ) en C =(c .. ). Zij 1J 1J 
m(A,B) = (d .. ) = D 1J m(B,C) = (e .. ) =E. 1J 
Dat wil zeggen: voor iedere 1 € {1, .•. , k} en elke j € {1, ... , l} geldt: 
d .. = a .. +b .. e .. = b .. + c ... 1J 1J 1J 1J 1J 1J 
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We moeten verifieren dat geldt: m(m(A,B),C) = m(A,m(B,C)), oftewel 
dat m(D,C) = m(A,E). Als we noteren: 
m(D,C) = (f .. ) l.J m(A,E) =(g .. ), l.J 
dan hebben we voor iedere i E { 1 , • , • , k} en iedere j E { 1, •.. , l}: 
d .. + c .. l.J l.J 
f .. 
l.J 
en we moeten laten zien dat voor iedere i E {1, •.• , k} en j E {1, •.. , l} 
geldt: f .. = g ... Welnu, l.J l.J 
f .. 
l.J d .. + c .. = (a .. +b .. ) + c .. l.J l.J l.J l.J l.J 
a .. + e.. g 1.J., l.J l.J 
zodat ook aan voorwaarde (iv) is voldaan. 
a .. + (b .. +c .. ) l.J l.J l.J 
II.1.7 Voorbeeld: Het paar (S ,m) uit voorbeeld II.1.3 is geen abelse groep. n 
De lezer ga na dat wel aan de eisen (i), (iii) en (iv) van II.1.5 is voldaan 
maar n~et aan voorwaarde (ii): als cr 1 en cr2 twee n-permutaties zijn, dan 
zijn de samenstellingen cr 1 ° a2 en cr2 ° cr 1 in het algemeen niet gelijk. 
II.1.8 Voorbeeld: Beschouw het euclidische platte vlak, voorzien van een 
cartesisch assenstelsel. 
y 
Yp -------- p 
Elk punt P van dit vlak kunnen we aangeven door zijn coordinaten: als P als 
x-coordinaat "1> E lR heeft en als y-coordinaat yp E lR, dan kunnen we het 
punt"P geven door de volgende (2 x 1)-matrix uit R: 
..... Omgekeerd behoort bij elke (2 x 1)-matrix Quit lR, zeg 
-+ a ) Q = b ' 
het punt Quit het vlak met x-coordinaat xQ = a en y-coordinaat yQ =b. 
We zien dat elke (2 x 1)-matrix uit R met een punt van het vlak correspon-
deert en omgekeerd. Met de oorsprong 0 correspondeer.t zo de matrix 
Noem dit euclidische platte vlak, voorzien van een cartesisch assenstelsel 
JE2 • We definieren nu op E2 een binaire operatie 
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als volgt: a.ls P en Q twee punten uit JE2 zijn met corresponderende matrices 
..... 
resp. Q 
dan definieren we 
m(P,Q) = R , 





YR Yp + YQ ......................... .............. ::_:·..:;:.::'"'"' 1 R = m(P,Q) 
------ // 





We laten zien dat het paar (E2 ,m) een abelse groep is. Hiertoe controleren 
we weer de voorwaarden (i) t/m (iv) uit II.1.5: 
~:Kies het punt 0 € E2 (0 is de oorsprong van het assenstelsel). 
Dan geldt voor ieder punt P € E 2 : m(O,P) = P. Immers, zijn 
.... 
0 = 0 0 
.... 
en p = 
de met O, resp. P corresponderende (2 x 1)-matrices uit R, dan correspon-
deert met m(O,P) de matrix 
O+Xp ( Xp ) + 
O+yp ) = Yp = P, 
zodat m(O,P) P is. Hiermee is (i) geverifieerd. 
ad (ii): Als P,Q € E2 , dan zijn de matrices, corresponderend met P, resp. Q: 
+ XQ 
Q = ( ) • 
YQ 
De met m(P,Q), resp. m(Q,P) corresponderende matrices zijn 
resp. 
en deze zijn gelijk. Dus m(P,Q) m(Q,P). 
ad (iii): Als P € JE2 correspondeert met de matrix 
p = ( ~) 
Yp 
* . dan kunnen we het punt P € E2 kiezen dat correspondeert met 
-~ 
( -y ) • 
p 
Dan correspondeert m(P,P*) met de matrix 
zodat m(P,P*) = O. 
y 
Yp ............... P 




ad (iv): Als de punten P,Q,R uit E2 corresponderen met de matrices 
~ 
resp. ( ) , 
YR 
dan corresponderen m(m(P,Q),R) en m(P,m(Q,R)) met de matrices 
resp. 
en omdat deze matrices gelijk zijn is oak m(m(P,Q),R) = m(P,m(Q,R)). 
Dus is (E2 ,m) een abelse groep. 




een binaire operatie op V, zodat (V,m) een abelse groep is, dan zullen we 
(louter formeel!) in plaats van m(v1,v2 ) vaa.k noteren: v 1 + v2 . Ook zullen 
we zeggen dat v1 + v2 = m(v1,v2 ) de som is van v 1 en v2 • De voorwaarden 
(i) t/m (iv) van II.1.5 laten zich nu als volgt schrijven: 
(i) Er bestaat een element v0 E V zodat voor ieder element v E V geldt: 
v0 + v = v; 
(ii) Voor elk tweetal elementen v,w E V is v + w = w + v; 
(iii) Er is bij ieder element v E V een element v* E V zodat v + v* = v0; 
(iv) Voor ieder drietal elementen u,v,w E V geldt: (u + v) + w = u + (v + w). 
Vervolgens ma.ken we nog enige formele notatie-afspraken. 
Het element v0 E V heet een nul-element van de abelse groep (V,m). 
(We zullen hieronder laten zien dat iedere abelse groep precies een nul-
element heeft.) In plaats van v0 noteren we ook vaa.k (formeel!) voor het 
nul-element: O. 
Als v een willekeurig element van V is en v* is een element uit V met 
* de eigenschap dat v + v O, dan is v door deze eigenschap uniek bepaald, 
zoals we hierna nog zullen bewijzen. v* heet de inverse van v in de abelse 
~ (V,m), en wordt formeel vaa.k aangegeven met -v in plaats van v* 
We zullen bovenstaande formele notatie-afspra.ken in het vervolg vrije-
lijk gebruiken, en m de optelling van de abelse groep (V,m) noemen. 
II.1.10 Opmerking: Elke abelse groep heeft precies een nul-element. 
Bewijs: Zij (V,m) een abelse groep en laten 0 en O' twee nul-elementen van 
deze abelse groep zijn. Dit wil zeggen, voor ieder element v E V geldt: 
0 + v = v en 0 1 + v = v. In het bijzonder geldt: 0 + O' = O' en O' + 0 = O. 
Volgens eigenschap (ii) geldt verder: 
0 + O' O' + O, 
zodat we verkrijgen: 
O' 0 + O' O' + 0 o, 
waarmee de opmerking bewezen is. 
II.1:11 Opmerking: Elk element van een abelse groep heeft precies een 
inverse. 
* * Bewijs: Zij (V,m) een abelse groep en v een element van V. Laten v 1 en v2 
twee inversen zijn van v in (V,m). Dan geldt: 
* v + v1 0 0. 
Gebruik makend van de eigenschappen ( i) t/m (iv) uit II. 1. 9 volgt dan: 
* * (v + v;) * (v; + v) * v2 0 + v2 + v2 = + v2 
* * * * = v 1 + (v + v2 ) = v1 + 0 v 1' 
* * hetgeen de opmerking bewijst. D zodat v1 v2, 
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II.1.12 Afspraak: Als v·een verzameling is en m1,m2 zijn twee binaire 
operaties op V zodat (V,m 1) en (V,m2) beide abelse groepen zijn, dan moeten 
we, als we spreken over V als abelse groep, steeds aangeven welke operatie 
dan bedoeld wordt. Vaak echter is uit de context duidelijk welke binaire ope-
ratic dat is. In dat geval zullen we (slordig maar niet verwarrend) in 
plaats van over een abelse groep (V,m) ook wel kortheidshalve spreken over 
een abelse groep V. 
II.1.13 Definitie: Is Veen verzameling, dan heet een afbeelding 
a lFITV-+V 
een operatie van F .2E. V. 
II.1.14 Voorbeeld: Beschouw de verzamelingMk,l van alle (k x 1)-matrices 
uit F. Definieer als volgt een operatie 
a: FIT Mk 1 -+Mk 1 
' ' 
van F op Mk 1 : als w een element van 1F is en A 
' matrix uit lF, dan is per definitie 
(a .. ) is een (k x 1)-
J.J 
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cr(w,A) =(b .. ) E M 1 , l.J '"k, 
waarbij voor iedere i E {1, •.. , k} en elke j E {1, ••. , l} geldt: 
b .. =w a ... l.J l.J 
Als bijvoorbeeld F = R, k 3, 1 2 en w 3' terwijl 
A= u ;) 
dan vinden we met bovenstaande definitie: 
II.1.15 Definitie: Zij nu Veen abelse groep en 
cr IFIIV+V 
een operatie van F op V die voldoet aan de volgende vier 
voorwaarden: 
(i) Voor elke v,w E Ven elke A E IF geldt: 
cr(A.,v+w) = cr(A,v) + cr(A,w). 
(ii) Voor elke v E V en elke A,µ E F geldt: 
cr(A+µ,v) = cr(A,v) + cr(µ,v). 
(iii) Voor elke v E Ven elke A,µ E IF geldt: 
cr(Aµ,v) = cr(A,cr(µ,v)). 
(iv) Voor elke v E V geldt: cr(1,v) = v. 
Dan heet cr een F-scalaire vermenigyuldiging op v. 
II.1.16 Terminologie: Als in II.1.15 IF= R, dan heet cr een reele scalaire 
vermenigvuldiging op V; als IF = ~. dan heet cr een 
complexe scalaire vermenigyuldiging op V. 
II. 1 ;17 Voorbeeld: Beschouw weer de in II. 1. 14 ingevoerde operatie 






11) (Aa 11 : ) = : 
. . 
~l "~1 
In II.1.6 hebben we gezien dat Mk,l met de optelling (cf. II.1.9) 
een abelse groep is. We controleren vervolgens dat cr een JF-scalaire ver-
menigvuldiging is op Mk,l' Hiertoe controleren we de voorwaarden (i) t/m 
(iv) van II.1.15: 
ad (i): Kies A E Fen A= (a .. ), B =(b .. ) E Mk 1 • Dan vinden we: 1J 1J ' 
cr(A,A+B) (
a 11 +b 11 
cr( A, : 
~1+bk1 
a 11+b 1j 
: ) = 
~l+bk 
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··· an) ~11 
: ) + cr( A., : 
. . 
8k1 bk1 
= cr(A.,A) + cr(A.,B), 
zodat voorwaarde (i) geverifieerd is in ons geval. 
ad (ii): Kies nu A.,µ€ Fen A= (a .. ) € Mk 1 . We vinden l.J ' 





-c: '~·}C" A.8k1 µ1\.1 ~J-
· · · an) 
: ) 
8K.1 
= cr(A.,A) + cr(µ,A), 
waarmee (ii) geverifieerd is. 
ad (iii): Kies A.,µ€ Fen A= (a .. ) € M 1 . Er geldt: l.J 'k, 
C' 
~11)) = (''":•11 (Aµ;•1l cr(A.µ,A) = a(Aµ, ~1 
1\:.1 (A.µ)1\:.1 (A.µ)1\:.1 
{'";111 ''">} C1 ""n) • - a( A., • : ) . . 
A.(µ1\:.1) A. ( µ1\:.1) µ1\:.1 µ1\:.1 
= cr(A.,cr(µ, : ("" : ) ) "11) = cr(A.,cr(µ,A)), 
1\:.1 1\:.1 
zodat ook voorwaarde (iii) gecontroleerd is. 
ad (iv): Kies A= (a .. ) E: M 1 • Dan hebben we J.J 'k, 
a( 1,A) (
a11 
• a(1, ~1 a
11) (1•a11 
: ) = : 
. . 
1\:.1 1 • 1\:.1 
1 ·~n) = 
1 • 1\:.1 
-(~11 ~11)-
- • • - A. 
. . 
ak1 1\:.1 
Hiermee zijn de eigenschappen (i) t/m (iv) geverifieerd, zodat a in 
dit voorbeeld een F-scalaire vermenigvuldiging is. 
II.1.18 Voorbeeld: Beschouw de abelse groep E2 uit voorbeeld II.1.8 (met 
de daar gedefinieerde optelling). We definieren op E2 een operatie 




Q = cr(A,P) 
Zij A een reeel getal en P een punt uit het platte vlak met x-coordinaat 
~ en y-coordinaat Yp· Definieer dan: 
cr(A,P) = Q 
waarbij Q als x-coordinaat xQ = A~ heeft en als y-coordinaat yQ = Ayp. 
Met andere woorden: als P -in de zin van II.1.8- correspondeert met de 
matrix 
p = ( ~) 
Yp 
uit R, dan correspondeert cr(A,P) met de matrix 
A~ 
( Ay ) • 
p 
We hebben zo een afbeelding a: R TI E2 +E2 gedefinieerd en de lezer ga na 














'Jtt ................... . cr(-~,P) 
x 
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II. 1. 19 Afspraak: Is V een abelse groep ( cf. II. 1. 12) en is 
a lFITV+V 
een F-scalaire vermenigvuldiging op V dan zullen we (puur formeel!) noteren: 
AV voor cr(A,v) (A E F, v E V). De voorwaarden (i) t/m (iv) uit II.1.15 
laten zich dan als volgt herschrijven: 
(i) Voor elke v,w E Ven elke A E lF geldt: A(v + w) AV+ AW. 
(ii) Voor elke v E Ven elke A,µ E lF geldt: (A + µ)v AV+ µv. 
(iii) Voor elke v E V en elke A,µ E F geldt: (Aµ)v = A(µv). 
(iv) Voor elke v c. V geldt: 1•v = v. 
Merk nog op dat het getal 0 van lF en het nul-element van V beide worden ge-
noteerd met het symbool O. Alhoewel dit in principe verwarrend is zal blijken 
dat dit in de praktijk geen enkele moeilijkheid oplevert. Als A E F, dan is 
A0 0 een element van V als 0 het nul-element van V is. Als v E V dan is ook 
O•v een element van V als 0 het element 0 E lF is, etc. 
II.1.20 Definitie: Een abelse groep V, tezamen met een JF-scalaire vermenig-
vuldiging a : lF ITV+ V heet eenF-lineaire ruimte. (Is 
F = E dan he et ( V ,a) een :R-lineaire ruimte; is 1F = C dan 
heet (V,cr) een C-lineaire ruimte). 
II.1.21 Afspraak: Als (V,cr) een lF-lineaire ruimte is, en uit de context is 
duidelijk welke JF-scalaire vermenigvuldiging a op V we beschouwen, dan zul-
len we kortheidshalve ook spreken over de JF-lineaire ruimte V. 
II.1.22 Voorbeeld: Het euclidische platte vlak met een gekozen cartesisch 
assenstelsel E2 is - met de in II.1.8 gedefinieerde optelling en de in 
II.1.18 gedefinieerde reele scalaire vermenigvuldiging - een IB-lineaire 
ruimte. 
II.1.23 Voorbeeld: De verzameling Mk,l van alle (k x 1)-matrices uit lF is 
met de optelling 
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en de F-scalaire vermenigvuldiging 
(A E F) een F-lineaire ruimte. 
II.1.24 Definitie: Als we de in II.1.23 gegeven verzameling ~.l van (k x 1)-
matrices uit IF met de da._ar gegeven optelling en IF-sca-
laire vermenigvuldiging opvatten als JF-lineaire ruimte, 
dan noteren we deze met: 
Kiezen· we lF = JR, dan krijgen we de E-lineaire ruimte 
Mk 1 (JR). Nemen we IF = IC, dan vinden we de IC-lineaire 
ruimte Mk,l (IC). 
E~kele zeer veel voorkomende lineaire ruimten geven we aan met een 
apart symbool: 
II.1.25 Definitie: JR = M 1(JR). n n, 
II.1.26 Definitie: R* = M1 (JR). n ,n 
II.1.27 Definitie: IC = M 1(a:). n n, 
II.1.28 Definitie: * = M1 (a:). IC n ,n 
* * Rn en Rn zijn dus JR-lineaire ruimten, en en en ziJn C-lineaire ruimten. 
De elementen van JR zijn dus de "kolollllllen" van n reele getallen n 
a 
n 
met optelling en scalaire vermenigvuldiging: 
a, b, a 1+b 1 A.al 
a2 b2 a2+b2 a2 A.a2 
+ (A E JR) 
a b a +b a A.a 
n n n n n n 
(analoog, maar met complexe in plaats van reele getallen, voor en); 
de elementen van lR: zijn de "rijtjes" van n reele getallen 
met optelling en scalaire vermenigvuldiging 
(A E IR) 
(analoog, maar met complexe in plaats van reele getallen,voor c*). n 
II.1.29 Definitie: Als Veen JF'-lineaire ruimte is, zodat voldaan is aan de 
volgende voorwaarde: 
er bestaat een eindige deelverzameling {v1, ••• , vm} van 
V zodat er bij ieder element v E V getallen A. 1, ••• , Am 
in lF' bestaan met: 
dan heet V een JF-vectorruimte. 
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II.1.30 Terminologie: Is Veen lF-vectorruimte, dan heet, als lF =lR, Veen 
lR-vectorruimte of een reele vectorruimte; is lF' = C, 
dan heet V een C-vectorruimte of een complexe vector-
ruimte. De elementen van V heten vectoren van V. 
II.1.31 Opmerking: Voor elk tweetal k,l EN is Mk,l(F) een IF-vectorruimte. 
Bewijs: Voor elke i E {1, •.• , k} en j E {1, ••• , l} noteren we E(i,j) voor 
de (k x 1)-matrix uit F waarvan elk element 0 is, behalve het element op de 
ie rij en de je kolom. Dit element is 1. We hebben zo voor iedere 
i E {1, .•. , k} en j E {1, .•. , l} een element E(i,j) van Mk,l(JF). In totaal 
zijn dit k•l elementen. Deze vormen een eindige deelverzameling van Mk,l(IF). 
Kies nu een willekeurige (k x 1)-matrix 
A c: J 
Nu is a .. E(i,j) de (k x 1)-matrix uit F waarvan elk element 0 is, behalve J.J 
het element op de ie rij en de je kolom. Dit element is a ..• Sommeren we dus J.J 
alle matrices a .. E(i,j),·dan krijgen we juist de matrix A: J.J 
k 1 
A= l l 
i=1 j=1 
a .. E(i ,j). 
J.J 
We zicn dus dat de eindige deelverzameling 
{E(i,j) I i = 1, ••• , k; j = 1, .•• , l} van Mk,l(F) voldoet aan de eigenschap 
dat voor ieder element A uit Mk 1 (F) er getallen a .. E F (i = 1, .•• , k; 
• J.J . j = 1, ••. , 1) bestaan zodat (*) geldt. Met andere woorden: Mk 1 (1F) is een 
• IF-vectorruimte. 
* II. 1. 32 Gevolg: Rn en En zi,jn voor ieder natuurlijk getal n reele vector-
* ruimten; «:n en «:n zijn voor ieder natuurlijk getal n complexe 
vectorruimten. 





Kies de pilllten E1, E2 uit E2 die - op de manier, zoals uiteengezet in 
II.1.8 - corresponderen met de reele (2 x 1)-matrices 




Kies een willekeurig pilllt P E E2 , zeg, corresponderend met de matrix 
+ p = 
Dan is, wegens 
P = ~E 1 + YpE2 . Dus voldoet de eindige deelverzameling {E 1,E2} uit E2 aan 
de eigenschap dat er bij ieder element p E E2 reele getallen Xp,Yp bestaan 
zodat 
Dus is volgens II.1.29 en II.1.30 E2 een reele vectorruimte. 
* * * 
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§II. 2 .. Dimensie 
II.2.1 Qpmerking: Als Veen F-vectorruimte is, dan geldt voor iedere vector 
v E V en elk getal A E lF: 
(i) Av = 0 dan en slechts dan als A 0 of als v o. 
(ii) (-A)v = -(Av) = A(-v). 
Bewijs (i): (We noteren in dit bewijs 0 voor de nulvector (d.i. het nul-
element) van V, ter onderscheiding van het getal 0 E JF). Als A= O, dan 
vinden we: 
AV o•v O·v + 0 = O•v + (o•v + (-(O·v))) 
(o•v + o•v) + (-(o·v)) 
= O•v + (-(O•v)) -+ = o. 
(0 + O)v + (-(O•v)) = 
Als A I O, maar v = 0 dan is AV= AO. Om te bewijzen dat AO= O, is het vol-
doende om te laten zien dat voor iedere vector w E V geldt: AO+ w = w 
(cf. II.1.9 en II.1.10). Welnu, 
= A(O + lw) 
A. 1•w = w. 
Stel nu dat Av = O. We moeten aantonen dat in dat geval A = O of v 
Als A I 0, dan is 
1 1 -+ 
x(h) = i o. 
-+ 0 is. 
We hebben hiervoor al bewezen dat voor ieder getal µ E lF geldt: µO = O. 
Dus is in het bijzonder v = ~ 0 = 0. Hiermee is (i) bewezen. 
Bewijs (ii): We bewijzen eerst dat (-A)v = -(Av), oftewel, we bewijzen dat 
(-A)v de inverse is van AV. We moeten dus laten zien dat (-A)v + AV= O. 
Welnu, (-A)v +AV= ((-A) + A)v = o·v = 0 (volgens (i)). We moeten tot slot 
laten zien dat A(-v) de inverse is van Av, d.w.z., we moeten nog bewijzen 
dat A(-v) + A(v) = O. Dit geldt wegens: A(-v) + A(v) = A(-v + v) = AO= O 
( cf. ( i)). D 
II.2.2 Definitie: Zij Veen lF-vectorruimte. Een m-tupel [a1, ..• , am] uit V 
heet een stelsel voortbrengenden van V als voor iedere 
vector v E Ver getallen A1, ... , Am in 1F bestaan zodat 
v = A1a 1 + ... + Amam. 
II.2.3 Voorbeeld: Het 3-tupel 
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ui t JR3 is een stelsel voortbrengenden van lR3 • Immers , kies een willekeurige 
vector 
Dan is 
zodat er getallen a 1, a2 , a3 E lR bestaan die voldoen aan (*). 
II.2.4 Voorbeeld: Het 3-tupel 
uit JR3 is ook een stelsel voortbrengenden van JR 3. Kies een willekeurige 
vector 
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Kies A= a3, µ = ~(a2 - 2a3 ) , v = 1 ~(4a 1 + a2 - 10a3). Dan rekene de lezer 
na dat we drie getallen A, µ, v € R gevonden hebben die voldoen aan 
II.2.5 Voorbeeld: Het 3-tupel 
uit JR3 is geen stelsel voortbrengenden van JR 3 . Kies bijvoorbeeld de vector 
Was het 3-tupel wel een stelsel voortbrengenden van JR 3 , dan zouden er reele 
getallen A, µ, v bestaan zodat zou gelden: 
Dat wil zeggen: 
lA+µ+v O 2A - µ + 5v 3 
A+µ+v 1. 
Het is direkt duidelijk dat de eerste en derde vergelijking met elkaar in 
strijd zijn, zodat er geen reele getallen A,µ, v bestaan die voldoen aan (*). 
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11.2~6 Voorbeeld: Beschouw twee punten P en Q uit E2 , zodat -als 0 de oor-
sprong van het gekozen cartesisch assenstelsel is- de rechten door 0 en P 
en door 0 en Q niet samenvallen. We laten zien dat het 2-tupel [P,Q] een 



























Kies een willekeurig punt X € JE2 • Trek rechten 1 en m door X, evenwij-
dig aan OP, resp. OQ. 1 en m snijden OQ, resp. OP in punten Q1 , resp. P1 • 
Ga na dat, omdat Q1 op de rechte OQ ligt, er een reeel getal A bestaat 
zodat Q1 = AQ, Evenzo is er een reeel getal µmet P1 µP. Dan is 
X = µp + AQ. 
We hebben bewezen dat er voor ieder punt X € JE2 getallen µ, A € R te 
vinden zijn, zodat X = AP + µQ. Dit wil zeggen dat [P,Q] een stelsel voort-
brengenden is van E2• 
Ga ook na, dat, als we P en Q zo kiezen dat de rechten door O,P en door 
O,Q samenvallen, [P,Q] niet een stelsel voortbrengenden is van IE2 . 
ll.2.7 Merk op dat, als Veen F-vectorruimte is, en [a1 , ••• , am] is een 
stelsel voortbrengenden van V, bij een vector v € V best twee verschillende 
s.tellen getallen A1, ... , Am en µ 1, ... , µm uitF kunnen bestaan zodat: 
Bijvoorbeeld: 
ll.2.8 Voorbeeld: Beschouw het 4-tupel 
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uit 113• Ga na dat dit een stelsel voortbrengenden is van 113 • Kies 
A1 = A2 A3 = 1, A4 = O, µ 1 = -1, µ2 = 1, µ3 = O, µ4 = 1. Dan geldt: 
II.2.9 Opmerking: ~ V eenF-vectorruimte en is [a1, ••. , am] een stelsel 
voortbrengenden van V, dan is voor iedere m-permutatie a 
ook het n-tupel [a0 ( 1), ••• , ao(n)J' dat uit [a 1 , ••• , am] 
ontstaat door toepassing van o, een stelsel voortbrengenden 
van V. 
Bewijs: Kies een willekeurige vector v € V en bij v een stel getallen 
A1, ••• , Am uit F zodat 
Anders geschreven: 
v= l A.a .• 
id1, ••. ,m} 1 1 
Omdat a een m-permutatie is, komen de getallen 1, •.. ,m precies een keer voor 
onder de getallen a( 1), •.. , o(m), zodat {1, •.• , m} = {o( 1), ... , o(m) }. Dus 
kunnen we ook schrijven: 
v= l A.a., 




We zien dus dater voor iedere vector v E V getallen A0 ( 1)''''' Acr(m) 
uit F bestaan zodat (*) geldt. Hiermee is de opmerking bewezen. 0 
De voorgaande opmerking leert ons dat als V een JF-vectorruimte is met 
een stelsel voortbrengenden [a1, .•• , am], en [b 1, ..• , bm] is een m-tupel uit 
V dat we uit [a1, ••• , am] verkrijgen door de elementen in een andere volg-
orde te plaatsen, ook [b 1, ••• , bm] een stelsel voortbrengenden is van V. 
Met andere woorden: of een m-tupel [a1, ••• , am] uit een F-vectorruimte 
een stelsel voortbrengenden is, hangt niet af van de volgorde der optredende 
elementen in dat m-tupel. 
II.2.10 Notatie: Is [a1, •.• , am] een m-tupel, dan geven we met 
[a1',,.' A ai' • .. ' a J m 
aan het (m - 1)-tupel, dat we verkrijgen door uit [a1, .•• , am] het element 
ai weg te laten. 
A 
II.2.11 Voorbeeld: [3,4,8,6,1,2,2,4,3] [3,4,8,6, 1,2,4,3]. 
II.2.12 Definitie: Zij V eenlF-vectorruimte. Een stelsel voortbrengenden 
[a1, .•• , an] van V heet een basis van V als 
a 1 I O, ••. , an I 0 en als voor geen enkele i E {1, ••• , n} 
het (n - 1)-tupel 
uit Veen stelsel voortbrengenden is van V. 
II.2.13 Voorbeeld: Het 4-tupel 
[(1,0,0,o), (o,1,0,o), (o,0,1,0), (o,o,o,1)J 
ui t lR~ is een basis van I\~. Allereerst la ten we zien dat di t 4-tupel een 
stelsel voortbrengenden is van lR~. Kies hiertoe een willekeurige vector 
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a.1 ( 1 • 0 • 0 • 0 ) + a.2 ( 0 ' 1 '0 • 0) + a.3 ( 0 • 0 ' 1 '0) + 
Hiermee zien we dat het gegeven 4-tupel een stelsel voortbrengenden is van 
* . * E 4• Orn te bewijzen dat het een basis van E 4 is, moeten we laten zien dat 
geen der 3-tupels 
[(0, 1,0,0)' (o,0,1,0), (o,o,o,1)J, 
[( 1,0,0,0). (0,0,1,0), (0,0,0,1)], 
[( 1,0,0,0)' (o,1,0,0), (0,0,0,1)] en 
[( 1,0,0,0)' (o,1,0,0), (0,0,1,o)J 
* een stelsel voortbrengenden is van E 4 . We volstaan hier met te tonen dat het 
* eerste 3-tupel geen stelsel voortbrengenden vanJR4 is (de lezer ga de andere 
gevallen na ! ) . 
* We moeten hiertoe laten zien dat niet voor elke vector v E R4 er getal-
len A1, A2 , A3 in lR te vinden zijn zodat 
Het is dus voldoende een vector v E m: aan te geven waarbij geen getallen 
A1 , A2 , A3 E lR bestaan die voldoen aan (*). Welnu, kies de vector (1,0,0,0). 
Stel, er bestaan wel getallen A1, A2 , A3 E lR zodat 
( 1 ,o,o,o) 
Dit zou inhouden: 
en dit kan ten duidelijkste niet. Dus is het 3-tupel 
* [ ( 0, 1 ,O ,O), ( 0 ,O, 1 ,O), ( 0 ,O ,O, 1)] geen stelsel voortbrengenden van JR4 • 
II.2.14 Voorbeeld: Beschouw in JE2 twee punten P,Q, beide ongelijk aan de 
oorsprong 0 van het gekozen cartesisch assenstelsel, terwijl bovendien de 













In II.2.6 hebben we gezien dat het 2-tupel [P,Q] een stelsel voortbrengenden 
is voorlE2 . Nu is het 1-tupel [P] uit JE2 geen stelsel voortbrengenden van 
E2 , want ware dit wel zo, dan zou er bij elk punt X E E2 een reeel getal A 
bestaan zodat X = AP. Dat zou betekenen dat elk punt X op de rechte OP 
gelegan zou zijn, tegenspraak! Dus, omdat men analoog inziet dat ook [Q] 
geen stelsel voortbrengenden is vanlE2 , is [P,Q] een basis voor JE2 • 
II.2.15 Definitie: Zij Veen lF-vectorruimte enzij [a1, ..• , am] een m-tupel 
uit V. Een vector v E V heet een lineaire combinatie van 
[a1, ..• , am] als er getallen A1, •.• , Am inlF bestaan zo-
dat 
II.2.16 Opmerking: 1.§. Veen lF-vectorruimte en is [a1, .•• , am] een stelsel 
voortbrengenden van V, dan is elke vector uit V ~ 
lineaire combinatie van [a1, .•• , am]. 
II.2.17 Voorbeeld: Beschouw het 2-tupel 
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ui t R3• Dan is wegens 
de vector 
een lineaire combinatie van (*). 
II.2.18 Definitie: Zij V eenlF-vectorruimte en zij [a1, ••• , am] een m-tupel 
uit V. Dit m-tupel heet een lineair onafhankelijk stelsel 
~ V als voor ieder m-tupel [A1 , ••• ,Am] uit lF geldt: 
dan en slechts dan als 
= A O. 
m 
II.2.19 Voorbeeld: Het 3-tupel 
[(1,0,0), (0,1,0), (0,0,1)] 
uit R; is een lineair onafhankelijk stelsel vanl!;,want als A1, A2 , A3 
drie reele getallen zijn zodat 
dan is di t dan en slechts dan het geval als A.1 
II.2.2G Voorbeeld: Het 3-tupel 
{), (D, (;)i 
uit E 3 is geen lineair onafhankelijk stelsel omdat, als we kiezen A1 2, 
A2 = 1 en A3 = -1 geldt: 
{) + {) + A~;) = m 
terwijl niet geldt: A1 = A2 0 • 
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II.2.21 Opmerking: k [a1, ... , am] een lineair onafhankelijk stelsel van een 
lF-vectorruimte V, dan is geen der vectoren a 1 , ••• , am uit 
V de nul-vector. 
Bewi,js: Stel i e: { 1, •.. , m} zodat a. 
]. 
volgt 
o. Kies getallen A1 , ••• , Am uit lF als 
als j Ii (j e: {1, ... , m}), 
Dan is voor j e: {1, ... , m} met j Ii A.a. = O•a. = O, terwijl ook geldt: J J J 
A.a. 
]. ]. = 1•0 = o. Dus geldt voor elk.e j E {1, ... , m}: A.a.= O. Dus is: J J 
terwijl A. = 1 I O. 
]. 
Dit is in tegenspraak met de lineaire onafhankelijkheid van het stelsel 
[a1, ••• , am]. Dus kan geen enkele aide nul-vector zijn. 0 
II.2.22 Opmerking: k [a1, ••• , amJ een lineair onafhankeli,jk stelsel van een 
lF-vectorruimte V en is cr een m-permutatie, dan is ook het 
m-tupel [acr( 1)''''• acr(m)]' dat we uit [a1, .•• , am]~­
kri,jgen door toepassen van cr, een lineair onafhankelijk 
stelsel. 
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Bewi.i s: Kies getallen A 1 , ••• , Am in lF zodat 
Anders geschreven: 
l A.a(')= o. 
iE{1, ... ,m} 1 cr 1 
Nu is cr een m-permutatie, dus ook cr- 1 is een m-permutatie, zodat 
{1, •.. , m} = {cr-1(1), .•• ,cr-1(m)}. We kunnen in plaats van(*) dus ook 
schrijven: 
1 l 1 A.a ( ') o jdcr- (1), ..• ,cr- (m)} J cr J 
of, wat hetzelfde is: 
j (j = 1, ... , m) zodat we hebben: 
A 1 a 1 + ••• +A 1 a Q. 
cr- (1) cr- (m) m 
o. 
Omdat ea1, ••• , am] een lineair onafhankelijk stelsel is van V volgt hieruit: 
o. ( **) 
Kies nu i E {1, ••• , m} willekeurig. cr- 1 is een m-permutatie, zodat i voor-




Dus is elk der getallen A1, ••• , Am= 0. Hiermee is de opmerking bewezen. D 
De voorgaande opmerking zegt dat het lineair onafhankelijk zijn van een 
m-tupel ea,, ••• , am] uit eenlF-vectorruimte v niet afhangt van de volgorde 
waarin de elementen a 1, .•. , am in dat m-tupel voorkomen. 
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II.2.Q3 Opmerking: ~ [a1, •.. , am] een m-tupel uit een JF-vectorruimte Ven 
komen onder de vectoren a 1, •.. , am twee geli,jke voor, dan 
is [a1, •.. , am] geen lineair onafhankeli,jk stelsel van V. 
Bewijs: Volgens II.2.22 mogen we - door eventueel de volgorde der elementen 
in [a1, ••• , am] te veranderen - aannemen dat a 1 = a2 . Kies nu de volgende 
getallen A1, .•• , Am uitlF: 
Dan zijn niet al deze getallen 0 terwijl toch 
(wegens a 1 = a2 ). Dit bewijst de opmerking. D 
A = o. 
m 
II.2.24 Opmerking: Als i E {1, ... , m} en [a1, ... , am] is een lineair onaf-
hankelijk stelsel van eenlF-vectorruimte V, dan is ook 
het (m - 1)-tupel 
[a1····· a., ... , a J 1 m 
een lineair onafhankelijk stelsel van V. 
Bewijs: Kies m - 1 getallen A1, ••. , Ai_ 1, Ai+1, ... , Am uit lF zodat 
o. 
We moeten laten zien dat hieruit volgt dat al deze m - 1 getallen 





(volgens (*)). Omdat [a1, •.•• am] een lineair onafhankelijk stelsel is volgt 
hieruit: A1 = ••• =Am= 0. Dus zijn in het bijzonder de m - 1 getallen 
A1, •••• Ai_1• Ai+1 ••••• Am gelijk nul. 0 
11.2.25 Terminologie: Als Veen lF-vectorruimte is, dan heet een m-tupel 
[a1, ••. , am] uit V dat niet een lineair onafhankelijk 
stelsel is van V een lineair afhankelijk stelsel van 
v. 
11.2.26 Propositie: 1.§. [a1, .••• an] een basis van eenlF-vectorruimte V, dan 
is [a1, •..• an] een lineair onafhankelijk stelsel van V. 
Bewijs: Kies getallen A1, •.• , An uit lF zodat geldt: 
o. 
Stel nu dater een index·i € {1, •••• n} te vinden is met A. I O. Uit (*) 
l 
volgt: 
Omdat Ai :I 0 kunnen we door Ai delen: 
of, als we noteren: µ. 
J 
-A:-\. {j = 1, ••• , i-1, i+1, •.• , n): 
l J 
We zien dus data. een lineaire combinatie is van [a1, ..• , a., .... , a]. We i i n 
laten nu zien dat hierdoor dit laatste (n - 1)-tupel een stelsel voort-
brengenden is van v, Kies hiertoe een willekeurige vector v € V. Omdat 
[a1, •..• an] een basis is van V, dus een stelsel voortbrengenden van V, zijn 
er getallen S1, •..• Sn uitlF zodat 
Met (**) volgt hieruit, na enige herleiding: 
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+ (a.+1 + a.µ.+1)a.+1 + ••. +(a +a.µ )a. i i i i n i n n 
Met andere woorden: elite willekeurige vector v e V is een lineaire combinatie 
van het (n - 1)-tupel 
[a1 ' .• • ' A ai' • .. , a J. n 
Dit is echter in strijd met het gegeven dat [a1, ••• , an] een basis is van V 
( c f. II. 2 • 12) • 
We hebben nu laten zien dat de veronderstelling, dat er een 
i e {1, ••• , n} bestaat met A. f. O, leidt tot een tegenspraak. Dus is bewezen 
i 
dat uit (*) volgt: A1 = A2 = ••• =An= O, hetgeen de propositie bewijst. D 
II.2.27 Propositie: Zij V een F-vectorruimte. Een stelsel voortbrengenden 
[a1, •.•• , an] .Y:!m. V dat tevens een lineair onafhankeli,jk 
stelsel is van V, is een basis van V. 
Bewijs: Omdat [a1, ••• , an] een lineair onafhankelijk stelsel is, is volgens 
II.2.2l geen der vectoren a 1, ••• , an de nul-vector. Stel nu dater een 
i e {1, ••• , n} te vinden is, zodat het (n - 1 )-tupel [a1, .• ~,a., ... , a J i n 
een stelsel voortbrengenden is van V. Dan is elke vector uit Veen lirieaire 
combinatie van dit (n - 1)-tupel. In het bijzonder ook de vector ai, zodat 
er getallen A1, ••• , Ai_1, Ai+1, ••• , Ante vinden zijn met: 
Als we noteren A.= -1, volgt hieruit: 
i 
A1a 1 + ••• + A. 1a. 1 +A.a. + A.+1a.+1 + ••• + A a = O. i- i- i i i i n n 
Dus hebben we n getallen A1, ••• , An uit JF, niet alle nul (want Ai= -1 /. 0) 
zodat A1a 1 + ••• + Anan = O, in tegenspraak met het gegeven dat [a1, ••• , an] 
een lineair onafhankelijk stelsel van V is. Dus leidt de veronderstelling 
dater een i e {1, ••• , n} bestaat zodat [a1, ••• , a., ... , a] een stelsel i n 
voortbrengenden van V is, tot een tegenspraak. D.w.z. voor elke 
i e {1, ••• , n} is [a1, ••• , ai, ••• , an] geen stelsel voortbrengenden van V, 
112 
terwijl geen der ai's de nul-vector is. Met andere woorden, [a1, .•• , an] is 
een basis van V. Hiermee is de propositie bewezen. D 
II.2.28 Stelling: Een n-tupel [a1, .•. , an] uit een IF-vectorruimte Vis een 
basis van V dan en slechts dan als dit n-tupel zowel een 
stelsel voortbrengenden van V is als een lineair onafhan-
keli,jk stelsel van V. 
Bewijs: De stelling volgt direkt uit II.2.26 en II.2.27. D 
II.2.29 Voorbeeld: Het 4-tupel 
ui t JR4 is een basis van ll\. Om di t te controleren laten we -gebruik JI1akend 
van II.2.28- zien dat dit 4-tupel een stelsel voortbrengenden is van JR4 en 
tevens een lineair onafhankelijk stelsel vanR4. Kies een willekeurige 
vector: 
Wegens 
met A1 = a 1 - a2 , A2 = a2 - a3 , A3 = a 3 - a4 , A4 = a4 zien we dat deze 
willekeurig gekozen vector vanR4een lineaire combinatie is van het 4-tupel 
( *). Dus is iedere vector van R4 een lineaire combinatie van ( *), zodat het 
4-tupel (*) een stelsel voortbrengenden is van R4• 
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Nu nog de lineaire onafhankelijkheid van het stelsel (*) controleren. 
Kies getallen µ 1,µ2 ,µ 3 ,µ 4 € lR zodat 
Dan moet dus gelden: 
µ2 + µ3 + µ4 
µ2 + µ3 + µ4 






en het is direkt duidelijk dat dit stelsel vergelijkingen als enige oplos-
sing heeft: µ 1 = µ2 = µ3 = µ4 = 0. Dus is het 4-tupel (*) ook een lineair 
onafhankelijk stelsel van ll\. 
II.2.30 Opmerking: 12. [a1, ••• , an] een basis van een F-vectorruimte Ven is 
a een n-permutatie, dan is ook het n-tupel 
[acr( 1)''''' acr(n)] uit V, verkregen door toepassing van a 
op [a1, ••. , an], een basis van V. 
Bewijs: Volgens II.2.28 is [a1, ••• , an] een lineair onafhankelijk stelsel 
voortbrengenden van V. Volgens II. 2. 22 is [acr( 1), .•• , a0 ( n)] een lineair 
onafhankelijk stelsel van V en volgens II.2.9 is dit laatste n-tupel ook een 
stelsel voortbrengenden van V. Dus is [a0 ( 1), ••. , acr(n)J volgens II.2.28 een 
basis van V. D 
De voorgaande opmerking zegt dat het al dan niet een basis zijn voor V 
van h~t n-tupel [a1, .•. , anJ onafhankelijk is van de keuze der volgorde van 
de elementen uit dit n-tupel. 
II.2.31 Lemma: Is [a1, ••• , a J een basis van een lF-vectorruimte Ven is ~ n ~~-
b I 0 een vector uit V, terwi,jl A. 1,. •• , A.n getallen zi,jn uit 
.IF zodat 
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dan is voor iedere i € {1, .•• , n} -waarvoor geldt: Ai ;I 0 het 
n-tupel 
een basis van V. 
Bewijs: Volgens II.2.28 moeten we bewijzen dat het n-tupel (*) een lineair 
onafhankelijk stelsel is van V en tevens een stelsel voortbrengenden van V. 
Neem aan dat voor den getallen µ 1, ••• , µi-l' µi+l''''' µn' µ uit F geldt: 
0 
We moeten laten zien dat hieruit volgt, dat deze n getallen alle nul zijn. 
Als µ = O, dan volgt: 
o. (***) 
Nu is [a1, ••• , an] een lineair onafhankelijk stelsel van V, zodat uit (***) 
volgt: µ1 = ... = µi-l = µi+l = ... = µn = O, als µ = O. 
Indien µI O, substitueer dan in (**) de gegeven uitdrukking voor b, 
namelijk 
Dit geeft: 




µ. + µA. 
J J 
(j € {1, ••• , i-1, i+1, ... , n}) 
en 
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Dan hebben we: 
Omdat [a1, ... , an] een lineair onafhankelijk stelsel is van V, volgt hieruit: 
s1 = ••. = s = o. Echter, s. =µA. I O; tegenspraak. Dus leidt de veronder-n i i 
stelling µI 0 tot een tegenspraak, zodat µ = O, en daarmee, zoals we al 
gezien hebben: µ1 = .•• = µi-l = µi+l = ••• = µn = 0. 
Hiermee hebben we aangetoond dat het n-tupel (*) lineair onafhankelijk is. 
Nu bewijzen we nog dat dit n-tupel (*) een stelsel voortbrengenden is 
van V, Kies hiertoe een willekeurige vector v € V, Omdat [a1, ••• , an] een 
basis is van V zijn er getallen y 1, ••• , yn € F, zodat 
Nu volgt uit de gegeven uitdrukking voor b, dat -Aiai = A1a 1 + ••. + 
+ Ai-lai-l + Ai+lai+l + .•• + Anan - b. Deling door -Ai (merk op dat Ai# 0) 
geeft, als we noteren: v. = -A71A. (j € {1, ... , i-1, i+1, ..• ,n}) en J 1 J 
v = A71 : 
1 
Dus volgt: 
+ (y. 1 + y.v. 1)a. 1 + i- 1 i- i-
+ (y.+1 + y.v.+1)a.+1 + ••• + (y + y.v )a + y.vb. i i i i n i n n i 
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We zien dus dat iedere willekeurig gekozen vector v uit V een lineaire combi-
natie is van [a1, •.• , a., ••. , a, b], zodat dit n-tupel een stelsel voort-i n 
brengenden is van V. 
Hiermee is het lemma bewezen. D 
II.2.32 Propositie: Zij Veen lF-vectorruimte met een basis [a1, •.• , an]. 
Dan is ieder lineair onafhankeli.jk stelsel [b 1, •.. , bm] 
met m ~ n met n - m vectoren ai , ..• , ai uit de basis 
1 n-m [a1, .•. , an] aan te vullen tot een basis 
[b 1 ' .• • ' bm' ai ' ..• ' ai ] 
1 n-m 
~v. 
Bewijs: (Met volledige inductie naar m.) 
(i) Stel m = 1. Beschouw een 1-tupel [b 1J uit V dat een lineair onafhanke-
lijk stelsel is van V. Volgens II.2.21 is dan b 1 I O. Omdat [a1, ••• , an] 
een stelsel voortbrengenden van Vis kunnen we getallen A1, ••• , An uit lF 
kiezen zodat b 1 = A1a 1 + ... + Anan. Omdat b 1 I~ is er minstens een index 
i € {1, .•. , n} zodat Ai I o. Dan is volgens II.2.31 [a1····· ai, ... , an, b1] 
en daarmee volgens II.2.30 ook [b 1, a 1, .•• , ai, •.• , an] een basis van V. 
Dus in het geval m = 1 is de propositie bewezen. 
(ii) Stel nu dat voor m = k (~ n-1) het lemma bewezen is. D.w.z., ieder 
k-tupel [b 1, ••• , bk] dat een lineair onafhankelijk stelsel is van Vis met 
n - k vectoren uit [a1 , ••• ,an] aan te vullen tot een basis van V. We moeten 
nu laten zien dat de propositie dan ook geldt in het geval m = k + 1 (~ n). 
Kies hiertoe een lineair onafhankelijk stelsel [b 1, ... , bk+l] van V. 
Volgens II.2.24 is dan ook het n-tupel [b 1, ••• , bk] een lineair onafhanke-
lijk stelsel van V. We hebben volgens de inductie-aanname dan n - k vectoren 
a. , ••. , a. ui t [a1, .•• , a ] zodat het n-tupel l.1 in-k n 
a. , .. •' l.1 
een basis is van V. Omdat [b 1 , •.. , bk+ 1J een lineair onafhankelijk stelsel 
is van V, is volgens II.2.21 bk+l I 0. Omdat (*) als basis van Veen stelsel 
voortbrengenden is van V zijn er getallen A1, •.. , An€ lF zodat 
Veronderstel nu dat Ak+1 A = O. Dit zou betekenen: n 
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Gana dat dit in strijd is met de lineaire onafhankelijkheid van het (k + 1)-
tupel [b 1 , .•• , bk+l]. Dus is er onder de getallen Ak+l'''', An minstens een 
die niet nul is, zeg Ak .• Uit (**)en lemma II.2.31 volgt dan dat +J 
[b1 ···.·.bk' a. , .. ., a. , .. ., a. • bk+1] 
1 1 · 1 j 1 n-k 
een basis is voor V. Volgens II.2.30 is dan ook 
[b,, .•• , bk+1' a., .•• , a., ...• a. J 
1 1 1 j 1 n-k 
een basis van V. Dus kunnen we elk (k + 1)-tupel [b 1, •.. , bk+1J dat een 
lineair onafhankelijk stelsel is van V met n - k - 1 vectoren uit 
(***) 
[a1, •.• , an] aanvullen tot de basis(***) van V. Hiermee is de propositie 
bewezen. D 
II.2.33 Beschouw een verzameling V die bestaat uit een element: V = {v0}. 
Op V kunnen we de binaire operatie m : V ITV + V kiezen die aan het (enige) 
element (v0 ,v0 ) van V IT V toevoegt het beeld m(v0 ,v0 ) = v0 . Door de defini-
ties II.1.5 formeel te controleren ziet men dat (V,m) een abelse groep is. 
Definieer vervolgens de operatie a: lF ITV+ V vanJF op V door aan ieder 
element 0.., v 0 ) 1i:JF IT V toe te voegen het beeld cr( A, v 0 ) v 0 • De lezer contro-
lere data eenF-scalaire vermenigvuldiging is, zodat Veen uit een vector 
bestaande vectorruimte is. Deze enige vector v 0 E V is dan noodzakelijker-
wijs de nul-vector. 
Het zal duidelijk zijn dat [v0J een stelsel voortbrengenden is van V, 
maar, omdat v0 = O, volgens II.2.21 geen lineair onafhankelijk stelsel van 
V, dus ook geen basis van Vis. 
Om redenen van consistentie in de terminologie zullen we zeggen dat de 
lege verzameling of "het 0-tupel uit V" de enige basis is van V,als Veen 
1F-vectorruimte is die slechts de nul-vector als element bevat. 
II.2.34 Opmerking: Elke JF-vectorruimte V heeft een basis. 
Bewijs: Als V uitsluitend uit de nul-vector bestaat, dan is er per afspraak 
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een basis voor V (cf. II.2.33). Stel nu dat V meer dan een vector bevat. 
Volgens II.1.29 bestaat er een eindig aantal vectoren a 1, ..• , am van V zodat 
het m-tupel Ca1, ••. , am] een stelsel voortbrengenden is van V. Dus V heeft 
stelsels voortbrengenden. Kies zo'n stelsel voortbrengenden [b 1, ... , bn] van 
V met een minimaal aantal vectoren n. 
Merk allereerst op dat er geen j E { 1, ••. , n} bestaat met b. = 0 (Anders 
J 
zou ook [b 1, .•• , b., ... , b J een stelsel voortbrengenden van V zijn, bestaan-J n 
de uit minder dan n elementen, in tegenspraak met de minimaliteit van n. 
(ga na!).) Omdat voor iedere i E {1 , ••• , n} [b 1 , ••. ,b., ... , b] een i n 
(n - 1)-tupel is, en dus - weer wegens de minimaliteit van n - geen stelsel 
voortbrengenden van Vis, is volgens II.2.12 [b 1, .•• , bn] een basis van V. D 
II. 2. 35 Stelling: Bi,j iedere F-vectorruimte V bestaat er een niet-negatief 
geheel getal n zodat iedere basis van V uit n vectoren 
bestaat (d.i., een n-tupel is uit V). 
Bewijs: Bestaat V uit alleen de nul-vector, dan is de stelling volgens 
II.2.33 triviaal. Neem nu aan dat V uit meer dan een vector bestaat. Kies 
twee bases Ca1 , ••• , an] en [b 1 , ••. , bm] van V. We moeten dan bewijzen dat 
m = n. 
Stel m ~ n, zeg: m < n. Omdat [b 1, ••• , bm] een basis is van V, en dus 
een lineair onafhankelijk stelsel, kunnen we volgens II.2.32 n - m vectoren 
a. ' ... ' l.1 
ai uit Ca1, ••• , an] kiezen zodat het n-tupel 
n-m 
[b 1 , ••• , b , a. , •.. , a. ] 
m 1 1 1 n-m 
een basis is voor V. Maar dan is het (n - 1)-tupel 
[b 1 ' ••• ' b ' a. ' ... ' a. J 
m 1 1 1 n-m 
geen stelsel voortbrengenden van V (cf. II.2.12), dus zeker het deelstelsel 
[b 1, •.. , bm] niet, in tegenspraak met het gegeven dat [b 1, .•. , bm] een basis 
is van V. Dus leidt de veronderstelling m < n tot een tegenspraak. 
Door de rol van de bases [a1, ••• , an] en [b 1, ••• , bm] in bovenstaande 
redenering te verwisselen laat men zien dat ook de veronderstelling n < m 
tot een tegenspraak.leidt. Dus ism= n, zodat de stelling bewezen is. O 
Voorgaande stelling rechtvaardigt de volgende definitie. 
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II.2.36 Definitie: Als V een lF-vectorruimte is en elke basis van V heeft n 
elementen, dan heet n de dimensie van V, genoteerd met 
II.2.37 Voorbeeld: Is V een F-vectorruimte met slechts een element, dan is 
dinp(V) = o. Uit II.2.29 volgt: diDR(lR4) = 4; uit II.2.14 volgt: dinm(E2) = 2 




M 1(E) ;:R* =M 1 (E); c =M 1(c) n, n ,n n n, 




Noteer hiertoe - net als in II.1.31 - voor elke i E {1, ••• , k} en elke 
j E {1, .•. , l} E(i,j) voor de (k x 1)-matrix uit lF waarvan elk element O is, 
behalve het element op de ie rij en de je kolom. Dat element is 1. In 
II.1.31 hebben we gezien dat het k•l-tupel, gevormd door deze E(i,j)'s in 
een of andere volgorde, een stelsel voortbrengenden is van Mk 1(JF). We laten 
zien dat dit k'l-tupel ook een lineair onafhankelijk stelsel i~ van Mk 1(JF). 
' 
zodat 
Kies hiertoe k • 1 getallen A.. • ( i = 1 , ••• , k l.J 
r r 
i=1 j=1 
A. •• E(i,j) = O. l.J 
j = 1, ... , 1) uitlF 
Nu is,voor elk paar i,j, A. • • E(i,j) de (k x 1)-matrix uitJF waarvan alle ele-J.J 
menten A. • • •o = 0 zijn, behalve het element op de ie rij en de je kolom. Dit l.J 
element is A. • • ·1 =A. ••• Tellen we nu al deze matrices A. • • E(i,j) op, dan J.J l.J J.J krijgen we de matrix 
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k 1 = (~: 11 l \ A. • • E( i ,j) 
i=1 j~1 l.J 
A.kl 
Hieruit volgt onmiddellijk dat alle getallen A .. nul zijn. Dus is de line-l.J 
aire onafhankelijkheid van het bovengenoemde k·l-tupel der E(i,j)'s bewezen. 
Derhalve vormt dit k"l-tupel een basis van A\c, 1 (F), zodat (*), en daar-
mee de opmerking, bewezen is. D 
II.2.39 Opmerking: l!!!. V een F-vectorruimte met dimensie n, dan is ieder 
lineair onafhankelijk stelsel [b 1, .•• , bn] met n vectoren 
een basis van V. 
Bewijs: Kies een basis [a1, •.. , an] van V. (Volgens II.2.34 is er minstens 
een.) Volgens II.2.32 is het lineair onafhankelijk stelsel [b 1, ••• , bn] met 
n - n = 0 vectoren uit [a1, ••• , an] aan te vullen tot een basis van V, met 
andere woorden: [b 1, ••. , bn] is zelf een basis van V. 0 
II.2.40 0pmerking: l!!!. Veen F-vectorruimte met dimensie n, dan geldt voor 
ieder lineair onafhankeli,jk stelsel van V dat dat stelsel 
uit maximaal n vectoren bestaat. 
Bewijs: Zij [b 1, ... , bm] een lineair onafhankelijk stelsel van V met m > n. 
Door successievelijk de laatste m - n - 1 vectoren uit dit stelsel weg te 
laten, verkrijgen we volgens II.2.24 een lineair onafhankelijk stelsel 
[b 1, ... , bn+l] van V. Omdat - weer volgens II.2.24 - ook [b 1, .•• , bn] een 
lineair onafhankelijk stelsel is van V, is dit volgens II.2.39 een basis 
van V. Dat houdt in: [b 1, ••• , bn] is een stelsel voortbrengenden van V, 
zodat iedere vector v E V, en in het bijzonder bn+l' een lineaire combinatie 
is van [b 1, .•. , bn]. Dus is 
voor zekere getallen >.. 1, •.. , An van F, en dit is in tegenspraak met de line-
aire onafhankelijkheid van [b 1, •.• , bn+1J. 
Dus leidt de veronderstelling m > n tot een tegenspraak, zodat m,.;; n is. 
Dit bewijst de opmerking. D 
* * * 
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§II.3 Lineaire deelruimten 
II.3.1 Definitie: Zij V eenF-lineaire ruimte (cf. II.1.20) en zij W een 
deelverzameling van V. W heet een lineaire deelruimte van V 
als voldaan is aan de volgende voorwaarden: 
(i) Voor elke w1,w2 E W is ook w1 + w2 een element van W. 
(ii) Voor elke w E Wen elke A E lF is Aw bevat in W. 
(iii) w I 0. 
II.3.2 De voorwaarde (i) uit II.3.1 garandeert dat we een binaire operatie 
m WITW+W 
op W hebben, gedefinieerd door m(w1,w2 ) = w1 + w2 • Voorwaarde (ii) uit 
II.3.1 garandeert het bestaan van de operatie 
a FITW+W 
van lF op W, die gedefinieerd wordt door: a(A,w) = AW. We zullen nu laten 
zien dat (W,m) een abelse groep is en a eenF-scalaire vermenigvuldiging op 
deze abelse groep, zodat W een lF-lineaire ruimte is. 
II.3.3 Opmerking: Is W een lineaire deelruimte van een lF-lineaire ruimte V, 
dan is ook W een lF-lineaire ruimte. 
Bewijs: Allereerst laten we zien dat (W,m), met m gedefinieerd zoals in 
II.3.2, eeµabelse groep is. Hiertoe controleren we de eigenschappen (i), 
(ii), (iii) en (iv) uit II.1.5: 
ad (i): Oma.at WI 0 (cf. II.3.1 (iii)) kunnen we een element w E W kiezen. 
Oma.at -1 E JF,is volgens II.3.1 (ii) -w = (-1)w een element van W, dus vol-
gens II.3.1 (i) ook de som van w en -w: w - w = 0. Dus 0 E W. Kies nu een 
willekeurig element w' E W. Dan geldt: m(O,w') = 0 + w' = w' zodat II.1.5 (i) 
geverifieerd is. 
ad (ii): Kies w1,w2 E W. Dan is m(w 1,w2 ) = w1 + w2 = w2 + w1 = m(w2 ,w1) 
(let wel: w1 + w2 = w2 + w1 geldt, omdat V eenF-lineaire ruimte is!). 
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ad (iii): In ad (i) hebben we al gezien dat met iedere vector w E W ook de 
vector w* = -w in W bevat is. Er geldt: m(w,w*) = w + w* = w - w = O zodat 
ook II.1.5 (iii) geldt. 
ad (iv): Kies w1 ,w2 ,w3 E W. Dan is m(m(w1 ,w2 ),w3 ) = m(w1+w2 ,w3 ) = 
(w1+w2 ) + w3 = w1 + (w2+w3) = m(w1,w2+w3) = m(w1,mCw2 ,w3)). 
(Ook hier geldt (w1+w2) + w3 = w1 + (w2+w3) in V.) 
We zien dus dat (W,m) een abelse groep is. Nu controleren we de eigen-
schappen (i), (ii), (iii), (iv) uit II.1.15 voor de in II.3.2 gedefinieerde 
operatie o van lF op W om te bewijzen dat o .een F-scalaire vermenigvuldiging 
is. 
ad (i): Kies w1,w2 E Wen A E V. Omdat in V geldt: A(w1+w2 ) = Aw 1 + Aw2 
vinden we: o(A,w1+w2 ) = A(w1+w2 ) = Aw 1 + Aw2 = o(A,w1) + o(A,w2). 
(Merk hierbij op dat o(A,w1) + o(A,w2 ) de som van o(A,w1) en o(A,w2 ) is 
onder de optelling m in de abelse groep (W,m). Omdat deze optelling voor wat 
betreft de elementen van W (die ook elementen van V zijn) samenvalt met de 
optelling in V, geeft dit geen verwarring). 
ad (ii): Kies w E Wen A,µ E F. Omdat in V geldt: (A+µ)w =Aw+ µw volgt: 
O(A+µ,w) = (A+µ)w =Aw+ µw = o(A,w) + o(µ,w). 
ad(iii): Kies w E Wen A,µ E F. In V geldt: (Aµ)w = A(µw), zodat o(Aµ,w) 
(Aµ)w = A(µw) = o(A,µw) = o(A,o(µ,w)). 
ad (iv) : Kies w E W. In V geldt: 1 ·w = w zodat o( 1, w) 1 •w = w. 
Hiermee is de opmerking bewezen. 0 
II.3.4 Merk op dat in de loop van het bewijs van de voorgaande opmerking is 
vastgesteld dat, als W een lineaire deelruimte is van een1F-lineaire ruimte 
V, de nul-vector 0 van V bevat is in Wen bovendien de nul-vector is van W. 
II.3.5 Qpmerking: Als V een1F-lineaire ruimte is, dan is {O} een lineaire 
deelruimte van V. 
Bewijs: Gana! 0 
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II.3:6 Opmerking: 12. [b 1, ••• , bm] een lineair onafhankeli,jk stelsel van een 
vectorruimte V en is v E V een vector die geen lineaire 
combinatie is van [b 1, ... , bm]' dan is ook [b 1, ••. , bm' v] 
een lineair onafhankelijk stelsel van V. 
Bewi,j s: Kies getallen A 1 , ••• , Am, A ui t lF zodat 
o. 
Als A I O, dan volgt: 
v 
zodat v een lineaire combinatie is van [b 1, ••. , bm]' tegenspraak! Dus A O. 
Maar dan hebben we: 
en, omdat [b 1, .•• , bm] een lineair onafhankelijk stelsel van Vis, volgt: 
A1 = •.• =Am= O. We zien hiermee dat uit (*) volgt: A= A1 Am O, 
zodat [b 1, ••• , bm' v] een lineair onafhankelijk stelsel is. D 
II.3.7 Opmerking: 12. V eenlF-vectorruimte, dan is elke lineaire deelruimte 
W ~ V ook een lF-vectorruimte. 
Bewijs: In II.3.3 hebben we bewezen dat W een lF-lineaire ruimte is. We moe-
ten nog laten zien dater een eindig aantal vectoren b 1, ... , bm in W bestaan 
zodat iedere vector w uit W een lineaire combinatie is van [b 1, •.. , bm], 
Is W = {O}, dan is W uiteraard een lF-vectorruimte. Stel nu dat W meer 
dan een vector bevat. Dan bestaan er lineair onafhankelijke stelsels van V 
waarvan alle vectoren bevat zijn in W (bijvoorbeeld, kies een vector w I 0 
uit W, dan is [w] zo'n stelsel). Volgens II.2.40 hebben al deze stelsels 
hooguit n elementen als n de dimensie van V is. 
Kies nu een lineair onafhankelijk stelsel [b 1 , .•• , bm] met m maximaal, 
zodat b 1, ••. , bm E W. Dan is, als w een willekeurige vector is uit W, w een 
lineaire combinatie van dit m-tupel, omdat anders, volgens II.3.6, 
[b 1, .•. , bm,w] een lineair onafhankelijk stelsel uit V zou zijn, bestaande 
uit m + 1 vectoren uit W, en dat kan niet wegens de maximaliteit van m. 
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Dus elke vector w E W is een lineaire combinatie van [b 1, ••• , bm] zodat 
W een F-vectorruimte is. D 
II.3.8 Opmerking: Zij V een F-vectorruimte en W een lineaire deelruimte van 
V. Dan is elk lineair onafhankeli,ik stelsel van W ook een 
lineair onafhankeli,jk stelsel van V, en, omgekeerd, als 
b 1, ... , bm vectoren ui t W zi,jn zodat [b 1, ••• , bm] ~ 
lineair onafhankeli,jk stelsel is van V, dan is di t m-tupel 
ook een lineair onafhankeli,jk stelsel van W. 
Bewijs: Volgt direkt uit definitie II.2.18. Gana! D 
II.3.9 Qpmerking: 12. V een F-vectorruimte en is W een lineaire deelruimte 
van V, dan is 
Bewijs: Kies een lineair onafhankelijk stelsel [b 1, ••. , bm] uit V, zodat 
b 1, •.. , bm E Wen m maximaal is met deze eigenschap (cf. het bewijs van 
Il.3.7). In het bewijs van II.3.7 hebben we aangetoond dat dit stelsel de 
vectorruimte W voortbrengt. Volgens II.3.8 is dit stelsel bovendien een 
lineair onafhankelijk stelsel van W, en dus een basis van W. Dan is de 
dimensie van W gelijk aan m. Omdat [b 1, ••• , bm]. een lineair onafhankelijk 
stelsel van Vis, is volgens II.2.40 m kleiner dan of gelijk aan de dimensie 
van V, zodat de opmerking volgt. D 
II.3.10 Opmerking: Zij V een.F-vectorruimte en W een lineaire deelruimte 
van V. Als b 1, ••• , bm vectoren zi,jn uit Wen >.. 1, ••. , Am 
getallen uit F, dan is ook >.. 1b 1 + •.• + Ambm een vector 
van W. 
Bewijs: Ga na dat dit volgt door herhaald toepassen van de voorwaarden (i) 
en (ii) uit definitie II.3.1. D 
II.3.11 Opmerking: Is Veen F-vectorruimte en is W een lineaire deelruimte 
~ V zodat 
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dan is W V. 
Bewijs: Omdat W, als lineaire deelruimte van V, uiteraard een deelverzame-
ling is van V behoeven we alleen aan te tonen dat V c W, oftewel dat iedere 
vector v € V bevat is in W. Zij n de dimensie van Ven van W. Kies een basis 
[b 1, ••• , bn] van W. Dan is [b 1, ••. , bn] een lineair onafhankelijk stelsel 
van Wen volgens II.3.8 bijgevolg een lineair onafhankelijk stelsel van V, 
bestaande uit n vectoren. Volgens II.2.39 is [b 1 , ... , bn] dan een basis van 
V, zodat er voor iedere vector v € .V getallen A1, ••• , An uit F bestaan met 
v = A1b 1 + + Anbn. Volgens II.3.10 is dan iedere vector v uit V bevat in 
W, zodat V c W en dus V = W. D 
II.3.12 Opmerking: Is Veen F-vectorruimte van dimensie n en is W een line-
aire deelruimte van V van dimensie m, dan is elke basis 
[b 1, .•. , bm] J@!!. W met n - m vectoren am+i •· •. , an uit V 
uit te breiden tot een basis [b 1, ••• , bm• am+i•···• an] 
J@!!. y. 
Bewijs: De basis [b 1, ..• , bm] van W is, als lineair onafhankelijk stelsel 
van W, een lineair onafhankelijk stelsel van V (cf. II.3.8). Kies een basis 
[c 1, ••• , en] van V. Volgens II.2.32 kunnen we dan n - m vectoren 
c. , ••• , a 




uit [c 1, ••• , en] kiezen zodat [b 1, .•• , bm' am+i•···• an] een basis is van V. D 
II.3.13 Opmerking: Zij Veen F-vectorruimte en [b 1, .•• , bm] een m-tupel uit 
V. Zij W de verzameling van alle lineaire combinaties van 
[b 1 , ••• , bm]. Dan is W een lineaire deelruimte van V. 
Bewi,js: We verifieren voor W de voorwaarden (i), (ii), (iii) van definitie 
II.3.1. 
ad (i): We moeten aantonen dat voor ieder tweetal vectoren w1,w2 uit W de som 
w, + w2 in W bevat is. Dit wil zeggen, als w1 en w2 twee lineaire combinaties 
zijn van [b1 • •.. • bm] • dan is ook w1 + w2 een lineaire combinatie van 
[b 1 ••••• b ] . Welnu, als w1 = A1 b1 + ... + Ambm en w2 = µ 1b 1 + . .. + ]lmbm' m 
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dan is w1 + w2 = (A 1 + µ 1)b 1 + ... +(Am+ µm)bm' dus ook een lineaire combi-
natie van [b 1, •.. , bm]. 
ad (ii): Zij we: W, zeg: w = A1b 1 + ... + Ambm' en A e: lF. Dan is 
AW= A(A 1b 1 + ••• + Ambm) = (AA 1)b 1 + ••• + (AAm)bm' een lineaire combinatie 
van [b 1, ..• , bm]' en derhalve een element van W, 
II.3.14 Definitie: Is Veen F-vectorruimte en is [b 1, .•• , bm] een m-tupel 
uit V, dan heet de lineaire deelruimte W van alle line-
aire combinaties van [b 1 , •.. , bm] de lF-vectorruimte, 
opgespannen door [b 1, ••• , bm]' of: de lineaire deelruimte 
~ V, opgespannen door [b 1 •..• , bm]. 
II.3.15 Definitie: Is V eenF-vectorruimte en is [b 1, ••• , bm] een m-tupel 
uit V, dan heet de dimensie van de lineaire deelruimte 
van V die opgespannen wordt door [b 1, •.• , bm] de rang van 
[b 1,. .. , bm]. 
II.3.16 Opmerking: Is Veen JF-vectorruimte en is [b 1 , ••• , bm] een lineair 
onafhankelijk stelsel van V, dan is [b 1 , ... , bm] een basis 
van de lineaire deelruimte W van V die opgespannen wordt 
door [b 1, .. ., bm] en is m de rang van [b 1 , .. ., bm]. 
Bewijs: [b 1, ••• , bm] is een lineair onafhankelijk stelsel van W. Bovendien 
is - per definitie van W - elke vector w e: W een lineaire combinatie van 
[b 1, ..• , bm]' zodat dit m-tupel een basis is van W. Bijgevolg ism de dimen-
sie van Wen derhalve de rang van [b 1, ... , bm], D 
II.3.17 Propositie: Is V een1F-vectorruimte en is [b 1, •.• , bm] een m-tupel 
uit V van rang k, dan is k ~ m en er zi,jn k vectoren 
b. ,. • ., b. ui t di t m-tupel, zodat [b. ,. . ., b. ] een 11 1k 11 1k --
lineair onafhankeli,jk stelsel is van V, dat bovendien 
een basis is voor de lineaire deelruimte van V, ~­
spannen door [b 1, ••• , bm] · 
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Bewijs: Zij W de lineaire deelruimte van V, opgespannen door [b 1, ••• , bm]. 
Dan is k de dimensie van W. 
Is b 1 = •.• = bm = O, dan is W = {o} en k =Oen is de propositie tri-
viaal. Neem nu aan dater een i € {1, ..• , m} is met b. I 0. Dan bestaan er ]. 
lineair onafhankelijke stelsels van W (bijvoorbeeld: het 1-tupel [b.]). Kies ]. 
nu een maximaal getal 1 zodat er 1 vectoren b. , ••• ,b. uit [b 1, ••• , b] 
1 1 1 1 m 
bestaan zodat [b. , ••• , 
].1 
b. ] een lineair onafhankelijk stelsel van W is. Dan ].l 
is elke b. ( j 
J 
€ {1, ... , m}) een lineaire combinatie van dit 1-tupel: 
als b. in het 1-tupel 
J 
[b 1, ••. , bm] die niet 
voorkomt spreekt dit vanzelf. Zij nu b. een vector uit 
J 
in [b. , ••. ,b. ] voorkomt. Als b. geen lineaire com-
11 1 1 J 
binatie van dit 1-tupel was, dan zou [b. , .•. ,b. , b.] volgens II.3.6 een 
1 1 1 1 J 
uit 1 + 1 vectoren bestaand lineair onafhankelijk stelsel van W zijn, waar-
van alle elementen afkomstig zijn uit [b 1, ••. , bm] en dit is in tegenspraak 
met de maximaliteit van 1. Dus is elke b. een lineaire combinatie van 
J 
[b. ' ••• ' b. J. 
1 1 1 1 
Als w1 de lineaire deelruimte is van V die opgespannen wordt door het 
lineair onafhankelijke deelstelsel [b. , ••• ,b. ] van [b 1, .•. , b] dan is l.1 ~ m 
uiteraard w1 c W. Ook is W c w1, want elke vector w €Wiste schrijven in 
de vorm: w = A1b 1 + •.• + Ambm. Omdat w1 een lineaire deelruimte van Vis 
en, volgens het voorgaande, b 1, ••. , bm € w1, is ook w € w1 (cf. II.3.10). 
We hebben nu gezien dat W = W 1• Dus is de basis [b. , .•. , b. ] van W 1 
• . • 
1 1 1 1 
een basis van W, zodat 1 de dimensie van W is: 1 = k. 
Bovendien volgt uit de constructie van 1 in het bewijs direkt dat 1 s m, 
dus k s m. O 
II.3.18 Gevolg: Is V een lF-vectorruimte en is [b 1, •.. , bm] een m-tupel uit 
V van rang m, dan is [b 1, ••• , bm] een lineair onafhankeli,jk 
stelsel van V. 
Bewi,js: Ga na! 0 
II.3.19 Gevolg: ~ V eenlF-vectorruimte van dimensie n en is het n-tupel 
[b 1, .•. , bn] een stelsel voortbrengenden van V, dan is dit 
n-tupel een basis van V. 
BewiJs: De lineaire deelruimte, opgespannen door [b 1, ••• , bn], van Vis de 
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verzameling van alle lineaire combinaties van [b 1, ... , bn]. Omdat dit n-tupel 
een stelsel voortbrengenden is van V,is elk.e vector van Veen lineaire com-
binatie van [b 1 , ... , bn]. Dus de lineaire deelruimte van V, opgespannen door 
[b1, •.• , bn]' is V zelf. Dus is de rang van [b 1, ••• , bn] gelijk aan de 
dimensie n van V. II.3.19 volgt nu direkt uit II.3.18. D 
II.3.20 Qpmerking: Is V eenlF-vectorruimte en is [b 1 , .•. , bm] een m-tupel 
ui t V, terwi,jl [bcr( 1), ••• , bcr(m)] het m-tupel is, verkre-
gen ui t [b 1 , ..• , bm] door toepassing van een m-permutatie 
a, dan hebben beide m-tupels dezelfde rang. 
Bewijs: Laat w1 (resp. w2 ) de lineaire deelruimte van V zijn, opgespannen 
door [b1, ••• , bm] (resp. [bcr(l)''''' bcr(m)J). Het is uiteraard voldoende 
als we bewijzen dat w1 = w2 • Welnu, [b 1, .•• , bm] is een stelsel voort-
brengenden van w1• Volgens II.2.9 is dan ook [bcr(l)''''' bcr(m)] een stel-
sel voortbrengenden van w1• Dus is elke vector uit w1 een lineaire combi-
natie van dit laatste m-tupel, en is derhalve bevat in w2 • Dus, 
w1 c w2 • 
Is cr-1 de inverse m-permutatie van cr, dan ontstaat [b 1, ••• , bm] uit 
[bcr(l)'''', bcr(m)] door toepassing van cr- 1 (ga na!). Dus is, omdat 
[bcr(l)''''' bcr(m)] een stelsel voortbrengenden is van w2 , volgens II.2.9 
ook [b 1, .•• , bm] een stelsel voortbrengenden van w2 . Iedere vector uit w2 is 
dus een lineaire combinatie van [b 1, •.• , bm] en derhalve bevat in w1• Dus 
ook, w2 c w1• 
Hiermee hebben we bewezen dat w1 = w2 • D 
II.3.21 In de voorgaande opmerking hebben we dus bewezen dat de rang van 
een m-tupel [b 1, ••• , bm] uit een lF-vectorruimte V niet afhangt van de volg-
orde waarin de vectoren b 1, •.• , bm in dat m-tupel voorkomen. 
II.3.22 Terminologie: Als Veen lF-vectorruimte is en [b 1, ... , bm] en 
[b;, ••. , b~] zijn twee m-tupels uit V, zodat voor twee 
verschillende indices i,j E {1, ••• , m} geldt: 
{ bk = bk als k E { 1 , ••• , m} en k I j , 
b ! b I + Ab. (A E lF) ' J J J. 
dan zeggen we dat [bi,. . ., b~] uit [b 1 , .. ., bm] ver-
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. .de , .. kregen is door de i vector I\ keer op te tellen bJ.J de 
.de 
J ~· 
II.3.23 Opmerking: ~Veen JF-vectorruimte en is [b 1, .•. , bm] een m-tupel 
uit V, terwi,jl [b;, ... , b~] het m-tupel is uit V, verkre-
gen door de i de vector ui t [b 1 , ••• , bm] A keer op te tellen 
bi,J de jde vector ( i I j, A E IF), dan hebben beide m-
tupels dezelfde rang. 
Bewijs: Zij W (resp. W') de lineaire deelruimte van V, opgespannen door 
[b 1 , ••• , bm] (resp. [b;, ••• , b~)). Het is uiteraard voldoende om te laten 
zien dat W = W 1 • 
Als k E { 1, ••• , m} en k I j dan is bk = bk zodat bk E W. Ook is 
b! =b.+ Ab., een lineaire combinatie van de vectoren b. en b. uit W, zodat J J J. J. J 
volgens II.3.10 ook b! E W. Dus zijn al de vectoren b11 , ••• , b' bevat in W. J m 
Nu is elke vector van W' een lineaire combinatie van [bi•···, b~], dus -
weer volgens II. 3.10 - ook bevat in W. Hiermee is bewezen dat W' c W. 
Als k E { 1, ... , m} en k I j dan is bk = bk E W'. Ook is 
b.= (b.+ Ab.) - Ab. = b! - Ab! zodat ook b. - zijnde een lineaire combina-J J J. J. J J. J 
tie van vectoren b! en b! uit W' - bevat is in W'. Alle vectoren b 1 , ••• , b J i m 
zijn dus bevat in Wen daarmee (cf. II.3.10) ook alle lineaire combinaties 
van [b 1, ••• , bm]. Dus is W c W'. 
Samenvattend: W = W', zodat de opmerking volgt. D 
II.3.24 Opmerking: ~Veen JF-vectorruimte en is [b 1, ••. , bm] een m-tupel 
uit V zodat voor zekere i c:{1, ••• , m} geldt: bi= O, dan 
is de rang van [b 1 , ••• , bm] gelijk aan de rang van 
[b 1, ••• , bi, ... , bm]. 
Bewijs: Ga na! 0 
II.3.25 Opmerking: ~Veen JF-vectorruimte en is [b 1, ••. , bm] een m-tupel 
uit V, dan is, als [bi•···, b~] het m-tupel is, 
door in [b 1 , ••• , bm] voor zekere i c: {1, ••• , m} 
vervangen door )..b. (>.. E lF, A I O), de rang van J. 
verk.regen 
b. te J. 
[b 1 , •..• , bm] geli,ik aan de rang van [b 1 • ... , b~]. 
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Bewijs: Zij W (resp. W') de lineaire deelruimte van V, opgespannen door 
[b 1, ••• , bm] (resp. [b,, ••• , b~J). Bewijs zelf, op een manier analoog aan de 
methode van het bewijs van II.3.23, dat W = W', waaruit de opmerking volgt. D 
II. 3. 26 Gevolg: k V een lF-vectorruimte en is [b 1, ..• , bm] een m-tupel ui t V 
en is voor zekere i E {1, •.. , m} b. een lineaire combinatie ]. 
van het (m - 1)-tupel [b 1, •.• , b., ... , b ], dan is de rang i m 
van di t (m - 1 )-tupel geli,jk aan de rang van [b 1, •.• , bm]. 
Bewijs: Oma.at volgens II.3.21 de volgorde van de vectoren in [b 1, ••• , bm] 
de rang van dit m-tupel niet beinvloedt,mogen we aannemen dat i = m. Dan is 
bm een lineaire combinatie van [b 1 , ••• , bm_ 1], zeg: 
(A.1 '• • •' Am-1 E lF) 
en we moeten bewijzen dat [b 1, ••• , bm] en [b1, ••. , bm_1J dezelfde rang 
hebben. Tel hiertoe eerst in [b1, .•• , bm] de eerste vector -A 1 keer op bij 
de m-de vector. We krijgen het m-tupel [b 1, ... , bm-l' bm-A 1b 1J. Tel in 
dit m-tupel de tweede vector -A2 keer op bij de m-de vector. We krijgen: 
[b 1, ••• , bm_1, bm-A 1b1-A2b2J. Enz., enz. Zo doorgaande vinden we na (m - 1) 
keer het m-tupel 
-A. 1b 1 J' m- m-
dat volgens II.3.23 nog steeds dezelfde rang heeft als [b 1, .•. , bm]. 
Wegens (*)is bm - A. 1b 1 - A.2b2 - ..• - A.m_ 1bm_ 1 = O, zodat het m-tupel 
[b1,. • ., bm-1' O] 
dezelfde rang heeft als [b 1, ••• , bm]. Dus heeft volgens II.3.24 het (m - 1)-
tupel [b 1, ..• , bm_ 1J dezelfde rang als [b 1, .•• , bm]' zodat de opmerking 
bewezen is. D 
Tot slot van deze paragraaf geven we enige voorbeelden. 
II.3.27 Voorbeeld: Beschouw de 2-dimensionale reele vectorruimte E2 . Kies een 






Zij 1 de rechte door 0 en P. Dan zijn de punten van 1 de punten van de vorm 
AP met A EE. De punten van deze rechte 1 vormen een lineaire deelruimte van 
E2 , want: 
(i) Als Q1,Q2 E 1, zeg: Q1 = A1P en Q2 = A2P, dan is Q1 + Q2 = A1P + A2P = 
= (A 1 + A2 )P eveneens een punt van 1. 
(ii) Is Q E 1 met Q = AP en isµ EE, dan is wegens µQ µ(AP) (µA)P ook 
µQ € 1. 
(iii) Wegens 0 E 1 is 1 ;f ~. 
Hiermee zijn de voorwaarden uit definitie II.3.1 voor 1 geverifieerd, zodat 
1 een lineaire deelruimte is van lE2 . 
Omdat we P willekeurig (;f 0) hebben gekozen, zien we hiermee dat elke 
rechte door 0 een lineaire deelruimte van E2 is. Uiteraard zijn {O} en E2 
























Ism een rechte inlE2 die niet door 0 gaat, dan ism geen lineaire deel-
ruimte van E 2 omdat volgens II.3.4 de nul-vector 0 van 1E2 in elke lineaire 
deelruimte vanlE2 bevat moet zijn, en 0 ~ m. 
We zullen, om dit voorbeeld af te ronden, aantonen dat de lineaire deel-
ruimten van E 2 ziJn: 
(a) lE2 zelf; (b) de rechten door O; (c) de eenpuntsverzameling {O}. 
We hebben al aangetoond dat al deze deelverzamelingen lineaire deel-
ruimten zijn vanlE2 (de gevallen (a) en (c) zijn triviaal). We moeten der-
halve alleen nog bewijzen dat elke lineaire deelruimte w van lE2 van een der 
typen (a) , ( b) of ( c ) is . 
Zij W een willekeurige lineaire deelruimte van JE2 . Als W = {O} zijn we 
klaar: Als WI {O} dan kunnen we een punt P uit W kiezen met PI O. Volgens 
II.3.1 (ii) is dan met P ook elk punt AP (A E lR) bevat in W, zodat de rechte 
m door 0 en P een deelverzameling is van W. Is W = m, dan behoort W tot de 
lineaire deelverzamelingen van type (b) van:JE2 • Is W j m, dan bestaat er 
een punt Q ~ m dat tot W behoort. In dit geval is W =lE2 • Om dit laatste te 
bewijzen moeten we laten zien dat ieder willekeurig gekozen punt X uit 1E2 








Kies een willekeurig punt X E E 2 . Zij n de rechte door 0 en Q (.dan is 
n niet evenwijdig aan m). Trek door X rechten m' en n', evenwijdig aan m, 
resp. n. Dan hebben men n' (resp. m' en n) een snijpunt x1 (resp. x2). x2 
ligt op n, dus x2 = µQ voor zekere µ E It. Evenzo is er, omdat x1 E m, een 
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reeer getal A. zodat x1 = A.P. Omdat ox2xx1 een parallellogram is, is 
X = x1 + x2 = µQ + A.P. Omdat Pen Q vectoren uit W zijn is volgens II.3.10 
ook elke lineaire combinatie van [Q,P] in W bevat, zodat X E W (vgl. II.2.14). 
Hiermee hebben we alle lineaire deelruimten van E2 bepaald. 
II.3.28 Voorbeeld: Beschouw de reele vectorruimte JR 3 en daarin het 4-tupel 
[a,b,c,d], waarbij: 
·{) 
We willen de rang van [a,b,c,d] bepalen. 
Merk allereerst op dat, als W de lineaire deelruimte is vanR3 die door 
dit 4-tupel wordt opgespannen, wegens II.3,9 geldt: 
(cf. II.2.38). Dus is de rang van [a,b,c,d] hoogstens 3. Uit II.3.16 volgt 
hiermee, dat [a,b,c,d] een lineair afhankelijk stelsel is. 
Nu geldt, zoals men gemakkelijk narekent: 
c = 3a + 2b. 
Dus is c een lineaire combinatie van [a~b,d] zodat volgens II.3.26 de rang 
van [a,b,d] gelijk is aan de rang van [a,b,c,d]. Vervolgens is 
d a - b, 
een lineaire combinatie van [a,b]. Dus is - weer volgens II.3.26 - de rang 
van [a,b,d] (en daarmee de rang van [a,b,c,d]) gelijk aan de rang van [a,b]. 
Stel nu dat 




r,. µ 0 A. - µ 0 
2µ = 0. 
Uit de derde vergelijking volgt: µ = O, zodat met de tweede vergelijking gevon-
den wordt: A. = µ = 0 als enige mogelijkheid. Dus is het 2-tupel [a,b] een 
lineair onafhankelijk stelsel van B3. Volgens ll.3.16 is dan de rang van 
[a,b] (en daarmee de rang van [a,b,c,d]) gelijk aan 2. 
ll.3.29 Voorbeeld: Beschouw nu de 3-dimensionale euclidische ruimte en kies 











De oorsprong geven we aan met 0. Als Peen punt uit deze ruimte is, dan 
kunnen we aan p toevoegen de reele (3 x 1)-matrix 
+ p = (~) 
gevormd door de x-, y- en z-coordinaat xp, Yp• resp. zp van het punt P. 
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Analoog aan het geval van het euclidische platte vlak definieren we een op-
telling en een reele scalaire vermenigvuldiging op de punten van de 3-dimen-
sionale euclidische ruimte (met vast gekozen cartesisch assenstelsel): 
als P en Q twee willekeurige punten zijn, gegeven door de corresponderende 
matrices 
.... p (~) 
en A is een reeel getal, dan is P + Q per definitie het punt R, correspon-
derend met de matrix 
.... R = 
en AP is het punt S met bijbehorende matrix 
De lezer ga na dat zo een reele vectorruimte is verkregen die we voortaan 
aan zullen duiden met het symbool E3 . 






Voor een willekeurig gekozen punt P E E 3 , corresponderend met 
-+ p = (~) 
geldt dan, wegens 
p = (~) = (~) + (~,) + (~) 
dat 
p 
Dus elk punt P E lE3 is een lineaire combinatie van het 3-tupel 
[E1,E2 ,E3J uitlE3 • Dit 3-tupel is derhalve een stelsel voortbrengenden van 
lE3 . De lezer ga vervolgens zelf na dat [E 1,E2 ,E3J ook een lineair onafhanke-







Kies nu een willekeurig punt P E JE3 met P I 0. Zij 1 de rechte door 0 
en P. Dan is 1 de verzameling van alle punten AP (A E JR). 1 is een lineaire 
deelruimte van E3 . Dus elke rechte door 0 is een lineaire deelruimte van JE 3 . 
Kies naast P vervolgens een punt Q E JE 3 , zodat Q ~ 1. Zij m de rechte 
door 0 en Q. De twee verschillende rechten 1 en m door 0 bepalen het vlak a 
door O, P en Q. Dit vlak a is de verzameling van alle punten AP + µQ 
(A,µ E JR). Met andere woorden, a is de verzameling van alle lineaire combi-
naties van het 2-tupel [P,Q] uit JE 3• Bijgevolg is ook a een lineaire deel-
ruimte van E 3• Dus ook alle vlakken door 0 zijn lineaire deelruimten van JE3 . 
Zij nu W een lineaire deelruimte van JE3 • Dan is volgens II.3.9 de 
dimensie van W hooguit 3 (=de dimensie vanJE3). 
(i) Stel: de dimensie van W is O. Dan is W = {O}, dus W is in dit geval de 
lineaire deelruimte van JE3 met als enige vector de oorsprong. 
(ii) Stel: de dimensie van W is 1. Kies een punt PEW zodat P, O. Dan is 
[P] een lineair onafhankelijk stelsel van W. Volgens II.2.39 is [P] 
dan een basis, en in het bijzonder een stelsel voortbrengenden van W. 
Dat wil zeggen dat iedere vector Q E W te schrijven is als: 
Q = :>.P ( :>. E lR). Dus ieder punt van W ligt op de rechte 1 door O en P. 
Is, omgekeerd, Q' een punt van 1, dan is er een reeel getal :>.' met 
Q' = :>.'P. Omdat PEW, is dan volgens II.3.1 (ii) ook Q' =:>.'PEW, 
zodat ieder punt van 1 bevat is in W. Dus is W = 1, een rechte door O. 
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(iii)"stel: de dimensie van W is 2. Kies een basis [P,Q] van W. Dit is een 
lineair onafhankelijk stelsel, zodat P # 0 # Q (cf. II.2.21). Zij 1 
de rechte door O en P. Dan is Q ( 1, omdat als Q E 1, er een reeel 
getal µ E :R zou bestaan met Q µP, in tegenspraak met de lineaire 
onafhankelijkheid van [P,Q] Zij a het vlak door O, P en Q. (Omdat 
Q ( 1 is a eenduidig bepaald!) Elk punt REW is een lineaire combi-
natie van de basis [P,Q] van W, en dus bevat in a. Omgekeerd, als 
R' Ea, dan is R' een lineaire combinatie van [P,Q] zodat, omdat 
P,Q E W, volgens II.3.10 R' een punt van W is. Hiermee is bewezen 
dat W =a, een vlak door O. 
(iv) Stel: de dimensie van W is 3, Dan zijn de dimensies van W enlE3 gelijk, 
zodat volgens II.3.11 geldt: W =JE3 . 
Samenvattend kunnen we dus o~erken dat er vier typen lineaire deel-
ruimten van JE 3 zijn: {O}; de rechten door O; de vlakken door O; JE 3 zelf. 
* * * 
§II.4. Lineaire afbeeldingen 
II.4.1 Definitie: Zijn Ven W twee JF-vectorruimten, dan heet een afbeelding 
<P v + w 
een lF-lineaire afbeelding van V naar W als voldaan is aan 
de volgende twee voorwaarden: 
(i) Voor elk tweetal v 1 ,v2 E V geldt: 
cjl(v1 + v2) = cjl(v 1) + cjl(v2 ). 
(ii) Voor elke v E V en elke A E lF geldt: 
cjl(h) = A•cjl(v). 
II.4.2. Voorbeeld: Beschouw de afbeelding 
die aan elke vector 
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toevoegt het beeld 
We gaan na dat ~ een lR-lineaire afbeelding is van:R3 naar JR.2 . Hiertoe contro-
leren we de voorwaarden (i) en (ii) van II.4.1: 
ad ( i) : Kies twee willekeurig gekozen vectoren 
Dan geldt: 
= r:;J . (:;J = \::). {::). 
zodat aan voorwaarde (i) voldaan is. 
ad (ii): Zij A een willekeurig reeel getal en 
Dan geldt voorwaarde (ii) ook: 
Dus voldoet ~ aan alle voorwaarden uit II.4.1. 
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II.4.3 Voorbeeld: Beschouw de afbeelding 
die aan elke vector 
toevoegt het beeld 
Ook hier controleren we de voorwaarden (i) en (ii) van II.4.1: 
ad (i): 
ad (ii): Als A€ R, dan is: 
We zien dus weer dat aan de voorwaarden van definitie II.4.1 is voldaan, 







I <!>( P) x 
I 
6Q 
Beschouw de afbeelding 
die aan elk punt PE JE2 toevoegt de projectie van Pop de x-as: <j>(P). 
Dat wil zeggen: als P als corresponderende matrix hee~ 
p = (~)' 
dan is het beeld <!>(P) van P onder <!> gegeven door de matrix 
~ = (;). 
De lezer controlere dat <!> een lR-lineaire afbeelding is van lE2 naar JE2 • 
II.4.5 Voorbeeld: Beschouw de afbeelding 
die aan elk punt P, met corresponderende matrix 
p = (~) 
toevoegt het beeld <!>(P), gegeven door de matrix 
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+ (~ cos8 - Yp sin8) ~(P) = ~ sin8 + Yp cos8 • 
Dat wil zeggen: ~ is de afbeelding die aan een punt P uit E2 toevoegt het 
beeld ~(P) dat we verkrijgen door P te roteren om de oorsprong 0 over een 







Ook ~eze afbeelding is R-lineair, zoals direkt te controleren is. 
II.4.6 Opmerking: Zijn V ~ W twee lF-vectorruimten en is ~ 
lineaire afbeelding, dan is ~(O) = O. 
Bewijs: Kies een vector v e: V. Dan geldt: 
~(O} ~(O•v) o. 0 
V + W een lF-
II.4.7 Opmerking: Is Veen lF-vectorruimte, dan is de identieke afbeelding 
idy : v + v 
van V lF-lineair. 
Bewijs: Ga na! 0 
II. 4. 8 Opmerking: Zi,jn U, V, W drie F-vectorruimten en zi,jn 
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<I> : u + v 1jJ : v + w 
twee lF-lineaire afbeeldingen, dan is hun samenstelling 
1jJ 0 <I> : u + w 
ook eenlF-lineaire afbeelding. 
Bewijs: We controleren voor de afbeelding 1jJ o <jl de voorwaarden (i) en (ii) 
van II.4.1: 
.!!:!lil: Kies u1,u2 € U en noteer: v 1 = <j>(u1), v2 = <j>(u2 ). Omdat <jl en 1jJ 
F-lineair zijn, ge1dt: 1jl(v1) + 1jl(v2 ) = 1jl(v1 + v2) en <jl(u1 + u2) 
= <j>(u 1) + <j>(u2 ). Derhalve: 
ad (ii): Kies A€ lF en u € U en zij v = <j>(u). Omdat <jl(Au) = A•<jl(u) en 
ijl(Av) = A0 1jl(v), hebben we 
1jJ o <jl(Au) = ijl(<jl(Au)) = ijl(A•<jl(u)) = ijl(A•v) = A0 1jl(v) = 
= A"ijl(<jl(u)) = ;\•ijl o <j>(u), 
zodat de opmerking bewezen is. D 
Ga na dat iets algemener geldt: 
II.4.9 Opmerking: Als v0 ,v1, ... ,Vm (m+1)JF-vectorruimten zi,jn, en 




II.4.10 Term.inologie: Een isomorphisme $ : V + W van een·F-vectorruimte V 
naar een F-vectorruimte W dat tevens een lF-lineaire 
af'beelding is, heet een F-lineair isomorphisme. 
Een endomorphisme ~: V + V van eenlF-vectorruimte V 
dat tevens een lF-lineaire af'beelding is, heet een lF-
lineair endomorphisme. 
Analoog definieert menlF-lineaire automorphismen van V. 
II. 4. 11 Opmerking: Zi.in V .fil!. W twee lF-vectorruimten en is $ : V + W ~ 
lF-lineair isomorphisme, dan is ook de inverse af'beelding 
,..-1 "' ' ' ' ' ~ : W + V ~ ~ een F-lineair isomorphisme. 
Bewijs: Volgens I.1.38 is $-1 : W +Veen isomorphisme. We behoeven dus 
slechts te bewijzen dat $-1 een lF-lineaire af'beelding is. 
Als w een element van W is, dan volgt ui t I. 1 • 35 dat $ -\ w) = v dan 
en slechts dan als $(v) = w. 
We controleren weer de voorwaarden (i) en (ii) van II.4.1: 
-1 -1( ) -1( ~: Kies w1,w2 € W. Noteer: $ (w1) = v1, $ w2 = v2 , $ w1 + w2 ) = v. 
We moeten dan laten zien dat v 1 + v2 =vis. Er geldt: $(v1) = w1, $(v2 ) = w2 , 
$(v) = w1 + w2• Omdat $lF-lineair is geldt ook: $(v1) + $(v2 ) = $(v1 + v2 ), 
zodat: 
Nu is $ een isomorphisme, dus injectief, terwijl de elementen v en v 1 + v2 
van V door $ worden afgebeeld op hetzelfde element $(v) = $(v1 + v2 ) van W. 
Dus zijn deze elementen v en v 1 + v2 gelijk. 
ad (ii): Kies A€ lF en w €Wen not.eer: $- 1(w) = v', $- 1(Aw) = v". We moeten 
lateµ zien dat v" = AV 1 • Welnu: $(v') = w en $(v") = Aw, terwijl wegens de 
lF-lineariteit van$ geldt: $(Av') = A$(v'). Derhalve: 
$(h') = A$(v') AW= $(v"). 
Wegens de injectiviteit van ~ volgt hieruit: AV' 
bewijzen. 
Hiermee is de opmerking geverifieerd. D 
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v", hetgeen we moesten 
II.4.12 Terminologie: Als Ven W twee JF-vectorruimten zi~n, en~ : V + W is 
eenlF-lineaire afbeelding, terwijl [b 1, ••• , bm] een 
m-tupel is uit V, dan heet het m-tupel 
[~(b 1 ), ••. , ~(bm)J uit Whet beeld van [b 1, ..• , bm] 
onder ~. 
II.4.13 Lemma: Is Veen JF-vectorruimte en is [a1, •.• , an] een basis van V, 
dan is er voor iedere vector v € v precies een n-tupel 
[A 1,. • ., >..n] uit lF zodat v = A1a 1 + ... + A.nan. 
Bewijs: Omdat [a1, ••• , an] als basis een stelsel voortbrengenden is van V, 
zijn er bij iedere vector v € V getallen A1, .•• , >..n € lF te vinden zodat 
v = A1a1 + ••• +A.nan. Dus bestaat er bij iedere vector v E V minstens een 
n-tupel [>.. 1 , .•• , An] uit lF zodat v = >.. 1a 1 + ..• +A.nan. 
Als nu [A 1, •.• , An] en [µ 1, •.• , µn] twee n-tupels uit lF zijn, zodat 
voor zekere v € V geldt: A1a 1 + .•• +A.nan= v = µ 1a 1 + .•• +µnan' dan 
moeten we nog aantonen dat beide n-tupels uit lF gelijk zijn. Welnu, omdat 
geldt: 
0 ( 1..,a, + . . . + >.. a ) 
- (µ1a1 + ... + µ a ) = n n n n 
( 1.., - µ1)a1 + ... + (>.. µ )a n n n 
en [a1, ••. , a ] een lineair onafhankeli jk stelsel is, volgt: n 
0 
zodat [A1, .•• , >..nJ = [µ 1, ••• , µn]. Dus geldt het lemma.o 
II.4.14 Propositie: Zi,jn Ven W tweelF-vectorruimten .en is [a1, .•• , an]~ 
basis van V, terwijl [w1, •.• , wn] een n-tupel is uit W, 
dan is er precies een lF-lineaire afbeelding ~ : v + w, 
met de eigenschap dat [w1, ••• , wn] het beeld onder ~is 
van [a1,. .. , an]. 
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Bewijs.: We construeren eerst een afbeelding ~ : V + W, zodat ~(a.)= w. 
1 1 (i = 1, ••• , n) en bewijzen vervolgens dat ~ JF-lineair is. Daarna laten we 
zien dat als ~ nog eenJF-lineaire afbeelding van V naar W is zodat 
~(a.)= w. (i = 1, ... , n), noodzakelijkerwijs geldt: ~ = ~. 1 1 
Om een afbeelding ~ van V naar W te construeren, moeten we voor iedere 
vector v E V aangeven welke vector uit Whet beeld ender ~ van v is. Kies 
hiertoe een willekeurige vector v E V. Omdat [a1, ••. , an] een basis is van V, 
is er precies een n-tupel [A 1, ••. , An] uit JF, zodat v = A1a 1 + •.• + Anan. 
Definieer nu: 
Omdat a.= o. 1a 1 + .•• + o. a met o.k = o als i I ken o .. i i in n i ii 1, volgt direkt: ~(a.)= w. (i = 1, ••• , n). 1 1 
Nu laten we zien dat ~JF-lineair is. We verifieren hiertoe de voorwaar-
den (i) en (ii) van II.4.1: 
~: Als v 1 en v2 vectoren in V zijn met: 
dan is 
zodat geldt: 
ad (ii): Is bovendien v E JF, dan is 
zodat: 
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Hiermee is bewezen dat ~ JF-lineair is. 
Stel nu dat ~ : V + W en W : V + W twee JF-lineaire afbeeldingen zijn, 
zodat ~(a.)= w. = w(a.) (i = 1, ••• , n). We moeten dan aantonen dat ~ = W, 1 1 1 
oftewel dat VOOr een willekeurig gekozen Vector VE V geldt: ~(v} = W(v). 
Welnu, als v E V, dan zijn er getallen A1, ••• , An E lF met 
v = A1a 1 + ... + Anan. Wegens de lF-lineariteit van~ en W geldt dan: 
~(v) + •.. 
Hiermee is de propositie bewezen. D 
+ ••• +~(A a) 
n n 
+ w(A a ) 
n n 
II.4.15 Qpmerking: De voorgaande propositie leert dat, als Ven W lF-vector-
ruimten zi,jn en [a1, •.. , an] is een basis van V, een 
JF-lineaire afbeelding ~ : V + W volledig bepaald is door 
het n-tupel [~(a 1 ), ... , ~(an)] uit W. 
II.4.16 Voorbeeld: Kies in JE2 de vectoren E1 en E2 , gegeven door de matrices 
Dan is het 2-tupel [E 1,E2J een basis voor JE2 . Volgens II.4.15 kunnen we een 
R-lineaire afbeelding 
definieren door aan te geven welk punt ~(E 1 ) is en welk punt ~(E2 ) is. 
Kies bijvoorbeeld ~(E 1 ) = F1, ~(E2 ) = F2 , waarbij F1 en F2 gegeven zijn 
door de matrices 
+ 
resp. F2 (-2\ 1 }" 
We bepalen nu voor de vector P E JE2 , gegeven door de matrix 
148 
het beeld ~(P) E JE2 . 
Wegens 
geldt 















II.4.17 Voorbeeld: Beschouw inlR3 het 3-tupel [a1,a2 ,a3J met: 
•1 = (~) 
De lezer controlere zelf dat [a1,a2 ,a3J een lineair onafhankelijk stelsel is 
van JR 3 , en, omdat de dimensie van IR 3 3 is, volgens II.2. 39, een basis van JR3 • 
Beschouw nu de JR-lineaire afbeelding ~ : JR 3 + IR;, gegeven door 
~(a 1 ) = b 1, ~(a2 ) = b2 , ~(a3 ) = b 3 , met: 
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b1 = (1,0,1,0,-1) ; b2 = (1,1,2,1,1) ; b3 (2,0,1,0,3). 
* We bepalen nu het beeld ~(c) E B5 van de vector 
Wegens c 2a1 - 3a2 + a3 , zoals de lezer gemakkelijk narekent, is 
2(1,0,1,0,-1) - 3(1,1,2,1,1) + (2,0,1,0,3) ( 1,-3,-3,-3,-2). 
II.4.18 Opmerking: Zijn V ~ W twee F-vectorruimten en is~ : V + W een 
F-lineaire afbeelding, terwi,jl [b 1 , ••. , bm] een m-tupel 
is uit V, dan is, als het beeld [~(b 1 ), .. ., ~(bm)J onder 
~ van [b 1, ..• , bm] een lineair onafhankeli,jk stelsel is 
van W, ook [b 1, .•• , bm] een lineair onafhankelijk stelsel 
van V. 
Bewijs: Kies getallen A1, •.• , Am uit F zodat A1b 1 + ..• + Ambm 0. Dan is 
(cf. II.4.6): 
Omdat [~(b 1 ), •.• , ~(bm)J een lineair onafhankelijk stelsel is van W, volgt 
hieruit: A1 = •.• =Am O. Hiermee is bewezen dat [b 1, ... , bm] een lineair 
onafhankelijk stelsel is van V. D 
II.4.19 Opmerking: Zijn Ven W twee F-vectorruimten en is~: V + W een 
F-lineaire afbeelding, dan is Im(~) (cf. I.1.18) ~ 
lineaire deelruimte van W. 
Bewijs: We verifieren de voorwaarden (i), (ii) en (iii) van II.3.1: 
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ad (i): Als w1,w2 twee vectoren zijn uit Im($), dan zijn er vectoren 
v1,v2 E V, zodat w1 = $(v1) en w2 = $(v2). Omdat $ F-lineair is, volgt: 
w1 + w2 = $(v1 ) + $(v2) = $(v1 + v2), zodat w1 + w2 , zijnde het beeld van 
de vector v 1 + v2 E V, ook in Im($) bevat is. 
ad (ii): Als w E Im($) en A E lF, dan is er een vector v E V met $(v) = w. 
Dan is AW= A$(v) = $(Av) het beeld van de vector AVE V, zodat AWE Im($). 
ad (iii): Im($)# 0, want 0 = $(0), dus 0 E Im($). D 
II.4.20 Qpmerking: Zijn V ~ W twee lF-vectorruimten en is $ : V + W ~ 
lF-lineaire afbeelding, terwi,jl [b 1 , .•• , bm] een stelsel 
voortbrengenden is van V, dan is [$(b 1), ••. , $(bn)J ~ 
stelsel voortbrengenden van Im($). 
Bewi,js: Kies een willekeurige vector w E Im($). Dan is er een vector v E V, 
zodat $(v) = w. Omdat [b 1, ••• , bm] een stelsel voortbrengenden is van V, zijn 
er getallen A1, ..• , Am E _F met v = A1b 1 + ••. + Ambm. Dan volgt: 
zodat w een lineaire combinatie is van [$(b 1), ... , $(bm)J. 
We zien dat iedere vector w E Im($) een lineaire combinatie is van 
[$(b 1), ••. , $(bm)J, hetgeen de opmerking bewijst. D 
II.4.21 Definitie: Zijn Ven W tweelF-vectorruimten en is$: V + W een 
lF-lineaire afbeelding, dan heet de deelverzameling 
Ker($) = {v I v E V en $(v) = O} 
van V de kern van de afbeelding ~· 
II.4.22 Qpmerking: Zijn V en W twee lF-vectorruimten en is $ : V + W ~ 
lF-lineaire afbeelding, dan is Ker($) een lineaire deel-
ruimte van V. 
Bewijs: We controleren de voorwaarden (i), (ii) en (iii) van II.3.1: 
~: Als v1 en v2 twee vectoren uit Ker($) zijn, dan is $(v 1) = 0 = $(v2 ), 
zodat wegens $(v1 + v2 ) = $(v1) + $(v2) = 0 + 0 = 0 ook v1 + v2 E Ker($). 
ad (ii): Als v E Ker($) en A E lF, dan is $(Av) = A$(v) = A'0 = O,zodat ook 
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A v e: Ker ( <P) . 
ad (iii): Wegens 0 e: Ven <j>(O) 0 is 0 e: Ker(<j>), zodat Ker(<j>) I 0. 0 
II.4.23 Qpmerking: Zijn V en W twee .IF'-vectorruimten, dan geldt voor iedere 
.IF'-lineaire afbeelding <P : V + W: <P is in,jectief dan en 
slechts dan als Ker(<j>) = {o}. 
Bewijs: Veronderstel eerst dat <P injectief is. Als v e: Ker(<j>), dan is 
<j>(v) = 0 = <j>(O), zodat de vectoren v en 0 van V hetzelfde beeld hebben onder 
<j>. Omdat <P injectief is,moeten deze vectoren dan gelijk zijn: v = 0. Dus is 
0 de enige vector uit Ker(<P), zodat Ker(<j>) = {O}. 
Veronderstel nu dat Ker(<j>) = {O}. Om te bewijzen dat <P injectief is, 
moeten we laten zien dat voor ieder tweetal vectoren v 1 ,v2 E V met <j>(v1 ) = 
= <j>(v2) geldt: v 1 = v2 • Welnu, kies een willekeurig tweetal v 1 ,v2 E Ven 
veronderstel: <P(v 1 ) = <j>(v2 ). Dan is <j>(v1 - v2 ) = <j>(v1 ) - <j>(v2 ) = O, zodat 
v 1 - v2 E Ker(<j>). Omdat Ker(<j>) = {O}, moet gelden: v 1 - v2 = O,oftewel: 
v 1 = v 2 • 
Hiermee is de opmerking bewezen. D 
II.4.24 Stelling: Zijn Ven W twee .IF'-vectorruimten en is <P : V + W ~ 
.IF'-lineaire afbeelding van V naar W, dan is 
Bewijs: Noteer: 
Kies een basis [k1, .•. , km] van Ker(<j>). Volgens II.2.32 kunnen we n - m 
vectoren a 1 , ••• , a uit V kiezen, zodat het n-tupel n-m 
[k 1 , ••• , ~· a1 , ••• , an-m] een basis is van V. Volgens II.4.20 is dan 
[O,. .. , O, <j>(a 1), ••• , <j>(a )J = n-m 
= [<j>(k 1), ••• , <j>(k ), <j>(a 1), ..• , <j>(a )] m n-m 
een stelsel voortbrengenden van Im(<j>). Maar dan is ook [<j>(a1), .•• , <j>(an-m)J 
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een stelsel voortbrengenden van Im(~) (ga na?). Kies nu getallen 
A1, ... , An-m E lF zodat 
A 1 ~(a 1 ) + ... +A ~(a ) n-m n-m o. 
Dan is wegens 
de vector A 1a 1 + ••. + A a bevat in Ker(~). Omdat [k1 , ... , k ] een basis n-m n-m m 
is van Ker(~), zijn er getallen µ 1 , ••• , µm E lF zodat 
oftewel: 
µ 1k 1 + •.. + µ k + (-A 1)a1 + ... +(-A )a = o. m m n-m n-m 




en in het bijzonder: A1 = ... =A = O. Dus volgt uit (*) dat Al = ... = n-m 
=A = 0. Met andere woorden: [~(a 1 ), ... , ~(a )J is een lineair onafhan-n-m n-m 
kelijk stelsel, dat bovendien Im(~) voortbrengt. Dit (n - m)-tupel is dus 
een basis voor Im(~), wat betekent: 
d~(Im(~)) = n - m = di~(V) - di~(Ker(~)). 
Hieruit volgt de stelling. D 
II.4.25 Gevolg: Zi.in V en W twee lF-vectorruimten, en is ~ : V + W een lF-line-
aire injectieve afbeelding, dan is voor elke basis 
[a1, ..• , an] van V [~(a 1 ), ... , ~(an)] een basis van Im(~). 
Bewijs: [a1, ... , an] is een basis van V, dus volgens II.4.20 is 
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[~(a 1 ), •.. , ~(an)J een stelsel voortbrengenden van Im(~). Bovendien is vol-
gens II.4.24: 
d~(Im(~)) = di~(V) - diDJF(Ker(~)) = n - 0 = n 
(omdat, volgens II.4.23 Ker(~)= {O}, zodat di~(Ker(~)) = 0). Volgens 
II.2.39 is [~(a 1 ), ... , ~(an)] dan een basis van Im(~). 0 
II. 4. 26 Gevolg: Zi.in V en W twee JF'"'."vectorruimten, en is ~ : V + W een JF'-line-
air isomorphisme van V ~ W, dan is een n-tupel [a1, •.• , an] 
een basis voor V dan en slechts dan als [~(a 1 ), •.. , ~(an)] 
een basis is voor W. 
Bewijs: 
(i) Stel eerst dat [a1, ••. , an] een basis is 
injectief is, is volgens II.4.25 [~(a 1 ), ••• , 
Omdat ~ ook surjectief is·, is volgens I.1.20 
[~(a 1 ), ••. , ~(an)] een basis is van W. 
voor V. Omdat ~ als isomorphisme 
~(a )] een basis voor Im(~). 
n 
Im(~) = W, zodat 
(ii) Stel nu dat [~(a 1 ), ... , ~(an)] een basis is van W. Nu is volgens II.4.11 
~-l : W + V ook een JF'-lineair isomorphisme. Volgens het eerste deel van dit 
bewijs (met ~-l i.p.v. ~en de basis [~(a 1 ),. .. , ~(an)] van W i.p.v. de basis 
-1 ) -1 ( ) . [a1, ... , an] van V) is dan [a1, ••• , an]=[~ ~(a 1 , .•. , ~ ~an] een basis 
van V. 
Dus is II.4.26 bewezen. D 
II.4.27 Gevolg: Zijn V en W twee JF-vectorruimten van geli,jke dimensie en is 
~ : V + W een JF'-lineaire in.iectieve afbeelding van V ~ W, 
dan is ~ een JF-lineair isomorphisme. 
Bewijs: Kies een basis [a1, ... , an] van V. Volgens II.4.25 is dan 
[~(a 1 ), ... , ~(an)] een basis van Im(~). Dus is: 
Nu is Im(~) een lineaire deelruimte van W met dezelfde dimensie als W. 
Volgens II.3.11 is dan Im(~)= W, zodat ~ surjectief, en dus bijectief is. 
Dan is~ volgens I.1.33 een isomorphisme, zodat II.4.27 volgt.O 
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II.4.28 Gevolg: Zi,jn Ven W twee JF-vectorruimten van gelijke dimensie en is 
~ V + W eenlF-lineaire surjectieve afbeelding van V naar 
W , dan is ~ een lF-lineair isomorphisme. 
Bewijs: Omdat ~ surjectief is, is Im(~) = W. Derhalve is 
zodat met II.4.24 hieruit volgt: 
o. 
Dus is Ker(~)= {o}, wat inhoudt dat ~ injectief is (cf. II.4.23). Volgens 
II.4.27 is ~ dan een isomorphisme. D 
II.4.29 Voorbeeld: Beschouw nog eens het lR-lineaire endomorphisme 






I ~~~~~-+-~~~~~~~~ x 
~(P) 0 
Voor een willekeurig punt P met corresponderende matrix 
p = (~) 
werd het beeld ~(P} gegeven door de matrix 
;;) = (7)· 
We willen nu Ker(~) en Im(~) bepalen. 
Beschouw de vectoren E1 en E2 uit JE2 , gegeven door: 
resp. E2 = (~) . 
y 
x 
Omdat E1 I0 I E2,zijn [E 1J en [E2J lineair onafhankelijke stelsels van 
Im(~), resp. Ker(~). Met II.2.40 volgt hieruit: 
Ook geldt volgens II.4.24: 
Uit (*) en (**) volgt dan: 





Im( <P) = {AE 1 I A. E JR} ; Ker( <P) = {A.E2 I A. E .JR}. 
II.4.30 Definitie: Als V en W twee JF-vectorruimten zijn en <P : V + W en 
~ : V + W zijn twee JF-lineaire afbeeldingen van V naar W, 
dan noteren we : 
<P+~ V+W 
voor de afbeelding van V naar W die per definitie aan elk 
element v E V toevoegt het beeld 
(<P + ~)(v) <P(v) + ~(v) E W. 
II.4.31 Opmerking: Als V en W twee JF-vectorruimten zijn en <P : V + W _gn 
~ : V + W zijn twee JF-lineaire afbeeldingen, dan is ook 
<P + ~ .: V + W een JF-lineaire afbeelding. 
Bewijs: We controleren de voorwaarden (i) en (ii) van II.4.1: 
ad (i): Als v 1,v2 E V, dan geldt: 
ad (ii): Als v E Ven A. E JF, dan geldt: 
(<P + ~)(A.v) = <P(A.v) + ~(A.v) = A.·<P(v} + A.·~(v) 
= A.• (<j>(v) + ~(v)) A.· (<P + ~)(v). 0 
II.4.32 Definitie: Als V en W twee JF-vectorruimten zijn en <P : V + W is een 
JF-lineaire afbeelding, terwijl a E JF, dan noteren we: 
a·<P : V + W 
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voor de afbeelding van V naar W die per definitie aan elk 
element v E V toevoegt het beeld 
(a.• <I>) ( v) = a.• <I>( v) € w. 
II. 4. 33 Opmerking: Als V en W twee lF-vectorruimten zi,jn en <I> : V + W is een 
JF-lineaire afbeelding, terwi,j 1 a. E lF, dan is ook 
a.•<j> : V + W een JF-lineaire afbeelding. 
Bewijs: We verifieren II.4.1 (i) en II.4.1 (ii): 
.!!4.Jil: Als v 1,v2 E V, dan geldt: 
ad (ii): Als v E Ven A. E JF, dan geldt: 
(A.·a.) <j>(v) = A.·(a.•<j>(v)) = A.•(a.•(<t>)(v). 
Hiermee is de opmerking bewezen. D 
II.4.34 Tot slot van deze paragraaf nog een algemene opmerking. 
Beschouw eens twee IF-vectorruimten V en W. Noteer met 
de verzameling van alle IF-lineaire afbeeldingen van V naar W. We kunnen 
blijkens II.4.31 en II.4.33 een binaire operatie 
op deze verzameling definieren met: 
m(<j>,ijJ) <I>+ ijJ. 
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De lezer ga na dat ~(V,W) met deze binaire operatie een abelse groep wordt. 
Vervolgens kunnen we een operatie 
a : lF II f1F(V ,W) + f1F(V ,W) 
vanlF op ~(V,W) definieren door: 
o(a.,cjJ) a.•cjJ. 
Gana dat zo eenJF-scalaire vermenigvuldiging op ~(V,W) verkregen wordt, 
zodat -met optelling m enJF-scalaire vermenigvuldiging a- ~(V,W) een 
F-lineaire ruimte is. 
* * * 
§II.5. Matrices en lineaire afbeeldingen 
II.5.1 Beschouw een F-vectorruimte Ven vervolgens een basis [a1 , ... , an] 
van V. Als v een vector is uit V, dan bestaat er volgens II.4.13 precies ~en 
n-tup~l [A 1 , ••. , An J ui t lF, zodat 
Hadden we een andere basis [a]•··•• a~] van V gekozen, dan hadden we uiter-
aard een antler n-tupel [A.j, .•• , A~] uit lF moeten kiezen opdat 
Ook in dit laatste geval zou echter, gegeven deze basis [a]•···• a~] van V, 
het n-tupel [A.j, •.• , A.~J uit lF door v eenduidig bepaald zijn geweest. 
We zien dus dat, als we in een JF-vectorruimte Veen basis [a1 , ••. , an] 
vooraf vast kiezen, elke vector v E v precies een n-tupel [A,, ... , An] uit 
JF bepaalt middels de relatie v = A. 1a1 + ... +A.nan. Omgekeerd bepaalt 
uiteraard -gegeven Ven [a1, ... , an]- elk n-tupel [A. 1, •.. , An] uit lF de 
eenduidig bepaalde vector v = A1a1 + +A.nan uit v. 
Deze vaststelling rechtvaardigt de volgende notatie-afspraak: 
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II.5,z Notatie: Is V eenF-vectorruimte en is [a1, ••• , an] een basis van V, 
dan noteren we: 
V 
= ( ::·n1) " E (V,[a1 , ... , an]) 
II.5.3 Voorbeeld: Beschouw de IR-vectorruimte IR; en de basis [e1,e2 ,e3J van 
* JR3 , gegeven door: 
e 1 = (1,0,0) (o, 1,0) e3 = (0,0,1). 
Beschouw vervolgens de vector v (2,-1,4) uit IR;. Wegens 
kunnen we dan ook noteren: 
* Hadden we in plaats van [e1 ,e2 ,e3J een andere basis van1R3 gekozen, bijvoor-
beeld [a1,a2,a3J, gegeven door: 
(1,1,1) (1,-1,2) (0,-2,2) 
dan rekent men gemakkelijk na dat geldt: 
v 
zodat in dit geval 
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Let goed op de volgorde der in de basis voorkomende vectoren; hadden we in 
* plaats van de basis(*) vanJR.3 gekozen de basis [a{,a2,a3] met: 
a' = (1,-1,2) 1 a2 = (0,-2,2) 




a3 = (1,1,1) 
w = 2a1 + 4a2 - 3a3 = 2(1,1,1) + 4(1,-1,2) - 3(0,-2,2) 
(2,2,2) + (4,-4,8) + (o,6,-6) * ( 6 , 4, 4) E R3 , 
terwijl, als 
geldt: 
w' 2a3 + 4a2 - 3a1 = 2(0,-2,2) + 4(1,-1,2) - 3(1,1,1) 
(0,-4,4) + (4,-4,8) + (-3,-3,-3) * ( 1 '-11 '9) E R3 . 
II. 5. 4 Merk nog op dat voor iedere F-vectorruimte V en voor elke basis 
[a1, .•• , an] van V geldt: 







0 als k Ii en o .. 
11 
v =(~} 
dan is voor iedere A.,µ E F: 
( A.a., ~ µS1) 
A.v + µw = • E 
\ A.a. + µS n n 
(Ga na!) 
(i 1, ••. , n), 
1 (i 1, •.• , n). Vervolgens, als 
w =(;) < (V,[a1 , •• ., a ]) n 
II.5,5 Beschouw weer eenF-vectorruimte V met een basis [a1, ••• , an], Zij 
voorts [v1, .•. , vm] een m-tupel uit V, zeg (enigszins verkort genoteerd): 
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a11 a12 a1m 
a21 a22 a2m 




E (V,[a1, ... , a ] ) • n 
an1 an2 a nm 
Dan kunnen we aan dit m-tupel [v1 , •.. , vm] toevoegen de (n x m)-matrix uit F: 
a 
nm 
Het is uit II.5.1 duidelijk dat zo ieder m-tupel uit V, gegeven de basis 
[a1, •.. , an] van V, op eenduidige wijze een (n x m)-matrix uit F oplevert. 
Omgekeerd induceert iedere (n x m)-matrix 
uit F het m-tupel [w1, ..• , wm] uit V, gegeven door: 
(
811) (81m) 
w,, ... ,wm • ;n1 , ' ;~ '(V,[a,, ... , •n]), 
II.5.6 Zij nu V eenF-vectorruimte met basis [a1, ... , an], W eenF-vector-
ruimte met basis [b1, ... , bm] en~ : V + W een F-lineaire afbeelding van V 
naar W. Volgens II.4.14 is~ volledig bepaald door het n-tupel [w1, ... , wn] 
[~(a1 ), ••• , ~(an)] uit W. Als nu 
w1,. • .,wm • (] • (~J • , (~J ' (W,[b1 •" •, bm] ), 
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dan is dus ~. gegeven de bases [a1 , .•• , an] resp. [b1 , •.. , bm] van V, res-
~ectievelijk W, volledig bepaald door de (m x n)-matrix uit F 
~1n)· 
mn 
Omgekeerd, als we een (m x n)-matrix 
uit JF geven, dan induceert deze matrix het n-tupel [w1, ..• , wn] uit W dat 
gegeven is door: 
en dit n-tupel bepaalt volgens II.4.14 precies eenJF-lineaire afbeelding 
~: V + W die voldoet aan ~(a.)= w. (i = 1, ... , n). l. l. 
We zien dus dat de (m x n)-matrices uit.JF een-eenduidig corresponderen 
met de JF-lineaire afbeeldingen van de n-dimensionale F-vectorruimte V naar 
de m-dimensionale F-vectorruimte W, waarbij deze correspondentie wordt 
bepaald door de keuze van de bases van Ven van W, Dit motiveert de volgende 
notatie-afspraak. 
II.5,7 Notatie: Is V,W een tweetal IF-vectorruimten met bases [a1, .•• , an], 
resp. [b1, ..•.• bm] en is 
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een (m x n)-matrix uit F, dan noteren we: 
voor de F-lineaire afbeelding cjJ : V + W die gegeven wordt 
door cjJ(a.) = w. (i = 1,,,., n), waarbij 1 1 
(c;.11) (c;.1n) 
• ~ml , , ~mn '(W,[b,. ••• , bm]). 
II.5.8 Merk op dat in de situatie van II,5,7 het aantal kolommen van A de 
dimensie is van V, terwijl het aantal rijen van A gelijk is aan de dimensie 
van W. 
II.5.9 Voorbeeld: Beschouw de afbeelding 
die aan elke vector 
toevoegt het beeld 
In II. 4. 3 hebben we gezien dat cjJ een E.-lineaire afbeelding is. Kies in JR.2 de 
basis [e 1 ,e2J met 
e2 = (01). 
( 1 ,o ,o.) ( 0, 1 ,o) ( 0 ,o. 1). 
Nu is <P bepaald door het 2-tupel [w1,w2J 
geldt: 
w1 =<P(e1) <P(~) (2•1, 1-0, 1+2·0) 
en 
w2 = <P ( e2) <P (~) (2·0, 0-1, 0+2•1) 
zodat we vinden: 
oftewel: 
We kunnen dus noteren: 
met 
* ( 2 , 1 , 1 ) E JR3 
* (0,-1 ,2) E JR3 
We hadden natuurlijk ook andere bases kunnen kiezen, bijvoorbeeld 
* [a1 ,a2J van lR2 en [b1 , b2 , b3] van JR 3, gegeven door: 
a2 = (-11) 
b1=(2,0,1) b2= (0,-1,1) b3 = ( 1 • 1 • 0) • 
. "' * De afbeelding 'I' : JR2 + R3 wordt nu bepaald door het 2-tupel 
* [w;,w2] = [<j>(a1), <j>(a2 )J uit JR3 . Nu is 
W 1 <j> (al ) = <j> rn = ( 2 °1 , 1 -1 , 1 +2 • 1 ) = ( 2, 0, 3) E JR; 
en 
(2(-1), -1-1, -1+2•1) 
Nu rekent men gemakkelijk na dat geldt: 
* ( -2, -2, 1 ) E JR.3 , 
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zodat wegens 
w' 1 w' 2 
ook geldt: 
waarbij 
B n -~). 
II.5.10 Voorbeeld: Zij gegeven een JF-vectorruimte V met basis [a1,a2 ,a3J, 
I eenJF-vectorruimte W met basis [b1,b2 ,b3 ,b4J, de vector 
v = (_;) < (V ,[a1 ,a2 ,a3J), 
alsmede de lF-lineaire afbeelding 
met 
We vragen ons nu af wat het beeld ~(v) van de vector v E V is. 
Uit het gegeven blijkt: 
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oftewel: 
Voorts blijkt uit het gegeven: 
Derhalve vinden we: 
oftewel: 
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II. 5 .11 Opmerking: Zijn V en W twee JF-vectorruimten met bases [a1 , .•. , an], 
resp. [b 1 , ••• , bm J en zijn <P : V + W ~ 1jJ : V + W twee 
F-lineaire afbeeldingen met 
en 
dan is de lF-lineaire afbeelding <P + 1jJ : V + W gegeven door 
A+B 
<P + 1jJ = (V,[a1, .•. , a])---+ (W,[b 1, ..• , b ]). 
. n m 
Bewijs: Zij 




Dan is voor elke j € {1, ••• , n}: 
Nu is (<P + ljJ)(a.) = </J(a.) + ljJ(a.) (j = 1, ... , n), en volgens II.5.4 geldt J J J 
voor j = 1, ••• , n: 
( <P + 1jJ )(a . ) = <P (a. ) + ljJ( a . ) = : 
€ 
(
a 1j+s 1j) 
J J J • 
a .+s . 
mJ mJ 
Dus, aJ.s 
.de dan is de J kolom van C de kolom 
{j 1, ••• ,n). Derhalve is C = A + B en is de opmerking bewezen. D 
Analoog bewijst men: 
II.5.12 Opmerking: Zijn Ven W tweelF-vectorruimten met bases [a1, .•. , an]' 
Bewijs: Ga na! D 
resp. [b 1, .•• , bm] en is <P : V + W een JF-lineaire afbeel-
ding met: 
dan wordt voor iedere A E lF de JF-lineaire afbeelding 
A'</l : V + W gegeven door: 
II.5.13 Terminologie: Zij 
{j I k) 
jde kolom kde kolom 





d ~ de matrix, uit A verkregen door de j e kolom A keer op te tellen bij de k 
kolom (A E F); de matrix 
heet verkregen uit A door de jde kolom met A te vermenigvuldigen; 
heet de matrix, verkregen ui t A door de jde kolom en de kde kolom te verwisse-
(n) len (dus: door K0 op A toe te passen met a= 'j,k' cf. I.2.24 en I.3.47). 
De (m x (n-1))-matrix 
· A d J.de kolom. heet tenslotte uit verkregen door het weglaten van e 
Analoog voor rijen. 
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II.5.14 Voorbeeld: Zij 
een (3 x 2)-matrix uit F. Dan is 
b.+ A a) d+;l.c 
f+Ae 
uit A verkregen door de eerste kolom A (€ F) keer op te tellen bij de tweede 




T de matrix, uit A verkregen door de eerste rij A keer op te tellen bij de 
tweede rij. Merk op dat geldt: 
II.5.15 Afspraak: Voor de rest van deze paragraaf spreken we af dat steeds 
Ven W tweeF-vectorruimten zijn van dimensie n, resp. m, en dat [a1 , ••• , an] 
(resp. [b1, •.• , bm]) steeds een basis is van V (resp. W). 
II.5.16 Opmerking: Zij A een (m x n)-matrix uit JF en <P V + W een JF-lineaire 
afbeelding, zodat geldt: 
Zij A' (resp. [a;, ... , a~]) de matrix (resp. het n-tupel) 
die uit A (resp. [a1 , ••• , an]) ontstaat door dekdekolom 
( de ) de resp, k vector A keer op te tellen bi,j de 1 kolom 
de ) (resp. de 1 vector (k I 1); 
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fil A" (resp. [a;',. .. , a~]) de matrix (resp. het n-tupel) 
die uit A (resp. [ap•••• an]) ontstaat door de kde~ 
( resp. k de vector) met A te vermenigvuldigen (A E lF, A I 0) ; 
fil A" ' ( resp. [a; ",. .. , a~"]) de matrix ( resp. het 
n-tupel) die uit A (resp. [a1 , ••• , a]) ontstaat door de 
kdekolom (resp. kdevector) en de lde~olom (resp. ldevector) 
van plaats te verwisselen (k I 1). 
Dan zijn [a;, .. ., a~], [a1', .. ., a~] ~ [a;", ... , a~"] 
bases van V, terwi,jl geldt: 
(i) <P (V,[a;, ••. , a']) A' (W,[b1, .. ., b J). 
-n m ' 
(ii) <P (V,[a;', .•• , a"]) A" b ]) I n - (W,[b1,. .• , m • 
(iii) <P (V, [al ' ' , •.• , A'" b J). a~"]) - (W,[b1, .. ., m 
Bewijs: Volgens II.3.23, resp. II.3.25, resp. II.3.20 is de rang van de n-
t 1 [ ' 'J [ " "J [ " ' " 'J l' 'k upe s a 1 , ••• , an, resp. a 1 , ••• , an, resp. a 1 , ••• ,an ge iJ aan 
de rang van de basis [a1 , ••• , an] van V, en dus gelijk aan de dimensie n van 
V. Dus spannen de eerstgenoemde drie n-tupels volgens II.3.16 een n-dimensio-
nale deelruimte van V op, waarvan zij alle drie een basis zijn. Volgens 
II.3.11 is deze lineaire deelruimte gelijk aan V, zodat de drie n-tupels 
bases zijn van V. 
Zij nu 
We bewijzen dan (i), (ii) en (iii) achtereenvolgens. 




A ' - • - . 
a.' 
ml 





a... als j / l l.J 
We moeten bewijzen dat voor iedere j E {1, ••• , n} geldt: 
cji(a ! ) 
J 
Welnu, als j i 1, dan geldt: 
cjl(a!) = cjl(a.) 
J J 
terwijl voor j = 1 geldt: 
<P (a!) 
J 
zodat (i) bewezen is. 







a.'.' . = a.. . als j I k l.J l.J 





We moeten bewijzen dat voor iedere j E {1, .•• , n} geldt: 
cjl(a'!) = a." b + + a." .b • J 1j 1 • • • mJ m 
Welnu, als j I k, dan hebben we: 
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1, •.• , m). 
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<j>(a1!) = <j>(a.) 
J J 
Als j k, dan vinden we: 
<P( a1!) 
J 
zodat (ii) geldt. 
ad (iii): Als 
dan is: 




A" 1 = : 
· 0. t t I 
m1 
a,! ! I 
l.J a .. als j I k en j I 1 l.J 
a II I) 1n 
al 11 
mn 
a l 11 
il 
We moeten bewij zen dat voor iedere j E { 1 , ••• , n} geldt: 
Welnu, als j I k en j I 1, vinden we: 
Als j 





terwijl, als j 1: 
1, .•. , m). 
<j>( a! II) 
J 
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waa.rmee ook (iii) bewezen is. D 
II. 5. 17 Opmerking: Zij <j> een lF-lineaire afbeelding van V ™- W en A een 
(m x n)-matrix uit lF zodat 
Zij A' de matrix die ui t A ontstaat door de kde rij A. keer 
op te tellen bij de lderij (k I l, A. E JF), Zij 
[b,, ••• , b~] het m-tupel uit W dat uit [b1, ..• , bm] ont-
staat door de 1 de vector ->.. keer op te tellen bij de kde 
vector. Dan is [b,, •.• , b~] een basis van W ~: 
Bewijs: Volgens II.3.23 hebben [bl''''• b~] en [b1 , ••• , bm] dezelfde rang. 
Omdat Lb1, ••• , bm] een basis is van W is deze rang m. Volgens II.3.16 en 




Ook is gegeven: 





.. ) 1n 
Cl.' 
mn 
ci.1j + A.ci.kj (j = 1, ... ,n) 
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b! =b. als i /k 
l l 
b' k 
en we moeten laten zien dat geldt: 
+ ••• +a' .b' 
mJ m (j 1, ... , n) • 
Welnu, voor elke j E {1, ... , n} hebben we, rekening houdend met(*) en(**): 
<P( a.) 
J 
I a .. b. = lJ l i 
Clkjbk + Clljbl + ~Clijbi 
ill 
Clkjbk + Clljbl + i~Clijbi 
ill 
= a.1• J' b 1• + ,, , + (l I , b I mJ m' 
+ I a . . b. 
i;t'k lJ l 
i/l 
I a! .b ! lJ l i 
zodat de opmerking bewezen is. O 
II.5.18 O;pmerking: Zij <P : V ~ W een JF-lineaire afbeelding en A een (m x n)-
matrix ui t JF, zodat 
Zij A' de matrix die we ui t A verkrijgen door de kde ill 
met A. te vermenigvuldigen (A. E JF, A. I 0). lli [b l' ... , b~] 
het m-tupel uit W dat uit [b1 , ••• , bm] ontstaat door de 
de t 1 . . K vec or met Ate vermen1gvuld1gen. Dan geldt: 
[b;, .•• , b~] is een basis van Wen: 
A' 
<P = (V,[a1 , ••• , an])~ (W,[b,, ... , b~]), 
Bewijs: Volgens II.3.25 hebben [b1, ... , bm] en [bj , ••• , b~] dezelfde rang. 
[b1, ... , bm] is een basis van W, dus is deze rang m. Uit II.3.16 en II.3.11 





A ' - • . 
a.' 
ml 
a.! . = a.. . als i I k 1J 1J 
Ook is gegeven dat geldt: 
b! = b. als i I k 1 1. 
en 
a.' ) 1n 
: ' 
a.' mn 
We moeten bewijzen dat voor iedere j E {1 , ••• , n} geldt: 
Welnu, kies j E {1, .•. , n}. Dan volgt 
<P(a.) =a.1 .b 1 + ... +a. .b J J mJ m 
= I a.! .b! = a.1•J.b1' + ... +a.' .b' i 1J 1 mJ m' 
zodat de opmerking geldt. D 
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(j = 1, ... , n). 
II.5.19 Opm.erking: ~ <P: V + W eenlF-lineaire afbeelding en A een (m x n)-
matrix uit lF ~ 
Zij A' (resp. [b;, ... , b~]) de matrix (resp. het m-tupel) 
die we uit A (resp. [b 1, ••• , bm]) verkrijgen door de kde 
rij (resp. kde vector) en de lde rij (resp. lde vector) van 
plaats te verwisselen. Dan is [b;, ••. , b~] een basis van 
W en er geldt: 
Bewijs: Volgens II.3.20 hebben [b;, .•• , b~] en [b 1, .•. , bm] dezelfde rang. 
Omiat [b1, ••. , bm] een basis is van W,is deze rang m. Volgens II.3.16 en 






A' = : 
Q. I 
m1 
a. .. als i ;! k,l l.J 




en we moeten, wetende dat 
b! 
]. b. als i I k,l ]. 
bewijzen dat voor iedere j E {1, ..• , n} geldt: 
Welnu, 
4> (a.) 
J l a. .. b. l.J ]. i 
~jbk + a.ljbl + i~a.ijbi 
ill 
b' 1 
1, •.. , n) 
= CL 1 .b 1 + CL 1 .b 1 + l CL! .b! = l CL! .b! lJ 1 kJ k ilk lJ l i lJ l 
ill 
= CL1'J.b1' + ••• +a.' .b' 
mJ m' 
zodat de opmerking bewezen is. 0 
II.5.20 Voorbeeld: Beschouw de bases [e1,e2,e ], resp. [f1,r2J van de R-
* 3 vectorruimten :JR3, resp. :JR2, gegeven door: 
( 1 ,o) (0,1). 
Zij 
* en <P : lR3 + :R2 de IR-lineaire afbeelding, gegeven door 
Tel in A de eerste rij 2 keer op bij de tweede rij. We krijgen de matrix 
0 
en we vinden: 
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Verwissel nu in A1 de tweede kolom en de derde kolom. We krijgen de matrix 
3 
4 
en er geldt: 
Tel in A2 de eerste kolom bij de derde kolom op: 
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dan geldt: 




Vermenigvuldig tenslotte de tweede rij van A3 met 2: 
A4 = (~ : 1 ~) 
Dan geldt: 
Ter controle berekenen we het beeld van de vector 
onder ~ volgens (*) en volgens (**): 
Er geldt: a= e 1 + e2 + e3.zodat volgens (*) geldt: 
= 4( 1 '0) + ( 0' 1 ) = ( 4' 1 ) • 
Ook geldt: a= e3 + (e2 + e1), zodat we volgens (**) vinden: 
= 4( 1 ,o) + ( o, 1) = ( 4' 1). 
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ll.5.21 Definitie: Zij B een (m x t)-matrix uit JF en A een (t x n)-matrix 











Definieer de (m x n)-matrix C uit :JF met: 
waarbij voor elke i € {1, ••• , m} en elke j € {1, ••• , n} 
y. . gegeven is door: lJ 
(Vergelijk het schema: 
....... ' 13 1t 
13i2 13it I .de rij l 
........ 13m 
y 11 ............. 
bJ ... . .. J 
Ym1 ..... ' ....... 

















De (m x n)-matrix C heet het Erodukt van B en A en wordt 
genoteerd met: 
c B•A • 
II.5.22 Voorbeeld: Als 
=(i 
0 ~) A = (; 3 -2 5 :) B 2 0 -1 7 -1 4 6 2 
Dan vinden we: 
=(i 
0 ~}(; 3 -2 5 :J (" 15 4 38 11) B•A 2 0 -1 7 40 13 8 53 14 -1 4 6 43 11 17 33 7 
2 12 4 0 25 7 
II.5.23 Merk op dat het produkt B•A van twee matrices B en A uit lE' alleen 
dan in II.5.21 gedefinieerd is,als het aantal kolommen van B gelijk is aan 
het aantal rijen van A. Een gevolg hiervan is dat niet voor elk tweetal 
matrices B,A uitJF het produkt B•A of het produkt A•B gedefinieerd behoeft 
te zijn. Ook als B•A wel gedefinieerd is, dan behoeft A•B niet gedefinieerd 
te zijn. Bijvoorbeeld, als 
3 ~) c 3 2 2 4 
dan zijn A•B en B•A beide gedefinieerd; is A•C wel,maar C•A niet gedefini-
eerd, en zijn noch C•B, noch B•C gedefinieerd. 
Vervolgens blijkt uit de definitie II.5.21 dat, als A,B twee matrices 
zijn uit F zodat hun produkt B'A gedefinieerd is, het aantal kolommen van 
B•A gelijk is aan het aantal kolonmen van A en het aantal rijen van B·A 
gelijk is aan het aantal rijen van B. Is B een (2 x 3)-matrix en A een 
(3 x 2)-matrix, dan is B•A een (2 x 2)-matrix en A•B een (3 x 3)-matrix. Hier 
ziet men bovendien dat in dit geval A·B I B•A is. Voorbeeld: 
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(~ D· (: 3 ~) (,; 8 ,;) = 18 2 2 
(: 3 4).(~ ~)-('6 1:) • 2 1 0 1 10 
11.5.24 Opmerking: Zijn A en B twee matrices uit JF zodat B•A gedefinieerd is, 
T T dan is ook het produkt A •B gedefinieerd en er geldt: 
Bewijs: Zij 
B -(~11 '.1t) A {" ~1n) 
sm1 smt CLt 1 CLtn 
dan is: 
("'' ~1t) C' ;1m) AT= ; BT = ; CL I CL I s-t, Stm n1 nt 
waarbij voor elke i E {1, ••. , n}, k E {1, .•. , t} en j E {1, ... , m} geldt: 
Omiat AT t kolommen heeft en BT t rijen, is het produkt AT.BT gedefinieerd. 
Als we noteren: 
(let op de aantallen kolommen en rijen!), dan geldt: 
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en 
y .. lJ 
o .. lJ 
(i e {1, ... , m}, j e {1, ••. , n}) 
(i e {1, ... , n}, j e {1, ... , m}). 
Bijgevolg vinden we voor iedere i 
€ { 1 ' .•. ' n} en elke j € { 1 ' ..• ' m}: 
t t. t 
0 .• = l aJ_kSkj l aki13 jk l 13 jkaki yji' lJ k=1 k=1 k=1 
zodat inderdaad geldt: 
II. 5. 25 Opmerking: Zi,jn V, W en U drie lF-vectorruimten met respectieveli,jke 
bases [a1, •.. , a], [b 1, ..• , b] en [c 1, .•. , c ], en zijn 
-- n m - p -
A en B twee matrices uit F, terwi,jl <P : V + W ~ 1jJ : W + U 
twee lF-lineaire afbeeldingen zijn, zodat geldt: 
B~A 1jJ 0 <P = (V,[a1, ••• , an])--+ (U,[c 1, ... , cp]). 
Bewijs: A is een (m x n)-matrix en Bis een (p x ml-matrix (cf. II.5.8), 
zodat het aantal kolommen van B gelijk is aan het aantal rijen van A. Dus is 







(i E {1, ... , p}, j E {1, •.. , n}), 
We moeten bewijzen dat voor iedere j E {1, .•. , n} geldt: 
Welnu, 
Dus: 
(w 0 ~)(a.)= Y1 .c, + Y2·C2 + •.. + y .c . J J J PJ P 
+a .b = 
mJ m 
(w 0 ~)(a.)= w(~(a.)) = w(a,.b1 + a2.b2 + ... +a .b) J J J J mJfil 






zodat (*) en daarmee de opmerking bewezen is. O 
II.5.26 Opmerking: Zijn A, B en C drie matrices uit JF' zodat A•B en B•C gede-
finieerd zijn, dan zijn A•(B•C) en (A·B)•C gedefinieerd 
en er geldt: 
A•(B•C) (A•B) •C • 
Bewijs: Het aantal kolommen van A is het aantal rijen van Ben het aantal 
kolommen van B is het aantal rijen van C. Zij A een (m x n)-matrix, Been 
(n x p)-matrix en C een (p x q)-matrix. 
Kies nu JF'-vectorruimten u 1, u2 , u3, u4 van dimensie m, resp. n, resp. p, 
resp. q en respectievelijke bases [c 1, ••• , cm]' [d1, ••. , dn]' [e1, •.. , ep] 
en [f1, .•. , fq]. Dan kunnen we JF'-lineaire afbeeldingen ~ : u4 + u3, 
w : u3 + u2 en ~ : u2 + u, definieren met: 
U4 (u4,cr1, ... , f J) 
i~ Jc q 






u, (u 1,Cc 1, ••. , cm]) 
Dan volgt, door herhaald toepassen van II.5.25: 
(~ o w) o ~ 
en analoog 
~ o (w o ~) = (u4,cr1, ... , f ]) (u1 ,[c 1,. . ., cm]). 
q A• (B•C) 
Volgens I.1.25 is~ o (lji o ~) = (~ o iji) o ~ zodat A•(B•C) = (A•B)•C (vgl. 
II. 5 .6). 0 
II,5.27 Opmerking: .!§.A een (m x t)-matrix uit F en zijn B en C twee (t x n)-
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matrices uit F, dan is 
A•(B + C) = A•B + A•C. 
Bewijs: Kies drieF-vectorruimten u1, u2 en u3 van dimensies n, t resp. m 
met respectievelijke bases [c 1, ... , en]' [d1, ... , dt] en [e1, ..• , em]' als-
mede de drieF-lineaire afbeeldingen a: u2 + u3 , S: u1 + u2 en Y: U1 + u2 , 
gegeven door: 
u1 (u1,Cc 1, ... , c J) n 
st!r BHc 
u2 (U2,[d1, .•. , dt]) 
!a lA 
u3 (u3,Ce1, ... , e ] ) • m 
Dan is, volgens II.5.11: 
en, volgens II.5.25 en II.5.11: 
Voorts volgt uit (*) en II.5.25: 
ao(S+y) =(U1,[c1, ... , en]) (u3,Ce 1, .•• , e J). (***) A•(B+C) m 
Uit (**) en (***) volgt, lettend op II.5.6, dat het voldoende is -opdat 
A'(B + C) = A•B + A•C- om te bewijzen dat de F-lineaire afbeeldingen 
a o (S + y) : u1 + u3 en a o S +a o y: u 1 + u3 gelijk zijn. We moeten dus 
laten zien dat voor iedere vector u E u1 geldt: (a ° CS + y))(u) = 
= (a o S +a o y)(u). Welnu, 
(ao(S+y))(u) = a((S+y)(u)) = a(S(u) + y(u)) 
= a(S(u)) + a(y(u)) (aoS)(u) + (aoy)(u) 
(aoS + aoy)(u), 
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zoda t de opmerking geldt. D 
II.5.28 Opmerking: Zijn A en B twee (m x t)-matrices uit JF en is C een 
(t x n)-matrix uit JF, dan geldt: 
(A+ B)•C A•C + B·C. 
Bewijs: Bewijs dit zelf analoog aan het bewijs van de voorgaande opmerking. D 
II.5.29 Opmerking: Is A een (m x t)-matrix en B een (t x n)-matrix uit JF en 
is A E JF, dan geldt: 
(AA)•B = A(A•B) A'(AB). 
Bewijs: Ga na! D 





Bewijs: Zij ~ V + W deJF-lineaire afbeelding, gegeven door (cf. II.5.15) 
De lezer ga met behulp van II.5.4 na dat 
I 
i~ = (V,[a1, ... , an])~ (V,Ca 1, .•• , an]) 
en dat 
Volgens II.5.25 is dan (cf. I.1.32): 
A •I 
~ ~ 0 idv (V,[a 1, ... , a ]) ---4 ( w' [b 1 ' ... ' b J) n m 
I •A 
~ i~ 0 ~ (v,ca 1, •.. , a ]) m ( W, [b 1 , .•• , b m] ) • ---+ n (***) 
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Uit (*): (**) en (***) volgt dan, gelet op II,5,6, dat A= A•In = Im·A, zo-
dat de opmerking bewezen is. 0 









mn 13n ym 
een (m x 1)-matrix uit lF met 
Yi· = ai. 113 1 + ••• +a. 13 = I a .. 13. in n j=l iJ J 
(ga na!), Er geldt (cf. II.5.15 voor de notatie): 
B"(il 
(i 1, ... , m) 
II. 5 .32 Opmerking: ~ <f> een JF-lineaire afbeelding van V ™ W en is 
een (m x n)-matrix uit lF zodat 
dan geldt voor iedere vector v € V, gegeven door 
v {J (V,[a,, .. ., •nll 
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da t voor het beeld cp( v) E W van v onder <P geldt: 
Bewijs: Als we noteren: 





l a.iJ" µJ. j=1 (i = 1, ... , m), 




µ .cp (a. ) . 
J J 
Voor elke j E {1, ••• , n} geldt: 
zodat we vinden: 
n 
<!>( v) l µ/a.1}1 + ... + a. .b ) = j=1 mJ m 
n n 
( l µja.1j )b1 + ... + ( l µ.a. . )b = j=1 j=1 J mJ m 
n n 
( l a.1jµj )b1 + ... + ( l a. .µ.)b = j=1 j=1 IDJ J m 
A.1b1 + ... + Ambm' 
zodat de opmerking geldt. 0 
191 
* * II.5.33 Voorbeeld:Laten [e1,e2 ,e3J en [f1,r2J de bases vanE3 resp. lR 2 zijn, 
gegeven door : 
e 1 = (1,0,0) e2 = (0,1,0) e3 (0,0,1) r 1 (1,0) f2 (0,1). 
Zij 
* * . . en cp : :R3 + R 2 de :R-l1nea1re afbeelding, gegeven door: 
Zij v = (4,4,3) E lR;. Wegens v = 4e1 + 4e2 + 3e3 is 
Dan is 
oftewel: 
cj>(v) = 2or 1 + 17r2 
* * * 
* = (20, 17) E E 2 . 
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Lijstvan symbolen 
a E V 
a <t V 






{a1 '• '•' an} 
v cw 
v = w 
V n W 




g 0 f 
idv 
r-1 
V II W 
v1 rr ... rrvn 
vn 
{1, ... , n} 








N[k1 , .•• , kn] 
sign( er) 







































































4> + 1jJ 
a.• 4> 
A1F(V ,W) 
(~J (V ,[a1 '• • •' •n:) 
4> = (V,[a1, ••• , an])+ (W,[b 1, ... , bm]) 
B•A 
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