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Global Expanding, Local Shrinking: Discriminant
Multi-label Learning with Missing Labels
Zhongchen Ma, Songcan Chen∗
Abstract—In multi-label learning, the issue of missing labels brings a major challenge. Many methods attempt to recovery missing
labels by exploiting low-rank structure of label matrix. However, these methods just utilize global low-rank label structure, ignore both
local low-rank label structures and label discriminant information to some extent, leaving room for further performance improvement. In
this paper, we develop a simple yet effective discriminant multi-label learning (DM2L) method for multi-label learning with missing
labels. Specifically, we impose the low-rank structures on all the predictions of instances from the same labels (local shrinking of rank),
and a maximally separated structure (high-rank structure) on the predictions of instances from different labels (global expanding of
rank). In this way, these imposed low-rank structures can help modeling both local and global low-rank label structures, while the
imposed high-rank structure can help providing more underlying discriminability. Our subsequent theoretical analysis also supports
these intuitions. In addition, we provide a nonlinear extension via using kernel trick to enhance DM2L and establish a concave-convex
objective to learn these models. Compared to the other methods, our method involves the fewest assumptions and only one
hyper-parameter. Even so, extensive experiments show that our method still outperforms the state-of-the-art methods.
Index Terms—Multi-label learning, missing labels, local low-rank label structure, global low-rank label structure, label discriminant
information.
F
1 INTRODUCTION
Multi-label learning, handling instance associated with mul-
tiple labels, has attracted lots of attention due to its widespread
applicability in diverse fields such as image annotations [1],
music classification [2], multi-topic text categorization [3], etc.
During the past decades, a large number of methods have been
proposed and achieved good performance for multi-label learning.
According to [4], these methods can be roughly divided into
two categories: algorithm adaptation and problem transformation.
Algorithm adaption methods attempt to adapt popular learning
techniques to handle multi-label learning problems directly. Some
notable examples include ML-kNN [5], ML-DT [6] and Rank-
SVM [7]. While problem transformation methods tackle the prob-
lem by transforming it to other well-established learning scenarios.
Binary Relevance [1], Classifier Chains [8], Calibrated Label
Ranking [9] and Random k-labelsets [10] fall into this category.
The aforementioned methods generally assume that the labels
of training instances are complete. Unfortunately, in real-world
applications, some labels tend to miss from the training set, con-
sequently forming a kind of weakly supervised learning problem
[11]. Label missing can generally be due to that human labelers
may sometimes ignore labels they do not know or of little interest,
or following the guide by some algorithms to reduce labeling costs
[12], [13]. Therefore, these methods will fail in this situation.
To solve this problem, a simple solution is to discard all
samples with missing labels, though at the expense of potentially
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losing a significant amount of label information. Another is to
recover the missing labels by exploiting label structure, and of
which the low rank of label matrix is the most commonly used
label structure due to theoretical support, namely, for a low-
rank matrix M ∈ Rn×m of rank r, it can be perfectly recov-
ered from O
(
r(n+m) ln2(n+m)
)
observed entries when the
observed entries are uniformly sampled from the M. Besides,
when additional label structures are incorporated into learning of
low-rank models, they can achieve better or even the state-of-
the-art classification performance. For example, [14] incorporates
structured semantic correlations into low-rank model learning and
gets improved performance. [15] assumes labels lying on both
global and local manifolds, exploits both global and local label
structure as manifold regularizers of a low-rank model, and also
achieves the state-of-the-art performance. However, existing low-
rank based methods still suffer from the following shortcomings:
1) They can not sufficiently capture local low-rank label
structures. In multi-label learning, some labels usually
have asymmetric co-occurrence relation, i.e., if a sample
is labelled λ1, then it must be labelled λ2, but the
opposite is not necessarily true. If all the samples labelled
λ1 are used to form a new sample submatrix, then the
corresponding label submatrix has smaller rank than the
original label matrix. An example of this phenomenon
is shown in Fig. 1. Based on this, we call asymmetric
co-occurrence label structure as local low-rank label
structure.
2) They may under-exploit label discriminant information.
Since label matrix has missing entries, it is quite difficult
to obtain the true rank of the label matrix in advance.
If the rank is set too small, it will inevitably lose useful
label discriminant information, hence affecting unfavor-
ably the classification performance. An example of this
phenomenon is shown in Fig. 2. Therefore, only if the
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rank of the label matrix is large enough, can the recovered
label matrix provide more discriminant information.
3) Most of them can only exploit either local or global label
structure, resulting in some label structures being ignored
or under-exploited [14], [16], [17], [18], [19], [20].
4) Although some of them attempt to explore as much of
the label structures as possible, these methods are too
complicated because of involving many regularization
terms and thus hyper-parameters [15], [21].
5) Some of them do not directly exploit the label structure
in the original label space, thus possibly not depicting the
true label structure well [15], [16].
6) Some of them do not have inductive capabilities, thus
limiting their scopes of application [17], [18], [19], [20].
7) All the methods of exploiting local label structure are
limited by the assumption of local structure [15], [22].
Specifically, to explore the local label structure, these
methods usually assume that the samples with similar
features should have similar labels. However, a label is
usually determined by a subset of features of an instance.
As a result, although two instances own very similar
features, they may behave differently in a particular label,
as illustrated in Fig. 3.
Snake Reptile Mountain River 
𝑦1 1 1 1 -1 
𝑦2 1 1 -1 1 
𝑦3 1 1 -1 -1 
𝑦4 1 1 1 -1 
𝑦5 -1 1 1 1 
Fig. 1: An example of local low-rank label structure. The label matrix
in the figure is taken from a real multi-label data set ”Corel5k”. As we
can see, if a sample is labelled as ”snake”, then this sample must be
labelled as ”reptile”, but the opposite is not true. As a result, although
the rank of the original label matrix (inside the red box) is 4, the rank
of the label submatrix labelled as ”snake” (inside the blue box) is 3.
Snake Reptile Mountain River 
𝑦1 1 1 1 -1 
𝑦2 1 1 -1 1 
𝑦3 1 1 -1 -1 
𝑦4 1 1 1 -1 
𝑦5 ? 1 1 1 
Fig. 2: An example of discriminant label information with missing
labels. If we set the rank of the label matrix to 3 or 4, then the
missing value of the label matrix will be correspondingly set to 1
or −1. Obviously, the label matrix with larger rank provides more
discriminant information.
To overcome these drawbacks, in this paper, we develop
a discriminative multi-label learning (DM2L) model for multi-
label learning with missing labels. Our model is not only simple
and effective, but also capable of jointly capturing global label
structure, local label structure and label discrimination information
in the original label space, which is supported by theoretical
(a) (b) (c) 
Fig. 3: An example of the limitation of traditional assumption for
local label structure. According to the assumption that the samples
with similar features should have similar labels, the similarity between
picture a and c is less than that between b and c. However, from the
perspective of a particular label ’River’, the similarity between a and
c should be greater than that between b and c.
analysis. Besides, we provide a nonlinear extension of DM2L by
kernel trick to enhance its ability and develop a concave-convex
programming to solve these optimization objectives. Compared
to the other low-rank based methods, our method involves the
fewest assumptions and only one hyper-parameter. Even so, our
method still outperforms the state-of-the-art methods as shown in
the experiments.
The rest of the paper is organized as follows. In Section 2, we
review some related works. In Section 3, the proposed framework
is presented. Experimental results are presented in Section 4.
Finally, Section 5 gives some concluding remarks.
2 RELATED WORK
In multi-label classification, valid labels are not throughly pro-
vided by the training set. This problem is referred to as the
presence of missing labels. The common approaches to tackle this
problem can roughly be divided as:
(1) Pre-processing methods, which attempt to recover the label
matrix as a pre-processing and then train mutli-label classifiers
with the complete labels. For example, MLML-exact [23] and
Ml-mg [24] conduct label completion based on label consistency
and label smoothness; LSR [25] carries out image tag completion
via image-specific and tag-specific linear sparse reconstructions;
FastTag [26] assumes that the observed incomplete labels can
be linearly transformed to the unobserved complete ones and
learns this linear mapping via the idea of training a denoising
auto-encoder. These methods do not integrate the consequences of
multi-label classification on label recovery, which may limit their
effectiveness.
(2) Transductive methods, which attempt to recovery the label
matrix in the transductive learning setting. For example, MC-1
[17], [20] and IrMMC [18] first make a matrix containing all the
feature vectors and the label vectors of both the training and the
test data. Then, they exploit matrix completion methods to fill in
the missing entries of this matrix. These methods do not have
inductive capabilities, which limits their scopes of application.
(3) Synchronized methods, which attempt to learn the multi-
label classifiers and recover the label matrix simultaneously.
LARS [27] uses group lasso to selectively penalize the pairwise
ranking errors between the two partitions. MLR-GL [28] uses a
ranking based multi-label learning framework to handle missing
labels. These methods do not exploit label stuctures, while the low-
rankness of label matrix is an useful label structure to recovery
missing labels. To achieve this, LEML [16], ML-LRC [21] and
GLOCAL [15] are the state-of-the-art low-rankness exploiting
methods most relevant to ours. Consequently, in the following,
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we first introduce the problem formulation of multi-label learning
with missing labels, then detail these three methods.
In the context of multi-label learning, let matrix X =
[x1, · · · ,xn]T ∈ Rn×d and Y = [y1, · · · ,yn]T ∈ {−1, 1}n×c
refer to the instance matrix and the true label matrix, respectively,
where n ≥ d, d is the feature dimension of an instance, n is the
number of instances and c is the size of label set. Since the label
matrix is generally incomplete in the real-world applications, we
assume Y˜ ∈ Rn×c to be the observed label matrix, where many
entries are unknown. Let Ω ⊆ {1, · · · , n} × {1, · · · , c} denote
the set of the indices of the observed entries in Y, we can define
a linear operator RΩ(Y) : Rn×c 7→ Rn×c as
Y˜i,j = [RΩ(Y)]i,j =
{
Yi,j (i, j) ∈ Ω
0 (i, j) /∈ Ω (1)
2.1 LEML
LEML learns a linear instance-to-label mapping Z = WH with
low-rank structure to take advantage of global label structure.
Specifically,
min
W,H
∑
(i,j)∈Ω
`
(
Y˜ij ,x
T
i Whj
)
+
λ
2
(‖W‖2F + ‖H‖2F ) (2)
where `(y,xTi Whj) =
∥∥y − xTi Whj∥∥22 and hTj is the j-th row
of H.
As can be seen, LEML just needs to assume label matrix is
low-rank, thus its formulation is very simple. However, it can only
capture global low-rank label structure.
2.2 ML-LRC
ML-LRC learns and exploits low-rank global label correlations
for multi-label classification with missing labels. In addition, it
incorporates a supplementary label matrix S which augments the
possibly incomplete label matrix by exploiting the label correla-
tions. Specifically,
minW,S,E,Yˆ ‖XW − Yˆ‖2F + λ1‖W‖2F + λ2‖S‖∗ + λ3‖E‖2,1
s.t. Yˆ = Y˜S; Y˜ = Yˆ + E
(3)
where ‖ · ‖∗ denotes the nuclear-norm of a matrix, which is
commonly used to encourage low-rank structure of a matrix and
‖E‖2,1 denotes the `2,1 norm of E ∈ Rn×c, which can be defined
as
∑c
j=1
√∑n
i=1 (Eij)
2. In the objective function the original
label matrix Y˜ is replaced by the supplementary label matrix
Yˆ = Y˜S. In the meantime, the constraint Y˜ = Yˆ + E and the
regularization term on E work together and control the difference
between Y˜ and Yˆ.
As can be seen from the objective function of ML-LRC, it
involves three assumptions: 1) the predictive confidence Yˆ is
determined by the available original label information Y˜ and
the correlations among different labels, which is modeled by the
correlation matrix S ∈ Rc×c. 2) the correlation matrix S can
accurately capture the real relations shared among different labels.
3) the label matrix is low-rank. Consequently, it involves 3 hyper-
parameters. However, it can only capture global label correlations.
2.3 GLOCAL
GLOCAL first uses kmeans clustering algorithm to partition
dataset X into g local groups {X′1, · · · ,X′g}, then exploits
global and local label correlations simultaneously, through learn-
ing a latent label representation and optimizing label manifolds.
Specifically,
minU,V,W,Z ‖Y˜ −RΩ(UV)‖2F + λ
∥∥V −W>X∥∥2
F
+
∑g
m=1
(
λ3nm
n tr
(
F>0 ZmZ
>
mF0
)
+ λ4 tr
(
F>mZmZ
>
mFm
))
+λ2R(U,V,W)
s.t. diag
(
ZmZ
>
m
)
= 1,m = 1, 2, . . . , g
(4)
where F0 = UW>X, Fm = UW>X′m and Z ≡
{Z1, . . . ,Zg}.
As can be seen from the objective function of GLOCAL, it
also involves three assumptions: 1) the label matrix is low-rank.
2) the latent labels V lie on a global manifold. 3) the latent
labels V lie on a local manifold. Therefore, it captures both global
and local label structure, but involves too many hyper-parameters.
Moreover, when exploring local label structure, it is limited by
the assumption of local structure as discussed in the introduction
section.
3 THE PROPOSED METHOD
In this section, we introduce the proposed method - called Dis-
criminant Multi-label Learning with Missing Labels (DM2L).
Section 3.1 presents the building ideas of DM2L. Subsequently, in
Section 3.2 we build an interesting nonlinear extension of DM2L.
Finally, we detail how to optimize DM2L in Section 3.3.
3.1 Discriminant Multi-label Learning with Missing La-
bels (DM2L)
Following the common assumption of low-rank for Y as in [14],
[21], we can assume the rank of Y is r (n ≥ c ≥ r) without loss
of generality. Then, the multi-label learning problem becomes :
given Y˜ and X, how to find the optimal W ∈ Rd×c so that
the estimated label matrix XW can be as close to the ground-
truth label matrix Y as possible. To this end, we can make use of
the low-rank property of Y and optimize the following objective
function:
min
W
1
2
‖RΩ(XW)− Y˜‖2F + λd‖XW‖∗ (5)
where ‖ · ‖∗ denotes the nuclear-norm of a matrix, which is
commonly used to encourage low-rank structure of a matrix.
However, just forcing the low rankness for ‖XW‖∗ is not
sufficient, since in addition to this observation, the label matrix
still has some other intrinsic properties below,
1) If we denote Xk as the set of training instances associated
with label k and Yk as the label matrix corresponding to
Xk, then we can easily see that the k-th column of Yk is
a vector with all elements to be 1 and rank(Yk) ≤ c.
2) If label k and label q have high possibilities to (asym-
metrically) co-occur, or the two labels never appear at
the same time, then the q-th column of Yk is a vector
with all elements to be 1 or −1. Thus label k and label
q are linearly dependent (in linear algebra sense) and
rank(Yk) ≤ c− 1.
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3) Because most labels are unnecessarily linearly dependent,
the rank of XW should be made as high as possible
in the case both the local and global structures are
maintained to ensure that the learned model has strong
discriminability.
In order to take advantage of the above-analyzed label struc-
tures, we impose, on the one hand, low-rank structures for the
whole predictions of instances from the same labels, and on the
other hand, a maximally separated structure for all the predic-
tions of instances from different labels. More precisely, two new
nuclear-norm-based terms is introduced to replace the original
nuclear norm in the objective function (5), i.e.,
min
W
1
2
‖RΩ(XW)− Y˜‖2F + λd
(
c∑
k=1
‖XkW‖∗ − ‖XW‖∗
)
(6)
where λd is a hyper-parameter trading off the two terms, the term
‖XkW‖∗ encourages a low-rankness for the predictions of in-
stances from the label k to capture the local label structure in label
k, and the term −‖XW‖∗ encourages a maximally separated
structure for the predictions of instances from different labels
to provide more underlying discriminant information because
two linearly independent predicting vectors correspond to two
different label vectors, such an independence leads to desirable
discrimination among different labels. Moreover, according to
Theorem 1 (proved in Appendix A.), the term
∑c
k=1 ‖XkW‖∗ is
an upper bound of ‖XW‖∗ 1, implying that the global low-rank
label structure can be also maintained with a suitable λd.
Theorem 1. Let A,B and C be matrices of the same row
dimensions, and [A,C] be concatenation of A and C, Likewise
for [A,B,C] and [B,C]. Then, we have
‖[A,B,C]‖∗ ≤ ‖[A,C]‖∗ + ‖[B,C]‖∗. (7)
Remark 1. As can be seen from the objective function (6),
our method only assumes that the label matrix is low-rank, so
this method is one of the low-rank methods involving the fewest
assumptions. As for the local low-rank label structures and label
discriminant information, both are structure information inherent
in multi-label learning, and thus do not involve any additional
assumptions.
3.2 Nonlinear Extension
So far, we have only considered linear model, thus limiting the
ability to characterize feature interactions. Deep learning [30] or
kernel methods can be used to achieve this purpose. Here, we
directly adopt the kernel trick to build an interesting nonlinear ex-
tension of DM2L, because DM2L can be recast into an equivalent
dual representation as shown in Theorem 2 (proved in Appendix
B), in which the predictions are based on linear combinations of a
kernel function evaluated at the training data points.
Theorem 2. Let κ be a kernel on X , φ(x) be its associate nonlin-
ear feature space mapping, and f(X) = [φ(x1), · · · , φ(xn)]T ,
1. Note that
∑c
k=1 rank (XkW) ≥ rank (XW) is an obvious con-
clusion, which can be found in the linear algebra textbook [29]. However,
the proposition about
∑c
k=1 ‖XkW‖∗ ≥ ‖XW‖∗ needs to be proved
particularly, because the proof is no longer trivial in this case.
the optimal solution W∗ = [w∗1, · · · ,w∗c ] of the optimization
problem
min
W
1
2
‖RΩ (f(X)W)− Y˜‖2F
+ λd
(
c∑
k=1
‖ (f(Xk)W‖∗ − ‖f(X)W‖∗
) (8)
can be expressed as:
w∗j =
n∑
i=1
ajiφ(xi) (9)
and
W∗ = [φ (x1) , φ (x2) , · · · , φ (xn)]A (10)
where wj is the j-th column vector of W and aj =
[aj1, · · · , ajn]T is the j-th column vector of A = [a1, · · · ,ac].
By plugging formulas (9) and (10) into (8), it can be shown
that the optimization problem (8) is equivalent to problem (11):
min
A
1
2
‖RΩ(KA)− Y˜‖2F + λd
(
c∑
k=1
‖KkA‖∗ − ‖KA‖∗
)
(11)
where K = f(X)f(X)T , Kk = f(Xk)f(X)T and f(X) =
[φ(x1), · · · , φ(xn)]T .
Actually, if we use a linear kernel, problem (11) is reduced to
(6). To sum up, we can draw the following conclusions from the
objective function (11):
1) This method is one of the low-rank methods involving
the least assumptions, thus it only involves one hyper-
parameter and much simpler than existing ones.
2) The label structures are directly explored in the original
label space.
3) The term
∑c
k=1 ‖KkA‖∗ in (11) is able to capture both
local and global low-rank label structures.
4) The term −‖KA‖∗ can provide more underlying dis-
criminant information.
5) According to Theorem 1, the value of (11) is always
greater than 0, thus (11) will not degenerate for any A.
6) Local label structure explored in (6) and (11) has a
significant advantage over existing methods [15], [22].
As stated in the introduction, existing methods usually
assume that samples having similar features have similar
labels, which is always not true for a particular label.
Instead, (6) and (11) is not built on this assumption, so
there is no such a limitation.
3.3 The Concave-convex Programming
Note if we use a linear kernel, problem (11) is reduced to (6), thus
we just focus on optimizing problem (11). Because the problem
(11) is non-differentiable and non-convex, the traditional convex
optimization methods, e.g., gradient descent, Newton method, are
not suitable for this problem. However, our objective function
J (A) can be rewritten as the sum of a convex part Jvex(A)
and a concave part Jcave(A), i.e.,
J (A) =Jvex(A) + Jcave(A)
=
[
1
2
‖RΩ(KA)− Y˜‖2F + λd
c∑
k=1
‖KkA‖∗
]
+ [−λd‖KA‖∗] .
(12)
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Therefore, the problem is a D.C. (difference of convex functions)
program and also similar to the D.C. program in [31]. We likewise
use the concave-convex programming (CCCP) to solve problem
(11) as in [31].
As we know, CCCP is a special case of the majorisation-
minimisation (MM) algorithm, which is a surrogate type opti-
mization method. Algorithm 1 illustrate the update procedure of
the CCCP algorithm, where at each iteration we firstly use a
surrogate objective Jt(A) that majorises the original objective
at the current solution At, then apply any optimization algorithm
to the surrogate for the next update At+1.
In Algorithm 1, we need to determine what surrogate function
to use. Due to that the next updates At+1 can be obtained
by matching the convex part subgradient to the concave part
subgradient:
At+1 satisfies ∂Jvex(At+1) = −∂Jcave(At), (13)
where ∂J (A) is a subgradient of J (A), we use the convex
term Jvex(A) plus the linear term trace (∂Jcave(At)A′) as the
surrogate objective function Jt(A).
Moreover, in Algorithm 1, we also need to compute the
subgradient of nuclear norm ‖ · ‖∗, which can be evaluated using
the simple approach shown in Algorithm 2 [30], [32].
Algorithm 1 The concave-convex programming
Require: Training dataset matrix X and the hyperparameter λd.
Ensure: The learned classifier A.
1: Initialize A0 with the identity matrix.
2: repeat
3:
At+1 =argmin
A
Jvex(A) + trace
(
∂Jcave (At)A′
)
=argmin
A
1
2
‖RΩ(KA)− Y˜‖2F+
λd
c∑
k=1
‖KkA‖∗ − λd trace
(
K′∂ ‖KAt‖∗A′
) (14)
4: until convergence or stopping criteria
Algorithm 2 An approach to evaluate a subgradient of matrix
nuclear norm
Require: An m× n matrix C and a mall threshold value δ.
Ensure: A subgradient of the nuclear norm ∂‖C‖∗.
1: Perform singular value decomposition:
C = UΣV
2: s← the number of singular values larger than δ.
3: Partition U and V as
U = [U1,U2]
V = [V1,V2]
where U1 and V1 have s columns;
4: ∂‖C‖∗ ← U1V1′;
4 EXPERIMENTS
In this section, we conduct extensive experiments to testify the
performance of DM2L on both the full-label case and the missing
label case.
TABLE 1: A summary of the attributes of each data set.
Dataset #instance #dim #label #label/instance
Arts 5,000 462 26 1.64
Computers 5,000 681 33 1.51
Entertainment 5,000 640 21 1.42
Recreation 5,000 606 22 1.42
Science 5,000 743 40 1.45
Society 5,000 636 27 1.69
Corel5k 5,000 499 374 3.52
Business 5,000 438 30 1.59
Education 5,000 550 33 1.46
Health 5,000 612 32 1.66
Reference 5,000 793 33 1.17
Social 5,000 1,047 39 1.28
Enron 1,702 1,001 53 3.37
Image 2,000 294 5 1.24
4.1 Datasets
In our experiments, extensive experiments are performed on text
and image datasets. Specifically, on text, eleven Yahoo datasets
2 and the Enron 3 dataset are used. On images, the Corel5k 3
and Image 4 datasets are used. In the sequel, we denote each
dataset by its first three letters 5. For each dataset, we randomly
select 60 percent of the instances for training, and the rest for
testing. To reduce statistical variability, results are averaged over
10 independent repetitions.
4.2 Performance evaluation
We use four popular metrics in multi-label learning [15], i.e.,
Ranking loss (Rkl), Average Area Under the ROC Curve (AUC),
Coverage (Cvg) and Average precision (Ap). For Auc and Ap, the
higher value the better; whereas for Rkl and Cvg, the lower value
the better. We use four popular metrics in multi-label learning [15]
as below:
Let p be the number of test instances, C+i , C
−
i be the sets of
positive and negative labels associated with the ith instance; and
Z+j , Z
−
j be the sets of positive and negative instances belonging
to the jth label. Given input x, let rankf (x, y) be the rank of label
y in the predicted label ranking (sorted in descending order).
• Ranking loss (Rkl): This is the fraction that a negative la-
bel is ranked higher than a positive label. For test instance
xi, define Qi = {(j′, j′′)|fj′(xi) ≤ fj′′(xi), (j′, j′′) ∈
Ci
+ ×C−i }. Then, Rkl= 1p
∑p
i=1
|Qi|
|Ci+||Ci−| .
• Average Area Under the ROC Curve (AUC): This is the
fraction that a positive instance is ranked higher than
a negative instance, averaged over all labels. Specifi-
cally, for label j, define Q˜j = {(i′, i′′)|fj(xi′) ≥
fj(xi′′), (xi′ ,xi′′) ∈ Z+j × Z−j }. Then, Auc =
1
c
∑c
j=1
|Q˜j |
|Z+j ||Z−j |
.
• Coverage (Cvg): This counts how many steps are needed
to move down the predicted label ranking so as to
cover all the positive labels of the instances. Cvg =
1
p
∑p
i=1 max{rankf (xi, j)|j ∈ C+i } − 1.
• Average precision (Ap): This is the average frac-
tion of positive labels ranked higher than a partic-
ular positive label. For instance xi, define Q˜i,c =
2. http://lamda.nju.edu.cn/files/MDDM-expdata.rar
3. http://mulan.sourceforge.net/data sets-mlc.html
4. http://cse.seu.edu.cn/people/zhangml/files/Image.rar
5. ”Society” is denoted ”Soci”, so as to distinguish it from ”Social”.
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{j|rankf (xi, j) ≤ rankf (xi, c), j ∈ C+i }. Then,
Ap= 1p
∑p
i=1
1
|Ci+|
∑
c∈Ci+ |Q˜i,c|rankf (xi,c)
.
4.3 Comparison methods
We compare DM2L to the following state-of-the-art multi-label
learning algorithms:
• Multi-label learning using local correlation (MLLOC) [22]
exploits local label structure by encoding them into the
instance’s feature representation.
• Low-rank empirical risk minimization for multi-label
learning (LEML) [16] learns a linear instance-to-label
mapping with low-rank structure to take advantage of
global label structure.
• Learning low-rank label correlations for multi-label
classification(ML-LRC) [21] learns and exploits low-rank
global label structure for multi-label learning with missing
labels.
• Multi-label learning with global and local label correlation
(GLOCAL) [15] learns and exploits global and local label
structures for multi-label learning with missing labels.
The hyper-parameters in comparison methods are selected via
5-fold cross-validation on the training set. The parameter λd of
DM2L is selected from {1∗10−5, 2∗10−5, 3∗10−5, 4∗10−5, 5∗
10−5, 15, 12, 10, 8, 5}.
4.4 Experimental results
We can see that the comparison methods above only provide linear
models. Instead, we provide a linear and nonlinear version of
DM2L. In order to compare these methods fairly, we first show
that even DM2L with linear kernel (denoted as DM2L-l) can beat
these comparison methods on multi-label datasets with both full
labels and missing labels, and then demonstrate the effectiveness
of DM2L with nonlinear kernel (denoted as DM2L-nl).
4.4.1 Performance of DM2L-l on the full-label case
In this subsection, we apply DM2L-l to the multi-label learning
with full labels. The results are shown in Table 2. As can be seen,
DM2L-l achieves 31 times best classification results, indicating
that DM2L-l is better than the other compared methods on most
datasets. Thus, it is shown the effectiveness of jointly exploring
global label structure, local label structure and the discriminant
information for multi-label learning.
4.4.2 Performance of DM2L-l on the missing-label case
In this subsection, we apply DM2L-l to the multi-label learning
with missing labels. To generate missing labels, we randomly
sample ρ of the elements in the label matrix as observed, and
the rest as missing. When ρ = 1, it reduces to the full-label case.
Among these comparison methods, MLLOC can not directly
handle missing labels. Thus, we use the matrix completion using
side information (MAXIDE) algorithm [19] to recovery missing
labels before MLLOC can be used. The resultant combinations of
MAXIDE+MLLOC are denoted as MMLLOC.
Table 3 shows the label prediction results on the test data. As
can be seen, DM2L-l is better than the other compared methods in
general. On most datasets, DM2L-l is among the best two methods
on all evaluation measures. This also indicates the effectiveness of
jointly exploring global label structure, local label structure and
the discriminant information for multi-label learning with missing
labels.
4.4.3 DM2L-l VS. DM2L-nl
To show the nonlinear ability of DM2L, the gaussian kernel
function can be used in DM2L. The formulation of gaussian kernel
function is shown below:
K (x,x′) = exp
(
−‖x− x
′‖22
2σ2
)
. (15)
, and its parameter σ is chosen from {0.5, 1, 1.5, 2} via 5-fold
cross-validation on the training set.
Table 4 shows the label prediction results of DM2L-l and
DM2L-nl on both the full label case and missing label case. ρ
denotes the ratio of the observed entries in the label matrix. When
ρ = 1, it reduces to the full-label case. As can be seen from Table
4, DM2L-nl achieves better classification results than DM2L-1
on almost all data sets. Although on a few data sets, DM2L-nl
achieves poor classification results, this can be attributed to the
use of inappropriate kernel function. Instead, if we use polynomial
kernel functions, we will at least get not bad results on these data
sets. More importantly, although the linear model DM2L-l has
achieved good classification results, the nonlinear model DM2L-
nl can still achieve significantly better results, which indicates the
application prospect of the nonlinear model on such problems.
4.5 Analysis
4.5.1 Convergence
We empirically study the convergence of DM2L, Fig. 2 shows the
objective value w.r.t. the number of iterations for the full-label
case on the Arts, Business, Enron and Image datasets. As can be
seen, the objective converges quickly in a few iterations. A similar
phenomenon can be observed on the other datasets.
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Fig. 4: Convergence of DM2L on the Arts, Business, Computers and
Education datasets.
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TABLE 2: Results for learning with full labels.
MLLOC LEML ML-LRC GLOCAL DM2L-l
Art
Rkl 0.177 ± 0.013(5) 0.170 ± 0.005(4) 0.157 ± 0.002(3) 0.138 ± 0.002(2) 0.135 ± 0.006(1)
Auc 0.823 ± 0.013(5) 0.833 ± 0.005(4) 0.843 ± 0.001(3) 0.846 ± 0.005(2) 0.867 ± 0.006(1)
Cvg 6.762 ± 0.344(5) 6.337 ± 0.243(4) 5.529 ± 0.037(3) 5.347 ± 0.146(2) 5.164 ± 0.200(1)
Ap 0.606 ± 0.006(2) 0.590 ± 0.005(5) 0.600 ± 0.007(3) 0.619 ± 0.005(1) 0.598 ± 0.016(4)
Bus
Rkl 0.055 ± 0.009(4) 0.056 ± 0.005(5) 0.044 ± 0.002(1) 0.044 ± 0.002(1) 0.046 ± 0.004(3)
Auc 0.944 ± 0.008(5) 0.945 ± 0.005(4) 0.950 ± 0.005(3) 0.955 ± 0.003(2) 0.956 ± 0.003(1)
Cvg 3.265 ± 0.464(5) 3.187 ± 0.270(4) 2.560 ± 0.059(2) 2.559 ± 0.169(1) 2.689 ± 0.200(3)
Ap 0.878 ± 0.011(3) 0.867 ± 0.007(5) 0.870 ± 0.005(4) 0.883 ± 0.004(1) 0.881 ± 0.005(2)
Com
Rkl 0.134 ± 0.014(4) 0.138 ± 0.004(5) 0.107 ± 0.002(2) 0.107 ± 0.002(2) 0.102 ± 0.005(1)
Auc 0.866 ± 0.014(5) 0.895 ± 0.002(2) 0.894 ± 0.002(4) 0.895 ± 0.002(2) 0.904 ± 0.004(1)
Cvg 6.224 ± 0.480(5) 6.148 ± 0.183(4) 4.893 ± 0.142(3) 4.889 ± 0.058(2) 4.719 ± 0.229(1)
Ap 0.689 ± 0.009(3) 0.669 ± 0.007(5) 0.689 ± 0.005(3) 0.698 ± 0.004(1) 0.696 ± 0.007(2)
Edu
Rkl 0.158 ± 0.021(5) 0.145 ± 0.008(4) 0.099 ± 0.002(2) 0.095 ± 0.002(1) 0.099 ± 0.002(2)
Auc 0.842 ± 0.022(5) 0.859 ± 0.008(4) 0.868 ± 0.006(3) 0.878 ± 0.006(2) 0.901 ± 0.002(1)
Cvg 7.381 ± 0.765(5) 6.711 ± 0.364(4) 4.531 ± 0.104(2) 4.529 ± 0.206(1) 4.714 ± 0.054(3)
Ap 0.613 ± 0.004(3) 0.596 ± 0.009(5) 0.600 ± 0.007(4) 0.628 ± 0.009(2) 0.633 ± 0.003(1)
Ent
Rkl 0.146 ± 0.013(4) 0.154 ± 0.005(5) 0.130 ± 0.005(3) 0.108 ± 0.004(1) 0.120 ± 0.004(2)
Auc 0.854 ± 0.013(4) 0.852 ± 0.005(5) 0.871 ± 0.003(3) 0.874 ± 0.005(2) 0.882 ± 0.004(1)
Cvg 4.293 ± 0.344(5) 4.193 ± 0.139(4) 3.505 ± 0.125(3) 3.114 ± 0.110(1) 3.499 ± 0.068(2)
Ap 0.670 ± 0.005(3) 0.647 ± 0.007(5) 0.661 ± 0.012(4) 0.681 ± 0.008(2) 0.684 ± 0.007(1)
Hea
Rkl 0.093 ± 0.005(5) 0.091 ± 0.003(4) 0.071 ± 0.003(3) 0.065 ± 0.002(1) 0.067 ± 0.002(2)
Auc 0.907 ± 0.005(5) 0.913 ± 0.004(4) 0.929 ± 0.009(2) 0.923 ± 0.007(3) 0.935 ± 0.002(1)
Cvg 5.403 ± 0.157(5) 5.063 ± 0.128(4) 3.751 ± 0.128(1) 3.858 ± 0.131(2) 4.026 ± 0.072(3)
Ap 0.777 ± 0.004(3) 0.750 ± 0.003(5) 0.755 ± 0.006(4) 0.782 ± 0.001(2) 0.783 ± 0.004(1)
Rec
Rkl 0.184 ± 0.015(4) 0.185 ± 0.001(5) 0.170 ± 0.004(3) 0.155 ± 0.002(2) 0.147 ± 0.005(1)
Auc 0.816 ± 0.015(5) 0.822 ± 0.002(4) 0.833 ± 0.004(3) 0.840 ± 0.000(2) 0.857 ± 0.005(1)
Cvg 5.268 ± 0.333(5) 5.110 ± 0.040(4) 4.515 ± 0.045(3) 4.431 ± 0.048(2) 4.204 ± 0.118(1)
Ap 0.620 ± 0.004(3) 0.595 ± 0.004(5) 0.604 ± 0.003(4) 0.625 ± 0.004(2) 0.633 ± 0.006(1)
Ref
Rkl 0.138 ± 0.008(5) 0.137 ± 0.004(4) 0.092 ± 0.003(2) 0.086 ± 0.003(1) 0.097 ± 0.005(3)
Auc 0.862 ± 0.008(5) 0.872 ± 0.004(4) 0.900 ± 0.006(2) 0.894 ± 0.004(3) 0.906 ± 0.005(1)
Cvg 5.514 ± 0.309(5) 5.277 ± 0.171(4) 3.438 ± 0.133(2) 3.387 ± 0.118(1) 3.972 ± 0.243(3)
Ap 0.688 ± 0.003(2) 0.667 ± 0.003(4) 0.667 ± 0.007(4) 0.688 ± 0.007(2) 0.703 ± 0.007(1)
Sci
Rkl 0.166 ± 0.017(4) 0.170 ± 0.005(5) 0.131 ± 0.002(3) 0.118 ± 0.003(1) 0.118 ± 0.004(1)
Auc 0.834 ± 0.018(4) 0.834 ± 0.005(4) 0.860 ± 0.003(2) 0.853 ± 0.010(3) 0.882 ± 0.004(1)
Cvg 8.867 ± 0.751(4) 8.885 ± 0.197(5) 6.704 ± 0.122(3) 6.434 ± 0.137(1) 6.556 ± 0.231(2)
Ap 0.581 ± 0.009(2) 0.551 ± 0.008(5) 0.561 ± 0.009(4) 0.580 ± 0.009(3) 0.602 ± 0.014(1)
Soc
Rkl 0.094 ± 0.013(4) 0.106 ± 0.006(5) 0.075 ± 0.005(2) 0.075 ± 0.005(2) 0.072 ± 0.004(1)
Auc 0.906 ± 0.013(4) 0.894 ± 0.006(5) 0.917 ± 0.005(2) 0.915 ± 0.005(3) 0.928 ± 0.004(1)
Cvg 5.147 ± 0.401(4) 5.521 ± 0.301(5) 4.651 ± 0.102(3) 4.537 ± 0.258(2) 4.073 ± 0.100(1)
Ap 0.764 ± 0.008(2) 0.731 ± 0.005(4) 0.719 ± 0.003(5) 0.758 ± 0.008(3) 0.773 ± 0.007(1)
Soci
Rkl 0.182 ± 0.006(4) 0.182 ± 0.007(4) 0.142 ± 0.002(3) 0.136 ± 0.005(1) 0.137 ± 0.005(2)
Auc 0.818 ± 0.006(5) 0.822 ± 0.008(4) 0.840 ± 0.006(3) 0.844 ± 0.006(2) 0.864 ± 0.005(1)
Cvg 7.392 ± 0.216(4) 7.438 ± 0.162(5) 5.973 ± 0.108(3) 5.852 ± 0.194(2) 5.807 ± 0.252(1)
Ap 0.623 ± 0.004(3) 0.599 ± 0.006(5) 0.605 ± 0.006(4) 0.633 ± 0.009(1) 0.631 ± 0.002(2)
Enr
Rkl 0.169 ± 0.012(5) 0.159 ± 0.005(4) 0.133 ± 0.004(3) 0.125 ± 0.004(2) 0.120 ± 0.004(1)
Auc 0.831 ± 0.009(5) 0.851 ± 0.006(4) 0.869 ± 0.004(3) 0.877 ± 0.005(2) 0.883 ± 0.004(1)
Cvg 21.724 ± 0.950(5) 18.531 ± 0.707(4) 16.654 ± 0.198(1) 16.737 ± 0.622(2) 16.774 ± 0.469(3)
Ap 0.586 ± 0.009(5) 0.600 ± 0.004(3) 0.591 ± 0.004(4) 0.647 ± 0.006(1) 0.641 ± 0.007(2)
Cor
Rkl 0.230 ± 0.012(4) 0.246 ± 0.004(5) 0.170 ± 0.002(1) 0.173 ± 0.005(2) 0.210± 0.005(3)
Auc 0.757 ± 0.012(4) 0.754 ± 0.005(5) 0.825 ± 0.005(2) 0.827 ± 0.005(1) 0.790 ± 0.005(3)
Cvg 201.800 ± 6.710(5) 184.580 ± 1.720(4) 137.310 ± 2.490(2) 136.910 ± 3.210(1) 175.271 ± 3.641(3)
Ap 0.182 ± 0.005(5) 0.188 ± 0.004(4) 0.198 ± 0.003(3) 0.200 ± 0.004(2) 0.271 ± 0.004(1)
Ima
Rkl 0.180 ± 0.008(2) 0.181 ± 0.012(4) 0.180 ± 0.009(2) 0.179 ± 0.004(1) 0.189 ± 0.004(5)
Auc 0.810 ± 0.012(3) 0.786 ± 0.005(4) 0.748 ± 0.010(5) 0.819 ± 0.009(1) 0.812 ± 0.004(2)
Cvg 0.975 ± 0.060(1) 1.000 ± 0.027(3) 1.000 ± 0.019(3) 0.975 ± 0.054(1) 1.023 ± 0.024(5)
Ap 0.794 ± 0.010(2) 0.790 ± 0.008(3) 0.790 ± 0.010(4) 0.795 ± 0.007(1) 0.777 ± 0.006(5)
#Win 1 0 4 23 31
4.5.2 Effectiveness of local label structure
To show the effectiveness of local label structures, the following
two models are compared,
• DM2L-Lo(DM2L model only involving local label struc-
ture term), namely,
min
W
1
2
‖RΩ(XW)− Y˜‖2F + λd
c∑
k=1
‖XkW‖∗ (16)
• LEML (Low-rank empirical risk minimization for multi-
label learning) [16]. It learns a linear instance-to-label
mapping with low-rank structure to take advantage of
global label structure.
The experiments are conducted on the Arts and Business
datasets with both full and missing labels. Fig. 3 shows the results
in terms of four evaluation measures. As can be seen, DM2L-Lo
almost beats LEML in terms of all the evaluation measures and a
similar phenomenon on the other datasets can be also seen. This
reflects the importance of local label structure both for multi-label
classification with full and missing labels.
4.5.3 Effectiveness of discriminant label information
To show the effectiveness of discriminant label information, we
compare DM2L-l to the above model DM2L-Lo on the Arts and
Business datasets, and show the results in Fig. 4. As can be seen,
DM2L-l usually performs worse than DM2L-Lo on the full-label
case, while DM2L-l usually performs better than DM2L-Lo on
the missing-label case. We can see a similar phenomenon on the
other datasets. This phenomenon indicates that when the label
matrix is incomplete, the discriminant term can effectively avoid
model over-fitting the local label structure. At the same time, this
again reflects the importance of local label structure for multi-label
classification, especially when the label matrix is complete.
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TABLE 3: Results for learning with missing labels
ρ MMLLOC LEML ML-LRC GLOCAL DM2L-l ρ MMLLOC LEML ML-LRC GLOCAL DM2L-l
Art
Rkl 0.3 0.225(5) 0.204(4) 0.184(3) 0.144(1) 0.149(2)
Bus
Rkl 0.3 0.083(5) 0.063(4) 0.061(3) 0.054(2) 0.046(1)0.7 0.193(5) 0.181(4) 0.159(3) 0.139(2) 0.132(1) 0.7 0.064(5) 0.058(4) 0.046(2) 0.046(2) 0.043(1)
Auc 0.3 0.781(5) 0.801(4) 0.828(3) 0.831(2) 0.853(1) Auc 0.3 0.917(5) 0.928(4) 0.937(2) 0.937(3) 0.955(1)0.7 0.819(5) 0.825(4) 0.838(3) 0.840(2) 0.870(1) 0.7 0.935(5) 0.942(4) 0.950(3) 0.952(2) 0.958(1)
Cvg 0.3 9.033(5) 7.369(4) 6.281(3) 5.867(2) 5.502(1) Cvg 0.3 4.643(5) 3.954(4) 3.279(3) 2.863(2) 2.682(1)0.7 7.262(5) 6.431(4) 5.432(3) 5.352(2) 5.108(1) 0.7 3.670(5) 3.303(4) 2.580(3) 2.579(1) 2.579(1)
Ap 0.3 0.529(3) 0.503(5) 0.517(4) 0.572(1) 0.533(2) Ap 0.3 0.843(5) 0.866(3) 0.858(4) 0.879(1) 0.872(2)0.7 0.583(5) 0.589(3) 0.588(4) 0.607(1) 0.598(2) 0.7 0.861(5) 0.870(3) 0.870(4) 0.881(1) 0.881(1)
Com
Rkl 0.3 0.201(5) 0.179(4) 0.152(2) 0.154(3) 0.093(1)
Edu
Rkl 0.3 0.187(5) 0.176(4) 0.144(3) 0.137(2) 0.092(1)0.7 0.150(5) 0.141(4) 0.115(3) 0.113(2) 0.093(1) 0.7 0.165(5) 0.151(4) 0.113(3) 0.111(2) 0.091(1)
Auc 0.3 0.849(5) 0.880(3) 0.873(4) 0.883(2) 0.907(1) Auc 0.3 0.815(5) 0.817(4) 0.845(3) 0.846(2) 0.908(1)0.7 0.868(5) 0.894(4) 0.895(3) 0.896(2) 0.913(1) 0.7 0.844(4) 0.842(5) 0.860(2) 0.860(2) 0.909(1)
Cvg 0.3 8.808(5) 7.392(4) 6.052(3) 5.798(2) 4.771(1) Cvg 0.3 11.089(5) 9.672(4) 6.350(3) 6.338(2) 4.319(1)0.7 6.871(5) 6.306(4) 5.000(3) 4.976(2) 4.402(1) 0.7 8.096(5) 7.595(4) 5.075(3) 5.070(2) 4.214(1)
Ap 0.3 0.631(5) 0.646(2) 0.636(4) 0.669(1) 0.646(2) Ap 0.3 0.538(4) 0.537(5) 0.543(3) 0.592(2) 0.609(1)0.7 0.674(3) 0.665(5) 0.667(4) 0.691(1) 0.682(2) 0.7 0.586(5) 0.591(4) 0.600(3) 0.622(1) 0.621(2)
Ent
Rkl 0.3 0.229(5) 0.175(4) 0.152(3) 0.122(1) 0.125(2)
Hea
Rkl 0.3 0.137(5) 0.095(4) 0.085(2) 0.085(2) 0.061(1)0.7 0.164(5) 0.159(4) 0.129(3) 0.109(1) 0.109(1) 0.7 0.109(5) 0.074(4) 0.071(3) 0.065(2) 0.057(1)
Auc 0.3 0.832(4) 0.826(5) 0.849(3) 0.859(2) 0.877(1) Auc 0.3 0.894(5) 0.896(4) 0.907(2) 0.906(3) 0.941(1)0.7 0.842(5) 0.850(4) 0.870(3) 0.871(2) 0.893(1) 0.7 0.901(5) 0.920(2) 0.920(2) 0.920(2) 0.944(1)
Cvg 0.3 6.029(5) 5.755(4) 4.170(3) 4.153(2) 3.509(1) Cvg 0.3 7.104(5) 6.248(4) 4.924(3) 4.814(2) 3.595(1)0.7 4.857(5) 4.643(4) 3.483(3) 3.117(1) 3.214(2) 0.7 5.866(5) 5.167(4) 3.960(2) 3.963(3) 3.370(1)
Ap 0.3 0.601(3) 0.601(3) 0.601(3) 0.645(1) 0.607(2) Ap 0.3 0.727(3) 0.715(5) 0.720(4) 0.752(1) 0.729(2)0.7 0.635(5) 0.645(3) 0.643(4) 0.670(2) 0.679(1) 0.7 0.762(4) 0.770(2) 0.766(3) 0.775(1) 0.747(5)
Rec
Rkl 0.3 0.266(5) 0.245(4) 0.202(3) 0.165(2) 0.164(1)
Ref
Rkl 0.3 0.199(5) 0.187(4) 0.137(3) 0.098(2) 0.086(1)0.7 0.204(5) 0.196(4) 0.167(3) 0.156(2) 0.142(1) 0.7 0.155(5) 0.145(4) 0.098(3) 0.086(1) 0.087(2)
Auc 0.3 0.785(5) 0.828(3) 0.802(4) 0.839(2) 0.840(1) Auc 0.3 0.851(4) 0.847(5) 0.868(3) 0.886(2) 0.917(1)0.7 0.800(5) 0.837(3) 0.836(4) 0.845(2) 0.862(1) 0.7 0.861(5) 0.869(4) 0.895(3) 0.898(2) 0.916(1)
Cvg 0.3 7.084(5) 6.842(4) 5.397(3) 4.545(2) 4.478(1) Cvg 0.3 7.549(5) 6.463(4) 5.052(3) 3.367(1) 3.396(2)0.7 5.952(5) 5.685(4) 4.490(3) 4.430(2) 4.060(1) 0.7 6.419(5) 6.130(4) 3.694(3) 3.348(1) 3.526(2)
Ap 0.3 0.547(3) 0.540(4) 0.540(4) 0.573(1) 0.556(2) Ap 0.3 0.631(3) 0.609(5) 0.611(4) 0.638(2) 0.656(1)0.7 0.597(4) 0.567(5) 0.600(3) 0.614(2) 0.621(1) 0.7 0.675(2) 0.653(4) 0.653(4) 0.672(3) 0.697(1)
Sci
Rkl 0.3 0.257(5) 0.203(4) 0.169(3) 0.144(2) 0.133(1)
Soc
Rkl 0.3 0.149(5) 0.089(3) 0.095(4) 0.075(2) 0.071(1)0.7 0.189(5) 0.174(4) 0.134(3) 0.129(2) 0.112(1) 0.7 0.108(5) 0.079(4) 0.076(3) 0.073(2) 0.063(1)
Auc 0.3 0.827(4) 0.827(4) 0.830(3) 0.837(2) 0.867(1) Auc 0.3 0.906(3) 0.906(4) 0.905(5) 0.913(2) 0.929(1)0.7 0.840(5) 0.849(4) 0.850(2) 0.850(2) 0.888(1) 0.7 0.910(4) 0.900(5) 0.914(2) 0.914(3) 0.937(1)
Cvg 0.3 12.805(5) 10.587(4) 8.794(3) 6.809(1) 7.059(2) Cvg 0.3 7.652(5) 7.567(4) 6.308(3) 6.088(2) 3.996(1)0.7 9.960(5) 9.501(4) 6.900(3) 6.416(2) 6.091(1) 0.7 5.886(5) 5.386(4) 5.103(3) 4.929(2) 3.601(1)
Ap 0.3 0.503(3) 0.479(5) 0.485(4) 0.531(1) 0.514(2) Ap 0.3 0.712(3) 0.682(5) 0.700(4) 0.738(2) 0.758(1)0.7 0.569(4) 0.551(5) 0.570(3) 0.574(1) 0.571(2) 0.7 0.748(3) 0.719(5) 0.728(4) 0.761(2) 0.771(1)
Soci
Rkl 0.3 0.252(5) 0.202(4) 0.175(3) 0.139(1) 0.147(2)
Enr
Rkl 0.3 0.179(5) 0.172(3) 0.173(4) 0.149(2) 0.136(1)0.7 0.208(5) 0.194(4) 0.141(3) 0.136(2) 0.131(1) 0.7 0.170(5) 0.162(4) 0.152(3) 0.129(2) 0.125(1)
Auc 0.3 0.804(5) 0.808(4) 0.826(2) 0.826(2) 0.854(1) Auc 0.3 0.820(5) 0.830(4) 0.843(3) 0.853(2) 0.866(1)0.7 0.816(4) 0.816(4) 0.840(2) 0.840(2) 0.870(1) 0.7 0.829(5) 0.839(4) 0.849(3) 0.872(2) 0.877(1)
Cvg 0.3 9.550(5) 8.637(4) 6.944(3) 5.816(1) 6.026(2) Cvg 0.3 22.72(5) 21.410(4) 20.420(3) 19.010(2) 18.485(1)0.7 8.227(5) 7.638(4) 5.750(2) 5.750(3) 5.524(1) 0.7 21.900(5) 19.530(4) 18.170(3) 17.160(1) 17.266(2)
Ap 0.3 0.569(3) 0.563(5) 0.565(4) 0.601(1) 0.573(2) Ap 0.3 0.580(4) 0.582(3) 0.580(4) 0.589(2) 0.615(1)0.7 0.606(3) 0.589(5) 0.590(4) 0.625(1) 0.612(2) 0.7 0.585(5) 0.601(4) 0.607(3) 0.635(1) 0.621(2)
Cor
Rkl 0.3 0.332(5) 0.308(3) 0.331(4) 0.285(2) 0.215(1)
Ima
Rkl 0.3 0.224(5) 0.204(3) 0.220(4) 0.200(2) 0.197(1)0.7 0.248(4) 0.250(5) 0.199(2) 0.194(1) 0.206(3) 0.7 0.195(4) 0.188(3) 0.197(5) 0.187(2) 0.184(1)
Auc 0.3 0.673(4) 0.693(3) 0.670(5) 0.714(2) 0.785(1) Auc 0.3 0.796(4) 0.795(5) 0.800(3) 0.801(2) 0.803(1)0.7 0.747(5) 0.749(4) 0.801(2) 0.805(1) 0.793(3) 0.7 0.812(3) 0.811(4) 0.810(5) 0.813(2) 0.816(1)
Cvg 0.3 275.41(5) 233.83(3) 240.17(4) 211.84(2) 176.473(1) Cvg 0.3 1.160(5) 1.103(3) 1.131(4) 1.070(2) 1.059(1)0.7 212.84(5) 190.83(4) 160.59(2) 151.23(1) 173.096(3) 0.7 1.066(5) 1.030(3) 1.040(4) 1.025(2) 1.001(1)
Ap 0.3 0.158(5) 0.166(3) 0.165(4) 0.174(2) 0.206(1) Ap 0.3 0.745(4) 0.752(3) 0.744(5) 0.760(2) 0.767(1)0.7 0.176(5) 0.185(4) 0.188(3) 0.192(2) 0.258(1) 0.7 0.768(5) 0.772(3) 0.770(4) 0.777(1) 0.777(1)
#Win 0 0 0 20 37 0 0 0 12 47
#Total Win 0 0 0 32 84
5 CONCLUSION
We proposed a simple yet effective discriminant multi-label learn-
ing method, i.e., DM2L, for multi-label learning with missing
labels. Our method can jointly capture the global label structure,
the local label structure and the discriminant information in a
simple form. Compared with the previous work, our method is
the first to explore local low-rank label structure for multi-label
learning with missing labels and no longer has the limitations
of previous methods when exploring local label structure. It is
one of the low-rank methods involving the fewest assumptions
for multi-label learning with missing labels. Even so, extensive
experiments show that our method still outperforms the state-
of-the-art methods on learning with both full labels and missing
labels.
In our future research, we will consider using Fourier-
transform techniques [33], [34] or some randomized algorithms
[35] for rapid computation and large-scale extension of our
method.
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