Braided version of Shirshov–Witt theorem  by Kharchenko, V.K.
Journal of Algebra 294 (2005) 196–225
www.elsevier.com/locate/jalgebra
Braided version of Shirshov–Witt theorem
V.K. Kharchenko
FES-Cuautitlán, UNAM, Primero de mayo s/n, Campo 1, CIT, Cuautitlán Izcalli, Estado de México 54768,
Mexico
Received 21 October 2004
Available online 31 May 2005
Communicated by Efim Zelmanov
Abstract
The Shirshov–Witt theorem claims that every subalgebra of a free Lie algebra is free. In character-
istic zero this theorem can be restated in terms of a free associative algebra: every Hopf subalgebra
of a free algebra k〈xi〉 with the coproduct δ(xi) = xi ⊗ 1 + 1 ⊗ xi is free, and it is freely generated
by primitive elements. Our aim is to extend this result to free algebras with a braided coproduct as
far as possible. By means of P.M. Cohn theory we show that if a subalgebra is a right categorical
right coideal, then it is free. We consider more thoroughly involutive braidings, τ2 = id, over a field
of zero characteristic. In this case every braided Hopf subalgebra is generated by primitive elements.
Moreover, the space of all primitive elements forms a free Lie τ -algebra. In the context of this re-
sult, we discuss the situation that arises around the problem of embedding of a Lie τ -algebra in its
associative universal enveloping algebra.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
A.I. Shirshov [44] and independently of him E. Witt [52] proved that every subalgebra
of a free Lie algebra is free. Much later this result has been generalized to Lie superalgebras
(A.S. Shtern [48]), and to colored Lie superalgebras (A.A. Mikhalev [36,37]).
The Shirshov–Witt theorem for Lie algebras over fields of characteristic zero admits an
equivalent formulation in terms of a free associative algebra: every Hopf subalgebra of a
E-mail address: vlad@servidor.unam.mx.0021-8693/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2005.03.034
V.K. Kharchenko / Journal of Algebra 294 (2005) 196–225 197free algebra k〈yi〉 with the coproduct δ(yi) = yi ⊗ 1 + 1 ⊗ yi is free and it is freely gener-
ated by some primitive elements (δ(u) = u⊗ 1 + 1 ⊗u). If we consider the free algebra as
a braided Hopf algebra with a very special braiding (τ (yi ⊗yj ) = pij yj ⊗yi, pijpji = 1),
then we get a reformulation of the Mikhalev–Shtern generalization as well. Our aim in this
article is to extend these results to free algebras with arbitrary braidings.
We consider a free associative algebra Ŝ = k〈V 〉 generated by a braided space V. Even
though the results are of primary interest for invertible (or rigid) braidings, we do not
suppose neither V has finite dimension nor τ is invertible (see a detailed analysis by Fang
Li [28,29]), unless it is specified.
In Section 3 by means of P.M. Cohn theory [12] we prove the following theorem which
implies in particular that every categorical subbialgebra of Ŝ indeed is free.
Theorem 1.1. If a subalgebra U ⊆ Ŝ is a right categorical right coideal, that is ∆b(U) ⊆
U ⊗ Ŝ, τ(Ŝ ⊗U) ⊆ U ⊗ Ŝ, then U is a free subalgebra.
In Section 4 we consider more thoroughly involutive braidings, τ 2 = id in case
char k = 0. In this particular case the space of all primitive elements is a Lie τ -algebra as
defined by D. Gurevich in [18]. It is well known that the local action of the braid monoid
Bn on the n-fold tensor product V⊗n defined by an involutive braiding reduces to an action
of the symmetric group; that is, the free algebra has a structure of a twisted algebra as in-
troduced by M.G. Barratt [4], or, equivalently, the structure of kΣ∗-algebra [50]. However,
we may not apply the beautiful results of M.G. Barratt [4], A. Joyal [21], C.R. Stover [50],
and F. Patras and C. Reutenauer [40] on the twisted Lie algebras and bialgebras in the
category of tensor species, since the free algebra with the braided coproduct is not a kΣ∗-
coalgebra, and, respectively, the space of all primitive elements is not a kΣ∗-Lie algebra.
Nevertheless, the structure of kΣ∗-algebra provides a very clear principle how to general-
ize some classical results on the involutive braided case: if a theorem is valid for ordinary
Lie algebras and its statement may be interpreted as a property of the group algebra k[Sn]
under the local action, then this theorem is valid for Lie τ -algebras as well. Of course, not
all theorems admit that interpretation. For example, the Poincaré–Birkhoff–Witt theorem
does not admit it (Examples 4.2, 4.3).
Using this principle as the main idea, we show the following. First, the Friedrichs crite-
ria remains valid for Lie τ -polynomials; that is, a (noncommutative) polynomial f ∈ Ŝ
is primitive if and only if it belongs to the Lie τ -subalgebra generated by yi (Theo-
rem 4.4). Then, every braided Hopf subalgebra of Ŝ is generated by primitive elements
(Theorem 4.7). Next, the free Lie τ -algebra F freely generated by a braided space V has
the representation F = Prim k〈V 〉(−) (Theorem 4.9). By means of these facts, we prove the
main result of Section 4:
Theorem 1.2. Every right categorical Lie τ -subalgebra L of the free Lie τ -algebra
Prim k〈V 〉(−) has a subspace X ⊆ L such that L = Prim k〈X〉(−), where k〈X〉 is the right
categorical associative subalgebra freely generated by X in k〈V 〉. If the subspace X may
be chosen to be braided, then L itself is a free Lie τ -algebra.
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gebra, or in the braided category HM of left modules over a triangular bialgebra are
important examples of Lie τ -algebras (see [3,15,35], [49, Section 5]). In this case any Lie
subalgebra in the category is automatically categorical. Hence we may apply Theorem 1.2
to free Lie algebras in that braided categories (Corollaries 4.13, 4.14).
Finally, in Section 5 we note that Theorem 4.9 would easily follow from the fact that
every Lie τ -algebra is embeddable in its associative universal enveloping algebra. We dis-
cuss the situation that arises around this problem.
In the text we use both exponential and functional notations for actions of operators,
nevertheless we consider the exponential notation as the basic one; that is, the operators in
a composition act from the left to the right. We do not pay any attention to the antipode
since it seems to be a folklore fact that all braided subbialgebras and biideals of k〈V 〉 are
stable with respect to the antipode.
2. Preliminaries
2.1. Local action
Let V be a linear space with a braiding τ :V ⊗ V → V ⊗ V . We fix a basis Y =
{yi, i ∈ I } of V . The free associative algebra Ŝ = k〈V 〉 generated by yi, i ∈ I , has a
natural structure of a braided Hopf algebra. By definition, the free generators are primitive
with respect to the braided coproduct:
∆b(yi) = yi ⊗ 1 + 1 ⊗ yi,
and ∆b is an algebra homomorphism ∆b : Ŝ → Ŝ ⊗ Ŝ, where by Ŝ ⊗ Ŝ one denotes the
ordinary tensor product of linear spaces with a new multiplication related to the braiding:
(w ⊗ u) · (v ⊗ r) = wτ(u⊗ v)r. (1)
The coproduct has an explicit representation in terms of the local action related to τ of
the braid monoid as follows (see, for example, [1, Proposition 2.11] or [43]). Denote by τi ,
i < n, the linear map id⊗(i−1) ⊗ τ ⊗ id⊗(n−i−1): V ⊗n → V ⊗n. Then by definition, u · si =
τi(u) is the very local action of the braid monoid Bn generated by the braids si , 1 i < n.
Let θr be the linear map V ⊗n → V ⊗r ⊗ V⊗(n−r) that acts on any word u = z1z2 . . . zn,
zi ∈ Y via uθr = z1z2 . . . zr ⊗ zr+1 . . . zn. For each permutation π ∈ Sn, we fix the operator
πb :V ⊗n → V ⊗n defined by the following recurrence formula:
πb = (πtπ(n)tπ(n)+1 . . . tn−1)bτn−1τn−2 . . . τπ(n), (2)
where ti = (i, i + 1) are the elementary transpositions. A permutation π is called an
r-shuffle if π(1) < π(2) < · · · < π(r); π(r + 1) < π(r + 2) < · · · < π(n). Denote by νr
the “longest” r-shuffle
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(
1 2 . . . r r + 1 . . . n
n− r + 1 n− r + 2 . . . n 1 . . . n− r
)
. (3)
By definition, the braiding is extended on Ŝ via
τ(u⊗ v) = (uv · νbr )θn−r , u ∈ V ⊗r , v ∈ V ⊗(n−r), (4)
where according to (2) we have
νbr = (τrτr−1 . . . τ1)(τr+1τr . . . τ2) . . . (τn−1τn−2 . . . τn−r ). (5)
Denote by N(r) the set of all inverse r-shuffles, π ∈ N(r) if and only if π−1 is an r-shuffle.
Then (see, for example, [23, Lemma 2]) N(r) = {[1; k1][2; k2] . . . [r; kr ] | 1  k1 < k2 <
· · · < kr  n}, where by [m; k] we denote a monotonous cycle starting with m up to k; for
example, [1;3] = (1,2,3), while [3;1] = (3,2,1). We fix the following notations:
Φr = Φ(n)r =
∑
1k1<k2<···<krn
[1; k1][2; k2] . . . [r; kr ]. (6)
Lemma 2.1. The braided coproduct has the following form in terms of the local action:
∆b(u) =
n∑
r=0
[
u ·Φbr
]
θr , u ∈ V ⊗n. (7)
Proof. We may suppose that u is a word, u = z1z2 . . . zn, zi ∈ Y . Let A = {k1 < k2 <
· · · < kr} be an r-element subset of indices. Denote by ε(A, i) its characteristic function,
ε(A, i) = + if i ∈ A, and ε(A, i) = −, otherwise. Let us put (zi)+ = (zi ⊗ 1) and (zi)− =
(1 ⊗ zi). Then by definition
∆b(z1z2 . . . zn) =
∑
r
∑
A
(z1)
ε(A,1)(z2)
ε(A,2) . . . (zn)
ε(A,n).
To prove (7), it is sufficient to check that
u · ([1; k1][2; k2] . . . [r; kr ])bθr = (z1)ε(A,1)(z2)ε(A,2) . . . (zn)ε(A,n). (8)
We may do it by induction on the lexicographically ordered pairs (r, n). If r = 0, then
A = ∅, hence ε(A, i) = −, while (8) reduces to
1 ⊗ u = z1 . . . znθ0 = (1 ⊗ z1) . . . (1 ⊗ zn) = 1 ⊗ u.
Suppose that (8) is valid for all pairs (r1, n1) < (r,n). If kr 	= n, then ε(A,n) = −, that is
(zn)
ε(A,n) = 1 ⊗ zn, and we may use the inductive supposition:
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= (z1)ε(A,1) . . . (zn−1)ε(A,n−1)(1 ⊗ zn),
which required.
If kr = n, then (zn)ε(A,n) = zn ⊗ 1, and by means of (2) we have
u · ([1; k1][2; k2] . . . [r; kr ])bθr
= (z1 . . . zn−1 · ([1; k1] . . . [r − 1; kr−1])bzn) · τn−1τn−2 . . . τrθr . (9)
Formula (1) and the way of extension of the braiding (4), (5) imply
(wθr−1)(zn ⊗ 1) = (wzn)τn−1τn−2 . . . τrθr , w ∈ V ⊗(n−1).
Hence we may continue (9) using the inductive supposition
= (z1 . . . zn−1 · ([1; k1] . . . [r − 1; kr−1])b)θr−1(zn ⊗ 1)
= (z1)ε(A,1) . . . (zn−1)ε(A,n−1)(zn ⊗ 1),
which required. 
2.2. Minimal dual
Denote by W the reduced dual of V . This is the linear space span by the projections
xk :V → k, xk(yi) = δki . In what follows we will consider the linear space Sh = k〈X〉 as
a minimal dual, Sh = Ŝ′, to the algebra Ŝ (see [39, Definition 9.2.2]). That is, we fix a
coproduct on the space k〈X〉 so that the following relation is valid:
〈uv,h〉 =
∑
(h)
〈
u,h
(1)
b
〉〈
v,h
(2)
b
〉
, (10)
where 〈· , ·〉 is the natural non-degenerate paring on Ŝ × Sh:〈
yi1yi2 . . . yin , x
j1xj2 . . . xjn
〉= δj1i1 δj2i2 . . . δjnin .
The explicit form of the coproduct on Sh is given by
∆b
(
xi1 ⊗ · · · ⊗ xin)= n∑
k=0
xi1 ⊗ · · · ⊗ xik ⊗ xik+1 ⊗ · · · ⊗ xin . (11)
In fact, Sh has a structure of braided Hopf algebra with the transposed braiding (if any):
this is the braided shuffle algebra, but we will not use that structure in this article.
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u↼ h =
∑
(u)
〈
u
(1)
b , h
〉
u
(2)
b . (12)
2.3. Differential calculus
The algebra Ŝ has a right covariant coordinate differential calculus (see [24]):
∆b(u) ≡ 1 ⊗ u+
∑
i
yi ⊗ ∂u
∂yi
(
mod
(∑
k2
V ⊗k
)
⊗ Ŝ
)
. (13)
This calculus is bicovariant if and only if τ 2 = id. Formula (7) shows that an element
u ∈ V ⊗n is a constant, ∂u/∂yi = 0 for all i ∈ I , if and only if
u · (id + s1 + s2s1 + · · · + sn−1sn−2 . . . s2s1) = 0 (14)
under the local action related to τ of the braid monoid.
2.4. Braided free nonassociative algebra
The braiding has a natural extension on the free nonassociative algebra k[〈V 〉] generated
by V . If (u) denotes a nonassociative word (see [53, Chapter 1]) then by u we denote an
associative word obtained from (u) by removing the parenthesis. Hence (u) is uniquely
defined by u and the alignment of parenthesis (· · ·). We may consider an alignment of
parenthesis as a linear map (· · ·) :V⊗n → k[〈V 〉]. In terms of these maps, the extension of
the braiding on k[〈V 〉] has the form(
(· · ·)1 ⊗ (· · ·)2
)
τ = τ((· · ·)2 ⊗ (· · ·)1), (15)
where in the right-hand side τ is applied to the associative words. Both the free associative
algebra and the free nonassociative algebra are braided algebras (or shortly τ -algebras);
that is, the braiding and the multiplication, m, are connected by
(m ⊗ id)τ = τ2τ1(id ⊗ m); (id ⊗ m)τ = τ1τ2(m ⊗ id). (16)
2.5. Categorical subspaces
A subspace U of a braided space S is called right categorical if τ(S ⊗ U) ⊆ U ⊗ S.
It is left categorical if τ(U ⊗ S) ⊆ S ⊗ U . A left and right categorical subspace is called
categorical. Every categorical subspace is a braided subspace, τ(U ⊗ U) ⊆ U ⊗ U , but
not vise versa: a sum of two (right) categorical subspaces is (right) categorical, while a
sum of two braided subspaces not necessary is braided. If U is a categorical subspace, than
the quotient space S/U has the induced braiding (see more details in [2, Section 2.5], [51,
Section 6]).
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Lemma 2.2. Let R be an arbitrary subset of the monoid algebra k[Br ] of the braid monoid
Br . If A ⊆ V ⊗r is a (right) categorical subspace of Ŝ, then so is A ·R.
Proof. Since a sum of (right) categorical subspaces is (right) categorical, we may suppose
that R has just one element, Ξ . Let v ∈ V ⊗m, a ∈ A. We have τ(v ⊗ a) =∑j aj ⊗ vj ,
where aj ∈ A. We identify the braid monoid Br with the submonoid of Br+m gener-
ated by the braids s1, s2, . . . , sr−1, while by B ′r we denote the submonoid generated by
sm+1, sm+2, . . . , sm+r−1. Certainly the map φ : si → sm+i defines an isomorphism between
Br and B ′r . We have v ⊗ (a ·Ξ) = va · φ(Ξ)θm, and (aj ·Ξ)⊗ vj = ajvj ·Ξθr .
Consider in Br+m the following element, cf. (5):
νsm = (smsm−1 . . . s1)(sm+1sm · · · s2) . . . (sm+r−1 . . . sr )
= (smsm+1 . . . sm+r−1)(sm−1sm . . . sm+r−2) . . . (s1s2 . . . sr ). (17)
By means of the relations that define the braid monoid,
sksk+1sk = sk+1sksk+1, sksj = sj sk, |k − j | > 1,
we have φ(si)νsm = sm+iνsm = νsmsi . This implies φ(Ξ)νsm = νsmΞ . Thus we get
τ
(
v ⊗ (a ·Ξ))= va · φ(Ξ)νsmθr = va · νsmΞθr
=
∑
j
aj vj ·Ξθr =
∑
j
(aj ·Ξ)⊗ vj . (18)
Hence A ·Ξ is right categorical. In perfect analogy, one may show
τ
(
(a ·Ξ)⊗ v)=∑
k
vk ⊗ (ak ·Ξ), (19)
where τ(a ⊗ v) =∑k vk ⊗ ak . Thus A ·Ξ is left categorical as soon as so is A. 
Lemma 2.3. The left annihilator in V ⊗n of any subset R ⊆ k[Bn] is categorical.
Proof. This follows from Eqs. (18) and (19). 
2.6. Generalized Lie algebras
An algebra L is said to be generalized Lie algebra [18] or Lie τ -algebra if it has an
involutive braiding τ , τ 2 = id, that is connected with the multiplication m in the following
way:
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(b) (id + τ1τ2 + τ2τ1)(m ⊗ id)m = 0, Jacobi identity;
(c) (m ⊗ id)τ = τ2τ1(id ⊗ m), multiplicativity. (20)
For example, if A is an associative τ -algebra (that is an involutive braided space with
an associative multiplication m′ that satisfies (c)) then A with a new multiplication m =
(id − τ)m′ is a Lie τ -algebra. We denote this Lie τ -algebra by A(−)τ , or just A(−). In
particular, Ŝ with brackets [u,v] = uv −τ(u⊗ v) is a Lie τ -algebra, while the space of all
primitive elements, Prim Ŝ, is its Lie τ -subalgebra (provided that τ 2 = id, see Lemma 4.1).
Under the axioms (a), (c), and τ 2 = id, the Jacobi identity has two more equivalent
forms:
(b1) (id ⊗ m)m = (τ2τ1 + id)(m ⊗ id)m,
(b2) (m ⊗ id)m = (id ⊗ m)m + τ2(m ⊗ id)m. (21)
We also shall note that the axiom (c) with τ 2 = id implies the second axiom of (16).
2.7. Free Lie τ -algebra
We say that L is a free Lie τ -algebra if there exists a braided subspace V ⊆ L that gen-
erate L as an algebra and every linear map ϕ :V → L1 into a Lie τ -algebra L1 that respects
the braiding has an extension up to a homomorphism of Lie τ -algebras ϕ :V → L1.
The free Lie τ -algebra may be identified with a quotient algebra of the braided free
nonassociative algebra k[〈V 〉] modulo the ideal generated by the images
J1 = im(m + τm); J2 = im
(
(id + τ1τ2 + τ2τ1)(m ⊗ id)m
)
.
By means of axiom (c) and the braid relation (with τ 2 = id) it is easy to show that both
spaces are categorical. Hence the ideal J generated by J1, J2 is so as well. In particular, the
quotient algebra k[〈V 〉]/J has the induced braiding, satisfies axioms (a)–(c), and obviously
this is the free Lie τ -algebra.
2.8. Lie HM-algebras
Lie algebras in the braided category HM of left comodules over a cotriangular bialge-
bra H are important examples of generalized Lie algebras (see [3,15]). For short, we call
them Lie HM-algebras. Of course, all maps in the braided category HM are maps in the
category of braided spaces, but not vise versa. However, if V ∈ HM then the constructed
above free Lie τ -algebra generated by V also belongs to HM. Hence this difference does
not effect the notion of free objects, but this do effects the notion of subobjects. Every Lie
HM-subalgebra is a left comodule. Recall that the braiding in the category HM is defined
via [15, formula (1.7)]:
τ(u⊗w) =
∑〈
u(−1) | w(−1)〉w(0) ⊗ v(0). (22)
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If V is a finite-dimensional braided space then V ∈ A(τ)M, where A(τ) is a coquasi-
triangular bialgebra, the FRT-construction (see [22, Theorem VIII. 6.4.], [51, Section 1],
or in a slightly different notations [26, 10.1.2, Theorem 7]). This bialgebra satisfies the
cotriangular axiom [15, p. 596],∑〈
h(1) | g(1)〉〈g(2) | h(2)〉= ε(g)ε(h),
if and only if τ 2 = id. Nevertheless the algebra A(τ) is too large to provide an universal
tool for the investigation: it kills too many objects and arrows in the category of braided
spaces. For example, V itself has no subcomodules, while it may have a lot of braided or
categorical subspaces. To make it more effective, one may consider a minimal cotriangular
bialgebra, if any, for which V is still a comodule with the same braiding (see the close
ideas in [41,42]).
If the dimension of V is infinite, the construction fails. However, we may consider
A(τ) as a “topological” coquasitriangular bialgebra, while V became a “topological” left
comodule with the formal infinite sums in the definitions of the coproducts, see the idea
in [27]. But, of course, in this case the construction is much less effective.
2.9. Elements of P.M. Cohn theory
A filtration on an algebra R with unit is a map from R to the set of natural numbers
extended by a symbol −∞ with the properties:
(V1) d(x) 0 for all x 	= 0, d(0) = −∞;
(V2) d(x − y)max{d(x), d(y)};
(V3) d(xy) d(x)+ d(y);
(V4) d(x) 0 if and only if x = 1 · α, α ∈ k. (23)
The number d(x) is the degree of x. We denote by R(n) the subspace of all elements of
degree n.
For example, the algebra Ŝ has a filtration, where d(v) is the maximal length of words in
the representation of v as a linear combination of words; that is, d(v) is the formal degree
with d(yi) = 1. This filtration is connected with the braiding via
τ
(
Ŝ(i) ⊗ Ŝ(j)
)⊆ Ŝ(j) ⊗ Ŝ(i).
Each subalgebra of Ŝ has the induced filtration.
2.9.1. Weak algorithm
Let R be a filtered algebra with filtration d ; we shall say that the family {ai | i ∈ L} of
elements of R is right d-dependent if there exist elements bi ∈ R, almost all 0, such that
d
(∑
aibi
)
< max
{
d(ai)+ d(bi)
}
,
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said to be right d-dependent on a family {ai} if a = 0 or if there exist bi ∈ R, almost all 0,
such that
d
(
a −
∑
aibi
)
< d(a) and d(ai)+ d(bi) d(a) for all i.
In the contrary case, a is said to be right d-independent of {ai}.
The algebra R is said to satisfy n-term weak algorithm relative to d , if in any right
d-dependent family of at most n members, say a1, . . . , am (m n), where
d(a1) · · · d(am),
some ai is right d-dependent on a1, . . . , ai−1. If R satisfies the n-term weak algorithm for
all n, we shall say that R satisfies the weak algorithm for d .
2.9.2. Weak algebra basis
A set X in R is called a weak algebra basis if all words in X (including the empty one)
span R and no element of X is right d-dependent on the rest.
Proposition 2.4 (P.M. Cohn). Every filtered algebra R has a weak algebra basis X. More-
over, R is the free associative algebra on X and the filtration is the formal degree induced
from d :X → N+ if and only if R satisfies the weak algorithm relative to d .
Proof. See [12, p. 104 and Proposition 4.2] 
Recall the construction of the weak algebra basis [12, Section 2.4]. For each n > 0
denote by R′(n) the subspace of R(n) spanned by the products ab, where a, b ∈ R(n−1) and
d(a) + d(b) n. Now choose a minimal set Xn spanning R(n) (mod R′(n)) over k, that is
a set of representatives for a basis of R(n)/R′(n), and put X =
⋃
Xn.
We see that the construction has an important freedom in choosing of the representatives
in the cosets. Further we will use this freedom to make the generators primitive.
2.9.3. Associated graded algebra
By a graded algebra we understand an algebra A with a Z-grading:
A = k ⊕A1 ⊕A2 ⊕ · · · ⊕An ⊕ · · · , AiAj ⊆ Ai+j .
For example, Ŝ is a graded algebra where all words of length n span Ŝn; that is, Ŝn =
V⊗n. At the same time both Ŝ and Sh are graded coalgebras; that is, the coproducts are
compatible with these gradings:
∆b(An) ⊆
∑
i+j=n
Ai ⊗Aj , A ∈ {Ŝ,Sh},
where by definition Shn = W⊗n.
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homogeneous components of any element a ∈ U belong to U . This is equivalent for U to
have the induced grading
U =
⊕
Un, Un = U ∩An.
A graded algebra has a natural filtration: d(x) = min{n | x ∈ ∑in Ri}, x 	= 0; that is,
R(n) =∑in Ri .
We should stress that an inhomogeneous subalgebra may have its own grading that
defines the induced by the overalgebra filtration. For instance, the subalgebra C generated
by y = x + x2 in the algebra of polynomials in one variable k[x] is not homogeneous, but
it is isomorphic to k[x]. If we put C2n = kyn, C2n+1 = 0, we get the effect. In fact, this is
the case for every inhomogeneous subalgebra of Ŝ with the weak algorithm related to the
induced filtration (see Proposition 2.4).
With every filtered algebra R a graded algebra grR may be associated as follows. For
each i  0, write gri R for the linear space R(i)/R(i−1). Then
grR =
⊕
gri R,
with the product defined by
(x +R(i−1))(y +R(j−1)) = xy +R(i+j−1).
If, additionally, R is a braided algebra with a compatible braiding, τ(R(i) ⊗R(j)) ⊆ R(j) ⊗
R(i), then so is grR:
τ
(
(x +R(i−1))⊗ (y +R(j−1))
)= τ(x ⊗ y)+ (R(j−1) ⊗R(i) +R(j) ⊗R(i−1))
∈ R(j)/R(j−1) ⊗R(i)/R(i−1).
Moreover, if R is a braided bialgebra with a compatible coproduct, ∆b(R(n)) ⊆∑
i+j=n R(i) ⊗ R(j), then the associated graded algebra get a natural braided bialgebra
structure as well:
∆b(x +R(n−1)) =
∑
d(x(1))+d(x(2))=n
(
x(1) +R(d(x(1))−1)
)⊗ (x(2) +R(d(x(2))−1)).
Of course, we may identify gr Ŝ with Ŝ. In this way if U is a subspace of Ŝ, then
grU with respect to the induced filtration is a homogeneous space spanned by leading
homogeneous parts u¯ of u ∈ U . If, additionally, U is a subalgebra of Ŝ then grU is a
homogeneous subalgebra of gr Ŝ = Ŝ. Moreover, if U is a right (left) coideal, or biideal, or
just a (right) categorical subspace, then so is grU in Ŝ.
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If R is a graded algebra and U its homogeneous subalgebra, we call elements
u1, . . . , un ∈ U left linearly independent over R if ∑ riui = 0 implies ri = 0 for arbi-
trary ri ∈ R. The subalgebra U is left closed in R if for any homogeneous u1, . . . , un ∈ U ,
which are left linearly independent over R, if
∑
riui ∈ U , then ri ∈ U .
Theorem 2.5 (P.M. Cohn). Let R be a filtered algebra with weak algorithm and U a sub-
algebra such that grU with respect to the induced filtration is left closed in grR, then U
also has weak algorithm.
Proof. See [12, Corollary 3.4, p. 103]. 
2.10. Conservative subcoalgebras
A subcoalgebra A of a coalgebra S with a distinguished element 1 is said to be conser-
vative in S if for u ∈ S the inclusion
∆o(u)
df= ∆b(u)− 1 ⊗ u− u⊗ 1 ∈ A⊗A (24)
implies that there exists a ∈ A such that u − a is a primitive element; that is, ∆o(u) =
∆o(a).
Lemma 2.6. Let A be a subcoalgebra of Ŝ. If grA is conservative in gr Ŝ = Ŝ, then A is
conservative in Ŝ, and the element a ∈ A from the above definition can be chosen so that
d(a) d(u).
Proof. Let ∆o(u) ∈ A⊗A. We shall use induction on d(u). By definition of the coproduct
in the associated graded algebra we have
∆o(u¯) ∈ grA⊗ grA,
where u¯ = u+ Ŝ(d(u)−1) may be identified with the leading homogeneous part of u. Since
grA is conservative, we may choose a¯ ∈ grA such that u¯ − a¯ is primitive. Let a ∈ A be
such that a¯ is the leading part of a.
If d(u) = d(a), then d(u− u¯− a + a¯) < d(u), and
∆o(u− a − u¯+ a¯) = ∆o(u− a) ∈ A⊗A.
By the inductive supposition, there exists a1 ∈ A such that v = u − a − u¯ + a¯ − a1 is
primitive, and d(a1) < d(u). Therefore u − a − a1 = v + (u¯ − a¯) is primitive as a sum of
two primitives, and d(a + a1) = d(u).
If d(u) 	= d(a), then u¯ itself is primitive (since Ŝ is graded), hence we may repeat the
above argument with a = 0. 
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braided subbialgebra A1 ⊆ A the subcoalgebra grA1 is conservative in Ŝ then A has
a weak algebra basis of primitive elements.
Proof. Let X =⋃Xn be the weak algebra basis of A constructed above (see p. 205). Since
1 ∈ A, we may choose X1 ⊆ V . Suppose that each of Xk , k  m, consists of primitive
elements. The subalgebra U generated by all Xk , k m, equals the subalgebra generated
by A(m). Since the filtration is compatible with the braiding, the subalgebra U is a braided
subbialgebra, hence grU is conservative in Ŝ. We replace Xm+1 with a set X′m+1 of the
primitive elements in the following way.
For each w ∈ Xm+1, we have ∆o(w) ∈ A(m) ⊗ A(m) ⊆ U ⊗ U . By Lemma 2.6, there
exists u1 ∈ U(m+1) such that u − u1 is primitive. In Xm+1 we replace u with u − u1. By
induction on m, the lemma is proved. 
Remark. We do not claim in this lemma that the weak algebra basis is a braided subspace.
2.11. Conservative coideals
A subcoideal J of a coalgebra S with a distinguished element 1 is conservative in S if
for each u ∈ S the inclusion
∆o(u) ∈ J ⊗ S + S ⊗ J (25)
implies that there exists a ∈ J , such that u− a is primitive.
Lemma 2.8. Let J be a subcoideal of Ŝ. If grJ is conservative in gr Ŝ = Ŝ, then J is
conservative in Ŝ.
Proof. The proof will literally coincide with that of Lemma 2.6, if one replaces A⊗A by
J ⊗ Ŝ +Ŝ ⊗ J and grA⊗ grA by (grJ )⊗ Ŝ + Ŝ ⊗ (grJ ). 
3. Right categorical subalgebras
Theorem 3.1. If a subalgebra U ⊆ Ŝ is a right categorical right coideal, then U has the
weak algorithm with respect to the formal degree d(yi) = 1, hence U is a free subalgebra.
Proof. Suppose firstly that U is homogeneous. Let us show that U is left closed in Ŝ.
Consider a left linearly independent over Ŝ homogeneous elements u1, u2, . . . , un ∈ U .
Suppose that
n∑
riui = u ∈ U, ri ∈ Ŝ. (26)i=1
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r
(1)
i ⊗ r(2)i . Since U is right categorical, we may write
τ
(
r
(2)
i ⊗ u(1)i
)=∑
j
uij ⊗ rij , uij ∈ U. (27)
Without loss of generality, we may suppose that all elements uij , u(1)i , u
(1) are homoge-
neous. Obviously, this is a finite set, hence the space
D =
∑
uijk +
∑
u
(1)
i k +
∑
u(1)k
spanned by these elements has a finite dimension.
Let T be a subalgebra generated by D, while Tk , k  0, are its homogeneous compo-
nents. Denote Jk = {h ∈ Shk | 〈Tk,h〉 = 0} df= T ⊥k . Since the dimension of Tk is finite, we
may write
J⊥k
df= {u ∈ V ⊗k | 〈u,Jk〉 = 0}= Tk.
By definition, T is a subalgebra. Therefore its annihilator with respect to the pairing,∑
i0 Ji , is a coideal. Thus for every h ∈ Jk+1 we have the following inclusion:
∆b(h)− 1 ⊗ h− h⊗ 1 ∈
(
k∑
i=0
Ji
)
⊗ Sh + Sh ⊗
(
k∑
i=0
Ji
)
. (28)
Let us prove by induction on k, starting with k = 0, that ri ↼ Jk = 0, 1 i  n; that is
(see (12)), if deg r(1)i = k, then r(1)i ∈ J⊥k = Tk . We shall show first that under the inductive
supposition for k and smaller values the following equality is valid:
riui ↼ h = (ri ↼ h)ui, h ∈ Jk+1. (29)
Indeed, by means of (27) we have
riui ↼ h =
∑〈
(riui)
(1), h
〉
(riui)
(2) =
∑〈
r
(1)
i uij , h
〉
rij u
(2)
i
=
∑〈
r
(1)
i , h
(1)〉〈uij , h(2)〉rij u(2)i .
Formula (28) and the inductive suppositions (with the definition of T ) show that in the
above sum all addends are zero except two types of them, where h(1) = 1, h(2) = h, or
h(1) = h, h(2) = 1. Moreover, 〈uij , h〉 = 0 since either uij ∈ Tk+1 or deguij 	= k + 1. Thus
we have got just the sum ∑〈
r
(1)
, h
〉〈uij ,1〉rij u(2).i i
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hence u(2)i = ui , rij = r(2)i , which proves (29).
Let us apply ↼h to both sides of (26). We have u↼ h = 0 since all u(1) of degree s by
definition belong to Ts = J⊥s . Therefore (29) implies∑
i
(ri ↼ h)ui = 0.
Since u1, u2, . . . , un are left linearly independent over Ŝ, we get ri ↼ h = 0, which com-
pletes the inductive step.
In particular, we have proved that ri ↼ Js = 0 with s = deg ri . This implies 〈ri , Js〉 = 0;
that is ri ∈ J⊥s = Ts ⊆ U . Thus U is left closed in Ŝ.
If U is not necessary homogeneous, we consider associated graded algebra grU with re-
spect to the induced filtration d . In this case grU is a homogeneous subalgebra in gr Ŝ = Ŝ.
Moreover, grU is a right categorical right coideal. Hence by the above arguments, grU is
left closed in Ŝ = gr Ŝ. It remains to apply Theorem 2.5 and Proposition 2.4. 
4. Involutive braidings
Along this section we shall assume that τ is an involutive braiding, τ 2 = id, and the
characteristic of the ground filed k is zero.
The main idea of all proofs below is that the local action of the braid monoid on the
n-fold tensor product V⊗n reduces to the action of the symmetric group. This allows us to
formulate the following general principle:
If a theorem is valid for ordinary Lie algebras and its statement may be interpreted as
a property of the group algebra k[Sn] under the local action, then this theorem is valid
for an arbitrary generalized Lie algebra.
Moreover, in the classical case the local action defines a faithful regular representa-
tion of k[Sn] on the subspace of all multilinear (noncommutative) polynomials of Z⊗n,
provided that dimZ = n:
z1z2 . . . zn ·Ξ =
∑
π∈Sn
απzπ−1(1)zπ−1(2) . . . zπ−1(n), Ξ =
∑
αππ ∈ k[Sn]. (30)
Therefore once we have an interpretation, we need to check the validity of the theorem only
for multilinear (noncommutative) polynomials. Somehow this provides the linearization
process applied to an arbitrary involutive braiding.
Let us illustrate this principle by showing that the space Prim k〈V 〉 indeed is closed with
respect to the bracketing.
Lemma 4.1. If u ∈ V ⊗k , v ∈ V ⊗m are primitive, then [u,v] ∈ V ⊗(k+m) is so as well.
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r < k, where by · we mean the local action, while Φr = Φ(n)r are defined in (6). If we denote
by νk ∈ Sk+m the “longest” k-shuffle, see (3), then [u,v] = uv · (id − νk). Hence we have
to show that the conditions uv ·Φ(k)r = 0, 1 r < k and uv ·Φ ′(m)s = 0, 1 s < m, imply
uv · (id−νk)Φ(k+m)r = 0, 1 r < k+m. Here by Φ ′(m)r we denote an element of the group
algebra that appears from Φ(m)r by shifting the indices 1 → k+1, . . . ,m → k+m = n; that
is Φ ′(m)r = νkΦ(m)r ν−1k . To get the required implication, it suffices to check the following
inclusion in the group algebra:
∑
1r<k+m
(id − νk)Φ(k+m)r k[Sk+m] ⊆
∑
1r<k
Φ(k)r k[Sk+m] +
∑
1s<m
νkΦ
(m)
s k[Sk+m]. (31)
One may check this inclusion directly, or use the fact that Lemma 4.1 and hence the re-
quired implication are valid in the classical case. If Ξ ∈ k[Sn], then z1z2 . . . zn · Ξ = 0 if
and only if Ξ = 0, thus the implication (for the classical multilinear case) may be translated
as follows:
ΞΦ(k)r = 0, 1 r < k, & ΞνkΦ(m)s = 0, 1 s < m,
⇒ Ξ(id − νk)Φ(k+m)r = 0, 1 r < k +m.
This means that the left annihilator in k[Sk+m] of the left-hand side of (31) contains the
intersection of the left annihilators of the two summands in the right-hand side. The group
algebra is Frobenius; that is, every right (left) ideal is completely defined by its left (right)
annihilator (see [13, Theorems 61.3, 62.1]). In particular, the left annihilator of an intersec-
tion of right ideals equals the sum of left annihilators of that ideals. Hence (31) is valid. 
Of course, the above principle does not allow us to generalize all the theorems since
there exist some important properties of Lie algebras that are not valid for generalized ones.
For example, the PBW-theorem says that the universal enveloping algebra has a PBW-
basis, un11 u
n2
2 . . . u
nm
m , with an ordered set of primitive PBW-generators, u1 < u2 < · · · <
um < · · · . The following two examples show that this is not the case for the generalized
Lie algebras.
Example 4.2. Let τ = id. Then Φ(n)r = Crnid, hence ∆b(u) =
∑
r C
r
nu · θr . Therefore an
element u ∈ V⊗n is primitive if and only if Crn = 0,1 r < n. That is, there are no prim-
itive elements at all except v ∈ V (this does not contradict Lemma 4.1 since [yi, yj ] = 0).
Hence k〈V 〉 has no a set of primitive PBW-generators.
Example 4.3. Let τ = −id. Then [yi, yj ] = 2yiyj ; that is, the whole of space V ⊗2 consists
of primitive elements. Therefore
∑
V ⊗2n is the braided algebra considered in the above
example. No one of V⊗n with odd n > 1 has a nonzero primitive element since for u ∈ V⊗n
with odd n we have u ·Φ1 = u.
212 V.K. Kharchenko / Journal of Algebra 294 (2005) 196–225Theorem 4.4 (Friedrichs criteria). The algebra Prim k〈V 〉(−) is generated by yi , i ∈ I , as
a generalized Lie algebra. More precisely, an element v ∈ V ⊗n is primitive if and only if it
has a representation
v =
∑
i=(i1,i2,...,in)
αi
[
. . .
[[yi1, yi2], yi3], . . . , yin], αi ∈ k. (32)
Proof. By formula (7), an element v ∈ V ⊗n is primitive if and only if u ·Φr = 0, 1 r < n,
see (6). We claim that the left annihilator in k[Sn] of all Φr , 1 r < n, equals the left ideal
generated by the following element:
Ψn =
(
id − [1;2])(id − [1;3]) · · · (id − [1;n]). (33)
Indeed, if Ξ · Φr = 0, 1  r < n, then we have (z1z2 . . . zn · Ξ) · Φr = 0, 1  r < n, for
the classical multilinear action. Hence by the classical Friedrichs criteria z1z2 . . . zn ·Ξ is a
linear combination of the form (32) with ordinary commutator. In terms of the local action,
this means
z1z2 . . . zn ·Ξ =
∑
π∈Sn
απ (z1z2 . . . zn · π)Ψn.
Thus Ξ = (∑π∈Sn αππ) ·Ψn, which proves the claim.
Since k[Sn] is a semisimple algebra, there exists an idempotent e ∈ k[Sn]Ψn such that
k[Sn]Ψn = k[Sn]e, while∑r Φrk[Sn] = (1− e)k[Sn]. In particular, if (in the general case)
v · Φr = 0, 1  r < n, then v · (1 − e) = 0; that is, ve = v. Hence v ∈ v · k[Sn]Ψn, that
implies representation (32). 
Now we are going to prove a number of auxiliary statements in order to show that every
braided Hopf subalgebra is generated by the primitive elements.
Lemma 4.5. The element Φ1 satisfies an equation of the following form:
Φ1 = α2Φ21 + α3Φ31 + · · · + αmΦm1 , αi ∈ k. (34)
Proof. We prove the statement in two steps.
Step 1. We show that Φ1 ∈ Φ21 k[Sn]. Suppose in contrary that Φ1 /∈ Φ21 k[Sn]. Then there
exists Ξ ∈ k[Sn], such that ΞΦ1 	= 0, ΞΦ21 = 0 (recall that k[Sn] is a Frobenius algebra).
Consider the unbraided space Z⊗n with the classical local action, see (30). We have
z1z2 . . . zn ·ΞΦ1 	= 0. Hence u = z1z2 . . . zn ·Ξ is not a constant, see (14).
Let us denote
c =
n∑
zi
∂u
∂zi
. (35)i=1
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Differentiating the equality (35) by zk , we get
0 = ∂u
∂zk
+
n∑
i=1
zi
∂2u
∂zi∂zk
.
Starting with this equality, we may prove by induction
∂mu
∂zk∂zs . . . ∂zr
= − 1
m
n∑
i=1
zi
∂m+1u
∂zi∂zk∂zs . . . ∂zr
. (36)
Indeed, in order to move from m to m+ 1 it suffices to differentiate (36) by zt and remem-
ber that in the classical case the partial derivations commute.
Since u ∈ Z⊗n, all its partial derivatives of order n + 1 are zero. Hence recurrence
formula (36) by downward induction shows that all partial derivatives, including the first
ones, are zero; that is, u is a constant. A contradiction.
Step 2. The element Φ1 as an element of a finite-dimensional algebra is a root of some
polynomial
α0 + α1Φ1 + α2Φ21 + α3Φ31 + · · · + αmΦm1 = 0.
If α0 	= 0, then we may multiply this equation by α−10 Φ1 in order to get (34). Let k be the
minimal number with αk 	= 0. We have(
αk + αk+1Φ1 + · · · + αmΦm−k1
)
Φk1 = 0.
In the first step we have seen that Φ1 = Φ21Ξ for a suitable Ξ ∈ k[Sn]. Hence the multipli-
cation by Ξk−1 from the right yields(
αk + αk+1Φ1 + · · · + αmΦm−k1
)
Φ1 = 0,
which required. 
Lemma 4.6. The set of all constants is a free algebra freely generated by a categorical
subspace of homogeneous primitive elements of degree 2.
Proof. Denote by C the space of all constants. The homogeneous component Cn is
the left annihilator of Φ(n)1 in V
⊗n
, see (14). By Lemma 2.3, the space C and all of
its homogeneous components are categorical subspaces. Moreover, C is a right coideal
[24, Corollary 4.2]. Since τ 2 = id, the set of left constants C∗ coincides with C (see
[24, Proposition 4.9]); that is, C is a left coideal as well. Thus C is a homogeneous cate-
gorical Hopf subalgebra. By Theorem 3.1, it satisfies the weak algorithm.
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primitive elements. By the construction of the weak algebra basis (see p. 205), it suffices
to find a decomposition
Cn = Xn ⊕
n−1∑
i=1
Cn−iCi, (37)
where Xn is a suitable categorical subspace of primitive elements.
First we prove that C coincides with the subalgebra A generated by all primitive el-
ements of degree  2. Every primitive element of degree  2 is a constant [24, Corol-
lary 4.2], hence A ⊆ C.
By Theorem 4.4, the algebra A is generated by long skew commutators [. . . [yi1, yi2],
. . . , yik ], k  2. A product of the long skew commutators,[
. . . [yi1, yi2], . . . , yik
] · [. . . [yik+1, yik+2 ], . . . , yis ] . . . [. . . [yit+1 , yit+2], . . . , yin],
may be written in terms of the local action as follows:
yi1yi2 . . . yin ·Ψ1,kΨk+1,s . . .Ψt+1,n,
where
Ψa,b =
(
id − [a;a + 1])(id − [a;a + 2]) . . . (id − [a;b]).
Thus in terms of the group algebra the required statement says that the left annihilator of
Φ1 in k[Sn] equals the left ideal of k[Sn] generated by all products Ψ1,kΨk+1,s . . .Ψt+1,n.
According to the principle, it suffices to check that C ⊆ A for the trivial braiding.
In the classical case, k〈Z〉 is the universal enveloping algebra of the Lie algebra
Prim k〈Z〉(−). By the PBW-theorem every element has a unique representation
u =
∑
i=(i1,i2,...,im)
αiz
i1
1 z
i2
2 . . . z
im
m · ci,
where ci are words in primitive elements of degree  2; that is, ci ∈ A. In particular, ci are
constants, hence we have
∂u
∂z1
=
∑
i=(i1,i2,...,im)
αii1z
i1−1
1 z
i2
2 . . . z
im
m ci 	= 0,
provided that i1 	= 0. Thus if u is a constant, then i1 = i2 = · · · = im = 0, and u ∈ A, which
proves that C = A.
Consider the left ideal E generated in k[Sn] by all proper products
Ψ1,kΨk+1,s . . .Ψt+1,n, 1 < k < · · · < t < n, k 	= n.
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we have E +E1 = E ⊕E2 with E2 ⊆ E1; that is, there exist orthogonal idempotents e, f
such that E = k[Sn]e, E1 +E = k[Sn](f + e), f ∈ E1. Thus we get a decomposition
An = V ⊗n · (E1 +E) = V ⊗n · f ⊕ V ⊗n · e.
This provides the required decomposition (37) since C = A, and V⊗n · f is a categorical
(Lemma 2.2) subspace of primitive elements (f ∈ E1). 
Theorem 4.7. Every braided subbialgebra of k〈V 〉 is generated by the primitive elements,
and it is a conservative coalgebra in k〈V 〉.
Proof. By Lemmas 2.6 and 2.7, it suffices to check that each braided subbialgebra A is
conservative in k〈V 〉 as a coalgebra; that is, ∆o(u) ∈ A⊗A implies that there exists a ∈ A
such that u− a is a primitive element.
We will prove this statement by induction on the formal degree dV (u), with dV (yi) = 1.
More precisely, the inductive supposition is the following:
For every involutive braided space W , and for every braided subbialgebra A ⊆ k〈W 〉,
if ∆o(u) ∈ A⊗A and dW (u) < n, then u− u′ ∈ A for a primitive element u′ ∈ k〈W 〉.
By Lemma 2.6 we may suppose that both u and A are homogeneous, u ∈ V⊗n. For-
mula (7) shows that u · Φ1 ∈ A since u · Φ1 appears from [u · Φ1]θ1 by replacing ⊗ with
the multiplication in A. Lemma 4.6 implies
[u ·Φ1]θ1 =
[[
u ·
(
m∑
i=2
αiΦ
i−1
1
)]
Φ1
]
θ1.
Therefore u − w is a constant, where w =∑mi=2 αiu · Φi−11 ∈ A. By Lemma 4.6, the ele-
ment u − w belongs to the free subalgebra C freely generated by a categorical subspace
of primitive elements of degree  2. The formal degree of u − w with respect to free
generators of C is smaller than that with respect to yi . Even though u−w may be inhomo-
geneous in the new free generators, we may apply the inductive supposition to the element
u−w and subbialgebra C ∩A ⊆ C. Thus there exists u1 ∈ C ∩A such that u−w − u1 is
primitive. Since w + u1 ∈ A, the theorem is proved. 
Theorem 4.8. Every biideal of k〈V 〉 is conservative in k〈V 〉 as a coideal.
Proof. The proof is quite similar to that of Theorem 4.7. We start with the inductive sup-
position:
For every involutive braided space W , and for every biideal J ⊆ k〈W 〉, if ∆o(u) ∈ J ⊗
k〈W 〉 +k〈W 〉 ⊗ J and dW (u) < n, then u− u′ ∈ J for a primitive element u′ ∈ k〈W 〉.
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we shall note that formula (7) implies J ·Φ1 ⊆ J , and next almost literally follow the above
proof of Theorem 4.7. 
Theorem 4.9. The space of primitive elements Prim k〈V 〉 with the brackets [u,v] = u ⊗
v − τ(u⊗ v) is the free Lie τ -algebra freely generated by V .
Proof. Let L be a Lie τ -algebra and ϕ : V → L a linear map that respects the braiding (a
morphism in the category of braided linear spaces). Denote li = ϕ(yi), i ∈ I . Without loss
of generality, we may suppose that li , i ∈ I , generate L as an algebra. The map ϕ has a
natural extension up to a linear map ϕn :V⊗n → L⊗n, ϕn = ϕ⊗n.
The Jacobi identity (b1), see (21), has the following explicit form:
(
ui(ujuk)
)= ((uiuj )uk)+ ∑
s,t,m,r
hstjkh
mr
is
(
(umur)ut
)
, h···· ∈ k. (38)
This identity by means of a standard induction implies that values of right-ordered nonas-
sociative words (. . . ((li1 li2)li3) . . . lik ), k  1, span L.
Let us show firstly that the correspondence
ϕ :
∑
i
αi
[
. . .
[[yi1, yi2], yi3], . . . yin]→∑
i
αi
(
. . .
(
(li1 li2)li3
)
. . . lin
) (39)
is a well-defined linear map ϕ : Prim k〈V 〉 → L. For this we have to show that∑
i
αi
[
. . .
[[yi1, yi2], yi3], . . . yin]= 0 in k〈V 〉 (40)
implies ∑
i
αi
(
. . .
(
(li1 li2)li3
)
. . . lin
)= 0 in L. (41)
The left-hand side of (40) may be written in terms of the local action as follows:(∑
i
αiyi1yi2yi3 . . . yin
)
·Ψn = 0, (42)
where Ψn =∏nk=2(id − [1; k]), see (33). If we denote by Mn the right-ordered alignment
of parenthesis,
Mn =
(
m ⊗ id⊗(n−2)) . . . (m ⊗ id)m = 0∏ (m ⊗ id⊗i), (43)i=n−2
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w ·Ψn = 0 in k〈V 〉, n 2 ⇒ ϕn(w) ·Mn = 0 in L, (44)
where w ∈ V ⊗n.
Since char k = 0, the left annihilator, l(Ψn), of Ψn in k[Sn] is generated by an idem-
potent e, l(Ψn) = k[Sn]e, such that Ψnk[Sn] = (1 − e)k[Sn]. Therefore w · Ψn = 0 if and
only if w · (1 − e) = 0; that is, w = w · e ∈ V ⊗n · l(Ψn). Hence, it remains to check that
(L⊗n · l(Ψn)) ·Mn = 0 in L; that is,
l(Ψn)Mn = 0
as the operators. Note that this equality has the same operator form as the axioms (20) do.
We start with a characterization of the left annihilator. In what follows we denote by S1n
a subgroup of all permutations that leave 1 fixed, respectively S1,2n = {π ∈ Sn | π(1) = 1,
π(2) = 2}.
Lemma 4.10. There exists a homomorphism of left k[S1n]-modules ξ : k[Sn] → k[S1n],
ξ2 = ξ , such that [k;1] − ξ([k;1]), 2 k  n, generate l(Ψn) as a left k[S1n]-module.
Proof. Consider the regular representation of k[Sn] on the space of multilinear polyno-
mials of Z⊗n, dimZ = n, with ordinary flip in place of τ . It is well known that the
polynomials [. . . [[z1, zν(2)], zν(3)], . . . , zν(n)], ν ∈ S1n , form a basis of the space of all mul-
tilinear Lie polynomials of Z⊗n (this is the Lyndon–Shirshov basis, see [30,31,46,47]).
Hence, for every Ξ =∑π∈Sn αππ ∈ k[Sn], we have a unique decomposition
z1z2 . . . zn ·ΞΨn =
∑
π
απ
[
. . . [zπ−1(1), zπ−1(2)], . . . , zπ−1(n)
]
=
∑
ν∈S1n
βν
[
. . . [z1, zν−1(2)], . . . , zν−1(n)
]
. (45)
We define ξ(Ξ) =∑ν∈S1n βνν. Obviously, ξ2 = ξ and (Ξ − ξ(Ξ)) ·Ψn = 0. Since k〈Z〉−
is the ordinary free Lie algebra, the equality (45) is an identity for ordinary Lie algebras.
Hence it remains valid under each substitution i ← µ−1(i), µ ∈ S1n ; that is, ξ is a homo-
morphism of left k[S1n]-modules.
Consider the coset decomposition
Sn = S1n ∪ S1n[2;1] ∪ S1n[3;1] ∪ · · · ∪ S1n[n;1]. (46)
If Ξ ∈ l(Ψn) then ξ(Ξ) = 0. Decomposition (46) provides the representation Ξ =∑
k νk[k;1], νk ∈ k[S1n]. Thus we have
Ξ = Ξ − ξ(Ξ) =
∑
νk
([k;1] − ξ([k;1])).k
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Lemma 4.11. We have ([k;1] − ξ([k;1]))Mn = 0, 2 k  n; that is, ϕ is a well-defined
linear map.
Proof. We use induction on n. If n = 2 then ξ([2;1]) = −id. Hence ([2;1] − ξ([2;1]))×
M2 = (τ + id)m = 0 according to the skew-symmetry identity. Suppose that
[n− 1;1]Mn−1 = ξ
([n− 1;1])Mn−1. (47)
In order to calculate ξ([n;1]), let us put Ξ = [n;1] in (45). By means of the (ordinary)
Jacobi and anti-symmetry identities we have[[
. . . [z2, z3], . . . , zn
]
, z1
]= −[[. . . [z2, z3], . . . , zn−1], [z1, zn]]
+ [[[. . . [z2, z3], . . . , zn−1], z1], zn]. (48)
If we consider [z1, zn] as a new variable z′1, we get a recurrence formula
ξ
([n;1])= −ξ([n− 1;1])[2;n] + ξ([n− 1;1]), (49)
where the right factor [2;n] appears due to the converse replacement z′1 ← [z1, z2].
By the inductive supposition (47), we have
ξ
([n− 1;1])Mn = ξ([n− 1;1])(Mn−1 ⊗ id)m = [n− 1;1]Mn. (50)
Further, if i  3 then
τi
(
m ⊗ id⊗(n−2))= (m ⊗ id⊗(n−2))τi−1.
Since the subgroup S1n−1 is generated by τi , 1 < i < n, and [n;2]τi[2;n] = τi+1; that is,
[n;2]S1n−1[2;n] = S1,2n ; we may rewrite the latter equalities in the following way:
[n;2]ν[2;n](m ⊗ id⊗(n−2))= (m ⊗ id⊗(n−2))ν, ν ∈ S1n−1.
Applying this formula to ν = ξ([n− 1;1]) ∈ S1n−1, we get
ξ
([n− 1;1])[2;n]Mn = ξ([n− 1;1])[2;n](m ⊗ id⊗(n−2))Mn−1 (51)
= [2;n](m ⊗ id⊗(n−2))ξ([n− 1;1])Mn−1
= [2;n](m ⊗ id⊗(n−2))[n− 1;1]Mn−1, (52)
where in the last equality we have used the inductive supposition (47). Since [n − 1;1] =
τ1τ2 . . . τn−2, the axiom (c) (20) implies
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m ⊗ id⊗(n−2))[n− 1;1] = τ2τ1 · τ3τ2 · · · · · τn−1τn−2(id⊗(n−2) ⊗ m)
= [n;2][n− 1;1](id⊗(n−2) ⊗ m).
If we replace m with −τm in the last term, we may continue (52):
= −[n− 1;1]τn−1
(
id⊗(n−2) ⊗ m)Mn−1. (53)
The Jacobi identity (b2) (21) implies
Mn =
(
Mn−2 ⊗ id⊗2
)
(id ⊗ m)m + (Mn−2 ⊗ id⊗2)τ2(m ⊗ id)m
= (id⊗(n−2) ⊗ m)Mn−1 + τn−1Mn.
This allows us to continue (53):
= −[n− 1;1]τn−1(Mn − τn−1Mn) = −[n;1]Mn + [n− 1;1]Mn. (54)
Thus, starting with (51), we have proved
ξ
([n− 1;1])[2;n]Mn = −[n;1]Mn + [n− 1;1]Mn.
Now by (49) and (50) we may write
ξ
([n;1])Mn = −ξ([n− 1;1])[2;n]Mn + ξ([n− 1;1])Mn = [n;1]Mn, (55)
which required. The lemma is proved. 
To prove Theorem 4.9, it remains to show that ϕ is a homomorphism of algebras:
ϕ([u,v]) = ϕ(u)ϕ(v). We will use induction on degree of v. Without loss of generality
we may suppose that u and v are long right normed commutators,
u = [. . . [yi1, yi2], . . . , yik ], v = [. . . [yj1 , yj2], . . . , yjn].
If n = 1, then [u,v] is a long right-normed commutator itself, hence the required equality
follows from the definition (39).
If v = [v1, yi], then ϕ(v) = ϕ(v1)li . Using the Jacobi identity (38), we have
ϕ
([
u, [v1, yi]
])= ϕ([[u,v1], yi])+∑
s,w
hswiv1ϕ
([[u,ys],w]).
Since degree of w equals degree of v1, we may use the inductive supposition:
= (ϕ(u)ϕ(v1))li +∑hswiv1(ϕ(u)ls)ϕ(w) = ϕ(u)(ϕ(v1)li)= ϕ(u)ϕ(v),
s,w
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proved. 
Now we are ready to prove the main result of this section. Recall that according to
Theorem 4.9 every free Lie τ -algebra has a form Prim k〈V 〉(−).
Theorem 4.12. Every right categorical Lie τ -subalgebra L of a free Lie τ -algebra
Prim k〈V 〉(−) has a subspace X ⊆ L such that L = Prim k〈X〉(−), where k〈X〉 is a right
categorical associative subalgebra freely generated by X in k〈V 〉. If the subspace X may
be chosen to be braided, then L itself is a free Lie τ -algebra.
Proof. Consider the associative subalgebra U generated by L in k〈V 〉. Since L is a right
categorical and braided subspace of primitive elements, U is a right categorical subbial-
gebra of k〈V 〉. By Theorem 3.1, the algebra U satisfies the weak algorithm, while by
Theorem 4.7 and Lemma 2.7 it has a weak algebra basis of primitive elements. Propo-
sition 2.4 implies that U is freely generated by a subspace X of primitive elements. It
remains to show that L = PrimU . The inclusion L ⊆ PrimU is evident.
Consider a free associative τ -algebra k〈L〉 freely generated by the braided space L. The
identical map L → L has an extension up to an epimorphism of associative τ -algebras
ϕ : k〈L〉 → U . Since elements from L are primitive both in k〈L〉 and in U , the map ϕ is a
homomorphism of braided bialgebras. By Theorem 4.8, the kernel of ϕ is a conservative
coideal in k〈L〉. Therefore every primitive element u ∈ U has a primitive pre-image w ∈
Prim k〈L〉, ϕ(w) = u. According to the Friedrichs criteria (Theorem 4.4), the element w
has a representation
w =
∑
i=(i1,i2,...,in)
[
. . . [gi1, gi2], . . . , gin
]
, gj ∈ L⊗1 ⊆ k〈L〉.
If we apply ϕ to this equation, we get
u = ϕ(w) =
∑
i
[
. . .
[
ϕ(gi1), ϕ(gi2)
]
, . . . , ϕ(gin)
] ∈ L,
hence PrimU ⊆ L.
Finally, if X is a braided subspace then Theorem 4.9 implies that L is a free Lie τ -
algebra. 
Corollary 4.13. Let H be a cotriangular bialgebra such that each finite-dimensional left
H -comodule is completely reducible. Every Lie HM-subalgebra of a free finitely generated
Lie HM-algebra is free.
Proof. Since the subalgebra is an object in HM, it is a left H -comodule and a categorical
subspace, see (22). According to Theorem 4.12, it suffices to find a weak algebra basis of
U that consists of primitive elements and span an H -subcomodule.
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already know that U(n) = k[Xn]⊕U ′(n), where k[Xn] is a finite-dimensional space of prim-
itive elements. Recall that in the notations of [15] the comodule structure ∆M and the
brackets are related by
∆M
([u,v])=∑u(−1)v(−1) ⊗ [u(0), v(0)].
In particular, Theorem 4.4 shows that Prim k〈V 〉 ∈HM. Therefore the space Yn of all
primitive elements in U of degree  n is a finite-dimensional subcomodule of U(n). Hence
there exists a decomposition of left H -comodules
Yn = k
[
X′n
]⊕ (Yn ∩U ′(n)).
Now we may replace Xn with X′n. The new weak algebra basis ∪X′n span a left H -
comodule, which required. 
Remark. Obviously, if H itself is cosemisimple, then the corollary remains valid for arbi-
trary free Lie HM-algebras (not only finitely generated).
If H is a triangular bialgebra then the category HM of left modules is symmetric and
braided. One may define Lie algebras in HM, see [35, Chapter 12]. These algebras are Lie
τ -algebras as well. Hence in perfect analogy we have
Corollary 4.14. Let H be a triangular bialgebra such that each finite-dimensional left H -
module is completely reducible. Every Lie HM-subalgebra of a free finitely generated Lie
HM-algebra is free.
Recall that semisimple and cosemisimple triangular Hopf algebras over an algebraically
closed field always result from a group algebra by means of Drinfeld twist [14,16]. Of
course, in this case we do not need the restriction for the given free Lie HM-algebra to be
finitely generated.
Corollary 4.15 (A.A. Mikhalev [36,37], A.S. Shtern [48]). Every subalgebra of the free
color Lie superalgebra is free.
Proof. We need to check that the space X in Theorem 4.12 is braided. Every homogeneous
subspace (with respect to the grading defined by the coloring group G) is braided. Since
every graded subspace has a graded complement in any graded overspace, we may suppose
that all Xn in the construction of the weak algebra basis are G-homogeneous, hence X is
braided. 
Remark. The Shirshov–Witt theorem as well as its generalization on colored Lie super-
algebras remain valid for the field k of positive characteristic. Moreover, this is proved
in the restricted version too [38,52]. Therefore it is interesting to know in what extent
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acteristic. In our proofs, an essential use of characteristic is in Lemma 4.5. This lemma is
no longer valid provided that the characteristic divides n.
5. Embedding problems
Given a Lie τ -algebra L, one constructs the universal enveloping algebra as follows. Let
k〈L〉 be the free associative algebra generated by L and let J ⊆ k〈L〉 be the ideal generated
by {
x ⊗ y − τ(x ⊗ y)− [x, y] | x, y ∈ L},
here by brackets we denote the multiplication in L. Then U(L) is the quotient algebra
k〈L〉/J (see [15, p. 603], [17, p. 341]).
Theorem 4.9 would have a much simpler proof if the natural map  :L ↪→ k〈L〉 →
U(L) is always injective. Indeed, the map ϕ :V → L has an extension up to a homomor-
phism of associative τ -algebras ϕ˜ : k〈V 〉 → U(L). The restriction of ϕ˜ on Prim k〈V 〉(−) is
the required in Theorem 4.9 homomorphism of Lie τ -algebras
ϕ : Prim k〈V 〉(−) →  (L).
Nevertheless it remains unclear if  is always injective. The positive answer would
follow from Lemma 2.2 [17, p. 342]. Unfortunately, the proof given in [17] is incomplete.
Once the authors say “On the right-hand side, terms of degree  1 must cancel,” they may
not conclude “i.e., one can take ui = vi = 1” (see [17, p. 342, line 12]).
Moreover, the following example shows that, in contrary with [17, Lemma 2.2], axioms
(1) and (4) of [17, Definition 2.1] are not sufficient for  to be injective.
Example 5.1. Let L = xk + yk be a two-dimensional algebra with the multiplication
[x, y] = −x, [y, x] = −y, [x, x] = −y, [y, y] = −x. We define a braiding on L by
τ(u ⊗ v) = 2(u ⊗ v). Then L satisfies both axioms (1) and (4) of [17, Definition 2.1],
while x − y ∈ ker  :
x − y = x ⊗ (y ⊗ x − τ(y ⊗ x)− [y, x])− (x ⊗ y − τ(x ⊗ y)− [x, y])⊗ x
− (x ⊗ x − τ(x ⊗ x)− [x, x])+ (x ⊗ y − τ(x ⊗ y)− [x, y]).
Although all terms of degree > 1 are canceled, one cannot take ui = vi = 1 since here
ui, vi ∈ {x,1,−1}.
D. Gurevich has stated a theorem [19, Theorem 2] that claims in particular that for
each finite-dimensional Lie τ -algebra L there exists a Lie τ -group whose Lie algebra is
identical with L. Certainly, this implies that  is an embedding of L since by definition
(see [19, Theorem 1]) the Lie algebra of a Lie τ -group is a subalgebra of the algebra of
endomorphisms E(−)τ of the given Lie τ -group. However, so far as we know, the detailed
proof of Theorem 2 in the very generality that was stated in [19] remains unpublished yet.
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located at the interfaces between algebra and logic. Sometimes in this area deep and ex-
tensive investigations trace back to wrong publications. For example, a hasty conclusion
of A.K. Sushkevich (1936) that each monoid with the cancellation property is embeddable
in a group gave impetus to A.I. Mal’cev for (negative) solution of the Van der Waerden
problem on embedding of a ring with no zero divisors in a skew field [32]. This achieve-
ment marked the beginning of active research by A.I. Mal’cev on embeddings of monoids
in groups. It turned out that the necessary and sufficient conditions for a monoid to be em-
beddable in a group are so complicated that they even may not be written as a finite number
of elementary axioms [33,34]. These results have received further development through the
fundamental works by P.M. Cohn on embeddings of rings in skew fields. P.M. Cohn has
found necessary and sufficient conditions for a ring to be embeddable in a skew field [11,
12]. His theory of matrix-inverting homomorphisms and matrix ideals stands up as if it had
been created explicitly for the solution of the problem when a bialgebra is embeddable in
a Hopf algebra.
Interestingly, the counterexamples in this area are very complicated on frequent occa-
sions. A question of A.I. Mal’cev, whether a ring with the multiplicative monoid embed-
dable in a group is itself embeddable in a skew field, has obtained three different coun-
terexamples [5,10,25]. Among them the complete and detailed presentation of L.A. Bokut’
example [6–9] needs about 600 pages.
V.M. Kurochkin in 1951 has stated a theorem that every Lie algebra over an arbitrary
commutative ring has a faithful representation in an associative algebra; that is, in the cat-
egory of Lie algebras over a commutative ring  is always injective. This statement has
been disproved by A.I. Shirshov [45]. Later, A.I. Shirshov has proved that nevertheless
every free Lie algebra over an arbitrary commutative ring indeed has a faithful representa-
tion in a (free) associative algebra [46,47], while H.-J. Higgins [20] has found a necessary
and sufficient conditions for  to be injective. This shows, by the way, that Theorem 4.9
does not provide reason enough to believe that  is injective in general, while D. Gurevich
Theorem 2 [19], as soon as it appears with a detailed proof, does.
Finally, we recall that the theory of twisted Lie algebras (kΣ∗-Lie algebras) has re-
ceived a similar development. Barratt’s main theorem in [4] is that a free ZΣ∗-Lie algebra
embeds in its enveloping ZΣ∗-algebra. A. Joyal [21] has established Poincaré–Birkhoff–
Witt theorem for enveloping algebras. More recently, it has been proved by C.R. Stover
that a Cartier–Milnor–Moore theorem also holds [50]. This result includes the Friedrichs
criteria [50, Theorem 8.4(ii)], primitive generation of connected cocommutative kΣ∗-Hopf
algebras [50, Theorem 8.4(i)], and injectivity of  for connected twisted Lie algebras [50,
p. 303]. To our knowledge, the problem whether any kΣ∗-Lie subalgebra of a free kΣ∗-Lie
algebra is free has not been considered yet.
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