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ELECTRODISINTEGRATION OF THE DEUTERON BY 4-11 MEV ELECTRONS
1. ABSTRACT
In order to investigate the nuclear matrix elements for disin­
tegration and to test the theory of virtual photons, a comparison 
measurement between low energy electrodisintegration and low energy 
photodisintegration of the deuteron was made. The differences between 
the photonuclear and electronuclear interactions arise through the longi­
tudinal electric coupling of the electron, allowing the nuclear mono­
pole transition, and from the fact that the electron momentum transfer 
is not determined by its energy transfer. The virtual photon theory 
is the commonly used theoretical description of the electroexcitation 
process for the low-energy region.
The ratio of the neutron yield from deuteron photodisintegration 
to the neutron yield from deuteron electrodisintegration was measured.
The photon beam was a bremsstrahlung beam from electrons converted in 
an 89.5 mg/cm2 copper foil. The range of electron beam energies was 
4 to 11 MeV. The experimental results agree with the theoretical 
results using a Hulthdn (no core) deuteron wave function normalized to 
6.5% D-state and free final waves for all L>0. The theoretical result 
is shown to be the same if one uses the Reid soft core deuteron wave 
function with phase shifted final waves. The experimental accuracy for 
the ratio of the photodisintegration to the electrodisintegration yield 
is 4% at 10 MeV and 9% at 4 MeV. The agreement of experiment with 
theory verifies that within the experimental accuracy for this range of 
electron energies, the electrodisintegration and photodisintegration 
cross sections are determined by essentially the same nuclear matrix 
elements and that the virtual photon theory of electrodisintegration 
is adequate.
MILTON C. PHENNEGER, JR.
DEPARTMENT OF PHYSICS 
THE COLLEGE OF WILLIAM AND MARY IN VIRGINIA
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2. INTRODUCTION
This dissertation describes a comparison of deuteron disintegration 
by electrons and by electron bremsstrahlung with beam energies between 
4 and 11 MeV. The problem was investigated experimentally with electrons 
provided by the electron linear accelerator at the Space Radiation 
Effects Laboratory in Newport News, Virginia. The work was undertaken 
to compare the theory of low energy deuteron electrodisintegration with 
experiment. The experiment measured the energy dependence of the total 
photoneutron yield produced when an 89.5 mg/cm2 copper bremsstrahlung 
converter was placed before the polyethylene. The ratio of the yield 
from photodisintegration to the yield from electrodisintegration was 
plotted as a function of electron beam energy. Assuming that the photo­
disintegration theory of the deuteron is known and that the bremsstrah­
lung spectrum can be predicted with reasonable accuracy, the technique 
provides a method of comparing the electrodisintegration cross section 
of the deuteron with theory. This method reduces the sensitivity to 
the target thickness, the counting efficiency, and the absolute number 
of incident electrons.
The ratio of photon yield to electron yield is compared with the 
theoretically predicted ratio. The theoretical treatment of the electro­
disintegration problem is the approach described by Thie, Mullin, and
Guth^. It is called the method of virtual photons and was adapted
2
later for electro-pion production by Dalitz and Yennie . Very good 
reviews of the theoretical and experimental aspects of nuclear electro-
3
excitation are given in more recent articles by Bishop , de Forest and
4 - 5  
Walecka , and Uberall .
2.1. Review
For electron energies below 40 MeV, very little experimental 
work has been reported on deuteron electrodisintegration. The only 
published work that resembles this study is by Barber and George , where
3
the deuteron electrodisintegration and photodisintegration yields from 
a thick, heavy water target were measured to check the calibration on 
a neutron counter that was subsequently used to make yield measurements 
on other nuclei. N9 comparison can be made with their results, as no 
result for the deuteron was presented in the analysis. Other experi­
ments using the technique described above are those of Jakobson^ and
g
of Barber . The former analyzes the total neutron yield from electron
bremsstrahlung as a function of beam energy, and the latter analyzes
9
the photoneutron and electroneutron yields from Be to obtain a ratio 
similar to that described in this work. The work of Barber uses essen­
tially the same experimental technique.
Elastic and inelastic scattering of electrons by deuterons have 
been extensively investigated for electron beam energies greater than 
AO MeV. This work is motivated by the study of neutron and proton form 
factors and is designed around the analysis of the spectrum of the
scattered electron. Experiments by Kendall et al.^, Peterson and
12 13Barber , and Grossetete et al. exemplify the techniques and goals of
such experimentation. The theory of electrodisintegration of the deu-
14teron by extremely relativistic electrons is worked out by Jankus
A n ^15»16 and Durand
2.2. Comparing the Electron and Photon Interactions
The experiments with high energy electrons exploit a fea­
ture of electroexcitation that makes the electron experiment both more 
versatile and more difficult to analyze than a similar photon experi­
ment. This feature is that the electron can, for a given energy trans­
fer, deliver a wide range of momenta to the nucleus from
where q is the three momentum of the virtual photon and p^ and p^ are 
the initial and final electron momenta. For real photons, the momen­
tum transfer is determined entirely by the photon energy.
For photodisintegration, the transition probability for an exci-
tation of multipolarity Z varies roughly as (wR)2 .^ Therefore, multi­
pole contributions to a particular disintegration process that are 
normally small for the photo effect can be enhanced by choosing high 
momentum transfer in the electron process with similar energy transfer. 
One of the consequences of this effect is enhancement of the nuclear 
electric quadrupole transition (E2). When (qR)2>l, this transition 
can be larger than the El transition. By virtue of its overlap with 
the nuclear charge, the electron can also cause excitation via the mono­
pole transition (EO) *^, with selection rules AJ = AL = 0 and no change
in parity. This transition is absolutely forbidden for photon absorp-
17 18tion. The monopole transition, discussed by Schiff ’ , is of order
(qR)2 as is the quadrupole transition. The monopole transition is also
18 19discussed in the theory of internal conversion ’
Since the maximum electron energy in this experiment is 11 MeV, 
the q available for electrodisintegration is about 20 mec/h. If R is 
taken as the value for the deuteron radius, R = R^ = 4.315 fm, then
t n \ 20 R 20 X 4 1 n—9 n on(qR) = ------  =    x 10 z * 0.20.
(h/mec) 4
Since the E0 and E2 contributions to the disintegration are of order 
(qR)2 relative to the electric dipole contribution, this would lead to 
a maximum possible contribution of
(a.2) x (0.04).
3
The mcnopole disintegration out of the deuteron S.-state would leave
3the nucleons in an unbound S^-state. Although these states are solu­
tions in the same nuclear potential and are, therefore, mutually ortho­
gonal, the radial matrix element is calculated with an r2 and the over­
lap will be non-zero. It was thought that if the experimental accuracy 
of the ratio of photo-effect to electro-effect could reach 2%, then 
possible differences between the electron and photon processes in the 
deuteron caused by the E0 and E2 disintegration could be detected at 
the highest beam energies available. This assumption proved to be in­
correct for this particular experiment. The reasons are discussed in 
Section 6.
2.3. Deuteron Photodisintegration
Experimental measurements of deuteron photodisintegration have
been made with monoenergetic y-rays from radio isotopes or from neutron
19 20capture. The measurements of Bishop * , although not very recent,
still appear to be the best experimental values near the deuteron thres­
hold. The experiments on the deuteron photodisintegration cross sec­
tion agree with theory over most of the energies relevant to this ex-
20
periment to an accuracy of about 10% . Near threshold, for photon
energies less than 2.7 MeV, theories neglecting exchange effects dis­
agree with experiments by about 10%. Here experimental accuracy is 
20about 3 or 4% . When exchange effects are put into the theory, theory
21and experiment can be made to agree . An estimate of the accuracy of
the deuteron photodisintegration theory is given by Hulthdn and Suga-
22 21 wara and Le Bellac et al. . Both sources estimate an accuracy of
about 3%. Le Bellac indicates the uncertainty is predominantly from
the error in the effective range. In this experiment no test is made
of the photodisintegration cross section, instead, the photo-neutron
yield is used to calibrate the neutron counter for the comparison of
the electrodisintegration yield. From the preceding discussion, the
photo theory is assumed accurate to within 3%, although experimentally
it has not been verified to better than about 5 to 10%.
3. THEORY
The virtual photon theory of electrodisintegration of the deuteron 
is presented in this section. The disintegration cross section, differ­
ential in the electron final energy, will be written in terms of its 
separate multipole components. The multipole components of interest
are the electric dipole (El) and magnetic dipole (Ml). The El and Ml
1 22cross sections are written as they are calculated in the literature ' 
However, the electric quadrupole (E2) and electric monopole (EO) tran­
sitions are calculated, and their contributions to the total cross sec­
tion are compared with the El and Ml contributions. The dominant con­
tribution to the disintegration cross section, the El transition from 
3
the S^- state, is calculated once using the Hulthdn wave function 
normalized to 6.5% D-state and free final waves. It is compared with 
the same calculation using a better deuteron wave function with phase-
23shifted final states. The latter wave function is the S-state of Reid
and is a numerical solution resulting from a fit to neutron-proton
24
scattering phase shifts . Since it is known that the Hulthdn model of 
the deuteron is not the most accurate model and that the final states 
should have been phase-shifted waves, the comparison illustrates the 
insensitivity of the photodisintegration theory to the model of the 
deuteron in this energy region. Finally, the bremsstrahlung spectrum 
used to analyze the photodisintegration part of the experiment is 
discussed.
3.1. The Electron Interaction
The interaction of electrons with nuclei has been described
. , .. , 1,16,17,18,25,26 _ . _ . . „m  a number of articles > > > > > .  Various aspects of the inter­
action are emphasized in accord with the needs of each theorist or
experimentalist. Much of the work has been done in nuclear structure 
16analysis , dealing with such things as nuclear and nucleon form factors. 
In these articles, the electron interaction is treated with emphasis 
placed on the inelastically or elastically scattered electron spectrum. 
For the work to follow, the emphasis will be put on displaying the
similarity of the electron interaction, at energies between 1 and 11 
MeV, to the corresponding photon interaction.
The electron interacts with a nucleus primarily by exchange of a 
single virtual photon. The degree to which the electron interaction 
can be compared to the photon interaction depends upon how "virtual" 
the virtual photon can be, for a given electron energy. The real 
photon satisfies the relationship (in units such that c=l),
qj = 0, or |p| = E
meaning simply that its mass is zero, and that its momentum and energy
are equal to within a constant factor c, the speed of light. The 
virtual photon does not have to satisfy this relationship. However, 
the amount it can violate this relationship is determined by the energy 
and momentum of the initial and final states of the electron delivering 
the virtual photon, namely
q2 = o)2 _ q2 = _ pp 2  = (E^  - Ef)2 - (p± - pf)2
Q
An approximation often used for high electron energy and low energy loss 
is
q2 - 4E2sin20/2
where the values p., p_, E., and E,, are the initial and final electronrf* i _ f
3 momenta and total energy, q is the three momentum transfer, and 0 is
the scattering angle in the laboratory. Thus, q2 for the virtual photon
is always positive and is very near zero for all electron energies,
when the electron scatters forward, 0 = 0 .  For 10 MeV electrons, the
values of q2 never get very large, as was shown in Section 2.2.
The description of the electron interaction that was put forth by 
3 17Weizacker and Williams ’ is most useful for low electron energies 
and q2. They stated that the electron interaction could be described 
as though the electrons were the source of a spectrum of real photons. 
Thus, the nuclear part of the interaction would be the same as that 
for a free photon beam with an energy equal to the electron energy loss 
and having a intensity determined by the amplitude of the so-called 
virtual photon spectrum. The electron cross section can be written as
follows:
aee'(Ei " V =
f i a = (Ei - Ef).
The total cross section for the electron interaction at an energy loss 
(E^  - E^) is equivalent to the total cross section for the same process 
for a free photon with energy hw and an intensity given by the purely 
quantum electrodynamic quantity N(hw). The quantity o^ (hio) depends 
on the model used for the photo theory, while N(hoo) is model indepen­
dent .
Calculations of the virtual photon spectrum N(ha)) for the various
multipole fields involved in nuclear electroexcitation have been made
1 2 by Thie, Mullin, and Guth and Dalitz and Yennie . The general theory
of nuclear multipole transitions and inelastic electron scattering
18 3has been worked out by Schiff . The articles by Bishop , de Forest
4 - 5and Walecka , and Uberall present a survey of the field of nuclear
excitation by electrons and, in doing so, display some of the results
2 1 18 of Dalitz and Yennie , Thie, Mullin, and Guth , and Schiff
The electric dipole and magnetic dipole contributions from
S-state deuteron electrodisintegration can be written in closed form
in terms of the results obtained in the literature. However, for the
other contributions, no analytic forms that can be compared easily
with these results were available. For this reason the EO and E2
3
cross section from the S-state and the El contributions from the 
3 3 3D- to P- and F- states are calculated according to the theory of 
18Schiff . Schiff divides the electron-nucleus interaction into three 
separate components according to multipolarity. He starts with a 
non-covariant form of the electron-nucleus interaction
H' = /(p<j> - j *A - M*H) dr
where p, j, and M are the nuclear transition charge, current, and 
magnetization densities, and tf>, A, and H are the electron Miller poten­
tials including the intrinsic magnetic interaction. Other equivalent
forms of this interaction found in the literature are the covariant
2
forms of Dalitz and Yennie :
10
H' (k) = J (k ,ic)A (k ,1c) y o y o’
A (k X )  - e ^(P-k)YyU(p) 
y o’ ------ =-—
(k2 - £2) 
o
where k = (k ,1c) Is the electron four-momentum transfer and A (k ,£) o y o
is the Miller potential representing the Fourier transform of the 
field set up by the electron making a transition between states of ini­
tial and final three momentum p and p-lc. The covariant form of de For­
est and Walecka is
H'(x) = -ej^(x)A®Xt(x)
where A (x) is the field caused by the nucleus, 1 (x) is the electron
y  *  J y
current, and x = (t,x) is the space-time coordinate. The calculations
of Thie, Mullin, and Guth start with a non-covariant interaction simi­
lar to that of Schiff. Their vector and scalar Miller potentials are
->■
A = 4irea(k2 - o)2/c2)“1e'L rn n v
’ t
<f> = 4irea (k2 - w2/c2 )-1e1 rnn o
t i lwhere the subscript n designates the n nucleon and the a's are Dirac
matrices. The exponential terms are expanded and regrouped according
£
to order (kr ) and parity. In this way the magnetic multipole terms 
n £+1of order Z and parity (-1) and the electric multipole terms of order
£
Z and parity (-1) are isolated and the electroexcitation cross section 
is calculated according to multipole order and parity. The virtual 
photon spectrum is then obtained by dividing the nuclear photo absorp­
tion cross section for the same energy loss into the electroexcitation 
cross section differential in the final electron angle.
dN*1 da ,ee
z
a dfi
. v) e
The functional form of dN^/dS^ can be found in Bishop's article. The 
virtual photon spectrum as written by Bishop for the electric transi­
tions is the sum of two parts, one, the transverse photon contribution 
(q perpendicular to i£) and the other, the longitudinal interaction. 
Then
z
a iee
dN
A rv— a dJl y e N„o , Z Y
where the momentum dependence of the nuclear multipole transitions is 
included in the integral over electron angles; it appears as a factor
2z . z z
q in do ,/dfi . N0 is the number of 2 - pole virtual photons in the
,(E) „(M)
1 ’ W 1
ee
spectrum with energy "hu) = (E. - E^ .). The values for N , , N'Y', and 
r(E)N v"/ from Thie, Mullin, and Guth are
El(Am = ±1,0) N (E) _ irfico
fE? + E|1 i f
Pi
Ln £ -2—  
Pi
E2(Am = ±1,0) N(E) _ airho)
E? + E2 x f 2m2e
Pi
Ln E, +
8pf fm2 + E E l e if
3pi ( f i d ) ) 2
Ml (spin flip): N
(M)
TffiU)
E2 + E2 - 2m2' x f e Ln £
£ = (E±Ef + p±pf - m2)/ (n^ fim)
where E^ and E^ are the initial and final electron total energy and p^ 
and p^ are the corresponding momenta. The electron mass is mg and hto 
is the electron energy loss (E^  - E^). The first thing to observe is 
that the number of virtual quanta is of order a as expected. The 
electroexcitation cross section is, therefore, about 1/137 times smaller 
than the equivalent photoexcitation. Because of the terms (k2 - a)2/c2)-1 
in the electron Miller potential, the dominant part of the integration
12
of dN/dfi over angles will Come from the region where the denominator 
is small, uj2 - k2. This is where the electrons scatter predominantly 
forward, and = (E^  - E^). The virtual photon spectrum for the
E2 transition is, therefore, given by Thie et al. However, the spec­
trum for the EO will have to be derived. Schiff's decomposition of the 
interaction into its multipole components results after manipulating 
the field quantities with Maxwell's equations and projecting out the 
multipole components using the vector spherical harmonics. Like Thie 
et al., Schiff expands the exponential terms in the Miller potential;
however, the expansion is in terms of Bessel functions. The starting
3 3 3point for the calculation of the EO, E2, and El( D -> P, F) cross 
sections is from the multipole equations of Schiff. They are
H'J n = -(4irie)—  {4tt(2£ + l)}*1 
£ ’° q2
Y°p(r)dT
H,E . = (47rie){q(a + ia )/(w2 - q 2 ) } { n  (2Z +1 )/£(£ +1)} x
Jo, y  x
qf)Y* +i^*curl(® + ~  curl j)^dT
H'^ . = (4irie){(a ± ia )/(w2 - q2)}{Tr(2i + l ) / Z ( A + l ) } ^ x
Jo, _ l x  y
j£|q-|jYA ±1{r*curl(J + curl m)}dr
where the a’s again are the matrix elements of the Dirac matrices, and
q and oo are the values of the electron three momentum and energy trans-
Efer. The interaction H n describes the longitudinal electric inter-
E *action, the term H' +., the transverse electric interaction, and
M * -> , ->
+j, the magnetic interaction. The nuclear quantities p, j, and m
are dependent on the particular nuclear model used. The transition
charge density p has the form
pif = e>1f(r> V r)
where e is the electron charge and and ^  are the nuclear initial 
and final states. The quantities J and m, however, are more compli­
cated, as they may contain contributions from mesonic effects within 
the nucleus. These problems are avoided for the transverse electric 
interaction by rearranging the term within the brackets in the integral 
and using
. -f 9p .
3 = at -la)p*
For small (qr) this allows one to write the transverse electric inter­
action in a form which depends only on the charge density. This is
27 28called Siegert's Theorem ’ . Finally, the form used for the E2 and
El calculation is given as
h'e 
H i +1 = i^ (4irie){ (a + ia )/(u)2 - q2)}{ir(2£, +1)/Jl(£+1) ,—l y x
<3,
0)
<u ’ £ q2
d r
+ rd^£.<»2j)Y£,±lpdT
*
The magnetic interaction has no simplification of this kind. However, 
the usual assumption is that, when the nucleon velocities are non-
relativistic, only the intrinsic magnetic moment couples to the Miller
-v 29
field. Thus, m is written as follows :
s - S &  \
where is the magnetic moment of the k ^ particle in Bohr magnetons.
3.2. The Deuteron
Before calculating the EO and E2 contributions, as well as
3 3 3 3the El, D to P, and D to F, the El and Ml calculations were made to
check the procedure. The problem was carried out using an analytic 
deuteron wave function presented in Hulthdn and Sugawara. The mathe­
matical description of the deuteron is discussed in many text books
. . 22,29,30,31and reviews .
Briefly, the deuteron is the simplest example of a bound nuclear
system, a proton bound to a neutron. The force between the two nucleons
is just enough to bind them, as the deuteron binding energy is the low­
est of the stable nuclei, E^= 2.2246 MeV. The nucleons in the deuteron
are in a predominantly L=0 orbital state with spins aligned parallel.
3
The total angular momentum is J=l. The S^-state dominates the deu­
teron charge distribution, however, it does not account precisely for 
the magnetic moment nor does it account at all for the deuteron quadru­
pole moment. It follows that the deuteron contains a small percentage 
of D, or I - 2, orbital wave mixed in with the S wave. This is caused 
by the tensor properties of the nuclear force in the spin triplet 
states.
The wave function for the deuteron is frequently written in the 
form used by Rarita and Schwinger.
u (r) i t \
_ J L _  + -LS iSll
r /8 12 r xi
where u(r) and w(r) are the S- and D-state radial wave functions.
In effective range theory, the normalization constant N is determined
s
by the following relationship,
m 2  — J:—  — _L«- _  q ,2 j«3  p
g 2a F ot 01 ot t9
where r is the triplet effective range parameter which is determined 
experimentally by the energy dependence of the triplet S phase shift. 
The S 2^ is a tensor operator defined as follows:
->Ttf ~y ->-p -y
3(o *r) (a *r) +N -PS10 = -----------  - a -a
1Z 2
S 2^ satisfies the relationship.
where the o are the neutron and proton Pauli spin matrices, and is
15
the spin wave function, either singlet or triplet for the two spin \
nucleons. Y.,., , is the spin angle spherical harmonic which is an eigen
29 30state of total^J, M., and S ’ . The value for L is 2, meaning the
 ^ m
angular symmetry of is that of the second rank tensor, Y2 (®»)»
as expected for the D-state part of the deuteron. The radial wave
functions used to calculate the multipole cross sections are, from
formulas 37.6 and 37.20 of Hulthdn and Sugawara,
, . , -oir -rir,u(r) = cos e (e - e )
w(r) = sin e e 
g
-ar 3 31 +  —  +  —
ar (ar)'
The a used here, not to be confused with (e2/ftc), is 1/R where R is the 
deuteron radius. P is the shape parameter and is dependent upon the 
type of nuclear well used to analyze the scattering solutions. P has 
different values for Yukawa or square well potentials. The value of n 
for the S-state wave function is a function of the percentage D-state 
chosen for the deuteron and the effective range, n is determined from 
the requirement
/°°|u (r)|2dr = — (1 - P )
0 8 N 2 D
g
N2 = 2an2, n2 = 1.6687 
g 8 g
Pp = fraction of D state.
With the value P^ = 0.06476 of Reid's soft core wave function and a
value for r „ = 1.704 and P. = 0, one obtains ot t *
q = 5.406a.
The term sin e is the mixing parameter. It is a measure of the degree 
to which the tensor force mixes the S- and D-states in the deuteron.
This parameter is frequently referred to as the asymptotic D and S 
ratio. Its value is taken as
sin e = 0.0238, 
g
14as determined by Durand
3.3. The Multipole Cross Section
The multipole contributions to the electrodisintegration 
cross section of the deuteron were calculated using the Hulthdn wave 
function written in the preceding section. The final state wave func­
tion is that given by Hulthdn and Sugawara, equations 38.2 and 38.3.
30As explained by De Benedetti , this final wave is a distorted or phase-
shifted plane wave travelling in the direction of the wave vector k.
The waves are normalized in a box of unit volume and the density of
states is
M tik 
n 1
Pf _ *
r 2 (2frft)3
All final wave phase shifts were taken equal to zero except for
and ^S1. The effects of this approximation on the electric dipole 
3 3cross section S -*■ P are discussed in Section 3.3.5.
3.3.1. Electric Dipole
The dominant transition for this multipole is
where the final states are taken as eigen states of L and S. The other 
terms contributing to the electric dipole transition are
A simplified form of Schiff's transverse electric interaction is 
used to calculate the transition probability. The use of the continuity 
equation (A*;f + 9p/9t = 0) by Schiff permits the calculation of the El 
interaction in terms of the nuclear charge density alone. This approx­
imation, known as Siegert's Theorem, states that for values of (qr)<<l,
it is possible to calculate the electric transition probabilities with-
27 28
out reference to the internal dynamics of the nucleus or nucleons ’
The interaction used is
H J ®  = (-1)
3ir 4ne U (Pf sf ) (Y2+iY1)U (p^) 1
m2e
2\ y V* y q2 - <d2 1
E.E^ l f
jl
r 4. djl r
q2 + rdF“ q2
Yl>±lP(r)dT
where r is the distance between the nucleons in the nuclear wave func­
tion. The integral is over the nuclear coordinates. The nuclear
3 3transition charge density for the S -> P transition for an £=1 free 
final state is
p = ie/l2irj j (kr) (cos kr)
N
r"
-ar -nr e - e
(V i >
The convention is that the z-axis is taken as the direction of the
momentum transfer q = (p. - Pf)- This simplifies the final reduction
1 0 of the electron part of the interaction. Therefore, Y^(cos kr) is
expanded relative to q. and are the initial and final spin 
functions. The nuclear integral for the analytic Hulthdn wave func­
tion reduces to nothing more than Laplace transforms of Bessel func­
tions weighted by various powers of r. The electron spinors are
multiplied, and the spin sums are calculated using the methods de-
32
9cribed in Bjorken and Drell . The final state integral is carried 
out over final nucleon angle dJL and final electron angle dfi . TheK 0
result for the electric dipole to using the Hulthdn model for
deuteron photodisintegration is
^ - ( 3sdE. b P) =
dN
dE,
El
p^(ftu))n2e2 
3 g
1
z2 (z+32)2
- n * S i
E,(z-1)
dN
dE,
El
irtia)
E2 + x
pi
Ef Ln
E.E - m2 + p.p,^ x f e
ftajm £ ft
i) The virtual photon spectrum has units (numbers/MeV).
ii) The parameters in the deuteron El photodisintegration are
z = (W2.2246 MeV), fia) = (E - Ef), Eb = 2.2246 MeV, and 32
is a close approximation to the value (n/a)2 - 1.
iii) The nuclear photo cross section has been written as a dimen-
sionless number times R2 where R = 4.315 fm.
3 3The result for the D P is
Ha <E1> * *
§ ;  ( ° * p) -
dN
dE,
El
Tre2n2sin2e 
g g
16
15
—  + K r
z2 3  n=°
n n
n;
>
z-1 n 1 + 1 r °  - n!
z 2zZ-n=0 = 1  I
n
z-1 n
'n
(z-1)
3 3
For the D -*■ F electric dipole transition
Ha <E1>  ^ T
fg- (3D -  3F) -
dN
dE,
El
(2ire2n2sin2e )liaj7T 
g g 45
4_
35
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where (a) = a(a + l)(a + 2) .....(a + n - 1)
« :  -  *
(1 )n ■
(2)n = (n + 1)!
sin2e * (0.03)2 = 0.0009.
8
The results for the D -»■ P and D F transitions are of a functional
form characteristic of the Laplace transform integrals tabulated in
33Roberts, Kaufman, and Hyman . The fractional terms 16/15, 4/35, etc.,
are a result of the Clebsch-Gordan coupling of the spin angle function
in the D-state to the orbital spherical harmonics in each of the three
possible final spin states, i. e., The functional form
of the two latter differential cross sections is interesting, but the
degree of complexity is probably unnecessary and is a result of the
form used for the D-state. The factor sin2e illustrates how very
8 3 3small these two contributions will be relative to the S •> P transition.
The total cross section for a given beam energy is an integral from 
= 0 up to = E -
n(e) = fE-Eb daJT, dE dE. f
3.3.2. Magnetic Dipole Transition
Like electric dipole photodisintegration from the S- 
state, the magnetic dipole cross section is well known. The Sq final 
wave used in the calculation is equation 39.6 in Hulthdn and Sugawara.
T ( SQ ) = 4ir
sin(kr)cos(A ) + cos(kr)sin(A )(l-e-^r) o o
kr
•J A A *
e °Y (r)Y (k) o o
where
Kcot(A )  ---- + x-k2r - P k^r3o a 2 os s oss
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= - —  + ~ k 2r  . a 2 os
The potential shape parameter is dropped. The parameter g insures that 
¥( Sq) is zero at r = 0. g is a function of the singlet effective 
range. The values used for the parameters are
g = 1.304 x 1013 cm-1
r = 2.4 x 10“13 cm os
a = -23.69 x 10-13 cm. os
The differential magnetic dipole cross section can be written as de­
scribed in Section 3.1. With the Ml virtual photon spectrum of Thie,
Mullin, and Guth and the Ml photo cross section of Hulthdn and Suga-
wara, we have
. Mlda . ee n
dE.
dN
dE,
Ml
x -|— e2(y - y )2sin2 A x J p n o
JL
(z-1)2 cot A
z+(n/a)2-l
(n/a)
z+(n/a)2-l
1 + g/ct (n+g ) /a
,{ (l+g/a)2+z-l} { (ri+g)/a)2+z-l}
(z-1)
R2
Mn
where again
z =
fjqj
*6
(k2 + a2)
Mn = 936 MeV = 420 Eb
y = 2.793 
P
y = -1.913 n
g/a = 5.63
The part remaining after factoring out the virtual photon spectrum is 
the Ml photodisintegration cross section equation 39.12 in Hulthdn and 
Sugawara. The magnetic dipole contribution to the neutron yield from 
an electron beam of energy E is the integral of the Ml differential 
cross section over all final electron energies.
3.3.3. Electric Quadrupole Transition
3 3The transition from S to D was calculated using the
interaction
H(E)
2,±1
f5 1 *  „  , |^(Pfsf )(Y2^ l )u(PiSi)
gir (4ire)q'--------------------------
(q2 - k2)
m^
1 e I
E. E_ V
i f k J
.0)l—
q q2 dr 2 q2
H<2^0 = (_4lTe)
u(Pfsf)Y0u(pisi) f \
/l2ir h
r
q?
J k j
^ , ± 1^
Y2,0padT
A _ar -nro(UIIcCL j2(kr)Y2(cos kr)Ng •/bv
e - e
Cf5irC J
As before, the Bessel functions in the field variables (qr/2) are ex­
panded using only the lowest order terms. Y^Ccos kr) is written in 
terms of Y2(k) and Y2(r) where r and k are the relative separation and 
momentum of the final nucleons. The phase shifts in the final state 
have been taken as zero. Proceeding with the electron spin sums and 
taking the values for the radial integrals listed in the table of 
Laplace transforms, the E2 cross section differential in the electron 
final energy is as follows:
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|E E_ + m2 
i f  e Pf
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where M is the mass of the nucleon. It can be seen that this cross n
section, assuming all remaining numbers are approximately equal to their 
corresponding values in the El cross section, is about (1/420 or E^/M^ 
lower than the El cross section.
3.3.4. Electric Monopole Transition
A discussion of the monopole E0 transition is given in
17 18a review by Barber and discussed briefly in Schiff . The monopole
transition is possible because of the overlap of the electron transition 
current with the nuclear charge density. The calculation was made with 
the interaction for the longitudinal electric field set up by the elec­
trons, formula 15 in Schiff.
H0,0
. „ u(p_s_)y u(p.s.l o -4Tre 'rf f 'o ri ilm2
EiEf
/4tT q! Y0pndT
N
Pn = et/4ired o^tjo(kr + <Sot)YQ(cos kr)—
/4tT
-ar -nre - e
The expansion of jQ(qr/2)
- 1 -  (a§ ^ )2+ -
3
gives zero for the term of order zero, since the bound S-state and 
3
unbound S-state are eigen states of the same nuclear potential and 
are orthogonal. The next term is of order (qr)2 and, therefore, is 
similar to the quadrupole transition. When electron beam energies are 
high and the experiment is differential in q, this cross section can 
be made relatively high. Here, however, for energies around 10 MeV, 
the electric monopole contribution to the total cross section is quite 
small. The final state phase shift needed here is determined fairly 
well by effective range theory:
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kcot 6ot at 2 ot
sin2 6 = 1/(1 + cot2 6 1.ot ot
3
The final S wave function is the following:
_ {sin(kr)cos(6 i.)+cos(kr)sxn(6 J.)}
m/Jr. \ / i6n (- Ot Ot'J'C S,) = 4Tr?.e ot ------------- 5---------------  x
1 i kr
Y(f)Y (k) o o
where r  ^= 2.4 x 10~13 cm, 
ot ’
a = 5.377 x 10~13 cm. ot
This wave function does not go to zero at r=0, but no effort will be 
made to include a parameter similar to the £ for the S^-state. The 
interest here is only in the form and order of magnitude of the mono­
pole cross section.
'da  '
E0 'dN 'E0^e2ha>n2 1
dEf
V, s K J (z-l)+{-l/an+j(z-l)rot.}2
(4-z){-l/a + j(z-Dr > + <4-3z) 2 x m2r2<£zD'* |1
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24
dN 'EO 2 E.E- - m2' i f  e
dEf\ s
irftu) (hu)2
The factor co2R2 is converted to a more understandable form. 
oj2R2 = z2 (E^/M^) .
As with the quadrupole term, the EO differential cross section is about 
(1/420) times the El cross section. The total cross section for E2 and 
EO is the result of integration over final electron energies.
3.3.5. Discussion of the Calculations
From the description of the various multipole total cross
sections and their plotted dependence on the electron beam energy, it
3 3can be seen that the El S -*■ P cross section is by far the largest.
3 3 3 3The El D + P and D -> F are small because of the factor sin2 e
g
and because the final states have poor overlap with the initial nuclear 
wave function. The electric monopole and quadrupole terms are of order 
(toR)2 and are reduced by a factor (1/420). The Ml term contains this
- hsame factor in the form of (1/M^), however, the (z-1) term starts 
out rather large for the beginning values of z, near z=l. Thus, with 
the assistance of this term, the Ml cross section is the next highest 
contributor to total neutron yields.
3 3In order to test the calculation of the El( S -> P) with the Hul-
thdn wave function and free final states, a calculation of the radial
integral using a numerical solution to the p,p scattering phase shifts
was made. Both free and phase-shifted final waves were used, and the
D-state percentage of the Hulthdn wave function was varied by varying
the parameter n. For comparison, the Reid, soft core, S radial wave
and the Hulthdn, no core, S radial wave are plotted in Fig. 1. The
final wave functions, free waves, and phase-shifted waves matched to
3
an inside wave for a square well approximating Reid's Pq nuclear poten­
tial (Fig. 2) are plotted in Figs. 3, 4, 5, and 6 for different final 
energies. The square well depth was adjusted until the logarithmic
derivative of the inside solution was matched to the logarithmic deri­
vative on the outside. The outside derivative is determined by the 
3 24
P_ phase shift of MacGregor et al. . The inside wave was made to go
3to zero at about 1.1 fm, the point at which Reid's Pq potential, shown 
in Fig. 2, is above 50 MeV. The ratios of the radial integral squared, 
using Reid with the free waves, to the radial integral squared with 
Hulthdn (6% D-state) and free waves are the triangles in Fig. 8. The 
ratios using phase-shifted final waves with the Reid wave function and 
free waves with the Hulthdn wave function are the squares in that fig­
ure. The x's are this ratio with the Hulthdn wave adjusted to 7% D- 
state.
3 3
Thus, the calculation of the El S -»• P yield is not sensitive to 
any degree of sophistication in the deuteron or in the treatment of the 
final waves. The biggest disparity of 4% at 16 MeV comes when using 
free waves with Reid's soft core wave function. It is thought to be 
simply a result of the core, which effectively slides the deuteron 
wave function out about 0.4 fm. When a phase-shifted wave is used with 
the Reid wave function, the ratio is equal to one within 1% for all 
energies up to 16 MeV. The radial integrand is plotted in Fig. 7 and 
shows essentially that the contribution to the integrand, coming from 
the region less than 2.5 fm where all the wave functions differ, is 
essentially zero for all final nucleon energies possible in this ex­
periment. Further justification for the use of free final waves for 
all £ greater than zero can be seen in Fig. 2. Here the neutron spec­
trum for center of mass energies is plotted for the maximum beam energy 
used in this experiment. The figure shows that although the beam energy 
is high, the neutron center of mass energy distribution is still pre­
dominantly below 5 MeV. The centrifugal potential dominates all nucle­
ar potentials at this energy, showing that the free wave assumption is 
justified.
3.4. The Bremsstrahlung Spectrum
The bremsstrahlung spectrum used to predict the photon energy
spectrum emanating from the 89.5 mg copper target is formula 3BS(e) of
34 35Koch and Motz . This formula is originally derived by Schiff . An
estimate of the accuracy of this spectrum is given as 5%. The thin
target spectrum was used, and a modification was made for the effects of
energy loss in the copper radiator. The energy loss for each electron
beam energy was calculated using a linear relationship between beam
energy and dE/dx in copper. The modified spectrum was then formed by
summing the thin target cross section divided by two, calculated once
for a beam of energy Eq and once for a beam of energy (Eq - AE^/2).
The effect was that the theoretical prediction of the ratio, which is
sensitive to the choice of bremsstrahlung spectrum, was lowered by 2%.
The thin target spectrum was corrected at the high frequency limit,
36"hio = T , since it is known to have a non-zero value there . T is the o o
electron beam kinetic energy. The correction used is the result of a
37theory from Deck, Mullin, and Hammer adjusted for lower electron
38 39 40beam energies by a theoretical function determined by Pratt * '
Although the correction makes a significant difference in the shape of 
the bremsstrahlung spectrum at the high frequency limit, the effect on 
the total (y,n) yield is not noticeable at beam energies as low as 4 
MeV. It is expected, however, that such a correction would be abso­
lutely necessary for electron beams with energies much lower than this. 
For energies within 500 keV of the (Y>n) threshold, the correction 
could make as much as 50% difference in the predicted value of the flux. 
The formula used for the high frequency limit cross section is
da = P(E){47rr^a2z3exp(-7raz)F(Y) [l - 0.84az + 0.65a2z2]} 
F(y) = ll-riy_)l!—  (2az)2y~2
|r(2Y+l) |2
Y = (1 - a2z2)^ .
Here, a = 1/137,
r = 2.818 fm, o
P(E) is the energy-dependent factor of Pratt.
3.5. The Ratio
The electron yield at an electron energy E is given as
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Y66 (E) = t
a slwhere N (E - E^) is the number of 2 -pole virtual photons of energy 
(E - E^), t is the number of deuterons per cm2 in the polyethylene, 
and E^ is the final electron energy. For the bremsstrahlung neutron 
yield
YY(E) = t \ * y (E - - Ef)dE£
where ^(E - E )^ is the bremsstrahlung cross section and n^ is the
number of copper atoms per cm2 in the copper converter. Although
£
N (E - E^) and <j>^,(E - E^) enter into the integrand in slightly differ­
ent forms, and $ still have the (l/fuo) dependence in common. The 
virtual photon spectra have generally the same functional form, how­
ever, they do weight each nuclear multipole cross section differently. 
In particular, there is a factor l/(hto)2 in the E2 and EO virtual pho­
ton spectra. This could lead to a great difference when compared with 
the El spectrum for small values (ho))2<<E^E^. For the most part, at 
beam energies around 10 MeV and typical values of haj around 4 to 6 MeV, 
the differences are small. The ratio
R(E) = YY(E)/Yee?(E) = nr
is independent of the deuterated target thickness. The value of n^, 
the number of radiator nuclei per cm2 is a fixed parameter in the ex­
periment .
'E—m p
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4. EXPERIMENTAL
Some of the work performed during this experiment, although nec­
essary, did not consist directly of the deuteron neutron yield measure­
ments. The electron beam energy had to be calibrated with reasonable 
accuracy, and thus about one third of the time experimenting was used 
for measurements of the neutron yield versus energy for the energy 
regions near the (y»n) thresholds of Ta^^, Ho*^, and Cu^^. Including 
this time, a total of about two thirds of the time experimenting was 
spent just getting acquainted with the standard, and sometimes not so 
standard, procedures of doing nuclear physics with 3 MeV to 10 MeV 
electron beams. The remaining one third can be assigned to actual 
measurements of the deuteron photodisintegration and electrodisintegra­
tion neutron yields.
The following discussion is separated into three parts. The first 
section is the description of the mechanical aspects of the work, i. e., 
the linac and beam transport system, the target chamber assembly, the 
targets, and the beam current monitor. The second section describes 
the procedures and methods concerning the beam energy calibration and 
the data accumulation. The third section presents the data, the ad­
justments made to the data, and a discussion of the errors.
4.1. Experimental Apparatus
4.1.1. Linac
The electron beam provided by the linear electron accel­
erator has a nominal energy of 7 MeV. The linac is a 1300 megacycle 
"L band" accelerator with one section of iris loaded wave guide. Al­
though the machine is designed to run at 7 MeV with a maximum time 
averaged current of 1 milliampere, it is tunable over a range of ener­
gies from roughly 4 to 11 MeV. The current pulse rates that provide 
optimum beam stability occur at or half-integer multiples of the 60 
cycle line voltage frequency. The maximum repetition rate is limited 
by the total time averaged power that can be drawn from the klystron
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H. V. modulator and is presently 360 pps. A shorter modulator pulse 
would allow higher repetition rates. The lowest rate is the single 
pulsed mode. The injected current pulse width is variable from 10 
nsec to 4 ysec with maximum peak current for an individual pulse reach­
ing close to one ampere. The injected pulse duration and amplitude are 
controlled by the length and height of the pulse applied to the grid 
of the electron gun.
The electron beam is transported from the accelerator room by a 
series of bending and focusing magnets and delivered to the experimen­
tal area much reduced in intensity but with a much higher energy defini­
tion. From estimates made by observing the focusing characteristics, 
this resolution is better than 100 keV at 8 MeV. A schematic drawing 
of the linear accelerator facility is provided in Fig. 12.
The electron beam is bent 90° out of the linear accelerator room 
by an achromatic 270° double focusing magnet, EM-2, located about 12 
meters from the end of the linac. From here on the labels EM- and EQ- 
are the identification labels denoting the various bending and quadru­
pole magnets at the SREL Laboratory. The beam is focused both verti­
cally and horizontally immediately after passing through EM-2 by a 
quadrupole doublet (EQ-1 and EQ-2) and made to pass through a one 
centimeter collimator at a position about 6 meters from EM-2. The 
beam is again focused with quadrupole doublets EQ-3 and EQ-4, EQ-5 and 
EQ-6 until a maximum current is obtained on a current pick-up, a lead 
brick behind a beam window, straight through EM-5. This part of the 
system has thus far served as a "coarse" energy analyzer because the 
combination of EM-2 and EQ-1 and EQ-2 interact too strongly to allow 
any certainty in the reproducibility of the current setting on EM-2.
The beam is then bent 22%° through EM-5 and through the collimating 
slits which are positioned at the focal point of the last magnet in 
the system, a 45° bending magnet used as the beam analyzer. With this 
analyzer, the beam is then bent onto the target and viewed as it illu­
minates a zinc sulfide backing, spread on the back of the 4 mil copper 
bremsstrahlung converter. While viewing the beam spot on the zinc 
sulfide with a remote television camera, the beam could be focused to 
a spot size of about one centimeter in diameter for beam energies above 
6 MeV. This is done with adjustment made on the last two or three
quadrupole doublets in the system, EQ-7 and EQ-8, EQ-5 and EQ-6, EQ-3 
and EQ-4. The beam current is then monitored by a 3-foil secondary 
emission monitor (S.E.M.) immediately behind the zinc sulfide screen. 
The S.E.M. is discussed in Section 4.1.6.
4.1.2. Counting Geometry
The basic experimental layout and an explanation of the 
equipment involved can be seen in Fig. 13. The problems of detecting 
thermal neutrons with gas proportional counters in the proximity of a 
pulsed electron beam are considerable.
When trying to make total neutron yield measurements, it would be 
best to surround the target with counters in order not only to enhance 
counting efficiency but also to avoid any complication of those mea­
surements that could be caused by unpredictable variations in the angu­
lar distribution of emitted neutrons. Such an arrangement is called a 
4ir counting geometry since it covers almost all of the 4ir steradians 
of solid angle surrounding the target, allowing only a few percent of 
the total solid angle for beam exit and entrance. The 4ir system of
counting has been used to measure total photon to electron yield ratios
8 6for the beryllium disintegration cross section * .
The 4 tt method of counting was attempted as a first approach to the 
experimental measurement. The 4ir counter proved to be very difficult 
to work with for the following reasons. The initial design was based 
upon optimistic ideas concerning beam handling and focusing and, as a 
consequence, was not feasible simply because the beam could not be 
focused well enough. However, the major problem was the x-ray flash 
associated with the arrival of the electron beam pulse at the target.
It was, therefore, necessary to introduce some x-ray shielding between 
the target and the counters.
The problem with the x-ray flash created by the electron beam as
it passed through the copper converter forced the counting geometry
away from a 4 tt configuration. Instead, the geometry finally used is
that illustrated in two views in Fig. 13. Although the targets are not
shown in this figure, their location can be ascertained with reference
to Figs. 14 and 16. From the top view of Fig. 13, it can be seen that
3
the configuration of the paraffin moderator and the He proportional
counters within the moderator is one that favors neutron emission from 
the target for only a limited angular interval about the incident beam 
direction. It could, therefore, be said that the counting geometry 
and efficiency is to a certain degree sensitive to the angular distri­
bution of the neutrons emanating from the target. An investigation 
of the degree to which the counting efficiency was sensitive to differ­
ences in neutron angular distribution is described in the Appendix, 
Section 9.1.4. The results show that, using the neutron angular dis­
tribution expected for the electron and photon processes in this experi­
ment, the detector does not show more than a 3% difference in the total 
count rate for the two angular distributions. This difference is 
greatest at low beam energies where the electrodisintegration neutron 
distribution shows the highest degree of isotropy. Here the counter 
efficiency is highest for the photoneutron flux. If this effect were 
folded into the theoretical prediction, the outcome of the experiment 
would be influenced negligibly.
The x-ray flash associated with the beam came from a number of 
sources:
i. The general target room background or "no target" x-ray 
flash. This was essentially eliminated by adding amounts of 
lead shielding. The shielding arrangement is illustrated 
in Fig. 13.
ii. The x-rays associated with the beam monitor, which was 
always in the beam. This problem was minimized by using as 
low a mass in the beam monitor frame, mounting, leads, and 
foils as was possible without lowering its reliability, 
iii. The x-rays resulting from electrons hitting the wall of 
the vacuum pipe immediately in front of the counters. A rea­
sonable choice for vacuum pipe diameter in the vicinity of 
the counter was found to be 4 inches instead of the 2-inch 
diameter size used in the beam transport system, 
iv. The x-ray flash from the 4 mil copper radiator was large. 
The x-rays came from the copper as well as from the electrons 
that it managed to scatter into the walls of the beam pipe.
The net result of i, ii, and iii was an electronic pulse in the 
proportional counters about the same size, or smaller for some well
focused beams, as that of a single neutron event in the counter. This 
could easily be gated out of the scaling electronics.
The necessity of a photo-disintegration counting rate comparable 
to that of the electron rate dictated the thickness of the copper brems­
strahlung radiator. The x-ray flash was less a problem at higher beam 
energies because of the following reasons:
i. The yields were higher, and lower peak beam currents 
could be used, i. e., lower average current meant lower peak 
current for the same repetition rate,
ii. The small angle scattering of electrons was less in the 
copper at higher energies. As a consequence, the beam re­
mained within the beam pipe further down stream,
iii. The x-ray angular distribution characterized by an angle 
0q = (mc2/E) was smaller for higher energies. Ninety-five 
percent of the photon flux is within an angle about 40q from 
the incident beam direction for a thin target bremsstrahlung 
spectrum. For lower beam energies, a higher percentage of 
the total flux occurs at larger angles while the total radia­
tion cross section does not change by more than 20% between 
1 MeV and 10 MeV.
As a result of the problem with x-ray burst, the geometry that was 
finally used was sensitive to differences in the angular distribution 
between the photo-neutrons and electro-neutrons.
A discussion of the expected differences between photo-neutron 
and electro-neutron angular distributions and the sensitivity of the 
counting geometry to these effects will be presented in the data ana­
lysis section.
4.1.3. Counting Electronics
Counting thermal neutrons with proportional counters in 
the presence of the bremsstrahlung x-ray flash of the electron beam is 
a problem. The electronics, therefore, contain, in addition to what 
is necessary for neutron flux counting, arrangements to block the pulse 
created by a soft x-ray flash hitting the proportional counter.
The neutron detectors were 6-inch active length, one-inch diameter
3
He gas proportional counters. They were manufactured by Texas Nuclear.
They have a stainless steel cathode body and a 0.002-inch tungsten cen-
3
ter wire. They are filled with 4 atmospheres of He gas and have an 
output of 0.28 yycoulomb per neutron capture event. The bias voltage 
for the detectors was approximately +1000 VDC. Each detector was con­
nected to a separate preamplifier and main amplifier. Preamplifiers 
used were the Tennelec TC 100, the Ortec 109 PC, and the Ortec 109A.
The amplifiers used were the Tennelec TC 200, the Ortec Research am­
plifier, and the Canberra 1410 amplifier; all had a 10 volt maximum 
output amplitude. An essential feature of the main amplifier was the 
degree to which it permitted pulse shape control. The Tennelec ampli­
fier was found to provide the best control over the overload pulse from 
the x-ray flash, i. e., it recovered the fastest from saturation.
The output of a given preamp during a beam pulse would be typically
a prompt spike of 50 nsec duration produced by the bremsstrahlung 
occurring with the repetition rate of the electron beam pulse. The 
pulse amplitude is proportional to the intensity of the current in a 
given pulse. This effect is immensely influenced by what is happening 
to the beam in the vicinity of the target. Therefore, with relatively 
low mass targets or no targets at all and just the 3-foil beam monitor, 
the x-ray pulse was only as high as the pulse occurring for a neutron 
capture event in the gas ( a typical count). But with a 4 mil copper 
foil or worse yet, a 5 mil holmium foil, the detector pulse would get 
much larger and saturate the amplifier much longer. Most of the neutron 
flux from a beam pulse was counted between 15 ysec and 200 ysec after 
the beam pulse. At the output of the main amplifier, the pulse from a
detected thermal neutron was about 5-7 volts high and 2-3 ysec wide.
Some neutrons did come in after 200 ysec but few beyond 500 ysec.
After the main amplifier, the signal from each detector was coupled 
into a linear gate. The gate was closed by a pulse from the trigger 
generator of the linear accelerator in such a way that the ten volt 
saturation pulse coming out of the amplifier was blocked. The gate was 
set at a width of 50 ysec for the first data set and 75 ysec for the 
second to insure that the negative tail of the saturation pulse from 
the x-ray flash which could not be totally eliminated by the pulse shap­
ing would not give varying effects depending on target selection. The 
signal without the x-ray pulse was then run into a single channel ana­
lyzer in the integral mode. The S.C.A. then drove a scaler recording
the number of neutrons counted by a given detector. The scalers used 
were Baird Atomic 15 megacycle scalers on Run I and Chronetics nano­
counter on Run II. The linear gates were Canberra 1409 and Ortec 426. 
Various S.C.A. were used depending on their availability.
By observing an accumulated thermal neutron spectrum on a multi­
channel analyzer, the S.C.A.'s were set to accept only pulses with am­
plitudes greater than those coming from single x-ray events in the 
counter gas.
The beam was monitored simultaneously with a current integrator 
giving a digital output which pulsed a scaler and also by a chart recor­
der running off an auxiliary meter output of this same current integra­
tor. The beam monitor was a 1^-inch diameter, 3-foil secondary emission 
monitor in place immediately behind the targets with its two outer foils 
biased to +270 VDC and its inner foil coupled to the current integrator.
4.1.4. Target Handling Assembly
Loss of scheduled running time results from a number of 
problems and some of the most persistent of these were vacuum problems. 
Typical pressures in the beam transport system were 10”6 Torr and for 
this particular experiment, all targets must be in the vacuum of the 
beam transport system. The electron beam cannot pass through any appre­
ciable amount of matter before impinging on a target.
To handle as many as six targets at one time and to allow one to 
interchange various targets without breaking the vacuum, the targets 
were mounted into two 11-inch diameter aluminum wheels 1/8 inch thick. 
Four 4-inch holes were cut into the aluminum wheels in a square array 
about the axis as far out on the wheel as one could get without cutting 
the outside rim, within about 1/8 inch. The 4-inch holes are the same 
diameter as the electron beam pipe inside diameter in the area of the 
target room. The targets were then strung into the center of these 
4-inch holes with very fine nylon fishing line. A target wheel is 
illustrated in Fig. 15 with one target in place.
The maximum number of targets this arrangement can manipulate is 
six. The two wheels are mounted in a 12-inch section of pipe. The 
pipe has a 14-inch diameter cover on each end made of 1-inch thick 
aluminum plate. The 12-inch pipe is pressed between the plates against
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rubber o-rings within o-ring grooves cut \  inch into the plates. These 
o-rings facilitate a good fit with the 12-inch pipe. The pipe and end 
plates were held together by a series of six ^-inch aluminum rods, 
threaded on both ends, running the length of the chamber around the 
outside. The target chamber is illustrated in Figs. 15 and 16.
The target wheels are then mounted on a common axis against the 
down stream end plate and placed as close as possible without touching.
Two ig-inch brass rods coming through the center of each end plate, 
where they are sealed by o-rings, are fastened to the target wheels 
and each wheel and its shaft are held together at their centers by a 
brass pin, free to slide within the center of each brass shaft. In 
this way each wheel could be rotated independently by electric motors 
outside the vacuum chamber, thus allowing the experimenter to construct 
various target sandwiches within the chamber while the beam was on.
Of particular importance was the ability to make the deuterated 
polyethylene and copper target array. This sandwich with the copper 
preceding the polyethylene provided the bremsstrahlung beam for the 
photo yield comparison. The compactness of the arrangement was essen­
tial to prevent uncertainties caused by spreading of the beam by the 
first target. All three elements of the target assembly could be 
arranged in a sandwich no more than 3/8 inch thick from the first target 
to the first foil of the 3-foil secondary emission monitor.
The target chamber was built with lucite windows on the end plates 
for viewing and locating targets in the beam path. The targets were 
moved by two selsyn motors coupled to the brass shaft of each target 
wheel by an arrangement of gears and universal joints. The selsyn 
motors, "self-synchronizing", were run by companion motors outside the 
target room, the rotation being observed with a television camera look­
ing through a lucite window in the upstream end plate. Since all 
target positioning had to be done this way, the dimension of 7-inch 
length to the chamber was chosen as the one giving a compromise between 
the distortion caused by necessarily viewing the targets obliquely and 
the actual size necessary to contain all the hardware. The target 
assembly could have been mounted in a chamber only 1 inch thick, how­
ever, viewing the targets and the beam spot would have been more diffi­
cult .
The beam enters the chamber through a 4-inch inside diameter alumi­
num beam pipe at a position of 3 o'clock looking down stream at the 
chamber and leaves after passing through the targets and three 0.0005- 
inch aluminum foils of the S.E.M. Access to targets was provided by a 
window in the down stream end plate radially opposite the beam pipe 
hole.
Since the targets were rather thin foils, in order to prevent them 
from folding or catching while rotating within the chamber, they were 
themselves held in 0.010-0.015-inch aluminum rings with a 1/32-inch 
thickness and secured by three drops of Torr Seal, low vapor pressure 
epoxy. The rings provided the rigidity necessary to string the targets 
securely into the center and the plane of the 4-inch wheel hole. All 
efforts were made to keep the total amount of material in the path of 
the primary electron beam as small as possible. It was for this reason 
that 5-lb test nylon fishing line and low Z, low mass aluminum target 
rings were used. The targets that were activated were strung into an 
aluminum snap ring about 4 inches in diameter which fit snugly into the 
inside diameter of the 4-inch hole In the target wheel. This way the 
target could be activated and pulled out of the chamber without dis­
turbing its delicate nylon and aluminum-ring mount.
The choice of materials such as nylon, aluminum rings, and epoxy 
resin glues kept vacuum loads in the target section of the transport 
system manageable; the arrangement proved to be durable and reliable 
even afte|- extended amounts of radiation exposure. It had been dis­
covered earlier that the use of lucite rings instead of aluminum was 
not feasible because the lucite became very brittle after long exposure 
to the vacuum environment and beam radiation.
A complete illustration of the target system is provided in Figs.
16 and 17.
4.1.5. Targets
The targets used in this experiment were all 9.94 cm2 
disks. The choice of diameter was determined by parameters concerning 
beam pipe size and beam focusing capabilities in the early stages of 
the experiment.
41The deuterated polyethylene was obtained from Isotopes, Inc. and 
was the thinnest sheet size available (M).01 cm). Its uniformity from
one edge of a 10 cm x 10 cm square sheet to the center was quoted as 
being 5%. The purity was stated as being greater than 99% deuterium.
The targets used were cut from a 10 cm x 10 cm sheet from what appeared 
to be the most uniform part of that sheet. The masses of two targets 
used were 141 mg and 156.9 mg corresponding to thicknesses of 14.2 mg/cm2 
and 15.78 mg/cm2 respectively.
The regularity of the 14.2 mg/cm2 target was checked with an Fe ,
5.9 keV x-ray thickness gauge. A 1-cm diameter collimated x-ray beam 
was counted by a krypton gas proportional counter. The target was 
moved in a slot cut in the lead collimator block. The count rate for 
various absorbing areas on the target was measured. The absorption 
was about 10%. Therefore, in order to get 1% statistics on the thick­
ness, a 10% effect, the difference between target in and target out 
x-ray counts was held approximately 100,000, requiring about 1,000,000 
counts per run. The total error was determined by reproducibility and 
was about 2%. The variation seen indicated that the target was uniform 
within 3% ± 2%. The second polyethylene foil was not tested in this 
way, but its uniformity was assumed comparable, as it was cut from the 
same 10 cm x 10 cm sheet out of an area of comparable uniformity near 
the center of the sheet.
The copper target was obtained from a roll of 99.9% purity copper 
foil. The mass of the copper target was 888 mg. The thickness was 
89.5 mg/cm2. This target was also checked with the Fe"^ x-ray gauge 
and found to be uniform to within 2% ± 1%.
Other targets used such as holmium, tantalum, and niobium were
42ordered through the Alpha Catalog . The holmium was the thickest, 
measuring 105 mg/cm2. The thickness of tantalum was 42 mg/cm2 and 
niobium, 22 mg/cm2. The uniformity and purity of these targets were 
within a few percent and better than 0.1% respectively. These speci­
fications were considered adequate for our purposes. The lithium-6 
target was cut from a corner of the lithium-6 target used by the mesic 
x-ray group at William and Mary and was 0.1 inch thick.
The most important consideration concerning any target was the 
altering of the mass of the deuterated target by electron beam heating 
and vacuum effects. To examine this effect, each target was tested in 
a vacuum chamber. Negligible loss in weight was noticed after a few
days at pressures of 10~® Torr. Since the main source of weight loss 
was expected to be absorbed water, the target was weighed before and 
after most of the many runs and no weight variation greater than 1 mg 
was detected. In fact, the target weight actually rose 1 mg, which 
was thought to have come from dirt accumulation or a change in the 
calibration of the electronic balance over the duration of the measure­
ments .
There was a possibility that the polyethylene target would be des­
troyed by excessive electron beam heating. For this reason, the beam 
current was not permitted to rise above 0.1 microamp, allowing irradia­
tions which were safe for up to 1 hour of continuous beam. The power 
dissipated in the target was limited to about 2 milliwatts. The target 
did show signs of getting warm, as the central location that had turned 
dark because of atomic and molecular radiation damage became clearer, 
a result of thermal annealing.
The choice of foil thickness was made on the basis of predicted 
yields given by a formula in a paper by Thie, Mullin, and Guth^. This 
formula predicts the approximate ratio of photo-neutrons to electro­
neutrons coming out of a target of a given thickness t1 (in milligrams/ 
cm2).
Rx = 0.0002(Z2/A)t'
For the specific case of a separate radiator and a polyethylene target, 
this ratio is
R2 = 0.0004(Z2/A)t
where t is the radiator thickness in milligrams per square centimeter. 
For the 89.5 mg/cm2 copper target, Z = 29, A = 65, and R2 = 0.5.
The photo yield will thus be a significant fraction of the electron 
yield and equal accumulation times can be used counting neutrons from 
either reaction. For the 14.2 mg/cm2 deuterated polyethylene targets, 
8/9 the mass of which is made up of carbon, Z = 6 and A = 12,
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Rj = 0.0002(36/12)(8/9)(14.2) = 0.0076.
Thus, less than 1% of the yield from a target of such a mass is from 
the bremsstrahlung inside the target.
These rough estimates of ratios were based on the assumption that 
both the real and virtual photon spectrum have the same shape and could 
be considered equal aside from constant factors. The factor Z2 is from 
the bremsstrahlung cross section, the factor 1/A is from the number 
of converter nuclei per gram of material.
4.1.6. Beam Current Monitor
The beam current was measured by a 3-foil secondary 
emission monitor with a diameter equal to that of the targets. The 
monitor was placed immediately behind the target array and was used 
instead of a Faraday cup or an inductive monitor (ferrite ring) because 
of its simplicity. Ferrite rings are ideal nondestructive beam moni­
tors but the associated electronics are not simple. The Faraday cup 
was impossible to use because of the great x-ray flash that would occur 
if the cup were in a position to collect all current passing through 
the targets.
The S.E.M. that was finally used is illustrated in Fig. 17. The
monitor is designed so that the beam ejects electrons from the inner
foil (Delta rays) and the positively biased outer foils collect them.
The basic design is discussed in a number of articles on beam current 
43 44monitors * . The early designs were made with 0.0005-inch aluminum
foil mounted on thin Lucite rings. This design worked until the vacuum 
dried the absorbed liquids out of the Lucite, changing the ring dia­
meter, buckling the foils and shorting the foils by causing adjacent 
and electrically-separated foils to touch.
In an attempt to benefit from the extremely low mass of the alu­
minum film, aluminized mylar was tried. This design with the plastic 
rings also shorted, but worse yet, the aluminum flaked off. Random 
changes in efficiency would result as the emitting area diminished.
Finally, the most reliable design was that of the 15-mil 
aluminum support rings with three Jg-mil aluminum foils. The outer
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foils were coupled electrically by No. 32 copper wire. Contact was 
made with silver conductive paint, and the system was made rigid with 
a small drop of Torr Seal epoxy. The inner foil was similarly coupled 
to a fine copper wire, and two leads were soldered to a vacuum feed- 
through in the wall of the vacuum pipe. The outer foils were biased 
to +200 VDC. The inner foil was coupled directly to the beam current 
integrator.
It was discovered after the first data run, Run I, that the anoma­
lous jump in the current caused by the introduction of thick targets 
was of the size one might expect if there was an emission from the inte­
grator lead and a collection by the biased lead within the beam pipe.
In other words, electrons hitting the S.E.M. leads were causing them 
to act like extensions of the foils.
In the second run the leads were separated as much as possible, 
making an effort to keep electric fields from the biased lead out of the 
vicinity of the collector (electron emitter) lead. Also a fourth, 
grounded shield foil was placed on the back side of the S.E.M. to keep 
the third biased foil from contributing to electron collection. The 
effect was reduced to 2-5% from a previous value of 5-10%.
When discussing yield curves, the S.E.M. efficiency must be con­
sidered. The energy dependence of the efficiency of the secondary emis-
43sion monitor is given in an article by C. J. Karzmark as
Y = 0.92 + 0.17 Log1QE
for energies above a few MeV.
45 46Vanhuyse and Van de Vijver ’ compare their theory with an experi­
ment of Barber and Dodge showing for the region above 10 MeV the follow­
ing absolute efficiencies.
Y = (0.02358 + 0.00173 Ln E) experimental
Y = (0.02285 + 0.00193 Ln E) theoretical
From appearance of the data and efficiency curves presented in 
these articles, it appears that these formulas should apply without too
much error to lower energies. The following table used the experi­
mental efficiency of Barber and Dodge.
E Y(E) Y(E)/Y(3) E Y(E) Y(E)/Y(3)
3.0 0.0255 1.000 8.0 0.0272 1.066
4.0 0.0260 1.020 9.0 0.0274 1.075
5.0 0.0264 1.035 10.0 0.0276 1.082
6.0 0.0267 1.047 11.0 0.0277 1.088
7.0 0.0270 1.057 12.0 0.0279 1.093
Below 1.6 MeV, the efficiency rises quickly and the S.E.M. is 
deemed unreliable. The efficiency correction will be applied to all 
of the data relative to the efficiency at 3.0 MeV even though no mea­
surements have been made of the yield below 4 MeV. The yields will, 
therefore, have to be multiplied by the efficiency tabulated for that 
energy to get the actual current.
4.2. Experimental Procedure
4.2.1. Beam Energy Analysis
It was necessary to calibrate the last bending magnet 
in the electron beam transport system by determining bending magnet 
current versus beam energy for the full range of electron energies 
available. No reliable measure of electron beam energy existed even 
though calibration curves (current versus electron energy) were pro­
vided for the bending magnet EM-2. This calibration was made with low 
energy protons having the same Bp as the electrons. The reason that 
EM-2 could not be used as a beam energy definer is that it was never 
set up for such a job. As a result of the nearness of the quadrupole 
doublet EQj and EC^ and a degree of uncertainty about the way the elec­
tron beam entered and left EM-2, no well defined beam energy versus 
magnet current curve could be obtained from the system of EM-2, EQ^ 
and EQ2•
The 45° switching magnet, called the analyzer, was provided with 
a set of entrance slits and was relatively well separated from any 
other active component of the beam transport system. It had a 2-inch 
gap and a nominal bending radius of 12 inches.
Two methods were used to calibrate this magnet. One was to
measure the neutron yield as a function of beam energy while moving the 
beam energy through the (y,n) threshold of a nuclear isotope and using 
that yield curve to establish the magnet current associated with thres­
hold energy. The second technique was to map the magnetic field in 
the magnet for a few different current settings and then find the elec­
tron beam energies that would have a resulting beam deflection of 45° 
after traversing the magnet.
4.2.1.1. Yield Measurements
Five nuclear yield curves were tried. The iso­
topes and their (y,n) threshold energies are the following:
6 4Li He + n + p
Ta181 - Ta180 + n
Ho165 -> Ho164 + n
93 _  92 ^Nb -> Nb + n
_ 65 „ 64 .Cu -* Cu + n
3.696 MeV47
7.64 ± 0.02 MeV 
8.07 ± 0.04 MeV 
8.86 ± 0.05 MeV 
9.91 MeV47
48
48
49,50
The Li was a separated target. Tantalum, holmium, and niobium are
65
all monoisotopic and Cu has a threshold about 0.9 MeV below the more
6 Q
abundant Cu (70%). The difference of about 0.9 MeV is sufficient to
detect the beginning of the (y,n) reaction in a natural copper foil
65and unambiguously associate it with the break up of Cu
The technique of locating the threshold energy for a given photo­
neutron threshold from such yield curves is discussed in a number of 
51 52 53papers ’ ’ . Both the straight yield curve and its square root
were plotted. The Y(E) was assumed to give a value too low by about
4960 keV as indicated by Geller, Halpern, and Muirhead . This is a 
difference of about 1 mv for the calibration curve. The yield curve 
obtained for tantulum is presented in Fig. 18 to help illustrate this 
procedure.
Not all of the yield curves were obtained sufficiently well, and
181 265 65calibration points for the thresholds of Ta , Ho , and Cu were
the only reliable measurements made. Early attempts with niobium
showed little success, and the low cross section for break up near
threshold, combined with the poor experimental technique during early 
runs, prevented good determination of the niobium threshold. A yield 
curve was made for the Li during one low energy run. The results,
however, could not be reliably analyzed for threshold location or
6 51excited states in Li as in a similar experiment by Rybka and Katz
It was originally thought that the yield would be well defined between
4 MeV and 6 MeV and could be extrapolated to an apparent threshold
4
determined by the mass of (He + n + p), about 3.7 MeV. However, it
jg
was found instead that a Y(E) plot goes to zero on the calibration 
curve at 4.7 MeV, an energy corresponding closely to the He"* + p mass. 
Futhermore, apparent breaks (discontinuities in the slope) in the 
yield curve show up at 5.7 MeV, 6.6 MeV, 7.6 MeV, and about 8.5 MeV. 
All of this is interesting, but could not be discussed until the cali­
bration curve had been made.
The results of the yield measurements are shown in the following 
table. Figure 18 illustrates the tantalum yield curve.
Ta181(Y,n)Ta18° Eq = 7.64 MeV 126 ± 1 millivolt
Ho165(y,n)Ho164 Eq = 8.07 MeV 133 ± 1 millivolt
Cu65(y,n)Cu64 Eq = 9.90 MeV 163 ± 2 millivolt
where 10 millivolts is equivalent to one ampere in the magnetic coil.
4.2.1.2. Magnetic Field Measurements
The magnetic field calibration was made to check 
the reliability of the calibration curve as determined by the yield 
measurements.
The procedure was to set the analyzing magnet current to a value, 
determined by the calibration curve, corresponding to that current 
needed to bend electrons with energies equal to E ^ through 45°. There­
fore, field maps were made, using a Hall probe, for bending fields 
corresponding to 9.9 MeV, 7.6 MeV, and 5.7 MeV. Although 5.7 MeV is 
associated with no particular threshold, its corresponding bending 
current was arrived at by a combination of extrapolation from the two 
upper energies and a break in the Li8 yield curve.
The analyzer magnet had a 2-inch gap, and its vacuum can had six 
ports through which the Hall probe could be run. The magnet's pole 
tip and vacuum can are illustrated in Fig. 19. Magnetic field measure­
ments were taken at 1 inch intervals along the center of the beam pipe 
and 1 centimeter to the left and right of the center. In the regions 
of high (dB/dx), the measurements were more frequent. Good field maps 
were obtained this way. A full scale contour map of the magnetic 
field was made superimposed on an outline of the magnet and its vacuum 
can.
To begin, the trajectory through the magnet was guessed, and a 
magnetic field function was obtained from the intercepts of the mag­
netic field contour lines and the "guess" trajectory. This was a 
function of z versus B where z was the pathlength of the electron pro­
jected on the axis of the incoming beam.
A computer program was written to calculate the electron trajectory 
using the values of B versus z and an interpolation program for .1-inch 
steps along the input direction of the beam. For each .1-ineh step 
along z direction, the direction of the input electron beam, the deflec­
tion angle, A0, the displacement perpendicular to the z-axis, and the 
pathlength, Ax, were calculated. The result was the direction 6 and 
the location (z,y) of the electron as it left the magnet and a better
approximation to the trajectory. The program was repeated three or four
times using field functions obtained from each new trajectory until 
a self-consistent set of values for field and trajectory were obtained. 
The field was then scaled in steps of 0.5% from 2.5% less than to 2.5% 
greater than the values read in, and the deflection angle was observed.
The results were that for all three energies the measured field 
was within 2% of the correct value for a deflection of 45°. The target 
subtended an angle of about 1°, which is a field variation of slightly 
over 1%. This was interpreted as agreement with the yield calibration 
curve. One half of the overall differences between the field measure­
ments and yield measurements was interpreted as a measure of the 
uncertainty involved in the calibration curve.
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5.7 MeV 
7.6 MeV
B @ 95 mv -> 44.57° 1.017 B •* 45°o o
B @ 126 mv -»■ 43.8° 1.02 B 45°o o
9.9 MeV B @ 163 mv -*■ 44.18° 1.015 B -»• 45°o o
The uncertainty appears to be ±1% and in terms of millivolts 
corresponds closely to the errors estimated from the yield calibrations:
5.7 MeV -»■ 95 ± 1 mv 
7.6 MeV + 126 ± 1 mv
9.9 MeV -»■ 163 ± 1.6 mv.
4.2.1.3. Discussion of the Calibration
curve. They were the very low energy points at 2.3 MeV and 2.6 MeV 
provided by the Dynamitron electron beam. The Dynamitron is a 3.0 MeV 
direct current machine at the SREL facility. The beam energy was given 
by the terminal potential, and its resolution was better than 10 keV.
The two points provided a needed low energy check of the calibration 
and gave magnet current shunt voltages of 37 millivolts and 47 millivolts 
respectively. The calibration curve for the energy analyzer is shown 
in Fig. 20.
Uncertainties in the entrance angle of the electron beam into the 
analyzing magnet can cause error in the energy calibration. The experi­
mental area at SREL is unusual for electron physics in that it is near 
a 600 MeV synchrocyclotron. The stray fields from the 188-inch dia­
meter main magnet cause complications. Special care had to be taken 
to run with the main magnet polarity in the same sense on each run.
The background field in the target room (1 gauss) could not be easily 
shielded because the beam transport system used in that room for this 
experiment was not permanent. An estimate of how much of a difference 
the main magnet could make on the entrance angle is, for a 7-meter 
drift space, a 1 gauss field, and a 6.8 MeV beam energy, 0 = +1%°.
The overall effect is that if a run was made at 6.8 MeV with the 
main magnet in the opposite polarity, the shunt voltage would be high
Two additional points were added to the calibration
by about 3 mv. The real reading would be as much as 4 millivolts 
lower at 4 MeV and for 10 MeV, about 1 or 2 millivolts lower than the 
actual value. When runs were made in the opposite polarity, or with 
the main magnet off, the energy was adjusted accordingly.
4.2.2. Data Accumulation
This section describes the methods used to obtain a 
measurement of the electrodisintegration and photodisintegration neutron 
yield curves. It contains a brief description of a run and the mean­
ing assigned to the neutron yields obtained from a given target config­
uration.
At the beginning of a run, the linac was tuned to an energy deter­
mined roughly by a bending magnet located a few feet from the end of the 
machine. After the beam had been delivered to the target room and was 
visible on the target, its energy was determined by cycling the ana­
lyzer magnet through an appropriately high current, 35 amps (350 mv), 
and then lowering the current until the beam spot reappeared on the 
target. This procedure eliminated random effects that would have been 
introduced by hysteresis. The value of the shunt voltage was then 
read from the digital voltmeter and used with the energy calibration 
curve to get the beam energy in MeV. This was not done until it was 
determined, mostly by feel, that the beam was "real", in other words, 
not the result of some unusual combination of bending and focusing 
characteristics. The control one has over focusing usually separates 
a well directed beam from one that has arrived slightly out of align­
ment in one or more sections of the beam pipe.
Having chosen the best possible beam for a given day and accelera-
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tor conditions, the He detectors were biased, and the prompt brems- 
strahlung pulse was blocked out of the scaler inputs by timing and 
setting the width on the linear gate. Once the width of this gate had 
been set, it had to be kept the same in order not to change the count­
ing efficiency by changing the length of time the scalers were sensitive 
to the detector signal. Therefore, the width considered necessary to 
block the x-ray pulse with the copper target in the beam (75 ysec) was 
a major criterion concerning the quality of the focusing and control 
of the beam. The gate width was determined in later runs by observing
the neutron yield as a function of time between electron beam pulses.
This was done by running a 400-channel analyzer in the multiscale mode
and starting it with the linac master trigger. The gate was lengthened
until a decay curve characteristic of the disappearance rate of thermal
54neutrons in paraffin (178 psec) was obtained for all times beyond 
the end of the gate. The earlier times showed a marked decrease in the 
slope of the neutron disappearance curve as expected for the dead time 
effects caused by the x-ray flash. The gate width determined in this 
manner for easily reproducible focusing conditions and beam current 
intensities was a minimum of 75 ysec. Of course, if the peak beam 
current were raised or lowered or the focusing were varied, the gate 
width would have to be varied accordingly. However, much effort was 
expended to make sure the gate width was adequate throughout the run.
Following these initial preparations, the yield measurement could 
proceed. A description of the counting schedule and the meaning of 
the neutron yield from each specific set of targets is as follows:
i. To obtain the D2(ee'n)H yield, a measurement with a CD2 poly­
ethylene target was compared to a measurement with a polyethy­
lene target.
ii. The D2(y,n)H yield was measured using an 89.5 mg copper 
target as a bremsstrahlung x-ray converter. By rotating the tar­
get wheel farthest upstream, the copper foil was placed immediately 
in front of the deuterated polyethylene target and secondary 
emission monitor as shown in Fig. 17. The yield from this config­
uration is a result of the following:
a. The primary electron beam causing D2(ee'n)H reactions as 
before, with a slight shift in the beam energy AE^ equivalent 
to the copper thickness. The electrons exhibit a small angu­
lar spread as they hit the polyethylene. The rms angle,
<02>, is then determined by the theory of small angle scat­
tering of charged particles in matter.
b. The neutron yield resulting from the bremsstrahlung 
x-rays created by the electron beam in the copper, D2(y,n)H.
c. The background caused by the copper target. This could 
have been Cu^(y,n)Cu^ for energies above 10.0 MeV but, for 
the most part, was caused by bremsstrahlung from the copper
producing photoneutrons from nuclei near the counters with 
a threshold lower than the beam energy. An obvious source 
of such neutrons was the small percentage of deuterium in 
the paraffin moderator. Other sources of (y>n) neutrons were 
eliminated by shielding with borated polyethylene blocks. 
These included the lead shielding, the main source of back­
ground for beam energies above 6.7 MeV, and other hardware 
in the transport system.
d. The neutrons caused by bremsstrahlung from electrons 
scattered out of the beam by the polyethylene.
e. The persistent background or that associated with the 
presence of the electron beam in the room near the neutron 
counters and impinging on the secondary emission monitor.
iii. The configuration with the 4 mil copper only was used only 
to measure the yield associated with ii.c. and ii.e.
iv. The polyethylene Cl^ blank target (essentially equivalent to 
no target) measured the effect associated with (e) for both the 
electrodisintegration and the photodisintegration yields.
A run consisted of a series of accumulations with each one of the 
previous target configurations. Each configuration was counted by a 
series of 2 to 10 accumulations, each extending 5 to 10 minutes in 
length. All configurations were counted at least once and occasionally 
twice or more during a full eight-hour shift. The counting time was 
usually determined by the length of time it took to get about 1000 
counts in the most active detector in a given single accumulation.
Since the accelerator was not always stable, counting in this way 
can make background measurements very illusive, i. e., spending 30 
minutes on the five mil CD2 target could be long enough for the back­
ground, CH2 yield, to change and change back again without being 
measured. Stability was occasionally a problem, both from the stand­
point of backgrounds and electronics, as the x-ray flash could occa­
sionally get too intense and lower the counting efficiency momentarily.
5. DATA
The data discussed in this section were taken on what are essen­
tially two separate runs, referred to as Run I and Run II. Run I is 
a composite of four separate runs scheduled over a period of six months, 
using essentially the same experimental setup. Run II consists of two 
separate runs using a slightly different experimental arrangement.
The differences are a result of an attempt to improve the measurements 
by eliminating or reducing as much as possible sources of error dis­
covered to have affected Run I. The following changes were made.
3
i. Four He counters were used in Run II. The counters were 
arranged as illustrated in Fig. 13. Only two detectors had been 
used in Run I.
ii. The zinc sulfide dust used to illuminate the beam spot on the 
back of the copper radiator in order to continually monitor the 
location and focusing of the beam was removed. It was instead 
spread on the first foil of the beam current monitor. The uncer­
tain x-ray flux from the zinc sulfide was found not to be a trivial 
part of the total flux from the copper. It contributed about 7% 
of the x-rays. It was an unfortunate mistake to have placed the 
zinc sulfide on the copper radiator, as its mass was not negligible,
iii. The secondary emission monitor was altered as described in 
Section 4.1.6. This was an attempt to lower the sensitivity of 
the S.E.M. to beam spreading caused by the copper target,
iv. The counting time per accumulation was increased to 15-20 
minutes in an attempt to average over beam fluctuations and increase 
statistical accuracy on each of the individual accumulations taken 
during the run. As a consequence fewer accumulations per target 
were made per day of running.
5.1. Data Analysis
The procedure for taking data has been discussed in Section
4.2.2. The individual data points for Run I are averages of several
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accumulations taken by counting for 4 to 5 minutes. These individual 
measurements were repeated a number of times consecutively, forming 
a group of measurements taken during a given time interval in the run. 
For Run II, counting times were increased to about 15 minutes and 
fewer individual accumulations were made. A short day's running would 
include at least one group from each target, and longer days would 
include repeated groups taken during later times in the run.
The data points represent averages over all members of all groups 
or from as many as 5 to 15 four-minute yield measurements for each 
target in Run I and from 3 to 6 fifteen-minute yield measurements per 
target for Run II. Since the linac could never be tuned to the same 
set of parameters on consecutive days to give the same beam energy, 
beam current and background, the data points are not averaged over two 
days running at approximately the same energy. Each day, or each tune- 
up or major adjustment in focusing of the beam, represents a data point 
and its associated background.
5.1.1. Yields
The unadjusted data for both Run I and Run II are dis­
played in Tables LA and IB respectively. The units are neutrons/(cou­
lomb x 10-8). The data are the statistical averages of all measurements 
made on the target at the listed beam energy for a given run.
The various yields are defined as follows:
n(CuCD) = n(E) x n'(CuCD)
where ri(E) is the beam current correction factor shown here as a func­
tion of beam energy (E). n'(CuCD) is the measured value and n(CuCD) 
is this measurement corrected for the S.E.M. effect. n(CuCD) is the 
value that would be obtained if the beam monitor was not influenced 
by the copper target. The values for n(E) are listed in Table III.
n(Cu) = n(E) x n'(Cu)
where n'(Cu) is the statistical average of the experimental yields
with copper only. n(Cu) is the measurement corrected for the S.E.M. 
effect.
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n(CD) = n*(CD)
where no beam monitor adjustment is necessary. n(CD) is the statistical 
average of runs with the deuterated polyethylene target only.
n(CH) = n'(CH)
For the polyethylene target, working toward the experimental num­
bers that are to be compared with the theoretical predictions, the ana­
lysis proceeds similarly as follows:
The numbers n are not yet in a form where yield curves can be 
obtained and compared with the theoretical values. The beam monitor 
efficiency discussed in Section 4.1.6. must multiply all the n's in 
order to get the actual slope of the yield curve. Although the object 
of this experiment was not to fit yield curves, the data will be adjusted 
in order to provide a check on the efficiency of the neutron detectors 
and energy calibration.
Before multiplying by the S.E.M. efficiency, the associated back­
grounds for the deuteron yields were subtracted.
Y'(CuCD) = n(CuCD) - n(Cu)
Y' (CD) = n (CD) - n(CH)
N(CuCD) = e(E) x Y'(CuCD)
N(CD) = e(E) x Y'(CD)
The values N(CuCD) now represent experimental numbers that do not 
contain any instrumental efficiencies or effects. They were then used 
to extract the yields to be compared with the curves from the experi­
ment .
N(CD) is the electrodisintegration yield produced by electrons on
the deuteron with an electron beam energy E and a polyethylene target 
thickness t.
To compare the photodisintegration cross section to the electro­
disintegration cross section, we must extract from N(CuCD) the photo 
yield for the same target thickness and beam energy. Also, knowledge 
of the bremsstrahlung photon spectrum is necessary.
The N(CuCD) yield is the sum of an electrodisintegration yield 
and a photodisintegration yield. However, the electron beam energy
has been shifted by AE , the thickness of the copper, and spread out
r9 \
into a cone of angle <0 >^ by small angle scattering. The photon 
spectrum is from an electron beam with a distribution of energies 
characterized by (dE/dx) in the copper. The photons have a slightly 
smaller angular spread than the electrons, the angular width is about 
1//J<0^>2. Thus, to obtain the photon yield N^, a simple difference 
of N(CuCD) and N(CD) will not suffice. Therefore, the equation is as 
follows:
N(CuCD) = N, , .(E-AE )sec <0 > + N, .(E-AE ,„)sec <0 > (ee'n)' r e (y,n) r/2' y
N, , . (E-AE ) = N(CD) + dN^ D) AE (ee n) r dE r AE <0 r
sec <0> = 1 +
<0Z>
0 « 1
The photon contribution ^(E-AE^^) ^as been given special
attention in the theoretical section of this work. Instead of adjusting
the experimental points to a thin target bremsstrahlung spectrum, with
an end point energy equal to the beam energy, the theoretical thin
target spectrum was adjusted for energy loss in the copper converter.
The only correction made to the data for photons is the target thickness
u
correction corresponding to the angular spread <0g> /v3 of photons as 
they pass through the polyethylene.
The experimental photo yield can thus be written as follows:
N = N(CuCD) - N(CD) 1 + + dN^ D)AEr 1 - -
* L \ ) J \
where is the thick target bremsstrahlung neutron yield from a poly­
ethylene target having the same thickness as the electron target. The 
second order term,
< e 2 >
dE r 2 *
has been dropped.
The value of is the value plotted along with N(CD) in Figs.
21 and 23. The solid curve in these figures is the theoretical predic­
tion. The theoretical result was normalized to a graphical fit of the 
points N(CD). This same normalization constant was then used to scale 
the theoretical photo yield.
The values of <02> are listed in Table III. The value of <02> 
e Y
used for this analysis is l/3<0^>. The reasons for this are discussed 
in Section 9.1.1.
A list of the values for AE^, the energy lost by the beam in the 
copper radiator, are given in Table III. The values were obtained 
using the mass of 89.5 mg/cm2 and the known values for the total 
stopping power of copper for the various electron beam energies
The numbers N and N(CD) are listed in Tables IIA and IIB along 
with their associated errors.
The experimental ratio of photodisintegration to electrodisintegra­
tion is now taken as simply the ratio of to N(CD).
R = N /N(CD)
Y
This ratio for Run I and II is plotted in Figs. 22 and 24 and listed in 
Tables IIA and IIB along with the yields. The primary purpose of this 
experiment was to measure this value and compare it with the expected 
theoretical ratio. The meaning of ratio as an experimental value is 
equivalent to the calculated ratio if the effects due to differences
in the angular distributions are small. The possibility exists that 
the data contain yield ratios that reflect not only differences in the 
total cross section. To a certain extent they may also reflect differ­
ences in the angular distribution of neutrons from the two processes.
This possible source of trouble was mentioned earlier in Section 4.1.2. 
An analysis of the expected effect is given in Section 9.1.4.
Further discussion of the meaning of the ratio is given in 
Section 6.
5.1.2. Errors^
The errors displayed in Tables IA and IB are the rms 
errors. The average value was obtained by summing measurements of 
equivalent statistical Weights and dividing by the number of measure­
ments. The results were obtained using a statistical analysis program 
in the Wang 700 calculator. When the background subtractions are made 
and the yield differences are determined, the error is the square root 
of the sum of the squares of the numbers participating in the sum or 
differences. If at any point a number is scaled, its error is also 
scaled. If the scale factor has an intrinsic error, then the percen­
tage error in the product is the square root of the sum of the squares 
of the percentage errors in the members of the product (or quotient).
Since the differences in the N(CuCD) yield and the N(CD) yield 
are about % of N(CD), the percentage error in the difference is about 
twice the percentage error of N(CuCD) or N(CD). Therefore, an error 
that appears to be reasonably good for the yields is not as impressive 
in the difference and finally in the ratios. Except for isolated points, 
the error on the ratio remained roughly between 4% at 10 MeV and 9% at 
4 MeV. Systematic errors in counting efficiency or current measure­
ment appearing during the run would be reflected in the rms values 
calculated for that run. Errors in the beam energy, although not 
listed, were of the order of 150 keV to 200 keV for relative energies 
during a single run. However, between runs, a slightly higher error 
or uncertainty, reflected by having to shift the Run II data down 
250 keV, must be admitted. This source of error would be accounted 
for by possible misalignments in the target area section of the beam 
transport system, including the analyzer magnet, that could not always
be controlled since this end of the transport system was not a perma­
nent installation. Errors caused by variation in the target thickness 
from one part of the target to the other are small because the beam 
spot area was large enough to average such fluctuations. During most 
runs, the beam was kept confined predominantly inside a 3/4-inch circle 
in the center of the target. The one outstanding source of error, 
reflected in the results for Run I, was the arbitrary thickness of the 
zinc sulfide layer on the copper. This is a possible explanation for 
why the and the corresponding values for e'n) s^ow an
occasional scatter for that run.
6. DISCUSSION OF THE RESULTS
6.1. Experimental and Theoretical Accuracy
The experimental results are displayed in Fig. 24 along with 
the theoretical prediction defined by the formula for R(E) in Section
3.5.. The theoretical ratio R(E) is the solid curve. The experimental 
accuracy is 4% at 10 MeV and 9% at 4 MeV. From the figure, it can be 
concluded that the experiment and the theory are in agreement. The 
conclusions to be drawn from this agreement follow after a discussion 
of the theoretical accuracy.
The accuracy attributed to the nuclear photo theory has been quoted 
21 22as roughly 3% ’ . However, since it has been shown that the nuclear
multipole transitions that dominate the photodisintegration theory and 
the electrodisintegration theory are the same, this error would not 
contribute to the theoretical yield ratio R(E), i. e., the photo 
nuclear theory cancels out of the final result at these electron ener­
gies. The accuracy of the bremsstrahlung theory is quoted in Table V 
34of Koch and Motz as being about 5% over this range of electron ener­
gies. This error enters directly into the error in the theoretical 
ratio. The accuracy of the virtual photon theory for the Z=1 deuteron 
should be fairly good. Radiative processes have not been included in 
the theory of virtual photons. The internal bremsstrahlung process, 
emission of a free photon during electrodisintegration, would be 
expected to alter the definition of the beam energy. Theoretically, 
the electron beam has been taken as being monoenergetic. The radiative 
processes would spread the electron spectrum giving it a finite spread 
in energies. This lack of consideration in the spread of the electron 
beam would not be expected to cause an error of more than 2% in the 
calculated electrodisintegration cross section. The combined error in 
the theoretical ratio is dominated by the uncertainty of the theoretical 
bremsstrahlung spectrum and is about 5.5% if the errors in the electron 
and bremsstrahlung theories contribute randomly.
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6.2. Conclusions
Considering the accuracy of the theory and experiment, the 
conclusions to be drawn are the following:
i. The result interpreted as a measurement of the electrodisinte­
gration cross section has a total error that is composed of the 
error in the experimental values of R(E) combined with the errors 
in the theoretical prediction of the bremsstrahlung photon inten­
sity. This total error is 6.5% at 10 MeV and 11% at 4 MeV and is 
the error in the experimental value of the total electrodisinte­
gration cross section if it is assumed that the bremsstrahlung 
photodisintegration yield was used to determine the neutron detec­
tor efficiency.
ii. If the assumption is made that the theoretical electrodisinte­
gration is not being measured but is calculated with high precision 
by the virtual photon theory combined with the effective range 
theory of the deuteron, the experimental results can be interpreted 
as a test of the bremsstrahlung theory. An experimental accuracy 
of 3% could result in a good test of various forms of the brems­
strahlung spectrum tried in the theory for a particular converter 
of atomic number Z.
iii. Finally, if it is assumed that the electron part of the deu­
teron electrodisintegration cross section can be calculated accu­
rately, i. e., using virtual photon spectra with radiative correc­
tions and taking account of electron energy resolution, an absolute 
measurement of the deuteron photo cross section could be made with 
an absolute measurement of electrodisintegration yield as a function 
of electron energy. However, this would require very accurate
f\j
(<5%) calibration of a neutron counter to be competitive with
measurements made of the deuteron photodisintegration with mono-
energetic photons. Neutron counting has been done with a quoted
252efficiency, from calibration with a Cf fission neutron source,
48of 60% ±0.5% . It is conceivable, therefore, that very accurate
measurements of total deuteron electrodisintegration yield could 
be made, as errors associated with the necessity of photon counting 
are eliminated.
6.3. Suggestions for Improvement
When the experiment was initiated, it was hoped that EO and 
E2 contributions might be detectable. However, the experiment proved 
to be inherently insensitive to these multipole contributions. The 
reasons are that the total electrodisintegration yield is dominated 
by the forward scattered electrons. Here the virtual photons are 
"almost real", in the sense that p^ - E^ . Also, the total yield is 
dominated by the low energy end of the virtual photon spectrum, E^ =
4 MeV. Even at the higher electron beam energies where the EO and E2 
processes can get large, they are overwhelmed by the strong contribution 
from the low energy end of the virtual photon spectrum. An experiment 
in our energy region that could resolve the EO contribution would have 
to be sensitive to neutron yields from back scattered electrons. This 
would be a coincidence experiment with the outgoing neutron and would 
be very difficult for this range of electron beam energies.
Possible improvements to the techniques used in this experiment 
are the following:
i. The target chamber could be made smaller and lighter. The 
advantages of this are that the geometry could be made tighter, 
allowing the possibility of a 2ir system with neutron counters in 
the backward hemisphere with the beam entering along the axis of 
the hemisphere.
ii. Higher neutron counting efficiencies are available with neutron 
detectors of the type referred to in Section 6.2.. If the neutron 
detection efficiency would be made as high as 60%, or even 30% 
for 2ir counting, the copper converter thickness could be reduced 
by a factor of about 10. The net results would possibly be a very 
efficient 4tt counting system as a consequence of the reduced 
bremsstrahlung problem. Also, corrections to the yield due to 
target thickness would be very small.
7. TABLES
TABLES
IA.
IB.
IIA.
IIB.
III.
The averaged yields from the designated target configuration 
for Run I.
CuCD means copper radiator followed by deuterated poly­
ethylene, etc. The yields are unadjusted for any experi­
mental or physical effects and represent the average of 
values taken from the databook. Units are neutrons per 
coulomb x 10-8 at the designated energy.
The same as IA except for Run II.
The plotted values, completely adjusted for effects of S.E.M. 
target response, S.E.M. efficiency, associated backgrounds, 
beam energy loss, and electron beam small angle scattering, 
for Run I.
The columns are beam energy, bremsstrahlung, photoneutron 
yield, electrodisintegration yield, and the yield ratio.
The same as IIA except for Run II.
The values used to adjust the yields in Tables IA and IB in 
order to extract the numbers listed in IIA and IIB as described 
in Sections 5.1.1. and 5.1.2.
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Table IA- Data —  Run I
Energy n'(CuCD) n'(Cu) n'(CD) n’(CH)
(MeV)
4.1 19.75 + 0.38 1.5 ± 0.20 12.94 + 0.08 0.83 + 0.20
17.96 + 0.46 1.0 ± 0.05 12.52 + 0.30 0.05 + 0.05
5.3 29.50 + 0.92 0.19 ± 0.05 19.50 + 0.68 0.17 + 0.06
30.55 + 0.68 0.15 ± 0.03 20.55 + 0.77 0.14
6.1 40.46 + 0.98 0.35 ± 0.15 26.16 + 0.50 0.35 + 0.15
7.0 53.66 + 1.31 0.30 35.30 + 1.07 0.30
7.2 53.69 + 1.06 0.35 ± 0.08 36.00 + 0.80 0.30
54.04 + 1.20 0.35 35.83 + 0.80 0.30
7.4 55.62 + 0.83 0.28 ± 0.03 37.10 + 1.10 0.13 + 0.02
7.7 63.66 + 1.50 0.80 ± 0.03 42.12 + 1.13 0.40
8.3 66.34 + 1.40 0.97 ± 0.12 44.53 + 0.75 0.60 + 0.10
65.11 + 1.56 0.97 43.37 + 0.72 0.60
70.97 + 0.40 2.30 ± 0.30 47.20 + 1.34 1.60
8.5 69.00 + 1.40 1.54 ± 0.51 46.32 + 1.27 1.06 + 0.06
68.91 + 1.27 1.28 ± 0.25 45.91 + 0.79 0.75 + 0.25
8.9 78.87 + 1.07 2.92 ± 0.30 52.19 + 0.28 1.72 + 0.47
9.9 97.74 + 1.58 10.4 ± 0.82 65.21 + 1.81 8.00 + 0.91
10.0 94.63 + 0.68 9.21 ± 0.75 64.19 + 1.20 7.13 + 0.50
11.0 115.3 + 1.87 20.14 ± 1.73 75.05 + 0.03 12.4 + 0.20
112.9 + 1.36 18.40 ± 1.46 74.97 + 1.71 10.39 ± 1.40
119.0 + 1.50 24.7 ± 1.50 77.28 + 2.36 15.1 + 0.05
119.6 + 1.50 24.2 ± 1.03 76.84 + 1.97 12.3 + 1.00
8.7* 86.26 + 1.91 1.30 ± 0.10 55.86 + 1.60 0.90 + 0.10
8.9* 89.60 + 1.60 1.80 ± 0.50 60.30 + 0.70 0.80 + 0.10
9.7* 112.75i i : 2.36 6.05 ± 0.90 76.15 + 1.45 3.25 + 0.25
10.25* 118.9 ± 3.20 7.65 ± 0.40 77.60 + 0.90 4.42 + 0.20
* These data were taken with the counter configuration slightly
different. Consequently, they are used only for the ratio.
Table IB - Data —  Run II
Energy n'(CuCD) n ’(Cu) n’(CD) n'(CH)
4.4 11.63 ± 0.30 0.12 8.10 :t 0.10 0.10
13.17 ± 0.23 10.86 ± 0.24
12.03 ± 0.18 0.12 ± 0.03 8.45 :t 0.26 0.10 ± 0.03
5.45 24.89 ± 0.42 0.10 ± 0.03 16.67 ± 0.24 0.10 ± 0.03
25.15 ± 0.41 0.10 ± 0.02 16.72 ± 0.30 0.10 ± 0.05
10.5 100.94 ± 0.62 16.0 ± 0.50 65.59 ± 0.80 8.64 ± 0.46
93.58 ± 0.33 11.4 ± 0.17 61.30 ± 0.34 5.00 ± 0.12
93.57 ± 0.29 10.99 ± 0.67 60.74 ± 0.82 4.72 ± 0.72
104.0 ± 1.60 18.24 ± 0.50 67.00 ± 1.50 8.74 ± 0.77
10.5* 33.26 ± 1.60 7.47 ± 0.30 21.26 ± 0.46 3.80 ± 0.30
32.03 ± 0.42 5.65 ± 0.30 20.49 ± 0.32 2.74 ± 0.29
8.3** a 46.30 ± 0.60 0.39 ± 0.10 31.02 ± 0.50 0.37 ± 0.10
a 47.76 ± 0.22 0.0 33.06 ± 0.57 0.0
c 67.12 ± 0.78 (0.07) 0.0+ 45.92 ± 0.16 (0.05) 0.0
c 66.87 ± 0.70 (0.07) 0.0 44.72 ± 1.00 (0.05) 0.0
c 66.30 ± 0.95 0.0 44.45 ± 1.60 0.0
a 56.66 ± 1.94 0.0 37.80 ± 0.29 0.0
* The data taken was with the paraffin moderator moved toward 
backward angles, subsequently, yields are lower. Therefore, these 
points were not placed on the yield curves. However, the ratios 
obtained are the squares at 10.25 MeV on Fig. 24.
** This was a test of the effects of different types of x-ray 
shielding materials on the measured ratio. The counter efficiency 
varies with material; therefore, the yields do not coincide with 
one another, "c" is for copper shielding one inch thick; "a" is 
for the aluminum.
+ 0.0 was taken for both n'(Cu) and n'(CH) since the value Ny 
depends on their difference, and the experimental values in this 
region are approximately equal. Where 0.0 is designated, the back­
ground measurement was missed. The approximation represents an 
insignificant amount of uncertainty in this region.
Table IIA - Data —  Run I
Energy
ny 
7.91 :
(Y,ri) N(CD)((->e'n) R
(MeV)
4.1 t  13.60 12.52 + 0.32 0.632 + 0.051
8.07 :± 13.43 12.35 + 0.08 0.655 + 0.036
5.81 13.51 + 1.25 20.02 + 0.71 0.675 + 0.067
12.52 + 1.10 21.20 + 0.80 0.589 + 0.056
6.1 18.61 + 1.20 27.10 + 0.53 0.687 + 0.046
7.0 22.98 + 1.86 37.00 + 1.13 0.621 + 0.046
7.2 22.56 + 1.47 38.20 + 0.85 0.590 + 0.041
23.76 + 1.57 37.60 + 0.85 0.632 + 0.045
7.4 24.20 + 1.42 39.20 + 1.06 0.617 + 0.080
7.7 30.15 + 2.47 41.70 + 1.80 0.719 + 0.067
8.3 27.66 + 1.77 46.90 + 0.80 0.589 + 0.040
27.58 + 1.83 45.60 + 0.78 0.604 + 0.040
28.00 + 1.49 50.30 + 1.43 0.557 + 0.034
8.5 28.96 + 2.18 48.20 + 1.70 0.600 + 0.048
29.30 + 1.75 48.20 + 0.85 0.608 + 0.038
8.7* 36.24 + 2.60 59.10 + 1.70 0.613 + 0.050
8.9* 32.50 + 1.34 54.30 + 0.65 0.598 + 0.025
36.85 + 1.80 64.00 + 0.54 0.566 + 0.030
9.7* 35.20 + 3.27 78.60 + 1.85 0.447 + 0.042
9.9 38.50 + 2.98 61.80 + 2.16 0.623 + 0.052
34.30 + 1.71 61.50 + 1.40 0.557 + 0.030
10.25* 47.59 + 3.75 79.50 + 1.08 0.598 + 0.048
11.0 41.75 + 4.20 68.00 + 3.20 0.614 + 0.068
39.10 + 3.20 70.01 + 2.28 0.558 + 0.049
40.55 + 3.50 67.50 + 0.26 0.600 + 0.057
40.04 + 3.12 70.00 + 2.40 0.572 + 0.050
* These data were taken with the counter configuration slightly
different. Consequently, they are used only for the ratio.
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Table IIB - Data —  Run II
Energy NY(y,n) N(CD)(e,e'n) R
(MeV)
4.3(4.15) 4.67 ± 0.37 8.07 :± 0.01 0.581 + 0.049
4.64 ± 0.38 8.62 :± 0.26 0.538 + 0.047
5.36 ± 0.39 9.10 :± 0.24 0.588 + 0.045
5.45(5.2) 9.52 ± 0.54 17.40 ± 0.25 0.547 + 0.032
10.21 ± 0.55 17.40 ± 0.30 0.587 + 0.033
10.5(10.25) 35.13 ± 1.20 59.60 ± 1.00 0.589 + 0.022
32.32 ± 0.50 60.79 ± 0.18 0.532 + 0.010
31.32 ± 1.40 60.67 ±1.18 0.516 + 0.025
31.83 ± 2.60 63.64 ± 1.97 0.500 + 0.04
8.3(8.15)* a 21.79 ± 1.05 33.10 ± 0.534 0.529 + 0.028
a 20.60 ± 0.78 35.18 ± 0.61 0.500 + 0.022
c 21.04 ± 0.74 48.85 ± 0.17 0.511 + 0.018
c 22.36 ± 1.24 47.34 ±1.70 0.543 + 0.028
c 22.35 ± 1.08 47.63 ± 1.00 0.542 + 0.028
a 22.60 ± 2.09 41.25 ± 0.31 0.549 + 0.052
10.5(10.25)+ 33.04 ± 2.39 18.90 ± 0.54 0.544 + 0.040
32.00 ± 2.00 19.22 ± 0.047 0.527 + 0.035
( ) The energy in the parentheses is the energy used to plot the 
yield versus energy. The 250 keV shift was necessary to obtain a 
reasonable fit.
* The data at 8.3 MeV were taken on a separate run. They repre­
sent a test of the effects of x-ray shielding type and configuration 
on the ratio. The "c" is for copper, the "a" for aluminum x-ray 
shielding. The points were normalized to the counter configuration of 
the last datum in the set, i. e., N(CD) = 41.25. This point alone 
appears on the plot N(CD) versus E, while all corresponding are 
plotted.
 ^These data at 10.5 MeV are tests of angular distribution effects. 
The counter box has been displaced upstream to large angles. These 
data are plotted only on the ratio curve, Fig. 24.
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9. APPENDIX
9.1. Adjustments and Corrections
9.1.1. Multiple Scattering Effects
Special attention was given to the effect of the copper 
radiator target mass on the angular distribution of electrons and 
photons passing through the deuterated polyethylene target. The net 
result is that yields for both photons and electrons with the copper 
target in place will be from a polyethylene target that is slightly 
thicker than the target from which the electron neutron yield alone 
was measured. The yields with the copper target in are, therefore,
adjusted according to the method described in Section 5.1.1.
u
The correction angle <02> was calculated using the theory of
e
multiple scattering by Moli&re outlined in Experimental Nuclear Physics 
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by Segr& ’ . The electron distribution coming out of the copper
radiator is approximated by a gaussian of angular width, 0g. The 
values of 0g for targets of thickness t, atomic mass A, and atomic num­
ber Z can be obtained from formulas 82c and 77b of Segrfe.
<0 > = 0,(B - 1.2)3* e 1
0? = 0.157 Z(Z + 1)— -—
(pv)2
02
where N(0) « e e . The target thickness t is in milligrams/cm2 
and the values of E, the electron beam energy, are in MeV. The number 
B is a function of the Z, A, t of the target and of the velocity of 
the electron beam. It is for electrons of this energy, however, al­
most independent of any variation in the beam energy. B essentially 
accounts for the atomic screening effects. For the 89.5 mg/cm2 copper
67
target, the value of B is 7.73. The values for 02 used in this analysis
are listed in Table III. For the copper target used, the formula for
0 can be reduces as follows: e
<02> = <02>„ = 1.48/E2
e Cu
where E is the kinetic energy of the electron beam in MeV and 0^ is in
radians squared. Experimental justification for the assumption of a
gaussian angular distribution of angles is given in an experimental
measurement of multiple scattering of 15.7 MeV electrons in thin beryl-
59lium and gold by Hanson, Lanz, Lyman, and Scott
The target thickness correction applied to the photo yield is a
convolution of the bremsstrahlung thin target angular distribution and
the distribution of electrons as it develops in the copper. The angle
characterizing the photon gaussian distribution was determined to be
about <02>/3. It was estimated by two methods, one graphical and one
mathematical. Graphically, it was found that the sum of three gaussians,
one with the bremsstrahlung angular width (mec2/E) and two with angular
widths from copper targets of thickness t/3 and 2t/3, had a width of
about O.32<02>. An integration of many thin target electron angular
distributions gives a value of <02> between O.3<0^> and O.45<0^>. The
correction (1 - <02>/6) to the "photon" target is described in section 
e
5.1.1. The values for <02> used are listed in Table III.
9.1.2. The Energy Loss
As the electron beam traverses the copper target, it 
loses energy. The electrodisintegration yield associated with the 
"copper target in" yield is, therefore, slightly smaller than that 
determined by the electrons on deuterium yield only. This correction 
was obtained by first plotting the electrodisintegration and scaling 
the theoretical yield to fit it. The values of dN(CD)/dE were then 
obtained from the scaled theoretical yields. The correction to the 
value N(CD) used to subtract out the electrodisintegration part of the 
yield from the copper-polyethylene combination is then a reduction of 
N(CD) by an amount
69
■ (CD) = S W 9 > > « r .
The values of AE^ for the various electron beam energies are listed 
in Table III.
9.1.3. The S.E.M. Effect
Aside from the secondary emission monitor efficiency 
correction to the absolute yield discussed in Section 4.1.6., the S.E.M. 
also had a response manifested by an increase in its current reading 
when the copper radiator was placed in the beam. This correction fac­
tor is listed in Table III. The size of the correction was measured 
directly from the chart recorder graph that was used to obtain a record 
of beam current during each run. The effect was reduced by shielding 
and repositioning the S.E.M. leads in Run II. The errors are the rms 
listed, however, the uncertainty is about the same.
9.1.4. Angular Distribution
The angular distribution of photo-neutrons coming from 
the bremsstrahlung beam will be, except for a small amount of broaden­
ing caused by the x-ray beam spread, a dipole distribution with a small 
isotropic part contributed by the magnetic dipole disintegration. The 
distribution of neutrons for photons of a given energy can be described 
as follows:
dcr/dft = a + bsin20
where 0 is the angle between the outgoing neutron in the lab and the
incoming photon momentum. The ratio a/b is a measure of the isotropy
20of the angular distribution and the values measured by Bishop are
22listed in Hulthdn and Sugawara . The value of a/b is small except in 
the region near threshold where the magnetic dipole disintegration 
cross section is large. For the deuteron, the relationship between 
the cross section and the values for a and b are
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a = 4 it 0M1 ’
b = 8tt CTE1 *
<a
b
2 °M1
3 CTEl
The photo-neutrons, therefore, are preferentially emitted 90 to the 
electron beam direction toward the position where the paraffin moderator 
box is located.
The electro-neutron angular distribution can be related to the
photo-neutron distribution if one considers a fixed electron energy
loss (E-E- ) . The angular distribution for electro-neutrons is dis-
3
cussed in the article by Bishop and is given as follows for fixed 
electron energy loss:
da
dfi(ee'n)
fE* + E|1
EE, X - 2
. Eb . 
+
E2 + E2'
EE,
3 Ef> - 9 - — ——
2 E bsin20
X = Ln
2EE,
m(E - Ef)
where E and E^ are the total energies of the initial and final electron 
and the values a and b are those for the equivalent free photon reaction 
by a photon of energy (E - E^) = -hto. The resultant angular distribution 
reflects the fact that an electron can give up energy hu and scatter 
into any final state direction. Thus, the incident virtual photon 
direction q/|q| is not as highly determined as that of the photon in 
the bremsstrahlung beam. For a photo-neutron distribution that is pure 
dipolar, a = 0, the electro-neutron distribution still has an isotropic 
part given by (E/E^)b.
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The detector geometry used to count neutrons in this experiment 
will cause the detector efficiency to vary as the angular distribution 
varies. If the detector count rate was proportional to all neutrons 
emitted for a fixed axial angle (j> and an azimuthal angle 0 between 
0  =  tt/ 2  and 0  = ir, the efficiency would be the same for both electro­
neutrons and photo-neutrons. This is because one half of the total 
cross section for both distributions contributes to emission in the 
backward hemisphere.
The variation in counter efficiency will come from the fact that 
the paraffin moderator does not cover the total range from 0 = ir/2 
to 0 = ir. Because of restrictions imposed by shielding and beam 
vacuum pipe, the moderator had to be displaced a distance of about 7 
inches to one side of the target. Also, the area in the paraffin which 
is a sensitive neutron counter is not the same as the dimensions of 
the paraffin box. The detectors were placed, as shown in Fig. 13, 6 
inches and 12 inches upstream from the target. Therefore, the count 
rate observed will be strongly influenced by the neutrons whose angu­
lar distribution function has them directed into the region of sensi­
tivity defined by the volume surrounding the detectors within a radius
54of about 3 inches from each detector . The effect that this should 
have on the ratio measurement was analyzed as follows:
i. An angular integration of the solid angle weighted by the 
neutron angular distribution was done assuming that the box 
extended horizontally upstream a distance determined by the posi­
tion of the last counter, 12 inches, and had a vertical height of 
9.5 inches from the beam line. The integral showed that the total 
effective solid angle subtended for photo-neutrons hitting the 
paraffin was larger than that for the electro-neutrons with their 
angular distribution.
For all values of the energy loss, or all values of (a/b), 
and at a given initial beam energy, the integral for the photo­
neutron angular distribution was the greater. The band of energy 
loss for any beam energy in which this difference is most effec­
tive is that region from threshold, 2.2 MeV, to about 4 MeV. For 
all electron beam energies, the difference in the integral increases 
as the energy loss increases. In the region of 4 MeV energy loss, 
this difference is about 4%. As the beam energy is lowered to
4 MeV, the difference is greater over a larger region of the
energy loss spectrum. For instance, for 6.5 MeV electrons with
fto) = E. - E„ = 6 MeV, the difference is 6%; at -hw = 4 MeV, the 
x f
difference is 4.2%; at Hio = 3.5 MeV, the difference is 3.5%. The 
result is that the angular distribution effect analyzed in this 
way would increase the ratio as the beam energy is lowered by an 
amount, at most, equal to
N(CD)-N^ ANy 
R " N(CD) + N(CD)
- E0 + (0-05>hTcdT - V 1 + °-05) •
This estimate is made disregarding the effects of the 3 inches 
of aluminum x-ray shielding, the aluminum transport system, and 
the actual location of the sensitive counting volume in the paraf­
fin. Measurements of removal cross section for neutrons in alumi­
num show that the cross section varies from 1 to 1.68 barns for 
neutrons from 1 to 2 MeV. Using a value slightly lower than these 
for an average will give a transmission for neutrons in the shield­
ing of about 0.68^. The effective shielding thickness is actually 
greater than 7.5 centimeters and the neutron energies range from 
about 0 to 1 MeV for a 4 MeV electron beam and from 0 to 5 MeV 
for a 12 MeV electron beam. Experimentally, the attenuation of 
the neutron count rate observed for this aluminum shielding was 
about 30 to 40 percent. Therefore, if only 60 percent of the 
neutron flux remains undistributed by the shielding, the above 
argument of geometry alone would have to be modified to an effect 
of 0.6 x 5% or 3%.
ii. Another analysis done on the angular distribution takes the 
approach that the count rate is affected primarily by those neu­
trons emitted directly into the sensitive volume of the paraffin, 
the region within a few inches of the detector. Since the detec­
tors tend to be in a location about 45° behind the maximum of the 
dipole distribution, this approach favors electro-neutron yields.
The sensitive region is taken as a 6 x 6 inch square centered on 
the beam horizontal plane and having its center 6 inches upstream 
from the target, even with the two forward most detectors. The 
difference by an angular integration of the distribution function 
over this region favors electro-neutrons which tend to have higher 
fluxes in the backward angles by about 2%. Saying that 60% of the 
initial flux retains its angular dependence and the remaining 40% 
is scattered isotropically reduces the effect to about 1%.
iii. The best approximation made to the actual situation was to 
assume the total count rate in a single detector was the result of 
the direct flux, attenuated by the effective thickness of the alumi 
num x-ray shielding, plus the indirect flux. The indirect compo­
nent was that flux from each element of the aluminum shielding that 
was attenuated out of the direct beam and scattered isotropically 
by the aluminum into the sensitive region of the detector. This 
latter flux was again attenuated by the paraffin between the 
particular elemental source and the counter. The result is that 
the overall difference in "count rate" for the two angular distri­
butions was never greater than 3 parts in 150 except for a small 
region near the maximum possible energy loss.
The conclusion is that the angular dependence effect is too 
small to have any influence on the experimental value of the ratio 
beyond the experimental accuracy. The effect expected is at most 
3% at 4 MeV.
9.1.5. Energy Dependence of the Neutron Counting Efficiency
The possibility exists that the measured value of the 
ratio of photo-neutrons to electro-neutrons is influenced by differences 
in the shape of the neutron energy spectrum originating from electro­
disintegration and from photodisintegration. Also, if the shapes of 
the spectra from the two reactions change relative to one another as 
the electron beam energy changes, this energy dependence will show up 
in the ratio.
The energy dependence of the neutron counting efficiency was mea­
sured by comparing the neutron yield obtained from the Ho (y,n)Ho
164reaction with the activity of the 39 min., 133 keV, Ho isomer. The
ratio of the number of activated nuclei to the number of neutrons
counted was found to be constant for beam energies from 0.5 MeV above
165
threshold to 3 MeV above the Ho threshold. Because of the large 
164mass of Ho , the emitted neutron carries almost all of the energy 
away from the reaction. For this reason yields from the range of 
beam energies up to 3 MeV above the holmium threshold is used for com­
parison with neutron energy spectra from the deuteron for electron 
beams up to 8 MeV. Below 0.5 MeV above threshold, the neutron counting 
efficiency seemed to rise. However, the errors associated with count­
ing the activated targets for these lower energies were too great to 
assign any great significance to this measurement.
The virtual photon spectrum does not differ significantly in its 
shape from the real photon spectrum, as discussed in Section 3.3.1. 
of the theory. Futhermore, no outstanding differences are expected 
from the nuclear matrix elements since they are essentially the same. 
Finally, since the neutron counting efficiency was found to be more 
or less constant with energy, the effects of minute differences in 
neutron spectra can be dismissed.
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11. FIGURES
FIGURES
1. The Reid and Hulthdn radial S-wave for the deuteron.
2. The Reid soft core nucleon-nucleon potentials and the center 
of mass energy spectrum for the final state of the disintegration 
at a beam energy of 11.4 MeV. The ^P2> coupled state potential 
is approximated.
3-6. The phase shifted final state with a square well approximation
to Reid's ^Pq potential and the corresponding free wave solu­
tions at the center of mass energies designated. The well depth 
is determined by matching the logarithmic derivative and setting 
the inside wave function to zero at 1.1 fm for a 5 MeV final 
state. The small variations in the zero of the wave function 
as the energy is changed reflect this approximation.
7. The values for the radial integrand of the El transiton -* P^ 
using (free, Hulthdn) and (phase-shifted, Reid) wave functions.
Both are essentially the same for all energies.
8. The ratios of the squares of the El radial integrands as the energy 
in the final state is varied. The triangles are the Reid S- 
state with free final waves divided by the integrand with the 
Hulthdn S-state and free final waves. The squares are the ratio 
with the ^Po phase shifts in the final state and the Reid S-state 
initial wave. The x's are what happens to the squares if the 
D-state percentage of the Hulthdn S-state normalization is changed 
to 7% from 6%. Note: the maximum energy obtained in this experi­
ment is about 11 MeV.
9. The total cross sections, integrated over final electron energy, 
for all the multipoles concerned.
10. The energy spectrum of neutrons in the lab resulting from a 
bremsstrahlung beam^inpinging on the deuteron. End point ener­
gies are 11.4 and 5.29 MeV.
11. The comparison of the bremsstrahlung spectrum from the Schiff thin 
target to the thick target with end point correction.
12. The linac and its transport system.
13. The experimental configuration (two views).
14. The experimental electronics.
15-16. The target changer.
17. The target configuration illustrating the secondary emission
monitor.
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FIGURES
18. An example of a yield curve, Ta (y,n)Ta
19. The analyzer magnet cross section.
20. The analyzer magnet calibration curve.
21. Run I, Table IIA, N(CD) and plotted versus 
solid lines normalized only to N(CD).
energy and theory,
22. Run II, Ny/N(CD) versus beam energy. Theory, 
for 10 ± 2 mg/cm2 of zinc sulfide.
solid lines adjusted
23. Same as 21 except for Run II.
24. Same as 22 except no zinc sulfide.
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