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We show that a synthetic pseudospin-momentum coupling can be used to design quasi-one-dimensional
disorder-resistant coupled resonator optical waveguides (CROWs). In this structure, the propagating Bloch waves
exhibit a pseudospin-momentum locking at specific momenta where backscattering is suppressed. We quantify
this resistance to disorder using two methods. First, we calculate the Anderson localization length ξ , obtaining
an order of magnitude enhancement compared to conventional CROWs for typical device parameters. Second,
we study propagation in the time domain, finding that the loss of wave packet purity in the presence of disorder
rapidly saturates, indicating the preservation of phase information before the onset of Anderson localization.
Our approach of directly optimizing the bulk Bloch waves is a promising alternative to disorder-robust transport
based on higher dimensional topological edge states.
DOI: 10.1103/PhysRevB.99.224201
I. INTRODUCTION
Topological phases have emerged as a powerful new
paradigm for achieving disorder-robust transport in elec-
tronic condensed matter systems [1–3]. In particular, two-
dimensional quantum spin Hall phases can be induced
by strong spin-orbit coupling and support backscattering-
immune helical edge states protected by time-reversal sym-
metry [4,5]. Such helical edge states exhibit spin-momentum
locking, where the propagation direction is determined by the
spin, see Fig. 1(a). This spin-momentum locking can also be
demonstrated for bosons if appropriate crystalline or internal
symmetries replace the fermionic time-reversal symmetry, for
example in phononic metamaterials [6], optical lattices for
cold atoms [7,8], and photonic systems.
Photonic topological phases were first demonstrated 10
years ago, motivated by their potential for designing disorder-
robust optical waveguides. The first experiments were based
on time-reversal symmetry breaking for microwaves using the
magneto-optic effect [9,10], and there are now many different
approaches towards realizing them in time-reversal symmet-
ric systems at optical frequencies [11–15]. Spin-momentum
locking can occur where spin can be either physical spin
(polarization) or some other internal degree of freedom such
as sublattices or orbital angular momentum states.
One limitation of existing topologically protected waveg-
uide designs is that they are typically based on two- or
three-dimensional topological phases [16–20], requiring a
large physical device size and increasing the cost of fabri-
cation. To miniaturize further, it would be preferable to use
one-dimensional (1D) structures. However, one-dimensional
Hermitian topological phases are characterized by local-
ized end states, which by themselves do not support net
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transport. While approaches based on synthetic dimensions
[21] or adiabatic pumping [22] are compatible with topo-
logical transport confined to a single spatial dimension, they
require modulation in time, which poses an additional chal-
lenge. Approaches based on non-Hermitian delocalization are
also challenging, requiring the introduction of gain and/or
loss to the system [23–26].
Spin-momentum locked transport protected against certain
classes of disorder is also possible in static one-dimensional
systems using a combination of strong spin-orbit coupling and
an applied magnetic field. Similar to two-dimensional time-
reversal symmetric topological insulators, backscattering re-
quires a spin flip, i.e., T-breaking (magnetic) disorder, see
Fig. 1(b). This helical transport with characteristic half-integer
quantized conductance has been observed in one-dimensional
quantum wires [27–31].
The requisite ingredients of strong spin-orbit coupling
combined with an effective magnetic field can readily be
implemented in photonic systems such as coupled resonator
lattices, waveguides, and microcavities [32,33]. For example,
Ref. [34] demonstrated an effective magnetic field for light
in two-dimensional coupled resonator lattices, and spin-orbit
coupling was emulated using tilted waveguide arrays arranged
into a two-leg ladder [35]. However, to the best of our knowl-
edge, the combination of these two effects to achieve one-
dimensional disorder-resistant transport has not been explored
in photonics.
In this paper we show how to combine T-symmetry
breaking with synthetic spin-orbit coupling to induce one-
dimensional helical transport in coupled ring resonator optical
waveguides (CROWs) [36–40]. We show that this enables
waveguiding that is less susceptible to the dominant class of
disorder in this platform—disorder in the resonant frequencies
of the individual resonators. We demonstrate this disorder
protection both analytically and numerically using two com-
plementary methods. First, we calculate the scattering length
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FIG. 1. (a) Schematic illustration of conventional helical trans-
port along the edge of a two-dimensional topological system.
(b) One-dimensional system with helical transport in its bulk dis-
persion relation.
under the Born approximation, obtaining an order of magni-
tude enhancement of the Anderson localization length around
a critical energy due to the spin-momentum locking. Second,
we study the propagation dynamics, employing a recently
developed master equation framework [41–43] to quantify the
preservation of phase information and spatial coherence of
wave packets propagating along the waveguide by calculating
the purity of field, which provides the information about how
much an evolving wave packet deviates from the disorder-
free state. We conclude that one-dimensional helical channels
are a promising way to achieve compact, disorder-resistant
integrated photonic waveguides.
The rest of the paper is structured as follows: Sec. II intro-
duces our tight-binding model and discusses sources of dis-
order. Section III computes the Anderson localization length
analytically and numerically, demonstrating a suppression
of localization due to spin-momentum locking. Section IV
studies the propagation of wave packets in the time domain,
showing preservation of their purity even in the presence
of moderate disorder. Section V concludes with a summary
and final remarks. Appendix A compares our results obtained
under the tight-binding approximation against a full scattering
matrix model, demonstrating excellent agreement under typi-
cal device parameters. Appendices B and C present details of
the analytical and numerical calculations of the localization
length.
II. MODEL
We will consider light propagation in an array of coupled
ring resonators. Each ring hosts a set of resonant modes, with
frequency spacing dictated by the free spectral range FSR =
c/(Lng) where c is the speed of light, L is the length of the
ring cavity, ng = neff − λ dneffdλ is the modal group velocity at
the operating wavelength λ, and neff is the effective refractive
index of the cavity [44]. Similar to the scheme previously
used in Refs. [16,20,34,45], we assume clockwise and an-
ticlockwise modes in the individual rings are decoupled,
and that resonant “site” rings are coupled via off-resonant
“link” rings. The former enables T-symmetry to be effectively
broken via excitation of a specific mode handedness, while
the latter allows tailoring of the effective spin-orbit coupling.
To introduce a spinlike degree of freedom, we will use the
two-leg ladder illustrated in Fig. 2(a). The two sublattices
formed by resonant site rings are analogous to spin up and
spin down states. In contrast to the approach of Refs. [16,34]
and similar to the scheme introduced in Ref. [20], coupling is
FIG. 2. (a) Schematic diagram of the coupled resonator optical
waveguide (CROW). Gray color represents resonant cavities form-
ing sublattices a and b. An off-resonant link couples the cavities.
(b) Schematic of tight-binding model Eq. (1). Due to synthetic
magnetic flux, the link mediates asymmetric coupling with hopping
phase η. Coupling strength between different sublattices within the
same unit cell is J sin η, and J/2 between neighboring cells.
mediated via a single off-resonant link ring per unit cell,
which provides strong next-nearest-neighbor coupling emu-
lating the spin-orbit coupling required for helical transport.
To tune the relative strength of the intraleg (spin-preserving)
and interleg (spin-flipping) couplings, we allow for a variable
separation x between the two sublattices, which controls a
phase delay η = 2πneff x/λ accumulated in the link rings.
Further details of the scattering matrices describing coupling
between site and link rings may be found in Appendix A.
When the effective inter-ring coupling strength J is much
smaller than FSR, i.e., θ := √4πJ/FSR  1, light propa-
gation through such an array is well approximated by the
tight-binding Hamiltonian [16,20,34]
ˆH0 =
∑
n
( ˆHa + ˆHb + ˆHab + ˆH†ab),
ˆHa = J2 aˆ
†
n(e−iηaˆn−1 + eiηaˆn+1),
(1)
ˆHb = J2
ˆb†n(eiη ˆbn−1 + e−iη ˆbn+1),
ˆHab = Jaˆ†n
[
sin η ˆbn + 12 ( ˆbn−1 + ˆbn+1)
]
,
illustrated in Fig. 2(b). Here aˆ†n and ˆb†n are creation operators
for the upper and lower legs, the integer n indexes the lattice
sites, and we measure energies (frequencies) with respect to
a resonance frequency of the site rings. Note that for full
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generality we have used second quantization notation for ˆH0,
applicable to both classical and quantum states of light. In
the following we will focus on the semiclassical limit, i.e.,
propagation of single photon or coherent states.
The eigenvalues ω of ˆH0 correspond to resonant frequen-
cies of the CROW. Since ˆH0 is the Hamiltonian of a periodic
lattice, its eigenstates are Bloch waves ψ ( j)n (k) = |u j (k)〉eikn
where j is the band index. Fourier transforming Eq. (1), we
obtain the Bloch Hamiltonian,
ˆH0 =
∑
k
(aˆ†k, ˆb†k ) ˆH0(k)
(
aˆk
ˆbk
)
= J
∑
k
(aˆ†k, ˆb†k )
(
cos(k + η) sin η + cos k
sin η + cos k cos(k − η)
)(
aˆk
ˆbk
)
,
(2)
where aˆk :=
∑
n aˆne
ikn/
√
N , ˆbk :=
∑
n
ˆbneikn/
√
N for the
given system size N and k ∈ [−π, π ] is the crystal momen-
tum. As a two band (level) system, ˆH0(k) is isomorphic to
the Hamiltonian of a spin 1/2 particle and can be written
compactly as ˆH0 = Jd · σˆ, where σˆ = ( ˆI2, σˆx, σˆy, σˆz ), ˆI2 is 2
by 2 identity matrix, and σ j ( j = x, y, z) are Pauli matrices
which compose of su(2) algebra associated with the vector d,
d = (d0, dx, dy, dz ). The nonzero components of d are
d0 = cos η cos k,
dx = sin η + cos k,
dz = − sin η sin k,
(3)
yielding the two band single particle spectrum
ω±(k) = d0 ±
√
d2x + d2z . (4)
The corresponding eigenstates of ˆH are
|u+(k)〉 = cos
(
θ
2
)
|a〉 + sin
(
θ
2
)
|b〉,
|u−(k)〉 = sin
(
θ
2
)
|a〉 − cos
(
θ
2
)
|b〉, (5)
where θ = cos−1 (dz/
√
d2x + d2z ), |a〉 = (1, 0)T , and |b〉 =
(0, 1)T indicate pseudospin states corresponding to the sublat-
tice degree of freedom. The meaning of each term in Eq. (3)
is as follows: ˆI2d0 describes the symmetric part of the intraleg
coupling, determining the bare effective mass (∂2d0/∂k2)−1.
σˆx sin η is analogous to a Zeeman magnetic field applied
parallel to the ladder. σˆx cos k and dzσˆz describe intrinsic and
Rashba-like spin-orbit couplings, respectively. Crucially, the
relative strengths of these three terms are tunable via the phase
delay η, which allows the realization of a few interesting
tight-binding models.
Figure 3(a) plots the spectrum of ˆH0 as a function of the
phase delay parameter η. Increasing η from zero initially
opens a gap in the spectrum, which reaches a maximum
size at η = π/4 before vanishing again at the critical point
η = π/2. The dispersion for three limits of interest are shown
in Fig. 3(b): First, when η = 0 the Zeeman and Rashba terms
vanish and the model reduces to the cross-stitch lattice model
introduced in Ref. [46]. It has a zero energy flat band em-
bedded in a dispersive band ω+(k) = 2J cos k. Second, when
FIG. 3. (a) Bulk bands (shaded regions) as a function of the
phase delay η, obtained from the tight-binding model. Vertical lines
indicate η values of interest: η = 0 (red), η = π/4 (blue), and η =
π/2 (black). (b) Band dispersion diagrams of three specific η values
from (a). (c)–(e) Trajectories of vector d(k) in (x, z) plane with
singular (gap closing) point at (dx, dz ) = 0: (c) η = 0; (d) η = π/4;
(e) η = π/2.
η = π/4 or 3π/4, we obtain a sawtooth latticelike band struc-
ture [47] with flat [ω−(k) = ∓J] and dispersive [ω+(k) =
±J (1 + √2 cos k)] bands separated by a gap. Finally, when
η = π/2, there is a band crossing at k = ±π and the ladder
has the simple dispersion relation ω±(k) = ±2J cos(k/2),
with k = ±π forming a critical point at which the amplitude
of the vector d vanishes.
Except for the critical values η = 0, π/2, the eigenvec-
tors of ˆH0(k) have a nontrivial winding in k due to the
competition between the intrinsic and Rashba-like spin-orbit
coupling terms. In particular, the Bloch Hamiltonian has the
symmetry dy = 0, requiring its Bloch wave eigenstates to be
confined to the (σˆx, σˆz ) plane of the Bloch sphere, as seen
in Eq. (5). Figures 3(c)–3(e) plot the components (dx, dz )
with the polar angle corresponding to the angle θ of the
eigenstates for the three cases. When η = 0, the Rashba-like
spin-orbit coupling vanishes and the eigenvectors become k
independent: the flat band modes are antisymmetric, ψ (F )n =1√
2 (1,−1)T eikn, while the dispersive band modes are symmet-
ric, ψ (D)n = 1√2 (1, 1)T eikn. For 0 < η < π/2, the eigenstates
encircle the origin once. At the critical point η = π/2 the
trajectory remains circular, but the circle touches the origin
at k = π , corresponding to the gap closing.
In these circular trajectories the σˆz spin axis is special,
because from the form of dz we see that reversal of the
momentum k → −k necessarily flips the z component of the
spin, in contrast to the x component which is an even function
of k. Therefore, when dx = 0 we obtain spin-momentum
locked eigenstates. This condition is satisfied when cos k =
− sin η, or equivalently at energies ω = −J sin 2η and 0. Note
that in the vicinity of η = π/4 or 3π/4, spin-momentum
locking disappears in the flat band since all wave vectors
become degenerate.
So far we have assumed a perfectly periodic lattice Hamil-
tonian ˆH0. In practice, however, fabrication imperfections
are inevitable and we need to take sources of disorder into
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account: (1) Sidewall roughness of the resonators lowers their
quality factors by introducing scattering losses κ ≈ 2 GHz.
(2) Misalignment of the resonator positions will lead to disor-
der in the inter-resonator coupling strengths J ≈ 1 GHz. (3)
Most significantly, misalignment of the resonance frequencies
leads to on-site disorder ω ≈ 30 GHz [34,38,48,49]. The
latter is not negligible compared to the hopping strength J ≈
20 GHz [38]. For simplicity, we will focus on the dominant
latter term, which is described by the disorder Hamiltonian,
ˆV =
∑
n
(
V (a)n, aˆ
†
naˆn + V (b)n, ˆb†n ˆbn
)
, (6)
here  indexes different disorder realizations. We will assume
that the disorder is statistically homogeneous, with site de-
tunings V (r)n, (r = a or b) uniformly distributed in the interval
[−W2 , W2 ], where W is the disorder strength. Formally, for the
given probability distribution about each disorder realization
p , ˆV :=
∫
dp ˆV = 0. For generality, we will allow for local
correlations leading to different disorder symmetries,∫
d pV (r)m,V (s)n, := V (r)m,V (s)n,
= W
2
12
δmn ×
⎧⎪⎨
⎪⎩
δrs (asymmetric),
1 (symmetric),
−1 + 2δrs (antisymmetric),
(7)
where (m, n) are site indices, (r, s) index the sublattices (r, s =
a or b), and δrs is the Kronecker delta function.
III. ANDERSON LOCALIZATION LENGTH
The phenomenon that the wave is localized under the
static random disorder with typical length scale ξ is Anderson
localization. In a tight-binding Hamiltonian such as Eq. (2),
the static disorder Eq. (6) generically leads to Anderson
localization [50]. Thus, the Anderson localization length ξ
sets an upper bound on the length of the CROW; beyond this
distance no appreciable transmission is possible, even in the
absence of scattering losses. We will show analytically and
numerically that spin-momentum locking leads to a strong
enhancement of the Anderson localization length compared
to a conventional CROW with the same group velocity vg,
enabling buffering of signals for a longer time.
In one-dimensional systems, the Anderson localization
length ξ is related to the scattering time τ as ξ = 2vgτ [50]. In
the presence of weak disorder, we can use the Born approx-
imation to analytically calculate τ and hence ξ . Namely, in
the presence of weak disorder ˆV the Green’s function of the
system ˆG can be expanded using perturbation theory as
ˆG = ˆG0 + ˆG0 ˆV ˆG0 + ˆG0 ˆV ˆG0 ˆV ˆG0 + · · · , (8)
where ˆG0 = 1E− ˆH0+i0 is the Green’s function in the absence of
disorder. Under the Born approximation the self-energy  de-
fines the energy shift of the plane wave eigenstates due to the
disorder [51] ˆ (k,E ) :=
∑
k′ ˆV (−k, k′) ˆG0(k′,E ) ˆV (k′, k).
The plane wave eigenstates acquire a finite lifetime, the
elastic scattering time τ , where [τ j (k)]−1 = −Im〈 ˆ(k)〉 j/π ,
〈· · · 〉 j = 〈u j (k)| · · · |u j (k)〉 is the projection onto the Bloch
state ( j is the band index), and ˆ = ∫ dp ˆ is the disorder-
averaged self-energy [52]. Since ˆV = 0, this self-energy term
arises at second order in ˆV . Now, let us obtain the scattering
time for the first band. The diagonal component which is
projected onto one specific Bloch state, e.g., |u+(k)〉eikn of
averaged interacting Green’s function, is thus
〈u+(k)| ˆG(k,E )|u+(k)〉
≈ 1
E − ω+(k) + i0 +
(
1
E − ω+(k) + i0
)2
×〈u+(k)| ˆ(k,E )|u+(k)〉. (9)
Where we apply Born approximation up to order of V 2. From
the Sokhotski-Plemelj theorem [53],
1
E − ω(k) + i0 = P
1
E − ω(k) − iπδ(E − ω(k)), (10)
where P is a Cauchy principle value which is real. Since its
imaginary part describes scattering effect by disorder, let us
take a closer look at the imaginary part by substituting E into
ω(k). Using the identity of delta function, one can obtain the
relation between scattering time of one specific band. Namely,
using the group velocity for ω(k) = ω+(k),
1
τ+(k)
=
∣∣∣∣dω(k)dk
∣∣∣∣
−1(∫
dk′|〈u+(k)| ˆV |u+(k′)〉|2δ(k + k′)
)
.
(11)
For the most important case of asymmetric disorder,
we calculate the Anderson localization length for phase
delays η = π/4 and η = π/2. The calculation, detailed in
Appendix B, yields
ξ (ω)
24
=
⎧⎨
⎩
(ω+J )2(2J2−(ω−J )2 )
W 2ω2 (η = π/4, (1 −
√
2)J  ω  (1 + √2)J ),
2J2(4J2−ω2 )
W 2ω2 (η = π/2, −2J  ω  2J ).
(12)
When η = π/4 or η = π/2, a divergence occurs at ω =
0. This is the anticipated disorder robustness due to spin-
momentum locking. Namely, at this point both the dis-
order ˆV and Bloch Hamiltonian ˆH are diagonal in the
sublattice basis, i.e., the disorder cannot flip the spin
and backscattering vanishes in the Born approximation.
Meanwhile, at the band edges ω = (1 ± √2)J of η = π/4
and at ω = ±2J of η = π/2, the minimum localization
length is obtained, because the group velocity vanishes.
Note that for the flat band case, we cannot obtain local-
ization length using Born approximation due to zero group
velocity.
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FIG. 4. (a) Localization length ξ for asymmetric disorder when
η = π/2. Analytic result [Born approximation (BA)] is represented
by solid line and numeric [transfer matrix method (TMM)] as dots.
Comparison with simple CROW using Born approximation (CROW)
is included as a dashed line. (b) Localization length ξ for asymmetric
disorder when η = π/4. (c) Localization length as a function of the
phase delay parameter η. For (a) and (b) we use W = 0.25J , and
we use W = 0.5J for (c). (d) Power-law scaling of the localization
length for weak disorder. When η = π/2 (red), the power exponent
ν ≈ −4.1. For η = π/4 (blue), ν ≈ −4.03.
We also calculate ξ numerically using the transfer matrix
method (details given in Appendix C), comparing against the
analytical results in Figs. 4(a) and 4(b). We obtain excellent
agreement between the two, except in the vicinity of ω = 0,
where ξ is large but remains finite; higher order terms smooth
out the divergence appearing under the Born approximation.
For comparison, the localization length of a conventional 1D
CROW without spin-momentum locking is ξ (ω) = 48(4J2 −
ω2)/W 2 under the Born approximation [50], plotted as a
dashed line in Fig. 4(a). One can observe a substantial en-
hancement of the localization length for |ω| < J , despite both
systems sharing the same dispersion relation. Figure 4(b)
similarly shows the maximum localization length at ω = 0 as
we expected. Unlike η = π/2, it is asymmetric with respect
to zero detuning due to asymmetric band dispersion.
Figure 4(c) shows the numerically obtained localization
length for other phase delays η, revealing a strong enhance-
ment of ξ whenever we have the spin-momentum locking of
the Bloch waves, i.e., at the energies ω = −J sin 2η and 0
identified in the previous section (yellow regions), not just in
the special cases η = π/4, π/2. Thus, this strong enhance-
ment of ξ is robust to detunings in the phase delay η.
Because the first order Born approximation gives a di-
vergent localization length, the finite ξ observed numerically
must be due to higher order terms. We compute the scaling of
ξ with the disorder strength W at zero detuning in Fig. 4(d),
obtaining a nontrivial power law ξ ∝ W −4. One can guess
that this power factor originates from the second order Born
approximation, since it is equivalent to the square of the
standard ξ ∝ W −2 law of the first order Born approximation.
Since our system involves only two bands, it may be possible
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FIG. 5. (a)–(d) Localization length ξ with respect to the detuning
frequency ω in the presence of two types of disorder: (a) Symmetric,
η = π/2 and W = 0.25J . (b) Symmetric, η = π/4 and W = 0.25J .
(c) Antisymmetric, η = π/2 and W = 1.0J . (d) Antisymmetric, η =
π/4 and W = 1.0J .
to obtain this power law analytically by solving a Fokker-
Planck equation [54].
To better understand the origin of this enhancement of
ξ at zero detuning, we also consider the effect of different
disorder symmetries. Under the Born approximation, we find
that ξ is halved for symmetric disorder, and diverges for
antisymmetric disorder (see Appendix B). Figure 5 shows the
corresponding numerical results. We obtain good agreement
for symmetric disorder, while for antisymmetric disorder ξ
is strongly enhanced but remains finite. Interestingly, in both
cases when η = π/2 there is an anomalous dip in ξ at zero
detuning, indicative of nontrivial behavior at higher orders due
to multiple scattering [Figs. 5(a) and 5(c)]. Meanwhile, η =
π/4 does not show the dip about zero detuning [Figs. 5(b) and
5(d)]. We expect it is due to the asymmetry in the dispersion.
IV. PULSE PROPAGATION
In the previous section we calculated the energy-dependent
Anderson localization length, which describes the system
under excitation by monochromatic (continuous wave) beams.
This does not take into account how the coherence between
different frequency components making up an optical pulse
may or may not be preserved during propagation through the
lattice. Namely, we integrate over scattering states assuming
independent mode contributions. This process is incoherent
since we do not take the relative phase of different states
into account. What we obtained actually was the transition
rate within the same band, which is time independent. How-
ever, this information is insufficient to describe the temporal
evolution of wave packets, which is generally affected by
disorder-induced nonlocal correlation effects; moreover we
cannot obtain phase information, which in turn gives the
coherence between fields in the two sublattices.
In order to study the disorder impact on pulses with finite
bandwidth, as they occur in actual experiments and devices,
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we now consider wave packet propagation in the time domain.
This will allow us to assess the disorder-induced backscatter-
ing in two ways complementary to the previous analysis in
terms of the localization length: first, by directly observing the
appearance of backscattering peaks, and second, indirectly by
tracking the purity evolution of the disorder-averaged state.
In case of backscattering-free propagation, the purity decays
to a characteristic plateau value, indicating the unavoidable
disorder-induced dephasing [42]. Strong deviations from this
plateau value, i.e., increasing overshooting, can then be taken
as a signature of backscattering, since the latter also adds to
the mixing of the disorder-averaged state and thus to its purity
decay. In addition, such a purity test allows us to assess the
coherence properties of the disorder-averaged state.
First, let us complement our numerical investigation by
deriving an effective temporal evolution equation for the
disorder-averaged field state, which is valid in the limit of
weak disorder [43,55]. We begin with a recap of the general
line of argument. Starting point are the (temporally evolving)
field states |ψ〉 of individual disorder realizations. Equiva-
lently, we can consider the corresponding density matrices
ρ = |ψ〉〈ψ |, which underlie the definition of the disorder-
averaged state ρ = ∫ d pρ . These density matrices obey a
Liouville equation [56],
i∂tρ (t ) = [ ˆH, ρ (t )], (13)
where ˆH = ˆH0 + ˆV and [ ˆH, ρ (t )] := ˆHρ (t ) − ρ (t ) ˆH .
To proceed towards a master equation for the disorder-
averaged state, we now separate the state ρ (t ) into two
parts: (1) the ensemble-averaged state ρ¯(t ) and (2) a disorder-
induced fluctuation ρ (t ). From Eq. (13), one can then
derive coupled evolution equations for the average part and
the individual offsets,
i∂t ρ¯(t ) = [ ˆH0, ρ¯(t )] +
∫
d p[ ˆV,ρ (t )],
i∂tρ (t ) = [ ˆH,ρ (t )] + [ ˆV, ρ¯(t )]
−
∫
dλ pλ[ ˆVλ,ρλ(t )]. (14)
Solving the second equation of (14), and taking the Born ap-
proximation up to O( ˆV 2) terms, we obtain a closed evolution
equation for the average state [55],
i∂t ρ¯(t ) = [ ˆH0, ρ¯(t )] − i
∫ t
0
dt ′
∫
d p[ ˆV, [ ˆ˜V (t ′), ρ¯(t )]],
(15)
where ˆ˜V (t ′) := ˆUt ′ ˆV ˆU †t ′ and ˆUt := exp(i ˆH0t ) is the unitary
operator. We remark that Eq. (15) can be manifestly formu-
lated in Lindblad form [43,55]. Moreover, we stress that the
time integral indicates the non-Markovian, i.e., time-nonlocal
nature of the disorder impact, and thus cannot be simplified,
e.g., by taking the limit t → ∞, without losing essential
aspects of the disorder-induced evolution.
We now evaluate the general evolution equation (15) for
our specific system. As we are interested in the behavior about
spin-momentum locked points, it is most efficient to take
the long wavelength limit, in particular since the ensemble
average still possesses translation symmetry. Concretely, we
take the continuum limit
∑
n →
∫
dx. Then, the disorder
operator, expressed in terms of the momentum basis, reads
ˆV :=
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
d p dq dx ei(q−p)x ˆV (x) ⊗ |p〉〈q|, (16)
where the representation of ˆV in terms of the sublattice basis
{|a〉, |b〉} is
ˆV (x) =
(
V (a) 0
0 V (b)
)
. (17)
To take the continuum limit, we need to introduce a
characteristic length scale for the disorder, via the spa-
tial correlation function Cab(x − x′) :=
∫

pV (a) (x)V (b) (x′)
associated with its Fourier transformation Cab(x − x′) :=∫∞
∞ dq Gab(q) exp[iq(x − x′)].
The master equation (15), evaluated for asymmetric disor-
der, then reads
i∂t ρ¯(t ) = [ ˆH0, ρ¯(t )] − i
∑
β=a,b
∫ t
0
dt ′
∫ ∞
−∞
dq G(q)
× [ ˆPβ ⊗ ˆWq, [exp(i ˆH0t ′)( ˆPβ ⊗ ˆW−q) exp(−i ˆH0t ′), ρ¯(t )]],
(18)
where ˆPβ = |β〉〈β| (β = a, b) are projection operators on the
sublattices, corresponding to the pseudospin part of ˆVq :=
ˆPβ ⊗ ˆWq, and ˆWq is a momentum kick operator of the form
ˆWq :=
∫
d p|p〉〈p + q| = exp(iqxˆ). (19)
In the presence of symmetric and antisymmetric disorder, the
sum over sublattice projectors in Eq. (18) is replaced by ˆI2 and
σˆz, respectively. Note that, if ˆH0 exhibits a nonzero vanishing
σˆx component, ˆ˜V−q(t ′) := exp(i ˆH0t ′)( ˆPβ ⊗ ˆW−q) exp(−i ˆH0t ′)
comprises σˆx and σˆy components which flip the spin, a prereq-
uisite for backscattering.
We now use this framework to discuss the disorder-
induced dephasing in the vicinity of zero detuning from spin-
momentum locking for given η. To this end, we expand the
Hamiltonian ˆH0 in Eq. (2) about the spin-momentum locking
points k0 = ± cos−1(sin η),
ˆH0( pˆ) ≈ + J
[
σˆx ⊗
{± cos η pˆ − 12 sin η pˆ2}
− ˆI2 ⊗
{ 1
2 sin 2η ± cos2 η pˆ + 12 sin 2η pˆ2
}
− σˆz ⊗
{± 12 sin 2η + sin2 η pˆ ± 12 cos η pˆ2}],
(20)
where pˆ := ˆk − k0 is the shifted momentum operator associ-
ated with ˆk = ∫∞−∞ dk kaˆ†k aˆk . Note that this equation exhibits
two relative signs for cos η because it assumes both positive
and negative variation with respect to the spin-momentum
locking point relating to two solutions for k0. As mentioned
above, the expansion order in pˆ about the (spin-flipping)
σˆx determines the degree of robustness against disorder. In
particular, if and only if η = π/2, the σˆx contribution linear
in pˆ vanishes, and the quadratic order term becomes leading.
Thus, we can conclude that, in the case of asymmetric and
symmetric disorder, η = π/2 is the most robust point with
respect to momentum deviations.
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Let us now consider the case of η = π/2 to investigate
the dephasing behavior in the presence of different sublattice
correlations. Again in the vicinity of the spin-momentum
locking point, which lies at k0 = π , ˆH0 is then, up to quadratic
order, given by
ˆH0(k0 = π ) ≈ Jσˆz ⊗ pˆ + Jσˆx ⊗ pˆ
2
2
. (21)
Assuming small deviation of momentum, we can neglect the
second order in pˆ of Eq. (21). Then, the master equation (15)
reads [42]
i∂t ρ¯(t ) = J[σˆz ⊗ pˆ, ρ¯(t )]
− 2it
∫ ∞
−∞
dq G(q) sinc(qJt ){ρ¯(t ) − ˆVqρ¯(t ) ˆV−q}.
(22)
This Eq. (22) can be solved exactly for any sort of disorder. As
we can observe in Eq. (22), in the considered approximation,
there is absence of backscattering in the sublattice basis
{|a〉, |b〉}, since there is no spin mixing contribution regardless
of the disorder characteristics. Meanwhile, the averaged state
still undergoes dephasing due to incoherent contribution from
disorder correlation. Below, we will use this to assess the
disorder robustness in terms of the purity decay. In order to
explain both disorder-induced dephasing and backscattering,
we would have to take the full approximated Hamiltonian
(21) up to quadratic order into account, which exhibits a σˆx
term. Again, one can conclude that appearance of a term
proportional to σˆx causes backscattering for every disorder
correlation.
Let us now turn to our numerical treatment in the time do-
main. We begin with the direct observation of backscattering
peaks in the momentum distribution. To this end, we simulate
propagation of wave packets in the disordered tight-binding
model. Figure 6 shows their disorder-averaged momentum
profiles for different propagation times and the given three
types of disorder. Initial states are chosen Gaussian with width
w, i.e., in momentum space, φin(k) =
√
w2
2π exp[−w2(k −
k0)2/2] and |u+(k)〉 as the pseudospin part. We compare the
evolved momentum profiles for the two initial momenta: at
the spin-momentum locking point, and detuned from spin-
momentum locking. We recover the suppression of backscat-
tering for the asymmetric and symmetric disorder cases. At
the same time, we can confirm that antisymmetric disorder
indeed gives rise, due to higher-order effects, to enhanced
backscattering at the spin-momentum locking point.
Let us look more closely at the effect of the choice of
the parameter η. When η = π/2, the momentum distribution
exhibits a symmetric backscattered wave packet, since the
band dispersion is symmetric with respect to zero detuning,
while choosing η = π/4 gives rise to an asymmetric profile
about zero detuning, due to an asymmetric band profile. In the
asymmetric disorder case, backscattering is more suppressed
for η = π/2 than for η = π/4 [Figs. 6(a) and 6(b)], but
enhanced in the presence of symmetric disorder. In addition,
with η = π/2 we encounter sharp peaks in the vicinity of the
spin-momentum locking point for both the symmetric and the
antisymmetric disorder [Figs. 6(c) and 6(e)], which can be
FIG. 6. Disorder-induced backscattering at normalized propa-
gation times Jt = 0, 20, 50. We take the ensemble average over
100 realizations, moderate disorder W = 0.5J , and wave packet
width w = 6.0d , where d is the lattice constant. Left column (a),
(c), and (e) shows the case η = π/2 for initial momentum k0 = π
(spin-momentum locking, blue) and k0 = π/3 (no spin-momentum
locking, red). The right column (b), (d), and (f) shows η = π/4 for
k0 = 3π/4 (spin-momentum locking point, blue) and k0 = π/4 (no
spin-momentum locking, red). First row: asymmetric disorder case.
Second row: symmetric disorder. Third row: antisymmetric disorder.
Dashed regions are multiplied by indicated amounts to improve
visibility.
traced back to the corresponding narrow dips in the respective
localization length profiles. In contrast, the backscattering
profiles remain smooth for η = π/4, in line with the respec-
tive localization length profiles [Figs. 6(d) and 6(f)].
As an independent assessment of the disorder-induced
backscattering of wave packets, we now consider the purity
evolution of the disorder-averaged state. The purity, which is
defined as Tr[ρ¯2] and measures the “mixedness” of a quantum
state, indicates, when applied to the disorder-averaged state,
to what extent states evolving under individual disorder real-
izations deviate from the unperturbed (disorder-free) evolving
state [43]. In particular, in the case of backscattering-free,
dispersionless propagation, as approximated by our master
equation (22), it has been shown [42] that the purity evolves,
due to unavoidable disorder-induced dephasing, into a charac-
teristic plateau value given by
Tr[ρ¯2](t ) = 1 − (l2C0/πv2g)
× {
√
1 + 2(w/l )2[1−exp(−(vgt )2/(l2 + 2w2))]
− [1 − exp(−(vgt )2/l2)]
+ √π (vgt/l )(erf[vgt/l] − erf[vgt/
√
l2 + 2w2])},
(23)
224201-7
HAN, GNEITING, AND LEYKAM PHYSICAL REVIEW B 99, 224201 (2019)
0 20 40 60 80 100
Propagation time
0.0
0.5
1.0
Pu
rit
y
0 20 40 60 80 100
Propagation time
0.0
0.5
1.0
Pu
rit
y
0 20 40 60 80 100
Propagation time
0.0
0.5
1.0
Pu
rit
y
k0 = π
k0 = π/3
k0 = π/4
k0 = 3π/4
0 20 40 60 80 100
Propagation time
0.0
0.5
1.0
Pu
rit
y
0 20 40 60 80 100
Propagation time
0.8
0.9
1.0
Pu
rit
y
(a) (b)
0 20 40 60 80 100
Propagation time
0.8
0.9
1.0
Pu
rit
y
(c) (d)
(e) (f)
FIG. 7. Purity evolution for moderate disorder strength W =
0.5J with ensemble size 400. Black line is the analytic result from
[42]. We use the effective correlation length l = 2d . Given phase
delay is η = π/2 [left column: (a), (c), and (e)], η = π/4 [right
column: (b), (d), and (f)]. The red curves describe the field with initial
momentum detuned from the spin-momentum locking point (left
column: k0 = π/3 and right column: k0 = π/4). Blue curves evolve
from initial momenta chosen about the spin-momentum locking
point (left column: k0 = π and right column: k0 = 3π/4). (a) and
(b) Asymmetric disorder. (c) and (d) Symmetric disorder. (e) and (f)
Antisymmetric disorder.
where l is the correlation length of Gaussian spatial cor-
relation function, C(x) = C02π exp[−(x/l )2], vg is the group
velocity determined by the band dispersion, C0 = W 2/12 in
our case, and erf(x) := 2√
π
∫ x
0 dt exp(−t2) denotes the error
function. Note that it does not depend on the correlation types
of disorder for our spin-momentum locked initial state.
Figure 7 plots the time evolution of the purity for the var-
ious cases. When η = π/2, the purity of the field at the spin-
momentum locking point k0 = π [blue lines in Figs. 7(a), 7(c)
and 7(e)] indeed converges to the plateau value predicted by
Eq. (23) (black line), confirming propagation with negligible
backscattering. Here we determined an effective correlation
length l = 2d (d: the lattice constant) by fitting (23) to the
numerical solution. We find that in the detuned case (red line),
the purity decay rapidly overshoots the predicted plateau value
for backscattering-free transport, indicating that backscatter-
ing dominates the purity loss. In the correlated disorder cases,
the plateau value is smaller compared to the asymmetric case
[Figs. 7(c) and 7(e)]. Meanwhile, when η = π/4, the purity at
spin-momentum locking point k0 = 3π/4 shows monotonic
decay for all three cases [Figs. 7(b), 7(d) and 7(f)]. Both
the red and the blue curves decay beyond the prediction of
backscattering-free transport (k0 = π/4, 3π/4), but the blue
curve still shows slower decay than the red one in the presence
of asymmetric and symmetric disorder, in agreement with
the localization profiles in Figs. 4(b) and 5. The decay of
the purity can be understood from the localization profile in
Figs. 4(a) and 4(b). We show how the absolute value for each
η case is determined by the localization length, e.g., η = π/2,
the purity value indicates the largest value for the asymmetric
disorder among the three cases, and the smallest for the
antisymmetric correlated disorder. About η = π/4, since the
localization length for antisymmetric correlated cases exhibits
a larger value than for the symmetric correlated case, it shows
a larger value of purity also. For instance, η = π/2 exhibits a
smooth profile with respect to the detuning parameter ω, while
the case η = π/4 shows a sharp peak at zero detuning. We
can observe interesting behavior for antisymmetric disorder:
The field without spin-momentum locking demonstrates more
robust behavior than the field with spin-momentum locking,
cf. Figs. 7(e) and 7(f). This is related to the localization
lengths at the corresponding points, k0 = π/3 for η = π/2
and k0 = π/4 for η = π/4, being larger than for the spin-
momentum locking points.
V. CONCLUSION
We have studied the design of disorder resistant heli-
cal transport in one-dimensional coupled resonator optical
waveguides. We proposed a model which exhibits the spin-
momentum locking of its one-dimensional bulk modes at
critical energies and proved disorder resistance of this helical
transport in two ways. First, we have shown the enhancement
of Anderson localization length compared to simple one-
dimensional coupled ring resonator model. We computed the
Anderson localization length analytically by calculating the
self-energy using the Born approximation, obtaining excellent
agreement with numerical results. Second, we have studied
the propagation of wave packets in the time domain using a
master equation formalism, showing that the spin-momentum
locking minimizes backscattering and maximizes their pu-
rity. We have obtained the utmost disorder resistant behavior
which occurs when η = π/2 via showing the existence of
plateau for the value of purity with respect to propagation
time. We believe this approach towards designing topological
transport can be more efficient than conventional approaches
based on higher dimensional lattices. Our approach can be ap-
plied to design disorder-resistant transport in quasi-1D optical
waveguides.
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APPENDIX A: SCATTERTING MATRIX FORMALISM
The tight-binding model Eq. (1) approximates the more
general scattering matrix description of the system in the limit
of weak inter-resonator coupling. In this Appendix we will
present the full scattering matrix model, similar to models
previously employed in Refs. [16,20], and demonstrate
that it gives similar results for the dispersion relation and
localization length for typical experimental parameters. Let
(a±n , b±n , c±n ) be optical field amplitudes in the ring segments
as indicated in Fig. 8(a), and ϕ jn be round trip phases
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FIG. 8. (a) Schematic diagram of CROW with optical field am-
plitude of each ring (a±n , b±n ) and link (c±n ), and accumulated phase
(ϕan , ϕbn). (b) Band structure of the array as a function of the coupling
asymmetry η obtained from the scattering matrices Eq. (A1). For
comparison, the solid black lines denote the band edges obtained
under the tight-binding approximation. (c) Anderson localization
length for η = π/2 (gapless limit) and asymmetric disorder W =
0.25J . Tight-binding (TBA) and scattering matrices (TMM) give
very similar results. Solid and dashed line indicate the analytic result
under Born approximation (BA) and simple CROW model.
accumulated in each ring (ring dependent to allow for
disorder). a±n and b±n denote amplitudes in the resonant
site rings, while c±n are amplitudes in the antiresonant link
rings. The inter-ring couplings are parametrized by unitary
scattering matrices ˆS = exp[−iσˆxθ ], where θ is the coupling
angle, which relate the field amplitudes in neighboring rings
as follows:(
a−n e
−iϕan/2
c+n e
−i(ϕcn/2−η)/2
)
= ˆS
(
a+n e
iϕan/2
cune
iη/2
)
, (A1a)
(
b−n e−iϕ
b
n/2
cune
−iη/2
)
= ˆS
(
b+n eiϕ
b
n/2
c−n e
i(ϕcn/2−η)/2
)
, (A1b)
(
a+n+1e
−iϕan+1/2
cdn e
−iη/2
)
= ˆS
(
a−n+1e
iϕan+1/2
c+n e
i(ϕcn/2−η)/2
)
, (A1c)
(
b+n+1e−iϕ
b
n+1/2
c−n e
−i(ϕcn/2−η)/2
)
= ˆS
(
b−n+1eiϕ
b
n+1/2
cdn e
iη/2
)
. (A1d)
Recall η = 2πneffx/λ is the coupling asymmetry induced
by the site rings’ offset, neff is the effective refractive index of
the rings, and λ is the free space wavelength. For a frequency
detuning ω from resonance, the round trip phases are
ϕa,bn = 2π
(
δϕa,bn + ω
)
/FSR, (A2a)
ϕcn = π + 2π
(
δϕcn + 2ω
)
/FSR, (A2b)
where FSR is the rings’ free spectral range, δϕ jn describe the
disorder in the ring resonant frequencies, and the 1/2 + 2ω
term in the second equation accounts for the longer length and
antiresonance of the link rings. Note that we include disorder
in the link rings, δϕcn, which corresponds to (weak) coupling
disorder in the tight-binding model. The tight-binding model
Eq. (1) can be obtained by solving Eq. (A1) perturbatively
in the weak coupling limit θ = √4πJ/FSR  1, similar to
Ref. [20].
To compare the predictions of the scattering matrix and
tight-binding models, Eq. (A1) can be rearranged into a trans-
fer matrix that propagates a field at fixed frequency ω from
unit cell n to cell n + 1. With this transfer matrix we compute
the Bloch wave spectrum and Anderson localization length.
Figure 8 shows excellent agreement for J/FSR = 0.02, rep-
resentative of the experiments reported in Ref. [34] (FSR ≈
1 THz, J ≈ 20 GHz). The main discrepancies compared to
the tight-binding Hamiltonian are a small (≈10%) reduction
of the overall bandwidth, and a slight shift of the coupling
asymmetries required to obtain the “sawtoothlike” flat bands:
η = 0.23π, 0.77π . Thus, our use of a tight-binding model in
the main text is justified.
APPENDIX B: ANDERSON LOCALIZATION
LENGTH CALCULATION
In this Appendix we discuss how localization length can be
obtained analytically from the equation for the self -energy,
−Im 〈u+(k)| ˆ(k,E )|u+(k)〉/π
=
∫
dk′|〈u+(k)| ˆV |u+(k′)〉|2δ(ω(k) − ω+(k′))
+
∫
dk′|〈u+(k)| ˆV |u−(k′)〉|2δ(ω(k) − ω−(k′)). (B1)
Contributions of each term are following: the first term de-
scribes intraband scattering, while the second accounts for
interband scattering. If the system is gapped, one can safely
separate two terms. Now we shall obtain the expression of ˆ
associated with different disorder symmetries. Given disorder
V ∈ [−W2 , W2 ], let us consider the second moment of disorder
profile to calculate first order self-energy. As mentioned in
Eq. (6), we allow three types for symmetries.
1. Asymmetric disorder
First, we take a look at the case when the disorder has no
symmetry. Covariance of disorder has the form
ViVj = W
2
12
δi j, (B2)
where δi j is the Kronecker-delta function for sublattice index
i and j (i, j = a or b).
1. η = π/4, Dispersive band. One can derive the set
of eigenstates for each dispersive band |uD〉 and flat band |uF 〉
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from Eq. (2) with η = π/4. Results are given by
|uD(k)〉 = 1√
(2 cos(k)+2√2)2−2 sin(2k)−4√2 sin k
[2 +
√
2 cos(k)−
√
2 sin(k),
√
2+2 cos(k)], ωD(k)=J (1+
√
2 cos k),
|uF (k)〉 = 1√
(2 cos(k) + 2√2)2 − 2 sin(2k) − 4√2 sin k
[2 +
√
2 cos(k) +
√
2 sin(k),−(
√
2 + 2 cos(k))], ωF (k) = −J.
(B3)
In this case, we can only obtain the scattering time for dispersive band since group velocity of flat band is zero. In addition, as
system exhibits gapped band profile, only the intraband term in Eq. (B1) contributes since only this part is nonzero. Equation
(B1) is then
−Im 〈uD(k)| ˆ(k,E )|uD(k)〉/π =
∣∣∣∣dω(k′)dk′ (k)
∣∣∣∣
−1(∫
dk′|〈uD(k)| ˆV |uD(k′)〉|2δ(k + k′)
)
. (B4)
As [τD(k)]−1 = −Im〈 ˆ(k)〉D/π , we obtain the inverse scattering time 1/τ (k) in this band,
1
τD(k)
= |
√
2 sin(k)J|−1|〈uD(k)| ˆV |uD(−k)〉|2
= 1√
2J2 − (ω(k) − J )2
(
V 2a [(
√
2 cos k + 2)2 − 2 sin2 k]2 + V 2b (2 cos k +
√
2)4 + 2VaVb · · ·
|(2 cos(k) + 2√2)4 − (4 sin k cos k + 4√2 sin k)2|
)
= W
2
24
√
2J2 − (ω(k) − J )2
⎛
⎝ (ω(k)J )4∣∣( 1√
2
(
ω(k)
J + 1
))2(ω(k)
J
)2∣∣
⎞
⎠ = W 2
12
√
2J2 − (ω(k) − J )2
(
ω(k)
ω(k) + J
)2
. (B5)
Localization length is thus
ξ (ω) = 2vg(ω)τD(ω) = 24(ω + J )
2(2J2 − (ω − J )2)
W 2ω2
, (B6)
where vg(ω) = | dωdk (ω)| and (1 −
√
2)J  ω  (1 + √2)J . One can check ξ diverges when ω = 0 since the scattering time
diverges! It results that ω = 0 is immune to disorder under the Born approximation. It is equivalent to the spin-momentum
locking point that we obtained in Sec. II. Meanwhile, ξ vanishes at the band edges ω = (1 ± √2)J , because vg vanishes. Hence
it shows a strong sensitivity to disorder.
2. η = π/2. The dispersion is symmetric about zero detuning, ω+(k) = −ω−(k), and bands do not overlap except band
crossing point k = ±π . Due to this crossing point, it looks like we should take the interband term in Eq. (B1) into account.
However, it turns out that in the vicinity of ω(k = ±π ) = 0, first order perturbation theory breaks down and higher order
perturbation theory is required. In this first order approximation, we only consider the spectrum for nonzero detunings. Then,
one can obtain the localization length from the intraband term of Eq. (B1). From Eq. (2) with η = π/2, one can easily derive the
set of eigenstates
|u+(k)〉 = 1√2 − 2 sin(k/2) [1 − sin(k/2), cos(k/2)]
T ,
|u−(k)〉 = 1√2 + 2 sin(k/2) [1 + sin(k/2),− cos(k/2)]
T , (B7)
where ω± = ±2J cos(k/2). In this calculation, we consider the positive band only due to symmetric profile. Inverse of scattering
time is then
1
τ+(k)
= |J sin(k/2)|−1(|〈u+(k)| ˆV |u+(−k)〉|2) = 2√
4J2 − ω2 (|〈u+(k)|
ˆV |u+(−k)〉|2)
= 2√
4J2 − ω2
(∣∣∣∣ 1√2 + 2 sin(k/2) 1√2 − 2 sin(k/2) {Va(1 − sin2(k/2)) + Vb(cos2(k/2))}
∣∣∣∣
2
)
= 1
2
√
4J2 − ω2
(
V 2a (1 − sin2(k/2)) + V 2b (1 − sin2(k/2)) + 2VaVb(1 − sin2(k/2))
) = W 2ω2
48J2
√
4J2 − ω2 . (B8)
Hence Anderson localization length reads
ξ = 48J
2(4J2 − ω2)
W 2ω2
(−2J  ω  2J ). (B9)
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One can observe that localization length diverges at ω = 0, due to the spin-momentum locking of the eigenstates. Again, ξ
vanishes at band edges ω = ±2J .
2. Locally correlated disorder
Now we consider the case when two disorders in each sublattice are locally correlated. It means that ViVj = 0. We consider
two cases of correlated disorder: (1) ViVj = W 212 (symmetric disorder) and (2) ViVj = −W
2
12 (antisymmetric disorder).
1. η = π/4, Dispersive band. From Eq. (B5), we include the contribution from different sublattice correlation. Additional
contribution yields
1
τD(k)
=
{
W 2
6
√
2J2−(ω−J )2
(
ω
ω+J
)2 (symmetric),
0 (antisymmetric).
(B10)
Localization length is then
ξ =
{
12(ω+J )2(2J2−(ω−J )2 )
W 2ω2 (symmetric),
∞ (antisymmetric), (B11)
where (1 − √2)J  ω  (1 + √2)J .
2. η = π/2. Like the previous case, from Eq. (B8), we obtain
1
τ+(k)
=
{
W 2ω2
24J2
√
4J2−ω2 (symmetric),
0 (antisymmetric). (B12)
Again, localization length is then
ξ =
{
24J2(4J2−ω2 )
W 2ω2 (symmetric),
∞ (antisymmetric). (−2J  ω  2J ) (B13)
Thus, we find that symmetric disorder reduces localization length by half, while antisymmetric disorder leads to infinite
localization length in the first order Born approximation.
APPENDIX C: TRANSFER MATRIX METHOD FOR ANDERSON LOCALIZATION LENGTH
Here we outline the transfer matrix method used to numerically obtain the Anderson localization length. For the sake of
simplicity, let us begin with the Hamiltonian Eq. (1) in the first quantization form via considering semiclassical field. In the
presence of disorder, tight-binding equation for the field amplitude ψ = (an, bn) reads
ω(a)n an = J sin ηbn +
J
2
(e−iηan−1 + eiηan+1 + bn−1 + bn+1),
ω(b)n bn = J sin ηan +
J
2
(eiηbn−1 + e−iηbn+1 + an−1 + an+1), (C1)
where ω(r)n := ω − V (r)n (r = a or b). Unfortunately, the transfer matrix is singular in this form [57]. The hopping matrices
describing the coupling to neighboring cells are not invertible. In other words, while we have two degrees of freedom per unit
cell, there is only a single propagation channel between unit cells. To obtain a nonsingular transfer matrix, let us rewrite Eq. (C1)
in a different basis. Define rotated amplitude basis a′n = e−iη(an + bn)/2 and b′n = (an − bn)/2. Equation (C1) is then
Jeiηa′n+1 =
(
ω − V an − Jeiη sin η
)
a′n +
(
ω − V an + Jeiη sin η
)
b′n − J cos ηa′n−1 + iJ sin ηb′n−1,
Jeiηb′n+1 =
(
ω − V bn − Je−iη sin η
)
a′n +
(
ω − V bn − Je−iη sin η
)
b′n − J cos ηa′n−1 − iJ sin ηb′n−1. (C2)
Here we define rn := a′n+1/a′n and qn := b′n/a′n. By subtracting both equations with respect to b′n, we obtain the equation for rn,
rn =
2
(
V an −ω
)(
ω−V bn
)+2 sin η+J[J sin η(1+cos 2η)−(V an +V bn −2ω) cos η]r−1n−1+iJ sin η[(V an +V bn −2ω)−J sin 2η] qn−1rn−1
Je−iη
[− iJ+V an +e2iη(iJ + V bn −ω)− ω] .
(C3)
In addition, subtraction with respect to an+1 yields the equation for qn,
qn =
(
V bn − V an
)
cos η + i(V an + V bn − 2ω) sin η + J sin 2η r−1n−1 + 2J sin2 η qn−1rn−1(
V an + V bn − 2ω
)
cos η + [− 2J − i(V an − V bn )] sin η . (C4)
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One can iterate these two equations to obtain the localization length via calculating the ratio rn for the set of given initial
conditions (a0, b0), such that
〈|rn|〉 ≈ exp(1/ξ ). (C5)
Where 〈· · · 〉 is the ensemble average. Strictly speaking, the map for rn has two eigenstates, but the growing one dominates.
Hence we obtain the localization length ξ ,
ξ−1 = 〈log(|rn|)〉. (C6)
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