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Nous considerons dans ce memoire des ateliers flexibles de fabrication multi-machines 
multi-pieces qui operent sous la classe de politique de type Kanban. Ces ateliers repre-
sented le cas general des ateliers multi-machines mono-pieces. Deux cas de lignes de 
transfert sont considered : ligne partiellement-homogene et ligne non homogene. Une 
ligne partiellement-homogene est une ligne de transfert dont les machines partagent 
toutes le meme taux de reparation mais chacune possede son propre taux de panne. 
Le cas le plus general est celui d'une ligne non homogene ou chaque machine possede 
son propre taux de panne et de reparation. Nous presentons deux classes de strategies 
de production multi-pieces : production synchronisee de piece et production prioritaire. 
Le but vise est, d'une part, de concevoir un modele mathematique simple et efficace qui 
rende lucide la comprehension et l'analyse de ce systeme complexe; et d'autre part, de 
developper une methodologie adequate d'optimisation du flux de production sous les 
politiques de production considerees. Le probleme d'optimisation du flux est formule 
comme celui de la recherche de seuils critiques (niveaux de Kanban) qui permettraient 
de minimiser une mesure combinee des couts d'inventaire et de retards de livraison. 
Pour les ateliers multi-machines, les niveaux moyens des encours ou des inventaires ne 
peuvent etre calcules ni analytiquement ni numeriquement sauf a 1'intermediate d'une 
methode de decomposition approximative. Nous utilisons une methode de decomposi-
tion basee sur deux approximations : Vhypothese de decouplage des machines et \eprin-
cipe de moyennage de la demande. L'hypothese de decouplage des machines permet de 
considerer la source d'encours en amont d'une machine comme un fournisseur non fiable 
(excepte pour la premiere machine dont 1'alimentation est parfaitement fiable), et dont 
l'etat de disponibilite est un processus binaire statistiquement independant de la machine 
desservie; tandis que le processus de demande en aval est percu comme un client sto-
chastique (sauf le processus de demande en fin de ligne qui est constant). Pour un taux de 
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demande de pieces constant sur la ligne de transfert, et sous une hypothese d'ergodicite 
du systeme sous les lois de commande decentralisees a seuils critiques, le principe de 
moyennage de la demande stipule que le taux de demande stochastique associe a chaque 
machine peut etre substitue par sa moyenne statistique sans affecter les niveaux moyens 
d'encours ou d'inventaire. Ces deux approximations permettent de decomposer la ligne 
multi-machines en un nombre fini de couples stock-machine approximativement isoles. 
Dans le premier chapitre, nous introduisons le probleme des ateliers flexibles de fabri-
cation multi-machines multi-pieces. Une revue pertinente bien organisee de la litterature 
scientifique du domaine des ateliers de fabrication est presentee dans le chapitre 2. 
Au chapitre 3, nous nous concentrons sur le cas des atelier multi-machines multi-pieces 
partiellement-homogenes. La technique de decomposition est adaptee au cas multi-
pieces sous les politiques decentralisees de commande a seuils critiques. La strategic 
de production synchronised de pieces est par la suite detaillee et les consequences qui en 
decoulent sont etudiees explicitement. A la faveur de la technique de decomposition, une 
modelisation mathematique est realisee sur la base d'une machine Active markovienne 
a deux etats adequatement construite. Ensuite, une comparaison des performances esti-
mees par le modele mathematique et celles calculees par la simulation de Monte-Carlo 
pour un large echantillon de systemes est presentee. Celle-ci indique que notre prin-
cipe d'approximation par decomposition s'avere hautement precis. Ulterieurement, le 
probleme d'optimisation du cout total de stockage par la programmation dynamique est 
formule et resolu apres pour quelques donnees numeriques pour montrer 1'efficacite du 
modele ainsi que la precision de la solution optimale. 
Le chapitre 4 consiste en une generalisation du chapitre 3 puisqu'il est consacre au cas 
des ateliers multi-machines multi-pieces non homogenes sous les politiques decentrali-
sees de commande a seuils critiques combinees avec les strategies de production syn-
chronisee de pieces. Une modelisation plus generale est effectuee dans ce cas et validee 
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par comparaison avec les resultats de simulation de Monte-Carlo. Contrairement au pro-
bleme de la programmation dynamique formule au chapitre 3 qui ne tient compte que 
du cout total de stockage, le probleme de la programmation dynamique du chapitre 4 
considere aussi bien le cout total de stockage que le cout total de retard de livraison. 
Trois algorithmes efficaces et ameliores graduellement de solution du probleme d'op-
timisation par la programmation dynamique sont presentes et testes sur de nombreux 
exemples. 
Au chapitre 5, nous introduisons une nouvelle strategie plus generate de production 
multi-pieces sous le fonctionnement des politiques a seuils critiques, celle de la pro-
duction prioritaire. Cette strategie est appliquee sur une ligne non homogene a deux 
machines produisant deux types de pieces. Par la suite, une modelisation mathematique 
est detaillee puis validee par comparaison avec les resultats de simulation de Monte-
Carlo. Enfin, une etude comparative entre la solution optimale obtenue sous la strategie 




We consider in this report flexible multi-machine multi-part transfer line operating un-
der the class of Kanban policies. Two cases of transfer lines are considered : partially-
homogeneous lines and non homogeneous lines. Partially-homogeneous line is a transfer 
line where all the machines share the same repair rate but have different failure rates. In 
non homogeneous linen, machines have arbitrary failure and repair rates. We present two 
classes of multi-part Kanban production strategies : synchronized production and priori-
tized production. Our main goal is, on the one hand, to construct a simple and effective 
mathematical model which would help in the understanding and analysis of such com-
plex systems; and on the other hand, to develop an adequate methodology of optimal 
flow control under the considered policies. The optimization problem over the class of 
policies of interest reduces to the search for hedging levels (Kanban levels) minimizing 
a combined measure of storage and backlog costs. 
For multi-machine manufacturing systems, average levels of the work-in-process and 
inventories can be calculated neither analytically nor numerically except by means of 
an approximate decomposition method. We use a decomposition method based on two 
approximations : machine decoupling approximation and demand averaging principle. 
The machine decoupling helps decoupling a given machine (except the first machine in 
the line) from its upstream counterparts by assuming that the binary availability state 
of the incoming work-in-process is statistically independent of the machine operating 
state; while the process of demand downstream of a given work-in-process buffer is 
seen as a stochastic client. Under a constant rate of demand for parts and under ergodic 
conditions for decentralized hedging policies, the demand averaging principle states that 
the stochastic demand process drawing work-in-process from a given buffer can be sub-
stituted for by its constant mean value without affecting the mean level of inventories. 
These two approximations help decomposing the multi-part line into a finite number of 
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isolated single machine/single buffer units. 
In the first chapter, we introduce production problems in multi-machine multi-part 
flexible manufacturing systems. A review of manufacturing systems relevant to our work 
is presented in chapter 2. 
In Chapter 3, we concentrate on the case of partially-homogeneous multi-machine 
flexible transfer line. The decomposition technique is adapted to the multi-part case 
under decentralized hedging control policies. The synchronized production strategy is 
detailed and its performance in the transfer line is studied explicitly. Due to the decom-
position technique, mathematical modelling is realized on the basis of a collection of 
fictitious adequately constructed two-state Markovian machine. Subsequently, a compa-
rison between the estimated performance of the mathematical model and performance 
as calculated from Monte-Carlo simulations is presented. This comparison indicates an 
excellent precision resulting from our decomposition technique. Finally, average storage 
cost optimization problem by dynamic programming is formulated and then solved for 
a number of merical cases in order to demonstrate the efficiency of the computational 
technique and the accuracy of resulting optimal solution. 
Chapter 4 consists a generalization of Chapter 3 as it considers the case of non ho-
mogeneous multi-machine multi-part flexible transfer lines under synchronized produc-
tion strategies. The approximate models are validated by comparing their estimates with 
the results of Monte-Carlo simulations. Unlike the case of Chapter 3 in which only the 
storage cost under a probability of availability of finished parts constraint is taken into 
consideration for the optimization problem, the dynamic programming problem of Chap-
ter 4 considers both storage and backlog costs. Three efficient and gradually enhanced 
algorithms of solution for the dynamic programming problem are presented and tested 
on many examples. 
In Chapter 5, we introduce a new and more general multi-part Kanban production stra-
XI1 
tegy called a prioritized strategy. This strategy is applied on a two-machine two-part 
non homogeneous transfer line. A corresponding approximate mathematical model for 
performance analysis is constructed and validated by comparison to Monte-Carlo si-
mulation results. Finally, quality of optimal synchronized policies and that of optimal 
prioritized policies are compared based on a sample of numerical cases. 
xiii 
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1.1 Introduction generate 
Avec la globalisation actuelle des marches, les entreprises doivent faire face a des defis 
importants tant au niveau des finances que des strategies de gestion adoptees. Ces de-
fis necessitent une planification scientifique rigoureuse. Une production basee sur des 
concepts scientifiques et adaptee aux besoins des clients est done indispensable pour la 
reussite et 1'avancement de l'entreprise. Ceci exige a la fois le maintien constant d'une 
production fiable de tres bonne qualite et un controle des couts. Dans ce memoire, nous 
nous concentrons sur le probleme de gestion des espaces de stockage dans les lignes de 
transfert. 
Une ligne de transfert ou de production est une chaine constitute de plusieurs ma-
chines en serie. Chaque machine est suivie d'un stock ou d'une zone de stockage qui 
agit comme une source d'alimentation de pieces pour la machine suivante. Le dernier 
stock est appele stock de produits finis tandis que le reste des stocks (du premier jusqu'a 
l'avant-dernier) sont appeles des stocks d'encours. Chaque zone de stockage a une ca-
pacity limitee. Le stock de matieres premieres, qui sert a alimenter la premiere machine 
de la ligne, est considere disponible en tout temps dans le sens ou la ligne ne manque ja-
mais de matieres premieres ; tout se passe done comme si le stock de matieres premieres 
etait infini. La matiere premiere passe par la premiere machine pour suivre une certaine 
operation manufacturiere et sort vers la premiere zone de stockage, ensuite passe par la 
machine suivante, sa zone de stockage et ainsi de suite. La ligne de transfert peut pro-
duire un ou plusieurs types de pieces. Dans ce memoire, nous considerons le cas general 
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de plusieurs types de pieces que nous appelons production multi-pieces. Chacun des dif-
ferents types de pieces passe par chaque machine et chaque zone de stockage exactement 
une fois. En plus, toutes les pieces suivent la meme sequence d'ordre des machines et 
des zones de stockage. La demande de chaque type de piece est considered constante. 
Les sources d'aleas dans ce systeme sont les evenements de pannes et de reparations des 
machines qui influencent les differents niveaux de stocks et done l'efficacite ou la pro-
ductivite du systeme. Le temps de transport des pieces entre les machines et les stocks est 
considere etre suffisament petit pour qu'il soit neglige. De meme, les temps de recon-
figuration des machines sont negligeables puisque nous considerons que les machines 
sont flexibles et done reconfigurables rapidement en vue de realiser differentes taches. 
Nous distinguons entre deux types de lignes de transfert: ligne partiellement-homogene 
et ligne non homogene. Une ligne partiellement-homogene est une ligne de transfert qui 
se caracterise par le fait que toutes les machines partagent le meme taux de reparation 
(par exemple celui associe au technicien responsable) mais chacune possede son propre 
taux de panne. Un cas particulier de ce type de ligne est la ligne parfaitement homogene 
ou toutes les machines partagent les memes taux de panne et de reparation. Le cas le 
plus g6neral est celui d'une ligne non homogene, chaque machine possedant son propre 
taux de panne et de reparation. 
L'incertitude dans les lignes de production due aux evenements aleatoires correspondant 
aux pannes et reparations des machines requiert un inventaire positif des pieces dans 
tous les stocks situes entre les differentes machines. En effet, les ruptures de stocks 
entrainent des pertes considerables pour 1'entreprise, il est important de maintenir des 
aires de stockage des encours ; elles permettent de maintenir la continuite de service au 
moins partielle pendant la periode de panne d'une ou plusieurs machines. Cependant, 
la presence des stocks represente un capital immobilise et aussi pourrait engendrer des 
couts eleves de stockage. De plus, une sur-pwduction pourrait satisfaire la demande des 
clients mais engendrerait un cout de stockage qui risque d'etre assez eleve. En revanche, 
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une sous-production ne couterait pas tres cher au niveau du stockage mais risque de ne 
pas satisfaire la demande ce qui engendrerait des couts importants de penurie. U est done 
clair que la gestion des aires de stockage est un probleme d'optimisation (appelee dans 
la litteratureprobleme de dimensionnemenf) qui represente avec la question du choix des 
strategies de production, deux problematiques fondamentales dans ce domaine. 
Parmi les politiques de production les plus frequentes dans la litterature des systemes 
manufacturiers, nous pouvons citer pour la classe du Juste-a-temps {Just-in-time), les 
Reseaux dejetons (Kanban), le Conwip (Constant work-in-process) et la classe des po-
litiques a seuils critiques (Hedging policies). Tout particulierement, cette derniere classe 
de politique, qui est aussi appele lois decentralisees a seuils critiques, s'avere tres in-
teressante parce qu'elle represente de nombreux avantages en termes d'applicability et 
d'optimalite [2], [4], [18]; e'est pourquoi elle a suscite 1'interet de beaucoup de cher-
cheurs dans les deux dernieres decennies. Le principe de base de la production corres-
pondant a la politique a seuils critiques se resume comme suit. Chaque machine, quand 
elle peut produire, produit au taux maximal permis pour alimenter son stock en aval 
jusqu'a ce que ce dernier atteigne le niveau du seuil critique. Ensuite, elle produit au 
meme taux que la machine suivante arm de maintenir le stock intermediate exactement 
au niveau du seuil critique. Ainsi, le stock ne peut jamais depasser le seuil critique. 
Afin de pouvoir evaluer l'efficacite du systeme manufacturier et l'optimiser, il faut de-
finir un critere de performance qui reflete les objectifs recherches. Dans les problemes 
d'optimisation des lignes de transfert, le critere de performance qui revient le plus sou-
vent dans la litterature est le cout moyen total a long terme de stockage et de penurie de 
stocks. Ce choix de critere est en realite tres logique puisque l'objectif est de maintenir la 
qualite de service tout en minimisant les couts de stockage et de penurie. La complexite 
du probleme reside done dans la determination des seuils critiques (le dimensionnement) 
qui minimiseraient le critere de performance choisi. 
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1.2 Motivations, objectifs et methodologies 
II existe dans la litterature beaucoup de travaux1 etudiant la production optimale ou sous-
optimale des lignes de transfert dont la majorite propose des methodes tres complexes 
au niveau de 1'analyse et du calcul ce qui rend une implantation en temps reel tres 
difficile. Quoique 1'optimisation du cas des lignes multi-machines multi-pieces soit un 
sujet d'extreme importance pour beaucoup d'entreprises de nos jours, rares sont les 
travaux qui y sont consacres. De plus, la complexite du calcul rendent ces modeles 
difficiles a generaliser quand le nombre de machines et de pieces tend a augmenter. 
Toutes ces raisons nous ont pousse a centrer notre recherche dans ce memoire sur les 
lignes de production multi-machines multi-pieces. 
Dans un premier temps, notre objectif principal sera de generaliser les lignes de produc-
tion non fiables multi-machines mono-pieces en des lignes de production multi-machines 
multi-pieces, et ceci pour le cas partiellement-homogene aussi bien que le cas non homo-
gene, sous la classe de politiques decentralisees a seuils critiques. La motivation derriere 
l'adoption de cette classe de politique reside sur plusieurs elements. Un seuil critique 
agit en realite comme une "police d'assurance" contre les aleas du systeme dus aux 
pannes des machines. Quand une machine tombe en panne, la ligne continue a fonction-
ner, au moins pour une certaine periode, grace a 1'inventaire dans le stock en amont de 
cette machine. Ces inventaires permettent de decoupler les machines, et par consequent, 
une panne d'une machine affecte localement et non pas globalement le service (c'est 
pourquoi elles sont appelees lois decentralisees a seuils critiques) ce qui intuitivement 
rendrait le systeme plus fiable. En plus, le principe d'operation de la production sous 
les politiques a seuils critiques est similaire a celui des strategies tres repandues du type 
Kanban [26]. 
1 Voir la revue de la litterature presentee dans le chapitre suivant pour plus de details. 
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Pour chacun des deux cas traites (ligne partiellement-homogene et ligne non homogene), 
la production multi-pieces sera faite sous une sous-classe des politiques a seuils cri-
tiiques, celle dite politiques synchronises (a definir dans le chapitre 3). Cette classe de 
politiques s'avere tres interessante pour au moins deux raisons; (i) 1'analyse se ramene 
a celle d'une ligne mono-piece avec seulement un seul degre de liberte par machine; (ii) 
pour des raisons dont nous discuterons au Chapitre 3), cette classe est quasi optimale 
pour des lignes comportant de nombreuses machines. Ceci reduit enormement la com-
plexity de 1'analyse et mene a des strategies de production periodiques et tres realisables. 
Les modeles mathematiques utilises sont bases sur les techniques d'approximation sous-
jacentes aux methodes de decomposition et d'agregation developpees par Mbihi et Mal-
hame [28] et [29] et Sadr et Malhame [35] et [36]. L'essentiel de ces methodes consiste 
a decoupler chaque machine en prenant 1'influence de son environnement en amont et 
en aval en consideration ce qui permet de traiter chaque machine individuellement et 
profiter des resultats deja existants pour les machines non fiables isolees. Ensuite, nous 
utilisons la programmation dynamique afin de trouver les variables de decisions qui op-
timiseraient les couts totaux de stockage et de penurie de la ligne decomposed. 
Dans un deuxieme temps et en partant de la production multi-pieces basee sur la po-
litique synchronisee, nous definissons une autre classe plus generale de politiques de 
production multi-pieces, celle de la production prioritaire (a definir dans le chapitre 5). 
En fait, nous y definissons une sorte de priorite creant un ordre de preference des pieces 
a produire. Cette derniere sera appliquee sur une ligne composee de deux machines pro-
duisant deux types de pieces. Notre objectif sera done d'analyser cette politique plus 
generale et par la suite optimiser la ligne. Encore une fois, les methodes de decomposi-
tion jouent un role crucial dans 1'analyse de la ligne ainsi que la modelisation. La nature 
sequentielle des decisions motive a utiliser la programmation dynamique comme moyen 
d'optimisation pour trouver les variables optimales de decision dans ce cas. 
Les contributions principales de ce memoire se resument de la facon suivante : (i) Tin-
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traduction de deux nouvelles classes de strategies de production dans les lignes de trans-
fert multi-pieces, en 1'occurence la production synchronisee et la production prioritaire; 
(ii) l'analyse mathematique de la performance de ces strategies par une combinaison 
de techniques issues des methodes de decomposition/agregation de lignes de transfert, 
et certains resultats existants sur l'analyse des machines isolees mono pieces (surtout 
Hu [18] et Bielecki et Kumar [4]); (iii) le developpement d'algorithmes efficaces d'op-
timisation des parametres d'operation de ces strategies. 
1.3 Organisation du mcmoire 
Dans le chapitre 2, nous presentons une breve revue de la litterature des multiples tra-
vaux existants dans le domaine des lignes de production. Nous nous concentrons plus 
specifiquement sur les approches basees sur les chaines de Markov, sous des politiques 
de production a seuils critiques, et qui ont attire 1'attention d'une grande partie des cher-
cheurs du domaine. 
Le chapitre 3 est consacre entierement aux lignes de transfert multi-machines multi-
pieces partiellement-homogenes. Tout d'abord, la technique d'analyse de performance 
par decomposition pour les lignes mono-piece est generalisee au cas multi-pieces sous 
la politique de production synchronisee de pieces combinee avec les politiques a seuils 
critiques. Subsequemment, nous presentons le modele mathematique traduisant le com-
portement du systeme et formulons le probleme d'optimisation avec la programmation 
dynamique. Plus tard dans ce chapitre, des exemples de resultats numeriques obtenus 
sont presentes, suivis de la conclusion du chapitre. 
Dans le chapitre 4, nous traitons un probleme plus general, celui des lignes de transfert 
non homogenes sous la meme classe de politique de production. Egalement, les modeles 
mathematiques dans ce cas seront presentes en prenant en compte plus de parametres 
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(comme par exemple la derniere machine qui a une nature differente des autres) pour 
rendre le probleme encore plus general. Une section entiere sera dediee a la validation 
des modeles mathematiques par comparaison avec la simulation Monte-Carlo. Ensuite, 
nous formulons le probleme de la programmation dynamique et proposons des algo-
rithmes de solution efficaces. Des resultats numeriques sont presentes a la fin du chapitre 
avant de conclure. 
Dans le chapitre 5, nous introduisons une nouvelle classe de production multi-pieces 
sous des politiques a seuils critiques, celle que nous avons nommee production priori-
taire. La ligne a etudier sera limitee a deux machines produisant chacune deux types 
de pieces. Cette limitation nous aidera a mieux comprendre le systeme sous la nouvelle 
classe de production proposee. La modelisation mathematique qui en decoule sera pre-
sentee et validee apres dans une section a part. Ensuite, nous formulons le probleme de 
la programmation dynamique correspondant a ce cas et presentons quelques resultats 
numeriques obtenus et concluons le chapitre. 
Enfin, la conclusion generale du memoire resumera a nouveau les contributions scienti-
fiques de cette etude et montrera la pertinence de ce travail de recherche. Des perspec-
tives de travaux de recherche futurs seront par la suite proposees. 
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CHAPITRE 2 
REVUE DE LA LITTERATURE 
Dans la litterature scientifique du domaine des lignes de production, differents modeles 
mathematiques bases sur differentes approches ont ete proposes. Parmi les modeles les 
plus frequemment utilises, on trouve les reseaux de Petri [18], les systemes a evenements 
discrets [32], [5], les files d'attente [7], les simulations [33] et les chaines de Markov a 
temps continu et etats discrets [31]. Des etudes comparatives entre ces differents mo-
deles ont commence a apparaitre dans la litterature; parmi les plus importantes, nous 
citons de facon non exclusive celles faites par Dallery et Gershwin [11], et Reisman, 
Kumar, Motwani et Cheng [34]. Chacun des modeles proposes peut offrir des avantages 
et souffrir de certaines lacunes mais nous pouvons observer que les modeles bases sur 
les chaines de Markov a temps continu et etats discrets font 1'objet d'une attention toute 
particuliere au cours des dernieres annees. 
De meme, les publications se sont poursuivies dans la litterature en se basant sur dif-
ferentes classes de politiques de production. Les politiques les plus connues dans les 
classes des Juste-a-temps sont Kanban, Conwip et seuils critiques. Des comparaisons 
entre les benefices et les insuffisances de ces politiques se sont multipliees, parmi les-
quelles nous citons a titre d'exemple l'etude interessante de Muckstadt et Tayur [30]. 
Malgre les avantages et les inconvenients de chaque classe de politique, les lois decen-
tralisees a seuils critiques ont ete adoptees par un nombre important de chercheurs pour 
des multiples raisons. Cette classe de politique, qui a ete introduite initialement par Ki-
memia et Gershwin [20], peut permettre la decomposition de la ligne multi-machines 
grace a l'inventaire stocke dans les stocks intermediaries d'encours, ce qui facilite l'ana-
lyse et la comprehension d'un systeme avec un nombre eleve de machines et stocks. 
9 
En realite, la decomposition devient souvent une necessite pour les longues lignes ou 
multiples aleas et perturbations causes par les pannes et reparations des machines ou la 
fluctuation de la demande rendent une approche sans decomposition tres complexe. Dans 
le reste de ce chapitre, nous allons nous concentrer surtout sur les publications centrees 
sur les politiques a seuils critiques que nous jugeons fortement avantageuses et pratiques 
quant a la generalisation aux longues lignes multi-machines multi-pieces. 
2.1 Lignes mono-machine mono-pieces 
La loi de commande optimale a seuil critique dans le cas d'une ligne mono-machine 
mono-piece soumise a une demande constante de pieces consiste a maintenir autant que 
possible 1'inventaire au niveau du seuil critique qui est a determiner de sorte a minimiser 
un certain critere de performance (en general, le cout moyen de stockage). Cette loi 
optimale exige que la machine produise au maximum de sa capacite compte tenu de son 
etat d'operation, et ceci tant que 1'inventaire est en dessous du seuil critique; sinon elle 
doit produire au taux de la demande qui est considere etre constante afin de maintenir le 
niveau du seuil critique. 
Bielecki et Kumar [4] ont considere une machine a deux etats markoviens soumise a 
une demande constante et alimentee par une source parfaitement fiable. En plus, ils ont 
permis la penurie du stock en aval de la machine en envisageant un cout de penalite 
qui est different du cout de stockage et le critere de performance a optimiser etait done 
le cout moyen de stockage et de retards de livraison. Apres avoir etabli les conditions 
d'optimalite des politiques a seuils critiques, Bielecki et Kumar ont obtenu des expres-
sions analytiques des fonctions densite de probability du niveau de 1'inventaire en regime 
permanent et par la suite ont developpe les expressions exactes du seuil critique et cout 
optimal associe en fonction de la demande et des parametres de la machine. Deux ans 
plus tot, Akella et Kumar [2] avaient etudie le meme probleme mais avec, comme cri-
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tere de performance, un cout moyen de stockage et de retards de livraison avec facteur 
d'actualisation. lis avaient demontre que la loi a seuil critique etait la politique optimale 
pour cette situation egalement. 
Hu [18] a etudie une ligne similaire a celui de Bielecki et Kumar mais sans permettre 
le retard de livraison et le critere de performance etait uniquement le cout moyen de 
stockage. II a egalement prouve l'optimalite de la loi a seuil critique dans ce cas, a 
obtenu les expressions analytiques des fonctions des probabilites associees a 1'inventaire 
et a optimise le critere de performance choisi. Au cours de notre recherche presentee 
dans ce memoire, le modele de Hu sera d'un grand interet pour nous afin de modeliser 
les machines de la premiere jusqu'a l'avant-derniere, et celui de Bielecki et Kumar pour 
la derniere. 
Sharifnia [39] et Algoet [1] ont etudie le cas d'une machine isolee a plusieurs etats 
markoviens a l'instar de Kimemia et Gershwin [20]. Le resultat principal de ces etudes 
indique que la politique a seuils critiques se caracterise par un ensemble de niveaux de 
seuils critiques parmi lesquels il y a un candidat possible pour donner une performance 
optimale. Sharifnia a propose de calculer les seuils critiques optimaux en derivant les dis-
tributions de probabilites, definies par morceaux, en regime permanent (horizon infini) 
par le moyennage du processus d'inventaire sur une longue periode de temps, ensuite 
en calculant analytiquement le cout total de production en fonction d'un choix arbitraire 
des niveaux des seuils critiques. Ce cout etant optimise dans l'espace des seuils donne 
lieu aux valeurs optimales des seuils critiques qui optimisent la production. 
Malhame et Boukas [25] ont enrichi le modele de la machine isolee a plusieurs etats 
markoviens en presentant les equations aux derivees partielles associees aux fonctions 
densites de probabilites du niveau d'inventaire en regime transitoire (horizon fini) ainsi 
que les conditions frontieres necessaires pour la solution de ces equations. Ceci est d'une 
grande utilite pour les systemes manufacturiers pour lesquels les exigences de produc-
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tion peuvent changer avant que le systeme n'ait le temps de se stabiliser en un regime 
permanent. lis ont fait apparaftre la nature de renouvellement markovien de la dyna-
mique du systeme sous les lois de production a seuils critiques et par la suite ont utilise 
leur systeme d'equations aux derivees partielles pour calculer le noyau de transition de 
ce processus de renouvellement. De plus, leur etude a donne lieu a une methode per-
mettant le calcul des moments des temps de premier retour de l'inventaire a un niveau 
quelconque qui s'avere tres utile pour la modelisation statistique du processus d'encours. 
Malhame [24] a poursuivi la recherche sur le modele de la machine isolee multi-etats 
markoviens en publiant le theoreme d'ergodicite de ce modele qui permet le calcul des 
densites de probabilite de l'inventaire en regime quelconque. Ce theoreme d'ergodicite 
s'applique sur une machine isolee a n etats markoviens dont m sont realisables (n > m) 
dans le sens ou la demande est inferieure a la capacite de la machine pour ces m etats. 
II stipule qu'une telle machine est ergodique si et seulement si le processus admet n — m 
valeurs propres a partie reelle positive, une valeur propre nulle et m -1 valeurs propres a 
partie reelle negative. 
El-Ferik et Malhame [13] ont presente, pour une machine unique multi-etats sous des 
politiques a seuils critiques, l'equation de renouvellement de la fonction cout sur hori-
zon fini pour laquelle le noyau est la fonction densite de probabilite du premier retour 
a un niveau quelconque. Us ont aussi construit le systeme d'equations aux derivees par-
tielles de cette fonction de densite et developpe un algorithme recursif generalise pour 
le calcul des moments du premier retour. Ces moments servent en fait a calculer une ap-
proximation tres precise du cout moyen de production sur les deux horizons fini et infini 
a travers la construction des approximations de Pade du processus semi-markovien de 
l'inventaire. D'un point de vue pratique, une adaptation de ce resultat peut contribuer a la 
construction d'une bonne approximation des modeles markoviens des machines isolees 
d'une ligne de transfert decomposee. 
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2.2 Lignes mono-machine multi-pieces 
La performance de la politique a seuils critiques pour une ligne mono-machine produi-
sant deux types de pieces a ete etudiee par Srivatsan et Dallery [40] en generalisant les 
resultats de la stabilite des politiques a seuils critiques deja existants pour le cas mono-
piece, lis ont aussi analyse les couts moyens des trajectoires pour caracteriser partielle-
ment la politique optimale appartenant a cette classe de politiques. Leur travail a aide a 
donner des apergus lucides pour concevoir des heuristiques simples mais efficaces pour 
controler des systemes manufacturiers produisant plusieurs types de pieces. II est a noter 
que la stucture de controle de Srivatsan et Dallery est optimale seulement pour des couts 
lineaires par morceaux. 
Caramanis et Sharifnia [8] ont etudie la production multi-pieces pour une machine isolee 
multi-etats sous des politiques a seuils critiques. Us ont decrit une methode d'approxi-
mation qui reduit le probleme de controle multi-pieces a un nombre de problemes de 
controle mono-piece decouples. En principe, ils ont defini les ensembles des taux de pro-
duction faisables quand la machine est dans un etat quelconque comme des hyper-cubes 
afin de rendre les niveaux de production dans 1'espace de la production independants 
tout au long des coordonnees separees. Leur recherche a donne lieu a un controleur 
sous-optimal qui presentait beaucoup de commodite au niveau de la conception et du 
calcul mais souffrait de certaines limitations. En fait, la capacite de production permise 
etait un sous-ensemble restreint de 1'espace de production. En plus, le decouplage total 
de la production des differentes pieces engendrait une perte d'une capacite disponible de 
production, surtout quand au moins une des pieces atteint son niveau de seuil critique. 
El-Ferik, Malhame et Boukas [14] ont ameliore les insuffisances de la production multi-
pieces de Caramanis et Sharifnia [8] pour une machine isolee mais a deux etats (etat 
de marche et etat de panne) en definissant une nouvelle classe de politique de controle 
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a seuils critiques qu'ils ont appele Politiques simples maximales de controle a seuils 
critiques (Simple maximal hedging control policies). Cette classe de politique, qui est 
parametrisee par un seuil critique, un taux maximal de production et un ordre de priorite 
pour chaque piece, permet une utilisation maximale de la capacite de production de la 
machine avec les differents niveaux de seuils critiques. L'ensemble des taux faisables 
de production sont dans ce cas des polyedres convexes quand la machine est parfaite-
ment flexible. A travers 1'analyse des temps de premier passage et les approximations 
de Pade, ils ont reussi a montrer qu'une analyse sequentielle de la performance des nou-
velles politiques est possible en commencant par la piece la plus prioritaire jusqu'a la 
moins prioritaire. Leur analyse d'ergodicite montre que le critere d'ergodicite sous les 
politiques simples maximales de controle a seuils critiques est minimal dans le sens ou 
le vecteur des taux de demande des pieces est compris a l'interieur de 1'ensemble de la 
capacite moyenne. En fait, leur analyse telle que presentee dans [14] peut etre appliquee 
seulement sur les systemes multi-pieces mono-machine a deux etats. Toutefois, aucune 
restriction n'est mise sur le nombre de pieces ni la forme de l'ensemble de la capacite de 
production en autant qu'il corresponde a un polyedre convexe. 
Sethi, Suo, Taksar et Yan [37] se sont interesses au cas d'un systeme mono-machine 
(qui peut etre vu comme multi-machines en parallele) multi-etats avec un cout convexe 
de stockage et de penurie. En vue de pouvoir deriver les equations de Hamilton-Jacobi-
Bellman (HJB) pour le probleme de controle de ce cout moyen et etudier 1'existence 
d'une solution, ils ont introduit un probleme de controle avec cout actualise. Ils ont 
reussi a demontrer que les equations de HJB en fonction des derivees directionnelles 
ont une solution constituee du cout moyen minimal et d'une fonction qu'ils ont appele 
fonction potentielle, ce qui aide a specifier une politique de contrdle optimal en termes 
de cette fonction potentielle. En fait, la formulation initiale de leur cout et les fondations 
de la methodologie des perturbations du controle hierarchique des flux se trouvent dans 
Sethi et Zhang [38]. 
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2.3 Lignes multi-machines mono-pieces 
Dans ce cas, la ligne est composee d'un certain nombre de machines en tandem, sepa-
rees les unes des autres par des zones de stockage, et produit un seul type de pieces. Pour 
les lignes multi-machines, en dehors du cas ou les aires de stockages sont nulles (ma-
chines pouvant etre agregees) ou infinies (machines totalement decouplees), les niveaux 
moyens de ces inventaires ne peuvent etre calcules ni analytiquement ni numeriquement; 
il faut done des methodes d'approximation. Afin de faciliter 1' analyse et la comprehen-
sion d'un telle ligne, differentes techniques d'approximation et de decomposition, qui 
transforment ce probleme complexe en un ensemble fini de sous-problemes simples, ont 
ete proposes. Dans ce qui suit, nous presentons un apercu rapide des travaux qui ont 
marque la litt6rature. 
Gershwin [15] a propose une methode de decomposition pour une ligne de transfert 
homogene avec un modele discret ou les temps de pannes et de reparations ont une dis-
tribution geometrique et les tailles des stocks sont des valeurs entieres. La methode pro-
posed consiste a decomposer la ligne en un ensemble de sous-lignes composee chacune 
de deux machine ou chaque machine possede son propre taux de panne et reparation. 
Les parametres de chaque sous-lignes sont determines par un ensemble d'equations. La 
methode peut etre resolue par un algorithme iteratif mais qui malheureusement peut di-
verges Gershwin [16] apoursuivi ses recherches en proposant une methode transformant 
une ligne non fiable et non homogene en une ligne non fiable mais homogene. Pour ce 
faire, chaque machine (sauf la plus rapide) est remplacee par deux machines separees 
par un stock intermediate de capacite nulle. Une des deux machines est chargee d'en-
gendrer le comportement non fiable de la machine originelle et l'autre est chargee de 
representer le ralentissement de la production cause par les blocages en aval. La ligne 
resultante est homogene et done la methode de [15] peut etre appliquee. 
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Dallery, David et Xie [9] ont congu un algorithme rapide et efficace denote DDX pour 
resoudre les equations de la decomposition de Gershwin [15]. Par la suite, ils ont elargi 
leurs recherches ([10]) en proposant une methode de decomposition approximative pour 
une ligne homogene mais a flux continu. La technique proposee est en fait l'adaptation 
de la methode de Gershwin [16] au cas du flux continu. En remplacant les equations de 
Gershwin par des equations equivalentes beaucoup plus simples, l'algorithme iteratif de 
resolution est dans ce cas plus facile a implementer et plus rapide que celui de Gersh-
win, en plus, il semble converger tout le temps. Par ailleurs, Burman [6] a presente une 
extension amelioree de l'algorithme DDX de Dallery, David et Xie pour un modele non 
homogene et continu. Une amelioration au niveau du temps de calcul de cet algorithme 
a ete presentee par Gershwin et Burman [17] sous le nom ADDX. 
Sadr et Malhame ont etudie la performance des lignes de transfert multi-machines a deux 
etats (etat fonctionnel et etat de panne pour chaque machine) pour les cas partiellement-
homogene [35] et non-homogene [36] en se basant sur la technique de decomposition 
et d'agregation initialement presentee par Mbihi et Malhame [28] et amelioree plus tard 
par Mbihi, Malhame et Sadr [29]. Cette methode repose sur deux approximations de 
decouplage que nous allons adopter dans ce memoire et les generaliser au cas de la 
production multi-pieces. Les deux approximations sont I'hypothese de decouplage des 
machines et le principe de moyennage de la demande, elles seront presentees en details 
dans la section 3.3. En fait, la methode de decomposition et d'agregation permet la 
decomposition de la ligne en un ensemble fini et tracable de couples stock-machine dont 
l'analyse de performance est a la fois facile a implementer et donne une approximation 
tres precise. 
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2.4 Lignes multi-machines multi-pieces 
Les lignes multi-machines multi-pieces represented le cas le plus general des lignes de 
fabrication en tandem. L'analyse de ces lignes est en general tres compliquee a cause de 
la delicatesse de la tracabilite dans les deux dimensions, les machines et les pieces. Les 
travaux de recherches qui y sont dedies sont rares et les methodes proposees sont peu 
efficaces. C'est un domaine qui est encore ouvert quant a l'apport de nouvelles methodes 
ainsi que 1'amelioration du peu de methodes existantes. 
Commencant d'abord par le travail de Kimemia et Gershwin [20] dans lequel ils ont 
etudie de maniere assez qualitative un systeme manufacturier multi-machines multi-
pieces. Le resultat essentiel et le plus interessant de leur etude etait le principe de la 
politique a seuils critiques qui a ouvert une nouvelle voie de recherche pour laquelle 
ils etaient les pionniers. Ils ont presente un controleur a quatre niveaux. Un premier 
niveau qui calcule conjointement les taux de production des pieces a court-terme. Le 
deuxieme niveau determine la proportion des pieces a laisser entrer dans chacun des 
cheminements possibles de la ligne pour satisfaire les taux de production dictes par le 
premier niveau. Le troisieme niveau dirige les pieces dans le systeme et surveille les 
operations selon les deux premiers niveaux. Finalement, le quatrieme niveau calcule 
separement les politiques de controle a utiliser dans le premier et le deuxieme niveau. 
En fait, l'algorithme de controle qu'ils ont developpe est heuristique et extremement 
difficile a implementer dans le cas d'un large systeme manufacturier pour la complexite 
de 1'analyse ainsi que 1'immense temps de calcul. 
Liberopoulos et Caramanis [21] ont realise un controleur numerique sous-optimal qui 
utilise des fonctions quadratiques approximatives pour representer les fonctions valeurs 
de la politique optimale penalisant le stockage et la penurie. Ces fonctions valeurs sont 
supposees etre convexes. En faisant une analyse de perturbation infinitesimale sur un 
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echantillon d'une seule trajectoire du processus d'inventaire, ils reussissent a obtenir des 
estimes de la derivee premiere et seconde du cout cumulatif engendre par 1'echantillon 
par rapport aux parametres des quadratiques approximatives. Ces parametres des qua-
dratiques sont par la suite a optimiser. Ils ont propose deux algorithmes d'optimisation 
stochastique qui utilisent les estimes de la derivee premiere et seconde. Cette methode 
semble donner une bonne approximation de la solution optimale mais souffre de certains 
inconvenients. La methode s'applique uniquement dans les cas ou les fonctions valeurs 
sont convexes; et quoique l'utilisation des estimes de la derivee premiere et seconde 
rende la recherche de la solution rapide, elle ajoute un fardeau de calcul a la complexite 
deja existante due au traitement des donnees de calcul. En plus, il n'y a aucune garan-
tie que la methode puisse profiter des proprietes structurelles d'un controleur optimal 
analytiquement congu. 
Le travail de Jang Y. J. [19] est l'etude la plus recente, au mieux de nos connaissances, 
qui traite des lignes multi-machines multi-pieces. Jang considere un flux continu des 
pieces a temps discret et des temps de pannes et de reparations des machines geometri-
quement distribues. II definit une politique de priorite statique des pieces qui consiste, 
pour chaque machine, a produire uniquement la piece prioritaire quand la machine est 
fonctionnelle, le stock en amont est disponible pour cette piece et le niveau du stock en 
aval est inferieur au seuil critique pour cette piece; sinon produire la deuxieme piece 
dans l'ordre de priorite quand la machine ne peut pas produire la piece prioritaire; et 
ainsi de suite. En d'autres termes, quand la machine a le choix, elle choisit toujours se-
lon un ordre de priorite des pieces predefini a 1'avance. Pour l'analyse de la performance 
du systeme, il a adapte la methode de decomposition, basee sur les blocs des deux ma-
chines et le stock intermediate, presentee initialement dans [16] au cas multi-pieces se-
lon sa politique de priorite. Une estimation des taux de production et des niveaux moyens 
des inventaires de toutes les pieces a ete obtenue. Cette methode s'applique dans le cas 
des flux discrets de production. Un algorithme d'optimisation des seuils critiques a ete 
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propose. II semble converger avec des parametres raisonnables de la ligne etudiee mais 
utilise une memoire assez grande pour le traitement des donnees et le calcul base sur un 
nombre considerable d'equations de decomposition. En outre, on ne trouve aucune men-




OPTIMISATION DES LIGNES DE TRANSFERT 
PARTIELLEMENT-HOMOGENES SOUS POLITIQUE SYNCHRONISED 
3.1 Introduction 
!Une ligne de transfert partiellement homogene est une ligne de production constitute 
de n machines en tandem, non fiables, separees les unes des autres par des zones de 
stockage (des stocks intermediates), et tel que toutes les machines partagent le meme 
taux moyen de reparation (r) mais chaque machine possede son propre taux moyen de 
panne (/?,-, i = 1, • • •, n). 
Dans un premier temps, la technique d'analyse de performance par decomposition pour 
des lignes de transfert multi-machine mono-pieces, initialement presentee par Mbihi [27] 
et Mbihi et Malhame [28] et amelioree ensuite par Mbihi, Malhame et Sadr [29] et Sadr 
et Malhame [35] et [36], sera presentee. Dans un deuxieme temps, cette technique sera 
generalisee au cas des lignes multi-pieces sous la politique de production synchronised 
de pieces. Par la suite, l'optimisation de la ligne multi-pieces decomposed sera faite par 
la programmation dynamique en vue d'obtenir les valeurs numeriques des parametres 
libres de la strategic qui minimiseraient les couts totaux de stockage et de penurie. 
]Ce chapitre avec le chapitre prochain constituent un developpement detaille d'un article [41] publie 
aux "proceedings of the 16th Mediterranean Conference on Control and Automation", Ajaccio, France, 
juin 2007. 
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3.2 Formulation du probleme 
On considere une ligne de transfert partiellement homogene constitute de n machines en 
tandem separees par des stocks intermediaires et produisant m types de pieces. La chaine 
est done composee de n machines, n - 1 stocks intermediaires de produits semi-finis et 
un stock de produits finis (en aval de la neme machine). Soit Xji(t) le niveau de la piece 
j au stock i a l'instant t, avec j - 1, • • •, m et i - 1, • • •, n. Fig. 3.1 montre la ligne de 
production en question. Une machine M,-, par exemple, peut etre dans un de deux modes : 
mode operationnel ou le taux de production de la piece j (j = !,•••, m) varie entre 0 et un 
maximum de kp et un mode de panne ou les taux de production de toutes les pieces pour 
cette machine sont nuls. La variable indiquant le mode de la machine M, est denotee a,-. 
Pour 0Cj = 1, la machine M, est operationnelle et pour a, = 0, elle est en panne. De plus, 
chaque a, (i = 1, • • •, n) est suppose evoluer selon une chaine de Markov a temps continu 
a deux etats avec un taux moyen de panne /?,- et un taux moyen de reparation r. Le taux 
instantane de demande pour les produits finis de type j est considere etre une constante 





















FIGURE 3.1 Ligne de production de n machines produisant m pieces 
3.2.1 Hypotheses 
Les hypotheses suivantes sont faites 
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• La premiere machine ne manque jamais de pieces a traiter. Cette hypothese est equiva-
lente a affirmer que la premiere machine est precedee d'un stock de matiere premiere 
de taille infinie. 
• Les taux de production maximaux respectent l'inegalite suivante : kj\ > kj2> ••• > 
kjnM j=\,---,m. Cette condition est exigee pour garantir que le niveau de l'inventaire 
de la piece j dans le stock i (xp) augmente quand la machine M,- produit cette piece a 
son taux maximal kjj, peu importe le taux auquel elle est tiree par la machine M ;+i. 
• La penurie est permise uniquement pour la derniere machine M„. Soit cp le cout 
instantane de stockage par unite de xp pour j = 1, • • •, m et / = 1, •••, n - 1 ; en 
plus, pour j = 1, • • •, m, c+ (respectivement cjn) est le cout instantane de stockage 
(respectivement de penurie) par unite de l'inventaire Xj„. II est a noter qu'en general 
c~ est superieur a c+. 
• La condition suivante de realisabilite de la demande est satisfaite par chaque machine 
enisolation : Pour,/' = 1, • • •, m et / = 1, • • •, n : 
-^—kji>dj (3.1) 
r + Pi 
Cette condition s'interprete aisement : en effet, si la machine Mj doit repondre a la 
demande dj, il est necessaire que le taux moyen de production de la machine sachant 
que lorsqu'elle produit, elle le fait toujours a pleine capacite, doit etre superieur a la 
demande. 
3.2.2 Dynamique du systeme 





ou Ujj(t) est le taux de production instantanee de la piece j par la machine M,- et «/,,,+] (t) 
= djMt>0. 
3.2.3 Objectif 
Notre objectif est de developper une loi de controle par retroaction afin de reduire au 
minimum (optimiser) le cout moyen a long terme de stockage et de penurie de toute 
la ligne de transfert. Nous cherchons l'optimalite dans une classe limitee de politique 
de controle par retroaction : celle des Kanbans. Une telle politique est caracterisee par 
un ensemble de seuils critiques a maintenir autant que possible et son optimalite est 
satisfaite par chaque machine en isolation pour les systemes industriels avec une machine 
unique a deux etats parmi une classe specifique de politiques de controle admissibles 
(voir [18]). La notion de seuils critiques est consideree comme une police d'assurances 
contre les pannes de machines potentielles et les couts associes a la penurie de stock. 
Chaque stock, par exemple xp, est associe a un seuil critique (un niveau de Kanban) pour 
chaque piece. Soit zp le seuil critique associe a la piece j du stock i. Si xp est inferieur 
a zp, la machine M,- doit produire la piece j au taux maximum permis kp respectant 
les exigences de la production synchronised des pieces (ces taux seront definis plus tard 
dans ce chapitre); et si xp est exactement egal a zp, la machine M,; doit produire la piece 
j au raeme taux que la machine M,-+i le fait (w/,,+i (/)) afin de maintenir xp au niveau zp. 
Par consequent, xp ne depassera jamais son seuil critique zp et 0 < xp < zp pour j =1, 
• • •, m et i = 1, • • •, n - 1. Quant aux stocks des produits finis (ceux en aval de la derniere 
machine), xjn < z.pt (pour j = 1, • • •, m) parce que ces stocks peuvent etre en penurie 
et dans ce cas deviendront negatifs. Un niveau de stock negatif voudrait dire qu'il y a 
une quantite de produit, egale a la valeur absolue du niveau negatif du stock, qui a ete 
commandee par des clients mais pas encore produite. Cette quantite est a produire le plus 
tot possible. Ainsi, l'objectif est de developper une technique efficace pour optimiser le 
niveau de Kanbans zp, j = 1, • • •, m et i = 1, • • •, n (n > 2), afin de reduire au minimum 
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une mesure convenablement definie du cout moyen a long terme. Cette mesure s'ecrit de 
fa^on generate comme suit: 
1 I T' r 1 
jM(x0,a£) = \im-\ / E ££ C i / x y / (T)+£(c+j :+(T) + cTxT(T))|xo,ao
r 
°°T lJ0 Li=\j=l j=\ 
avec z la matrice des seuils critiques, cy;- le cout unitaire de stockage de la piece j dans le 
stock /, c+ le cout unitaire de stockage de la piece j dans le stock n, c~ le cout unitaire 
de penurie de la piece j du stock n, aT(t) = [a\, Oi, • ••, a„]T le vecteur des etats des 
machines a l'instant / et l'indice 0 correspond au temps initial ou la ligne est consideree. 
3.3 Techniques de decomposition 
Les techniques de decomposition jouent un role tres important dans la simplification de 
l'analyse de performance pour un choix de seuils critiques donne, rendant l'optimisation 
plus aisee. Grace aux techniques de decomposition, une ligne de n machines est decom-
posed en n machines approximativement separees. Pour ce faire, Tinfluence de 1'univers 
en amont et en aval de chaque machine doit etre approximativement representee. La 
technique de decomposition utilisee dans ce travail est celle initialement presentee par 
Mbihi et Malhame [28]. Cette technique est basee sur deux strategies d'approximation : 
1'hypothese de decouplage des machines et le principe de moyennage de la demande. 
3.3.1 Hypothese de decouplage des machines 
Cette hypothese vise a representer de fagon compacte 1'univers en amont d'une machine 
donnee. Dans le contexte de lignes de transfert, 1'univers en amont d'une machine don-
nee agit comme une source non fiable de pieces. Ainsi par exemple, du point de vue de 
la capacite de la machine M,-+i de produire la piece j , ce qui importe c'est la valeur de 
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1'etat binaire de disponibilite de la source Ip(t). 
Iji(t) = I {Xji(t) > 0} U {xji(t) = 0,ca(t) = 1,/,-,,•_, (f) = l} (3.4) 
ou lji(t) = 1 si JC/;(0 > 0 et ///(f) = 0 si Xjj(t) = 0. L'hypothese de decouplage des 
machines signifie que Ip(t) est un processus aleatoire qui est completement independant 
du processus aleatoire de 1'etat operationnel de la machine Mi+i (a,+i (0, pour i = 1, • • •, 
rc-1). 
3.3.2 Principe de moyennage de la demande 
Le principe de moyennage de la demande est une technique d'approximation qui sert 
a modeliser 1'univers en aval d'une machine donnee de facon compacte. Pour une de-
mande constante dj de pieces finies de type j , chaque machine M; (i = 1, • • •, n) de la 
ligne de transfert doit repondre au meme taux moyen de demande de la piece j si le pro-
cessus d'encours xp est ergodique2 (sinon, 1'inventaire augmenterait jusqu'a 1'infini ou 
s'epuiserait completement dans certains stocks de la ligne de transfert). Le principe de 
moyennage de la demande utilise done cette observation pour realiser une representation 
approximative mais compacte de l'effet des machines en aval d'un certain stock / sur la 
dynamique de xp(t) et Ip(t). 
L'hypothese de moyennage de la demande stipule ce qui suit : "Sous une politique er-
godique de production de type Kanban pour une ligne de transfert soumise a un taux 
constant de demande des pieces j , dj, la valeur moyenne en regime permanent du ni-
veau du stock xp(t) pendant les portions actives du cycle de provision (periodes ou Ip(t) 
= 1) depend de la valeur moyenne en regime permanent du processus stochastique du 
-Par ergodique, nous voulons dire que la demande des pieces j est realisable en moyenne par la 
machine non fiable M, servie par un encours non fiable */.,•_i. 
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taux instantane auquel les pieces j sont tirees par la machine A//+1 quand Ijj(t) = 1". 
Cela signifie que Ujj+\(t) pourrait etre remplace pendant les portions actives du Ip(t) 
par un niveau constant approprie sans affecter la moyenne de Xjj(t). Soit wj~,-+i ce niveau 
constant approprie (a calculer plus tard). 
Soit Xji le processus fictif representant 1'approximation du processus xp, c'est a dire 
l'inventaire de la piece j produit par la machine Active M\ soumise en vertu du principe 
de moyennage de la demande a une demande constante pendant les periodes actives 
de Ijj. Soit op la valeur moyenne en regime permanent du coefficient de disponibilite 
instantane du stock xp. 
an = Y\mE 
J r—>°° 
I[xj,(t)} (3.5) 
Etant donne que la valeur moyenne en regime permanent du processus «_/,/+1 (t) doit etre 
egale a dj, on peut ecrire la relation suivante : 
dj = \\mE[uj,M(t)\Ijt{t) = l]Pr[Ij,{t) = ]}+E[uj4+l(T)\Iji(t) = 0}Pr[Iji(t) =0} 
= u •t-+ ,f l ; i+0(l-fl . /7) 
— uj,i+]aj' 
(3.6) 
Par (3.6), on peut deduire que le niveau constant approprie remplacant«_/,/+1 (t) pendant 
les portions actives du Ip(t), tfi+i, est egal a dj/ap. Cela veut dire que la machine 
Mi est soumise a une demande de dj/ap. II est a noter que dj/ap est superieur a dj 
puisque le coefficient de disponibilite ap est compris entre 0 et 1. Ainsi, la division de 
la demande dj par le coefficient ap sert a compenser les pertes possibles de la demande 
par la machine M,+j quand xp n'est pas disponible (pep = 0). 
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3.4 Production parallele synchronisee de pieces 
La production parallele de pieces signifie que chaque machine, quand elle peut produire, 
produit toutes les pieces (les m pieces) simultanement. Ceci est equivalent a la suppo-
sition que chaque machine consacre un certain pourcentage de son taux de production, 
quand elle est operationnelle, a chaque piece et le fait ainsi d'une facon cyclique. Cette 
politique de production est bien adaptee a des lignes flexibles de fabrication ou les temps 
de reconfiguration des machines pour passer de l'usinage d'un type de pieces a 1'usinage 
d'un autre sont negligeables. La production synchronisee de pieces est un cas particu-
lier de la production parallele de pieces ou, pour n'importe quelle machine donnee, les 
taux maximaux de production synchronises (kp) et les niveaux de seuils critiques (zp) de 
toutes les pieces sont en rapport avec les proportions des taux de demandes. Plus speci-
fiquement, cela pourrait etre mathematiquement exprime par les egalites suivantes. Pour 
i = 1 , • • •, n : 
~ = ¥ = T POuri , / (^j) = L---,m (3.7) 
zu ku di 
ou kp est le nouveau taux maximal de production de la piece j par la machine M,- pour 
la production synchronisee. II est a noter que kp doit evidemment etre inferieur a kjj3. 
Les taux maximaux de la production synchronisee (kp's) represented 1'intersection du 
vecteur de la demande (a m dimensions) avec la frontiere superieure de l'espace des taux 
de production faisable. En effet, cette frontiere superieure est 1'hyper-surface formee par 
les taux de production maximaux reels (kp). Ainsi, les kp peuvent etre obtenus par la 
3A-;, est le taux maximal de production, par defaut, de la piece j par la machine M,-. Autrement dit, it,-,-
est le taux maximal de production a utiliser quand le systeme ne produit que la piece j tandis que it,-,- est 
le taux maximal de production satisfaisant notre production synchronisee (les egalites 3.7). 
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solution du systeme d'equations suivant. Pour i = 1, • • •, n : 
k\i 
d\ ' 








L'equation (3.8a) vient de l'hypothese de la production synchronisee de pieces (3.7) 
tandis que l'equation (3.8b) represente 1'hyper-surface formee par les taux de production 
maximaux reels (kj/s). La solution de ce systeme n'est autre que 1'intersection du vecteur 
de la demande avec la frontiere superieure de l'espace des taux de production faisable 
(voir Fig. 3.2 de l'espace des taux de production de la machine M,- dans le cas de deux 
pieces (m = 2)). Cette solution est donnee, pour i = 1, • • •, n, par : 
hi = I i r=1 *"' 
dj-
kjj = -j-k]j pour / = 2, • • • , m 
d\ 
Lemme 3.1 Sous la politique de production synchronisee de pieces (3.7), les compor-
tements des niveaux des pieces dans un stock donne sont identiques dans le sens oil les 
tailles d'inventaire de toutes les pieces dans ce stock restent en tout temps4 en proportion 
avec les taux de demande des pieces. Plus specifiquement, pour i = 1, • ••, n et j , I = 1, 
•••, m(l ^ j) : Xji(t)/xu(t) = dj/d[ pour tout t > 0 oil Xjj(t) > 0 et xu(t) > 0. 
Demonstration Voir Annexe 1.1 | 
Le lemme (3.1) implique que les inventaires de toutes les pieces (1, 2, • • •, m) dans le 
stock i atteignent simultanement leurs seuils critiques (pour i = 1 ,-•-,«) et aussi tombent 
a zero simultanement (pour / = 1, • • •, n - 1). 





FIGURE 3.2 Espace des taux de production de la machine M, dans le cas de deux pieces 
Proposition 3.2 Le comportement des inventaires des differentes pieces, dicte par la 
production synchronisee de pieces, a comme consequence directe de rendre les coeffi-
cients de disponibilite de toutes les pieces dans un stock donne identiques, c 'est a dire 
que pour i = 1, •••, n - 1, I\j(t) = hi{t) = • • • = Imj(t) - Ij(t) et done a\j - aii = • • • = 
Q-mi ~ @i-
3.5 Modelisation 
La machine M, (i = 1, • • •, n) evolue selon une chaine de Markov a deux etats avec un 
taux de reparation r et un taux de panne p, (Fig. 3.3). Soit trZji (respectivement trZji) 
le temps (respectivement le temps moyen) de premier retour a zero de l'inventaire de 
la piece j dans le stock i, pour j = 1, • • •, m et i = 1, •••, n - 1. La proposition (3.2) 
implique que trZu = trZ2i = ••• = trZmi = trzr Pour un seuil critique donne, Malhame [24] 
et El-Ferik et Malhame [13] ont montre la methode de calcul de tous les moments du 
temps de premier retour lorsque le taux de demande de pieces est constant, comme dans 
notre cas avec le principe de moyennage de la demande. De plus, ils ont montre qu'il 
est possible de construire une representation markovienne approximative de ce temps de 
retour a partir de ces moments. Par suite, Mbihi [27] a montre que ce temps de retour 
avait une distribution quasi-exponentielle et done caracterise entierement par son premier 
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moment trZj. II s'en suit un modele d'une chaine de Markov a deux etats evoluant avec 
un taux de reparation r et un taux moyen de penurie de stock pSj (Fig. 3.4), ou pSj = 1/trZj, 
representant le processus binaire de la disponibilite de 1'encours XJJ, U{i) (i = 1, ••-, n -
1). En considerant les caracteristiques probabilistes du processus h(t), la proportion du 
temps ou le niveau du stock Xj(t) est positif est donnee par (\/pSj)/((]/pSj)+(]/r)). Cette 
proportion est aussi egale a aj. pSj est done lie a a,- par l'equation suivante. 
r(] —aj) 
Ps, = ~ (3-10) 
Qj 
r 
FIGURE 3.3 Modele markovien a deux etats de la machine M,-, i = \,---,n 
r 
FIGURE 3.4 Representation du modele markovien approximatif de la disponibilite de 
1'encours Xjj, j - 1 ,• • •, m et i = 1 ,• • •, n - 1 
A ce stade, en faisant usage de l'hypothese de decouplage des machines et du principe 
de moyennage de la demande, il est possible de decomposer approximativement la ligne 
de n machines couplees en n machines separees produisant chacune m types de pieces. 
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La premiere machine M\ est representee par une chaine de Markov a deux etats avec 
un taux de reparation r et un taux de panne p\. Selon le principe de moyennage de la 
demande, cette machine est considered soumise a une demande constante de pieces j de 
dj/a\. Ensuite, a partir de i = 2 a n, le produit cartesien de la chaine de Markov de la 
disponibilite de 1'encours Jt/,;-i, 7,-_i, et la chaine de Markov associee a la machine M,-
donnera le modele approximatif de la chaine de Markov de la machine equivalente M, 
(Fig. 3.5). Ce modele est constitue de quatre etats dont un seul est fonctionnel et les trois 
etats autres sont des etats de pannes. L'etat de panne du aux pannes simultanees de /,•_] 
et a, est neglige parce qu'il arrive tres rarement en general, et les deux autres etats de 
pannes sont agreges ensemble donnant une machine a un seul etat de panne (voir Fig. 
3.6). Afin de minimiser l'erreur de 1'approximation, nous imposons que la probabilite 
FIGURE 3.5 Le produit cartesien des deux modeles de /,-_] et Mj 
stationnaire de l'etat "a,- = 1" soit (r/(/?S|._, + r))-(r/(r + /?/)). En effet, r/(pSi_] + r) 
est la probabilite que 1'encours JC/,;-I soit positif (selon le modele approximatif de la 
disponibilite de 1'encours de la figure 3.4) et r/(r + pi) est la probabilite exacte que la 
machine Mj soit en marche. Le resultat est le pi tel que donne par 1'equation suivante. 
Pi = 




D'apres le principe de moyennage de la demande, a, peut etre calcule par les formules 
de la machine unique avec penurie non permise derives dans [18], considerant que la 
machine separee approximative M, est soumise a une demande de pieces j de dj/cij. 
Qj = 1 







P> = —n^ (3-14> 
II est a noter que p, de l'equation (3.14) depend uniquement de 1'indice i, et 1'indice 1 
denote la premiere piece. Si Ton remplace 1'indice 1 dans (3.14) par 2, 3, • • • ou m, on 
obtiendra en vertu de la synchronisation (3.7) le meme p,-. En outre, Hji/Hn = di/dj. La 
solution de (3.12) pour zy en utilisant (3.13) et (3.14) donne 1'expression suivante de zy,. 
z,7 = —lntf (3.15) 
Ay 
avec : 
lji = -HJi{l-pi) (3.16) 
Pilrhi-d^r + pi)] 
h r(r + p , ) ( l - « / ) ( ^ - | ) 
Encore une fois, ^ de l'equation (3.17) depend uniquement de 1'indice i (peu importe la 
piece (1, 2, • • • ou m), ji a toujours la meme valeur), or Xji/Xu - di/dj. Par (3.15), (3.16) 
et (3.17), on peut conclure que le rapport entre zy et zu, pour j , I = 1, • • •, m et j ^ I, 
est egal a dj/di et done respecte la production synchronised de pieces (3.7). Le cout de 
stockage pour M,- avec penurie non permise est obtenu de [18] comme une fonction de 
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FIGURE 3.6 Modele equivalent simplifie a deux etats (M/+i) 
Zji- Si Ton remplace Zj\ par sa valeur de (3.15) avec (3.16) et (3.17), dans l'expression 
de ce cout, on obtiendra l'expression de la fonction de cout de transition suivante. Pour 
j = 1, • • •, m et i = 1, • • •, n - 1 : 
Tji{ai-\,aj) = 
Cjipi 
'r + Pi)(l-Piyi)[J'l-Pi A 




1 - pi Xji aj ( - )
l n ^ ' 
(3.18) 
La fonction de cout de transition Tj}(ai-\,ai) est definie comme etant le cout moyen (de 
stockage) necessaire pour assurer au stock XJJ, un coefficient de disponibilite at sachant 
que le stock x/,/-i est lui meme associe a un coefficient de disponibilite o/_i. 
3.6 Formulation du probleme d 'optimisation par la programmation dynamique 
Le probleme d'optimisation du systeme decrit dans la section 3.2 est formule comme 
suit: 
Soit une ligne de transfert, composee de n machines produisant chacune m types de 
pieces, soumise a une demande constante dj des pieces de type j (j = 1, •• •, m). Etant 
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donne un coefficient de disponibilite minimal desire des encours X/,n-i (j = 1, ••-, m), 
fl«_i> ^ aue Pour iout J = 1> ' ' " > m •' a^-\{~pr~)kjn > dj, Vobjectif est de determiner 
une sequence de coefficients a*, i - 1, •• •, n - 2 qui minimiserait le cout suivant : 
n—l m 
J* = inf, , i E I r > w , f l / ) (3.19) 
avec ao = 1 et At (a,-) et Vensemble admissible des coefficients de disponibilite. Cet 
ensemble admet une borne inferieure et superieure qui sont donnees, selon [35], par 
1'inequation suivante. 
Pour tout i = 2, • ••, n - 1 : 
f ^ j r dj r + Pi\ . fr + pj \ 
max< I I , > < fl,__i < mini a{. J > (3.20) 
{,Jir + pi ku r ) { r ' J 
U est a noter que le rapport entre la fonction du cout de transition (3.18) de la piece j 
et celle de la piece / (j, I = 1, • • •, m et j ^ I) est le suivant: Tjj(aj-\ .a,-)/J/,-(«,•_] ,a,-) = 
Cjidj/ciidj. Par consequent, (3.19) pourrait etre ecrite en fonction du cout de transition 
de la premiere piece (par exemple). 
'i=2....n-\ a^eAjiai)^ , L /=1
 c l / ^ l 
Cette observation est extremement importante parce qu'elle permet d'exprimer tout le 
probleme de la ligne de transfert multi-pieces en termes du probleme de la ligne mono-
piece. Le systeme se reduit done en un systeme mono-piece avec un seul degre de liberte. 
Ce degre represente les parametres de la premiere piece puisque la ligne produisant les 
pieces de types 2 a m est exprimee en fonction de la premiere piece. C'est grace a la 
production synchronised des pieces qu'une telle reduction de la complexity du probleme 
a pu etre realisee. 
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3.7 Cas particulier : Ligne parfaitement homogene 
Une ligne de transfert parfaitement homogene est un cas particulier des lignes partiel-
lement homogene, ou toutes les machines5 sont associees a des parametres identiques 
(pour tout / = 1, • • • , « - 1 : ri = r, pi = p et kjj = kj pour j - 1, •••, m). De plus, 
on suppose que pour tout j = 1, •••, m : a^^^Ak^ > dj. Nous nous interessons au 
comportement limite de la solution optimale lorsque le nombre de machines n tend vers 
l'infini. Nous cherchons done a determiner une sequence a\,ai,---, a„-2, lorsque n tend 
vers l'infini, en vue d'atteindre la fonction valeur 7* suivante. 
J* = lim ^ ^ i 1 
«-^°° n — 1 
(3.22) 
Notons que 1'homogeneite de la ligne de transfert permet le remplacement de 7);(<7,_ \, a,) 
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FIGURE 3.7 Profile optimal des coefficients de disponibilite pour une longue ligne de 
transfert homogene quand cPn_x > a, ou a est le minimiseur de T(a,a) 
Grace a la reduction, obtenue par 1'hypothese de la production synchronisee des pieces, 
du systeme multi-pieces en un systeme mono-pieces, tous les resultats de la ligne homo-
sLa derniere machine n'est pas necessairement associee aux memes parametres que les autres 
machines. 
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gene mono-piece sont applicables ici. Ces resultats sont resumes ci-dessous6. 
• Si Ton reformule le probleme de sorte a ce que l'espace d'etat de a\, i = 1, • • •, n - 1, 
soit discretise, et done se reduise en un nombre fini de valeurs, le nouveau probleme 
discretise admet une politique de loi de commande stationnaire en boucle fermee. 
Cela donne la possibilite de trouver cette loi de commande optimale stationnaire par 
un algorithme d'optimisation par iteration de politique [3]. 
• II est aussi possible de trouver une loi de commande optimale stationnaire entre n'in-
porte quelles deux etapes definissant un sous-probleme du probleme global discretise, 
soit par exemple de l'etape / a l'etape i +1 ou i > 0 et i +1 < n - 1. 
• Considerons une condition frontiere a®_l et une certaine perturbation arbitraire de 
cette condition frontiere; sous certaines hypotheses, il est possible de montrer qu'il 
existera une configuration optimale des coefficients de disponibilite de l'etape 1 a n 
- 2 qui se deplacera de fa§on monotone avec la perturbation. Ces hypotheses sont 
donnees dans le lemme I de [35]. Elles ont ete satisfaites dans toutes nos simulations 
et experimentations numeriques. 
• La sequence optimale des coefficients de disponibilite, «*_,- pour i > 1, convergera 
a une limite a. II est alors clair a partir de (3.19) que si 1'on moyenne, le cout de 
transition dominant sera £T=i Tj(a,a) : a est done le minimiseur de Y!f=\ Tj(a,a). Ce 
dernier est obtenu en posant a,_i = a,- = a dans (3.18)7. La sequence optimale des 
coefficients de disponibilite commen§era done avec un ao = 1 et ensuite diminuera de 
facon monotone jusqu'une certaine etape pour laquelle le coefficient de disponibilite 
sera quasiment egal a a et restera dans 1'entourage tres proche de a longtemps. Vers 
la fin de la ligne, la sequence augmentera ou diminuera dependant de a°_j et a. Pour 
a^,-\ > a* ^a sequence augmentera, sinon elle diminuera. Les figures 3.7 et 3.8 montrent 
6Voir la section V.B de [35] pour plus de details ainsi que pour les demonstrations. 
7Grace a la continuite du cout T et de ses derivees premiere et seconde, la propriete de stationnarite 
(dT/dyXa'^^a*.,) + {dT/dx)(a*„_„a*_i+i) = 0, la propriete de minimalite {d^T/dy
2)^;^^) 
+ (d2T/dx2)(a*__i,al_j+l) > 0 et le fait que lim^coa*.^, = limn^a*^ = lim„^„oa*_,-+1 = a, il n'est 
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FIGURE 3.8 Profil optimal des coefficients de disponibilite pour une longue ligne de 
transfert homogene quand a®_l < a, oil a est le minimiseur de T(a,a) 
3.8 Resultats numeriques 
Dans cette section, nous montrons les resultats numeriques du probleme de la program-
mation dynamique formule dans la section 3.6 (respectivement 3.7) pour une ligne de 
transfert multi-machines multi-pieces partiellement homogene (respectivement parfaite-
ment homogene). 
3.8.1 Lignes partiellement-homogenes 
Nous considerons ici une ligne de transfert partiellement homogene composee de 20 
machines (n = 20) et produisant 4 types de pieces (m = 4). Les parametres de cette ligne 
sont comme suit : Le taux de reparation de toutes les machines est fixe a r = 0.5, la 
demande des clients pour les 4 pieces est donnee par le vecteur d - [1.5 1.25 1.75 1], 
le cout de stockage de la piece j dans le stock i est fixe a cp - 2 pour j = 1, 2, 3, 4 et 
i- 1, • • •, 19. Les taux maximaux de production, pour i = 1, • • •, 20, des 4 pieces sont 
respectivement ku = 15.5 - 0.01 (M), k2i = 16 - 0.01 (/-I), k3i = 16.5 - 0.01 (z'-l) et k4i = 
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15 - O.Ol(M). Les conditions des deux frontieres (gauche et droite) sont CIQ = 1 et a°]9 = 
0.85. 
Par ailleurs, nous considerons deux cas. Le premier ou le taux de panne des machines 
diminue en allant de la premiere machine vers la derniere. Pour ce faire, nous posons le 
taux de panne p\ = 0.2 - 0.005(z-l) pour / = 1, • • •, 20. Quant au deuxieme cas, le taux de 
panne des machines augmente en allant de la premiere machine vers la derniere. Le taux 
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FIGURE 3.9 Profil optimal des coefficients de disponibilite des encours Xjj (j = 1, 2, 3, 
4 et i = 0, • • •, 19) pour une ligne partiellemnt homogene avec les taux de 
panne diminuant avec 1'augmentation de 1'indice i 
Les resultats obtenus par la programmation dynamique pour les deux cas ci-haut en 
utilisant notre methode de decomposition et la politique de production synchronisee 
sont montres dans les figures 3.9 et 3.10. Ces figures representent les coefficients de 
disponibilite optimaux (au pour i = 0, • • •, 19). Un regime transitoire peut etre observe 
dans les deux courbes. Pendant cette periode transitoire, la solution optimale est sensible 
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aux conditions aux deux frontieres, gauche (ao) et droite («^_j). Au centre de la ligne, 
les coefficients de disponibilite optimaux sont decroissants ou croissants monotones. 
Lorsque les machines deviennent plus fiables (le taux de panne des machines augmente 
en allant du debut vers la fin de la ligne), les coefficients au centre sont decroissants 
monotones. Par contre, ils sont croissants monotones lorsque les machines deviennent 
moins fiables (le taux de panne des machines diminue en allant du debut vers la fin de la 
ligne). Ce comportement est du au fait qu'une machine fiable n'a pas besoin d'un grand 
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FIGURE 3.10 Profil optimal des coefficients de disponibilite des encours Xj, (j = 1, 2, 3, 
4 et i = 0, • • •, 19) pour une ligne partiellemnt homogene avec les taux de 
panne augmentant avec l'augmentation de l'indice i 
3.8.2 Lignes parfaitement homogenes 
Pour la ligne parfaitement homogene, nous montrons (a titre d'exemple) les resultats 
obtenus pour la ligne suivante. La ligne est composee de 20 machines identiques ayant 
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chacune un taux de reparation r = 0.5 et un taux de panne p = 0.2. La ligne produit 4 
types de pieces. La demande des pieces est d - [1.5 , 1.25 , 1.75 , 1], les taux de produc-
tion maximaux de toutes les machines sont identiques pour chaque piece et sont donnes 
par les valeurs suivantes : k\j = 15.5, % = 16, %,• = 16.5 et k^ = 15. Les couts de sto-
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FIGURE 3.11 Profil optimal des coefficients de disponibilite des encours Xjj (j = 1, 2, 3, 
4 et i = 0, • • •, 19) pour une ligne homogene avec a°]9 = 0.85 et a = 0.4981 
(fl?9 > «) 
premier ou la condition de la frontiere droite a®9 est superieure a a (figure 3.11), et le 
deuxieme ou a®9 < a (figure 3.12). Comme prevu par la theorie developpee dans [35], 
les figures montrent que suffisamment loin des deux extremes (gauche et droite) de la 
ligne, la valeur optimale des coefficients de disponibilite devient une constante qui n'est 
autre que a le minimiseur de T(a,a). La figure 3.13 montre la fonction cout de transi-
tion, T(cij-],ai), lorsque a,_] = ai = a pour les memes donnees de la ligne ci-haut mais 
seulement pour des valeurs de a commencant de la valeur minimale (0.4867) jusqu'a 
0.55 pour montrer la convexite de la fonction. Ensuite, la fonction croit tres rapidement 
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FIGURE 3.12 Profil optimal des coefficients de disponibilite des encours xp (j = 1, 2, 3, 
4 et i = 0, • • •, 19) pour une ligne homogene avec a°l9 = 0.4 et a = 0.4981 
o 
'19 
(a% < a) 
avec 1'augmentation du coefficient de disponibilite. En general, a le minimiseur de cette 
fonction est extremement proche du coefficient minimal permis, amjn, qui represente la 
limite d'ergodicite (la limite en dessous de laquelle la demande ne sera pas satisfai-
sable). Pour les donnees ci-haut, am\n - 0.4867 et a - 0.4981. Done, loin des extremites 
d'une ligne de transfert homogene, le fonctionnement optimal avec les (a) represente en 
quelque sorte une production du type " Juste a temps ". Ainsi, cette production minimise 
le temps de sejour des encours dans les stocks intermediaires en favorisant la production 
maximale quand les machines peuvent produire. Les simulations montrent aussi que si 
les taux maximaux de production augmentaient tout en gardant les memes parametres 
de fiabilite dans la ligne, a diminuerait. Ceci n'est pas du tout surprenant puisque dans 
ce cas la ligne satisferait la demande plus facilement ce qui justifie le fait de ne pas avoir 
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FIGURE 3.13 Fonction cout de transition T{a\-\ ,aj) lorsque o,_i = a,- = a 
3.9 Conclusion 
Dans ce chapitre, nous avons developpe une technique d'optimisation des lignes de 
transfert partiellement homogenes multi-machines produisant differents types de pieces. 
Cette technique utilise la methode de decomposition basee sur 1'hypothese de decou-
plage des machines et le principe de moyennage de la demande. Les parametres a op-
timiser sont les coefficients de disponibilite de chaque type de piece dans chaque stock 
pour un vecteur demande donne et un coefficient de disponibilte d'inventaire minimal. 
Chacun de ces coefficients est directement lie au seuil critique d'une des pieces dans le 
stock correspondant (les niveaux de Kanbans). Etant bornes inferieurement et superieu-
rement, le choix des coefficients de disponibilite comme parametres d'optimisation rend 
le calcul de la solution optimale par la programmation dynamique plus aise. La fonction 
cout a ete choisie de sorte a minimiser a la fois les couts totaux de stockage de toute la 
ligne, tout en garantissant un certain niveau de disponibilite d'inventaire pour repondre 
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a un vecteur donne de demandes des clients malgre la non fiabilite de la ligne. 
Grace a notre politique de production synchronised des pieces, le probleme se reduit a 
un seul degre de liberte, celui d'un type arbitraire de pieces, ce qui simplifie enorme-
ment le modele mathematique et les calculs du programme d'optimisation associe. Ceci 
augmente l'efficacite et les chances d'applicabilite de la technique developpee. C'est un 
outil prometteur d'optimisation des lignes de transfer! partiellement homogene multi-
machines multi-pieces grace a la precision des resultats ainsi que le temps de calcul 
assez court meme pour les grandes lignes. 
Nous avons etudie aussi le cas particulier des lignes parfaitement homogenes ou les 
machines partagent les memes taux de panne et de reparation ainsi que les memes taux 
maximaux de production pour chaque type de piece. Les coefficients optimaux obtenus 
dans ce cas favorisent une production qui est tres proche du " Juste a temps ". Ce mode 
d'operation est surement le plus optimal possible puisqu'il minimise le temps de sejour 
des encours dans la ligne minimisant par la-meme les couts de stockage. Les resultats 
numeriques obtenus ici concordent bien avec la theorie developpee et les resultats de 
Sadr et Malhame [35] ce qui rassure quant a l'exactitude de nos resultats numeriques. 
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CHAPITRE 4 
OPTIMISATION DES LIGNES DE TRANSFERT NON HOMOGENES SOUS 
POLITIQUE SYNCHRONISED 
4.1 Introduction 
Dans le chapitre precedent, nous avons introduit la ligne de transfer! partiellement ho-
mogene ainsi que la methode de decomposition utilisee pour decomposer la ligne de 
n machines couplees en une ligne de n machines approximativement isolees. Dans ce 
chapitre, nous appliquerons la meme methode de decomposition mais cette fois-ci a une 
ligne de transfert non-homogene sous la politique synchronised de production. 
Nous appelons une ligne de transfert non-homogene multi-machines multi-pieces une 
ligne constitute de n machines en tandem separees par des stocks intermediates, ou 
chaque machine possede son propre taux moyen de reparation (r,) et son propre taux 
moyen de panne (pi), i = 1, • • •, n. Cette ligne produit m differents types de pieces. 
Dans le reste de ce chapitre, nous formulerons d'abord le probleme; nous presenterons 
ensuite le modele mathematique correspondant au cas non-homogene. La technique de 
decomposition presentee au chapitre precedent sera alors adaptee au cas present sous 
la politique de production synchronisee de pieces. La modelisation rapportee dans cette 
partie suit Sadr et Malhame [36]. Finalement, nous utiliserons la programmation dyna-
mique pour optimiser les differents niveaux de Kanbans et presenter quelques exemples 
des resultats numeriques obtenus. 
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4.2 Formulation du probleme 
Soit Xjj(t) le niveau de la piece j au stock / a Finstant /, avec j = 1, ••• .met i = 1, 
• • •, n. La machine M,-, quand elle le peut, produit la piece j (j = 1, • • •, m) a un taux 
variant de 0 a kp. L'etat de la machine M,, a,- (i = 1, • • •, «), evolue selon une chaine de 
Markov a temps continu a deux etats avec un taux moyen de panne pi et un taux moyen 
de reparation r,, ou oc, = 1 represente l'etat fonctionnel de la machine et a, = 0 l'etat de 
panne. Le taux instantane de demande pour les produits finis de type j est considere etre 
une constante dj (j = 1, • • •, in). 
Les hypotheses de la section 3.2.1 sont toujours valides ici mais la condition de faisabilite 
de la demande s'ecrit pour le cas non-homogene comme suit. Pour j = 1, • • •, m et i = 1, 
-^—kjiXlj (4.1) 
La dynamique de 1'inventaire Xjj(t), j = 1, • • •, m et i = 1, • • •, n s'ecrit de la meme facon 
que celle de l'equation 3.2. 
A l'instar du chapitre precedent, notre objectif est de developper une technique efficace 
pour optimiser le niveau de Kanban Zji, j = 1, • • •, m et i = 1, • • •, n (n > 2), afin de 
reduire au minimum une mesure convenablement definie du cout moyen a long terme. 
Tout comme la ligne partiellement homogene, la technique de decomposition, basee sur 
l'hypothese de decouplage des machines et le principe de moyennage de la demande, 
sera tres utile pour traiter chaque machine separement en tenant en compte approximati-
vement l'influence du reste de la ligne. La politique de production a considerer est celle 
de la production synchronisee de pieces (3.7). Le Lemme 3.1 et la proposition 3.2 ainsi 
que toutes leurs consequences s'appliquent aussi pour le cas non-homogene. 
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4.3 Modele mathematique 
Dans la section 3.5 du chapitre 3, nous avons obtenu un modele a deux etats de la 
machine equivalente Mi (/ = 2, • • •, ri) pour la ligne partiellement homogene. Pour le cas 
de la ligne non-homogene, le modele est beaucoup plus complique parce que les taux 
de reparation des machines sont differents. Dans cette section, nous aimerions obtenir 
un modele de la machine equivalente qui soit suffisamment precis mais reste simple au 
niveau de l'application en vue de l'implantation d'un algorithme d'optimisation par la 
programmation dynamique. L'evolution de 1'etat de la vraie machine Mi, otj(t), (i = 1, 
• • •, n) se fait selon une chaine de Markov a temps continu a deux etats avec un taux 
de panne pj et un taux de reparation r,. Quant au processus binaire de disponibilite de 
l'encours xp, Ij(t) (i = 1, • • •, n - 1)!, il evolue selon une chaine de Markov a deux etats 
mais avec des taux differents de ceux de la figure 3.4. Le taux de reparation du stock i, 
dans le cas non-homogene, doit prendre en consideration le vrai taux de reparation de 
la machine M,- ainsi que tous les taux de reparation en amont de l'etape /. Soient n le 
taux de reparation de la machine (Active) approximative Mj et pSj le taux de penurie du 
processus approximatif de /,(/) (le processus de disponibilite de l'encours xp). La figure 
4.1 represente la chaine de Markov approximative de ce processus. ?,- est lie a o,- par la 
n 
FIGURE 4.1 Le modele Markovien de l'etat de disponibilite de l'encours xp, j = 1,- • •, 
m e t / = ],•••, n - 1 
'Notons que la production synchronisee implique que hi{t) = ht(t) = • • • = 7m,-(r) = /,(?) 
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relation suivante. 
P, = ^ ^ (4.2) 
at 
Pour la premiere machine de la ligne, le modele a considerer est celui de la vraie machine 
avec son taux de panne et de reparation p\ et r\ (respectivement). A partir de i = 2 a n, 
le modele a considerer est celui de la machine approximativement isolee qui prend en 
compte le comportement de la machine reelle et l'impact de la disponibilite du stock en 
amont. Ce modele est obtenu par le produit cartesien de la chaine de Markov associee 
a la disponibilite de l'encours •*/,/-1, h-\, et celle associee a la machine M,-. Le produit 
cartesien donne un modele a quatre etats dont un seul est fonctionnel et les trois autres 
sont des etats de pannes (Fig. 4.2). L'etat de panne resultant des pannes simultanees de 
FIGURE 4.2 Le produit cartesien des deux modeles de 7,-_i et M,-
/,_] et a,- est neglige parce qu'il arrive tres rarement en general. II reste done trois etats 
dont l'un est fonctionnel et les deux autres sont des etats de pannes. Le premier etat de 
panne (Panne]) represente la machine M, en mode operationnel (a,- = 1) et le processus 
de la disponibilite de l'encours XJJ-\ en penurie (7,-_i = 0). Ces deux evenements etant 
supposes independants par la technique de decomposition, la probabilite de cet etat de 
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panne est donnee par 1'equation suivante. 
P[Pannel] = —^—(l-ai-i) (4.3) 
A partir de cet etat de panne, le systeme retourne a 1'etat operationnel avec un taux r,_i. 
Quant au deuxieme etat de panne (Pannel), il represente la machine M; en panne (0£, 
= 0) et le processus de la disponibilite de l'encours x/,;-i disponible (7,_i = 1). Ces 
deux evenements etant supposes independants par la technique de decomposition, la 
probability de cet etat de panne est donnee par l'equation suivante. 
P[Pannel] = —— a,_i (4.4) 
n + Pi 
A partir de cet etat de panne, le systeme retourne a 1'etat operationnel avec le taux r\. 
Etant donne que le systeme est en mode de panne (Pannel ou Pannel), les equations 
4.5 et 4.6 donnent respectivement la probabilite que la source de panne soit Pannel 
(respectivement Pannel). 
- 2 - ( l - f l / _ i ) 





P> g. , 
r,-(l-a/_i)+/7/ai_i 
(4.6) 
Si Ton veut agreger les deux etats de panne ensemble, pour minimiser 1'impact de la 
perte d'information, le taux de reparation f, de la machine M; doit etre calcule par l'es-
perance conditionnelle de ce taux sachant que Ton est en etat de panne. Cette esperance 
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conditionnelle est donnee par £[taux de reparation\Panne]} P[Panne\ \Panne] + E[taux 
de reparation|Pannel) P[Panne2\Panne}. Compte tenu de (4.5) et (4.6), nous obtenons 
F equation suivante pour i = 2, ••• ,n. 
n = 
r,( l - f l ; _ ] ) 





De plus, nous imposons que la probabilite stationnaire de Fetat operationnel de la ma-
chine equivalente (r,7(r,+p,)) soit egale a la probabilite des etats operationnels du pro-
cessus de la disponibilite d'encours /,_] et de la machine M, simultanement, donnant une 
probabilite de (r/_i/(p5._, + f,-_i))-(r,-/(r,- + /?/)), avec (r,-/(r,- + /?,•)) la probabilite exacte 
de Fetat operationnel de la machine M7. Le resultat nous donne une expression pour /?,. 
Pi 
n + pi 
- l (4.8) 
Par consequent, le modele de la machine equivalente est une chafne de Markov evoluant 
avec un taux de panne />,• et de reparation r,- (Fig. 4.3). Selon le principe de moyennage 
n Pi 
FIGURE 4.3 Modele equivalent simplifie a deux etats de M,-
de la demande, at (i = 1, • • •, n -1) est calcule par la formule tiree de Hu [18], considerant 
que la machine approximative separee M, est soumise a une demande dj/ai de pieces du 
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type j . 
avec : 
o-i = 1 — r 
n + pi 
1-P» 




La solution de (4.9) pour zp avec l'usage de (4.10) et (4.11) donne, pour j = 1, • • •, m et 
i = 1, • • •, n - 1 : 
1 
avec : 
zji = T-\r\yi 
Pi[nkji-dj(n + Pi)] 
(4.12) 
7i = 
n{ri + Pi)(l-aj)(kjj 
(4.13) 
(4.14) 
II est a noter que jdji/fiu = ̂ -ji/^u = d/fdj. Cette remarque est d'une importance cruciale 
parce qu'elle garantit que les seuils critiques de (4.12) respectent la condition de la 
production synchronisee de pieces (3.7). Selon Hu [18] et en utilisant (4.12) avec (4.13) 
et (4.14), on obtient 1'expression du cout de stokage pour M,;, pour j = 1, •••, m et i = 1, 





ka- '- - -^-(n + pi) InK (4.15) 
ou Cji est le cout de stockage par unite de temps et de produit de la piece j dans le dernier 
stock i. 
Quant a la derniere machine qui peut admettre un stock negatif pour toutes les pieces (XJ, 
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< Zj„ V j = 1, • • •, m), Bielecki et Kumar [4] ont optimise ses couts totaux de stockage 
et de penurie considerant que la machine est separee et produit un seul type de piece. 
Dans notre cas, la machine equivalente a la derniere est considered approximativement 
separee avec des taux respectifs de panne et de reparation p„ et r„. Elle est soumise a 
une demande dj des pieces de type j (j - 1, • • •, m). Contrairement aux n -1 premiers 
stocks en aval des n -1 premieres machines de la ligne, il n'existe pas de coefficient de 
disponibilite pour les quantites des produits finis (XJ„) parce qu'elles ne sont pas bornees 
inferieurement. Definissons la variable z„ comme suit: z„ = z.j„ldj V j = 1, • • •, m; notons, 
vu (3.7), que cette fraction est une constante peu importe la valeur de j . Le cout total de 
stockage et de penurie de la piece j dans le dernier stock est donne par 1'equation (4.16). 
Ce cout est la fonction a optimiser dans [4]. 
Tj„(f„,p„,Zn) = CjndjZn + 
p„k jn 






°> = f„(kjn - dj) - p„dj (4.17) dj{kjn-dj) 
ou c+ (respectivement c~ ) est le cout de stockage (respectivement de penurie) par unite 
de temps et de produit de la piece j dans le dernier stock2. Bielecki et Kumar [4] ont 
optimise ce cout pour une piece unique dans le sens ou ils ont trouve le seuil critique 
optimal minimisant ce cout. Pour le cas multi-pieces, nous devons optimiser le cout total 
de stockage et de penurie de toutes les pieces pour le dernier stock. Ce dernier est donne 
par 1'equation suivante. 
-^FyfnjPmZn) — 7 , 1 jn\?niPmZn) 
7=1 
(4.18) 
Dans ce cas, la variable a optimiser est zn qui est une mesure de tous les seuils de toutes 
'II est a noter que la condition d'ergodicite exige que a,„ soit positif pour tout j = 1, •••, /«; sinon la 
demande dj ne sera pas satisfaisable par la machine Mn. 
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les pieces dans le stock de produits finis. Si dTp(r„,p„,z„)/dzn > 0 a z„ = 0, la valeur 
optimale de zn sera egale a zero; sinon, il faudra trouver la valeur positive
3 de zn pour 
laquelle dTf(rn:p„,zn)/dz„ = 0 et d
2Tf(fri,pri,Zr,)/dzl > 0. Soit jS definit comme suit. 
(r„ + P,1)(k]n~d])^c%dj 
pnkinZ%=l{cj„ + Cjn)dj 
Par l'analyse ci-haut, la valeur optimale de zn qui minimise (4.18) est donnee par l'equa-
tion suivante. 
0 si j8 > 1 
(4.20) 
^L_/«(I) s i n o n 
Par consequent, le cout optimisant la derniere machine separement est obtenu en rem-
placant une des valeurs du z* de (4.20) dans (4.18) selon la valeur dej3.Ce cout est une 
fonction de fn et p„ qui sont des fonctions de a„^\ ((4.7) et (4.8)) et done il est a prendre 
en consideration pour la programmation dynamique. 
4.4 Verification de la performance du modele 
Afin d'evaluer le degre d'exactitude du modele presente dans la section precedente, 
nous allons comparer l'estimation des coefficients de disponibilite et des couts moyens 
obtenus analytiquement par les equations du modele avec les coefficients de disponibilite 
et les couts moyens obtenus par la simulation de Monte-Carlo pour un choix donne 
de seuils critiques. Cette demarche a ete employee sur de nombreuses donnees, nous 
allons montrer a titre d'exemple trois differentes lignes de transfert non homogenes, 
puis comparer les resultats de revaluation analytique avec ceux de la simulation. Pour 
les trois lignes, nous avons fixe le nombre de machines a 3 (n - 3), le nombre de pieces a 
3 (m = 3). Le vecteur de la demande pour les trois pieces est donnee par d = [1 1.2 0.9], 
3Une valeur negative de z„ ne sera jamais optimale. Voir [4] pour plus de details. 
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les couts unitaires de stockage donnes par cp = 2 pour j = 1, 2, 3 et i = 1, 2, les couts 
unitaires de stockage dans le dernier stock donnes par c% = 2 pour j = 1, 2, 3 et les couts 
unitaires de penurie des trois pieces dans le dernier stock donnes par cj^ = 10 pour j = 
1, 2, 3. Le reste des donnees sont differentes d'une ligne a l'autre. Les tableaux 4.1, 4.2 
et 4.3 donnent ces donnees pour les trois lignes. 
TABLEAU 4.1 Donnees de la premiere ligne 
Pi 
2=1 /= 2 2 = 3 
0.1 0.08 0.15 
2 = 1 2 = 2 2 = 3 
0.5 0.45 0.6 
.7 = 1 
./ = 2 
.7 = 3 
kp 






































TABLEAU 4.2 Donnees de la deuxieme ligne 
Pi 
1 2 = 2 2 = 3 
0.05 0.07 0.075 
1 i = 2 i = 3 
0.45 0.55 0.5 
. 7 = 1 
.7 = 2 




































TABLEAU 4.3 Donnees de la troisieme ligne 
i= ] 2 = 2 2 = 3 
0.2 0.15 0.1 
2 = 1 2 = 2 2 = 3 
0.6 0.45 0.4 
.7 = 1 
.7 = 2 
.7 = 3 
kjj 






































Soit Tji le cout de stockage et de penurie (uniquement pour la derniere machine) de la 
piece j dans le stock i. Les tableaux 4.4, 4.5 et 4.6 montrent les resultats de la comparai-
son entre 1'evaluation analytique basee sur les equations du modele et la simulation de 
Monte-Carlo pour les trois lignes. 














































































































Ces resultats montrent une tres bonne precision des estimes des coefficients de disponi-
bilite et des couts moyens de stockage et de penurie. L'erreur maximal des couts moyens 
totaux de 1'evaluation analytique par rapport aux couts moyens totaux de la simulation 
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de Monte-Carlo est de l'ordre de 2.5%. Par ailleurs, beaucoup d'autres comparaisons ont 
ete faites et ont approuve la precision des estimations du modele. Par contre, uniquement 
dans les cas peu frequents ou les donnees de la ligne imposent un fonctionnement qui 
se rapproche de la limite de l'ergodicite (limite de capacite a repondre a la demande), 
les estimations analytiques du modele different plus ou moins de la simulation a cause 
de 1'instability de la simulation due particulierement a la grande variance des niveaux de 
stockage de la derniere machine (de moins Finfini jusqu'aux seuils critiques), du bruit 
inherent a la simulation de Monte-Carlo et des approximations du modele (decouplage 
des machines, moyennage de la demande, aggregation de l'etat et la distribution expo-
nentielle attribuee aux temps de disponibilite des encours). Vu les differentes sources 
d'aleas du systeme, les couts obtenus de la simulation doivent etre des couts moyens. 
Pour ce faire, nous avons defini des cycles pour chaque piece dans chaque stock. Ces 
cycles commencent quand le niveau de l'inventaire est a son seuil critique correspon-
dant, et y demeure jusqu'au moment d'une panne de machine ou d'une penurie de stock, 
a partir duquel le niveau d'inventaire varie pour une certaine periode de temps avant de 
revenir de nouveau au seuil critique. Le moment de retour au seuil represente la fin du 
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cycle actuel et le debut d'un nouveau cycle. Le cout moyen par cycle est done le rapport 
du cout total du cycle sur le temps du cycle. Ce cout moyen par cycle varie d'un cycle a 
Fautre selon les evenements critiques le gerant. Done, pour avoir une meilleure estima-
tion du cout moyen, la somme de tous les couts moyens par cycle pour une piece donnee 
dans un stock quelconque doit etre moyennee sur Fensemble des cycles. Quant aux cri-
teres d'arret de la simulation, nous exigeons que Fecart-type de ce cout moyen par cycle 
moyenne sur Fensemble des cycles soit inferieur a 0.01 pour toutes les pieces dans tous 
les stocks, qu'il y aie eu au moins 10000 cycles pour chacune des pieces dans chaque 
stock, que Ferreur relative du cout entre deux iterations successives soit inferieure a 10~9 
et qu'au moins 200000 iterations aient ete completers. 
4.5 Probleme d'optimisation par la programmation dynamique 
Dans la section precedente, nous avons developpe un modele approximatif simplifie a 
deux etats pour la machine equivalente M,- pour / = 1, • • •, n (avec Mi = M\ et done 
f\ = r\ et p\ = p\). L'espace d'etat a chaque etape est bidimensionnel (r,-,/?,-) et un 
sous-ensemble de M2. La variable de decision, pour i = 1, • • •, n - 1, est le coefficient 
de disponibilite Oj qui est bornee inferieurement aussi bien que superieurement; tandis 
que pour la derniere etape du probleme, la variable de decision est zn qui est bornee 
uniquement inferieurement. A ce stade, il est clair que le probleme est divise en deux 
sous-problemes de deux natures differentes, le premier concerne les etapes de 1 a n - 1 
et le deuxieme concerne la derniere etape n. Nous resolvons done chaque sous-probleme 
de facon separee. La solution optimale du deuxieme sous-probleme a ete deja donnee 
dans la section precedente par (4.20). Cette solution entre en jeu pour la determination 
de la solution du premier sous-probleme puisque f* est fonction de fn et p„ qui sont 
elles-meme des fonctions de a„-\. 
Le probleme d'optimisation des zones de stockage d'une ligne de transfert multi-
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machines multi-pieces par la programmation dynamique est done formule de la facon 
suivante. 
Soit une ligne de transfert non-homogene multi-machines produisant m types de pieces, 
soumise a une demande constante de taux dj despieces de type j (j = 1, •••, m) reali-
sable par chaque machine separee. Notre objectif est de determiner une sequence opti-
male des coefficients de disponibilite des encours (a; pour i-1, • • •, n -1), si elle existe, 
qui permettrait d'atteindre la borne inferieure du cout total de stockage et de retard de 
livraison : 
f m n—\ ~\ 
J*= inf \Y,LTJi(n'Pi>ai) + TFfa,P»,zn)\ (4.21) 
avec Tji(ri,pi,ai) donne par (4.15) et Tp(rn)pnizn) donne par (4.18) mais remplacant z„ 
par une des valeurs de f* de (4.20) selon la valeur de /3. A/(r;+i, /5,+i), pour i=\, ••• ,n-
1, sont les ensembles des coefficients de disponibilite (a,-) admissibles. Deux contraintes 
principales determinent Aj(rj+\.pj+i). Puisque aj sont des coefficients de disponibilite, 
alors 0 < a\ < 1. En plus, pour que la demande dj soit realisable par la machine M„ il 
faut que : 
lf ^ fo+i >
 dJ (4-22) 
Kri+l +Pi+\) 
avec f,+] et pj+i sont donnees respectivement par (4.7) et (4.8) mais avec l'indice i + 1 
a la place de i. 
4.6 Solution du probleme de la programmation dynamique 
Dans cette section, nous presentons la solution du probleme de la programmation dy-
namique presente dans la section precedente. En principe, trois algorithmes ameliores 
graduellement sont proposes. 
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4.6.1 Algorithme de discretisation exacte de l'espace d'etat 
Cet algorithme se compose principalement de deux phases : la phase de la generation 
de l'espace d'etat et la phase de l'optimisation par la programmation dynamique. La 
premiere phase consiste d'abord a discretiser la variable de decision a„ pour i = 1, • • •, n 
- 1, avec un certain pas de discretisation. Chaque o, est discretise de sa borne inferieure 
definie par la condition d'ergodicite jusqu'a sa borne superieure qui est a la limite egale 
a 1. Cette discretisation permet la generation de l'espace d'etat [r,./5,]r par les equations 
(4.7) et (4.8) (pour i = 2, • • • ,n) avec l'espace d'etat a la premiere etape f\ = r\ et p\ = 
p\. Une fois les espaces de decision et d'etat generes, vient la phase de l'optimisation 
par la programmation dynamique de droite a gauche (de i - n jusqu'a 1) pour trouver la 
trajectoire optimale des coefficients de disponibilite, a,;(i = 1, • • •, n -1). Le cout a utiliser 
pour la derniere etape (i - n, qui est la premiere etape de la programmation dynamique) 
est celui donne par (4.18) mais avec z* de (4.20). Apres avoir trouve une trajectoire 
optimale des coefficients de disponibilite, a*, par la programmation dynamique, il suffit 
de remplacer a, par a* dans (4.12), (4.13) et (4.14) pour obtenir les seuils critiques 
optimaux z*:t pour j - 1, • • •, m et i = 1, • • •, n - 1. 
Cet algorithme coute tres cher en termes de memoire utilisee et de temps de calcul puis-
qu'il genere un espace d'etat discretise exact. En fait, l'espace d'etat augmente exponen-
tiellement en allant de i - 1 jusqu'a n. II est aussi a noter que plus le pas de discretisation 
est precis (un pas de discretisation de plus en plus petit), plus la solution obtenue sera 
precise mais la memoire a utiliser sera plus grande et le programme sera plus lent. 
L'idee de base de 1'algorithme de discretisation exacte de l'espace d'etat se resume done 
comme suit. 
1. Generation de l'espace d'etat: Pour i - 2 a n : 
1.1. Discretiser a,_] de sa borne inferieure jusqu'a la limite de 1. 
1.2. Pour chaque valeur discretisee de «,-_], generer l'espace d'etat [r;./?,]r a partir 
58 
des equations (4.7) et (4.8). 
1.3. Enregistrer les valeurs de a,-], f\ et p\. 
2. Optimisation par la programmation dynamique4 : 
2.1. Pour tous les etats generes a la derniere etape, calculer le cout par (4.18) avec zn 
= f* et l'enregistrer pour chaque paire [r„,pn]
T. 
2.2. Pour i = n - 1 jusqu'a 1 : 
Pour chaque paire [f;,p;]r : 
2.2.1. Calculer le cout de transition par (4.15). 
2.2.2. Ajouter ce cout a chaque cout des etats successeurs (/ + 1). 
2.2.3. Choisir l'etat successeur [r^i, pi+\]
T qui donne le cout optimal de l'etape i 
a n. 
2.2.4. Enregistrer ce successeur et le a\ correspondant. 
2.3. Trouver les coefficients de disponibilite optimaux (a,-) qui minimisent le cout 
total de la ligne de transfert. 
4.6.2 Algorithme de discretisation de I'espace d'etat avec abscisse reduite 
Cet algorithme est base sur l'observation, de (4.7) et (4.8), que l'etat bidimensionnel a 
l'etape i depend uniquement de r,_i et a,-_i, mais pas directement de pj-\. Un moyen 
de generer une approximation de taillefixe, disons N2, de I'espace d'etat a chaque etape 
de i = 3 a n est de commencer avec r\ et discretiser a\ en iV valeurs equidistantes de sa 
borne inferieure jusqu'a sa borne superieure, pour generer Â  valeurs possibles de l'etat 
bidimensionel [r2,p2\T a l'etape 2 en utilisant (4.7) et (4.8). Les N valeurs possibles de 
rn avec ./V valeurs discretisees de a-i generent N2 etats bidimensionnels [r^,p^]T a l'etape 
3. Ensuite, nous divisons l'abscisse ?•$ en N intervalles equidistants et retenons unique-
ment ./V valeurs de rj, parmi les N2 valeurs generees pour representer ces N intervalles 
4Nous suggerons Bertsekas [3] pour plus de details sur la programmation dynamique comme un outil 
d'optimisation. 
59 
(une seule valeur retenue de fj, par intervalle). Les N etats representant rj, sont choisis 
selon les abscisses les plus proches possibles des milieux des intervalles pour mieux 
les representee Par exemple, s'il y a 5 valeurs generees de ?•$ dans l'intervalle i (i - 1, 
• • •, N), nous conserverons uniquement parmi ces 5 valeurs celle qui a l'abscisse (rj) la 
plus proche possible du milieu de cet intervalle; et de meme pour chacun des intervalles 
restants. Les N etats retenus a l'etape 3 avec TV valeurs discretisees de a?,, a leur tour, 
genereront N2 etats bidimensionnels [f^.p^]T a l'etape 4. La meme procedure est repe-
tee juqu'a la generation d'un espace d'etat de taille N2 pour chaque etape de 3 a n. Avec 
l'espace d'etat et de decision generes, une solution optimale du probleme pourrait etre 
trouvee par la programmation dynamique. La Fig. 4.4 montre l'espace d'etat a l'etape 2 
genere a partir de r\ et trois (N = 3) valeurs discretisees de a\ (a\, a2 et a\). L'espace 
d'etat de l'etape 3 est montre dans la Fig. 4.5. Cet espace, qui est genere a partir des trois 
valeurs de fj et trois valeurs discretisees de ai {a\, a2 et a^), contient neuf valeurs (N2 = 
9) dont on retient uniquement trois pour generer l'espace d'etat de l'etape 4. 
Cet algorithme permet d'obtenir un espace d'etat de taille fixe (N2 valeurs) pour les 
etapes de 3 a n et done la precision de la solution obtenue sera la meme pour ces etapes. 
Pour la premiere etape, l'espace d'etat contient une seule valeur (r\,p\) tandis que celui 
de la deuxieme etape contient ./V valeurs possibles. L'algorithme est plus rapide que le 
premier algorithme et utilise moins de memoire mais des ameliorations peuvent toujours 
etre apportees tant au niveau de la vitesse de calcul que de la precision de la solution 
obtenue. 
Les demarches principales de Valgorithme de la discretisation de l'espace d'etat avec 
abscisse reduite peuvent se resumer comme suit. 
1. Generation de l'espace d'etat: 
1.1. Discretiser a\ en iV valeurs, de sa borne inferieure jusqu'a la limite de 1, pour 





*1 < & • 
a\ 
T-y n 
FIGURE 4.4 Generation de l'espace d'etat a l'etape 2 a partir de r\ et les valeurs discre-









\ / / 
\ / / 
Les 3 valeurs a retenir pour 
representer les 3 intervalles de 7^ 
FIGURE 4.5 Generation de l'espace d'etat a l'etape 3 a partir de ?i et les valeurs discre-
tisees de ai, pour N = 3 
1.2. Generer un espace d'etat a l'etape 3 de taille Â 2 a partir des iV valeurs de ?2 avec 
N valeurs discretisees de ai-
1.3. Pour / = 3 a n - 1 : 
1.3.1. Enregistrer l'espace d'etat de [r,,pi\T de taille ./V2. 
1.3.2. Diviser 1'abscisse (?;) en N intervalles entre sa valeur minimale et maximale. 
1.3.3. Pour chacun des intervalles, retenir une seule valeur de (r,) representant l'in-
tervalle. 
1.3.4. Generer un espace d'etat a l'etape / + 1 de taille ./V2 a partir des N valeurs 
retenues de r, avec N valeurs discretisees de «,;. 
2. Optimisation par la programmation dynamique : 
2.1. Pour tous les etats generes a la derniere etape, calculer le cout par (4.18) avec zn 
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= z* et l'enregistrer pour chaque paire [f„,p„]T. 
2.2. Pour i = n - 1 jusqu'a 1 : 
Pour chaque paire [fi,pi]T : 
2.2.1. Calculer le cout de transition par (4.15). 
2.2.2. Ajouter ce cout a chaque cout des etats successeurs (/ + 1). 
2.2.3. Choisir l'etat successeur [r,-+] ,/5/+j]
r qui donne le cout optimal de l'etape i 
an. 
2.2.4. Enregistrer ce successeur et le «/ correspondant. 
2.3. Trouver les coefficients de disponibilite optimaux (a,) qui minimisent le cout 
total de la ligne de transfert. 
4.6.3 Algorithme de maille adaptative 
L'algorithme de maille adaptative se compose principalement de deux phases. Dans la 
premiere phase, Valgorithme de la discretisation de Vespace d'etat avec abscisse reduite 
est utilise avec un certain TV pas tres grand afin de generer rapidement un espace d'etat 
discret de taille TV2 a chaque etape (de 3 a n) et une trajectoire initiale sous-optimale 
des coefficients de disponibilite. Ensuite vient la deuxieme phase qui consiste a utili-
ser le meme algorithme mais avec une autre valeur de N et en se concentrant dans le 
voisinage de la solution sous-optimale rapidement obtenue par la premiere phase. Ce 
voisinage est defini en prenant une certaine largeur en-dessous et au-dessus de chacun 
des coefficients sous-optimaux obtenus precedemment pour definir des nouvelles bornes 
inferieures et superieures de chaque coefficient. L'ecart entre la borne inferieure et su-
perieure de chaque o,; {i - 1, •• •, n - 1) est, dans ce cas, plus retreci et done l'espace 
d'etat a chaque etape sera egalement plus retreci. La deuxieme phase de cet algorithme 
est repetee jusqu'a l'obtention d'une solution avec la precision recherchee. 
Cet algorithme semble etre tres rapide tout en maintenant une tres bonne precision, 
62 
lorsque compare a la recherche d'optimalite dans un espace d'etat augmentant exponen-
tiellement comme le cas de Valgorithme de la discretisation exacte de Vespace d'etat. 
Ce dernier souffre tant d'une explosion dans les exigences de calcul que d'une non-
uniformite de la precision de l'espace d'etat discretise d'une etape a 1'autre. Par contre, 
Valgorithme de maille adaptative combine avec la reduction d'abscisses a chaque etape, 
maintient la meme precision de discretisation a toutes les etapes et calcule une solution 
optimale qui s'ameliore de facon reguliere d'un cycle a 1'autre. 
Dans ce qui suit, nous montrons les demarches principales de Valgorithme de maille 
adaptative. 
1. Utiliser Valgorithme de discretisation de l'espace d'etat avec abscisse reduite avec 
une certaine valeur de N pour generer un espace d'etat initial et trouver une solution 
sous-optimale rapide. 
2. Definir des nouvelles bornes inferieures et superieures pour les coefficients de dispo-
nibilite de la fagon suivante : 
Pour / = 1, • ••, n - 1 : 
ai,nin — m a x {aK^e 1'etape precedente) - distance; la borne inferieure de a,} 
aimax = min {a*(de 1'etape precedente) + distance; 1} 
3. Pour ces nouvelles bornes et pour une certaine valeur de ,/V : Executer de nouveau 
1'algorithme de discretisation de l'espace d'etat avec abscisse reduite. 
4. Definir la precision de la solution optimale obtenue5 : 
\/T!j=\ [0*(de 1'etape actuelle) — a*(de 1'etape precedente)]2 
precision — 
n— 1 
5. Tant que precision > precision recherchee : 
5I1 existe beaucoup d'autres fagons pour calculer cette precision. 
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Retourner a 1'etape 2. 
4.7 Resultats numeriques 
Dans cette section, nous montrons les resultats numeriques du probleme de la program-
mation dynamique pour une ligne de transfert non-homogene multi-machines multi-
pieces obtenus par Valgorithm de maille adaptative propose dans la section 4.6.3. 
Beaucoup de donnees ont ete essayees et des solutions optimales correspondantes ont ete 
obtenues. Nous montrons la ligne suivante a titre d'exemple. Soit une ligne de transfert 
non-homogene composee de 6 machines et produisant 4 types de produits finis. Les taux 
de reparation des machines sont r = [0.5 0.8 0.7 0.85 0.7 0.6]; les taux de panne p = 
[0.4 0.4 0.45 0.285 0.28 0.5]; les taux des demandes des 4 types de pieces d = [1.5 , 
1.25 , 1.75 , 1]; les couts de stockage c7>- = 2 pour j = 1, • • •, 4 et i = 1, • • •, 5 et c"t 
= 2 (pour j - 1, • • •, 4); le cotit de penurie de la derniere machine pour les 4 types de 
pieces cj6 = 10 (pour j = 1, • • •, 4) et les taux maximaux de production pour / = 1, 
6 : it],- = 15.5 - (0.01 * (i - 1)), k2i = 16 - (0.01 * (i - 1)), % = 16.5 - (0.01 * (/ - 1)) 
et k^i = 15 - (0.01 * (i - 1)). La trajectoire des coefficients optimaux de disponibilite est 
donnee dans la Fig. 4.6 avec les bornes inferieure et superieure de chaque coefficient. Le 
tableau 4.7 donne les valeurs numeriques exactes de ces coefficients optimaux a/ (i = 0, 
• • •, 5) ainsi que les valeurs numeriques des bornes inferieure et superieures de chaque 
coefficient. Le tableau 4.8 montre les valeurs minimale, optimale, maximale de f; et pj 
pour toutes les etapes de i = 1, • • •, 6. Notons que l'espace d'etat est bidimensionnel; 
pour la premiere etape, l'espace d'etat est le point unique [r\.p\Y ', tandis que pour la 
deuxieme etape, l'espace d'etat (fi-pi) est une courbe; quant aux etapes de / = 3 a n, 
l'espace d'etat (f,-/?,) a une certaine forme geometrique bidimensionnelle. 
La solution optimale presentee ici a ete obtenue apres 58 cycles atteignant une precision 
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de 10~8 avec Valgorithme de maille adaptative avec N = 75 pour tous les cycles. Le cout 
total optimal obtenu est de 122.38681 et I* est egal a 5.79133. Le temps total d'operation 
de 1'algorithme est de 9.6268 minutes en utilisant un ordinateur de processeur Pentium 
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FIGURE 4.6 Coefficients optimaux de disponibilites pour les stocks i = 0, • • 




























Pour obtenir une precision de la solution optimale de 10 4 pour les memes donnees 
presentees ci-haut avec Valgorithme de discretisation exacte de Vespace d'etat pro-
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pose dans la section 4.6.1, le temps d'operation est enorme, soit des jours. En plus, il 
faut que la memoire de l'ordinateur soit suffisament grande pour pouvoir enregistrer 
tous les points bidimensionnels generes constituant l'espace d'etat a chaque etape, sinon 
le programme s'arretera avant meme de terminer 1'execution. Quant a Valgorithm de 
discretisation de l'espace d'etat avec abscisse reduite propose dans la section 4.6.2, il 
se situe entre les deux autres algorithmes. II donne surement un meilleur resultat que 
X algorithme de discretisation exacte de l'espace d'etat et plus rapidement mais il est en 
meme temps beaucoup plus lent et moins precis que Valgorithme de maille adaptative. 


















































Si Ton considere maintenant les memes donnees de la ligne ci-haut mais cette fois-ci 
avec c~, - 2 pour j = 1, • • •, 4, la trajectoire des coefficients optimaux de disponibilite 
dans ce cas sera [1 0.55556 0.57896 0.51522 0.63183 0.8396]. Une comparaison de 
cette trajectoire avec la trajectoire des coefficients optimaux de disponibilite du tableau 
4.7 indique que les valeurs optimales des coefficients du dernier cas sont inferieures a 
celles du premier cas. C'est-a-dire que si la penurie n'est pas tres penalisee, la solution 
optimale tendra a diminuer les coefficients de disponibilite et done diminuer les niveaux 
de stockage; ce qui est logiquement tres correct. 
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4.8 Conclusion 
Dans ce chapitre, les lignes de transfert non-homogenes multi-machines produisant dif-
ferents types de pieces avec la politique decentralisee de type Kanban ont ete introduites. 
Dans la section 4.3, le systeme a ete modelise mathematiquement de facon approxima-
tive mais efficace en utilisant la methode de decomposition basee sur l'hypothese de 
decouplage des machines et le principe de moyennage de la demande. L'espace d'etat a 
chaque etape est bidimensionnel. Le caractere probabiliste des equations (4.7) et (4.8) 
minimise l'impact de la perte d'information du a 1'approximation. A 1'instar du chapitre 
3, la politique de production synchronisee des pieces reduit enormement la complexity 
du probleme en le ramenant a un seul degre de liberte, celui d'un type arbitraire de 
pieces. Cela permet aussi de reduire le nombre de variables a optimiser de n*m variables 
a n variables puisque a^ = <7; pour tout j = 1, • • •, m et i - 1, •••, n - 1 en faveur de 
(3.7) et in = Zjn/dj qui satisfait aussi (3.7). Une de nos contributions dans ce chapitre est 
done la capacite de formuler le probleme multi-pieces essentiellement en un probleme 
mono-piece grace a la production synchronisee des pieces. 
Dans la section 4.6, nous avons presente trois algorithmes de solution pour le probleme 
de la programmation dynamique formule a la section 4.5. Une analyse de chaque algo-
rithme presente a ete faite resumant ses avantages et ses inconvenients. Ualgorithme de 
maille adaptative s'avere le plus interessant en termes du temps necessaire de calcul, de 
la memoire utilisee de l'ordinateur et de la precision de la solution optimale obtenue. Un 
exemple des resultats numeriques obtenus a ete presente en detail dans la section 4.7. 
A ce stade, nous pouvons nous permettre de dire que la methode simplifiee d'analyse des 
lignes de transfert multi-machines multi-pieces, basee sur l'hypothese de decouplage 
des machines et le principe de moyennage de la demande, associee avec Yalgorithme 
de maille adaptative constitue un outil tres prometteur d'optimisation pour ce genre de 
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probleme grace a la simplicite et la clarte du modele mathematique ainsi que la rapidite 
et la precision de la solution optimale obtenue. 
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CHAPITRE 5 
OPTIMISATION DES LIGNES DE TRANSFERT NON HOMOGENES SOUS 
POLITIQUE PRIORITAIRE 
5.1 Introduction 
Dans le chapitre 3 (respectivement 4), nous avons etudie le probleme d'optimisation 
des lignes de transfert partiellement-homogenes (respectivement non-homogenes) multi-
machines produisant differents types de pieces sous des politiques de production syn-
chronised des pieces. Nous avons vu que cette classe de politique de production genere 
une synchronisation entre les niveaux de toutes les pieces dans chaque stock ce qui re-
duit la complexite du probleme en le ramenant a un seul degre de liberte. Cette classe 
de politiques bien qu'interessante par son cote pratique (caractere cyclique de la produc-
tion) et prometteuse au niveau de la capacite a mener a bien les calculs ne represente 
toutefois qu'un cas tres particulier de la production parallele de pieces. Les questions 
qui se posent maintenant sont les suivantes : Quelle serait une classe de strategies de 
production plus generale qui inclurait la production synchronisee comme cas particulier 
mais pour laquelle il serait encore possible de mener a bien des calculs efficaces ? Que 
se passe t-il si Ton emploie une telle classe de politique de production ? Quels seraient 
les pertes et les gains par rapport a l'emploi de la politique synchronisee de production ? 
Dans ce chapitre, nous allons essayer de trouver des reponses a ces questions pour une 
ligne de transfert non-homogene constitute de deux machines (n = 2) et produisant uni-
quement deux types de pieces (m = 2). Le fait de limiter le nombre de machines et de 
pieces a deux servira a mieux comprendre et analyser le systeme sous la classe plus ge-
nerale de politique de production. Le systeme a etudier est montre a la figure 5.1. Les 
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deux machines sont nominees M\ et M2, chacune suivie d'un stock partage entre les deux 
types de pieces. X]\ (respectivement X21) est le niveau des pieces de premier (respecti-
vement deuxieme) type dans le premier stock tandis que x\2 (respectivement X22) est le 




FIGURE 5.1 La chaine de production a etudier 
Dans le reste de ce chapitre, nous introduisons la classe de politiques plus generate a 
etudier; nous developpons ensuite un modele mathematique approximatif pour 1'analyse 
de cette classe. Le probleme d'optimisation par la programmation dynamique est par la 
suite formule suivi des resultats numeriques obtenus. Finalement, nous concluons ce 
chapitre par une evaluation de la classe de production presentee. 
5.2 Politiques prioritaires de production 
La politique dite prioritaire est une classe de politiques paralleles de production qui 
favorise certains types de pieces par rapport a d'autres. En realite, elle definit un certain 
ordre de priorite des differentes pieces. Cet ordre permet a la piece la plus prioritaire 
d'atteidre son seuil critique toujours en premier et ensuite la piece suivante dans l'ordre 
et ainsi de suite. Or, quand les niveaux de stocks diminuent, la derniere piece dans l'ordre 
de priorite tombe a zero1 en premier suivi de la piece precedente dans l'ordre de priorite 
]Pour les stocks d'encours ou les niveaux des pieces sont compris entre zero et les seuils critiques 







et ainsi de suite. Ceci veut dire que la piece la plus prioritaire est toujours plus disponible 
que les autres pieces. Par consequent, le coefficient de disponibilite de cette piece sera 
surement plus eleve que ceux du reste des pieces. 
Nous faisons ici les memes hypotheses que la section 3.2.1 avec n-m-2. Dans notre 
cas limite a deux pieces, posons la premiere piece comme la piece prioritaire. Soient kp 
le taux nominal maximal de production de la piece j par la machine i (j = 1, 2 et i = 1, 
2); c'est-a-dire que si la machine M,- ne produit que la piece j , elle la produit a un taux 
variant de 0 a kp. Soient k-t le taux maximal de la production prioritaire de la piece j par 
la machine i (j = 1, 2 et i - 1, 2). Les k •• represented les taux maximaux de production 
dans le cas de la production parallele de pieces. II est a noter que k- sont evidemment 
inferieurs aux kp. L'espace des k •• sera presente plus tard dans cette section. 
En effet, la politique prioritaire associee a la politique de production du type Kanban doit 
fonctionner de la facon suivante. Soit up(t) le taux instantane de production de la piece 
j par la machine M,- pour j , i= 1,2. Quand la machine M, peut produire, elle produit la 
piece 1 avec un taux de kh- et la piece 2 avec un taux de k2i jusqu'a ce que x\j atteigne 
son seuil critique ZM ou la machine M,- tombe en panne. Notons que x\i atteint zu avant 
que X2i n'atteigne zu- Ensuite, la piece 1 est produite avec un taux u\j+\ (t) (avec u\?,{t) 
= d\ et ii23 (0 = ̂ 2 pour tout t > 0 ou d\ et J2 sont les taux de demandes des deux types de 
pieces) pour garder le niveau de stockage de la piece 1 a son seuil critique. Cette chute 
de la production de la premiere piece degage une capacite de production que la piece 
2 pourrait utiliser si Ton veut que l'utilisation des machines soit maximale quand c'est 
possible. Done, au moment oil la production de la machine M; de la piece 1 chute de k]j 
a «i)(+i (t), la production de la piece 2 saute de k2i au taux accru denote kS>i (a definir plus 
tard) jusqu'a ce que X2i atteigne zu ; ensuite la production de la piece 2 sera «2,/+i (*)• 
Soit Oj(t) le processus binaire continu representant 1'evolution de la machine M,-. a,(f) 
= 1 si Mj est en marche et 0 sinon. La production prioritaire associee a la politique de 
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production Kanban est donnee mathematiquemant par les equations suivantes. 
(0"n(0 
ku si[al{t) = l,xu{t)<zu] 
"12(0 si[ai(r) = 1,xii(r)=zn] 
0 sinon 
c 2 ] Si [«] (t) = 1 ,Xi i (?) < Z\ 1 ,X2\ (t) < Z2\] 
"21 ( 0 = < 
K2\ Si [« ] ( / ) = l : X n ( / ) = Z i i , X 2 l ( 0 <Z2\] 
1122(0 s i [«l(0 = M l l ( 0 = Zll,*2l(0 =Z2l] 
0 
"12(0 
"22(0 = { 
sinon 
k12 si [a2(0 = M n ( 0 > 0,x12(0 < zn] 
d\ si [a2(r) = l ,x ] 1 (0>0 ,x i 2 ( r )=z i 2 ] 
0 sinon 
k22 si [a2(0 = l,x2i(r) >0 ,x i 2 (0 <zi2,*22(0 <zn] 
ka22 si [a2(r) = l,x2!(r) > 0,xi2(0 = zi2,*22(0 <Z22l 






Dans le lemme suivant, nous donnons une condition necessaire et suffisante sur les taux 
maximaux de la production prioritaire et les seuils critiques pour que la piece 1 soit 
toujours prioritaire par rapport a la piece 2, dans le sens ou elle atteint son seuil critique 
toujours en premier et tombe a zero toujours en dernier. 
Lemme 5.1 Sous la politique de production prioritaire associee a des niveaux de Kan-
ban, pour atteindre le comportement prioritaire recherche, il faut satisfaire la condition 
suivante: 
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Sous I 'hypothese que k2 j est strictement superieur a k22 •' 
<•]} 12 
77±> — > 7 T ^ > 
di 
v21 zn\ lc22 di 
(5.5) 
Demonstration Voir Annexe 1.2 
Sur ce segment, la piece 2 est 
prioritaire par rapport a la piece 1 
Production synchronisee 
Meme priorite pour pieces 1 et 2 
hi d\ 
Sur ce segment, la piece 1 est 
prioritaire par rapport a la piece 
hi d\ 
— > — 
FIGURE 5.2 Espace des taux de production de la machine M,- dans le cas de deux pieces 
U est clair que la production synchronisee (3.7) est un cas particulier de la production 
prioritaire (5.5) ou les inegalites sont des egalites. La figure 5.2 montre l'espace des taux 
de production de la machine Mj. Tout l'espace est represente par le triangle gris tandis 
que l'espace ou l'utilisation de la machine est maximale est represente par le segment 
liant les deux points (&i,,0) et (0,&2/). Ce segment est divise en trois regions : la region ou 
la piece 1 est prioritaire represente par le segment liant les deux points (/ci,-,0) et (k\j,k2i) 
(ce dernier point non inclus), la region ou la piece 2 est prioritaire represente par le 
segment liant les deux points (0,&2i) et (kufoi) (ce dernier point non inclus) et la region 
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ou les deux types de piece ont la meme priorite qui est, quant a elle, representee par le 
point (k\i,k,2i). En plus de la condition 5.5 et pour que les taux de la production prioritaire 
soient des taux maximaux favorisant la piece 1 (les taux de production se situent sur le 
segment liant les deux points (/ci;,0) et (&i;,&2/)X il faut que kXi/k\i + k2i/k2i soit egal a 1. 
Cette equation est tout simplement celle du segment en question. 
Soit a\\ (respectivement 021) ' e coefficient de disponibilite de la piece 1 (respectivement 
2) dans le premier stock defini tel que (3.5). Le lemme (5.1) a pour consequence directe 
la proposition suivante. 
Proposition 5.2 Le coefficient de disponibilite de la piece 1 dans le premier stock (a\\) 
est strictement superieur au coefficient de disponibilite de la piece 2 dans le premier 
stock (an\)-
5.3 Modelisation mathematique approximative 
Dans cette section, nous modelisons chaque machine produisant chaque type de piece 
en vue d'obtenir une machine equivalente approximative permettant de bien exprimer 
1'evolution de cette machine pour cette piece tout en prenant en consideration l'influence 
de toutes les parties de la ligne qui interviennent dans cette evolution. 
Premiere machine produisant la piece 1 
La premiere machine est precedee d'un stock infini (qui n'est jamais en penurie). Elle 
evolue selon une chaine de Markov avec un taux de panne p\ et de reparation r\. La fi-
gure 5.3 represente le modele de la premiere machine produisant la piece 1 ou a,\ repre-
sente le processus binaire de l'etat de la machine M\ (a\ = 1 quand M\ est fonctionnelle; 
sinon 0L\ = 0). 
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r\ P\ 
FIGURE 5.3 Chaine de Markov de M\ a 2 etats 
Cette machine, en faveur de 1'hypothese de decouplage des machines et du principe de 
moyennage de la demande, est soumise a une demande pour la piece 1 de d\/a\ \ o\xa\\ 
est lie a z\ i par la relation suivante tiree de Hu [18]. 









W H A l l 
Mil O i l 
(5.7) 
(5.8) 
Soit C] i le cout de stockage par unite de temps et de produit de la piece 1 dans le premier 
stock. Le cout de stockage de la piece 1 par cette machine isolee avec penurie non 
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permise est obtenu de Hu [18] et est donne par 1'equation suivante. 
T]\(pi,n,au) 
C l l P l l 
(n + P\)(I - puYii] 
i — rn rii 
MI l - p n k\ 
( r i+ /? i ) ]nyn (5.9) 
avec 






Premiere machine produisant la piece 2 
Le taux de production de la piece 2 par la premiere machine depend de l'etat de la ma-
chine M] et du niveau du stock x\ \ (voir (5.2)). Le modele de la machine M\ produisant 
la piece 2 est donne par la Fig. 5.4. Ce modele est constitue de trois etats (0), (1) et (2) 
dont le seul etat de panne est l'etat (0). Soient Ilo, 11] et II2 les probabilites en regime 
permanent d'etre respectivement a l'etat (0), (1) et (2). Ilo e s t la probabilite de panne de 
la machine M\ en regime permanent (Ilo = P\/{p\ + n ) ) et 111 + II2 est la probabilite 
operationnelle de la machine M\ en regime permanent (O] + II2 = r\/(p\ + r\)). 
II2 est la probabilite quexn = Zn e t (%i = h elle est donnee selon Hu [18] par 1'equation 
suivante. 
1 ^ , , = - ^ ! - ^ : " , 5 , 2 ) 
r\+P\ 1 -p\\ex"z" 
En regime permanent, le taux d'entree a l'etat (2) est egal au taux sortant. Done, r ^ r i ] 








FIGURE 5.4 La machine equivalente M21 
Les probabilities stationnaires de cette machine isolee ainsi que son cout de stockage de 
la piece 2 sont calcules par la solution des equations correspondantes de Kolmogorov 
([25] et [13]) donnee dans 1'annexe ILL Ce cout depend de p\,r\,a\\ et 021-
Deuxieme machine produisant la piece 1 
La production de la piece 1 par la deuxieme machine depend de la disponibilite du 
stock i n et de l'etat de la deuxieme machine Mn. Les chaines de Markov representant 
revolution du stock x\\ et de la machine M2 sont donnees par la figure 5.5. 
En considerant les caracteristiques probabilistes du processus stochastique du niveau de 
la piece 1 dans le premier stock (x\ \), la proportion du temps oil le niveau du stock x\ 1 (t) 
est positif est donnee par (l//?Sn)/((l//?s11)+(l/ri)). Cette proportion est aussi egale a a\ \. 
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FIGURE 5.5 Chaine de Markov de i n (a gauche) / Chaine de Markov de Mi (a droite) 
pSu est done lie a a\ \ par 1'equation suivante. 
Ps, 
nO - f l u ) (5.14) 
La machine equivalente de Mi produisant la piece 1 est obtenue par le produit cartesien 
des deux chaines de Markov de la figure 5.5. Ce produit donne un etat fonctionnel et 
trois etats de panne. L'etat de panne resultant de la panne de Mi et la penurie de x\ \ peut 
etre neglige parce que son occurence est tres rare statistiquement. Les deux autres etats 
de panne peuvent etre agreges ensemble donnant le modele final (Fig. 5.6) de M\i, la 
machine equivalente de Mi produisant la piece 1 ou ct\i - 1 represente l'etat fonctionnel 
an - 0 l'etat de panne (cti = 0 et x\ \ > 0) ou (cci = 1 et x\ \ de M\i (a2 = 1 et jcn > 0) et a n = 01 
= 0)'. 
Etant donne qu'il n'existe que deux causes pour l'etat de panne, le taux de reparation f\i 




FIGURE 5.6 La machine equivalente M\2 
est calcule comme etant la probabilite de la premiere cause conditionnelle a une panne 
multipliee le taux moyen de reparation associe plus la probabilite de la deuxieme cause 
conditionnelle a une panne multipliee par le taux moyen de reparation associe; ce qui 
donne f\2 comme suit. 
rn 
r2(l - a n ) 
-n 
Pia\\ 
r2(l-ci]]) + p2au r2(]-au) + p2au n 
(5.15) 
La disponibilite du modele equivalent (pn/irn + Pn)) doit etre egale a la disponibilite 
du stock xj i (rj /(pSu + r\)) multipliee par la disponibilite de la machine M2 (r2/(r2 + 
p2)), ce qui donne le p\2 suivant. 
Pn V aun / 011^2 
(5.16) 
Cette machine qui peut admettre un stock negatif est soumise a une demande des pieces 
1 de d\. Elle a ete optimisee par Bielecki et Kumar [4]. La valeur optimale du seuil 
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critique zn est done donnee par l'equation suivante. 




0nJn{kn-dx)-Pn^ ( 5 1 8 ) 
d\{kn-d\) 
_c+2(rl2 + pl2)(k\2-d]) 
{cj2 + cn)pl2kn 
ou c|-, (respectivement c^2) le cout de stockage (respectivement de penurie) par unite de 
temps et de produit de la piece 1 dans le deuxieme stock. 
Le cout optimal de stockage et de penurie de la piece 1 pour cette machine est donnee 
par l'equation suivante. 
C 1 2^I2^12 Si 0,2 > 1 
T?2(Pi2,ri2,an) = { *«(^+/>i2)(*12-«/.) (5.20) 
.^k + c^ln-k sinon 
Deuxieme machine produisant la piece 2 
Le taux de production de la piece 2 par la deuxieme machine depend de 1'etat de la 
machine M2 et des niveaux des stocks x2\ t\x\2. La machine equivalente a la machine 
M2 et le stock x2\ est donnee par la figure 5.7 ou 0:22 = 1 correspond a "ct2 = 1 et x2\ > 
0" et 0:22 = 0 correspond a "a2 = 1 et x2\ = 0" ou "oc2 = 0 et x2\ > 0", avec r22 et p22 
donnees par les equations (5.21) et (5.22)2. Ce modele est le resultat du produit cartesien 
2La meme analyse quelecas deuxieme machine produisant la piece 1 (equations (5.13) et (5.14)) mais 
cette fois-ci avec le stock X21 au lieu de x\ \. 
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des chaines de Markov du stock X2\ et la machine Mi apres avoir neglige l'etat de panne 
simultanee de X2\ et Mi et agrege les etats restants de panne ensemble. 
ri2 = 
P22 = 
^2(1 - A 2 l ) 
r 2 ( l - ( 7 2 l ) + P 2 « 2 1 
r2 + P2 
n + 
P2«21 






FIGURE 5.7 La machine equivalente M22 
Pour prendre en consideration 1'influence du niveau du stock x\2 sur le taux de produc-
tion de la deuxieme piece, le modele final a considerer est celui de la figure 5.8, avec f^i 
= f22 et pn = P22-
Soient Flo, 11] et II2 les probabilites en regime permanent d'etre a l'etat (0), (1) et (2). 
11] + II2 represente la probabilite que 0:22 = 1, c'est a dire CU2 = 1 et X2\ > 0, rij + II2 = 
^2if2/(r2 + P2) - ^22/(̂ 22 + P22)- Soit PZ]2 la probabilite que ecu = 1 (OC2 = 1 et x\\ > 








FIGURE 5.8 La machine M22 
L'etat (2) represente 6:22 = 1 (oc2 = 1 et X21 > 0), x\ \ > 0 et x\2 = zn- Done, la probabilite 
stationnaire d'etre a l'etat (2) (II2) est donnee par : 
n2=P[A-2i >0,a2 = l ,x n >0,x1 2 = zi2] 
= P[x2] >0\a2 - l,Xn >0,X12 = Zl2]^[«2 = 1,̂ 11 >0,X ]2 = Z12] 
= P[x2\ >0 |a2 = l,xn > 0 , x 1 2 = z\2]Pzn (5.24) 
Par les hypotheeses de la technique de decomposition, les processus de X21 et a2 sont 
independants. Nous supposons aussi que X21 > 0 et X12 = z\2 sont independants. De 
plus, en faveur de la production prioritaire, si X21 est positif, x\\ le sera egalement. Nous 
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obtenons done l'equation suivante. 
P[x2\ > 0 | a 2 = M n >0,x ] 2 =zi2] =P[xi\ > 0|jrn >0] 
_P[x2\ > Q;xn >0] 
P[xn>0] 





Done, l'equation (5.24) devient 
n 2 = °^PZn (5.26) 
an 
En regime permanent, le taux d'entree a l'etat (2) est egal au taux sortant. Done, r^IIi 




n _ ££12. 
n+pi on 
Les probabilites stationnaires de cette machine isolee ainsi que son cout de stockage et 
de penurie de la piece 2 sont calcules par la solution des equations correspondantes de 
Kolmogorov ([25] et [13]) donnee dans 1'annexe II.2. Ce cout depend de P22, h2, «i 1 et 
«21-
5.4 Verification de la performance du modele 
A ce stade et avant d'aller plus loin, nous allons evaluer le degre d'exactitude de notre 
modele mathematique approximatif, a l'instar de la section 4.4, par comparaison avec 
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la simulation de Monte-Carlo pour un choix donne de seuils critiques. Les tableaux 5.1, 
5.2 et 5.3 montrent respectivement les donnees de trois lignes distinctes, toutes avec les 
taux de demandes suivants : d\ = 1.25 et dj = 1.5. 
TABLEAU 5.1 Donnees de la premiere ligne 
Pi 
i '=l / = 2 
0.2 0.25 
i = l / = 2 
0.45 0.75 
; = i 
7 = 2 
cn 












i = i 
6.68571 
9.36 
i = 2 
9.25 
4.625 
* ; • 




i=\ i = 2 
2 7.5 
2.35 8.9 
TABLEAU 5.2 Donnees de la deuxieme ligne 
Pi 
1 i = 2 
0.22 0.25 
1 i = 2 
0.42 0.6 
7 = 1 
7 = 2 
C7l 




















i = l i = 2 
1.9 4.77 
2.25 5.7 
TABLEAU 5.3 Donnees de la troisieme ligne 
1 
0.2 0.25 
i = 1 i = 2 
0.45 0.75 
Cj\ -,/2 -,/2 VJ« ^ 2/' 
1= 1 z = 2 i = l i' = 2 i = l i = 2 i = l i = 2 
7 = 1 



















Soit Tji le cout de stockage et de penurie (uniquement pour la derniere machine) de 
la piece j (j = 1, 2) dans le stock i (i - 1, 2). Les tableaux 5.4, 5.5 et 5.6 montrent 
les resultats de la comparaison entre 1'evaluation analytique basee sur les equations du 
modele et la simulation de Monte-Carlo pour les trois lignes. 
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Pour des donnees statistiques raisonnables des lignes de transfert (comme celles des 
tableaux 5.1, 5.2 et 5.3), les resultats de la comparaison montrent que 1'erreur relative du 
cout total moyen estime par les equations du modele par rapport a celui de la simulation, 
dans le pire des cas, est de l'ordre de 4 %. La technique de moyennage des couts de la 
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simulation de Monte-Carlo sur les cycles ainsi que les criteres d'arret de la simulation 
tels que detailles a la section 4.4 ont ete respectes ici. Ceci nous permet de valider notre 
modele mathematique approximatif base sur la technique de decomposition/agregation 
sous les politiques prioritaires de la section 5.2. 
5.5 Optimisation par la programmation dynamique 
Dans la section precedente, nous avons obtenu quatres modeles mathematiques repre-
sentant les deux machines produisant chacune les deux types de pieces. Les variables a 
optimiser pour la premiere machine produisant la piece 1 et 2 sont respectivement a\\ 
et a2\ ; quant a la deuxieme machine, les variables a optimiser sont les seuils critiques 
zn et Z22- La valeur optimale de zn est donnee par (5.17) qui est une fonction de a\ \, et 
done le cout de la deuxieme machine produisant la piece 1 doit etre pris en consideration 
pour optimiser les coefficients de disponibilite par la programmation dynamique ; nous 
ne pouvons pas obtenir une expression analytique de la valeur optimale de Z22 mais elle 
peut etre calculee numeriquement. Cette valeur dependra de a\\ et cti\, et done le cout 
de la deuxieme machine produisant la piece 2 doit etre egalement pris en consideration 
dans le cout a optimiser par la programmation dynamique. A ce stade, l'objectif du pro-
bleme d'optimisation par la programmation dynamique est de trouver les valeurs des 
coefficients de disponibilite ct\\ et an\ qui permettraient d'atteindre la borne inferieure 
du cout total de stockage et de retards de livraison suivante. 
J* = inf \Tu(p\,n,au) + T2\{pi,r],a]},a2\) + 
fl]1GA„,fl21GA2Iai]>a2] [ 
T*2(pi2,ri2,an) + T22(P22,f22,a\\,a2i) > (5.28) 
avec T\\{p\,r\,a\\) donnepar (5.9), T2\{p\,rha]Ua2]) par (11.17), T^2{pi2,ri2,ai 1) par 
(5.20) et r2*2(p22, h2, a\ 1,021) calcule numeriquement. L'ensemble admissible du coeffi-
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cient an , An, est borne inferieurement par la valeur de (d\/k]2)((r2 +p2)/r2) qui vient 
de la condition d'ergodicite (la faisabilite de la demande) et superieurement par la valeur 
de 1, avec les deux bornes non incluses. Quant a l'ensemble admissible du coefficient 
a2\, A2\, il est en fait une fonction de a\ \. L'inequation (5.5) exige que le rapport kn/k2l 
soit superieur au rapport z\\l",2\, et ce dernier superieur a knlk22. z\ \ peut etre exprime 
en fonction de a\ \ par l'intermediaire de (5.6), et z2\ en fonction de a2\ par 1'algorithme 
iteratif de l'Annexe II.3. En vertu de (5.5) et pour un a\\ quelconque, Z2\ est borne in-
ferieurement par Z2\mi„(
an) - Z\\k2\lkn et superieurement par z2\max{au) = z\\k22/k]2. 
Par consequent, les bornes inferieure et superieure de l'ensemble admissible du coeffi-
cient a2\,A2i(an), sont donneesrespectivementpar a2\{z2\min(a\i)) eta2\{z2\max{a\\)); 
ou a2\ (z2imin {a\ i)) et «2i (£2imaj.{a\ \)) sont calcules par 1'algorithme iteratif de l'Annexe 
II.3. 
5.6 Resultats numeriques 
Dans cette section, nous presentons un exemple de donnees statistiques pour une ligne de 
transfert non-homogene de deux machines produisant deux types de pieces. Cet exemple 
sera optimise par la programmation dynamique deux fois. La premiere optimisation sera 
faite par Yalgorithme de maille adaptive presente a la section 4.6.3 sous la politique 
synchronised de pieces et la deuxieme par la programmation dynamique classique mais 
sous la politique prioritaire. Dans le premier cas, les taux maximaux de la production 
synchronised, kp, respectant (3.7) sont definis automatiquement par (3.8a) et (3.8b) avec 
j = 1, 2 et i = 1, 2. Quant au deuxieme cas a partir de techniques d'approximation 
numerique totalement differentes, nous allons choisir les taux maximaux de la production 
prioritaire, k-j, de sorte a respecter (5.5) mais avec kll/k2l a peine superieur a kl2/k22, et 
ce dernier a peine superieur a d\ /d2 afin de pouvoir comparer les resultats obtenus avec 
ceux du premier cas. Les donnees de la ligne sont les suivantes. c\ ^-c2\= c^2 = ct2= 2, 
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c~2 = c~2= 10, dx = 1.25, d2 = 1.5, Pl = 0.2, p2 = 0.3, ^ = 0.5, r2 = 0.7, kx i = 8.20857, 
Jk2i = 11.492, kl2 = 10.94 et k22 = 5.75789. 
Par (3.8a) et (3.8b), nous calculons kn = 4.42, k2\ = 5.304, kn = 3.33537 et hi = 
4.00244. Notons que k\\lk2\ - k\2lk22 - d\/d2 - 0.83333. En ce qui concerne les taux 
maximaux de la production prioritaire, nous choisissons ku = A A3, k2l = 5.29, kn = 
3.34 et k'22 = 4. Notons que lcu/Jc2] = 0.83743, k\2/k'22 = 0.835 et d\/d2 = 0.83333 ; ce 
qui respecte la condition de la production prioritaire (5.5). 





































Le tableau 5.7 (respectivement 5.8) montre les parametres optimaux obtenus par la pro-
grammation dynamique sous la politique synchronisee (respectivement prioritaire). T*ot 
est le cout minimal de stockage et de penurie pour toute la ligne. 
II est clair des resultats du cas de la production synchronisee (tableau 5.7) que a*u =a\x et 
que z*u/z2l = z\2lz*22 = d\ jd2 = 0.83333 ; tandis que les resultats du cas de la production 
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prioritaire (tableau 5.8) montrent que a*u > a2i et que ku/k2i > z]\/z2i
 > kx2lk22. ^
e 
plus, nous pouvons remarquer que le cout total optimal de la production synchronisee 
est legerement inferieur a celui de la production prioritaire. 
A ce stade, si nous considerons les memes donnees de la ligne ci-haut, mais choisissons 
d'autres taux maximaux de production prioritaire qui respectent evidemment (5.5) avec 
dans ce cas des rapports plus etendus (kn/k2l » kl2/k22), il serait interessant de com-
parer le resultat obtenu pour ce cas avec ceux d'avant. Fixons ku = 4.74795952782462, 
£'2] = 4.84485666104553, k\2 = 3.51642857142857 et k'22 = 3.90714285714286. Pour 
ces valeurs, ku/k2l = 0.98 et kxllk22 - 0.9; le tableau 5.9 montre dans ce cas les para-
metres optimaux de la programmation dynamique sous la politique prioritaire. Le cout 
total optimal du tableau 5.9 est inferieur a ceux des tableaux 5.7 et 5.8. Par contre, si les 
rapports des taux maximaux de production prioritaire sont tres etales (ku/k2l > > > > 
knlkZ2), le cout total optimal commencera a augmenter de nouveau. En fait, ce dernier 
cas est un cas extreme qui pourrait engendrer des longues periodes de penurie du stock 
X21 puisque la piece 2 est fortement defavorisee ; ce qui forcerait une solution optimale 
a augmenter les seuils critiques correspondant a la deuxieme piece engendrant ainsi des 
couts supplementaires de stockage. 
TABLEAU 5.9 Solution optimale par la programmation dynamique sous la politique prio-















Pour conclure cette etude comparative, nous pourrons dire que la strategic prioritaire 
peut etre plus avantageuse que la strategie synchronisee au niveau de l'optimisation 
quand le rapport des taux maximaux de la production prioritaire pour la machine / 
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(ku/k2j, i = 1, 2) se situe a mi-chemin sur le segment liant les deux points (&i;,0) et 
(k\i>k~2i) de la figure 5.2. Par contre, les cas extremes ou Ton se rapproche d'une des 
deux extremites (les points (&i,-,0) et (kufai)), la production synchronisee sera plus avan-
tageuse au niveau de l'optimisation. De nombreuses comparaisons confirment egalement 
cette conclusion. 
5.7 Conclusion 
Dans ce chapitre, nous avons introduit la classe de strategies prioritaires combinee avec 
la politique decentralisee de type Kanban. Nous avons modelise mathematiquement de 
fa§on approximative le systeme avec deux machines produisant deux types de pieces a la 
section 5.3. Cette modelisation se caracterise par l'eclairage physique qu'elle apporte, et 
les simplifications mathematiques qu'elle permet dans 1'analyse. Le modele mathema-
tique presente s'est avere tres precis d'apres les comparaisons faites a la section 5.4 de la 
performance du systeme modelise avec la performance de la simulation de Monte-Carlo. 
Encore une fois, la technique de decomposition/agregation vient jouer un role crucial 
dans 1'analyse de performance du systeme manufacturier etudie sous les politiques de-
centralisees a seuils critiques avec des strategies prioritaires. Cette technique permet 
1'obtention d'un modele mathematique lucide et un algorithme d'optimisation par la pro-
grammation dynamique susceptible d'etre implante pour optimiser le systeme. La mo-
delisation et 1'analyse de performance de la strategic prioritaire quoique plus complexe 
que celles de la strategie synchronisee de pieces, mais semble-t-il plus economique dans 
les cas oh les taux de production prioritaire favorisent raisonnablement la piece prio-
ritaire; en d'autres termes, dans les cas ou les taux de production prioritaire sont loin 
d'une part de l'extremite de la production synchronisee et d'autre part de l'extremite ou 
Ton ne produit que la piece prioritaire. Sinon, autour des deux extremites la production 




6.1 Discussion et Analyse 
La gestion de la fabrication dans les lignes de production multi-machines multi-pieces 
est un probleme reel d'une grande importance; et il a ete pourtant peu etudie analyti-
quement dans sa dimension la plus generate. Les rares etudes existantes souffrent de 
multiples lacunes telles que la fragilite de la representation de la performance du sys-
teme, l'impuissance de la generalisation a une longue ligne ou 1'incapacite d'implemen-
tation d'une optimisation a cause de la complexite de calcul. L'importance du sujet et 
le manque aigu d'etudes rigoureuses pour ces ateliers nous ont encourages a consacrer 
cette recherche a combler les besoins. 
Dans cette etude, nous avons reussi a etudier la performance des lignes de transfert 
multi-machines multi-pieces de facon analytique approximative mais tres precise, sous 
la classe de politiques decentralisees a seuils critiques agissant comme des niveaux de 
Kanbans. Ceci nous a aide a developper des algorithmes rapides et performants pour 
1'optimisation des seuils critiques en question ; ce qui nous a permis par la suite d'appor-
ter des solutions numeriques au probleme. La difficulte au niveau de 1'analyse des ma-
chines (difficulte horizontale) a ete resolue par la technique de decomposition/agregation 
basee sur 1'hypothese de decouplage des machines et le principe de moyennage de la de-
mande; tandis que la difficulte au niveau de 1'analyse multi-pieces {difficulte verticale) 
a ete surmontee en definissant des classes de strategies particulieres. Les resultats deja 
existants pour le cas mono-piece ont ete generalises pour le cas multi-pieces sous deux 
classes de strategies de production multi-pieces : la production synchronised de pieces 
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et la production prioritaire. Ces deux strategies ont ete etudiees de facon mathematique 
rigoureuse. 
Dans ce qui suit, nous detaillons les contributions originales de ce travail de recherche 
et concluons quant aux perspectives de recherche futures dans la continuite des travaux 
presentes ici. 
6.2 Contributions scientifiques du memoire 
Les contributions scientifiques de ce travail de recherche peuvent se resumer comme 
suit. 
<0 L'introduction de nouvelles strategies de production multi-pieces a l'interieur de la 
classe de politiques decentralisees a seuils critique. Ces strategies sont la production 
synchronisee de pieces (section 3.4) et la production prioritaire (section 5.2). 
0 La modelisation approximative des lignes multi-machines multi-pieces, pour les cas 
partiellement-homogene ainsi que le cas non homogene, par un ensemble fini (egal 
au nombre de pieces) de lignes multi-machines mono-pieces sous la strategie de pro-
duction synchronisee de pieces. Cette strategie reduit au minimum la complexite du 
probleme en le ramenant a un seul degre de liberte equivalent aux parametres de la 
ligne pour un type particulier de pieces. L'etude analytique de la performance du sys-
teme dans ce cas pour un choix arbitraire d'une ligne mono-piece a ete effectuee a 
partir de la technique de decomposition/agregation grace a laquelle 1'atelier de n ma-
chines est traite comme n sous-ateliers mono-machines faciles a gerer pour lesquels 
les resultats deja existants des machines isolees peuvent etre appliques. 
<0 L'obtention des coefficients optimaux de disponibilite dans le cas parfaitement homo-
gene, sous la strategie de production synchronisee de pieces, ces derniers favorisant 
une production tres proche du "Juste a temps". Ce mode de production qui est optimal 
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en ce qu'il minimise le temps de sejour des encours dans 1'atelier, et done minimise 
les couts totaux de stockage sous une contrainte de probabilite de disponibilite des 
inventaires. 
<0> Le developpement d'algorithmes de resolution du probleme de la programmation 
dynamique sous la strategie de production synchronisee de pieces operant avec des 
politiques a seuils critiques (section 4.6). Ces algorithmes, qui permettent d'apporter 
des solutions numeriques au probleme, sont extremement puissants tant au niveau de 
la rapidite de calcul que de la precision de la solution obtenue. De plus ils tiennent 
compte, pour l'optimisation, des deux couts : le cout de stockages et le cout de retards 
de livraison pour toute la ligne. 
<C> L'exploration et l'analyse de la strategie de production prioritaire operant avec des 
politiques a seuils critiques. Cette strategie s'avere interessante et peut etre appliquee 
dans bien des cas industriels oil Ton se permet de favoriser la production de certaines 
pieces sur d'autres. II faut reconnaftre cependant qu'elle est plus difficile a implanter 
en pratique qu'une politique synchronisee (qui a tendance a etre plus cyclique). 
<0> L'obtention de modeles mathematiques refletant avec une tres bonne precision le vrai 
comportement du systeme et estimant efficacement les parametres d'etats, de controle 
ainsi que les couts de stockages et de retards de livraisons associes pour les deux 
strategies de production multi-pieces (synchronisee et prioritaire). 
0 L'etude comparative entre la solution optimale obtenue par le modele sous la strategie 
de production synchronisee de pieces et celle obtenue par le modele sous la strategie 
de prioritaire pour les lignes non homogenes de deux machines produisant deux types 
de pieces. Cette etude montre que l'analyse de performance du systeme sous les stra-
tegies prioritaires bien que plus complexe que celle sous les strategies synchronisees, 
demeure plus generate sur le plan de choix des taux maximaux de production et me-
nant ainsi a des niveaux d'optimisation plus pousses dans la majorite des cas. 
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6.3 Perspectives 
Les resultats de recherche de ce travail peuvent admettre des extensions et ouvrir des 
nouvelles portes de recherche. Parmi les perspectives possibles, nous citons de fagon 
non exclusive les points suivants. 
0 Etude de la performance des lignes multi-machines multi-pieces sous des strategies 
synchronisees de pieces combinees avec des politiques de production du type Conwip 
{Constant work-in-process) ou hybrides du type Kanban/Conwip. 
<0 Developper des algorithmes d'optimisation pour strategies prioritaires dans les lignes 
de transfert multi-machines multi-pieces incluant les parametres de taux de production 
aux cotes des seuils critiques comme parametres a optimiser. 
0 Generalisation des lignes de transfert sous des strategies prioritaires au cas multi-
machines multi-pieces, avec dans ce cas n et m > 2, et developpement d'un algorithme 
puissant de solution du probleme d'optimisation associe tel que Valgorithme de maille 
adaptive presente a la section 4.6.3. 
<0> Explorer le cas des lignes multi-machines multi-pieces sous les strategies prioritaires 
avec des strategies synchronisees de pieces combinees avec des politiques de produc-
tion du type Conwip ou hybrides du type Kanban/Conwip. 
<0 Etendre l'etude comparative des deux strategies (synchronisee et prioritaire) pour un 
certain nombre de machines (n) et de pieces (m) avec netm> 2. 
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1.1 Demonstration du lemme 3.1 
Commengantpar la derniere machine M„ : 
Cette machine a une nature tres particuliere parce qu'elle peut admettre un niveau positif 
ou negatif de stock pour toutes les pieces. On suppose que le stock en aval de M„ des 
pieces j et / (_/,/ = 1, • • •, m et / ^ j) au temps /Q satisfait 0 < xj„(to) < z.jn, 0 < x/„(?o) 
< zin et Xj„(to)/xin(to) = dj/d/. Cette condition initiale ne represente aucune perte de 
generalite parce que meme si initialement cette relation n'est pas respectee, elle le sera 
apres une periode extremement courte (presque negligeable). Des lors, 1'analyse sera 
valide et demeurera valide pour toujours. La figure 1.1 nous montre un certain scenario 
du comportement des pieces j et /. Si les deux stocks sont en train d'augmenter pendant 
la periode comprise entre les instants to et t\ (c'est a dire que le stock n - 1 n'est pas 
en penurie, que Mn est en marche et qu'elle produit les deux pieces j et / a leurs taux 
maximaux de production respectivement kj„ et &/„), les niveaux des stocks pendant cette 
periode seront les suivants. 
Pour tout to < t < t\ : 
xjn(t) = xjn {to) + (kJn - dj) (t -10) (1.1) 
xi„(t) =xi„(t0) + (ki„-di)(t-t0) (1.2) 
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Par (1.1), (1.2), la politique de production synchronisee de pieces (3.7) et les conditions 
initiales ci-haut, on peut calculer le rapport entre Xj„ et x/„ pendant la periode en question. 
Xjn (t) _ Xjn (t0) + (kj„ ~ dj) (t-t0) 
*ln0) X[n{t0) + (*/„ -d,)(t- t0) 
_f*/»('o) + f %x,„(to) + %(jct„-d,)(t-to) 
xin(to) + (ki„-di)(t-to) 
= d-fVto<t<h (1.3) 
di 
Si les deux stocks Xj„ et x\n sont en train de diminuer pendant la periode comprise entre 
les instants t\ et ti (c'est a dire que M„ est en panne ou qu'elle est en marche mais ne 
peut pas produire parce que le niveau du stock en amont est nul), alors les niveaux des 
stocks pendant cette periode seront les suivants. 
Pour tout t\ < t < t2 : 
Xjn (t) = Xjn (h ) - dj (t-h) (1.4) 
xi„(t) = xi„(ti) -di(t - ti) (1.5) 






= 4 V /, < f < f2 (1.6) 
di 
Que les stocks Xj„ et xi„, pour ./,/ = 1, • • •, m et / ^ j , soient en train d'augmenter ou 
de diminuer (peu importe le scenario du comportement des pieces, Xjn et x\n augmentent 
ou diminuent simultanement), les relations (1.3) et (1.6) nous permettent de conclure que 










FIGURE 1.1 Un certain scenario du comportement des pieces j et / dans le stock n 
En plus, si t\ est suffisament long pour que Xj„ atteigne son seuil critique Zjn (xjn(t\) = 
Zjn), alors en vertu de (1.3) et la production synchronisee de pieces (3.7), JC/„ atteindra 
son seuil critique z\n exactement au meme instant. Par consequent, V t >to : Xj„(t)/xi„(t) 
= ZjdZln - kjnlki„ = djldi. 
Pour Vavant derniere machine M„_i : 
Cette machine admet, pour chaque piece, un niveau de stock compris entre zero et le 
seuil critique de la piece. On suppose que le stock n - 1 des pieces j et / (J, I = 1, 
• • •, m et / / j) au temps To satisfait 0 < Xj7„-\ (TO) < Zj,n-i, 0 < •*/,«-1 (lb) < z/,«-i et 
X7)„_I(TO)/X/,„_I(TO) = djldi. De plus, si pendant la periode comprise entre les instants 
To et Ti, M„_ i est en marche et elle produit les deux pieces jet I a. leurs taux maximaux de 
production respectivement kj,n-\
 e t h,n-\i ' e s niveaux des stocks pendant cette periode 
seront les suivants. 
102 
Pour tout T0 < t < X\ : 
Xj,„-i(t) = XJ^I(TQ) + {kj}„-i - u j n ( t ) ) ( t - T0) (1.7) 
*/,n-l (0 = */,IJ-1 (lb) + (fyn-l - Ui„(t))(t ~ To) (1.8) 
Puisque les stocksx-]n et x\n atteignent leurs seuils critiques respectifs au meme instant, 
alors si le niveau de 1'un de ces stocks est inferieur ou exactement egal a son seuil 
critique, il en sera de meme pour l'autre. II n'existe done que trois possibilites pour 
Uj„(t) et ui„(t) : 
- Uj„(t) = kjn et ui„(t) - ki„. 
- ujtl(t)=djetui„(t)=dl. 
- ujn(t) = ui„(t) = 0. 
Pour les trois cas possibles, en utilisant la politique de production synchronisee de pieces 
(3.7) et les conditions initiales ci-haut, il est tres facile de montrer que pour tout To < t < 
Ti : 
Xj„-\(t) dj 
•^fA = T ( L 9 ) 
XLn-W) d i 
Si la machine Mn-\ est en panne pendant la periode comprise entre les instants %\ et T2 
ou si elle ne peut pas produire, les deux stocks Xj.„-1 et x\ „_ \ seront en train de diminuer 
et les niveaux des stocks pendant cette periode seront les suivants. Pour tout %\ < t < %i '• 
Xhn-1 (t) = X;>_ 1 (T] ) - Ujn{t){t - n ) (1.10) 
x/,„_i(r) =x/ :„_i(Ti)-M/„(r)(r-Ti) (1.11) 
Encore une fois, il n'existe pour Uj„(t) et ui„(t) que les memes trois possibilites men-
tiennees ci-haut. Pour chacune de ces possibilites, en utilisant (1.9) et la politique de 
production synchronisee de pieces (3.7), il est clair que l'equation suivante est vraie. 
Pour tout T] < t < %i : 
x;„-\(t) dj 




FIGURE 1.2 Un certain scenario du comportement des pieces j et / dans le stock n -1 
Le rapport entre les niveaux des stocks x/,M-i et x/.n_i, pour j , 1 = 1, •••, m et / ^ j , 
est le meme que celui des demandes (dj/di). De plus, si %\ est suffisament long pour 
quexj,„_i atteigne son seuil critique z/,n-i al'instantTi (xj,n-\ (
Ti) -Zj,n-\), alors (1.9) 
et la production synchronisee de pieces (3.7), nous permettent facilement de demontrer 
que x/.„_i atteindra son seuil critique z^„-\ exactement au meme instant. Or, si T2 est 
suffisament long pour que x/,n-i t o m be a zero a 1'instant T2, alors grace a (1.12) et la 
production synchronisee de pieces (3.7), on peut demontrer que x/„_j tombera a zero 
exactement au meme instant. Par consequent, V j , I = 1, • • •, m et / 7̂  j et V t > To tel que 
x ;>_] (t) > 0 (ceci veut aussi dire que*/jB_i(/) > 0) : *,-,„_] {t)lxUn_x{t) = Zj,n-\lzij,-\ = 
kjM-\lh,n-\ =dj/d[. 
Pour les machines Mn-2J
usau'a M\ : 
La meme analyse que le cas de la machine M„_i est applicable pour les machines en 
amont (de M„_2 a M\) donnant la meme conclusion. 
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1.2 Demonstration du lemme 5.1 
Nous partons des hypotheses suivantes : 
- Pour j = 1,2, k j > kj2 > dj. 
- L'hypothese suivante represente le point de depart de la production prioritaire : 
k\ i d\ 
7 4
1 > y - (L13) 
k2l a 2 
1J1>T <L I 4> 
k22 d2 
- La premiere piece est toujours prioritaire par rapport a la deuxieme dans le sens ex-
plique dans la section 5.2 
- Pour garantir que le niveau du stock de la piece 2 en aval de la premiere machine (x2i) 
soit en train d'augmenter quand cette piece est produite a son taux maximal par la 
premiere machine, k2l, peu importe le taux de production de cette meme piece par la 
deuxieme machine, il faut imposer l'hypothese suivante. 
4 > * 2 2 (L15) 
Nous allons etudier deux cas principaux. Le premier ou les stocks sont en train d'aug-
menter et le deuxieme pour les stocks diminuant. 
Premiere machine : 
Cas I: Supposons que x\ \ (0) = x2\ (0) = 0
1, la premiere machine est en marche et que 
les stocks xj] et x2\ augmentent de t = 0 jusqu'a un certain t\ (aucun des deux stocks 
n'a encore atteint son seuil). Les niveaux des stocks x\ \ et x2\ entre t = 0 et t\ evoluent 
'On peut aussi choisir des conditions initiales telles que x\\{Q)/z\\ = -*2i(0)/z2i- Ces conditions ne 
represented pas une perte de generalite parce que meme si initialement cette relation n'est pas respectee, 
elle le sera apres une periode extremement courte (presque negligeable). Des lors, l'analyse sera valide et 
demeurera valide pour toujours. 
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selon : x\\ (t) = 0 + («ii (t) - ul2(t)) t et x2\ (t) = 0 + (w2i (t) - "22(0) '• 
On aimerait que jq i (?i)/zi i soit superieur a x2\ (t\ )/zi\ pour que la premiere piece soit 
toujours prioritaire par rapport a la deuxieme2. Pour ce faire, il faut satisfaire l'inegalite 
suivante. 
z\i xn(t) un(t)-un{t) 
< 7T = r~\ T7 ( l - ' o ) 
Z21 *2l(0 "21 ( 0 - "22(0 
II est clair que u\\ (t) = kl} et «2i (0
 = 2̂1 puisque la premiere machine est fonctionnelle 
etxn et x2\ sont inferieurs a leurs seuils respectifs. 
Pour les taux de production de la deuxieme machine, il existe 4 cas a prendre en consi-
deration : 
a. u\2(t) = k]2 & u22(t) = k22 
b. Mi2(0 = d\ etu22(t) =&22 
c. "12(0 =d\ etu22(t) =d2 
d. «i2(r) = 0et M22W = ° 
Si Ton substitue de ces valeurs dans (1.16), on obtient: 
, / 
^ < m i „ { * I l Z ^ : * U ^ ; * ^ ; ^ } (L17) 
^•21 I 91 99 91 99 91 2 "•9 1 rJ 
Puisque &12 > d\ et k22 > k22, done (ku —k]2)/(k2] — k22) < (&n — d\)/(k2l — ^22)>
 e t 
etant donne (1.13), il est facile de montrer que (kn/k2x) < (ku — d\)/(k2l —d2). Par 
consequent, (1.17) devient: 
Z ] ] _ .__.._ I ^ 1 1 — ^ 1 2 . 11 
Z2\ lK2] K22 K2X 
"Si les taux d'augmentation ou de diminution des stocks dans toutes les periodes oil 0 < x\ \ (t) < z\ 1 et 
0 < X21 (t) < Z21 sont de sorte a ce que x\ \ (t)/z\ 1 > *2i (f) A21»'a premiere piece sera toujours prioritaire 
dans le sens ou elle sera toujours plus proche de son seuil que la deuxieme. Par consequent, la premiere 
piece atteindra son seuil en premier et tombera a zero (pour la premiere machine) en dernier. 
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Cas II: Supposons que, a partir d'un certain temps 12 jusqu'a un certain t^, la premiere 
machine est en panne et la deuxieme est fonctionnelle,xn(/2) =z\\ et JC21 (̂ 2) = Z2i3-Les 
niveaux des stocks x\ \ et X21 entre ti et ?3 diminuent selon les equations suivantes : 
xn(t) = zu + {un(t)-u12(t))t (1.19) 
X2\ (?) = Z21 + ("21 (t) - " 2 2 ( 0 ) ' (L2°) 
II est clair que u\ \ (t) = «2i (0 = 0 car la premiere machine est en panne. Pour les taux de 
production de la deuxieme machine, il existe 3 cas a prendre en consideration : 
a. xn(t) = kn et*22(?) -^22 
b. xn{t)=d\ etx2i{t) = k\2 
c. x\2(t) =d\ etX22(0 = d2 
Pour que x\\(t)/z\\ soit superieur a x2\(t)/z2\, (1.19) et (1.20) exigent que 1 -u\2{t)/z\\ 
soit superieur a 1 - U22{t)/z2\ et done z\\/zi\ > un(t)/u22(t)- Si Ton substitue des 
valeurs de Mi2(r) et M22W dans cette relation, on obtient l'inequation suivante. 
Z11 (k\2 d\ d\\ 
> m a x < - ^ ; — ; — S (1.21) Z21 I ^22 ' ^22 ' d2 
Puisque k22 > J2 et etant donne (1.14), il est facile de montrer que k]2/k22 > d\/d2 > 






3On peut aussi choisir des conditions initiates plus generates telles que x\ \ (/2)/zi 1 = X2\ [h)/z2\ dans 
lesquelles se trouvent le cas particulier xufa) = Z\\ et JC21 (̂ 2) = Z21- Ces conditions ne representent 
pas une perte de generality parce que notre objectif est d'obtenir x\ \ {h)/zn > X2\ (?3)/z2i • Si Ton peut 
atteindre cet objectif avecxi 1(h)/z.\\ = .*2i(*2)/z2i> ca sera surement beaucoup plus facile de l'atteindre 
avec des conditions initiales telles que x\\{t2)/z\\ > *2i {h)/z2\ qui representent la realite des stocks sous 
la politique prioritaire. 
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Par (1.18) et (1.22), les bornes de z\\/zi\ sont donnees par la relation suivante. 
minf
kRZJhl.Ihl\ >£ii>^i2 ( L 2 3 ) 
^ rC ]̂ ^22 21 J ^21 22 
Si (kn —kl2)/(k2] — k22) < ki]/k2], ceci impliquerait que kn/k22 > kn/k2x > (ku — 
kl2)/{k2] —k22), ce qui voudrait dire que (1.23) est non-realisable. Par contre, si (kn — 
kl2)/(k2X —k22) > ku/k2l, ceci impliquerait que (kn —kl2)/(k2i — k22) > ku/k2l > 
kl2/k22 et done (1.23) deviendrait realisable. Par consequent, les vraies bornes de z\ \ /zi\ 
sont done donnees par 
^ > ^ > ^ (L24) 
21 ^ ^2^ 
Deuxieme machine : 
La deuxieme machine se caracterise par le fait que ses stocks x\2 et X22 sont limites 
uniquement superieurement par les seuils z\2 e t 2̂2- Ces stocks peuvent done devenir 
negatifs. Supposons que xn(to) = zn et ^22(̂ 0) = £22- Soient t\ le temps de premier 
retour de x\2 a zn a partir de to, toN le temps total entre to et t\ ou la deuxieme machine 
est fonctionnelle et toFF le temps total entre to et t\ ou la deuxieme machine est en panne 
(toN + toFF ~h - to)-
Si Ton neglige les periodes ou la deuxieme machine est en marche et les stocks x\\ et 
X21 sont en penurie4, on peut dire que x\2 et X22 evoluent entre fo et t\ selon les equations 
suivantes : 
x]2(t\) =xi2(to) + {k\2-dx)t0N-d\t0FF etx22(fi) =
 x22(to) +(k'22-d2)tON-d2t0FF 
4Si la premiere piece est prioritaire par rapport a la deuxieme en negligeant ces periodes, elle le sera 
surement en les prenant en consideration parce que x\ \ tombe a zero apres xj\. 
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On ax\2(t\) = m et on aimerait quex22(/i) soit inferieur azu-
Zn = zn + (kn ~ d\)toN ~ d\t0FF (1-25) 
Z22 > Z22 + (k22 ~ d2)t0N ~ d^toFF (1-26) 
Selon (1.25), toFFftoN - {kn — d\)/d\, tandis que (1.26) exige que toFF/toN soit supe-
rieur a (k22 — di)jdi. Pour satisfaire les deux rapports, il faut que : 
tQFF _ kn-d\ k22 - d2 
toN d\ J2 
Ceci veut dire que (ki2 — d\)l(k22 — d-i) doit etre superieur a d\/d2, et done kx2jk22 
> d\/d2- Aucune condition n'est exigee sur le rapport des seuils Zn/z.22 (sauf d'etre 
positif). 
A ce stade, nous pouvons affirmer que si la premiere piece est toujours prioritaire par 
rapport a la deuxieme, la condition suivante sera satisfaite. 
kir>->ir>T (L 2 8> 
(=») 
II est tres facile de montrer maintenant que si la condition (1.28) est satisfaite, la piece 
1 sera toujours prioritaire par rapport a la piece 2 avec une analyse semblable a celle 
ci-haut. Done, (1.28) est la condition necessaire et suffisante pour le comportement prio-




Malhame et El-Kebir [25] (respectivement El-Ferik et Malhame [13]) ont caracterise 
la dynamique transitoire des fonctions densite de probabilite associees au processus de 
production sous une classe de politique a plusieurs niveau de seuils critiques pour des 
machines multi-etats. Le processus etait vu comme un processus Markovien a etat hy-
bride continu/discret (comme le cas de notre systeme). lis ont developpe les equations de 
Kolmogorov associees a ce systeme. La dynamique probabiliste d'un systeme similaire 
a ete developpe par Malhame dans le domaine du genie electrique ( [22] et [23]). Dans 
les sections II. 1 et II.2, nous adaptons les equations de Kolmogorov a notre systeme et 
trouvons la solution de ces equations en regime permanent. 
II. 1 Solution des equations de Kolmogorov pour la premiere machine produisant la 
piece 2 
Solent fo(x2i ,t), f\(x2\ -j) et/^C^bO les densites de probabilite dex2i(f) dans les etats 
(0), (1) et (2) (voir figure 5.4). Le vecteur de densite hybride f(x2i,t) = \fo(x2\,t) , 
f\(x2\,t), f2(x2ut)]T satisfera, pour tout 0<X2i <Z2i ,1'equation aux derivees partielles 
de Kolmogorov suivante. 
d/(*2i,0 _ df(x2Ut) T7 
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ou V la matrice des taux de production donnee par 
V = 
0 9 1 
0 
0 *2 i -£ 
0 
0 
*2 21 o21J 
et A la matrice de transition donnee par 
A 
—r\ r\ 0 
P\ - b i + ' l i ) >2i 
pi 0 - p i 
(II.2) 
(IL3) 
^2, est le taux de production accrue de la piece 2 par la premiere machine quand le niveau 
du stock x\ i atteind son seuil critique z\ i et done le taux de production de la piece 1 chute 
a ^J-. La figure II. 1 montre l'espace des taux de production de la premiere machine d'ou 
Ton peut calculer k^{ comme suit. 
A-21 — 1—vAll 
dx_ 
) (II.4) 
FIGURE II. 1 Espace des taux de production par la premiere machine 
I l l 
Mais en regime permanent, df(x2\, t)ldt - 0; et done (II. 1) devient comme suit. 
df(x2i 
dx2\ 
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(II.9) 
pour i = 2, 3. Les densites de probability de X2\(t), /o(-*2i)» fi(x2i), et f2(x2i), sont 
donnees par l'equation suivante. 






avec c\, C2 et c$ trois constantes. 
II existe trois frontieres X2\ = 0, X21 = z2\ (le seuil critique de X21 atteind par 1'etat (1)) 
et X21 = z\ 0 e s e u i ' critique de X21 atteind par 1'etat (2)); les probabilites stationnaires 
en regime permanent de ces frontieres sont respectivement Po, P^2] et P,
2 . Nous pouvons 
ainsi ecrire les conditions frontieres suivantes. 
—/o(0 + ) = riP0 (11.11) 
n/b = ( 4 - — )/i(0+) (H-12) 
fl-21 
( 4 - ^-)/ l(*2l) = (Pi + '2 l )^ , 1 (
IL13) 
«21 
(*2i - ^ ) / 2 ( z 2 " i ) + ' - 2 .< = ^ , (H.14) 
/ 2 (0
+ ) = 0 (11.15) 
Les equations (II. 11) et (11.12) sont respectivement les courants de probabilites entrants 
et sortant de la frontiere X21 = zero et les equations (11.13) et (11.14) represented les 
courants de probabilites entrants aux frontieres X21 = z\\ et X21 = z\x
x . L'equation 11.15 
est imposee pour garantir l'impossibilite d'une chute immediate du niveau de X21 juste 
apres avoir quitte 1'etat (2). Ces cinq equations avec une sixieme qui impose que la 
somme des probabilites soit egale a 1 nous donnent la solutions des six inconnues du 
systeme (Po, P}21, P\v c\, c2 et C3). Ces equations peuvent etre representees sous forme 
matricielle comme suit: AX = B 011X = [P0 P ^ /g , c, c2 c3]
T, B = [0 0 0 0 0 \]T et A 
!Les courants de probabilites sortant de la frontiere Z2\ = 221 + z?i s o n t ' n c ' u s dans (11.13) et (11.14) 
ensemble. 
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la matrice suivante. 
r, 0 0 - a ) „ A -con^e-^ -col3%e^ 
r, 0 0 - ^ , ( 4 - ^ ) - a ^ ( 4 - ^ ) e - ^ ' - ^ ( 4 - I r ) ^ 2 ' 
0 p,+^ 0 - ^ , ( 4 - ^ ) -fi*2(*21-£) -«23(4l-^) 
0 - ^ , />, - ^ ( ^ - A ) - t^ 2 (^ -^) - ^ 3 ^ - A ) 
0 0 0 «3i CQ32e~
X2Z2] -co^3e~^
Z2i 
1 1 1 z2,E?=1<»;i
 2 ^ I ^ 2 i - ? ^ , < o / 3 
(11.16) 
ou ft)),, ft>2, et ft>3, sont les trois composantes du vecteur propre ft), et PZlx = P^ + P} . 
Une fois les parametre du systeme trouves, le cout de stockage de la piece 2 par le 
stock en aval de la premiere machine peut etre facilement calcule par ?2i (011,021) = 
c2i io2' x2ifx2] (*2i )^2i + c^Z2\PZ2}
 o u /x2i (*2i) = Ej=i /K*2i )• Ceci nous donne le cout 
suivant. 
rf ^ + z 2 i f v „ V + tei-l+f^i / 3 \ 
72lb i , r i , f ln ,a 2 i )= c j j c i - ^ l 2^
 wii J +c2lc2 y | I L f t ) i 2 J + 
4 i c 3 p (̂  L ^ ) +4^21^2 , 
(11.17) 
II.2 Solution des equations de Kolmogorov pour la deuxieme machine produisant la 
piece 2 
Soient /o(*22)0> /i(x22?0 e t fiixiiit) les densites de probabilite de*22(0 dans les etats 
(0), (1) et (2) (voir figure 5.8). Pour cette chaine de Markov, la matrice des taux de 
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production, V est donnee par 
V = 
-d2 0 







et la matrice de transition, A, donnee par 
A 
-hi hi 0 
P22 -(^22 + ̂ 2 ) 4> 
P11 0 -^22 
(11.19) 
Pour tout x22 < Z22, le vecteur de densite f{x22,t) = [fo(xii,t),fi(x22j),f2(x22,t)]
T 
satisfera l'equation aux derivees partielles de Kolmogorov suivante. 
df(x22,t) 
dt _v^0+A7te,0 (11.20) 
k%2 est le taux de production accrue de la piece 2 par la deuxieme machine quand le 
niveau du stock x\2 atteind son seuil critique z\2 et par consequent le taux de production 
de la piece 1 chute a d\. k^2 est donne par l'equation suivante. 
^22 = ^ ( ^ 1 2 - ^ 1 ) 
k\2 
(11.21) 















Les trois valeurs propres de la matrice V iAT sont X\ - 0 et X2j = {—b ± \/b




P22 + A2 hi 
K2 ~
 d2 k?? - d2 
P22>*22 hlA 22 P22(p~22 + r22) 
(k%2 -d2)(k'22 -d2) ~ d2(k
a
22 -d2) d2(k'2 -d2) 
et les trois vecteurs propres correspondants sont les suivants. 





COi = (11.26) 
P22(k'22-d2) + r°22{k
a







pour / = 2, 3. Les densites de probabilite de x22(t), fo(x22), f\(x22), et f2(x22), sont 





= £c/G); A'(*22~Z22) (11.27) 
avec c\, c2 et C3 des constantes. Pour que la demande d2 soit satisfaisable, il faut que 
lirn^-j-oo fx22 (̂ 22) soit nulle. Nous pouvons en conclure que c\ - 0. Pour cette machine 
de Bielecki-Kumar, il n'existe que deux frontieres x22 = z22 (le seuil critique dex22 atteint 
parl'etat(l))etX22 =z22 (le seuil critique de X22 atteint par 1'etat (2)) avec^22
 = z22 +z22 > 
les probabilites stationnaires en regime permanent de ces frontieres sont respectivement 
116 




+) = o 





Les equations (11.28) et (11.29) represented les courants de probabilites entrants aux 
frontieres x22 = z\2
 e t x22 = zh~> et l'equation est imposee pour garantir l'impossibilite 
d'une chute immediate du niveau de x2i juste apres avoir quitte 1'etat (2). Ces trois 
equations avec une quatrieme qui impose que la somme des probabilites soit egale a 
1 nous donnent la solution des quatre inconnues du systeme (P,1,,, P} , C2 et C3). Ces 
equations sont representees sous forme matricielle par le systeme d'Equations suivant. 
P22 +1 













-G>23(&22~" ̂ 2) 














ou ©1,, ohi et (03, sont les trois composantes du vecteur propre (0L et /V,, = P,!,, + P:^. 
A ce stade, le cout de stockage de la piece 2 par le stock en aval de la deuxieme ma-
chine peut etre facilement calcule par 7^2(" 11 s^21) = c22 j-^2ifx^ {
x22)dx22 + c22 
JQ22X22fxin(x2i)dx22 + c27Z22Pz?> ou fx22(












II.3 Algorithme de calcul de 021 a partir de zi\ 
Dans ce qui suit, nous donnons les demarches principales de l'algorithme iteratif de 
calcul de a2i a partir d'une valeur quelconque de zi\ • Ces demarches se resument comme 
suit. 
1. A rit6ration 0, o ^ = 1. 
,('-!) 2. A l'iteration i > 0 et en fonction de z.21 et a2l , resoudre le systeme d'equations 
lineaires A X = B de l'annexe II. 1 pour X ; ou X = [P0 P}^ P}2{ c\ c2 c3]
T, B = [0 0 0 0 
0 l ] r etAdonnee par (11.16). 
3. Calculer cr^ = 1 - PQ , ou PQ la premiere variable du vecteur X a l'iteration /. 
4. Pour la premiere iteration, fixons precision^ a une valeur predefinie a l'avance supe-
rieure a la precision recherchee (qui elle aussi est predefinie a l'avance). Sinon; pour 
i > 1, calculer precision^ comme la valeur absolue de a^l - a^ • 
5. Tant que precision^ > precision recherchee : 
i = i + 1. 
Retour a 1'etape 2. 
