Abstract. It is only for a special subset of the natural boundary conditions for the operator d4w
1. Introduction and statement of results. In [2] G. Chen and the author introduced the "square root damping" model d2w _ . ndw . ,, -r-=-+ 2yA'~--\-Aw = 0, (1.01) dtdt where A{!2 is the nonnegative square root of the nonnegative, self-adjoint "elasticity" operator A, and y is a positive number, in order to account for observed relationships between damping rate and frequency in an elastic system with energy dw | 2 dt + ||/ll/2w||2 (1.02) the norm being taken in an appropriate Hilbert space W containing the system displacements w. The main example, and principal motivation for that paper, was the One of the disadvantages accompanying use of the model (1.01) lies in the physical interpretation of the damping operator -2yA112. In Sec. 3 we classify all natural conditions under three distinct cases. In a particular subset of these cases, which might be called the "trigonometric cases", the nonnegative square root of A is given by d 11) {A^2w){x) = (-D2w)(x) = --^{x) C-04)
and, for a solution w(x, t) of (1.01), interpreted in those cases as a partial differential equation, we have . , ndw d3w -2yA^A --2y-dt dtdx2'
so that the damping force is proportional to the bending rate, a very natural interpretation. For other boundary conditions, however, A1/2 is not a differential operator and its interpretation is rather obscure. The purpose of this paper is to elucidate some of the properties of Ax!2 in those cases where it does not agree with the negative second derivative with a view to better understanding of the square root damping mechanism. In the process we encounter some rather interesting mathematics, some of historical interest, going back to Hardy, Littlewood, and Polya [4] and relating to the theory of Hankel operators on /2 (see [9] , e.g.).
Natural boundary conditions for (1.03) of spatially separated type are obtained by requiring A to be self-adjoint on L2[0,7t], here taken as a real Hilbert space. vanishes at 0 and n when the boundary conditions apply there for both w and v. Boundary conditions guaranteeing that B(w,v) -0 at x = 0 and x = n will be called "symmetric" boundary conditions in this paper. A subset of these boundary conditions consists of those which guarantee not only that B(w, v) = 0 but also that, subject to these boundary conditions, the quadratic form is nonpositive at n and nonnegative at 0 so that (cf. (1.05)) the operator A is nonnegative. We will call these "natural" boundary conditions here, perhaps departing from the standard usage in this respect. It can be seen that A is self-adjoint and bounded below for all symmetric boundary conditions, natural or not. If the form (1.07) reduces to zero at both jc = 0 and x = n, the system energy becomes 1 f 2 Jo (S)+ m) *■ i.e., the energy is strictly distributed rather than a sum of this integral and boundary terms of the form (1.07). Natural boundary conditions for which the energy is strictly distributed will be referred to here as natural SDE boundary conditions. This set of boundary conditions includes clamped, free, hinged, and guided boundary conditions but excludes, e.g., "elastic" boundary conditions such as w= an> (a > 0 if A" = n, a < 0 if x = 0) for which (1.07) includes a term of the form |a|«>2 which is added to the indicated integral to form the complete system energy.
We will also have occasion in this paper to refer to boundary conditions satisfying the symmetry condition but such that the energy form (1.07) becomes nonpositive at n and nonnegative at 0. We will refer to boundary conditions of this type, for reasons soon to become apparent, as dual natural boundary conditions. Natural SDE boundary conditions are both natural and dual natural boundary conditions. While we will be interested only in natural boundary conditions which are independent of the eigenvalue parameter A, the definitions remain valid if such a dependence does exist and, in fact, the dual natural boundary conditions which we have use for are in general of this type. More on this later. Now we begin our systematic study of the difference between A{/2 and the negative second derivative. Considering only natural boundary conditions henceforth and <p is, therefore, also an eigenfunction of the second derivative operator corresponding to the eigenvalue 0. For this reason we will treat A* > 0 in the sequel unless the contrary is explicitly stated. The basic idea of our approach is to examine the differing actions of the second derivative operator on the real exponential and trigonometric parts of the eigenvectors, which we now proceed to describe.
Let <pl,<p2,<p3,... be orthonormal eigenfunctions of A corresponding to the eigenvalues A|, X2, A3, These either form an orthonormal basis for L2[0, n] themselves or else may be modified to include a pair of orthonormalized eigenvectors corresponding to A] when it is a zero eigenvalue of multiplicity two. For the positive kk we let A/t = o)k, ojk > 0, (1.09) and, as we see from the form of the fourth-order operator A -D4, <Pk(x) = y~£eWk(x~n) + y~e~"JkX + yck cos cokx + ysk sin cokx (1.10)
for real coefficients as indicated. In §3 we establish the following lemma. Lemma 1. Let A be an eigenfunction of A corresponding to an eigenvalue A = co4 > 0, A being endowed with natural boundary conditions. Then <p{x) = y+e0J<-x~n'1 + y~e~0JX + yc cos cox + ~f sin cox (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) and there is a positive 6j and a positive K such that, for co > co.
As a consequence there is a positive number K such that, for all values of A: in (1.10),
These elementary estimates are significant for the following reason. We let A[!2 denote the nonnegative square root of A, A endowed with natural boundary conditions, and we let -D2 denote the negative second derivative operator -d2/dx2. Then an elementary calculation shows that, for Ak > 0, (D<pk){x) = -2 a>2k[y+e"'l{x-*) + yke~""x) + co2k(pk{x) j = co2 y/k, We tentatively define an operator P for cpk such that Xk > 0 by (P<pk)(x) = -2(y+e°*ix-*) + yke-"^x), (1.16) and, where a zero eigenvalue A] exists, P<p\ = -<p\ for any eigenvector <p\ associated with Ai. If we let P = / + P, we have (cf. (1.14)) P(Pk = y/k, k = 1,2,3,..., (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) provided (pk is such that Xk > 0, while P(p\ = 0 when <p\ is a zero eigenvector. From (1.13) and the fact that the <pk form an orthonormal basis for L2[0,7r], the boundedness of P is obtained as stated in the following theorem. The indicated asymptotic form of the a>k is too familiar to require proof but a brief sketch of how such a proof might be carried out is given in §3.
Theorem 2. Endowed with natural boundary conditions, the operator A of (1.03) has eigenvalues Xk such that the cok defined in (1.09) have the form 18) and, as a consequence of this and the result of Lemma 1, the operator P defined in (1.16) extends to a bounded but, in general, noncompact operator on L2[0, n).
The main result proved in this paper, the first part of which follows from Theorem 2 (but, in fact, is reproved independently in §3) is Theorem 3. The negative second derivative operator -D2 of (1.14), with domain 3! the same as that of A{!2, the nonnegative square root of the fourth-order operator A of (1.03) (assuming natural boundary conditions so that A is nonnegative), has the form -D2w = PAl/2w, (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) where P is the operator defined in (1.17). The subspace 31 c L2[0, n] which is the range of -D2 is spanned by the y/k corresponding to Xk > 0 and is closed in L2[0, n].
The operator P has a bounded inverse on 31, which extends to a bounded operator Q on L2[0, it], so that likewise Al/2w = ty(-D2)w, we&.
(1-20)
The boundedness of P as a consequence of (1.18) is proved in §2. This is equivalent to the boundedness of P but the latter is also proved by a different method in §3, as we have remarked earlier.
One should note that P depends more or less exclusively on the boundary conditions imposed on A, not only because these influence the values of the cok but also because it becomes the identity whenever those boundary conditions are such as to ensure purely trigonometric eigenvectors for A corresponding to eigenvalues h > 0.
Using [6] , (pp. 487 ff.) we immediately see that the partial differential equation,
which we may rewrite in operator terminology as pw -2 yD2w + EI Aw = 0, corresponds to a first-order system associated with a holomorphic semigroup in the Hilbert space with norm equivalent to the physical energy of the beam system, provided that the bounds on the coefficients yare sufficiently small, so that the norm of P is also sufficiently small. If P were compact, and we have noted that this is, in fact, not the case, we could draw this conclusion without reservation. We are studying this partial differential equation via other techniques and expect to report improved results shortly.
It is possible to make a fairly substantial improvement on the boundedness of P stated in Theorem 2. Although the strengthened result is not necessary for the study of the operators P described in (1.16), it seems worthwhile to state it here for its own sake. A rather similar result, which we do not detail here, is part of Theorem 1.6 of [9] , but only for T*T a Hankel operator, that is, an infinite matrix operator on /2 whose i,j-th entry is a,+7 for some sequence {ak} with particular properties. The present result bears no such restriction. is bounded.
The proof of this result will also be given in §2. These theorems clearly relate to exponential sequences which, according to the classical Muntz-Szasz theory (see, e.g., [7] ) are complete in L2[0, n]. It follows that the range of T, or P, is dense in L2[0, n]. We should also remark that it is possible to obtain these boundedness results with the use of the Carleson measure theorem ( [3] , [5] ), but this seems rather in the nature of mathematical overkill in this situation.
2. Boundedness and noncompactness of P; Proof of Theorem 4. The asymptotic properties, as k -♦ oo, of the numbers ojk -A|/4 described in (1.09) are too well known to require any formal treatment here. However, the methods of §3 allow one to formulate certain trigonometric/exponential equations whose roots are the (ok, from which it may be seen that, for k -1,2,3
where the value of the constant v depends on the specific boundary conditions applied, as does the particular sequence {ek}. Using (2.01) along with the form (1.16) of the operator P, we see that the properties of P, such as boundedness, compactness, etc., must be the same as those of the operator
(That A might have a zero eigenvalue with accompanying coo = 0 does not affect this conclusion.)
We will show, first of all, that T is bounded. This can be established by use of an inequality appearing in [4] , the usefulness of which reference was conveyed to the author by R. J. Duffin and is here gratefully acknowledged, and by another method which appears at the end of this section. As the first method, though less general, is best adapted to the later investigation of compactness, and since the treatment in [4] is rather cursory, we will take some pains to develop the result here. in the function space whose squared norm is defined by the right-hand side of (2.05).
Since it is clearly adequate to treat the case wherein the ck are all nonnegative, we assume the latter and study the weighted square sum 2 {c*} e/2.
HI-')'
We may then suppose 0 < ck < c for some c > 0. We dominate the sum (2.06), clearly convergent for |z| < 1, on the segment ( - IIToll < 2V2n and thus, noting our previous arguments, T, and hence P, are bounded operators as well.
Since the operator on /2 which carries the sequence {q} to {q/vT} is clearly compact, the operator ST in (2.03) is compact and thus T is compact if and only if To in (2.04) is compact. It is then a simple matter to see that P is compact if and only if To is compact. Now, in fact, none of these operators are compact. It is just a matter of showing that To is not. Since the map Tn: {ck} e /2 -► ]Ca*Li cke~kx e L2[n,oo) is easily seen to be compact, we may again treat To as a map from /2 to L2[0,oo). The noncompactness may then be established by various means. One may study, e.g., the Hankel operator T^Tq: /2 -> /2 and cite the result in [9] (Theorem 1.6, pp. 7, 8) . However, to make this paper self-contained, we offer the following very simple argument communicated to the author by Professor A. Nagel.
The Approximating arbitrary {c^} e /2 by finite sequences in the usual way we see that ||r|| < 2p/n and the theorem is proved. The first and second components of the vector w (or v) constitute the exponential part of w, which we denote by w,,, while the third and fourth components constitute the trigonometric part w,.
Another proof of the boundedness of the operator P. We have noted in Section 1, from the form taken by the operator P, that its action is just to changc the signs of the coefficients y+ and y~ in the representation (-*) = y+e'"{x~n) + y~e~"'y + y' cos ojx + ys sin cox (3.13)
of an eigenfunction of A corresponding to the eigenvalue X = co4. From the form of the transformation (3.04) we see that the first component of w(x)(= cp(x)), in this case the value of <p(x) itself, is given by <p(x) = w1 (0, co)e~wx + w2(0, -w3(0, co) cos cox -w4(0, co) sin ojx so that y~ = w'(0, co), y+ = w2(0, co)e'"" = w:(7r, co).
It follows that changing the signs of y+ and y~ simply corresponds to changing the sign of the exponential part of w, i.e., we. To appreciate the consequences of this observation it is necessary to consider the boundary conditions in more detail.
To do this, we note, following [1] , [8] , [10] , that instead of giving the boundary conditions in linear functional form, as one usually does, we may, equivalently, indicate the subspaces to which the boundary values and derivatives of w (or <p) belong. In terms of the w variables we may represent the boundary subspaces in the form from which we conclude not only the fact that E*JE2 should be symmetric but also that a spanning matrix for the boundary functional coefficients corresponding to the boundary space spanning matrix is E# = [E^J, E*J] (3.19) (i.e., if e# is a linear combination of the rows of this matrix then one of the applicable boundary conditions at x = 0 is e#w = 0). Now, we verify immediately that if we make the substitutions (3.17) in (3.18) the equation is invariant. Similar conditions apply to the matrix e at x = n. What this means is the following. Let us denote the fourth derivative operator with boundary spaces E and e by A. The corresponding E# (cf. (3.19) ) may then be taken to be (note that the E# matrices are only determinate modulo left multiplication by a nonsingular 2x2 matrix) E# = [a»4E*J, E2J]. we see that natural boundary conditions, which are to apply for A, correspond to the nonnegativity of E*JE2, already seen to be symmetric. Making the replacements indicated by (3.17), however, we see that the corresponding form for A is &>4EpE, = -eu4E$J*E, = -co4E| JE2, (3.22) and hence must be nonpositive. The corresponding form, involving the e matrices, and applying at x -n, is nonpositive for the original operator A and nonnegative for A. Thus A is supplied with dual natural boundary conditions as defined in §1.
We have observed in §1 that P<pk = i//k, where (cf. (1.14))
¥k(x) --y+ew(x~n) -y~e~"JX + yc cos cox + ys sin cox = co~^] Dipk.
Since the fourth derivative of y/k is Xky/k = <y4^-, our work above shows that these functions are, for k = 1,2,3,..., eigenfunctions of A corresponding to the eigenvalue Xk, just as the (pk are for the original operator A. Since we have seen the operator A to be symmetric, the y/k are, consequently, mutually orthogonal, just as the <pk are. Since we have seen in § 1 that
we see that ||ij/k|| < 1 for all k. This, combined with their mutual orthogonality, shows that P is bounded and that, indeed, ||P|| < 1. In the SDE case P is an isometry (an easy example of the latter occurs in the case where A is the fourth-order operator with boundary conditions w = w' -0 at both ends, corresponding to a clamped beam in the physical situation; here A turns out to be the operator with boundary conditions w" = w"' = 0 at both ends, corresponding to a free beam; more examples are given in §4). Invertibility of the operator P on its range. Since the y/k span the range of P and are mutually orthogonal, to show the invertibility of P on its range it is enough to show that there is a positive number M such that M >M||p*|| = M, k = 1,2,3 (3.23)
Then we will have P~' = Q on the range of P with ||Q|| < MT1. Since the norms of e~l0X and e"'{x~n) in L2[0,7r] are ^(col/2) as <o -► oo, it is easy to see that an inequality of the form (3.23) must obtain if we can demonstrate the existence of a positive number K such that
in all cases under consideration. Since the coefficients y depend on the (assumed natural) boundary conditions stipulated for the operator it is enough to give a complete classification of all natural boundary conditions, perhaps a useful exercise just for its own sake, and show that a bound of the form (3.24) is, indeed, valid in all cases.
The inequality (3.24) is also used for the alternate proof of the boundedness of P given in §2.
Classification of the natural boundary conditions for A. Using the same notation as in (3.18), we require that E, JE2 = R, where, treating only the situation at x = 0 for the present, R is a symmetric and nonnegative 2x2 matrix. Since the matrix E is only determined modulo right multiplication by a nonsingular 2x2 matrix, we may replace R by S*RS = IR, where We study these cases individually.
In Case (a), we first of all represent the lower half of E in the form and an arbitrary 2x2 rotation matrix as In Case (b) it is clear that either E| or E2, perhaps both, are singular. Assuming it is E2, we may suppose that /rcosfl JCosS\ \ r sin 6 s sin 6 J and then JE; =(-'*"2 ""'""I (3.27) \ r cos 6 s cos 6 J From the form of E* JE2, the first row of E* must have the form (q cos 6 q sin 8).
Since the columns of JE2 are dependent, the only condition permitting us to define the second row of E* in such a way that the (2, 1) entry of EfJE2 is zero while the (2,2) entry is one, is that r should be zero while s is not. So and we see that this is not really a separate case from (b). Case (d) naturally divides into three subcases. The first two arise for E| = 0, Ei nonsingular and E2 = 0, E| nonsingular, the nonsingularity in each case following from the requirement that E should have rank two. The only remaining possibility is readily seen to be that both Ei and E2 each have rank one. The arguments leading to (3.26), (3.27 ) may be repeated and we subsequently conclude that E| has the same form, i.e., p cos 8 a cos 6' , together with the classification of natural boundary conditions obtained above, we will show that y~ is bounded in terms of /' and ys in every case. A completely symmetric situation exists at x = n in respect to 7+, so that will not require additional treatment. We take the eigenfunction <p(x) in the form (3.13). Given a set of natural boundary conditions at x = 0 we establish that irl < M0\y+\e~"" + 7Vo(|/l + l/l). Since q ± 0, when cos# ^ 0 the first entry includes a term which grows like toy and there is no problem. If cos# = 0, then no entries involve cubic terms and since |sin0| = 1, the first entry includes a term growing like or, from which (3.32) is then easily verified. On the other hand, when E is in the form (3.29) then We remark that the case wherein E| = 0, which occurs only under (d) above, is what we have referred to in §1 as the trigonometric case, since the real exponential parts of the eigenfunctions reduce to zero when this occurs.
Finally, a word about the equation from which the eigenvalues, and hence the spatial frequency coefficients co, may be determined. We have noted that, using the boundary conditions which apply at x = 0, we can always solve for y~. If the expression for y~ so obtained is substituted into the other, linearly independent, boundary condition which applies at x = 0, an equation is obtained involving y+,yc,ys, the trigonometric expressions sin con, cos con, and e~ojn. Using the boundary conditions applying at x = n the coefficient y+ can be eliminated similarly and one obtains, in the end, two equations involving yc and ys together with cos con, sin con, and e~''m. The determinant of this last pair of equations in yc and ys provides a trigonometric/exponential equation wherein the exponential terms are asymptotically small as co tends to infinity. From this equation the numbers cok (hence the eigenvalues Ak) can be determined and may be shown to have the form indicated in (1.18). 4 . Examples, remarks, etc. Probably the most significant contribution which we can make, example-wise, is to clarify the relationship between the original fourthorder operator A, assumed to be supplied with natural boundary conditions, and When a and /? are zero, in which case the original system has a free end at x = it, the dual system has a clamped end there. If both a and p are nonzero, so that the original system has elastic boundary conditions of the standard sort at .y = n, we see that the dual system also has elastic boundary conditions at x = n but with the a and /? of (4.02) replaced by -a~lco4 and respectively. Thus in the dual problem the boundary elasticities act so as to render the equilibrium w = 0 unstable and we may expect negative eigenvalues X to appear. The frequency dependence signalled by the appearance of the factor w4 also introduces a new feature. Since a>4y/(x,t) = Xy/(x,t) -~^(x,t) for the corresponding eigenfunction solutions i//(x, t) = e±l(0~'i//{x) of the beam equation with these boundary conditions, the boundary conditions (4.04) can be reinterpreted as -g,-(*.
•) +e-g^(*.t) = 0.
so that the "elastic feedback" acts not on the slope and displacement at x = n but rather on the time rate of acceleration of these quantities. These can also be interpreted in terms of tip masses and tip moments of inertia. Now let us consider the range of the operator P, spanned by those eigenfunctions i// of A for which X is positive. As we have seen, these are the images under P of the eigenfunctions (p of A corresponding to positive eigenvalues a. The negative eigenvalues and eigenfunctions of A cannot be related to similar eigenvalues and eigenfunctions of A because those eigenfunctions y of A do not have the form indicated in (1.14) and thus are not images of corresponding q>, of the form (1.10), under P. The range of P thus does not include y/ corresponding to negative X, and, in such cases therefore, is not the whole space L2[0, n].
Let us agree to denote by Ax!2 the positive square root of A, restricted to the range, 31, of P, the closed subspace of L2[0, n] spanned by the eigenfunctions y/ of A which correspond to positive eigenvalues X of that operator. Then we have the following
