Introduction and the result
A finite family of random variables {X i ; 1 i n} is said to be negatively associated (NA, for short) if for every pair of disjoint subsets A and B of {1, 2, . . . , n}, (1.1) Cov(f (X i ; i ∈ A), g(X j ; j ∈ B)) 0 whenever f and g are coordinate-wise nondecreasing and the covariance exists. An infinite family is negatively associated if every finite subfamily is negatively associated. The concept of the negative association was introduced by Alam and Saxena (1981) and Joag-Dev and Proschan (1983) . As pointed out and proved by Joag-Dev and Proschan (1983), a number of well-known multivariate distributions possess the NA property. NA has found important and wide applications in multivariate statistical analysis and reliability theory. In the past two decades, a lot of effort has been dedicated to prove limit theorems for random fields {X n ; n ∈ Z variables. In the case d = 1, we refer to Joag-Dev and Proschan (1983) for fundamental properties, Newman (1984) for the central limit theorem, Su et al. (1997) for the moment inequality and functional central limit theorem and Shao and Su (1999) for the law of the iterated logarithm, and we refer to Roussas (1994) 
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Our main goal is to prove the following theorem:
+ } is also a weakly stationary field, i.e., there exists a function r :
Then without changing its distribution we can redefine the random field {X n ; n ∈ Z d + } on a richer probability space together with a d-parameter Wiener process
for N ∈ G τ . Here ε is a positive constant depending on the field {X n ; n ∈ Z d + }. Remark 1.1. The τ in Theorem 1.1 must be fixed. The statement is true for each fixed τ ∈ (0, 1), but the constructed Wiener process and the constant in (1.3) strongly depend on it. Cov(f (X i ; i ∈ A), g(X j ; j ∈ B)) 0 whenever f and g are coordinatewise nondecreasing and the covariance exists. For weakly stationary associated fields Balan (2005) obtained a strong invariance principle under a finite (2 + δ)th moment and a certain restriction on the covariance function, i.e.,
It is easy to see that the decay rate of the covariance coefficient u(n) in Theorem 1.1 is slightly weaker than the above covariance coefficient.
ii) The restriction "N ∈ G τ " is essential here and a similar fact occurs for mixing random fields (see Berkes and Morrow 1981) The non-functional version of LIL obtained in Wichura (1973) for any multiparameter process with independent increments (in particular for the Wiener process) allows us to conclude that
The plan of the paper is as follows. In Section 2, we will introduce the main tools. In Section 3, we will give some useful lemmas which are needed for the proof of Theorem 1.1. The proof of Theorem 1.1 will be given in Section 4. From now on, without loss of generality, we assume that 0 < δ 1 and C stands for a generic positive constant, independent of n, it may take different values in each appearance.
Blocking technique and quantile transform method
In this section we will introduce the multi-parameter blocking technique of Berkes and Morrow (1981) and the quantile transform method of Csörgő and Révész (1975) which are the main tools that are needed for the proof of Theorem 1.1.
To use the blocking technique, for each
Now we define blocks H k and I k of consecutive positive integers, leaving no gaps between the blocks, by
Note that
where u k and v k are called the long blocks and the short blocks, respectively. By (C4) and the NA property Cov(X, Y ) 0 we get for any finite subset
Let τ ∈ (0, 1) and put ̺ = τ /8. Define further
Also, for each N ∈ H and s = 1, . . . , d, define
We note that
To use the quantile-transform method, let
Let F k denote the distribution function of ξ k . Note that F k is continuous since the smooth random variable ω k is used. Define
where Φ −1 is the inverse of the standard Gaussian distribution function Φ. It is easy to see that η k is a standard Gaussian random variable (see Yu 1996) . Using the fact that
3) is NA by applying (P6) and (P7) of Joag-Dev and Proschan (1983) and the fact that
+ } is a new NA random field. Thus, by the quantile transform method, we have constructed a new NA random field with Gaussian marginals.
Useful lemmas
For k satisfying N k < N N k+1 we can write
where W is a d-parameter Wiener process. Further, we have
In this section we will give some lemmas to show that the sums in the above decomposition, except i∈L k σ |B i |η i and W (R k ), can be made sufficiently small.
We first need an estimate for the difference of the characteristic function of S n /σ n and that of the standard Gaussian distribution N (0, 1) . This is essential for us to use the quantile transform method successfully.
Proposition 3.1. Suppose that (C1), (C3), (C4) and
hold. We have
The proof of this proposition can be found in Cai and Wang (2009).
Lemma 3.1. Under the assumptions of Proposition 3.1, if 2(1 + µ)/µ(2 + δ) < α/β < 2(1 + µ)(1 + δ)/(1 + µ + µδ + 3δ) and µ > (3 − δ)/(1 + δ), then
and sup
where f k (x) is the density function of ξ k and ϕ(x) is the density function of Φ(x). P r o o f. By the smoothing lemma of Berry (see Feller 1971 ) and the independence between {u k } and {ω k }, for any T > 0 we have
Then replacing S n /σ n by u k /λ k in Proposition 3.1, for |n| = |k| α and T = C|n| 1/2−δ/(1+µ)(1+δ) log 1−d |n| we have
For the second inequality we use a technique similar to that used to prove relationship (3.3) of Yu (1996) . For any T > 0,
.
Similarly, by Proposition 3.1 and (2.2) the conclusion follows by choosing T = |k| α−β (such a choice is possible since α/β < 2(1 + µ)(1 + δ)/(1 + µ + µδ + 3δ) and µ > (3 − δ)/(1 + δ)).
The next result follows exactly as Theorem 2.1 of Yu (1996) , using Lemma 3.1.
Lemma 3.2.
Under the assumptions of Lemma 3.1, for any 0 < θ < 1/2 we have
Lemma 3.3. Under the assumptions of Lemma 3.1, we have
provided that |ξ k | K(log |k|) 1/2 and 0 < K < (2δβ/(2 + δ)) 1/2 . P r o o f. By Lemma 3.1, the proof is basically the same as that of Lemma 2.5.1 of Csörgő and Révész (1981) .
Using (2.2), Lemma 3.1, Lemma 3.3 and Lemma A.1 of Zhang and Wen (2001), and employing the same techniques which were used in the proofs of Lemma 3.10 of Yu (1996) and Lemma 3.6 of Balan (2005), we get the following result. 
a.s.
Lemma 3.5. If (C1) and
hold, then
The left inequality of (3.5) follows from (2.1). Let V = (m, n] be a square, i.e., n s − m s = k for s = 1, . . . , d. Note that |V | = k d . By stationarity and the NA property we have Cov(X, Y ) 0,
Thus, by (C2 ′′ ) we have
Let V = (m, n] be not a square. It is well known that each rectangle V can be written as a finite union of disjoint squares: V = N j=1 V j . By the NA property, we have
Using Lemma 3.5 and employing the same method that was used in the proof of Lemma 3.8 of Balan (2005), we get the following result. Lemma 3.6. Suppose that (C1) and (C2 ′′ ) hold and β > 3d. Then for every
a.s.,
Using the condition "i ∈ G ̺ ", and employing the same method that was used in the proof of Lemma 3.9 of Balan (2005), we get
where 
Then by (C2)
Lemma 3.9. Suppose that the conditions of Lemma 3.1 hold and put
Further, there exists γ > 0 such that
P r o o f. Using the Markov inequality and Lemma 3.4 of Zhang (2000) we get
The second inequality follows exactly as the second inequality of Lemma 7 of Berkes and Morrow (1981), using the moment inequality given by Lemma A.1 of Zhang and Wen (2001) and the rate of convergence in the CLT given by Proposition 3.1 and Berry's lemma.
for each s = 1, . . . , d and N ∈ H. We have
On the other hand, for any nonempty subset J of {1, 2, . . . , d} and any
n ks <Ns n ks +1 ,s∈J 1 vs n ks ,s∈J c ;n ks <vs Ns,s∈J
Define by M ′ k J the analogous quantity for the Wiener process, i.e., the quantity we get if we replace the sum in (3.7) by the increment of W over the given rectangle. Then we have max By Lemma 3.2 and Lemma 3.8, for 0 < θ < 1/2 and suitable constants α, β satisfying the Lemmas in Section 3 we have
where in the second inequality above we used (3.8) to obtain an s * for which
Thus, by (4.2) and (4.3), by the Cauchy inequality and (3.9) we get
for m large enough and 0 < λ * < λ.
Hence by Theorem 5 of Berkes and Philipp (1979), without changing its distribution we can redefine the sequence {Y m ; m ∈ Z + } on a rich enough probability space together with a sequence {Z m ; m ∈ Z + } of independent N (0, 1)-distributed random variables such that 
