Abstract. Extended Bergman projections from Lebesgue classes onto all Besov spaces on the unit ball are defined and characterized. Right inverses and adjoints of the projections share the property that they are imbeddings of Besov spaces into Lebesgue classes via certain combinations of radial derivatives. Applications to the Gleason problem at arbitrary points in the ball, duality, and complex interpolation in Besov spaces are obtained. The results apply, in particular, to the Hardy space H 2 , the Arveson space, the Dirichlet space, and the Bloch space.
Introduction
The inner product and the norm in C N are z, w = z 1 w 1 + · · · + z N w N and |z| = z, z , where ( ) denotes the complex conjugate (or the closure of a set if the context requires it). We let ν be the Lebesgue (volume) measure on the unit ball B of C N normalized with ν(B) = 1, which is the area measure on the unit disc D when N = 1. We define on B also the measures dν c (z) = (1 − |z| 2 ) c dν(z) (c ∈ R), which are finite only when c > −1. Unless otherwise specified or restricted, our main parameters are the following:
q ∈ R, 0 < p ≤ ∞, s ∈ C, σ = Re s, t ∈ C, τ = Re t.
Let H(B) denote the space of holomorphic functions on B. For q > −1, a function f ∈ H(B) belongs to the (weighted ) Bergman space A p q whenever f lies in the Lebesgue class L p (ν q ). The norm f A p q is simply the L p (ν q ) norm of f , where we use the term norm even when 0 < p < 1. So the inclusion map i : A p q → L p (ν q ) is an isometric imbedding.
Bergman projections are the linear operators P s defined for σ > −(N + 1) by
for suitable f . It is clear that P s f is a member of H(B). Complex powers are always understood to be principal branches.
The following result is classical; see [FR] , [C] , and [HKZ, §1.2] , for example.
Theorem 1.1. For 1 ≤ p < ∞, P s is a bounded operator from L p (ν q ) onto A p q if and only if (1) q + 1 < p (σ + 1).
For such a value s,
The inequality (1) implies σ > −1 since q > −1 for Bergman spaces. The expression (a) b in (2) is the Pochhammer symbol given by where 2 F 1 is the hypergeometric function; see [BB, p. 13] . With no restriction on s, we define the (extended ) Bergman projections, also denoted by P s , as
H s ( z, w ) (1 − |w| 2 ) s f (w) dν(w) (z ∈ B).
Our main result is the following generalization of Theorem 1.1.
Theorem 1.2. For 1 ≤ p ≤ ∞, P s is a bounded operator from L p (ν q ) onto B p q if and only if
Given a number s satisfying (6), if t satisfies (4), then
Note that (6) no longer implies σ > −1. On the other hand, (6) and (4) together imply σ + τ > −1 so that (1 + s + t) N never hits a pole of Γ.
The best partial result in this direction is [P, Theorem 3.11 ], in which s is restricted to s > −1; then s > −(N + 1) trivially and only the binomial part of the kernel (5) is used. Consequently the only-if part is also missing. The same restriction on s applies also to the right inverses given for P s . A very special case of (7) is [Z2, Lemma 4.2.8]. Although H s appears in [BB] in its full generality, this source considers only projections from differentiable classes onto Besov spaces.
We prove Theorem 1.2 in Section 5. Our proof is entirely different from that of [P] . We emphasize that Theorem 1.2 generalizes Theorem 1.1 also in the sense that i in (2) can be replaced by the more general I t s even when q > −1. We also find the adjoint of P s in this section.
Section 4 is devoted to properties of Besov spaces that place the extended Bergman projections in context. This is required partly because the q we use in the definition of B p q is not standard. It is shown that H q ( z, w ) is the reproducing kernel of B 2 q . The independence of B p q of the parameters s, t under (4) and their relation to Bergman and other spaces are established. Equation (2) in [Kap] , where some of the results in this paper are announced, graphically shows the classification of B p q with our q. The operators D t s are introduced in Section 3. They are defined by using coefficient multipliers on the homogeneous expansions of functions in H(B).
Section 2 introduces the notation and some preliminary formulas. Sections 6, 7, and 8 give applications of Theorem 1.2. First we solve the Gleason problem at an arbitrary point a ∈ B in Besov spaces. Then we study the duality of B 
Notation and preliminaries
Constants appearing in formulas are all denoted by C, although they may have different values. The constants may depend on various parameters, but never on the functions in the formula in which they appear.
For fixed a, b, Stirling's formula and (3) give
where x ∼ y means that |x/y| is bounded above and below by two positive constants that are independent of any parameter present (c here). For 1 ≤ p < ∞, the symbol p denotes the exponent conjugate to p; that is, 1/p + 1/p = 1. The dual space X * of a Banach space X is the space of all bounded linear functionals on X.
We use multi-index notation in which
When s = −(N + 1), (9) sums to
By (8), the coefficient of λ k in (5) is ∼ k N +σ for large k. Thus (5) converges, in particular, when λ = z, w with z, w ∈ B.
Let Σ be the Lebesgue (surface) measure on the boundary ∂B of B normalized so that Σ(∂B) = 1. The following result extends [R, Proposition 1.4 .9] to p = 2 and q = 0. Its proof follows similar lines and is omitted.
Proposition 2.1. For a multi-index α, 0 < p < ∞, and σ > −1, we have
Remark 2.2. The case p = 2 of the second integral is [AK1, Lemma 1]. A similar orthogonality result,
Proof. It suffices to show that the null sets of the measures ν c and ν are the same. Note that ν c is σ-finite. We have dν(z) = (1 − |z| 2 ) −c dν c (z) with z → (1 − |z| 2 ) −c integrable with respect to ν c , and
2 ) c locally integrable with respect to ν. Since neither measure has atoms, it follows that either measure is absolutely continuous with respect to the other. Now for a, b ∈ C and suitable g, consider the operator
Proof. (a) This is essentially [HKZ, Theorem 1.9 ] for 1 ≤ p < ∞ and contained in [Z3, Theorem 9] for p = ∞.
(b) See the Appendix. 
where k(z, w) is a measurable kernel satisfying
Radial differential operators
Let f ∈ H(B) be given by its homogeneous expansion f (z) = ∞ k=0 f k (z), where f k is a homogeneous polynomial of degree k. The radial derivative at z of f is
In particular, R(z α ) = |α|z α and R( z, w ) = z, w , where R acts on the holomorphic variable z. What is nice about Rf is that it is also holomorphic and dominates the derivatives of f in tangential directions; see [R, §6.4] . By imitating the passage across σ = −(N + 1) in (5) and following [AU, §3] , we extend R to arbitrary orders.
Moreover, by (8),
is a continuous operator on H(B).
Proof. This is one direction of [Ara, Theorem 5] , using the estimate (12).
Hence identities for D t s can be proved by checking their action on z α since {z α } generates H(B). So by (5) we have the important identity
, where D t s acts on the holomorphic variable z. The properties (11), (12), and (13) allow us to state the following result. The parameter s does not affect the order and is there for convenience in the proofs. These operators are truly differential when t is a positive integer, and integral when t is negative. By (11) 
Let us note in passing that the operators R a = (R−aI)
Proof. See the Appendix.
The parameter b can be chosen at will as long as it satisfies the two inequalities stated. This provides great flexibility as we show next.
Besov spaces
We first make sure that the B p q spaces are well-defined.
Theorem 4.1. Suppose f ∈ H(B), q ∈ R, and r, s, t, u ∈ C.
(a) Let 0 < p < ∞. For q +p Re t > −1 the function I Note that there is absolutely no restriction on the lower parameters r, s of the differential operators.
Proof. (a) The relations
, respectively. So we apply Theorem 2.4 (a) or (b) with c = q+p τ and a = u−t. These values satisfy the first inequalities there since q + p Re u > −1. We take a sufficiently large real b in Theorem 3.4 which also satisfies the second inequality in Theorem 2.4 (a) or (b). Theorem 2.4 then says that if
In the opposite direction, we interchange the roles of the pairs s, t and r, u, and use the condition q + p Re t > −1. (4) is satisfied by t 1 and t 2 .
Hence, if (4) holds, the map
is an isometric imbedding modulo the equivalence of norms much like the map i is for Bergman spaces.
The reference [BB] uses the differential operators (R + sI) t instead of D t s , and as remarked there (p. 41), the corresponding spaces are the same. Thus our B p q spaces are the holomorphic Sobolev spaces A p q+pt+1,t of [BB] , which imposes the restriction q + pt + 1 > 0 as in (4). In fact, our Corollary 4.2 is contained in [BB, Theorem 5.12 (i) ], and we could have referred to it instead of proving Theorems 3.4 and 4.1.
However, we have worked out the details because our relatively restricted approach makes the exposition simpler and our definition of Besov spaces uses the same parameters as those of weighted Bergman spaces, but with respect to I t s f rather than f , thus making the roles of various functions and parameters clearer. Also Corollary 4.2 precedes Theorem 1.2, in contrast to many treatments of the subject; see [HKZ, Proposition 1.11] for comparison.
When q > −1 and 0 < p < ∞, (4) is satisfied by t = 0 independently of p; then the spaces B p q and the weighted Bergman spaces A p q coincide. On the other hand, for such q and p, (4) is satisfied for certain t with τ < 0 too. Then Corollary 4.2 gives a new characterization of weighted Bergman spaces using integrals of the functions contained in them rather than their derivatives.
In contrast, when q ≤ −1 and 1 ≤ p < ∞, t = −q always satisfies (4) independently of p. Then we see that the holomorphic Besov spaces B p (B) of [Z3] are our B p −(N +1) spaces for such p. This value of t is also used in the pairings of Theorems 7.1 and 7.2 when identifying the dual of B q space, being a Hilbert space (see [BB] ), is equipped with several equivalent inner products
one for each s, t satisfying q + 2τ > −1.
0 is standard for Bergman spaces (q > −1). The monomials {z α } form an orthogonal set with respect to each of these inner products by Remark 2.2.
The following result clearly explains our choice of kernel in defining the extended Bergman projections. Hypergeometric kernels are not rare; see [Kar] . [Y] .
Bergman projections
We start by deriving an integral formula for D t s .
Lemma 5.1. If σ > −1 and f ∈ H(B), then for any t,
Proof. This is a direct computation using f (z) = z α , (9), and Proposition 2.1. To finish the proof, we invoke Theorem 3.2. Hence I t s is a constant multiple of V t s on suitable f for σ > −1. The more precise relationship (17) below complements this. The restriction on s can be weakened using the method of [AK1, §5] .
As a matter of fact, our differential operators are defined in other sources using such integrals with binomial kernel and hence for limited t. Up to constant multiples, R 
; it is clear that P s ϕ ∈ H(B). We pick a t satisfying (4) and σ + τ > −(N + 1), and apply I t s to P s ϕ. By differentiating under the integral sign and employing (13), we obtain
By Theorem 2.4 (a) and Corollary 4.2, P s ϕ lies in B p q if and only if (6) holds. Now (6) and (4) together give σ + τ > −1, so that the extra assumption σ + τ > −(N + 1) above is not necessary.
Now let s be as above, and pick a possibly different t satisfying (4). Then
by Lemma 5.1 and (15). Lemma 5.1 applies, because (6) and (4) together imply σ + τ > −1, which also ensures that (1 + s + t) N is always defined. 
Right inverses similar to I t s appear in limited cases also in [C] and [BB, Corollary 6 .5], the latter for a different kind of projection.
The case p = ∞ is covered by Theorem 1.2, but deserves separate mention. It is more general than [C, Theorem 2] , because it provides the only-if part and a whole family of right inverses. and f (0) = 0, (7) amounts to the representation
(1 − z, w ) 2 f (w) dν(w). Our purpose now is to compute the adjoint of P s . First, for 1 
for some t satisfying (4) and for all f ∈ L p (ν q ) and g ∈ B p q .
Theorem 5.4. The adjoint of P s as defined above is P *
Proof. Expanding the definition of P * s in integrals and using (13) and Fubini's theorem, we obtain
which is bounded if and only if (6) and (4) hold because of P s . But for such s, t, the kernel H s+t is binomial. Thus, when P * s is bounded, we have
. This form of P * s is entirely similar to and generalizes even for q > −1 the one given in [C, Corollary 7] . The only notable difference is the presence of I −q+s q+t , which is expected by our definition of Besov spaces and which can be checked to imbed B p q into L p (ν q ) under (6) and (4) with p in place of p. The boundedness condition of P * s can now be read off also directly from Theorem 2.4 (a). By factoring V −q+s q+t as in (17) and using Theorem 1.2, we obtain the desired result.
Note that no matter what value of t is used in the pairing of (20) to define the adjoint, P * s turns out to be essentially the same since the lower parameter of radial derivatives is a mere technicality. We can take t = −q + s for symmetry.
Bounded projections from Lebesgue classes keep on playing important roles in the theory of Bergman-type spaces; see [CKY] , for example.
The Gleason problem
Let X be a space of functions defined, say, on B. Given a ∈ B and f ∈ X, the Gleason problem is to determine whether f 1 , . . . , f N ∈ X exist such that
The point here is that f 1 , . . . , f N must be in the same space as f . Explicit solutions are given in [Z1] and [C] in Bergman spaces A p q for 1 ≤ p < ∞ at a = 0. In [AK3, §3] , it is proved that solutions exist in Dirichlet-type spaces B 2 q at arbitrary a ∈ B. For further recent results on the Gleason problem and their applications to interpolation see also [AK2] , [CKY] , and [AD] .
In this section, we give explicit solutions to the Gleason problem in B p q for all q and 1 ≤ p ≤ ∞, including p = ∞, at an arbitrary point a ∈ B. Our solutions take the modification in [AK3] of the Ahern-Schneider solution (see [R, §6.6 .2] and [AS] ) one step further by employing Theorems 1.2 and 2.4.
We need integer values of s that satisfy (6). If q > −1, then s = q + 1 , the least integer greater than or equal to q + 1, works for all 1 ≤ p < ∞. If q ≤ −1, then s = 0 works for all 1 ≤ p ≤ ∞, including p = ∞. In any case, s ≥ 0 and H s is binomial.
Theorem 6.1. Given q, 1 ≤ p ≤ ∞, and a ∈ B, there exist bounded linear
Proof. Let s > −(N + 1) be an integer satisfying (6), let t satisfy (4), and define
for m = 1, . . . , N and f ∈ B p q . The crucial difference to the Ahern-Schneider solution is the presence of the imbedding I t s . Then the right side of (18) 
by Theorem 1.2. Hence a G 1 f, . . . , a G N f satisfy (18). It remains to show that a G m is bounded. Using that s is an integer and the finite binomial expansion, we can write
Take a u satisfying (4) with Re u in place of τ , and apply I u s−j to the jth term in the sum, which we denote by T j f (z), j = 0, . . . , N + s ≥ 1. By (13), the result is
The second fraction is bounded for all z, w ∈ B for fixed a ∈ B. Hence since it is a finite sum of the T j .
Duality
It is well-known that (BSV 
by (13), (17), and the Fubini theorem. The norms satisfy
So the norms of g and M need not be equal; in other words, the identification of dual spaces may not be isometric.
We similarly have the following duality whose proof is omitted. The cases q = −(N + 1) of Theorems 7.1 and 7.2 are with respect to the invariant measure and given in [Z3, Theorems 17 and 18] . The corresponding identifications for q > −1 concern the weighted Bergman spaces and can be found essentially in [HKZ, Theorem 1.16, Theorem 1.21, p. 23] . now for all q, where s, t satisfy (6) and (4).
Complex interpolation
Another application of Theorem 1.2 is that we can apply complex interpolation between B 
Proof. Given f ∈ B p q , we pick positive s, t satisfying (6) and (4) with p 0 (the smallest), and set ϕ = I t s f ∈ L p (ν q ). We know by Theorem 1.2 that
and F ζ = P s Φ ζ as in the proof of [Z2, Theorem 5.3.8] , which takes care of the case q = −(N + 1). Both Φ and F are continuous and bounded for ζ ∈ S, holomorphic for ζ ∈ S, Φ θ = ϕ, and F θ = f . On the left boundary of S,
, and I t s F iy (z) = M Φ iy (z), where M is an operator of type V t s by (17) and bounded on L p0 (ν q ). Thus
q , and
Note that the interpolating space between B . Let Aut(B) be the group of all automorphisms of B, that is, one-to-one holomorphic maps of B onto B. We recall that Aut(B) acts transitively on B, and for each ψ ∈ Aut(B), there is a unique unitary transformation U of C N such that ψ = U • φ a , where a = ψ −1 (0) and φ a is an involutive Möbius transformation, as explained in detail in [R, §2.2] .
The measures ν q have certain invariance properties. For ψ ∈ Aut(B), define the operators
where Jψ is the complex Jacobian of ψ. Then
. This is stated in [BB, (3.5) ] for q > −1, but it holds for all q. It reduces to the well-known invariance under compositions with members of Aut(B) (Möbius-invariance) of ν −(N +1) . Further, it is shown in [BB, Theorem 3 .3] using (21) that the Bergman spaces A p q for 0 < p ≤ ∞ and q > −1 are invariant under each of the isometries
(ψ ∈ Aut(B)).
In our final theorem we apply interpolation methods to extend this result to certain other Besov spaces. Proof. We know that U 2,q ψ is a unitary transformation for q > −(N + 1) on B 2 q by [BB, Theorem 1.10] . This holds also for q = −(N + 1) since it is equivalent to the Möbius invariance of the Dirichlet space D. We also know that U ∞,q ψ maps B onto itself isometrically, which is actually the Möbius invariance. To interpolate between these two ends, for ζ ∈ S, we let
1+ q N +1 . The Jacobian Jψ(z), being the determinant of a linear map on C N , the Jacobian matrix, has bounded argument as z varies in B. So |ω(z)| ≤ C for all z ∈ B. Then T iy f B 2 q ≤ e Cy f B 2 q and T 1+iy f B ≤ e Cy f B for all real y. Now we proceed as in the proof of [Z2, Theorem 2.2.4] . Given f ∈ B p q , there is a function F ∈ F such that F θ = f and F F ≤ f B Proof of Theorem 2.4 (b). For notational simplicity, without loss of generality, we take a, b ∈ R. We apply [BB, Corollary 3.8 (iii) ] with p 2 = 1, q 2 = b + 1, p 1 = p, and q 1 = p(N + 1 + b) − N to the holomorphic function w → f (w) (1 − w, z ) N +1+a+b .
The first condition on b is a result of the requirement q 1 > 0. The requirement q 2 > 0, that is, b > −1, is implied by this. (Actually, [BB] considers the case q = 0 too, but with a different kind of measure. Also note that the variable q of [BB] corresponds to q − 1 in our notation.) This lemma is valid for 0 < p 1 ≤ p 2 , which is equivalent to 0 < p ≤ 1 as we assumed. We obtain 
Proof of Theorem 3.4. We show the details only for the case when s, s + t, r, and r+u are real and exceed −(N +1); the other cases are similar. Following [BB, p. 41] , for b > −1, we consider h(λ) = as in the proof of [BB, Lemma 5.6 ]. The proof is now complete.
