ABSTRACT A novel deep-learning algorithm for artificial neural networks (ANNs) was developed and presented in this paper, which is intuitively understandable, simple, efficient, and completely different from the back-propagation method, i.e., randomly selecting weight factors and bias values of an ANN and adjusting their values by small random amounts during the training session where it does not need to calculate the gradients of the training error to adjust weight factors as does the back-propagation method.
I. INTRODUCTION
Endotracheal intubation is an important medical procedure for patients with difficulty in spontaneous breathing, airway maintenance problem due to unconsciousness, general anesthesia induction, and cardiopulmonary problem. The endotracheal intubation is a life-saving procedure that is performed in situations such as cardiac arrest, respiratory arrest, when there is a high risk of aspiration, inadequate oxygenation, inadequate ventilation, and airway obstruction [1] . Figure 1 shows the anatomy of the larynx, which is visible during tracheal intubation. The glottis is an opening between two vocal cords ( Figure 1a ). Plastic endotracheal tubes should be inserted into
The associate editor coordinating the review of this manuscript and approving it for publication was Yudong Zhang. However, endotracheal tubes are occasionally inserted into inappropriate structures, such as the esophagus, rather than the glottis. If the endotracheal tube is inserted into the wrong structure after intubation, it can lead to serious complications, such as hypoxemia and cardiac arrest [2] , [3] . A study in a prehospital setting reported that 56% of patients with esophageal intubation died after emergency department arrival [4] . Therefore, it is very important to accurately identify the location of the glottis when intubating.
However, it is sometimes difficult to determine the location of the glottis during intubation. First, distinguishing the glottis from the esophagus is difficult when intubation is performed by less-experienced personnel who are unfamiliar with the anatomical structures of the airway. Second, the anxiety of the physician can be increased in cases of emergency airway management rather than prepared situations. This anxiety reduces the confidence of the physician, which may lead to the inability to accurately detect the glottis and to intubation failure. In addition, the glottis may be difficult to identify if it is only partially visible or if the anatomy of the larynx is deformed by edema or tumor.
Video laryngoscopy is a method in which the camera is inserted at the tip of the blade. Video laryngoscopy improves glottic visualization and reduces incidents of esophageal intubation [5] , [6] . However, there are discrepancies in the findings of various studies regarding whether video laryngoscopy increases the first-attempt success rate [5] , [6] . In one study, the success rate of prehospital intubation was found to be lower when video laryngoscopy was used than when it was not [7] . Furthermore, esophageal intubation can occur even when video laryngoscopy was used [5] - [7] . A single esophageal intubation increases the risk of desaturation, aspiration, and cardiac arrest [8] .
Recently, computer-based image recognition technology has been rapidly developing. Imaging recognitions using artificial neural networks (ANNs) have recently been studied in various fields of medicine, and high diagnostic predictive powers were reported in the diagnosis of diabetic retinopathy [9] , [10] , pathologic diagnosis of lymph node metastasis in breast cancer [11] , classification of tuberculosis in chest X-ray [12] , and anatomical classification in esophagogastroduodenoscopy [13] . Although artificial intelligence technologies were applied to predict the glottic opening in airway images of manikins [14] , studies to predict the glottic opening or the glottic location in laryngeal images of patients obtained during clinical practice are scarce.
Feedback while presenting the predicted location of the glottis on the monitor of devices using a microvideo camera, such as video laryngoscopes, flexible intubating endoscopes, and fiberoptic and video intubating stylets, could help clinicians perform intubation. In this study, we sought the prediction model for the glottic location in airway images acquired during clinical practice by using ANNs.
An ANN that imitates the neuronal structure of an animal [15] has been applied to implement functions similar to the brain [16] . We thought that the actual learning process of an animal would never be mathematical and unnatural, as in the back-propagation method [17] - [19] , and would be similar to the biological evolution of animals based on a trial-anderror process. Therefore, a novel deep-learning algorithm for ANNs based on the Monte Carlo simulation was developed and applied in this study. An ANN includes hundreds of thousands or more unknown variables, i.e., weight factors and bias values. The novel deep-learning algorithm is an optimization process that applies the Monte Carlo simulation to determine the weight factors and the bias values which minimize the average training error for learning data.
For the back-propagation method [17] - [19] , the gradient descent method is employed to determine each weight factor by calculating the delta value using all or a part of the learning data repeatedly until the training error reaches the minimum according to a given learning rate, where the bias value of a node is treated as an additional weight factor of the node given its input value of 1.0 regardless of whether the bias value can be negative, i.e., a threshold rather than a bias. The training errors of the current ANN for all the learning data are calculated in the forward direction every time that all the hundreds of thousands or more weight factors of the ANN are adjusted by the gradient descent in the backward direction. The adjusting process of each weight factor is calculating the gradient of the training error using all or a part of the learning data, and is carried out individually for all the hundreds of thousands or more weight factors. Adjusting all the weight factors by the gradient descent are repeated until the training session is finished. Accordingly, there frequently needs massively parallel processing. Therefore, the back-propagation method requires considerably much computing resources, and sometimes the long-term dependencies problem occurs, caused by gradient vanishing or gradient exploding [20] , leading to training failure. Consequently, to correctly extract an acceptable level of knowledge from the learning data, it is known that appropriate parameters should be entered empirically and that an approximate approach should be selected and applied in accordance with the nature of the learning data [21] .
The new deep-learning algorithm in this study has a structure that is completely different from that of the backpropagation method. In the case of the new deep-learning algorithm, the average training error for all the learning data of the current ANN is calculated repeatedly in the forward direction only until the training error reaches the minimum, while randomly selected weight factors and bias values of the ANN are being adjusted by the amounts of randomly picked delta-values within a given range. Surely, the algorithm does not need to calculate the gradients of the training error or the adjusting amounts of weight factors and bias values using all or a part of the learning data during the training session, as does the back-propagation method. Namely, adjusting weight factors and bias values of an ANN by small random amounts, not by the computing-intensive gradient descent method applied individually to all the weight factors, during the training session is the main difference of the algorithm from the back-propagation method. Therefore, the algorithm can be implemented with affordable computing resources because it is simple and efficient. The algorithm is detailed in the next section.
II. METHODS

A. BASIC SETTING
An ANN is a connected set of simple computing elements called ''nodes.'' There are usually organized into several layers; an input layer, an output layer, and several hidden layers in-between. Thus, it is called ''deep-learning'' method. Some ANNs even include hundreds or more hidden layers. Each node in the input layer, i.e., an input node, receives an input from outside of the ANN, and supplies it to all the nodes in the first hidden layer. Each node in a hidden layer, i.e., an intermediate node, receives inputs from all the nodes in the previous layer, calculates single output, and supplies it to all the nodes in the next layer. The signals are then propagated forward through the hidden layers to the output layer. The abstract representation of input data is extracted in the feedforward process. The optimal number of hidden layers of an ANN depends on the character of input data.
Since the size and aspect ratio of the airway images were different from each other, the images were converted to squares (Figure 2a The number of input nodes of an ANN should be the total number of pixels of the original airway image of a reduced resolution (Figure 2b ). The input value of each input node is the corresponding pixel value of the airway image of a reduced resolution; the pixel values were obtained via a black-and-white color-converting process using the following formula:
The value was then divided by the maximum value, 255, to convert it to a value between 0.0 and 1.0 (Figure 2c ).
The same process was applied to the airway-marked images ( Figure 2a Thus, the number of output nodes should be 49. The number of hidden layers of an ANN was set to 1, 2, or 3. The number of intermediate nodes in a hidden layer was changed from 49 to 196, which corresponded to one to four times the number of output nodes. Accordingly, various ANN models were constructed.
B. DEEP-LEARNING ALGORITHM
A novel deep-learning algorithm for ANNs that differed from the back-propagation method [17] - [19] was developed and applied. The deep-learning algorithm imitates biological evolution, repeating a substantial number of generations to adapt to a given environment according to the principle of the survival of the fittest. The algorithm consists of (1) randomly selecting weight factors and bias values based on a given selecting ratio of the variables and adjusting their values by small random amounts within the range from -0.1 and +0.1, (2) accepting or rejecting the adjustment depending on whether or not the new values decrease the average training VOLUME 7, 2019 error for all the learning data, and (3) repeating above two steps. The annealing was obtained not by changing the ''temperature'' but by gradually reducing the selecting ratio of the variables, i.e., randomly selecting weight factors and bias values among hundreds of thousands or more variables of an ANN, as training proceeded. Initial weight factors and bias values were randomly chosen in the range from -0.2 and +0.2. A training session was terminated after 10 repetitions of a training cycle, where the selecting ratio of the variables of a training cycle was decreased steadily from 15% to 1.5%. The algorithm is presented below.
For the activation function of each node of an ANN, sigmoid functions were employed as follows:
where (4) for (2) and (3) denotes the summation over all nodes in the previous layer, i.e., each node j in a given layer receives an input y i from a node i in the previous layer; w ij indicates the weight factor between nodes i and j; and b j indicates the bias value of node j. The activation functions (2) and (3) were applied to an intermediate node in a hidden layer and an output node, respectively. Figure 3 shows a schematic representation of the algorithm structure. Initially, for all the variables (total number = N ), including all weight factors and bias values of an ANN even comprising up to hundreds or more hidden layers, the values are set independently of each other by randomly selected values up to +X (given 0.2). According to the selecting ratio of the variables (P; given 15% initially), a part of the variables is randomly selected. For the selected part of the variables, the values are changed independently of each other by the amounts of randomly picked delta-values up to +Y (given 0.1). The maximum repeating number (R; given 30) is defined as the number of changing values for a given selected part of the variables. The total selecting range of the variables (S; given 900%) determines the frequency of randomly selecting a part of the variables. The total number of loops (L; given 10) indicates the number of repetitions of a training cycle. The detailed procedure of the algorithm is described below. the amounts of randomly picked delta-values from -Y to +Y . If a bias value is changed to be negative, i.e., less than 0, it changes the value to be positive. r is then increased by 1. (e) The algorithm calculates the output values of the current ANN for all training set data. The average training error < E > for all training set data is calculated as follows:
where T denotes the number of training set data; m denotes the number of output nodes of an ANN; and y k j andŷ k j indicate the output value and the corresponding target value of an output node j for given training set data k, respectively. If the average training error < E > is decreased compared with that in the previously accepted ANN < E > min , the current values of all the variables of the current ANN are accepted, i.e., < E > min =< E >, and step (f) is then followed. Otherwise, if r is less than the maximum repeating number (R), then step (d) is followed. If r reaches R, then step (f) is followed. Computer screen for the training progress of an artificial neural network (ANN). The blue curve denotes the ''error sum,'' which is the average value of training errors for all the training set data. The red curve denotes the ''score,'' which is the average value of the arbitrary scores for all the training set data.
(f) If s is less than the total selecting range of the variables (S), then step (c) is followed. Otherwise, l is increased by 1. If l is not larger than the total number of loops (L), then step (b) is followed. If l is greater than L, then the algorithm finishes the training. Figure 4 shows a computer screen for an ANN training progress. The blue curve denotes the ''error sum,'' which is the average value of training errors for all the training set data < E > in (5). Thus, the ''error sum'' < E > min is the absolute criterion of training in progress. The horizontal value in Figure 4 indicates the number of successfully changing values of the variables since the average training error < E > is less than that in the previously accepted ANN < E > min .
The red curve denotes the ''score,'' which is the average value of the arbitrary scores for all the training set data. For convenience, x was defined as the position of the output node with the maximum output value (Figure 2c , orange box), and y was described as the position of the cell with the maximum target value (Figure 2c , red box) . The arbitrary score for given training data is 1 if x corresponds with y, 0.33 if x falls on one of the positions of the eight neighboring cells of y, and 0 for other cases. As shown in Figure 2c , the position of the cell with the maximum target value among 49 cells is considered to be the accurate position of the glottis and given an arbitrary score of 1.0, and one of the positions of the eight neighboring cells of the accurate position is considered to be the adjacent position of the glottis and given an arbitrary score of 0.33. The ''score'' is a subsidiary reference value for ANN model training and testing.
The abovementioned deep-learning algorithm, tentatively named the ''Kim-Monte Carlo algorithm,'' was developed by the first author (J. S. Kim). All computer software programs for image processing and ANN were programmed in Visual C++ language and executed on Windows PCs.
C. EVALUATION CRITERIA
The training accuracy was obtained for the 1,000 training set data, and the test accuracy was obtained for the 200 test set data. The position of the output node with the maximum output value, i.e., the predicted location of the glottis is indicated by a colored square in Figure 5 . The predicted location overlapping with the glottis, marked in white, was considered to be ''accurate prediction'' (Figure 5a ). ''Adjacent prediction'' was defined as one of the eight adjacent equal-sized squares of the predicted location overlapping with the glottis, marked in white (Figure 5b ). The size of the square used to predict the glottic location was arbitrary; therefore, ''adjacent prediction'' could be helpful in intubation as well as ''accurate prediction.'' ''Inaccurate prediction'' was defined in cases aside from those of ''accurate prediction'' and ''adjacent prediction''; it was considered to occur when the predicted location by the ANN is not near the glottis, marked in white (Figure 5c ).
III. RESULTS
A. DATA SET
This study was performed using laryngeal images retrospectively obtained at a teaching university hospital in Seoul, Korea. The images were captured using GlideScope R (a video laryngoscope) and fiberoptic laryngoscopy. By the GlideScope R , images were captured during intubation in an emergency room from September 2017 to May 2018. By the fiberoptic laryngoscopy, images were obtained by an otolaryngologist from January 2017 to January 2018. This study was approved by the institutional review board (IRB) of Hanyang University Hospital (Seoul, Republic of Korea) with the need for informed consent waived (IRB No. HYUH 2018-08-018-002).
ImageJ software (from National Institutes of Health, Maryland, USA) was used to mark the glottis in the airway images where tracheal intubation should be performed in white and the remaining areas in black (Figure 2a ) . Two emergency physicians (Y. Cho and T. H. Lim) with experience of performing more than 100 endotracheal intubation procedures marked the glottis location after agreement for each case. 1,200 pairs of images (see Figure 2a and a ) were obtained, of which 1,000 pairs were randomly sampled as the training set, and the remaining 200 pairs were used as the test set.
B. SUBGROUP ANALYSIS
In the subgroup analysis, the airway images were divided into the ''good view'' and the ''bad view'' groups. The good view images included those in which the glottis was not covered by foreign substances such as secretion or by the epiglottis (Cormack-Lehane grade 1 or 2a) (Figure 6a-e) . The bad view images included those in which (1) the vocal cord could not be distinguished because it was covered by secretion or fog (Figure 6f and g ), (2) the glottis was covered by the epiglottis (Cormack-Lehane grade 2b, 3, or 4) (Figure 6h ), and (3) the vocal cord was difficult to distinguish because it was dark or out of focus (Figure 6i and j) . The location where the glottis was thought to be was marked in the bad view images by referring to the structures such as the epiglottis and arytenoid cartilage, by consensus of the two emergency physicians (Y. Cho and T. H. Lim). Thereafter, the training and test accuracies were also obtained for the above two groups. Table 1 presents the ''score'' and ''error sum'' of the ANN models with 100 × 100, 70 × 70, 50 × 50, 45 × 45, 40 × 40, 35×35, 30×30, and 25×25 pixels; the last row indicates the average values of the ''score'' and ''error sum'' for a given resolution. For instance, 10000-196-98-98-49 ANN model in Table 1 denotes the ANN structure including 10,000 input nodes (for the resolution of 100 × 100 pixels), 196 intermediate nodes in the first hidden layer, 98 intermediate nodes in the second hidden layer, 98 intermediate nodes in the third hidden layer, and 49 output nodes. . Two types of laryngeal images by set data by visualization of the glottis: Good view a (a-e) and bad view b (f-j). Good view: The glottis is not covered by foreign substances such as secretion or by the epiglottis (Cormack-Lehane grade 1 or 2a). Bad view: (1) the vocal cord cannot be distinguished because it is dark or covered by secretion; (2) the glottis is covered by the epiglottis (Cormack-Lehane 2b, 3, or 4); and (3) the vocal cord is difficult to distinguish because it is dark or out of focus. Table 1 , the average ''error sum'' decreases as the resolution is reduced from 100 × 100 pixels to 30 × 30 pixels. At 25 × 25 pixels, the average ''error sum'' abruptly increases. Thus, we selected the models with 30×30 pixels because they had the lowest average ''error sum'' and thereby the highest learning rate. The 900-98-49 model and the 900-63-49 model had the lowest ''error sum'' (0.579) among the models with 30×30 pixels. We ultimately selected the 900-98-49 model as the prediction model for the location of the glottis because its ''score'' was greater than that of the 900-63-49 model. Table 2 reports the training and test accuracies for predicting the glottic location in the airway images by the 900-98-49 model that was selected as the prediction model. For the 1,000 training set data, the accurate prediction rate was 78.1%, the adjacent prediction rate was 17.3%, and the inaccurate prediction rate was 4.6%. For the 200 test set data, the accurate prediction rate was 74.5%, the adjacent prediction rate was 21.5%, and the inaccurate prediction rate was 4.0%.
C. TRAINING RESULTS FOR THE ANN MODELS
As indicated in
D. PREDICTION ACCURACY OF THE SELECTED MODEL
E. PREDICTION ACCURACY FOR THE SELECTED MODEL BY THE TYPE OF VIEW
The training and test accuracies for predicting the glottic location in the airway images by the selected 900-98-49 model were obtained by dividing the training set and the test set into the two types of views: good views and bad views as reported in Table 3 .
For the training set, the number of good view images was 813 (81.3%) and that of the bad view images was 187 (18.7%). For the test set, the number of good view images was 168 (84.0%) and that of the bad view images was 32 (16.0%). For the good view images, the accurate prediction rates were 83.3% for the training set and 78.6% for the test set as reported in Table 3 . For the bad view images, the accurate prediction rates were 55.6% for the training set and 53.1% for the test set.
IV. DISCUSSION
The novel deep-learning algorithm for ANNs, tentatively named the ''Kim-Monte Carlo algorithm,'' described in this paper is not fundamentally restricted to apply to an ANN including hundreds or more hidden layers as described in the detailed procedure of the algorithm in the ''methods'' section. However, to extract the abstract representation of the glottic location in airway images, ANN models including only 1, 2, or 3 hidden layers were more than sufficient as indicated in Table 1 , where the average training error, 'error sum' of an ANN model does not significantly decrease as the number of hidden layers increases from 1 to 3 for all the resolutions.
The novel algorithm does not need to set heuristic parameters and apply an approximate approach in the training process, as does the back-propagation method [17] - [19] , which has been the most commonly used method to date for training ANNs [21] . For the back-propagation method, each weight factor w ij is adjusted by calculating the delta value w ij using all or a part of the learning data, which is carried out individually for all the weight factors in the backward direction, repeatedly until the training session is finished as follows:
where each node j in a given layer receives an input y i from a node i in the previous layer; w ij indicates the weight factor between nodes i and j; x j denotes the summation over all nodes in the previous layer as indicated in (4); α denotes a given learning rate; A indicates the first derivation of the activation function (2) or (3); T denotes the number of training set data; and y k j andŷ k j indicate the output value and the corresponding target value of a node j for given training set data k, respectively. Therefore, the back-propagation method using (6) and (7) takes massive computing resources for training an ANN even with not a large amount of learning data.
For the novel algorithm, randomly selected weight factors w ij and bias values b j are adjusted by the amounts of randomly picked delta-values within a given range, not by calculating the delta value w ij using (7). Consequently, the algorithm is intuitively understandable, simple, and efficient. The advantage of such an efficient deep-learning algorithm is that it can consistently complete trainings of a much greater number of ANN models in a given time and with a given limit of computing resources. Accordingly, it is a favorable approach for finding a better predictive ANN model.
In this study, we sought the prediction model for the location of the glottis in airway images obtained using a video airway device during clinical practice. With 1,000 training set data randomly selected from 1,200 airway images, the training processes to predict the location of the glottis were conducted using 84 ANN models. Among them, the model with the highest learning rate yielded 78.1% accurate prediction and 17.3% adjacent prediction for the training set. As the ANN model was applied to 200 test set data, we obtained 74.5% accurate prediction and 21.5% adjacent prediction. The inaccurate prediction rates were similar for the training set (4.6%) and for the test set (4.0%). Good training and test results were obtained without overfitting or overtraining. These results indicate that the sample size of 1,000 airway images was sufficient as the training set to predict the location of the glottis
We also compared the training results of the airway images of various resolutions. As the resolution was reduced, the learning rate increased and reached the highest learning rate at 30 × 30 pixels. Then, the learning rate decreased at a lower resolution, i.e., 25×25 pixels. Thus, rather than increasing the resolution of input images for ANNs, reducing the resolution to an appropriate level could yield better training and test results.
This ANN model was developed to help clinicians perform more accurate intubation by presenting the predicted location of the glottis. This approach will improve the quality of airway management, the accuracy and efficiency of intubation, and the self-confidence of clinicians to accurately identify the glottis. It is expected that this ANN model will reduce the incidence of complications and medical costs for malpractice.
Very few studies regarding automated detection of the glottic opening using artificial intelligence have been published. Carlson et al. [14] predicted the presence or absence of the glottic opening using k-nearest neighbor, support vector machines, decision trees, and neural networks. In their study, videos in which manikins were intubated were subdivided by 1-second unit images. The disadvantage is that manikins were used instead of actual patient airways. In their classification study, the test accuracy rate was 74-81% for predicting the presence or absence of the glottic opening.
There are some limitations of this study. First, the images used were obtained from a single center. Since all the subjects were Asian, validation is required to apply the same method to other sites and ethnic groups. Second, the accurate prediction rate for the good view images was 78.6% in the test set; however, that for the bad view images was lower (53.1%). The reason may be the low number of bad view images. Additional research involving more images is needed in the future. Third, this study included only laryngeal images of patients with normal anatomy, and there were no images of patients with cancer or congenital anomalies. In particular, no laryngeal image indicated a history of surgery or radiation therapy and an altered anatomical structure. The predictive power of the ANN in images of an abnormal larynx, in which tracheal intubation is difficult to perform, has not been studied; therefore, further studies are needed.
V. CONCLUSIONS
We sought the prediction model for the location of the glottis in airway images obtained during clinical practice by using 84 ANN models trained by the novel deep-learning algorithm described in this paper. As the highest learning rate model was applied to the test set, the accurate prediction rate was 74.5%, and the adjacent prediction rate was 21.5%. In addition, reducing the resolution of input images for ANNs to an appropriate level could yield better training and test results.
This ANN model could help clinicians perform more accurate intubation by presenting the predicted location of the glottis.
