Optimal bivariate C1 cubic quasi-interpolation on a type-2 triangulation  by Barrera, D. et al.
Journal of Computational and Applied Mathematics 234 (2010) 1188–1199
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Optimal bivariate C1 cubic quasi-interpolation on a type-2 triangulation
D. Barrera a,∗, A. Guessab b, M.J. Ibáñez a, O. Nouisser c
a Departamento de Matemática Aplicada, Universidad de Granada, 18071-Granada, Spain
b Laboratoire de Mathématiques Appliquées (UMR CNRS 5142), Université de Pau et des Pays de l’Adour - BP 1155 64013 Pau Cedex, France
c Département de Mathématiques et Informatique, Université Cadi-Ayyad, Faculté Polydisciplinaire de Safi, 46000-Safi, Maroc
a r t i c l e i n f o
Article history:
Received 28 August 2008
Received in revised form 17 July 2009
Keywords:
B-splines
Box splines
Differential quasi-interpolants
Discrete quasi-interpolants
Error estimates
Optimal approximation order
a b s t r a c t
In [A. Guessab, O. Nouisser, G. Schmeisser, Multivariate approximation by a combination
of modified Taylor polynomials, J. Comput. Appl. Math. 196 (2006) 162–179], a general
method is proposed to increase the approximation order of approximation operators. In
this work, by using these enhancement techniques, we introduce and study new schemes
based on a C1-spline quasi-interpolant on a type-2 triangulation. They are designed for ap-
proximating real-valued functions defined on R2. The proposed method is based on the
following idea: from a discrete quasi-interpolant defined by the quadratic box-spline ex-
act on P2 and by judiciously choosing the first-order Taylor coefficients, we derive a cu-
bic differential quasi-interpolant yielding optimal approximation order. In addition, when
the derivatives are not available or are extremely expensive to compute, we approximate
them by finite difference approximations having the desired accuracy to derive a new class
of discrete quasi-interpolants. As an essential difference to some of the existing methods,
we only use the given data values and, then, we do not modify the original triangula-
tion. Finally, we present some numerical tests which confirm the efficiency of the newly
quasi-interpolant and demonstrate good visual quality. In particular, we compare it with
a differential quasi-interpolant done by Lai [M.-J. Lai, Approximation order from bivariate
C1-cubics on a four-directional mesh is full, Comput. Aided Geom. Design 11 (2) (1994)
215–223] which is also exact on P3 but uses third order partial derivatives.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A recent paper [1] introduces a general method to construct a new class of spline quasi-interpolants, motivating their
introduction and giving their fundamental approximation properties which are optimal in certain ways. It also shows how
to modify a given spline quasi-interpolant such that the resulting operator reproduces polynomials to the highest possible
degree, and such that the approximation order is the best possible. The present work shows how these techniques can,
in fact, be applied to derive new differential and discrete cubic spline quasi-interpolants having the optimal approximation
order. To do this, we consider a discrete quasi-interpolant based on the C1 quadratic box spline on the four directional mesh.
Let us briefly recall the basic concepts of our method (more details can be found in [1–3]). Given a uniform triangulation
τ and data values of the form {(i, fi)}i∈Z2 where the values fi = f (i), i ∈ R2 are assumed to be generated by some (known or
unknown smooth) function f on R2, a discrete quasi-interpolant (DQI, for short) Qd based on a B-splineM of the space S lk(τ )
is of the form
Qd[f ](x) =
∑
i∈Z2
λf (· + i)M(x− i).
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As usual, for any nonnegative integers k and l, S lk(τ ) denotes the space of splines of degree k and smoothness l on the
triangulation τ . The linear functional λ is defined as
λf =
∑
j∈J
cjf (−j),
for a finite subset J ⊂ Z2 and cj ∈ R. The quasi-interpolant Qd can be expressed as
Qd[f ](x) =
∑
i∈Z2
f (i)L(x− i), (1)
where
L(x) =
∑
j∈J
cjM(x− j) (2)
is the fundamental function of Qd which is a compactly supported function. Note that since L is locally supported, the
infinite series is actually a finite sum for each fixed x, so that (1) is always defined for all f in C(R2). We will assume
that the parameters cj of the functional λ are determined in such a way that the associated quasi-interpolant satisfies the
reproduction property
Qd[p] = p, for all p ∈ Pm.
Here and throughout the paper Pk, denotes the space of all bivariate polynomials of total degree at most k.
We wish to develop new approximation schemes based on quasi-interpolants (1) with a high degree of polynomial
reproduction. In order to do this, the most common methods use Taylor polynomials to develop higher order numerical
schemes. Indeed, if in (1) we replace f (i) by its Taylor polynomial of degree r at i, then that leads to the new operator
TD,r [f ] =
∑
i∈Z2
(
r∑
l=0
1
l!D
l
·−if (i)
)
L(· − i). (3)
It is important to remark that the above approximation operator reproduces polynomials up to degreemax {m, r}. However,
the coefficient of every differential term in (3) can be chosen to produce a more precise operator. Indeed, we have shown
in [1] that the new modified operator
QD,r [f ] =
∑
i∈Z2
(
r∑
l=0
amrl
l! D
l
·−if (i)
)
L(· − i) (4)
with
amrl = (m+ r − l)!r!
(m+ r)!(r − l)!
reproduces polynomials up to degreem+ r .
To be more specific, this result follows from the error estimate obtained in [1, Corollary 2]
|f (x)− QD,r [f ](x)| ≤ m!r!|D
r+m+1f |
(m+ r)!(m+ r + 1)!
∑
i∈Z2
‖x− i‖m+r+1|L(x− i)|. (5)
For estimation purposes it is convenient to rewrite this result in terms of the parameters cj
|f (x)− QD,r [f ](x)| ≤ m!r!|D
r+m+1f |
(m+ r)!(m+ r + 1)!
∑
j∈J
|cj|
∑
i∈Z2
‖x− i+ j‖m+r+1M(x− i). (6)
Here, we use the notation, for f ∈ Ck(R2),∣∣Dkf ∣∣ = sup
x∈R2
sup
{∣∣Dkyf (x)∣∣ : y ∈ R2, ‖y‖ = 1} ,
where Dkyf (x) stand for the directional derivatives of order k at x ∈ R2 along the direction y ∈ R2, and ‖.‖ denotes the
Euclidean norm in R2. We will also use the 1-norm ‖·‖1 for computing the length of a vector of R2.
We now give certain observations that will shed some light on the problem under consideration and also motivate our
choice of the quasi-interpolant, which we propose to modify.
It can be easily verified that the operator Qd satisfies
‖Qd‖∞ ≤
∑
j∈J
|cj|
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Fig. 1. Triangulation τ and the support ofM .
and the minimization of the above upper bound for the infinity norm could produce interesting operators in practice. They
are called near-best discrete quasi-interpolant (abbr. NBDQI). A detailed study of NBDQI can be found in [4,5]. They can
be used as starting operators to produce more precise approximating schemes. On the other hand, let us recall that in the
representation of scattered data by smooth splines, themost important problem is to construct the approximating operators
that achieve the highest order of approximation. It is well known that for an arbitrary triangulation τ , the space S lk(τ ) has
optimal approximation order if k ≥ 3l + 2, and for k < 3l + 2, the approximation order of S lk(τ ) is not optimal (see
[6, chapter 10] and the references therein). In order to obtain optimal approximation order for the space S1k (τ ), for the cases
k ≥ 3, and S lk(τ ) for l ≥ 2 and certain k, several authors have been proposed to change the structure of the approximation
spaces by refining the original triangulation (see [7] and references therein). This approach introduces additional new points
and, hence, can be computationally expensive.
Let us describe our contribution to the problemwhile explaining the organization of the paper. In Section 2, our aim is to
develop a simple cubic quasi-interpolant for S13(τ )which is based on the following idea: from a NBDQI exact on P2 defined
by the C1 quadratic box spline and using the general technique developed before, we derive a cubic differential quasi-
interpolant for S13(τ ) exact on P3. In particular, we give in Theorem 3 and its Corollary 6 an explicit error estimate with a
small constant. In Section 3, when the derivatives are not available or are extremely expensive to compute, we approximate
them by finite difference to derive a new class of cubic discrete quasi-interpolants for S13(τ ), exact on P3. The corresponding
quasi-interpolating splines yield approximation order four for smooth functions, and therefore they are the best possible.
As an essential difference to the existing methods, we only use the given data values (no data on the derivatives at any
point are required) and, then, we do not modify the original triangulation. This is an important problem in many fields of
applications, since for the reconstruction of surfaces only data are used. We conclude the paper with some remarks about
possible extensions of our results.
2. Differential C1 cubic spline quasi-interpolant
In this section we are interested in constructing a differential spline quasi-interpolant into the space S13(τ ), which
has approximation order four. Here and throughout this paper, we will always assume that τ is the type-2 triangulation
generated by the four directions d1 = (1, 0), d2 = (0, 1), d3 = (1, 1) and d4 = (−1, 1) whose vertices are the points
of 12Z
2 (see Fig. 1). In [8], Lai constructed a quasi-interpolation operator for S13(τ ) with optimal approximation order. In
his approach the quasi-interpolant of a given function is in the space spanned by the shifts of five locally supported spline
functions in S13 (τ ), and it makes use of three-order Hermite data. Here, by modifying a NBDQI and using only the function
values and the gradient values at the vertices of τ , we develop a cubic differential quasi-interpolant for S13(τ ) that has the
same optimal approximation order and has an explicit constant in its error estimate. We denote by M the C1 quadratic
box-spline defined on τ , centered at the origin of its support represented in Fig. 1. It is well known that P(M) = P2, where
P(M) denotes the space of polynomials of maximal total degree included in the space spanned by the integer translates
of the box-spline M . Moreover, all quadratic monomials have simple representations in terms of the shifts of M (see e.g.
[6, Example 12.39, p. 359]). For later use, below we prefer rewriting them in more a convenient form.
Lemma 1. For all x = (x1, x2) ∈ R2 and i = (i1, i2) ∈ Z2, we have∑
i∈Z2
M(x− i) = 1,∑
i∈Z2
(x1 − i1)(x2 − i2)M(x− i) = 0,∑
i∈Z2
(x2 − i2)M(x− i) =
∑
i∈Z2
(x1 − i1)M(x− i) = 0,
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i∈Z2
(x2 − i2)2M(x− i) =
∑
i∈Z2
(x1 − i1)2M(x− i) = 14 .
Wenowpresent the near-best quasi-interpolant used up to now that will bemodified according to the general technique
outlined above (see [5]).
Lemma 2. The near-best discrete quasi-interpolant based on the box spline M is given by
Qd[f ](x) =
∑
i∈Z2
f (i)L(x− i),
where
L(x) = 9
8
M(x)− 1
32
2∑
l=1
M(x± 2dl).
It is exact on P2 and ‖Qd‖∞ ≤ 5/4.
Let us now give our modified quasi-interpolant. Note that the DQI under consideration Qd reproduces polynomials up
to degree 2, and so, recalling the notation of Section 1, we have m = 2. Now, if we take r = 1 then the resulting modified
quasi-interpolant defined in (4) can be expressed as
QD,1[f ](x) =
∑
i∈Z2
(
f (i)+ 1
3
Dx−if (i)
)
L(x− i), (7)
where L is given by Lemma 2. Here and throughout, for any vector u = (u1, u2),Duf denotes the derivatives of f with respect
to u defined by
Duf := 〈u,∇f 〉 = u1 ∂ f
∂x1
+ u2 ∂ f
∂x2
,
where 〈·, ·〉 stands for the classical scalar product in R2.
In view of (4), specialized to the case m = 2 and r = 1, we see that the quasi-interpolant QD,1 reproduces the space P3.
However, it is important to remark a surprising fact, that if we use in (7) the classical first order Taylor coefficients 1 instead
of 1/3 then the resulting operator is only exact on the space P2.
The following theorem,which is themain result of this section, gives an explicit error estimate for the quasi-interpolation
operator QD,1. This can be used to find a numerical approximation within a given tolerance.
Theorem 3. Let f ∈ C4(R2). Then, for any x ∈ R2,
|f (x)− QD,1[f ](x)| ≤ c|D4f |, (8)
where c = 73+4
√
5
1152 (' 0.071 . . .).
In order to prove this estimate, we need some auxiliary results. The next one follows from Lemma 1.
Lemma 4. For any j ∈ Z2, we have∑
i∈Z2
〈x− i, j〉2M(x− i) = 1
4
‖j‖2 and
∑
i∈Z2
〈x− i, j〉M(x− i) = 0.
Moreover,∑
i∈Z2
‖x− i‖2M(x− i) = 1
2
.
Taking into account that ρ =
√
10
2 is the radius of the smallest ball that contains the support ofM , we have the following
result.
Proposition 5. For any j ∈ Z2, and any x ∈ R2, one has∑
i∈Z2
‖x− i+ j‖4M(x− i) ≤ 1
2
ρ2 +√2 ‖j‖ ρ + 2 ‖j‖2 + ‖j‖4 . (9)
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Proof. Let
Tj (x) =
∑
i∈Z2
‖x− i+ j‖4M (x− i) .
For any i = (i1, i2) ∈ Z2, we get
‖x− i+ j‖2 = ‖x− i‖2 + 2 〈x− i, j〉 + ‖j‖2 .
Squaring, by Lemma 4 we obtain
Tj (x) =
∑
i∈Z2
‖x− i‖4M (x− i)+ 2 ‖j‖2 + ‖j‖4 + 4
∑
i∈Z2
‖x− i‖2 〈x− i, j〉M (x− i) .
Thus, by the Cauchy–Schwarz inequality, we have
Tj (x) ≤
∑
i∈Z2
‖x− i‖4M (x− i)+ 2 ‖j‖2 + ‖j‖4 + 4
(∑
i∈Z2
‖x− i‖4M (x− i)
)1/2 (∑
i∈Z2
〈x− i, j〉2M (x− i)
)1/2
.
Noting that∑
i∈Z2
‖x− i‖4M (x− i) ≤ ρ2
∑
i∈Z2
‖x− i‖2M (x− i) ,
the claim follows from Lemma 4. 
We are now prepared to give the proof of Theorem 3.
Proof of Theorem 3. The NBDQI Qd in Lemma 2 is exact on P2, whence m = 2 in estimate (6). Moreover, its fundamental
function can be written as
L (x) =
∑
j∈Z2:‖j‖1≤2
cjM (x− j) ,
with c0,0 = 98 , cj = − 132 if ‖j‖1 = 2, and cj = 0 when ‖j‖1 = 1. Therefore, by (6) and Proposition 5, we get∣∣f (x)− QD,1 [f ] (x)∣∣ ≤ ∣∣D4f ∣∣72
( ∑
0≤‖j‖1≤2
∣∣cj∣∣ (12ρ2 +√2 ‖j‖ ρ + 2 ‖j‖2 + ‖j‖4
))
=
∣∣D4f ∣∣
72
(∣∣c0,0∣∣ 12ρ2 +
(
1
2
ρ2 + 2√2ρ + 24
) ∑
‖j‖1=2
∣∣cj∣∣)
and the claim follows noting that ‖j‖ = 2 when ‖j‖1 = 2, and ρ =
√
10
2 . 
It is easy to extend the result in Theorem 3 to the triangulation τh obtained by shrinking τ by a factor h > 0. The scaled
operator
QD,h,1[f ](x) =
∑
i∈Z2
(
f (ih)+ 1
3
Dx−ihf (ih)
)
L
( x
h
− i
)
is a differential quasi-interpolation operator giving spline approximants in S13(τh)which coincides with QD,1 when h = 1. It
also yields optimal approximation order.
Corollary 6. Let f ∈ C4(R2). Then for any x ∈ R2, we have
|f (x)− QD,h,1[f ](x)| ≤ 73+ 4
√
5
1152
h4|D4f |.
The proof runs as for Theorem 3, taking into account that the radius of the smallest ball containing the support ofM
( ·
h
)
is equal to
√
10
2 h.
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3. Discrete C1 cubic quasi-interpolant
In many applications, however, the values of the partial derivatives at the given data points, used in QD,1, are unknown
quantities. Our aim in this section is to construct a new local C1 cubic discrete spline quasi-interpolant Q˜D,h,1 for S13(τh). This
has several important practical advantages: first, it uses only function evaluations at the vertices of τh; second, it is local,
stable and has optimal approximation order; and finally, it also has a small constant in its error estimate. This is the main
result of this section.
Hence, in order to construct a cubic discrete spline quasi-interpolant,weneed to replace the partial derivativesDx−if (i) in
(7) by finite difference approximation schemes of fourth order to preserve the optimal approximation order of the operator.
To reach this aim, we shall need two lemmas.
Lemma 7. Let f ∈ C4(R2). Then, for ` = 1, 2 we have
Dd` f (i) =
−f (i+ 2d`)+ 8f (i+ d`)− 8f (i− d`)+ f (i− 2d`)
12
+ εd`,i, (10)
where
|εd`,i| ≤
1
9
ω(D4d` f , 1)+
1
36
ω(D4d` f , 2) (11)
with for % > 0,
ω(D4d` f , %) = sup
i∈Z2
(
sup
|t−s|<%
|D4d` f (i+ td`)− D4d` f (i+ sd`)|
)
. (12)
Proof. For i ∈ Z2, we introduce the univariate function g : [−2, 2] → R defined as g (s) = f (i+ sd`). So, we have
g(0) = f (i) and g(k)(0) = Dkd` f (i), k ∈ N. Using for n ∈ N the Taylor formulas
g (n) = g (0)+ g ′ (0) n+ 1
2
g ′′ (0) n2 + 1
6
g ′′′ (0) n3 + Rn,
g (−n) = g (0)− g ′ (0) n+ 1
2
g ′′ (0) n2 − 1
6
g ′′′ (0) n3 + R−n,
with
Rn := 16
∫ n
0
(n− t)3 g(4) (t) dt and R−n := 16
∫ 0
−n
(n+ t)3 g(4) (t) dt,
we get
−f (i+ 2d`)+ 8f (i+ d`)− 8f (i− d`)+ f (i− 2d`)
12
= −g (2)+ 8g (1)− 8g (−1)+ g (−2)
12
= g ′ (0)+ −R2 + 8R1 − 8R−1 + R−2
12
.
Therefore, we obtain
Dd` f (i)−
−f (i+ 2d`)+ 8f (i+ d`)− 8f (i− d`)+ f (i− 2d`)
12
= εd`,i,
where
εd`,i =
R2 − 8R1 + 8R−1 − R−2
12
.
By a simple calculation, we get
εd`,i =
2
9
∫ 1
0
(1− s)3 (g(4) (2s)− g(4) (−2s)) ds− 1
9
∫ 1
0
(1− s)3 (g(4) (s)− g(4) (−s)) ds
= 2
9
∫ 1
0
(1− s)3 (g(4) (2s)− g(4) (−2s)− g(4) (s)+ g(4) (−s)) ds+ 1
9
∫ 1
0
(1− s)3 (g(4) (s)− g(4) (−s)) ds.
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Equivalently,
εd1,i =
1
9
∫ 1
0
(1− s)3
(
D4d` f (i+ sd`)− D4d` f (i− sd`)
)
ds+ 2
9
∫ 1
0
(1− s)3
(
D4d` f (i+ 2sd`)− D4d` f (i+ sd`)
)
ds
+ 2
9
∫ 1
0
(1− s)3
(
D4d` f (i− sd`)− D4d` f (i− 2sd`)
)
ds.
Since (1− s)3 is of one sign on [0, 1], then there exist ξ1, ξ2 ∈ [0, 1] such that
εd`,i =
1
18
(
D4d` f (i+ 2ξ1d`)− D4d` f (i+ ξ1d`)+ D4d` f (i− ξ1d`)− D4d` f (i− 2ξ1d`)
)
+ 1
36
(
D4d` f (i+ ξ2d`)− D4d` f (i− ξ2d`)
)
.
Hence,
|εd`,i| ≤
1
18
|D4d` f (i+ 2ξ1d`)− D4d` f (i+ ξ1d`)| +
1
18
|D4d` f (i− ξ1d`)− D4d` f (i− 2ξ1d`)|
+ 1
36
|D4d` f (i+ ξ2d`)− D4d` f (i− ξ2d`)|.
This in conjunction with (12) completes the proof. 
Now, we replace the derivatives in (7) by the finite difference schemes (10). Therefore, the C1 cubic discrete quasi-
interpolant is given by
Q˜D,1[f ](x) =
∑
i∈Z2
µi [f ] (x) L(x− i), (13)
where
µi [f ] (x) = f (i)+ 136 (x1 − i1) [−f (i+ 2d1)+ 8f (i+ d1)− 8f (i− d1)+ f (i− 2d1)]
+ 1
36
(x2 − i2) [−f (i+ 2d2)+ 8f (i+ d2)− 8f (i− d2)+ f (i− 2d2)] .
We now proceed to estimate the deviation of QD,1[f ] from Q˜D,1[f ].
Lemma 8. Let f ∈ C4(R2). Then, for any x ∈ R2, we have
|QD,1[f ](x)− Q˜D,1[f ](x)| ≤ 118 max
(
ω(D4d1 f , 1);ω(D4d2 f , 1)
)+ 1
72
max
(
ω(D4d1 f , 2);ω(D4d2 f , 2)
)
.
Proof. From (10) and (11), we get
QD,1[f ](x)− Q˜D,1[f ](x) = 13
∑
i∈Z2
[
(x1 − i1)εd1,i + (x2 − i2)εd2,i
]
L(x− i).
Hence, if we denote S(x) =∑i∈Z2 ‖x− i‖1 |L (x− i)| then we have∣∣QD,1 [f ] (x)− Q˜D,1 [f ] (x)∣∣ ≤ ( 127 max (ω(D4d1 f , 1);ω(D4d2 f , 1))+ 1108 max (ω(D4d1 f , 2);ω(D4d2 f , 2))
)
S(x).
On the other hand, we have
S(x) ≤
∑
‖j‖1≤2
∣∣cj∣∣∑
i∈Z2
‖x− i+ j‖1M (x− i) .
Since
∑
i∈Z2 M (x− i) = 1 for all x ∈ R2, applying the Cauchy-Scharwz inequality we get∑
i∈Z2
‖x− i+ j‖1M (x− i) ≤
(∑
i∈Z2
‖x− i+ j‖21M (x− i)
)1/2
≤
(∑
i∈Z2
2 ‖x− i+ j‖2M (x− i)
)1/2
.
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By Lemma 4, we obtain∑
i∈Z2
‖x− i+ j‖2M (x− i) =
∑
i∈Z2
(‖x− i‖2 + 2 〈x− i, j〉 + ‖j‖2)M (x− i)
= 1
2
+ ‖j‖2 .
Therefore, since cj = 0 if ‖j‖1 = 1, cj = − 132 if ‖j‖1 = 2, and ‖j‖ = 2 when ‖j‖1 = 2 (see the proof of Theorem 3), we have∑
i∈Z2
‖x− i‖1 |L (x− i)| ≤
∑
‖j‖1≤2
∣∣cj∣∣ (2(12 + ‖j‖2
))1/2
= ∣∣c0,0∣∣+ 3 ∑
‖j‖1=2
∣∣cj∣∣ = 32 .
This completes the proof. 
It is easy to transform the preceding considerations from QD,h,1 to the scaled operator Q˜D,h,1. Let
δd`,hf :=
−f ((i+ 2d`) h)+ 8f ((i+ d`) h)− 8f ((i− d`) h)+ f ((i− 2d`) h)
12
, ` = 0, 1.
Then,
Q˜D,h,1[f ] :=
∑
i∈Z2
µi,h [f ] (x) L
( x
h
− i
)
,
where
µi,h [f ] (x) := f (ih)+ 13
[
(x1 − i1h) δd1,hf + (x2 − i2h) δd2,h f
]
.
Theorem 9. Let f ∈ C4(R2). Then, for any x ∈ R2, we have∣∣f (x)− Q˜D,h,1 [f ] (x)∣∣ ≤ 73+ 4√51152 h4 ∣∣D4f ∣∣+ 118h4max (ω (D4d1 f , h) ;ω (D4d2 f , h))
+ 1
72
h4max
(
ω
(
D4d1 f , 2h
) ;ω (D4d2 f , 2h)) .
Proof. Taking into account the triangular inequality
|f (x)− Q˜D,h,1[f ](x)| ≤ |f (x)− QD,h,1[f ](x)| + |QD,h,1[f ](x)− Q˜D,h,1[f ](x)|,
the proof is an immediate consequence of Corollary 6 and Lemma 8. 
An obvious consequence of Theorem 9 is as follows
Corollary 10. Let f ∈ C5(R2). Then, for any x ∈ R2, we have∣∣f (x)− Q˜D,h,1 [f ] (x)∣∣ ≤ 73+ 4√51152 h4 ∣∣D4f ∣∣+ 112h5 ∣∣D5f ∣∣ .
Remark 11. If the values f
(
i± 12d`
)
, i ∈ Z2 and ` = 1, 2 are known, thenwe can use the numerical differentiation formulae
Dd` f (i) '
−f (i+ d`)+ 8f
(
i+ 12d`
)− 8f (i− 12d`)+ f (i− d`)
6
.
Therefore another discrete quasi-interpolant Q ∗D,h,1 results, and we have the following error estimate for the corresponding
scaled operator:∣∣f (x)− Q ∗D,h,1 [f ] (x)∣∣ ≤ 73+ 4√51152 h4 ∣∣D4f ∣∣+ 1144h4max (ω (D4d1 f , h/2) ;ω (D4d2 f , h/2))
+ 1
576
h4max
(
ω
(
D4d1 f , h
) ;ω (D4d2 f , h)) .
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Fig. 2. Franke’s function F (on the left) and the C1 cubic spline QD,1/64,1F .
Fig. 3. Errors
∣∣QD,h,1F (x)− F (x)∣∣ for h = 12n with 4 ≤ n ≤ 9.
4. Numerical tests
In this section, we present some numerical tests to illustrate the practical performance of the newly proposed quasi-
interpolant. With this aim, we consider the Franke’s function on the unit square, a well known standard function used in
the investigation of methods for interpolating scattered data (see [9]):
F (x, y) = 0.75 exp
(
−1
4
(
(9x− 2)2 + (9y− 2)2))+ 0.75 exp(− 1
49
(9x+ 1)2 − 1
10
(9y+ 1)
)
+ 0.5 exp
(
−1
4
(
(9x− 7)2 + (9y− 3)2))− 0.2 exp (− (9x− 4)2 − (9x− 7)2) .
Fig. 3 shows the errors
∣∣QD,h,1F (x)− F (x)∣∣ for h = 12n with 4 ≤ n ≤ 9. The operator QD,h,1 produces differential quasi-
interpolants giving small errors near the areas with higher curvature. Moreover, it localizes the error around these areas,
and so it has the potential of improving the surface quality (see Fig. 2).
Table 1 shows, for different values of h, the maximal and root mean square errors of the scaled cubic differential quasi-
interpolants QD,h,1F . The values have been computed from 15000 randomly chosen points in [0, 1] × [0, 1]. The results
confirm that the new quasi-interpolants yield approximation order four for smooth functions.
Next, we consider the differential quasi-interpolant Qc,h, based on the quadratic box spline M (see [10, chapter 6]),
defined as
Qc,h [f ] (x) =
∑
i∈Z2
(
f (ih)− h
2
8
∆f (ih)
)
M (x− i) ,
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Table 1
Maximal and root mean square errors of the scaled cubic differential quasi-interpolants QD,h,1F with steplength h = 2−n , 3 ≤ n ≤ 10.
h Maximal error RMS error h Maximal error RMS Error
1/8 0.0298603 0.00353486 1/128 2.05262× 10−6 2.09042× 10−7
1/16 0.00126031 0.000313575 1/256 1.34718× 10−7 1.3562× 10−8
1/32 0.000310799 0.0000375868 1/512 8.32503× 10−9 8.27832× 10−10
1/64 0.0000308166 3.05707× 10−6 1/1024 5.25448× 10−10 5.2179× 10−11
Fig. 4. Errors
∣∣Qc,hF (x)− F (x)∣∣ for h = 12n with 4 ≤ n ≤ 9.
where∆f stands for the Laplacian of f . This differential operator gives C1 approximants. Although it uses partial derivatives
of the second order of the function to be approximated, and it is exact only on P2, we compare it with QD,h,1 for the Franke’s
function. Fig. 4 shows the graphs of
∣∣Qc,hF (x)− F (x)∣∣ for h = 12n for 4 ≤ n ≤ 9. Note that small errors are not concentrated
around the critical areas but distributed on the unit square.
Finally, we also compare QD,h,1 with the scaled version of a well-known differential quasi-interpolation operator L
defined by Lai in [8]. Let ls(0,0) and ls(1,0) be the bivariate spline functions whose supports and B-nets are displayed in Fig. 5.
Denote by ls(0,1) the spline function defined by the B-net obtained by rotating 90◦ counterclockwise the B-net of ls(1,0). To
define L, we need two other compactly supported spline functions. The B-net of the first one, ls(1,2) is shown in Fig. 6. The
other one, ls(2,1) is obtained by rotating 90◦ in the counterclockwise direction the B-net of ls(1,2).
The quasi-interpolantL [f ] of a function f is given by
L [f ] (x) =
∑
i∈Z2
{
f (i) ls(0,0) (x− i)+ ∂ f
∂x1
(i) ls(1,0) (x− i)+ ∂ f
∂x2
(i) ls(0,1) (x− i)
× ∂
3f
∂x21∂x2
(i) ls(2,1) (x− i)+ ∂
3f
∂x1∂x22
(i) ls(1,2) (x− i)
}
.
If σh denotes the scaling operator defined by σhf := f
( ·
h
)
, then the scaled operator associated with L is given by Lh :=
σhLσ1/h. Fig. 7 shows the graphs of some quasi-interpolation errors for Franke’s function. Since L uses the values of the
function to be approximated as well as their partial derivatives up to the order three, it is normal, in general, to obtain errors
|Lh [f ]− f | smaller than
∣∣QD,h,1 [f ]− f ∣∣.
The results in Table 2 confirm that Lh achieves the optimal approximation order and also they suggest that the errors
for QD,h/2,1 [f ] andLh [f ] are comparable, although QD,h/2,1 [f ] only uses first order partial derivatives.
5. Concluding remarks
The quasi-interpolant developed in this paper is efficient and easy to implement and due to its low computational
complexity can be used on very large uniform data sets. There is a number of possible extensions of the modified approach
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Fig. 5. From left to right, the B-nets of 4ls(0,0) and 48ls(1,0) .
Fig. 6. The B-net of 96ls(1,2) .
Fig. 7. Errors |LhF (x)− F (x)| for h = 12n with 4 ≤ n ≤ 9.
Table 2
Maximal and root mean square errors of the scaled cubic differential quasi-interpolantsLhF with steplength h = 2−n , 3 ≤ n ≤ 10.
h Maximal error RMS error h Maximal error RMS error
1/8 0.0111634 0.00146131 1/128 2.01826× 10−7 2.31187× 10−8
1/16 0.000978351 0.0000958864 1/256 1.26206× 10−8 1.4317× 10−9
1/32 0.0000592452 5.82442× 10−6 1/512 7.75242× 10−10 8.79659× 10−11
1/64 3.27913× 10−6 3.5976× 10−7 1/1024 4.86205× 10−11 5.73376× 10−12
presented in this paper. First, we exclusively considered the near-best quasi-interpolant as original operator, this choice
is only a first attempt to show how our general technique could be applied to obtain a small error estimate. Future
investigations should focus on the best choice of the operator to modify in order to obtain a small error estimate in (6).
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For example, it would be interesting to select the cj parameters by minimizing the right-hand side of Eq. (6). Secondly,
although our study focuses on two-dimensional considerations, the techniques used in this paper could be applicable to
quasi-interpolants in three dimensions, and this is an exciting and challenging question for future investigations.
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