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Abstract
Synthetic speech can be modiﬁed to improve intelligibility in
noise. In order to perform modiﬁcations automatically, it would
be useful to have an objective measure that could predict the
intelligibility of modiﬁed synthetic speech for human listeners.
We analysed the impact on intelligibility – and on how well ob-
jective measures predict it – when we separately modify speak-
ing rate, fundamental frequency, line spectral pairs and spectral
peaks. Shifting LSPs can increase intelligibility for human lis-
teners; other modiﬁcations had weaker effects. Among the ob-
jective measures we evaluated, the Dau model and the Glimpse
proportion were the best predictors of human performance.
Index Terms: objective measures for speech intelligibility,
HMM-based speech synthesis, Lombard speech
1. Introduction
Objective measures are an essential tool for predicting quanti-
ties such as quality and intelligibility, that otherwise would have
been obtained using subjective listening tests. If we were able
to predict quality or intelligibility from only the acoustic signal,
without the need for listening tests, we could use this prediction
as a control mechanism. It could act, for instance, to control
the effect of speech enhancement algorithms by minimizing the
generated audible distortions, or it could control speech modiﬁ-
cations designed to enhance certain acoustic properties of clean
speech. Before including this control feedback into such al-
gorithms, we need to make sure that the predictions made by
objective measures remain accurate when applied to speech sig-
nals that have been modiﬁed by such enhancement techniques.
In previous studies we showed that objective measures
based on models of the human auditory system are able to pre-
dict the intelligibility of HMM-based synthetic speech in di-
verse noisy situations [1]. HMM-based speech synthesis offers
a versatile framework for modifying generated speech in order
to increase intelligibility. Looking at natural speech produced in
noise, sometimes known as “Lombard speech”, can give clues
as to how one could obtain an intelligibility gain. However too
little is known about how the different acoustic modiﬁcations
observed in Lombard speech contribute to this gain, and how
that relates to the characteristics of the background noise.
Objective measures of intelligibility have already been eval-
uated when the mixture of noise and speech is processed
through speech enhancement algorithms [2]. However thus far
no study has been performed to show how the measures behave
on clean speech that has been modiﬁed.
In this paper, we evaluate the impact on intelligibility of the
following modiﬁcations applied to synthetic speech: changes
in speaking rate, changes in fundamental frequency, shift of
LSPs and enhancement of spectral peaks. We then evaluate
several objective measures with regard to intelligibility predic-
tion of this material. Four of the measures we evaluated were
speciﬁcally designed to predict intelligibility – the Dau mea-
sure, the Glimpse proportion, the Short Time Objective Intel-
ligibility (STOI) measure and the Speech Intelligibility Index
(SII) – and one of them was speciﬁcally designed to measure
quality – Perceptual Evaluation of Speech Quality (PESQ).
2. Hidden Markov Model-based Speech
Synthesis
Hidden Markov Models (HMM) speech synthesis systems gen-
erate speech by using HMMs to model vocoder parameters [3].
The models are trained with parameters extracted from natural
speech, to maximize the likelihood of the training data. The
source can be represented by the fundamental frequency and
aperiodic energy bands and the spectral envelope by Mel Gen-
eralized Cepstrum Line Spectral Pairs (MGC-LSP).
The statistical nature of HMM-based speech synthesis of-
fers a great degree of control over the generated speech. By
modifying the models of certain parameters we are able to con-
trol the acoustic characteristics of the generated speech without
the need for new data.
The intelligibility of HMM-generated synthetic speech is
comparable to natural speech in clean situations [4]. However
synthetic speech can be made to be more intelligible than natu-
ral speech in noisy situations [5].
3. Objective Measures
There are many approaches to predict subjective dimensions
of speech from the acoustic signal. The ﬁrst approaches that
were proposed were based on simple measures calculated on
the spectral envelope, which is derived from linear predictive
analysis. These conventional methods include the Cepstral Dis-
tance Measure (CEP), Log Spectral Distance (LSD), Itakura-
Saito (IS) and Log-Likelihood Ratio (LLR) [6].
Following from the conventional methods are those mea-
sures that include some sort of frequency-dependent weighting
inspired by psychoacoustics. Such measures include the Fre-
quency Weighted Segmental SNR (FWS) [7] and the Weighted-
Spectral Slope Metric (WSS) [8].
Incorporating those psychoacoustic ﬁndings, standards
have been proposed to predict quality and intelligibility. The
Perceptual Evaluation of Speech Quality (PESQ) [9] was de-
signed as a measure for predicting the quality of speech sig-
nals transmitted over a telephone line. This measure includes an
auditory transform and considers masking phenomena as well.
The Speech Intelligibility Index (SII) [10] calculates a weighted
SNR in the frequency domain, considering frequency-domain
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Figure 1: Smoothed long term average spectrum of a non-
modiﬁed speech sample and another sample in which the LSPs
have been shifted towards higher frequencies.
masking effects and auditory thresholds.
The objective measures of intelligibility that have been
shown to best correlate with subjective scores for intelligibil-
ity tend to be ones that include elaborate auditory processing
stages [2]. These measures compare an internal representation
of the clean reference speech signal with an internal representa-
tion of the noisy signal, or of the noise alone, in order to predict
how intelligible the noisy signal is.
In this group, notable measures include the Dau measure
(DAU) [11], based on the Dau model [12] of the effective pro-
cessing which takes place in the human auditory system. The
model gives a time-domain representation that incorporates as-
pects of temporal adaptation. The measure is effectively the
normalized correlation coefﬁcient of the internal representation
derived by the Dau model for both reference and noisy signal.
The Glimpse proportion measure (GP) [13] is derived from
the Glimpse model for auditory processing. The measure is the
proportion of spectral-temporal regions where speech is more
energetic than noise, based on the idea that humans only attend
to those ‘glimpses’ of speech that are not masked by noise.
The Short-Time Objective Intelligibility (STOI) [14] is the
average linear correlation coefﬁcient between a time-frequency
representation of clean and noisy speech over time frames. This
measure was proposed to work especially well for when noisy
speech is processed by a time-frequency weighting algorithm
for noise reduction or speech separation.
4. Listening Tests
The experimental strategy we adopted was to obtain subjective
intelligibility scores using listening tests, for a wide range of
noise types and SNRs. These scores were then correlated with
the predictions made by various objective measures. In this sec-
tion we explain the speech material that we used: the modiﬁca-
tions we applied and the different types of listening situations,
and the listening setup.
4.1. Speech Material and Modiﬁcations
In total, 96 different sentences were synthesized using an
HMM-based Speech Synthesis System (HTS). The synthesis
models were trained with 4000 sentences from a professional
male British English speaker. We used 45 dimension mel-
generalized cepstrum line spectral pairs (MGC-LSP) acoustic
features to represent the spectral envelope. The training data
waveforms were sampled at 48 kHz. The synthesized speech
was produced at 48 kHz then downsampled to 20 kHz. The
format of the test sentences was “name verb numeral adjec-
tive noun” (i.e., matrix sentences), with each word being chosen
from a ten-word list.
In order to reproduce some of the effects found in natural
Lombard speech we applied the following individual modiﬁca-
tions to the synthesized material:
• spectral peak enhancement as described in [15]
• changes in the fundamental frequency: low / high
• shift of Line Spectral Pairs (LSPs) as described in [16]
• changes in the speaking rate as described in [17]: slow /
fast
The strength of each modiﬁcation was adjusted in such a
way that it generated audible differences to the clean speech
condition, but not necessarily intelligibility impacts in the noisy
conditions. As an example, the effect of shifting the LSPs is
shown in Fig. 1. In this ﬁgure we see the long term average
spectrum of the original and modiﬁed speech signal when the
LSPs are shifted towards the higher frequencies.
We can see that the spectral tilt becomes more ﬂat and we
expect that the formant frequencies also increase. For this ex-
periment we shifted the LSPs towards the higher frequencies in
three different steps, named here as s1, s2 and s3. The aver-
age spectral tilt of the non modiﬁed speech was −1.51 dB per
octave and for the three strengths of shifts, s1, s2 and s3, the av-
erage spectral tilt becomes −1.02 dB, −0.69 dB and −0.09 dB
per octave, respectively.
We used four different types of noise: speech shaped, cafe-
teria, car and high frequency noise, described in [1], at four
different Signal to Noise Ratios (SNRs). The SNRs for each
noise type were selected in a small calibration experiment per-
formed with 9 participants. They correspond roughly to word
accuracies of 0.2, 0.4, 0.6 and 0.8 obtained for each noise type
when using non-modiﬁed speech sentences. The non-modiﬁed
and the modiﬁed speech signals were ﬁrst normalized sentence
by sentence to yield the same overall signal level (rms) and then
added to noise at those SNRs. That means that any intelligibil-
ity change observed when applying a certain modiﬁcation is not
the result of changes in overall energy levels. In total we gen-
erated 196 distinct listening situations from all combinations
of speech modiﬁcation type, modiﬁcation strength (including a
non-modiﬁed version), noise type and SNR.
4.2. Listening Setup
A total of 88 native English speakers with no reported hear-
ing impairment participated in the listening experiment. Each
participant listened to one quarter of all possible listening situ-
ations twice, each time with different sentences – a total of 96
sentences. The order of sentences and listening situations was
random. The selection of listening situations from all possible
situations was also random.
All signals were played at 20 kHz over headphones to par-
ticipants in soundproof booths. Each individual sentence could
be played only once before the participant had to type in what
he or she heard. Each participant heard several examples that
included different listening situations with modiﬁed and non-
modiﬁed speech to familiarize themselves with the task before
the actual experiment took place.
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Figure 2: Average word accuracy by listeners for the ‘shift LSP’
condition, in car noise (top) and high frequency noise (bottom).
5. Results and Discussions
In this section we report the results of the listening test, includ-
ing the subjective scores and how well the objective measures
correlate with them, for the different types of speech modiﬁca-
tion and listening situation.
5.1. Subjective Scores
We calculated the subjective score of word accuracy as the per-
cent of correct words in a sentence, taking into account mis-
spelling and spelling variations.
The only modiﬁcations that gave signiﬁcant differences in
intelligibility with respect to the original speech, across all noise
types and SNRs, were the shifting of LSPs and the faster speak-
ing rate. Slowing the speaking rate produced signiﬁcant im-
provements in the presence of babble noise, and at some SNRs
for speech-shaped noise. Lowering the fundamental frequency
gave signiﬁcant improvements only for high frequency noise at
the highest SNR.
The largest improvements in average word accuracy were
in the presence of car noise, shown in Fig. 2(a). For the low-
est SNR case there was an improvement of 0.13 to 0.61 and
for higher SNRs in that same noise condition the word accu-
racy improved from 0.38 to 0.72 and from 0.42 to 0.8. For the
highest SNR level there was no signiﬁcant improvement.
Shifting the LSPs does not always increase intelligibility
though. For high frequency noise, as we can see in Fig. 2(b), a
large shift in the LSPs (s3) results in a signiﬁcant drop in word
accuracy, while small shifts (s1,s2) give signiﬁcant improve-
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Figure 3: Correlation coefﬁcient between the subjective score
and each objective measure, comparing performance on non-
modiﬁed and modiﬁed speech.
ments.
This result suggests that there is some optimal value of
modiﬁcation strength, and that this depends not only on the
noise type, i.e. its spectral and temporal characteristics, but also
on the SNR, i.e. on the noise energy level. Although it is found
in natural Lombard speech, increasing fundamental frequency
did not seem to provide any signiﬁcant gains in intelligibility.
Our result is consistent with another study, in which natural
speech was modiﬁed [18].
5.2. Objective Measures
We compared the performance of each measure by extracting
the normalized correlation coefﬁcient ρ using the subjective
score for each listening situation group, averaged across listen-
ers and sentences. These subjective scores were compared to
the objective scores in the following manner:
ρi =
PN
n=1(Sn − S¯)(Mi,n − M¯i)qPN
n=1(Sn − S¯)2
PN
n=1(Mi,n − M¯i)2
(1)
where Sn is the subjective score for listening situation n, S¯ is
the average score obtained for all situations in that group, Mi,n
is the objective score given by measure i for listening situation
n, M¯i is the average score given by measure i for all situations
in that group.
To account for the non-linear relationship between subjec-
tive and objective scores we applied a logistic function to all ob-
jective measures and then calculated the correlation coefﬁcient.
The correlation coefﬁcients for each objective measure obtained
for the non-modiﬁed and modiﬁed speech are shown in Fig. 3;
Fig. 4 shows them for each type of modiﬁcation. On both ﬁg-
ures the measures are ordered from left to right according to the
correlation coefﬁcient obtained for non-modiﬁed speech.
The results for non-modiﬁed speech displayed in Fig. 3
show that the measures based on auditory models outperform
the other (conventional) methods. The conventional measures
IS, LSD, CEP and LLR have no signiﬁcant correlation with the
subjective data: they do not predict intelligibility. The DAU
measure outperforms all measures, obtaining a ρ of 0.94, fol-
lowed by the GP measure with 0.83 and STOI with 0.79.
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Figure 4: Correlation coefﬁcients obtained by the evaluated
measures for each modiﬁcation type.
There is an overall drop in performance for all measures
when predicting intelligibility of modiﬁed speech, especially
for the FWS and IS measures. The DAU measure still obtains
the highest correlation coefﬁcient of 0.75, followed by the GP
measure with 0.72 and STOI with 0.61.
Analysing Fig. 4, we can see which modiﬁcations are re-
sponsible for this drop in performance. Most measures have a
substantial loss in performance when speaking rate is altered,
this particularly applies to the DAU, GP and STOI measures.
The DAU and GP performance for other modiﬁcation types re-
mains similar to the performance obtained with non-modiﬁed
speech, which indicates that the models underlying those mea-
sures are able to track the impact on intelligibility when altering
speech in those ways, but are not necessarily good models for
predicting the impact of changing speaking rate. One possible
explanation is that changes in duration affect higher levels of
processing involved in the listener’s perception of speech; these
cognitive levels are not taken into account by measures that at-
tempt to model the auditory system only.
6. Conclusions
We evaluated how well various objective measures can predict
the intelligibility of modiﬁed synthetic speech. By separately
altering acoustic properties including fundamental frequency,
speaking rate, LSP distribution and peaks in the spectrum enve-
lope we were able to identify which sort of modiﬁcations have
a signiﬁcant effect on the intelligibility of synthetic speech in
noise. The subjective intelligibility scores indicate that changes
in fundamental frequency and spectral peaks do not alter intelli-
gibility for the noise types we chose. Changes in the LSP distri-
bution that ﬂatten the spectral tilt tend to generate substantial in-
telligibility gains, depending on the noise type and SNR. Those
objective measures that are based on auditory models – includ-
ing the Dau and the Glimpse proportion measure – obtained
correlation coefﬁcients around or higher than 0.8, except when
dealing with changes in the speaking rate, when the correlations
went as low as 0.5. This indicates that these measures are good
intelligibility predictors for modiﬁcations that take place in the
spectral domain, but not for changes in duration.
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