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On extension of Ginzburg-Jiang-Soudry correspondence to
certain automorphic forms on Sp4mn(A) and S˜p4mn±2n(A)
Baiying Liu
Abstract. Let F be a number field, and A = AF . In this paper,
first, we provide a family of global Arthur parameters confirming all
parts of a general conjecture on the relation between the structure
of Fourier coefficients and the structure of global Arthur parame-
ters, given by Jiang in 2012. Then we extend a correspondence be-
tween certain automorphic forms on Sp4n(A) and S˜p2n(A), given
by Ginzburg, Jiang and Soudry in 2012, to certain automorphic
forms on Sp4mn(A) and S˜p4mn±2n(A), using the same idea of con-
sidering compositions of automorphic descent maps.
1. Introduction
Let F be a number field, and A = AF . Fourier coefficients play
important roles in the study automorphic forms. For example, a basic
and fundamental result in the theory of automorphic forms for GLn(A)
is that cuspidal automorphic forms are globally generic, that is, have
non-vanishing Whittaker-Fourier coefficients, due to Shalika ([S74])
and Piatetski-Shapiro ([PS79]) independently. This result has been
extended to the discrete spectrum ofGLn(A) in [JL13a]. As another ex-
ample, for classical groups, Ginzburg, Rallis and Soudry ([GRS11]) de-
veloped the theory of automorphic descent by studying certain Fourier
coefficients of special type residual representations, producing the in-
verse of special cases of Langlands functorial transfers from classical
groups to the general linear groups. The idea of automorphic descent
has been generalized to explicit constructions of endoscopy transfers
for classical groups which can be found in [G12] and [J12].
For general connected reductive groups, there is a framework of at-
taching Fourier coefficients to nilpotent orbits (for symplectic groups,
see [GRS03], [JL13b]). For classical groups G, nilpotent orbits are
parametrized by partitions and certain non-degenerate quadratic forms
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([W01]). For any irreducible automorphic representation π of G(A), let
pm(π) be the set of maximal partitions (under the natural ordering of
partitions) providing non-vanishing Fourier coefficients for π (for pre-
cise definition, see [J12] and [JL13b]).
On the other hand, given a general connected reductive group G, a
main theme in the theory of automorphic forms is to study the dis-
crete spectrum, which consists of cuspidal spectrum and residual spec-
trum. For G = GLn, the residual spectrum was constructed explic-
itly by Moeglin and Waldspurger ([MW89]). For symplectic and spe-
cial orthogonal groups, the discrete spectrum was classified by Arthur
([Ar13]) up to automorphic L2-packets parametrized by global Arthur
parameters.
Towards understanding the Fourier coefficients information of mem-
bers in the automorphic L2-packets, Jiang ([J12]) made a conjecture,
which relates the structure of the global Arthur parameter of an irre-
ducible automorphic representation π which is in the discrete spectrum,
to the structure of pm(π). We recall the symplectic case of this conjec-
ture as follows. Let Gn = Sp2n, with symplectic form(
0 vn
−vn 0
)
,
where vn is an n × n matrix with 1’s on the second diagonal and 0’s
elsewhere. Fix a Borel subgroup B = TU , where the maximal torus T
consists of elements of the following form
diag(t1, · · · , tn; t
−1
n , · · · , t
−1
1 )
and the unipotent radical U consists of all upper unipotent matrices in
Gn.
The set of global Arthur parameters for the discrete spectrum of
Gn = Sp2n is denoted by Ψ˜2(Sp2n), the elements of which are of the
form
(1.1) ψ := ψ1 ⊞ ψ2 ⊞ · · ·⊞ ψr,
where ψi are pairwise different simple global Arthur parameters of or-
thogonal type and have the form ψi = (τi, bi) with τi ∈ Acusp(ai),
2n+1 =
∑r
i=1 aibi (the dual group of Sp2n is SO2n+1(C)), and
∏
i ω
bi
τi
=
1 (the condition on the central characters of the parameter), following
[Ar13, Section 1.4]. More precisely, ψi = (τi, bi) satisfies the following
conditions: if τi is of symplectic type (i.e., L(s, τi,∧
2) has a pole at
s = 1), then bi is even; if τi is of orthogonal type (i.e., L(s, τi, Sym
2)
has a pole at s = 1), then bi is odd.
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Theorem 1.1 (Theorem 1.5.2, [Ar13]). For each global Arthur param-
eter ψ ∈ Ψ˜2(Sp2n) there defines a global Arthur packet Π˜ψ. The discrete
spectrum of Sp2n(A) has the following decomposition
L2disc(Sp2n(F )\Sp2n(A))
∼= ⊕ψ∈Ψ˜2(Sp2n) ⊕π∈Π˜ψ(ǫψ) mψπ,
where Π˜ψ(ǫψ) denotes the subset of Π˜ψ consisting of members which
occur in the discrete spectrum.
As in [J12], Π˜ψ(ǫψ) is called the automorphic L
2-packet attached
to ψ. For ψ of the form in (1.1), let p(ψ) = [(b1)
(a1) · · · (br)(ar)]. For
π ∈ Π˜ψ(ǫψ), the structure of the global Arthur parameter ψ deduces
constraints on the structure of pm(π), which is given by the following
conjecture.
Conjecture 1.2 (Conjecture 4.2, [J12]). For any ψ ∈ Ψ˜2(Sp2n), let
Π˜ψ(ǫψ) be the automorphic L
2-packet attached to ψ. Then the following
hold.
(1) Any symplectic partition p of 2n, if p > ηg∨,g(p(ψ)), does not
belong to pm(π) for any π ∈ Π˜ψ(ǫψ).
(2) For a π ∈ Π˜ψ(ǫψ), any partition p ∈ pm(π) has the property
that p ≤ ηg∨,g(p(ψ)).
(3) There exists at least one member π ∈ Π˜ψ(ǫψ) having the property
that ηg∨,g(p(ψ)) ∈ pm(π).
Here ηg∨,g denotes the Barbasch-Vogan duality map (see [BV85, Defini-
tion A1] and [Ac03, Section 3.5]) from the partitions for the dual group
G∨(C) to the partitions for G.
We refer to [J12, Section 4] for more discussion on this conjecture
and related topics. Part (1) of Conjecture 1.2 is completely proved in
[JL13c]. In the first part of this paper, we provide a family of global
Arthur parameters confirming all parts of Conjecture 1.2.
Let τ be an irreducible unitary cuspidal automorphic representation
of GL2n(A), with the properties that L(s, τ,∧2) has a simple pole at
s = 1, and L(1
2
, τ) 6= 0.
By Theorem 2.3 of [GJS12], there is an irreducible representation π˜
of S˜p2n(A), which is ψ
1-generic, lifts weakly to τ with respect to ψ.
Let ∆(τ,m) be a Speh representation in the discrete spectrum of
GL2mn(A). For more information about Speh representations, we refer
to [MW89], or the Section 1.2 of [JLZ13].
Let Pr = MrNr be the maximal parabolic subgroup of Sp2l with Levi
subgroup Mr isomorphic to GLr ×Sp2l−2r. Using the normalization in
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[Sh10], the group XSp2lMr of all continues homomorphisms from Mr(A)
to C×, which is trivial on Mr(A)
1 (see [MW95]), will be identified with
C by s→ λs. Let P˜r(A) be the pre-image of Pr(A) in S˜p2l(A).
For any φ ∈ A(N2mn(A)M2mn(F )\Sp4mn(A))∆(τ,m), following [L76]
and [MW95], an residual Eisenstein series can be defined by
E(φ, s)(g) =
∑
γ∈P2mn(F )\Sp4mn(F )
λsφ(γg).
It converges absolutely for real part of s large and has meromorphic
continuation to the whole complex plane C. By [JLZ13], this Eisenstein
series has a simple pole at m
2
, which is the right-most one. Denote the
representation generated by these residues at s = m
2
by E∆(τ,m). This
residual representation is square-integrable. By Section 6.2 of [JLZ13],
the global Arthur parameter of E∆(τ,m) is ψ = (τ, 2m)⊞ (1GL1, 1).
Our first main result can be stated as follows.
Theorem 1.3. Assume that F is any number field.
p
m(E∆(τ,m)) = [(2n)
2m].
This theorem was discussed by Ginzburg in [G08] with a quite sketchy
argument. A fully detailed proof will be given in Section 2.
By Theorem 1.3, Proposition 6.4 and Remark 6.5 of [JL13c], Parts
(1) and (2) of Conjecture 1.2 hold for these global Arthur parameters
ψ = (τ, 2m)⊞ (1GL1 , 1). Note that in this case
ηso2n+1(C),sp2n(C)(p(ψ)) = ηso2n+1(C),sp2n(C)([(2m)
2n(1)]) = [(2n)2m].
Combining Theorem 1.3, we can see that all parts of Conjecture 1.2
are confirmed for this family of global Arthur parameters.
In [GRS03], for any irreducible cuspidal automorphic representation
π of symplectic groups or their double covers, Ginzburg, Rallis and
Soudry found a maximal partition which has only even parts, providing
non-vanishing Fourier coefficients for π. We denote this partition by
p(π).
Next, we assume that F is not totally imaginary, and considerN Sp4mn ,
the set of irreducible cuspidal automorphic representations π which are
nearly equivalent to E∆(τ,m) and
p(π) = [(2n)2m−1(2n1)
s1(2n2)
s2 · · · (2nk)
sk ],
with 2n ≥ 2n1 > 2n2 > · · · > 2nk, k ≥ 1. Note that these partitions
are less than or equal to [(2n)2m].
N Sp4mn can be naturally decomposed into a disjoint union of two sets
NSp4mn ∪ N
′
Sp4mn
, where NSp4mn consists of elements having a nonzero
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Fourier coefficient FJψ−1n−1 (for definition, see [GRS11, Section 3.2]),
while N ′Sp4mn consists of elements having no nonzero Fourier coefficients
FJψ−1n−1.
For any φ˜ ∈ A(N2kn(A)M˜2kn(F )\S˜p4kn+2n(A))µψ∆(τ,k)⊗π˜, following
[L76] and [MW95], an residual Eisenstein series can be defined by
E˜(φ˜, s)(g) =
∑
γ∈P2kn(F )\Sp4kn+2n(F )
λsφ˜(γg).
It converges absolutely for real part of s large and has meromorphic
continuation to the whole complex plane C. By similar argument as
that in [JLZ13], this Eisenstein series has a simple pole at k+1
2
, which
is the right-most one. Denote the representation generated by these
residues at s = k+1
2
by E˜∆(τ,k)⊗π˜. This residual representation is square-
integrable.
Let N ′
S˜p4(m−1)n+2n
(τ, ψ) be the set of irreducible genuine cuspidal au-
tomorphic representations σ˜4(m−1)n+2n of S˜p4(m−1)n+2n(A), which are
nearly equivalent to the residual representation E˜∆(τ,m−1)⊗π˜, have no
nonzero Fourier coefficients FJψ1n−1 , and
p(σ˜4(m−1)n+2n) = [(2n)
2(m−1)(2n1)
s1(2n2)
s2 · · · (2nk)
sk ],
with 2n ≥ 2n1 > 2n2 > · · · > 2nk, k ≥ 1.
Let NS˜p4mn+2n(τ, ψ) be the set of irreducible genuine cuspidal au-
tomorphic representations σ˜4mn+2n of S˜p4mn+2n(A), which are nearly
equivalent to the residual representation E˜∆(τ,m)⊗π˜, have a nonzero
Fourier coefficient FJψ1n−1 , and
p(σ˜4mn+2n) = [(2n)
2m(2n1)
s1(2n2)
s2 · · · (2nk)
sk ],
with 2n ≥ 2n1 > 2n2 > · · · > 2nk, k ≥ 1.
For any σ˜4(m−1)n+2n ∈ N ′S˜p4(m−1)n+2n
(τ, ψ), for any
φ˜ ∈ A(N2mn(A)M˜2mn(F )\S˜p4mn+2n(A))µψτ⊗σ˜4(m−1)n+2n ,
by similar calculation as in Pages 996-997 of [GJS12], it is easy to see
that the corresponding Eisenstein series has a simple pole at s = m. Let
E˜τ,σ˜4(m−1)n+2n be the residual representation of S˜p4mn+2n(A) generated
by the corresponding residues. This residual representation is square-
integrable.
For any σ4mn ∈ N ′Sp4mn(τ, ψ), for any
φ ∈ A(N2mn(A)M2mn(F )\Sp4mn+2n(A))τ⊗σ4mn ,
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also by similar calculation as in Pages 996-997 of [GJS12], it is easy
to see that the corresponding Eisenstein series has a simple pole at
s = 2m+1
2
. Let Eτ,σ4mn be the residual representation of Sp4(m+1)n(A)
generated by the corresponding residues. This residual representation
is square-integrable.
For any σ4mn ∈ NSp4mn(τ, ψ), let D
4mn
2n,ψ−1(σ4mn) be the ψ
−1-descent
of σ4mn from Sp4mn(A) to S˜p4(m−1)n+2n(A) (defined in Chapter 3 of
[GRS11]). Note that by the tower property (see Theorem 7.10 of
[GRS11]), D4mn2n,ψ−1(σ4mn) is cuspidal.
For any σ˜4mn+2n ∈ NS˜p4mn+2n(τ, ψ), let D
4mn+2n
2n,ψ1 (σ˜4mn+2n) be the ψ
1-
descent of σ˜4mn+2n from S˜p4mn+2n(A) to Sp4mn(A) (defined in Chapter
3 of [GRS11]). Note that by the tower property (see Theorem 7.10 of
[GRS11]), D4mn+2n2n,ψ1 (σ˜4mn+2n) is also cuspidal.
Our second main result is that there are correspondences between
NSp4mn(τ, ψ) and N
′
S˜p4(m−1)n+2n
(τ, ψ), and between NS˜p4mn+2n(τ, ψ) and
N ′Sp4n(τ, ψ), as follows.
Theorem 1.4. Assume that F is a number field which is not totally
imaginary.
(1) There is a surjective map
Ψ : NSp4mn(τ, ψ)→ N
′
S˜p4(m−1)n+2n
(τ, ψ)
σ4mn 7→ D
4mn
2n,ψ−1(σ4mn).
(2) If for any σ˜4(m−1)n+2n ∈ N
′
S˜p4(m−1)n+2n
(τ, ψ), E˜τ,σ˜4(m−1)n+2n is irre-
ducible, then Ψ is also injective.
Note that the case of m = 1 has already been proved by Ginzburg,
Jiang and Soudry in [GJS12]. We use the same idea here to extend the
correspondence to higher ranks. Among others, one key idea is to con-
sider compositions of automorphic descent maps. Also note that they
include E∆(τ,1) in the domain of the map Ψ. For simplicity, we just let
the domain of the map Ψ consist of only irreducible cuspidal automor-
phic representations, and consider the descent of E∆(τ,m) separately in
Section 7.
Theorem 1.5. Assume that F is a number field which is not totally
imaginary.
(1) There is a surjective map
Ψ : NS˜p4mn+2n(τ, ψ)→ N
′
Sp4n
(τ, ψ)
σ˜4mn+2n 7→ D
4mn+2n
2n,ψ1 (σ˜4mn+2n).
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(2) If for any σ4mn ∈ N ′Sp4mn(τ, ψ), Eτ,σ4mn is irreducible, then Ψ is
also injective.
Due to the similarity of the proofs of Theorem 1.4 and Theorem 1.5,
we only give the proof for Theorem 1.4.
Theorem 1.4 and Theorem 1.5 together give us the following diagram
about correspondences between various sets of irreducible cuspidal au-
tomorphic representations:
...
S˜p4mn−2n(A)
Sp4mn(A)
S˜p4mn+2n(A)
...
...
↓ D4mn−2n2n,ψ1
N˜4mn−2n
⋃˙
N˜ ′4mn−2n
↓ D4mn2n,ψ−1
N4mn
⋃˙
N ′4mn
↓ D4mn+2n2n,ψ1
N˜4mn+2n
⋃˙
N˜ ′4mn+2n
↓ D4mn+4n2n,ψ−1
...
In the above diagram, for short, we write that N4mn := NSp4mn,
N ′4mn := N
′
Sp4mn
, N˜4mn±2n := NS˜p4mn±2n , N˜
′
4mn±2n := N
′
S˜p4mn±2n
.
Remark 1.6. In Theorem 1.4 and Theorem 1.5, we assume that F is a
number field which is not totally imaginary, the reason is that when F
is a totally imaginary number field, then our construction will “stop at
some point, and can not go to higher levels”. The explicit explanation
of this phenomenon will appear elsewhere.
From Theorem 1.3, for the residual representation E∆(τ,m), we know
that pm(E∆(τ,m)) = [(2n)
2m]. From its proof, and by Lemma 2.6 of
[GRS03] or Lemma 3.1 of [JL13b], we can see that it has a non-
vanishing Fourier coefficient attached to the partition [(2n)14mn−2n]
with respect to the character ψ[(2n)14mn−2n ],−1. In Section 7, for any
number field F , we show that both E∆(τ,m) and D4mn2n,ψ−1(E∆(τ,m)) are
irreducible. The result can be stated as follows.
Theorem 1.7. Assume that F is any number field.
(1) D4mn2n,ψ−1(E∆(τ,m)) is square-integrable and is in the discrete spec-
trum.
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(2) Both E∆(τ,m) and D
4mn
2n,ψ−1(E∆(τ,m)) are irreducible.
Note that in general, it is difficult to prove the irreducibility of
certain descent representations. The case of m = 1 of Theorem 1.7
was proved in Theorem 4.1 of [GJS12], noting that by Theorem 2.5
of [GJS12] E∆(τ,1) is irreducible. Also note that, the irreducibility of
D4n2n,ψ−1(E∆(τ,1)) actually has already been proved by Jiang and Soudry
in [JS03], using different methods.
At the end of this introduction, we discuss the contents by section.
In Section 2, we will show Theorem 1.3, whose proof is reduced to
that of Lemma 2.3, which will be given in Section 3. The Section
4, we will prove Part (1) of Theorem 1.4, whose proof is reduced to
that of Theorem 4.6, which will be given in Section 5. In Section 6, we
completes the proof of Theorem 1.4, by proving its Part (2). In Section
7, we prove Theorem 1.7. We assume that F is not totally imaginary
only in Sections 4–6.
Acknowledgement. The author would like to take this opportunity to
express his deepest gratitude to his advisor Prof. Dihua Jiang, for in-
troducing the author to the topics of Fourier coefficients of automorphic
forms, automorphic descent, and constructions of square-integrable au-
tomorphic representations, for sharing with the author his wonderful
ideas and insights to various problems of mathematics, for his constant
encouragement and support. The author also would like to thank Prof.
David Soudry for very helpful conversations on related topics of auto-
morphic descent.
2. Proof of Theorem 1.3
In this section, we prove Theorem 1.3, which was discussed by Ginzburg
in [G08] with a quite sketchy argument. To be complete, we give the
full details here. F is any number field in this section, Sections 3 and
7.
Theorem 2.1 (Ginzburg, Theorem 1 [G08]).
p
m(E∆(τ,m)) = [(2n)
2m].
Proof. By Theorem 1.3, Proposition 6.4 and Remark 6.5 of [JL13c],
we only have to show that E∆(τ,m) has a nonzero Fourier coefficient
attached to [(2n)2m].
We will prove this by induction on m. For m = 1, this is proved in
the book [GRS11]. Note that whenm = 1, E∆(τ,1) has a nonzero Fourier
coefficient attached to the partition [(2n)12n], and the descent to S˜p2n is
generic (see Theorem 3.1 of [GRS11]). Therefore, E∆(τ,1) has a nonzero
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Fourier coefficient attached to the composite partition [(2n)12n]◦[(2n)],
which implies that E∆(τ,1) has a nonzero Fourier coefficient attached
to the partition [(2n)2] by Lemma 2.6 of [GRS03], or Lemma 3.1 of
[JL13b]. For definition of composite partitions, we refer to Section 1 of
[GRS03].
Now we assume that the theorem is true for the case of m− 1, and
consider the case of m ≥ 2.
Take any ϕ ∈ E∆(τ,m), its Fourier coefficients attached to p = [(2n)2m]
are of the following forms
(2.1) ϕψp,a(g) =
∫
[Vp,2]
ϕ(vg)ψ−1p,a(v)dv,
where a = {a1, a2, . . . , a2m} ⊂ (F ∗/(F ∗)2)2m. For definitions of the
unipotent group Vp,2 and its character ψp,a, see Section 2 of [JL13b].
Assume that T is the maximal split torus in Sp4mn, consists of ele-
ments
diag(t1, t2, . . . , t2mn, t
−1
2mn, . . . , t
−1
2 , t
−1
1 ).
Let ω1 be the Weyl element of Sp4mn, sending elements t ∈ T to the
following torus elements:
(2.2) t′ = diag(t(0), t(1), t(2), . . . , t(n), t(n),∗, . . . , t(2),∗, t(1),∗, t(0),∗),
where
t(0) =diag(t1, tn+1, t2, tn+2, . . . , ti, tn+i, . . . , tn, t2n)
t(j) =diag(t2n+j, t3n+j , . . . , tin+j, . . . , t(2m−1)n+j),
for 1 ≤ j ≤ n.
Identify Sp4(m−1)n with its image in Sp4mn under the embedding
g 7→ diag(I2n, g, I2n). Denote the restriction of ω1 to Sp4(m−1)n by ω
′
1.
Conjugating cross by ω1, the Fourier coefficient ϕ
ψp,a becomes:
(2.3)
∫
[Up,2]
ϕ(uω1g)ψ
ω1
p,a(u)
−1du,
where Up,2 = ω1Vp,2ω
−1
1 , and ψ
ω1
p,a(u) = ψp,a(ω
−1
1 uω1).
Now, we describe the structure of elements in Up,2. Any element in
Up,2 has the following form:
(2.4) u =

z2n q1 q20 u′ q∗1
0 0 z∗2n



I2n 0 0p1 I(4m−4)n 0
0 p∗1 I2n

 ,
where z2n ∈ V2n , the unipotent radical of the parabolic Q2n of GL2n
with Levi isomorphic to GL×n2 ; u
′ ∈ U[(2n)2m−2],2 := ω
′
1V[(2n)2m−2],2ω
′−1
1 ;
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q1 ∈ M2n×(4m−4)n, p1 ∈ M(4m−4)n×2n, satisfy certain conditions, which
we do not specify at this moment; q2 ∈ M(2n)×(2n), such that q
t
2v2n −
v2nq2 = 0, where v2n is a matrix only with ones on the second diagonal.
Note that
ψω1p,a(

z2n q1 q20 I(4m−4)n q∗1
0 0 z∗2n

)
=ψ(z2n(1, 3) + · · ·+ z2n(i, i+ 2) + · · ·+ z2n(2n− 2, 2n))
·ψ(a1q2(2n− 1, 2) + a2q2(2n, 1)),
where a1, a2 come from the a = {a1, a2, . . . , a2m} occurred in the Fourier
coefficient ϕψp,a .
Since to show that E∆(τ,m) has a nonzero Fourier coefficient attached
to the partition p = [(2n)2m], we only need to show that it has a nonzero
Fourier coefficient ϕψp,a for some a, we consider the following special
type of a:
a = {1,−1, a3, . . . , a2m},
where a3, . . . , a2m are arbitrary elements in F
∗/(F ∗)2.
Let A =
(
1 −1
1 1
)
, and ǫ = diag(A, . . . , A; I(4m−4)n;A
∗, . . . , A∗), as
in (2.31) of [GJS12]. Conjugating cross the integral in (2.3) by ǫ, it
becomes:
(2.5)
∫
[Uǫp,2]
ϕ(uǫω1g)ψ
ω1,ǫ
p,a (u)
−1du,
where U ǫp,2 = ǫUp,2ǫ
−1 whose elements have the same structure as Up,2
(see (2.4)), and ψω1,ǫp,a (u) = ψ
ω1
p,a(ǫ
−1uǫ).
Note that now
ψω1,ǫp,a (

z2n q1 q20 I(4m−4)n q∗1
0 0 z∗2n

)
=ψ(z2n(1, 3) + · · ·+ z2n(i, i+ 2) + · · ·+ z2n(2n− 2, 2n))
·ψ(q2(2n− 1, 1)).
Note that the a in (2.18) and (2.35) of [GJS12] is −1 here.
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Let ν be the following Weyl element of Sp4n which is defined on Page
14 of [GJS12], also in (4.9) of [GRS99]:
νi,2i−1 = 1, i = 1, . . . , 2n,
ν2n+i,2i = −1, i = 1, . . . , n,
ν2n+i,2i = 1, i = n + 1, . . . , 2n,
νi,j = 0, otherwise.
(2.6)
Write ν as
(
ν1 ν2
ν3 ν4
)
, where νi’s are of size 2n× 2n.
Let ω2 =

ν1 ν2I(4m−4)n
ν3 ν4

, a Weyl element of Sp4mn. Conjugat-
ing cross the integral in (2.5) by ω2, it becomes:
(2.7)
∫
[U
ǫ,ω2
p,2 ]
ϕ(uω2ǫω1g)ψ
ω1,ǫ,ω2
p,a (u)
−1du,
where U ǫ,ω2p,2 = ω2U
ǫ
p,2ω
−1
2 , and ψ
ω1,ǫ,ω2
p,a (u) = ψ
ω1,ǫ
p,a (ω
−1
2 uω2).
Now let’s describe the structure of elements in U ǫ,ω2p,2 . Any element
in U ǫ,ω2p,2 has the following form:
(2.8) u =

z2n q1 q20 u′ q∗1
0 0 z∗2n



I2n 0 0p1 I(4m−4)n 0
p2 p
∗
1 I2n

 ,
where z2n ∈ V2n, the standard maximal unipotent subgroup of GL2n as
before; u′ ∈ U[(2n)2m−2 ],2 := ω
′
1V[(2n)2m−2],2ω
′−1
1 ; q1 ∈ M2n×(4m−4)n, with
q1(i, j) = 0, for j ≤ (2m − 2)i; q2, p2 ∈ M(2n)×(2n), with q2(i, j) =
p2(i, j) = 0, for j ≤ i; p1 ∈ M(4m−4)n×2n, with p1(i, j) = 0, for i ≥
(2m− 2)(j − 1).
Note that now
ψω1,ǫ,ω2p,a (

z2n q1 q20 I(4m−4)n q∗1
0 0 z∗2n

)
=ψ(z2n(1, 2) + · · ·+ z2n(n, n+ 1)
− z2n(n + 1, n+ 2)− · · · − z2n(2n− 1, 2n)).
(2.9)
To proceed, we need to define some unipotent subgroups. Let R1i =∏i
j=1R
1
i,j, for 1 ≤ i ≤ n, where R
1
i,j =
∏2m−2
s=1 Xαij,s , with α
i
j,s = ei −
e2n+(2m−2)(i−j+1)−s+1. Let R
1
i =
∏i
j=1R
1
i,j, for n+1 ≤ i ≤ 2n−1, where
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R1i,j =
∏2m−2
s=1 Xαij,s , with α
i
j,s = ei−e2n+(2m−2)(i−j+1)−s+1 if j ≥ i−n+1,
and αij,s = ei + e2mn−(2m−2)(i−n)+(2m−1)(j−1)+s if j ≤ i− n.
Let C1i =
∏i
j=1C
1
i,j, for 1 ≤ i ≤ n, where C
1
i,j =
∏2m−2
s=1 Xβij,s, with
βij,s = e2n+(2m−2)(i−j+1)−s+1 − ei+1. Let C
1
i =
∏i
j=1C
1
i,j, for n+ 1 ≤ i ≤
2n−1, where C1i,j =
∏2m−2
s=1 Xβij,s, with β
i
j,s = e2n+(2m−2)(i−j+1)−s+1−ei+1
if j ≥ i − n + 1, and βij,s = −e2mn−(2m−2)(i−n)+(2m−1)(j−1)+s − ei+1 if
j ≤ i− n.
Let R2i =
∏i
j=1Xαij , for 1 ≤ i ≤ n, with α
i
j = ei + e2n−i+j , and
R2i =
∏2n−i
j=1 Xαij , for n + 1 ≤ i ≤ 2n − 1, with α
i
j = ei + ei+j . Let
C2i =
∏i
j=1Xβij , for 1 ≤ i ≤ n, with β
i
j = −e2n−i+j − ei+1, and C
2
i =∏2n−i
j=1 Xβij , for n + 1 ≤ i ≤ 2n− 1, with β
i
j = −ei+j − ei+1.
Now, we are ready to apply Lemma 2.3 of [JL13b] repeatedly to the
integration over
∏2n−1
i=1 C
2
i C
1
i . We will consider the following pairs of
groups:
(R21R
1
1, C
2
1C
1
1), . . . , (R
2
nR
1
n, C
2
nC
1
n);
(R2n+1, C
2
n+1), (R
1
n+1, C
1
n+1);
. . . ;
(R22n−1, C
2
2n−1), (R
1
2n−1, C
1
2n−1).
Let U˜ ǫ,ω2p,2 be the subgroup of U
ǫ,ω2
p,2 with p1 and p2-parts zero. Then,
U ǫ,ω2p,2 = U˜
ǫ,ω2
p,2
∏2n−1
i=1 C
2
i C
1
i . Let W = U
ǫ,ω2
p,2 , W˜ = U˜
ǫ,ω2
p,2 , and ψW =
ψω1,ǫ,ω2p,a .
First, we apply Lemma 2.3 of [JL13b] to (R21R
1
1, C
2
1C
1
1 ). For this, we
need to consider the quadruple (W˜
∏2n−1
i=2 C
2
i C
1
i , ψW , Xα11R
1
1,1, Xβ11C
1
1,1).
It is easy to see that this quadruple satisfies all the conditions for this
lemma. By this lemma, the integral in (2.7) is non-vanishing if and
only if the following integral is non-vanishing:
(2.10)
∫
[R21R
1
1W˜
∏2n−1
i=2 C
2
i C
1
i ]
ϕ(rwcω2ǫω1g)ψW (w)
−1dcdwdr.
Note that R21 = Xα11 , and R
1
1 = R
1
1,1.
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Then we apply Lemma 2.3 of [JL13b] to (R22R
1
2, C
2
2C
1
2 ). For this, we
need to consider the following sequence of quadruples:
(R21R
1
1W˜
2n−1∏
i=3
C2i C
1
iXβ22R
1
2,2, ψW , Xα21R
1
2,1, Xβ21C
1
2,1),
(R21R
1
1Xα21R
1
2,1W˜
2n−1∏
i=3
C2i C
1
i , ψW , Xα22R
1
2,2, Xβ22C
1
2,2).
Applying this lemma twice, we get that the integral in (2.10) is non-
vanishing if and only if the following integral is non-vanishing:
(2.11)
∫
[R21R
2
2R
1
1R
1
2W˜
∏2n−1
i=3 C
2
i C
1
i ]
ϕ(rwcω2ǫω1g)ψW (w)
−1dcdwdr.
Then we continue the above procedure, applying Lemma 2.3 of [JL13b]
to pairs (R23R
1
3, C
2
3C
1
3 ), . . . , (R
2
nR
1
n, C
2
nC
1
n). For the pair (R
2
nR
1
n, C
2
nC
1
n),
we need to consider the following sequence of quadruples:
(
n−1∏
i=1
R2iR
1
i W˜
2n−1∏
i=n+1
C2i C
1
i
n∏
s=2
XβnsR
1
n,s, ψW , Xαn1R
1
s,1, Xβn1C
1
n,1),
· · · ,
(
n−1∏
i=1
R2iR
1
i
n−1∏
s=1
XαlsR
1
n,sW˜
2n−1∏
i=n+1
C2i C
1
i , ψW , XαnnR
1
n,n, XβnnC
1
n,n).
Applying Lemma 2.3 of [JL13b] repeatedly, we get that the integral
in (2.11) is non-vanishing if and only if the following integral is non-
vanishing:
(2.12)
∫
[
∏n
i=1R
2
iR
1
i W˜
∏2n−1
i=n+1 C
2
i C
1
i ]
ϕ(rwcω2ǫω1g)ψW (w)
−1dcdwdr.
Before applying Lemma 2.3 of [JL13b] to pairs (R2s, C
2
s ), (R
1
s, C
1
s ),
s = n+1, n+2, . . . , 2n−1, we need to take Fourier expansion along the
one-dimensional root subgroup Xes+es. And then we need to consider
the pair (R2s , C
2
s ) first, then (R
1
s , C
1
s ).
For example, for s = n + 1, we first take the Fourier expansion of
the integral in (2.12) along the one-dimensional root subgroup Xes+es.
Under the action of GL1, we get two kinds of Fourier coefficients corre-
sponding to the two orbits of the dual of [Xes+es]: the trivial one and the
non-trivial one. For the Fourier coefficients attached to the non-trivial
orbit, we can see that there is an inner integral ϕ[(2n+2)14mn−2n−2 ],{a},
which is identically zero by Proposition 6.4 and Remark 6.5 of [JL13c].
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Therefore only the Fourier coefficient attached to the trivial orbit,
which actually equals to the integral in (2.12), survives.
Then, we can apply Lemma 2.3 of [JL13b] to pairs
(R2n+1, C
2
n+1), (R
1
n+1, C
1
n+1).
We need to consider the following sequence of quadruples:
(
n∏
i=1
R2iR
1
i W˜Xen+1+en+1
2n−1∏
i=n+2
C2i
2n−1∏
t=n+1
C1t
n−1∏
s=2
Xβns , ψW , Xαn+11 , Xβ
n+1
1
),
· · · ,
(
n∏
i=1
R2iR
1
i
n−2∏
s=1
Xαns W˜Xen+1+en+1
2n−1∏
i=n+2
C2i
2n−1∏
t=n+1
C1t , ψW , Xαn+1n−1 , Xβ
n+1
n−1
),
(
n∏
i=1
R2iR
1
iR
2
n+1W˜Xen+1+en+1
2n−1∏
i=n+2
C2i
2n−1∏
t=n+2
C1t
n+1∏
s=2
C1n+1,s, ψW , R
1
n+1,1,
C1n+1,1),
· · · ,
(
n∏
i=1
R2iR
1
iR
2
n+1
n∏
s=1
R1n+1,sW˜Xen+1+en+1
2n−1∏
i=n+2
C2i
2n−1∏
t=n+2
C1t , ψW , R
1
n+1,n+1,
C1n+1,n+1),
Applying Lemma 2.3 of [JL13b] 2n times, we get that the integral
in (2.12) is non-vanishing if and only if the following integral is non-
vanishing:
(2.13)∫
[
∏n+1
i=1 R
2
iR
1
i W˜Xen+1+en+1
∏2n−1
i=n+2 C
2
i C
1
i ]
ϕ(rwcω2ǫω1g)ψW (w)
−1dcdwdr.
After repeating the above procedure to the pairs (R2s, C
2
s ), (R
1
s, C
1
s ),
s = n + 1, n + 2, . . . , 2n− 1, we get that the integral in (2.13) is non-
vanishing if and only if the following integral is non-vanishing:
(2.14)
∫
[
∏2n−1
i=1 R
2
iR
1
i W˜
∏2n−1
j=n+1Xej+ej ]
ϕ(rwxω2ǫω1g)ψW (w)
−1dxdwdr.
Now, let’s see the structure of elements in
∏2n−1
i=1 R
2
iR
1
i W˜
∏2n−1
j=n+1Xej+ej .
Any element in
∏2n−1
i=1 R
2
iR
1
i W˜
∏2n−1
j=n+1Xej+ej has the following form:
w =

z2n q1 q20 u′ q∗1
0 0 z∗2n

 ,
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where z2n ∈ V2n, the standard standard maximal unipotent subgroup
of GL2n, u
′ ∈ U[(2n)2m−2],2 := ω
′
1V[(2n)2m−2],2ω
′−1
1 , q1 ∈M(2n)×(4m−4)l, with
the last row zero, q2 ∈M(2n)×(2n), with q2(2n, 1) = 0. And by (2.9), the
restriction of ψW to the z2n-part gives a Whittaker character of GL2n.
Note that ψW (

z2n 0 00 I4mn−4n 0
0 0 z∗2n

) = ψ(z2n(1, 2) + · · · + z2n(n, n +
1)− z2n(n+ 1, n+ 2)− · · · − z2n(2n− 1, 2n)).
It is clear that the integral in 2.14 is non-vanishing if and only if the
following integral is non-vanishing:
(2.15)
∫
[
∏2n−1
i=1 R
2
iR
1
i W˜
∏2n−1
j=n+1Xej+ej ]
ϕ(rwxω2ǫω1g)ψ
′
W (w)
−1dxdwdr,
where ψ′W (

z2n 0 00 I4mn−4n 0
0 0 z∗2n

) = ψ(∑2n−1i=1 z2n(i, i+ 1)).
Then it is easy to see that the integral in (2.15) has an inner integral
which is exactly ϕ
ψN
12n−1 , using notation in Lemma 2.5. On the other
hand, we know that by Lemma 2.5, ϕ
ψN
12n−1 = ϕ
ψ˜N
12n . Therefore, the
integral in (2.14) becomes
(2.16)
∫
[U˜ ]
ϕ(uω2ǫω1g)ψU˜(u)
−1du,
where any element in U˜ has the following form:
u = u(z2l, u
′, q1, q2) =

z2n q1 q20 u′ q∗1
0 0 z∗2n

 ,
where z2n ∈ V2n, the standard maximal unipotent subgroup of GL2n,
u′ ∈ U[(2n)2m−2 ],2 := ω
′
1V[(2n)2m−2],2ω
′−1
1 , q1 ∈M(2n)×(4m−4)n, q2 ∈M(2n)×(2n),
such that qt2v2n − v2nq2 = 0, where v2n is a matrix only with ones on
the second diagonal.
Hence, the integral in (2.16) can be written as
(2.17)
∫
u(z2n,u′,0,0)
ϕ(uω2ǫω1g)P2nψU˜ (u)
−1du,
where ϕP2n is the constant term of ϕ along the parabolic subgroup
P2n = M2nU2n of Sp4mn with Levi isomorphic to GL2n × Sp(4m−4)n.
By Lemma 2.3, there is an automorphic function
f ∈ A(N2n(A)M2n(F )\Sp4mn(A))τ |·|−
2m−1
2 ⊗E∆(τ,m−1)
,
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such that
ϕ(g)P2n = f(g), ∀g ∈ Sp4mn(A).
Therefore, ϕ(uω2ǫω1g)P2n is an automorphic form in τ |·|
− 2m−1
2 ⊗E∆(τ,m−1).
Note that the restriction of ψU˜ to the z2n-part gives us a Whittaker co-
efficient, and the restriction to the u′-part gives a Fourier coefficient of
E∆(τ,m−1) attached to the partition [(2n)2m−2] up to a conjugation of
the Weyl element ω′1. On the other hand, τ is generic, and by induc-
tion assumption, E∆(τ,m−1) has a nonzero Fourier coefficient attached
to the partition [(2n)2m−2]. Therefore, we can make the conclusion
that E∆(τ,m) has a nonzero ψp,a-Fourier coefficient attached to the par-
tition [(2n)2m], for some a = {1,−1, a3, . . . , a2m}, ai ∈ F ∗/(F ∗)2, for
3 ≤ i ≤ 2m. Hence, O(E∆(τ,m)) = [(2n)
2m].
Since the proof of Lemma 2.5 will be reduced to that of Lemma 2.3,
we have completed the proof of the theorem, up to Lemma 2.3. 
Remark 2.2. By similar argument, we can also prove that for the
residual representation E˜∆(τ,k)⊗π˜ of S˜p4kn+2n(A),
p
m(E˜∆(τ,k)⊗π˜) = [(2n)
2k+1].
We will not give the details here.
The following lemma is an Sp-analogue of the Lemma 4.1 of [JL13a].
It gives formulas for certain constant terms of automorphic forms in
E∆(τ,m). The proof of this lemma will be given in the next section.
Lemma 2.3. Let P2ni =M2niN2ni, 1 ≤ i ≤ m be the parabolic subgroup
of Sp4mn with Levi partM2ni ∼= GL2ni×Sp4n(m−i). Let ϕ be an arbitrary
automorphic form in E∆(τ,m). Denote by ϕ(g)P2ni the constant term of
ϕ along P2ni. Then for 1 ≤ i ≤ m−1, there is an automorphic function
f ∈ A(N2ni(A)M2ni(F )\Sp4mn(A))
∆(τ,i)|·|−
2m−i
2 ⊗E∆(τ,m−i)
,
such that
ϕ(g)P2ni = f(g), ∀g ∈ Sp4mn(A).
For i = m, there is an automorphic function
f ∈ A(N2mn(A)M2mn(F )\Sp4mn(A))∆(τ,m)|·|−m2 ,
such that
ϕ(g)P2mn = f(g), ∀g ∈ Sp4mn(A).
Next, we prove two important lemmas, which can be viewed as an
Sp-analogue of Lemmas 6.1 and 6.2 of [JL13a].
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Lemma 2.4. Let N12mn be the standard maximal unipotent subgroup
of Sp4mn consisting of upper triangular matrices. For p ≥ 2n, define a
character of N12mn as follows:
ψǫp(n) :=ψ(n1,2 + · · ·np−1,p + np,p+1)
·ψ(ǫ1np+1,p+2 + · · ·+ ǫ2mn−pn2mn,2mn+1),
(2.18)
where n ∈ N12mn , ǫi ∈ {0, 1}, for 1 ≤ i ≤ 2mn − p − 1, ǫ2mn−p ∈
F/(F ∗)2, ǫ = {ǫ1, . . . , ǫ2mn−p}. Then for any automorphic form ϕ ∈
E∆(τ,m), the following ψ
ǫ
p-Fourier coefficient is identically zero:
(2.19) ϕψ
ǫ
p(g) :=
∫
[N12mn ]
ϕ(ng)ψǫp(n)
−1dn ≡ 0.
Proof. If ǫi 6= 0, ∀1 ≤ i ≤ 2mn−p, then ψǫp is a generic character of Gn.
Since E∆(τ,m) is not generic, it has no nonzero ψ
ǫ
p-Fourier coefficients,
i.e., ϕψ
ǫ
p ≡ 0, ∀ϕ ∈ E∆(τ,m).
Assume that 1 ≤ i ≤ 2mn − p is the first number such that ǫi = 0.
Then ϕψ
ǫ
p has an inner integral ϕPp+i, which is the constant term of ϕ
along Pp+i, the parabolic subgroup of Sp4mn with Levi isomorphic to
GLp+i × Sp4mn−2(p+i). Note that p+ i > 2n.
By the cuspidal support of E∆(τ,m), we can see that ϕPp+i = 0 unless
p+ i = 2ns with 2 ≤ s ≤ m. By Lemma 2.3, there is an automorphic
function
f ∈ A(N2ns(A)M2ns(F )\Sp4mn(A))
∆(τ,s)|·|−
2m−s
2 ⊗E∆(τ,b−s)
,
such that
ϕ(g)P2ns = f(g), ∀g ∈ Sp4mn(A),
Therefore, after taking the constant term, ϕ(g)P2ns is an automor-
phic function over GL2ns(A) × Sp4n(m−s)(A). Note that the character
ψ(n1,2+ · · ·+n2ns−1,2ns) gives a Whittaker character of GL2ns. Since by
Proposition 2.1 of [JL13a], ∆(τ, s) is not generic for s > 1, i.e., it has
no nonzero Whittaker Fourier coefficients, we conclude that ϕψ
ǫ
p ≡ 0.
This completes the proof of the lemma. 
Lemma 2.5. Let N1p be the unipotent radical of the parabolic subgroup
P1p of Sp4mn with Levi part isomorphic to GL
×p
1 × Sp4mn−2p. Let
ψN1p (n) := ψ(n1,2 + · · ·+ np,p+1),
and
ψ˜N1p (n) := ψ(n1,2 + · · ·+ np−1,p),
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be two characters of N1p . For any automorphic form ϕ ∈ E∆(τ,m), define
ψN1p and ψ˜N1p -Fourier coefficients as follows:
(2.20) ϕψN1p (g) :=
∫
[N1p ]
ϕ(ng)ψN1p (n)
−1dn,
(2.21) ϕψ˜N1p (g) :=
∫
[N1p ]
ϕ(ng)ψ˜N1p (n)
−1du.
Then ϕψN1p ≡ 0, ∀p ≥ 2n; ϕψN12n−1 = ϕψ˜N12n .
Proof. First we assume that p ≥ n. LetXep+1+ep+1 be the root subgroup
corresponding to the root ep+1 + ep+1. Since the conjugating action of
Xep+1+ep+1 normalizes N1p , and preserves the character ψN1p , we can
take the Fourier expansion of ϕψN1p along Xep+1+ep+1.
Under the action of GL1, we will get Fourier coefficients correspond-
ing the two orbits of the dual of Xep+1+ep+1: the trivial one and the
non-trivial one. Note that the non-trivial orbit gives us Fourier coef-
ficients which are exactly the Fourier coefficients attached to [(2(p +
1))14mn−2q−2], with p + 1 > n. On the other hand, by Proposition
6.4 and Remark 6.5 of [JL13c], all the Fourier coefficients attached
to the non-trivial orbit vanish, and the Fourier coefficient attached to
the trivial orbit, i.e., the Fourier coefficient with respect to the trivial
character, survives. Hence, ϕψN1p becomes:
(2.22)
∫
[Xep+1+ep+1 ]
∫
[N1p ]
ϕ(nxg)ψN1p (n)
−1dndx.
Let Ri, p+ 1 ≤ i ≤ 2mn− 1 be the following subgroup of N12mn :
Ri :={n ∈ N12mn |n(j, l) = 0, ∀(j, l) 6= (p+ 1, w),
p+ 2 ≤ w ≤ 4mn− p− 1}.
Since Rp+1 normalizes the group Xep+1+ep+1N1p , and preserves the
character ψN1p , we can take the Fourier expansion of the integral in
(2.22) along Rp+1. Since the subgroup Ip+1 × Sp4mn−2p−2 (image of
Sp4mn−2p−2 under the embedding g 7→ diag(Ip+1, g, Ip+1) to Sp4mn) of
Sp4mn acts on the dual space of [Rp+1] with two orbits: the trivial one
and the non-trivial one, the integral in (2.22) becomes:
(2.23)
∑
γ
ϕ
ψN
1p+1 (γg) + ϕψ˜N1p (g),
where γ is in some quotient space which we will not specify here.
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Then we continue the above process of Fourier expansion for the
two kinds of Fourier coefficients ϕ
ψN
1p+1 and ϕ
ψ˜N
1p+1 along the pair of
groups (Xep+2+ep+2, Rp+2). We will get four kinds of Fourier coefficients:∫
[N
1p+2
]
ϕ(ng)ψǫN
1p+2
(n)−1dn,
where
ψ
ǫ
N1p+2
(n) :=ψ(n1,2 + · · ·np−1,p + np,p+1)
·ψ(ǫ1np+1,p+2 + ǫ2np+2,p+3),
and ǫ = {ǫ1, ǫ2}, ǫ1, ǫ2 ∈ {0, 1}. Then we can continue the above process
of Fourier expansion for each of these four kinds of Fourier coefficients
along the pair of groups (Xep+3+ep+3, Rp+3). We will get six kinds of
Fourier coefficients: ∫
[N1p+3 ]
ϕ(ng)ψǫN1p+3
(n)−1dn,
where
ψǫN1p+3
(n) :=ψ(n1,2 + · · ·np−1,p + np,p+1)
·ψ(ǫ1np+1,p+2 + ǫ2np+2,p+3 + ǫ2np+3,p+4),
and ǫ = {ǫ1, ǫ2, ǫ3}, ǫ1, ǫ2, ǫ3 ∈ {0, 1}.
Keep repeating the above procedure, we will get Fourier coefficients
of the following form: ϕψ
ǫ
p, with ǫ = {ǫ1, . . . , ǫ2mn−p}, ǫi ∈ {0, 1},
1 ≤ i ≤ 2mn− p− 1, and ǫ2mn−p ∈ F/(F ∗)2.
By Lemma 2.4, all Fourier coefficients of this kind are zero, if p ≥ 2n.
Therefore, ϕψN1p ≡ 0, if p ≥ 2n.
For p = 2n − 1, by (2.23), we can see that ϕψN12n−1 = ϕψ˜N12n , since
ϕ
ψN
12n ≡ 0 by above discussion.
This completes the proof of the lemma. 
3. Proof of Lemma 2.3
In this section, we prove Lemma 2.3. Before we start, we recall the
definition of the Eisenstein series in Section 1:
E(φ, s)(g) =
∑
γ∈P2mn(F )\Sp4mn(F )
λsφ(γg),
where φ ∈ A(N2mn(A)M2mn(F )\Sp4mn(A))∆(τ,m). Assume that ϕ =
Ress=m
2
E(φ, s).
To compute ϕP2ni = (Ress=m2 E(φ, s))P2ni , we use the fact that the
residue operator and the constant term operator are interchangeable.
20 Baiying Liu
So, first, we are going to calculate the constant term of E(φ, s) along
P2ni. We follow the calculation in Section 2 of [JLZ13].
EP2ni(φ, s)(g)
=
∫
N2ni(F )\N2ni(A)
E(φ, s)(ug)du
=
∑
ω−1∈P2mn\Sp4mn/P2ni
∑
γ∈Mω2ni(F )\M2ni(F )
∫
[Nω2ni]
∫
N2ni,ω(A)
λsφ(ω
−1γu′u′′g)
du′du′′
(3.1)
where we define Mω2ni := ωP2mnω
−1 ∩M2ni and Nω2ni := ωP2mnω
−1 ∩
N2ni and [N
ω
2ni] := N
ω
2ni(F )\N
ω
2ni(A). Note that the unipotent radical
N2ni can be decomposed as a product N2ni,ωN
ω
2ni, where N2ni,ω satisfies
N2ni,ω ∩Nω2ni = {1} and N2ni = N2ni,ωN
ω
2ni = N
ω
2niN2ni,ω.
Using the explicit calculation about the generalized Bruhat decom-
position P2mn\Sp4mn/P2ni (see Chapter 4 of [GRS11]), we can see that
all the double cosets are killed by the cuspidal support of the Eisenstein
series except two, which have the following representatives: ω0 = Id,
and
ω1 =


0 0 I2ni 0
I2n(m−i) 0 0 0
0 0 0 I2n(m−i)
0 −I2ni 0 0

 .
Then
(3.2) EP2ni(φ, s)(g) = EP2ni(φ, s)ω0(g) + EP2ni(φ, s)ω1(g),
where
EP2ni(φ, s)ωj(g)
=
∑
γ∈M
ωj
2ni(F )\M2ni(F )
∫
[N
ωj
2ni]
∫
N2ni,ωj (A)
λsφ(ωj
−1γu′u′′g)du′du′′,
j = 0, 1.
We will consider these two terms separately in the next two subsec-
tions.
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3.1. ω0-term. Write elements in N2ni as follows:
u(X,Z,W ) =


I2ni X Z W
I2n(m−i) Z
′
I2n(m−i) X
′
I2ni

 .
Note that P2mn ∩M2ni\M2ni ∼= P2n(m−i)\Sp4n(m−i), where P2n(m−i) is
the parabolic subgroup of Sp4n(m−i) with Levi isomorphic toGL2n(m−i)×
1Sp0. Then the ω0-term of the constant term can be written as
(3.3) EP2ni(φ, s)ω0(g) =
∑
γ∈P2n(m−i)(F )\Sp4n(m−i)(F )
∫
[N2ni]
λsφ(γug)du.
The integral can be calculated as follows:
∫
[N2ni]
λsφ(γug)du
=
∫
[N2ni]
λsφ(uγg)du
=
∫
[M2ni×2n(m−i) ]
∫
[N2mn∩U2ni]
λsφ(u
′u(X)γg)du′dX
=
∫
[M2ni×2n(m−i) ]
λsφ(u(X)γg)dX,
where u(X) = u(X, 0, 0) with X ∈M2ni×2n(m−i).
As in Section 2.2 of [JLZ13], the integral
∫
[M2ni×2n(m−i) ]
λsφ(u(X)γg)dX
can be viewed as the constant term of the automorphic function in
∆(τ,m): x 7→ φ(diag(x, x∗)g), along the maximal parabolic subgroup
Q2ni,2n(m−i) of GL2mn with Levi isomorphic to GL2ni ×GL2n(m−i). We
will denote it by φQ2ni,2n(m−i) .
Let P2ni,2n(m−i) = M2ni,2n(m−i)N2ni,2n(m−i) be a standard parabolic
subgroup of Sp4mn, whose LeviM2ni,2n(m−i) ∼= GL2ni×GL2n(m−i)×1Sp0.
The following lemma is parallel to Lemma 2.1 of [JLZ13].
Lemma 3.1. The constant term λsφQ2ni,2n(m−i) belongs to the following
space
A(N2ni,2n(m−i)(A)M2ni,2n(m−i)(F )\Sp4mn(A))
∆(τ,i)|·|s−
m−i
2 ⊗∆(τ,m−i)|·|s+
i
2⊗1Sp0
.
Proof. The proof is omitted here, since it is almost the same as that of
Lemma 2.1 of [JLZ13], word-by-word. 
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Therefore, by (3.3) and Lemma 3.1, we can see that EP2ni(φ, s)ω0
belongs to the following space
A(N2ni(A)M2ni(F )\Sp4mn(A))
∆(τ,i)|·|s−
m−i
2 ⊗(∆(τ,m−i)|·|s+
i
2⋊1Sp0)
.
Hence, the residue operator will kill EP2ni(φ, s)ω0 , since s =
m
2
is
not a pole of the Eisenstein series on Sp4n(m−i) with inducing data
∆(τ,m− i)| · |s+
i
2 ⊗ 1Sp0.
3.2. ω1-term. Note thatN
ω1
2ni = {u(Z) = u(0, Z, 0) | Z ∈M2ni×2n(m−i)}.
and Mω12ni(F )\M2ni(F ) is isomorphic to P2n(m−i)(F )\Sp4n(m−i)(F ).
Therefore, we have
EP2ni(φ, s)ω1(g)
=
∑
γ∈P2n(m−i)(F )\Sp4n(m−i)
∫
N2ni,ω1 (A)
∫
[M2ni×2n(m−i) ]
λsφ(ω
−1
1 γu(Z)ug)dZdu
=
∑
γ∈P2n(m−i)(F )\Sp4n(m−i)
∫
N2ni,ω1 (A)
∫
[M2n(m−i)×2ni]
λsφ(u
′(X)ω−11 uγg)dXdu,
(3.4)
where
u′(X) =


I2n(m−i) X
I2ni
I2ni X
′
I2n(m−i)

 for X ∈M2n(m−i)×2ni.
As in case of ω0, the integral
∫
[M2n(m−i)×2ni]
φ(u′(X)g)dX can be viewed
as the constant term of the automorphic function in ∆(τ,m): x 7→
φ(diag(x, x∗)g), along the maximal parabolic subgroup Q2n(m−i),2ni of
GL2mn with Levi isomorphic to GL2n(m−i) × GL2ni. We will denote it
by φQ2n(m−i),2ni .
Let P2n(m−i),2ni = M2n(m−i),2niU2n(m−i),2ni be a standard parabolic
subgroup of Sp4mn, whose Levi M2n(m−i),2ni ∼= GL2n(m−i)×GL2ni × 1Sp0.
Then, by Lemma 3.1, the constant term λsφQ2n(m−i),2ni belongs to the
following space
A(N2n(m−i),2ni(A)M2n(m−i),2ni(F )\Sp4mn(A))
∆(τ,m−i)|·|s−
i
2⊗∆(τ,i)|·|s+
m−i
2 ⊗1Sp0
.
Note that the outer integral in (3.4) is the intertwining operator
corresponding to ω1, which maps
A(N2n(m−i),2ni(A)M2n(m−i),2ni(F )\Sp4mn(A))
∆(τ,m−i)|·|s−
i
2⊗∆(τ,i)|·|s+
m−i
2 ⊗1Sp0
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to
A(N2ni,2n(m−i)(A)Mai,a(b−i)(F )\Sp4mn(A))
∆(τ,i)|·|−(s+
m−i
2 )⊗∆(τ,m−i)|·|s−
i
2⊗1Sp0
.
Note that τ is self-dual.
Therefore, by (3.4), and the the above discussion, we can see that
EP2ni(φ, s)ω1 belongs to the following space
A(N2ni(A)M2ni(F )\Sp4mn(A))
∆(τ,i)|·|−(s+
m−i
2 )⊗(∆(τ,m−i)|·|s−
i
2⋊1Sp0)
.
And for 1 ≤ i ≤ m−1, after taking the residue operator, Ress=m
2
EP2ni(φ, s)ω1
belongs to the following space
A(N2ni(A)M2ni(F )\Sp4mn(A))
∆(τ,i)|·|−
2m−i
2 ⊗E∆(τ,m−i)
,
since s = m
2
is the rightmost simple pole of the (normalized) Eisenstein
series with inducing data ∆(τ,m− i)| · |s−
i
2 ⊗ 1Sp0, and it is not a pole
of the intertwining operator corresponding to ω1.
Therefore, for 1 ≤ i ≤ m− 1,
ϕP2ni
=(Ress=m
2
E(φ, s))P2ni
=Ress=m
2
(EP2ni(φ, s))
=Ress=m
2
(EP2ni(φ, s)ω1),
belongs to the following space
A(N2ni(A)M2ni(F )\Sp4mn(A))
∆(τ,i)|·|−
2m−i
2 ⊗E∆(τ,m−i)
.
For i = m, ϕP2mn = Ress=m2 (EP2mn(φ, s)ω1) belongs to the following
space
A(N2mn(A)M2mn(F )\Sp4mn(A))∆(τ,m)|·|−m2 ⊗1Sp0
,
since EP2mn(φ, s)ω1 belongs to the following space
A(N2mn(A)M2mn(F )\Sp4mn(A))∆(τ,m)|·|−s⊗1Sp0 ,
and s = m
2
is a simple pole of the intertwining operator corresponding
to ω1.
This completes the proof of Lemma 2.3.
4. Proof of Part (1) of Theorem 1.4
In this section, we will prove that Ψ is surjective, which comes from
the computation of composition of two descents
D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n),
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where σ˜4(m−1)n+2n ∈ N
′
S˜p4(m−1)n+2n
(τ, ψ), and
D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) ⊂ NSp4mn(τ, ψ).
It turns out that there is a similar identity:
D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) = σ˜4(m−1)n+2n,
as in Proposition 5.2 of [GJS12]. We will prove in the next section that
Ψ is well-defined, i.e., D4mn2n,ψ−1(σ4mn) is irreducible (see Theorem 4.6).
Note that, from this section to Section 6, we assume that F is a
number field which is not totally imaginary, unless specified.
To start, we recall Proposition 4.1 of [JL13c] which generalizes The-
orem 6.3 of [GRS11] and is true for any number field.
Proposition 4.1. Assume that F is any number field.
(1) Let µi, 1 ≤ i ≤ r, be characters of F ∗v , a ∈ F
∗
v , then
FJψa
k−1
(IndSp2nPm1,...,mk
να1χ1(detGLm1 )⊗ · · · ⊗ ν
αkχk(detGLmk ))
∼=Ind
S˜p2n−2k
Pm1−1,...,mk−1
µψ−aν
α1χ1(detGLm1−1)⊗ · · · ⊗ ν
αkχk(detGLmk−1).
(4.1)
(2) Let µi, 1 ≤ i ≤ r, be characters of F ∗v , a, b ∈ F
∗
v , then
FJψb
k−1
(Ind
S˜p2n
Pm1,...,mk
µψaν
α1χ1(detGLm1 )⊗ · · · ⊗ ν
αkχk(detGLmk ))
∼=Ind
Sp2n−2k
Pm1−1,...,mk−1
χ b
a
να1χ1(detGLm1−1)⊗ · · · ⊗ ν
αkχk(detGLmk−1),
(4.2)
where χ b
a
is a quadratic character of F ∗v defined by Hilbert symbol as
follows: χ b
a
(x) = ( b
a
, x), and ν = |det(·)|.
Note that when a = b = 1, Proposition 4.1 is exactly Theorem 6.3
of [GRS11].
Next, we prove the equality mentioned at the beginning of this sec-
tion, which will imply later that Ψ is surjective.
Theorem 4.2. (1)
D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) 6= 0.
(2)
D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) = σ˜4(m−1)n+2n.
Proof. The proof of Part (1) is similar to that of Theorem 2.1 and to
that of Theorem 2.1 of [GJS12]. The proof of Part (2) is similar to
those of Theorem 5.1 and Proposition 5.2 of [GJS12].
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Proof of Part (1). Note that descents D4mn+2n2n,ψ1 and D
4mn
2n,ψ−1 are
defined in Section 3.2 of [GRS11].
By Corollary 2.4 of [JL13b] or Lemma 1.1 of [GRS03], and the discus-
sion at the end of Section 1 of [GRS03], D4mn2n,ψ−1◦D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) 6=
0 if and only if the following integral is non-vanishing:∫
[Y2V[(2n)14mn−2n ],2]
∫
[Y1V[(2n)14mn ],2]
ϕ˜(vv1g)
ψ−1[(2n)14mn],1(v)ψ
−1
[(2n)14mn−2n ],−1(v1)dvdv1,
(4.3)
where ϕ˜ ∈ E˜τ,σ˜4(m−1)n+2n , g ∈ S˜p4mn−2n(A), embedded into S˜p4mn+2n(A)
via the map g 7→ diag(I2n, g, I2n); Y1, Y2 are the groups defined in (2.5)
of [JL13b] corresponding to the partitions [(2n)14mn] and [(2n)14mn−2n]
respectively; V[(2n)14mn−2n ],2 and V[(2n)14mn],2 are defined in Section 2 of
[JL13b].
Explicitly, let N1n be the unipotent radical of the parabolic P1n of
Sp4mn+2n with the Levi subgroup isomorphic to GL
n
1 × Sp4mn, then
Y1V[(2n)14mn],2 is a subgroup of N1n consists of elements v with vn,j = 0,
for n+1 ≤ j ≤ 2mn+n. ψ[(2n)14mn],1(v) = ψ(
∑n−1
i=1 vi,i+1+ vn,4mn+n+1).
Identify Sp4mn with its embedding into Sp4mn+2n via the map g 7→
diag(In, g, In). Let N1n be the unipotent radical of the parabolic P1n
of Sp4mn with the Levi subgroup isomorphic to GL
n
1 × Sp4mn−2n, then
Y1V[(2n)14mn−2n ],2 is a subgroup of N1n consists of elements v with vn,j =
0, for n+1 ≤ j ≤ 2mn. ψ[(2n)14mn−2n ],−1(v) = ψ(
∑n−1
i=1 vi,i+1−vn,4mn−n+1).
Let ω˜ be the Weyl element of GL2n defined in (4.31) of [GRS99]:
ω˜2i,i = 1, i = 1, . . . , n,
ω˜2i−1,i+n = 1, i = 1, . . . , n,
ω˜i,j = 0, otherwise.
Let
(4.4) ω1 =

ω˜ I4mn−2n
ω˜∗

 ∈ Sp4mn+2n(F ).
As in [GJS12], we identify Sp4mn+2n(F ) with the subgroup Sp4mn+2n(F )×
1 of S˜p4mn+2n(A).
Conjugating cross the integral in 4.3 by ω1, it becomes:∫
[W1]
ϕ˜(wω1g)ψ
−1
W1
(w)dw,(4.5)
26 Baiying Liu
where W1 = ω1Y2V[(2n)14mn−2n ],2Y1V[(2n)14mn],2ω
−1
1 , if ω
−1
1 wω1 = v1v, v1 ∈
Y2V[(2n)14mn−2n ],2, v ∈ Y1V[(2n)14mn ],2, then
ψW1(w) = ψ[(2n)14mn ],1(v)ψ[(2n)14mn−2n ],−1(v1).
Note that the metaplectic cover splits over W1(A), and W1(A)× 1 is
a subgroup of S˜p4mn+2n(A). We identify W1 with W1 × 1.
Elements in W1 are of the following form
(4.6) w =

Z q1 q2I4mn−2n q∗1
Z∗

 ,
where q1(i, j) = 0, for i = 2n− 1, 2n, 1 ≤ j ≤ 2mn− n, Z ∈ GL2n has
the form (4.34) of [GRS99]. Write Z as an n× n matrix of 2× 2 block
matrices Z = ([Z]i,j), 1 ≤ i, j ≤ n, then [Z]n,1 = · · · = [Z]n,n−1 = 0,
[Z]n,n = I2; [Z]i,i is lower unipotent, for i < n; [Z]i,j is lower triangular,
for i < j; [Z]i,j is lower nilpotent, for j < i < n. And
(4.7) ψW1(w) = ψ(
n−1∑
i=1
tr([Z]i,i+1) + (q2(2n, 1)− q2(2n− 1, 2))).
Let R1i =
∏i
j=1R
1
i,j, for 1 ≤ i ≤ n − 1, with R
1
i,j = Xαi,j , the
root subgroup corresponding to the root αi,j = e2i − e2(j−1)+1. Let
R1 =
∏n−1
i=1 R
1
i . Actually R
1 is the subgroup of W1 consists of lower
unipotent matrices. Write W1 = R
1W˜1, with R
1 ∩ W˜1 = {1}.
Let C1i =
∏i
j=1C
1
i,j, for 1 ≤ i ≤ n − 1, with C
1
i,j = Xβi,j , the root
subgroup corresponding to the root βi,j = e2(j−1)+1 − e2(i+1).
We consider the quadruple
(4.8) (W˜1
n−2∏
i=1
R1i
n−1∏
j=2
R1n−1,j, ψW1 , R
1
n−1,1, C
1
n−1,1).
It is easy to see that this quadruple satisfies all the conditions for
Lemma 2.3 of [JL13b]. Hence, by Lemma 2.3 of [JL13b], the integral
in (4.5) is non-vanishing if and only if the following integral is non-
vanishing: ∫
[C1n−1,1W˜1
∏n−2
i=1 R
1
i
∏n−1
j=2 R
1
n−1,j ]
ϕ˜(cwrω1g)ψ
−1
W1
(w)drdwdc.(4.9)
Extension of Ginzburg-Jiang-Soudry correspondence 27
We continue to consider the following sequence of quadruples:
(C1n−1,1W˜1
n−1∏
i=1
R1i
n−1∏
j=3
R1n−1,j , ψW1, R
1
n−1,2, C
1
n−1,2),
(
2∏
k=1
C1n−1,kW˜1
n−2∏
i=1
R1i
n−1∏
j=4
R1n−1,j, ψW1 , R
1
n−1,3, C
1
n−1,3),
· · · ,
(
n−2∏
k=1
C1n−1,kW˜1
n−2∏
i=1
R1i , ψW1, R
1
n−1,n−1, C
1
n−1,n−1).
(4.10)
Applying Lemma 2.3 of [JL13b] (n− 1) times, we get that the integral
in (4.9) is non-vanishing if and only if the following integral is non-
vanishing: ∫
[C1n−1W˜1
∏n−2
i=1 R
1
i
]
ϕ˜(cwrω1g)ψ
−1
W1
(w)drdwdc.(4.11)
Then, we repeat the above procedure for the pairs
(R1n−2, C
1
n−2), . . . , (R
1
1, C
1
1).
For example, after repeating the above procedure for the pairs
(R1n−2, C
1
n−2), . . . , (R
1
s+1, C
1
s+1),
we need the following sequence of quadruples for the pair (R1s , C
1
s ):
(
n−1∏
i=s+1
C1i W˜1
s−1∏
i=1
R1i
s∏
j=2
R1s,j, ψW1 , R
1
s,1, C
1
s,1),
(
n−1∏
i=s+1
C1i C
1
s,1W˜1
s−1∏
i=1
R1i
s∏
j=3
R1s,j, ψW1, R
1
s,2, C
1
s,2),
· · · ,
(
n−1∏
i=s+1
C1i
s−1∏
k=1
C1s,kW˜1
s−1∏
i=1
R1i , ψW1, R
1
s,s, C
1
s,s).
(4.12)
After applying Lemma 2.3 of [JL13b] s times, the integral in (4.11) is
non-vanishing if and only if the following integral is non-vanishing:∫
[
∏n−1
i=s C
1
i W˜1
∏s−1
j=1 R
1
j ]
ϕ˜(cwrω1g)ψ
−1
W1
(w)drdwdc.(4.13)
After repeating the above procedure for all the pairs
(R1n−2, C
1
n−2), . . . , (R
1
1, C
1
1),
28 Baiying Liu
we will see that the integral in (4.11) is non-vanishing if and only if the
following integral is non-vanishing:∫
[
∏n−1
i=1 C
1
i W˜1]
ϕ˜(cwω1g)ψ
−1
W1
(w)dwdc.(4.14)
Note that
∏n−1
i=1 C
1
i W˜1 = ω1V[(2n)214mn−2n],2ω
−1
1 , and ψ∏n−1
i=1 C
1
i W˜1
(cw) =
ψW1(w) = ψ[(2n)214mn−2n ],{−1,1}(ω
−1
1 cwω1).
Let A =
(
1 −1
1 1
)
, and ǫ = diag(A, . . . , A; I(4m−4)n;A
∗, . . . , A∗), as
in (2.31) of [GJS12]. Conjugating cross the integral in (4.14) by ǫ, it
becomes: ∫
[W2]
ϕ˜(wǫω1g)ψ
−1
W2
(w)dw,(4.15)
where W2 = ǫ
∏n−1
i=1 C
1
i W˜1ǫ
−1, ψW2(w) = ψ∏n−1
i=1 C
1
i W˜1
(ǫ−1wǫ).
Elements in W2 are of the following form
(4.16) w =

Z q1 q2I4mn−2n q∗1
Z∗

 ,
where q1(i, j) = 0, for i = 2n − 1, 2n, 1 ≤ j ≤ 2mn − n, Z is in
the unipotent radical of the parabolic subgroup of GL2n with the Levi
subgroup isomorphic to GLn2 . And
(4.17) ψW2(w) = ψ(
2n−2∑
i=1
Zi,i+2 + q2(2n− 1, 1)).
Let ν =
(
ν1 ν2
ν3 ν4
)
be the Weyl element in (2.6). Let
(4.18) ω2 =

ν1 ν2I4mn−2n
ν3 ν4

 ,
a Weyl element of Sp4mn+2n.
Conjugating cross the integral in (4.15) by ω2, it becomes:
(4.19)
∫
[W3]
ϕ˜(wω2ǫω1g)ψ
−1
W3
(w)dw,
where W3 = ω2W2ω
−1
2 , ψW3(w) = ψW2(ω
−1
2 wω2).
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Elements in W3 have the following form:
(4.20) w =

Z q1 q20 I4mn−2n q∗1
0 0 Z∗



I2n 0 0p1 I4mn−2n 0
p2 p
∗
1 I2n

 ,
where Z is in the standard maximal unipotent subgroup of GL2n;
q1(i, j) = 0, for n + 1 ≤ i ≤ 2n, and for i = n, 1 ≤ j ≤ 2mn − n;
q2(i, j) = p2(i, j) = 0, for 1 ≤ j ≤ i ≤ 2n; p1(i, j) = 0, for 1 ≤ j ≤ n,
and for j = n+ 1, n + 1 ≤ i ≤ 2n.
Let C˜ be the unipotent subgroup consisting of elements of the fol-
lowing form: 
I2n 0 0p1 I4mn−2n 0
0 p∗1 I2n

 ,
where p1(i, j) = 0 for any i, j, except j = n+ 1, 1 ≤ i ≤ 2mn− n. Let
R˜ be the unipotent subgroup consisting of elements of the following
form: 
I2n q1 00 I4mn−2n q∗1
0 0 I2n

 ,
where q1(i, j) = 0 for any i, j, except i = n, 1 ≤ j ≤ 2mn− n.
Write W3 = C˜W˜3, with C˜ ∩ W˜3 = {1}. Consider the quadruple
(W˜3, ψW3 , R˜, C˜). It is easy to see that this quadruple satisfies all the
conditions of Lemma 2.3 of [JL13b]. Hence, by Lemma 2.3 of [JL13b],
the integral (4.19) is non-vanishing if and only if the following integral
is non-vanishing:
(4.21)
∫
[W4]
ϕ˜(wω2ǫω1g)ψ
−1
W4
(w)dw,
where W4 = R˜W˜3, for w = rw
′, r ∈ R˜, w ∈ W˜3, ψW4(rw
′) = ψW3(w
′).
Let R2i =
∏i
j=1Xαij , for 1 ≤ i ≤ n, with α
i
j = ei + e2n−i+j , and
R2i =
∏2n−i
j=1 Xαij , for n + 1 ≤ i ≤ 2n − 1, with α
i
j = ei + ei+j . Let
C2i =
∏i
j=1Xβij , for 1 ≤ i ≤ n, with β
i
j = −e2n−i+j − ei+1, and C
2
i =∏2n−i
j=1 Xβij , for n + 1 ≤ i ≤ 2n− 1, with β
i
j = −ei+j − ei+1.
For n+ 1 ≤ i ≤ 2n− 1, let R3i be the unipotent subgroup consisting
of elements of the following form:
I2n q1 00 I4mn−2n q∗1
0 0 I2n

 ,
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where q1(k, j) = 0 for any k, j, except k = i, 1 ≤ j ≤ 4mn − 2n. For
n + 1 ≤ i ≤ 2n − 1, let C3i be the unipotent subgroup consisting of
elements of the following form:
I2n 0 0p1 I4mn−2n 0
0 p∗1 I2n

 ,
where p1(k, j) = 0 for any k, j, except j = i + 1, 1 ≤ k ≤ 4mn − 2n.
WriteW4 =
∏2n−1
i=1 C
2
i
∏2n−1
j=n+1C
3
j W˜4, with
∏2n−1
i=1 C
2
i
∏2n−1
j=n+1C
3
j ∩W˜4 =
{1}.
Then, we apply Lemma 2.3 of [JL13b] to the pairs
(R21, C
2
1), (R
2
2, C
2
2), . . . , (R
2
n, C
2
n).
For example, for (R2s, C
2
s ), 1 ≤ s ≤ n, we need to consider the following
sequence of quadruples:
(
s−1∏
i=1
R2i
2n−1∏
j=n+1
C3j W˜4
2n−1∏
t=s+1
C2t
s∏
l=2
Xβs
l
, ψW4, Xβs1 , Xαs1),
(
s−1∏
i=1
R2iXαs1
2n−1∏
j=n+1
C3j W˜4
2n−1∏
t=s+1
C2t
s∏
l=3
Xβs
l
, ψW4, Xβs2 , Xαs2),
· · · ,
(
s−1∏
i=1
R2i
s−1∏
k=1
Xαs
k
2n−1∏
j=n+1
C3j W˜4
2n−1∏
t=s+1
C2t , ψW4, Xβss , Xαss).
After applying Lemma 2.3 of [JL13b] to all the pairs
(R21, C
2
1), (R
2
2, C
2
2), . . . , (R
2
n, C
2
n),
we get that the integral (4.21) is non-vanishing if and only if the fol-
lowing integral is non-vanishing:
(4.22)
∫
[
∏n
i=1 R
2
i W˜4
∏2n−1
t=n+1 C
2
t C
3
t ]
ϕ˜(rwcω2ǫω1g)ψ
−1
W4
(w)dcdwdr,
Next, we apply Lemma 2.3 of [JL13b] to the pairs
(R2n+1, C
2
n+1), (R
3
n+1, C
3
n+1); · · · ; (R
2
2n−1, C
2
2n−1), (R
3
2n−1, C
3
2n−1).
Note that before applying Lemma 2.3 of [JL13b] to each pair (R2s, C
2
s ),
n + 1 ≤ s ≤ 2n − 1, we need to take the Fourier expansion along the
one-dimensional root subgroup Xes+es, as in the proof of Theorem 2.1.
For example, for s = n + 1, we first take the Fourier expansion of
the integral in (4.22) along the one-dimensional root subgroup Xes+es.
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Under the action of GL1, we get two kinds of Fourier coefficients cor-
responding to the two orbits of the dual of [Xes+es]: the trivial one and
the non-trivial one. For any Fourier coefficient attached to the non-
trivial orbit, we can see that there is an inner integral ϕ[(2n+2)14mn−2 ],{a},
which is identically zero by (1) in the proof of Theorem 4.4. Therefore
only the Fourier coefficient attached to the trivial orbit, which actually
equals to the integral in (4.22), survives.
After applying Lemma 2.3 of [JL13b] to all the pairs
(R2n+1, C
2
n+1), (R
3
n+1, C
3
n+1); · · · ; (R
2
2n−1, C
2
2n−1), (R
3
2n−1, C
3
2n−1),
the integral (4.22) is non-vanishing if and only if the following integral
is non-vanishing:
(4.23)
∫
[
∏2n−1
i=1 R
2
i
∏2n−1
t=n+1R
3
tXet+etW˜4]
ϕ˜(rxwω2ǫω1g)ψ
−1
W4
(w)dwdxdr,
Note that elements in
∏2n−1
i=1 R
2
i
∏2n−1
t=n+1R
3
tXet+etW˜4 have the follow-
ing form:
(4.24) w =

Z q1 q20 I4mn−2n q∗1
0 0 Z∗

 ,
where Z is in the standard maximal unipotent subgroup of GL2n; the
last row of q1 is zero. And ψW4(

Z 0 00 I4mn−2n 0
0 0 Z∗

) = ψ(∑n−1i=1 Zi,i+1−∑2n−1
j=n Zi,i+1).
Clearly the integral (4.23) is non-vanishing if and only if the following
integral is non-vanishing:
(4.25)
∫
[
∏2n−1
i=1 R
2
i
∏2n−1
t=n+1R
3
tXet+etW˜4]
ϕ˜(rxwω2ǫω1g)ψ
′−1
W4
(w)dwdxdr,
where ψ′W4(

Z 0 00 I4mn−2n 0
0 0 Z∗

) = ψ(∑2n−1i=1 Zi,i+1). Note that the in-
tegral (4.25) is exactly ϕ˜
ψN
12n−1 , using notation in Lemma 2.5. On the
other hand, we know that by Lemma 2.5, ϕ˜
ψN
12n−1 = ϕ˜
ψ˜N
12n . Note that
Lemma 2.5 also applies to metaplectic groups.
Therefore, the integral in (4.25) becomes
(4.26)
∫
[U˜ ]
ϕ˜(uω2ǫω1g)ψU˜(u)
−1du,
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where any element in U˜ has the following form:
u = u(Z, q1, q2) =

Z q1 q20 I4mn−2n q∗1
0 0 Z∗

 ,
where Z is in the standard maximal unipotent subgroup of GL2n,
q1 ∈ M(2n)×(4m−4)n, q2 ∈ M(2n)×(2n), such that qt2v2n − v2nq2 = 0,
where v2n is a matrix only with ones on the second diagonal. ψU˜(u) =
ψ(
∑2n−1
i=1 ui,i+1).
Hence, the integral in (4.26) can be written as
(4.27)
∫
u(Z,0,0)
ϕ˜(uω2ǫω1g)P˜2nψU˜ (u)
−1du,
where ϕ˜P2n is the constant term of ϕ˜ along the pre-image of the par-
abolic subgroup P2n = M2nU2n of Sp4mn+2n with Levi isomorphic to
GL2n × Sp(4m−2)n.
By the similar calculation as in the proof of Lemma 2.3, or the cal-
culation at the end of Theorem 2.1 of [GJS12], there is an automorphic
function
f ∈ A(N2n(A)M˜2n(F )\S˜p4mn+2n(A))τ |·|−m⊗σ˜4(m−1)n+2n ,
such that
ϕ˜(g)P˜2n = f(g), ∀g ∈ S˜p4mn+2n(A).
Therefore, the integral (4.27) is the Whittaker Fourier coefficient of
an element in τ , hence not identically zero. This completes the proof
of Part (1).
Proof of Part (2). By definition of Fourier-Jacobi coefficients
((3.14) of [GRS11]), for φ1 ∈ S(A2mn−n), φ2 = φ21 ⊗ φ22, φ21 ∈ S(An),
φ22 ∈ S(A2mn−n), we need to compute the composition of two Fourier-
Jacobi coefficients FJφ1
ψ−1n−1
and FJφ2
ψ1n−1
:
FJφ1
ψ−1n−1
◦ FJφ2
ψ1n−1
(ξ˜)(g)
=
∫
[V[(2n)14mn−2n ],1]
∫
[V[(2n)14mn ],1]
ϕ˜(uvg)θ2mn,φ2ψ−1 (l2(u)vg)ψ
−1
[(2n)14mn],1(u)du
θ2mn−n,φ1ψ1 (l1(v)g)ψ
−1
[(2n)14mn−2n ],−1(v)dv,
(4.28)
where ϕ˜ ∈ E˜τ,σ˜4(m−1)n+2n , g ∈ S˜p4mn−2n(A), the theta series are defined
in Section 1.2 [GRS11]. V[(2n)14mn−2n ],1 and V[(2n)14mn],1, ψ[(2n)14mn ],1 and
ψ[(2n)14mn−2n ],−1 are defined in Section 2 of [JL13b]. V[(2n)14mn−2n ],1 and
V[(2n)14mn],1 are as Nn in (3.14) of [GRS11]. Explicitly, V[(2n)14mn],1 is
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the unipotent radical of the parabolic subgroup P 4mn+2n1n of Sp4mn+2n
with Levi subgroup isomorphic to GLn1 × Sp4mn. V[(2n)14mn−2n ],1 is the
unipotent radical of the parabolic subgroup P 4mn1n of Sp4mn, with Levi
subgroup isomorphic to GLn1 × Sp4mn−2n. Note that Sp4mn is em-
bedded into Sp4mn+2n via the map g 7→ diag(In, g, In), and we iden-
tify it with the image. Then for u ∈ V[(2n)14mn],1, ψ[(2n)14mn ],1(u) =
ψ(
∑n−1
i=1 ui,i+1), l2(u) =
∏2mn
i=1 Xαi(un,n+i), with αi = en − en+i. And
for v ∈ V[(2n)14mn−2n ],1, ψ[(2n)14mn−2n ],−1(v) = ψ(
∑n−1
i=1 vn+i,n+i+1), l1(v) =∏2mn−n
i=1 Xβi(v2n,2n+i), with βi = e2n − e2n+i.
First, we want to unfold the theta series θ2mn,φ2ψ−1 (l2(u)vg). Write l2(u)
as l2(u) = (q1, q2, q3; z), where q1, q3 ∈ An, q2 ∈ A4mn−2n, z ∈ A. Then
θ2mn,φ2ψ−1 (l2(u)vg)
=
∑
ξ∈F 2mn
ω2mnψ−1 (l2(u)vg)φ2(ξ)
=
∑
ξ1∈Fn,ξ2∈F 2mn−n
ω2mnψ−1 ((q1, q2, q3; z)vg)φ2(ξ1, ξ2)
=
∑
ξ1∈Fn,ξ2∈F 2mn−n
ω2mnψ−1 ((ξ1, 0, 0; 0)(q1, q2, q3; z)vg)φ2(0, ξ2)
=
∑
ξ1∈Fn,ξ2∈F 2mn−n
ω2mnψ−1 ((q1 + ξ1, q2, q3; z + ξ1νnq
′
3)vg)φ2(0, ξ2)
=
∑
ξ1∈Fn,ξ2∈F 2mn−n
ω2mnψ−1 ((0, q2, q3; z + ξ˜1)(q1 + ξ1, 0, 0; 0)vg)φ2(0, ξ2)
(4.29)
=
∑
ξ1∈Fn,ξ2∈F 2mn−n
ω2mnψ−1 ((0, q˜2, q3; z + ξ˜1)vg(q1 + ξ1, 0, 0; 0))φ2(0, ξ2)
where νn is the matrix only with 1’s on the second diagonal, ξ˜1 =
2ξ1νnq
′
3 + q3νnq
′
1, q˜2 = q2 + (q1 + ξ1)(n)v, (q1 + ξ1)(n) is the n-th coor-
dinate of the vector q1+ ξ1. Note that (q1+ ξ1, 0, 0; 0)) commutes with
g.
Plugging (4.29) into the integral in (4.28), collapsing the summation
over ξ1 with the integration over q1, changing variables for q2 and z,
we will have
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FJφ1
ψ−1n−1
◦ FJφ2
ψ1n−1
(ξ˜)(g)
=
∫
[V[(2n)14mn−2n ],1]
∫
[V ′
[(2n)14mn ],1
]
∫
An
ϕ˜(uvgqˆ1)
∑
ξ2∈F 2mn−n
ω2mnψ−1 (l2(u)vg(q1, 0, 0; 0))φ2(0, ξ2)ψ
−1
[(2n)14mn ],1(u)du
θ2mn−n,φ1ψ1 (l1(v)g)ψ
−1
[(2n)14mn−2n],−1(v)dq1dv,
(4.30)
where qˆ1 =
∏n
i=1Xαi(q1(n, n + i)), with αi = en − en+i; V
′
[(2n)14mn],1
is a subgroup of V[(2n)14mn],1 consisting of elements u with un,n+i = 0,
for 1 ≤ i ≤ n; l2(u) = (0, q2, q3; z). Note that, V ′[(2n)14mn],1 is actually
Y V[(2n)14mn],2, where Y is defined in (2.5) of [JL13b] corresponding to
the partition [(2n)14mn], and V[(2n)14mn],2 is defined Section 2 of [JL13b].
For short, we will write q1 for (q1, 0, 0; 0).
By Formula (1.4) [GRS11],∑
ξ2∈F 2mn−n
ω2mnψ−1 ((0, q2, q3; z)vg(q1, 0, 0; 0))φ2(0, ξ2)
=
∑
ξ2∈F 2mn−n
ω2mnψ−1 ((0, q2, 0; z)vg(q1, 0, 0; 0))φ2(0, ξ2)
=
∑
ξ2∈F 2mn−n
ω2mnψ−1 ((0, q2, 0; z)vg(q1, 0, 0; 0))φ2(q1, ξ2)
=θ2mn−n,φ22ψ−1 ((q2, z)vg)φ21(q1),
(4.31)
since we assumed that φ2 = φ21 ⊗ φ22. Let l3(u) = (q2, z), for u ∈
V ′[(2n)14mn],1. Then, the integral in (4.30) becomes
∫
[V[(2n)14mn−2n ],1]
∫
[V ′
[(2n)14mn ],1
]
∫
An
ϕ˜(uvgqˆ1)φ21(q1)dq1
θ2mn−n,φ22ψ−1 (l3(u)vg)ψ
−1
[(2n)14mn],1(u)duθ
2mn−n,φ1
ψ1 (l1(v)g)ψ
−1
[(2n)14mn−2n ],−1(v)dv
=
∫
[V[(2n)14mn−2n ],1]
∫
[V ′
[(2n)14mn ],1
]
ϕ˜′(uvg)θ2mn−n,φ22ψ−1 (l3(u)vg)ψ
−1
[(2n)14mn],1(u)du
θ2mn−n,φ1ψ1 (l1(v)g)ψ
−1
[(2n)14mn−2n],−1(v)dv,
(4.32)
where ϕ˜′(uvg) =
∫
An
ϕ˜(uvgqˆ1)φ21(q1)dq1. Note that we still have that
ϕ˜′ ∈ E˜τ,σ˜4(m−1)n+2n .
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Let ω1 be the Weyl element of Sp4mn+2n in (4.4). Conjugating cross
by ω1, the integral in (4.32) becomes∫
[W ′1]
ϕ˜′(wω1g)θ
2mn−n,φ22
ψ−1 (l4(w)g)θ
2mn−n,φ1
ψ1 (l5(w)g)ψ
−1
W ′1
(w)dw,(4.33)
where W ′1 = ω1V[(2n)14mn−2n ],1V
′
[(2n)14mn],1ω
−1
1 , its elements have the form
as in (4.6), except that there is no requirement that q1(i, j) = 0, for
i = 2n − 1, 2n, 1 ≤ j ≤ 2mn − n. For w =

Z q1 q2I4mn−2n q∗1
Z∗

 as
in (4.6), l4(w) = (q1(2n− 1), q2(2n− 1, 2)), l5(w) = (q1(2n), q2(2n, 1)),
q1(2n− 1), q1(2n) are the (2n− 1)-th, (2n)-th rows of q1, respectively.
And ψW ′1(w) = ψ(
∑n−1
i=1 tr([Z]i,i+1), with notation as in (4.7).
Next, we repeat the steps from (4.8) to (4.14), and use Lemma 2.5
of [JL13b] whenever Lemma 2.3 of [JL13b] is used. We will get that
the integral in (4.33) becomes∫
[W ′′1 ]
ϕ˜′′(wω1g)θ
2mn−n,φ22
ψ−1 (l4(w)g)θ
2mn−n,φ1
ψ1 (l5(w)g)ψ
−1
W ′′1
(w)dw,(4.34)
where W ′′1 is unipotent radical of the parabolic subgroup P
4mn+2n
2n of
Sp4mn+2n with Levi subgroup isomorphic to GL
n
2 × Sp4mn−2n. ϕ˜
′′ ∈
E˜τ,σ˜4(m−1)n+2n . And for w ∈ W
′′
1 , ψW ′′1 (w) = ψ(
∑2n−2
i=1 wi,i+2).
Next, we want to unfold the two theta series as before. To do this,
we need to use certain property of theta series as in (5.9) [GJS12]:
θ2mn−n,φ22ψ−1 ((x1, y1; z1)g)θ
2mn−n,φ1
ψ1 ((x2, y2; z1)g)
=θ4mn−2n,φ22⊗φ1ψ ((x1, x2, y2,−y1; z2 − z1)g˜),
(4.35)
where for w ∈ W ′1, we write l4(w) = (x1, y1; z1), l5(w) = (x2, y2; z2),
x1, y1, x2, y2 ∈ A2mn−n, and
g˜ =


A −B
A B
C D
−C D

 ,
if we write g =
((
A B
C D
)
, ε
)
. Let φ3 = φ22 ⊗ φ1.
Let
γ =


I2mn−n 0
1
2
I2mn−n 0
I2mn−n 0 −
1
2
I2mn−n 0
0 I2mn−n 0
1
2
I2mn−n
0 −I2mn−n 0
1
2
I2mn−n

 ∈ Sp8mn−4n.
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Then,
(x1, x2, y2,−y1)γ = (x1 + x2, y1 + y2,
1
2
(x1 − x2),−
1
2
(y1 − y2)),
gˆ := γ−1g˜γ =
((
g
g∗
)
, 1
)
.
(4.36)
Therefore, by (4.36), the right hand side of (4.35) becomes:
θ4mn−2n,φ3ψ ((x1, x2, y2,−y1; z2 − z1)g˜)
=θ
4mn−2n,φ′3
ψ ((x1 + x2, y1 + y2,
1
2
(x1 − x2),−
1
2
(y1 − y2); z2 − z1)gˆ),
(4.37)
where φ′3 = ω
4mn−2n
ψ (γ
−1)φ3.
Let A =
(
1 −1
1 1
)
, and ǫ = diag(A, . . . , A; I(4m−4)n;A
∗, . . . , A∗), as
in (2.31) of [GJS12]. Conjugating cross the integral in (4.34) by ǫ, it
becomes:
∫
[W ′2]
ϕ˜′′(wǫω1g)θ
4mn−2n,φ′3
ψ (l6(w)gˆ)ψ
−1
W ′2
(w)dw
=
∫
[W ′2]
ϕ˜′′(wgǫω1)θ
4mn−2n,φ′3
ψ (l6(w)gˆ)ψ
−1
W ′2
(w)dw
=
∫
[W ′2]
ϕ˜′′′(wg)θ
4mn−2n,φ′3
ψ (l6(w)gˆ)ψ
−1
W ′2
(w)dw,
(4.38)
where W ′2 = ǫW
′′
1 ǫ
−1, and elements in W ′2 are as in (4.16), except that
there is no requirement that q1(i, j) = 0, for i = 2n − 1, 2n, 1 ≤ j ≤
2mn−n, still ϕ˜′′′ ∈ E˜τ,σ˜4(m−1)n+2n . Note that g commutes with ǫω1. And
ψW ′2(w) = ψ(
∑2n−2
i=1 wi,i+2+w2n−1,4mn+1). For w =

Z q1 q2I4mn−2n q∗1
Z∗


as in (4.16), for i = 2n−1, 2n, write the i-th row of q1 as q1(i) = (xi, yi),
then
l6(w) = (x2n, y2n,
1
2
x2n−1,−
1
2
y2n−1,−q2(2n− 1, 1)).
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Then, we unfold the theta series θ
4mn−2n,φ′3
ψ (l6(w)gˆ) as in (4.29), the
integral in (4.38) becomes:
∫
[W ′3]
∫
A4mn−2n
ϕ˜′′′(wgξ̂)φ3(ξ)dξψ
−1
W ′2
(w)dw
=
∫
[W ′3]
ϕ˜(4)(wg)ψ−1W ′3
(w)dw
(4.39)
where ξ̂ =
∏2mn−n
i=1 Xαi(ξ(i))
∏2mn−n
j=1 Xβj (ξ(2mn − n + j)), with αi =
e2n−e2n+i, βj = e2n+e2mn+n−j+1, and ϕ˜(4)(wg) =
∫
A4mn−2n
ϕ˜′′′(wgξ̂)φ3(ξ),
still ϕ˜(4) ∈ E˜τ,σ˜4(m−1)n+2n . And W
′
3 is the subgroup of W
′
2 consisting of
elements w =

Z q1 q2I4mn−2n q∗1
Z∗

, with q1(2n) = 0.
Conjugate cross the integral in (4.39) by the Weyl elements ω2 in
(4.18), it becomes:
∫
[W4]
ϕ˜(4)(wω2g)ψ
−1
W4
(w)dw
=
∫
[W4]
ϕ˜(4)(wgω2)ψ
−1
W4
(w)dw
=
∫
[W4]
ϕ˜(5)(wg)ψ−1W4(w)dw,
(4.40)
where W4, ψW4 are exactly as in (4.21).
Now, we repeat the steps from (4.21) to (4.23), and use Lemma 2.5
of [JL13b] whenever Lemma 2.3 of [JL13b] is used. Then, we get that
the integral in (4.40) becomes:
∫
[W5]
ϕ˜(5)(wg)ψ−1W5(w)dw,(4.41)
where W5 =
∏2n−1
i=1 R
2
i
∏2n−1
t=n+1R
3
tXet+etW˜4 as in (4.23). And given
w =

Z q1 q20 I4mn−2n q∗1
0 0 Z∗

 as in (4.24), ψW5(w) = ψ(∑n−1i=1 Zi,i+1 −∑2n−1
j=n Zi,i+1).
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Let t = diag(In−1,−In+1; I4mn−2n;−In+1, In−1) ∈ Sp4mn+2n(F ). Since
ϕ˜(5) is automorphic, the integral in (4.41) becomes:∫
[W5]
ϕ˜(5)(twg)ψ−1W5(w)dw
=
∫
[W5]
ϕ˜(5)(wg)ψ
′,−1
W5
(w)dw,
(4.42)
after changing variable w 7→ t−1w, and ψ
′
W5
(w) = ψ(
∑2n−1
i=1 Zi,i+1), for
w =

Z q1 q20 I4mn−2n q∗1
0 0 Z∗

 ∈ W5.
Note that the integral on the right hand side of the identity in (4.42)
is exactly ϕ˜
ψN
12n−1 , using notation in Lemma 2.5. On the other hand,
we know that by Lemma 2.5, ϕ˜
ψN
12n−1 = ϕ˜
ψ˜N
12n . Note that Lemma 2.5
also applies to metaplectic groups.
Therefore, the integral in (4.42) becomes
(4.43)
∫
[U˜ ]
ϕ˜(5)(ug)ψU˜(u)
−1du,
where U˜ and ψU˜ are exactly as in (4.26).
Now, it follows easily from the end of the proof of Part (1) that as
a function of g ∈ S˜p4mn−2n, the integral in (4.43) gives a section in
σ˜4(m−1)n+2n. Since starting from the integral in (4.28), we always get
equalities, FJφ1
ψ−1n−1
◦ FJφ2
ψ1n−1
(ξ˜) ∈ σ˜4(m−1)n+2n. Therefore,
D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) ⊂ σ˜4(m−1)n+2n.
On the other hand, by Part (1),
D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) 6= 0.
Since σ˜4(m−1)n+2n is irreducible, we have that
D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) = σ˜4(m−1)n+2n.
This finishes the proof of Part (2), and completes the proof of the
theorem. 
Remark 4.3. Note that in the proof of Part (2), we could easily get a
similar identity as in Theorem 5.1 [GJS12], but for simplicity, we did
not write it down explicitly.
Theorem 4.2 easily implies the following result.
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Theorem 4.4. p = [(2n)2m(2n1)
s1(2n2)
s2 · · · (2nk)sk ] is a maximal par-
tition providing non-vanishing Fourier coefficients for E˜τ,σ˜4(m−1)n+2n.
Proof. By Theorem 4.2,
[(2n)14mn] ◦ [(2n)14mn−2n] ◦ [(2n)2m−2(2n1)
s1(2n2)
s2 · · · (2nk)
sk ]
is a composite partition providing non-vanishing Fourier coefficients
for E˜τ,σ˜4(m−1)n+2n . By Lemma 2.6 of [GRS03] or Lemma 3.1 of [JL13b],
[(2n)2m(2n1)
s1(2n2)
s2 · · · (2nk)sk ] is a partition providing non-vanishing
Fourier coefficients for E˜τ,σ˜4(m−1)n+2n .
Since by Theorem 4.2, D4mn2n,ψ−1◦D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) = σ˜4(m−1)n+2n,
and p(σ˜4(m−1)n+2n) = [(2n)
2(m−1)(2n1)
s1(2n2)
s2 · · · (2nk)sk ], to show the
maximality of p, we just have to show that
(1) at the step of takingD4mn+2n2n,ψ1 , E˜τ,σ˜4(m−1)n+2n has no nonzero Fourier
coefficients attached to the symplectic partitions [(2l)14mn+2n−2l] for
any l ≥ n+ 1, or [(2l + 1)214mn+2n−4l−2], for any l ≥ n;
(2) at the step of takingD4mn2n,ψ−1 , D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) has no nonzero
Fourier coefficients attached to the symplectic partitions [(2l)14mn−2l]
for any l ≥ n+ 1, or [(2l + 1)214mn−4l−2], for any l ≥ n.
We will show (1) and (2) using calculations of unramified local com-
ponents. Let v be a finite place such that E˜τ,σ˜4(m−1)n+2n,v is unramified.
This means that both τv and σ˜4(m−1)n+2n,v are also unramified. Assume
that τv = ×ni=1ν
αiχi××ni=1ν
−αiχ−1i , where ν
αi(·) = |det(·)|αi, 0 ≤ αi <
1
2
, and χi’s are unitary unramified characters of F
∗
v , for 1 ≤ i ≤ n.
Since π˜ lifts weakly to τ with respect to ψ, π˜v = µψ ×ni=1 ν
αiχi ⋊ 1S˜p0
.
Since by the definition of the set N ′
S˜p4(m−1)n+2n
(τ, ψ), σ˜4(m−1)n+2n is
an irreducible cuspidal automorphic representation of S˜p4(m−1)n+2n(A),
which is nearly equivalent to the residual representation E˜∆(τ,m−1)⊗π˜,
similarly as Lemma 3.1 of [GRS05], it is easy to see that E˜τ,σ˜4(m−1)n+2n,v
is the unique unramified component of the following induced represen-
tation
(4.44) Ind
S˜p4mn+2n(F
∗
v )
P˜(2m+1)n (F ∗v )
µψ ⊗
n
i=1 |·|
αiχi(detGL2m+1)⊗ 1S˜p0 ,
where P(2m+1)n is the parabolic subgroup of Sp4mn+2n with Levi isomor-
phic to GLn2m+1 × 1Sp0, and P˜(2m+1)n is its full pre-image in S˜p4mn+2n.
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By Lemma 3.2 of [JL13c], we can easily see that (1) holds. By (4.2)
of Proposition 4.1,
FJψ1n−1(Ind
S˜p4mn+2n(F
∗
v )
P˜(2m+1)n (F ∗v )
µψ ⊗
n
i=1 |·|
αiχi(detGL2m+1)⊗ 1S˜p0)
∼=Ind
Sp4mn(F
∗
v )
P(2m)n (F ∗v )
⊗ni=1 |·|
αiχi(detGL2m)⊗ 1Sp0 ,
(4.45)
which is actually irreducible, by results in [Jan96], and is an unrami-
fied local component of D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n). Again, by Lemma 3.1
of [JL13c], we can easily see that (2) also holds. Therefore, we have
shown that p = [(2n)2m(2n1)
s1(2n2)
s2 · · · (2nk)sk ] is a maximal parti-
tion providing non-vanishing Fourier coefficients for E˜τ,σ˜4(m−1)n+2n , which
completes the proof of this theorem. 
To continue, we prove that D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) is a cuspidal rep-
resentation, every component of which is inside NSp4mn(τ, ψ).
Theorem 4.5. D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) ⊂ NSp4mn(τ, ψ).
Proof. We will prove that
(1) D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) is a cuspidal representation;
(2) every irreducible component of D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) is inside
NSp4mn(τ, ψ).
To prove (1), we will show that the constant terms of elements in
D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) along all maximal parabolic subgroups of Sp4mn
are all zero.
Recall that P 4mnr = M
4mn
r N
4mn
r (with 1 ≤ r ≤ 2mn) is the standard
parabolic subgroup of Sp4mn with Levi partM
4mn
r isomorphic to GLr×
Sp4mn−2r, N
4mn
r is the unipotent radical. Take any ξ˜ ∈ E˜τ,σ˜4(m−1)n+2n ,
we will calculate the constant term of FJφ
ψ1n−1
(ξ˜) along P 4mnr , which is
denoted by CN4mnr (FJ
φ
ψ1n−1
(ξ˜)).
By Theorem 7.8 of [GRS11],
CN4mnr (FJ
φ
ψ1n−1
(ξ˜))
=
r∑
k=0
∑
γ∈P 1
r−k,1k
(F )\GLr(F )
∫
L(A)
φ1(i(λ))FJ
φ2
ψ1
n−1+k
(CN4mn+2n
r−k
(ξ˜))(γˆλβ)dλ,
(4.46)
where N4mn+2nr−k is the unipotent radical of the parabolic subgroup
P 4mn+2nr−k of Sp4mn+2n with Levi isomorphic to GLr−k×Sp4mn+2n−2r+2k,
and it is identified with it’s image in S˜p4mn+2n; P
1
r−k,1k is a subgroup of
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GLr consisting of matrices of the form
(
g x
0 z
)
, with z ∈ Uk, the stan-
dard maximal unipotent subgroup of GLk; for a ∈ GLj , j ≤ 2mn+ n,
aˆ = diag(a, I4mn+2n−2j , a
∗); L is a unipotent subgroup, consisting of
matrices of the form λ =
(
Ir 0
x In
)∧
, and i(λ) is the last row of x;
β =
(
0 Ir
In 0
)∧
; φ = φ1 ⊗ φ2, with φ1 ∈ S(Ar), φ2 ∈ S(A2mn−r);
FJφ2
ψ1
n−1+k
(CN4mn+2n
r−k
(ξ˜))(γˆλβ) := FJφ2
ψ1
n−1+k
(CN4mn+2n
r−k
(ρ(γˆλβ)ξ˜))(I),
with ρ(γˆλβ) denoting the right translation by γˆλβ; CN4mn+2n
r−k
(ρ(γˆλβ)ξ˜)
is restricted to S˜p4mn+2n−2r+2k(A), then we apply the Fourier-Jacobi
coefficient FJφ2
ψ1
n−1+k
, taking automorphic forms on S˜p4mn+2n−2r+2k(A)
to Sp4mn−2r(A).
By the cuspidal support of ξ˜, CN4mn+2n
r−k
(ξ˜) is identically zero, un-
less r = k or r − k = 2n. When r = k, the corresponding term is
zero, because FJφ2
ψ1n−1+r
(ξ˜) is zero, by Theorem 4.4. When r − k = 2n,
the restriction of CN4mn+2n2n (ξ˜) to S˜p4mn−2n(A) is actually a vector in
σ˜4(m−1)n+2n. Hence, FJ
φ2
ψ1
n−1+k
(CN4mn+2n
r−k
(ξ˜)) is identically zero, for 0 ≤
k ≤ r, because σ˜4(m−1)n+2n has no nonzero Fourier coefficients FJψ1n−1,
and p(σ˜4(m−1)n+2n) = [(2n)
2(m−1)(2n1)
s1(2n2)
s2 · · · (2nk)sk ]. So, when
r − k = 2n, the corresponding term is also zero.
Therefore, we have shown that CN4mnr (FJ
φ
ψ1n−1
(ξ˜)) is identically zero
for any 1 ≤ r ≤ 2mn, and for any ξ˜ ∈ E˜τ,σ˜4(m−1)n+2n , which implies that
D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n) is a cuspidal representation. This completes the
proof of (1).
To prove (2), we need to show that for every irreducible component
π of D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n),
(2-1) p(π) = [(2n)2m−1(2n1)
s1(2n2)
s2 · · · (2nk)
sk ];
(2-2) π is nearly equivalent to the residual representation E∆(τ,m);
(2-3) π has a nonzero Fourier coefficient FJψ−1n−1 .
(2-1) is obvious by Theorem 4.4, and by Lemma 2.6 of [GRS05]
or Lemma 3.1 of [JL13b]. (2-2) follows easily from (4.45), because
the induced representation on the right hand side of (4.45) is also an
unramified component of E∆(τ,m).
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To show (2-3), as in the proof of Proposition 3.4 of [GJS12], we need
to consider the following integral
(4.47) 〈ϕπ, FJ
φ
ψ1n−1
(ξ˜)〉 =
∫
[Sp4mn]
ϕπ(h)FJ
φ
ψ1n−1
(ξ˜)(h)dh,
which is nonzero for some data ϕπ ∈ π, ξ˜ ∈ E˜τ,σ˜4(m−1)n+2n , since π is an
irreducible component of D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n).
Assume that ξ˜ = Ress=m+1
2
E˜(φs, ·), then from (4.47), we know that
the following integral is also nonzero for some choice of data:
(4.48) 〈ϕπ, FJ
φ
ψ1n−1
(E˜(φs, ·))〉 =
∫
[Sp4mn]
ϕπ(h)FJ
φ
ψ1n−1
(E˜(φs, ·))(h)dh.
Then, by the unfolding in Theorem 3.3 of [GJRS11] (take m = 2n,
r = n there), the non-vanishing of the integral in (4.47) implies the
non-vanishing of FJψ−1n−1(π).
This finishes the proof of (2), and completes the proof of the theorem.

The next theorem implies that Ψ is well-defined. We will prove it in
the next section.
Theorem 4.6. D4mn2n,ψ−1(σ4mn) is irreducible, and
D4mn2n,ψ−1(σ4mn) ∈ N
′
S˜p4(m−1)n+2n
(τ, ψ),
for any σ4mn ∈ NSp4mn(τ, ψ).
Now by Theorems 4.2, 4.5, 4.6, we are able to conclude the Part (1)
of Theorem 1.4.
Theorem 4.7 (Part (1) of Theorem 1.4). There is a surjective map
Ψ : NSp4mn(τ, ψ)→ N
′
S˜p4(m−1)n+2n
(τ, ψ)
σ4mn 7→ D
4mn
2n,ψ−1(σ4mn).
Proof. Theorem 4.6 implies that Ψ is well-defined. Theorem 4.2 and
Theorem 4.5 imply that for any σ˜4(m−1)n+2n ∈ N ′S˜p4(m−1)n+2n
(τ, ψ), take
any irreducible component π of D4mn+2n2n,ψ1 (E˜τ,σ˜4(m−1)n+2n), which is inside
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NSp4mn(τ, ψ), then
Ψ(π)
=D4mn2n,ψ−1(π)
⊆D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n)
=σ˜4(m−1)n+2n.
Theorem 4.5 also implies that D4mn2n,ψ−1(π) 6= 0. Since σ˜4(m−1)n+2n is
irreducible, actually we have D4mn2n,ψ−1(π) = σ˜4(m−1)n+2n.
Hence Ψ is surjective. 
5. Proof of Theorem 4.6
For any σ4mn ∈ NSp4mn(τ, ψ), we know that the Eisenstein series
corresponding to
Ind
Sp4(m+1)n(A)
P2n(A)
τ |·|s ⊗ σ4mn
has a simple pole at s = m+1
2
. Let Eτ,σ4mn be the residual representation
of Sp4(m+1)n(A) generated by the corresponding residues.
First, we have a similar result as that in Theorem 4.2.
Theorem 5.1. (1)
D4mn+2n2n,ψ1 ◦ D
4(m+1)n
2n,ψ−1 (Eτ,σ4mn) 6= 0.
(2)
D4mn+2n2n,ψ1 ◦ D
4(m+1)n
2n,ψ−1 (Eτ,σ4mn) = σ4mn.
Proof. The proof is very similar to that of Theorem 4.2. We omit it
here. 
Next, we have a similar result as that in Theorem 5.8 of [GJS12].
Theorem 5.2. For any σ4mn ∈ NSp4mn(τ, ψ), the automorphic repre-
sentation D4(m+1)n2n,ψ−1 (Eτ,σ4mn) is square-integrable. Moreover, there is an
irreducible representation σ˜4(m−1)+2n, which is a component of
D4mn2n,ψ−1(σ4mn) ⊂ N
′
S˜p4(m−1)n+2n
(τ, ψ),
such that the representation space of D4(m+1)n2n,ψ−1 (Eτ,σ4mn) has a non-trivial
intersection with the representation space of E˜τ,σ˜4(m−1)n+2n .
Proof. We follow the constant term calculation in the proof of the The-
orem 4.5.
Recall that P 4mn+2nr = M
4mn+2n
r N
4mn+2n
r (with 1 ≤ r ≤ 2mn+ n) is
the standard parabolic subgroup of Sp4mn+2n with Levi part M
4mn+2n
r
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isomorphic to GLr×Sp4mn+2n−2r, N4mn+2nr is the unipotent radical, and
P˜ 4mn+2nr is the pre-image of P
4mn+2n
r in S˜p4mn+2n. Take any ξ ∈ Eτ,σ4mn ,
we will calculate the constant term of FJφ
ψ−1n−1
(ξ) along P˜ 4mn+2nr , which
is denoted by CN4mn+2nr (FJ
φ
ψ−1n−1
(ξ)).
By Theorem 7.8 of [GRS11],
CN4mn+2nr (FJ
φ
ψ−1n−1
(ξ))
=
r∑
k=0
∑
γ∈P 1
r−k,1k
(F )\GLr(F )
∫
L(A)
φ1(i(λ))FJ
φ2
ψ−1
n−1+k
(CN4mn+4n
r−k
(ξ))(γˆλβ)dλ,
(5.1)
where N4mn+4nr−k is the unipotent radical of the parabolic subgroup
P 4mn+4nr−k of Sp4mn+4n with Levi isomorphic to GLr−k×Sp4mn+4n−2r+2k;
P 1
r−k,1k
is a subgroup of GLr consisting of matrices of the form
(
g x
0 z
)
,
with z ∈ Uk, the standard maximal unipotent subgroup of GLk; for
a ∈ GLj , j ≤ 2mn + 2n, aˆ = diag(a, I4mn+4n−2j , a∗); L is a unipotent
subgroup, consisting of matrices of the form λ =
(
Ir 0
x In
)∧
, and i(λ)
is the last row of x; β =
(
0 Ir
In 0
)∧
; φ = φ1 ⊗ φ2, with φ1 ∈ S(Ar),
φ2 ∈ S(A2mn+n−r);
FJφ2
ψ−1
n−1+k
(CN4mn+4n
r−k
(ξ))(γˆλβ) := FJφ2
ψ−1
n−1+k
(CN4mn+4n
r−k
(ρ(γˆλβ)ξ))(I),
with ρ(γˆλβ) denoting the right translation by γˆλβ; CN4mn+4n
r−k
(ρ(γˆλβ)ξ)
is restricted to Sp4mn+4n−2r+2k(A), then we apply the Fourier-Jacobi
coefficient FJφ2
ψ−1
n−1+k
, taking automorphic forms on Sp4mn+4n−2r+2k(A)
to S˜p4mn+2n−2r(A).
By the cuspidal support of ξ, CN4mn+4n
r−k
(ξ) is identically zero, unless
r = k or r − k = 2n. When r = k, the corresponding term is zero,
because FJφ2
ψ−1n−1+r
(ξ) is zero, by Theorem 4.4. When r − k = 2n, the
restriction of CN4mn+4n2n (ξ) to Sp4mn(A) is actually a vector inside σ4mn.
Hence, FJφ2
ψ−1
n−1+k
(CN4mn+4n
r−k
(ξ)) is not zero for k = 0, and is identically
zero for 1 ≤ k ≤ r, because σ4mn has a nonzero Fourier coefficient
FJψ−1n−1, and p(σ4mn) = [(2n)
2m−1(2n1)
s1(2n2)
s2 · · · (2nk)sk ].
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Therefore,
CN4mn+2n2n (FJ
φ
ψ−1n−1
(ξ))
=
∫
L(A)
φ1(i(λ))FJ
φ2
ψ−1n−1
(CN4mn+4n2n (ξ))(λβ)dλ.
(5.2)
By similar calculation as in the proof of Lemma 2.3, when restricting
to GL2n(A)× Sp4mn(A),
CN4mn+4n2n (ξ) ∈ δ
1
2
P 4mn+4n2n
|det|−
2m+1
2 τ ⊗ σ4mn.
As in the proof of Theorem 2.5 [GJS12], we need to calculate the
automorphic exponents attached to this non-trivial constant term (for
definition see I.3.3 [MW95]). We consider the action of
gˆ = diag(g, I4mn−2n, g
∗) ∈ GL2n(A)× S˜p4mn−2n(A).
Since r = 2n, β =
(
0 I2n
In 0
)∧
. βdiag(In, gˆ, In)β
−1 = diag(g, I4mn, g
∗) =:
g˜. Then changing variables in (5.2) λ 7→ g˜λg˜−1 will give a Jacobian
|det(g)|−n. On the other hand, by Formula (1.4) [GRS11], the action
of gˆ on φ1 gives γψ(det(g))|det(g)|
1
2 . Therefore, the gˆ acts by τ(g) with
character
δ
1
2
P 4mn+4n2n
|det(g)|−
2m+1
2 |det(g)|−nγψ(det(g))|det(g)|
1
2
=γψ(det(g))δ
1
2
P 4mn+2n2n
|det(g)|−m.
Hence, by Langlands square-integrability criterion (Lemma I.4.11 [MW95]),
the automorphic representation D4(m+1)n2n,ψ−1 (Eτ,σ4mn) is square-integrable.
And as a representation of GL2n(A)× S˜p4mn−2n(A),
(5.3)
CN4mn+4n2n (D
4(m+1)n
2n,ψ−1 (Eτ,σ4mn)) = γψδ
1
2
P 4mn+2n2n
|det|−mτ ⊗D4mn2n,ψ−1(σ4mn).
By (5.3), it is easy to see that any non-cuspidal irreducible subrep-
resentation of D4(m+1)n2n,ψ−1 (Eτ,σ4mn) must be an irreducible subrepresenta-
tion of E˜τ,σ˜4(m−1)n+2n , for some irreducible subrepresentation σ˜4(m−1)+2n
of D4mn2n,ψ−1(σ4mn).
To prove D4mn2n,ψ−1(σ4mn) ⊂ N
′
S˜p4(m−1)n+2n
(τ, ψ), we need to show that
for every irreducible component σ of D4mn2n,ψ−1(σ4mn),
(1) σ is cuspidal;
(2) p(σ) = [(2n)2m−2(2n1)
s1(2n2)
s2 · · · (2nk)sk ];
(3) σ is nearly equivalent to the residual representation E˜∆(τ,m−1)⊗π˜;
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(4) σ has no nonzero Fourier coefficient FJψ1n−1 .
(1) follows easily from the tower property (Theorem 7.10 [GRS11]).
(2) is implied by Lemma 2.6 [GRS03] or Lemma 3.1 [JL13b]. (3) can be
read out easily from the right hand side of (4.45) by (4.1) of Proposition
4.1. Note that the right hand side of (4.45) is an unramified component
of E∆(τ,m), hence unramified component of σ4mn. By Theorem 5.2 of
[JL13b], as a cuspidal representation, σ4mn has no nonzero Fourier co-
efficient with respect to character ψ[(2n)2m−1(2n1)s1 (2n2)s2 ···(2nk)sk ],a, where
a = {−1, 1} ∪ a′. Now (4) follows easily from Lemma 3.1 [JL13b].
Therefore, the representation space of D4(m+1)n2n,ψ−1 (Eτ,σ4mn) has a non-
trivial intersection with the representation space of E˜τ,σ˜4(m−1)n+2n , for
some component σ˜4(m−1)n+2n of
D4mn2n,ψ−1(σ4mn) ⊂ N
′
S˜p4(m−1)n+2n
(τ, ψ).
This completes the proof of the theorem. 
Proof of Theorem 4.6.
For any σ4mn ∈ NSp4mn(τ, ψ), by Theorem 5.1,
(5.4) D4mn+2n2n,ψ1 ◦ D
4(m+1)n
2n,ψ−1 (Eτ,σ4mn) = σ4mn.
By Theorem 5.2, there is an irreducible representation σ˜4(m−1)+2n, which
is a component of D4mn2n,ψ−1(σ4mn) ⊂ N
′
S˜p4(m−1)n+2n
(τ, ψ), such that the
representation space of D4(m+1)n2n,ψ−1 (Eτ,σ4mn) contains an irreducible sub-
representation π of E˜τ,σ˜4(m−1)n+2n . Since σ4mn is irreducible, by (5.4),
(5.5) σ4mn = D
4mn+2n
2n,ψ1 (π) ⊂ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n).
Therefore,
D4mn2n,ψ−1(σ4mn) ⊂ D
4mn
2n,ψ−1 ◦ D
4mn+2n
2n,ψ+1 (E˜τ,σ˜4(m−1)n+2n)
= σ˜4(m−1)n+2n,
by Theorem 4.2. Hence, D4mn2n,ψ−1(σ4mn) = σ˜4(m−1)n+2n, irreducible as an
element in N ′
S˜p4(m−1)n+2n
(τ, ψ).
This completes the proof of Theorem 4.6, showing that Ψ is well-
defined. 
6. Proof of Part (2) of Theorem 1.4
In this section, we will prove that Ψ is injective. For this, we need
to assume that for any σ˜4(m−1)n+2n ∈ N
′
S˜p4(m−1)n+2n
(τ, ψ), E˜τ,σ˜4(m−1)n+2n
is irreducible.
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For any σ4mn ∈ NSp4mn(τ, ψ), by Theorem 4.6, D
4mn
2n,ψ−1(σ4mn) =
σ˜4(m−1)n+2n ∈ N ′S˜p4(m−1)n+2n
(τ, ψ), which is irreducible. To show Ψ is
injective, we only need to show that σ4mn is uniquely determined by
σ˜4(m−1)n+2n.
By (5.5), σ4mn = D
4mn+2n
2n,ψ1 (π) ⊂ D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n), where π
is an irreducible subrepresentation of E˜τ,σ˜4(m−1)n+2n . Since we assume
that E˜τ,σ˜4(m−1)n+2n is irreducible, we have that π = E˜τ,σ˜4(m−1)n+2n . Hence
σ4mn = D
4mn+2n
2n,ψ1 (E˜τ,σ˜4(m−1)n+2n), which means that σ4mn is uniquely de-
termined by σ˜4(m−1)n+2n.
This completes the proof of Part (2) of Theorem 1.4.
7. Irreducibility of Certain Descent Representations
In Theorem 2.1, for the residual representation E∆(τ,m), we have
proved that pm(E∆(τ,m)) = [(2n)
2m]. From the proof, and by Lemma
2.6 [GRS03] or Lemma 3.1 [JL13b], we can see that it has a nonzero
Fourier coefficient attached to the partition [(2n)14mn−2n] with respect
to the character ψ[(2n)14mn−2n ],−1. In this section, for any number field
F , we show that both E∆(τ,m) and D4mn2n,ψ−1(E∆(τ,m)) are irreducible. The
result can be stated as follows.
Theorem 7.1. Assume that F is any number field.
(1) D4mn2n,ψ−1(E∆(τ,m)) is square-integrable and is in the discrete spec-
trum.
(2) Both E∆(τ,m) and D
4mn
2n,ψ−1(E∆(τ,m)) are irreducible.
Proof. Proof of Part (1). As in Theorem 5.2, we follow the constant
term calculation in the proof of the Theorem 4.5.
Recall that P 4mn−2nr =M
4mn−2n
r N
4mn−2n
r (with 1 ≤ r ≤ 2mn− n) is
the standard parabolic subgroup of Sp4mn−2n with Levi part M
4mn−2n
r
isomorphic to GLr×Sp4mn−2n−2r, N
4mn−2n
r is the unipotent radical, and
P˜ 4mn−2nr is the pre-image of P
4mn−2n
r in S˜p4mn−2n. Take any ξ ∈ E∆(τ,m),
we will calculate the constant term of FJφ
ψ−1n−1
(ξ) along P˜ 4mn−2nr , which
is denoted by CN4mn−2nr (FJ
φ
ψ−1n−1
(ξ
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By Theorem 7.8 of [GRS11],
CN4mn−2nr (FJ
φ
ψ−1n−1
(ξ))
=
r∑
k=0
∑
γ∈P 1
r−k,1k
(F )\GLr(F )
∫
L(A)
φ1(i(λ))FJ
φ2
ψ−1
n−1+k
(CN4mn
r−k
(ξ))(γˆλβ)dλ,
(7.1)
where N4mnr−k is the unipotent radical of the parabolic subgroup P
4mn
r−k
of Sp4mn with Levi isomorphic to GLr−k × Sp4mn−2r+2k; P
1
r−k,1k is a
subgroup of GLr consisting of matrices of the form
(
g x
0 z
)
, with z ∈
Uk, the standard maximal unipotent subgroup ofGLk; for a ∈ GLj, j ≤
2mn, aˆ = diag(a, I4mn−2j , a
∗); L is a unipotent subgroup, consisting of
matrices of the form λ =
(
Ir 0
x In
)∧
, and i(λ) is the last row of x;
β =
(
0 Ir
In 0
)∧
; φ = φ1 ⊗ φ2, with φ1 ∈ S(Ar), φ2 ∈ S(A2mn−n−r);
FJφ2
ψ−1
n−1+k
(CN4mn
r−k
(ξ))(γˆλβ) := FJφ2
ψ−1
n−1+k
(CN4mn
r−k
(ρ(γˆλβ)ξ))(I),
with ρ(γˆλβ) denoting the right translation by γˆλβ; CN4mn
r−k
(ρ(γˆλβ)ξ)
is restricted to Sp4mn−2r+2k(A), then we apply the Fourier-Jacobi co-
efficient FJφ2
ψ−1
n−1+k
, taking automorphic forms on Sp4mn−2r+2k(A) to
S˜p4mn−2n−2r(A).
By the cuspidal support of ξ, CN4mn
r−k
(ξ) is identically zero, unless
r = k or r − k = 2ln, 1 ≤ l ≤ m− 1. When r = k, the corresponding
term is zero, because FJφ2
ψ−1n−1+r
(ξ) is zero, by Theorem 4.4. When
r − k = 2ln, 1 ≤ l ≤ m− 1, FJφ2
ψ−1
n−1+k
(CN4mn
r−k
(ξ)) is not zero for k = 0,
and is identically zero for 1 ≤ k ≤ r, because pm(E∆(τ,m)) = [(2n)2m].
Therefore, CN4mn−2nr (FJ
φ
ψ−1n−1
(ξ)) 6= 0, only for r = 2ln, 1 ≤ l ≤ m−1.
And for 1 ≤ l ≤ m− 1,
CN4mn−2n2ln
(FJφ
ψ−1n−1
(ξ))
=
∫
L(A)
φ1(i(λ))FJ
φ2
ψ−1n−1
(CN4mn2ln (ξ))(λβ)dλ.
(7.2)
To prove square-integrability of D4mn2n,ψ−1(E∆(τ,m)), it turns out we only
need to consider r = 2(m− 1)n, which will be clear from the following
discussion.
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For r = 2(m− 1)n,
CN4mn−2n
2(m−1)n
(FJφ
ψ−1n−1
(ξ))
=
∫
L(A)
φ1(i(λ))FJ
φ2
ψ−1n−1
(CN4mn
2(m−1)n
(ξ))(λβ)dλ.
(7.3)
By Lemma 2.3, when restricted to GL2(m−1)n(A)× Sp4n(A),
CN4mn
2(m−1)n
(ξ) ∈ δ
1
2
P 4mn
2(m−1)n
|det|−
m+1
2 ∆(τ,m− 1)⊗ E∆(τ,1).
As in the proof of Theorem 2.5 [GJS12], to calculate the automorphic
exponent attached to this non-trivial constant term (for definition see
I.3.3 [MW95]), we need to consider the action of
gˆ = diag(g, I2n, g
∗) ∈ GL2(m−1)n(A)× S˜p2n(A).
Since r = 2(m − 1)n, β =
(
0 I2(m−1)n
In 0
)∧
. βdiag(In, gˆ, In)β
−1 =
diag(g, I4n, g
∗) =: g˜. Then changing variables in (7.3) λ 7→ g˜λg˜−1
will give a Jacobian |det(g)|−n. On the other hand, by Formula (1.4)
[GRS11], the action of gˆ on φ1 gives γψ(det(g))|det(g)|
1
2 . Therefore,
the gˆ acts by τ(g) with character
δ
1
2
P 4mn
2(m−1)n
|det(g)|−
m+1
2 |det(g)|−nγψ(det(g))|det(g)|
1
2
=γψ(det(g))δ
1
2
P 4mn−2n
2(m−1)n
|det(g)|−
m
2 .
Therefore, as a function on GL2(m−1)n(A)× S˜p2n(A),
CN4mn−2n
2(m−1)n
(FJφ
ψ−1n−1
(ξ))
∈γψδ
1
2
P 4mn−2n
2(m−1)n
|det|−
m
2 ∆(τ,m− 1)⊗D4n2n,ψ−1(E∆(τ,1)).
(7.4)
By Theorem 2.3 [GJS12], we know that D4n2n,ψ−1(E∆(τ,1)) is an irre-
ducible, genuine, ψ-generic, cuspidal automorphic representation of
S˜p2n(A), which lifts to τ with respect to ψ. Hence, as a representation
of GL2(m−1)n(A)× S˜p2n(A),
CN4mn−2n
2(m−1)n
(D4mn2n,ψ−1(E∆(τ,m)))
=γψδ
1
2
P 4mn−2n
2(m−1)n
|det|−
m
2 ∆(τ,m− 1)⊗D4n2n,ψ−1(E∆(τ,1)).
(7.5)
Since, the cuspidal exponent of ∆(τ,m−1) is {(2−m
2
, 4−m
2
, . . . , m−2
2
)},
the cuspidal exponent of CN4mn−2n
2(m−1)n
(FJφ
ψ−1n−1
(ξ)) is {(2−2m
2
, 4−2m
2
, . . . ,−1)}.
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Hence, by Langlands square-integrability criterion [MW95, Lemma
I.4.11], the automorphic representationD4mn2n,ψ−1(E∆(τ,m)) is square-integrable
and is in the discrete spectrum.
This completes the proof of Part (1).
Proof of Part (2).
The proof of irreducibility of E∆(τ,m) is similar to that of E∆(τ,1) which
is given on Page 982 of [GJS12] and in the proof of Theorem 2.1 of
[GRS11]. To show the square-integrable residual representation E∆(τ,m)
is irreducible, it suffices to show that at each local place v,
(7.6) Ind
Sp2mn(Fv)
P2mn(Fv)
∆(τv, m)|·|
m
2
has a unique quotient. Since ∆(τv, m) is the unique quotient of the
following induced representation
Ind
GL2mn(Fv)
Q(2n)m (Fv)
τv|·|
m−1
2 ⊗ τv|·|
m−3
2 ⊗ · · · ⊗ τv|·|
1−m
2 ,
where Q(2n)m is the parabolic subgroup of GL2mn with Levi subgroup
isomorphic to GLm2n. We just have to show that the following induced
representation has a unique quotient
(7.7) Ind
Sp4mn(Fv)
P(2n)m (Fv)
τv|·|
2m−1
2 ⊗ τv|·|
2m−3
2 ⊗ · · · ⊗ τv|·|
1
2 ,
where P(2n)m is the parabolic subgroup of Sp4mn with Levi subgroup
isomorphic to GLm2n.
Since τv is generic and unitary, by [T86] and [V86], τv is full parabolic
induction from its Langlands data with exponents in the open interval
(−1
2
, 1
2
). Explicitly, we can assume that
τv ∼= ρ1|·|
α1 × ρ2|·|
α2 × · · · × ρr|·|
αr ,
where ρi’s are tempered representations, αi ∈ R and
1
2
> α1 > α2 >
· · · > αr > −
1
2
. Therefore, the induced representation in (7.7) can be
written as follows:
ρ1|·|
2m−1
2
+α1 × ρ2|·|
2m−1
2
+α2 × · · · × ρr|·|
2m−1
2
+αr
×ρ1|·|
2m−3
2
+α1 × ρ2|·|
2m−3
2
+α2 × · · · × ρr|·|
2m−3
2
+αr
× · · ·
×ρ1|·|
1
2
+α1 × ρ2|·|
1
2
+α2 × · · · × ρr|·|
1
2
+αr ⋊ 1Sp0.
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Since αi ∈ R and
1
2
> α1 > α2 > · · · > αr > −
1
2
, we can easily see that
the exponents satisfy
2m− 1
2
+ α1 >
2m− 1
2
+ α2 > · · · >
2m− 1
2
+ αr
>
2m− 3
2
+ α1 >
2m− 3
2
+ α2 > · · · >
2m− 3
2
+ αr
> · · ·
>
1
2
+ α1 >
1
2
+ α2 > · · · >
1
2
+ αr > 0.
By Langlands classification, it is easy to see that the induced represen-
tation in (7.7) has a unique quotient which is the Langlands quotient.
This completes the proof of irreducibility of E∆(τ,m).
The proof of irreducibility of D4mn2n,ψ−1(E∆(τ,m)) is similar to that in
Theorem 4.6. We just sketch all the steps needed.
Recall that P 4mn+4n2n = M
4mn+4n
2n N
4mn+4n
2n is the parabolic subgroup
of Sp4mn+4n with Levi subgroup M
4mn+4n
2n isomorphic to GL2n×Sp4mn.
For any φ ∈ A(N4mn+4n2n (BA)M
4mn+4n
2n (F )\Sp4mn+4n(A)τ⊗E∆(τ,m), the
corresponding Eisenstein series defined as follows has a pole at s = m+1
2
:
E(φ, s)(g) =
∑
γ∈P 4mn+4n2n (F )\Sp4mn+4n(F )
λsφ(γg).
The resulting residual representation generated by all the residues is
actually E∆(τ,m+1).
Then, by a similar argument as in the proof of Theorem 4.2, we get
that
D4mn+2n2n,ψ1 ◦ D
4(m+1)n
2n,ψ−1 (E∆(τ,m+1)) 6= 0,
D4mn+2n2n,ψ1 ◦ D
4(m+1)n
2n,ψ−1 (E∆(τ,m+1)) = E∆(τ,m).
(7.8)
Note that, as indicated at the end of the proof of Theorem 4.2, the
irreducibility of E∆(τ,m) plays an essential role in proving the equality
in (7.8).
From Part (1), we see that D4mn2n,ψ1(E∆(τ,m)) is square-integrable and is
in the discrete spectrum. For any irreducible component π ofD4mn2n,ψ1(E∆(τ,m)),
for any φ ∈ A(N4mn+2n2n (A)M˜
4mn+2n
2n (F )\S˜p4mn+2n(A))µψτ⊗π, the corre-
sponding Eisenstein series defined as follows has a pole at s = m.
Denote the residual representation generated by all the residues by
E˜τ,π.
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Since π is irreducible, also by a similar argument as in the proof of
Theorem 4.2, we get that
D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,π) 6= 0,
D4mn2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,π) = π.
(7.9)
Then, using a similar argument as in the proof of Theorem 5.2,
we have that there is an irreducible component π of D4mn2n,ψ1(E∆(τ,m)),
such that the representation space of D4mn+4n2n,ψ1 (E∆(τ,m+1)) has a non-
trivial intersection with the representation space of E˜τ,π. Let π
′ be an
irreducible subrepresentation of E˜τ,π which is in this intersection.
Since E∆(τ,m) is irreducible, by the identity in (7.8) we have E∆(τ,m) =
D4mn+2n2n,ψ1 (π
′) ⊆ D4mn+2n2n,ψ1 (E˜τ,π). Therefore,
D4mn2n,ψ−1(E∆(τ,m)) ⊆ D
4mn
2n,ψ−1 ◦ D
4mn+2n
2n,ψ1 (E˜τ,π) = π,
by (7.9). Hence, D4mn2n,ψ−1(E∆(τ,m)) = π, irreducible.
This completes the proof of the theorem. 
Remark 7.2. Write π˜ = D4n2n,ψ−1(E∆(τ,1)). For
φ˜ ∈ A(N4mn−2n2(m−1)n(A)M˜
4mn−2n
2(m−1)n\S˜p4mn−2n(A))µψ∆(τ,m−1)⊗π˜,
it is easy to see that the corresponding Eisenstein series has a simple
pole at m
2
. Denote the residual representation by E˜∆(τ,m−1),π˜.
From the proof of Part (1) of Theorem 7.1 (in particular, (7.5)), it is
easy to see that if the residual representation E˜∆(τ,m−1),π˜ is irreducible,
then actually we have proved that D4mn2n,ψ1(E∆(τ,m)) = E˜∆(τ,m−1),π˜. And,
with the assumption that E˜∆(τ,m−1),π˜ is irreducible, using similar argu-
ment as that in Theorem 7.1, we can also prove that D4mn−2n2n,ψ−1 (E˜∆(τ,m−1),π˜)
is irreducible, square-integrable and is in the discrete spectrum. Fur-
thermore, since E∆(τ,m−1) is also irreducible by Theorem 7.1, we actually
have
D4mn−2n2n,ψ−1 (E˜∆(τ,m−1),π˜) = E∆(τ,m−1).
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