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We explain the Fano peak (an asymmetric resonance peak) as an interference effect in-
volving resonant states. We reveal that there are three types of Fano asymmetry according
to their origins: the interference between a resonant state and an anti-resonant state, that
between a resonant state and a bound state, and that between two resonant states. We show
that the last two show the asymmetric energy dependence given by Fano, but the first one
shows a slightly different form. In order to show the above, we analytically and microscopi-
cally derive a formula where we express the conductance purely in terms of the summation
over all discrete eigenstates including resonant states and anti-resonant states, without any
background integrals. We thereby obtain microscopic expressions of the Fano parameters
that describe the three types of the Fano asymmetry. One of the expressions indicates that
the corresponding Fano parameter becomes complex under an external magnetic field.
KEYWORDS: Resonant state, Fano parameter, Landauer formula, Aharonov-Bohm effect
1. Introduction
The electronic conduction in nano-scale systems has been studied extensively in recent
years.1–19) The resonant transport is one of its interesting phenomena, where resonant states
affect the conductance in its ballistic transport regime. Resonance is an intrinsic feature of
open systems.18–81) When we use nano-devices, we inevitably attach leads to them. Hence the
devices are always open systems and have resonant states; an electron comes into the device
through a lead, is trapped in the confining potential of the device for a while with a finite
lifetime, and may come out through another lead.
More specifically, resonance scattering has an effect on the electronic conduction through
the celebrated Landauer formula for a microscopic system. The formula tells us that the
conductance G of the system is proportional to the transmission probability T of the quantum
∗E-mail address: hatano@iis.u-tokyo.ac.jp
†E-mail address: gordonez@butler.edu
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scatterer:
G = 2e
2
h
T , (1)
where e is the charge unit and h is the Planck constant. This reduces the problem of the
electronic conduction to the fundamental problem of quantum scattering. Resonant states in
the scattering problem thereby come into play in the electronic conduction.
Many textbook examples of the resonance peak of transmission probability T (or the
conductance G) are of the Lorentzian form. However, Fano in his celebrated paper82) showed
that the resonance peak can generally be of an asymmetric form
G(E) = 2e
2
h
T (E) ∼ (q + E˜)
2
1 + E˜2
, (2)
where E˜ is a dimensionless energy variable whose origin is set at the resonance point. The
newly introduced parameter q, which is now called the Fano parameter, specifies how asymmet-
ric the peak is; the peak reduces to the Lorentzian for q = 0. The asymmetric Fano resonance
has been observed in various fields of physics. For mesoscopic systems, K. Kobayashi et al.
observed Fano resonance peaks in the conductance through an Aharonov-Bohm system with
a quantum dot9, 10) as well as through a T-shaped (or side-coupled) quantum dot.11, 12)
One of the main messages of the present paper is as follows: we can explain the Fano
asymmetry as an interference effect involving resonant states. We will reveal in § 5.2 and
§ 5.4 that there are in fact three types of Fano asymmetry according to their origins: (i) the
interference between a resonant state and an anti-resonant state; (ii) the interference between
a resonant-state pair (a resonant state and the corresponding anti-resonant state) and a bound
state; (iii) the interference between a resonant-state pair and another resonant-state pair. We
will claim in § 5.2 that, though the second and the third types take the form of eq. (2), the
first type contains a term of a slightly different form,(
q + E˜
1 + E˜2
)2
. (3)
Fano’s argument82) for the asymmetric resonance peaks was partially phenomenological
in the following sense: he considered a very general situation where one impurity level is
coupled to a continuum in an arbitrary form and assumed that the system is diagonalized to
produce one resonant state. In strong contrast, we will microscopically analyze open quantum
systems with a specific (but appropriately general) Hamiltonian in the present paper. We are
optimistic that the present argument may be generalized even to systems with interactions;83)
the Landauer formula has been partially extended to interacting cases with the use of many-
body scattering states.84–86)
There have been other approaches to the Fano asymmetry, for example, considering a
matrix element between resonant states due to many-body interactions.87) In the present
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paper, however, we leave out many-body interactions and focus on the one-body problem. In
our work, the Fano asymmetry arises as a crossing term of the form ReA∗B in the square
modulus |A+B|2 of the sum of the wave function amplitudes A and B.
In order to show the above point, in § 3 and § 4, we will analytically develop a resonant-
state expansion of the conductance for open quantum-dot systems. In other words, we will
express the conductance purely in terms of the summation over all discrete eigenstates (eigen-
states with point spectra), namely the resonant states, the anti-resonant states, the bound
states and the anti-bound states. (We will review these terminologies in § 2. Note that in some
papers, the discrete states refer only to the bound states, but we do not use this terminology
here.) The summation over the discrete eigenstates comes into the conductance formula as
squared and hence contains various crossing terms, or interference terms. We will classify all
the interference terms into the above three types.
We then realize that even a resonant state with a broad resonance width and equivalently
with a short lifetime can manifest itself by causing the Fano asymmetry in neighboring res-
onant peaks; an explicit example will be given in § 5.4. Such a very unstable resonant state
is often ignored as unmeasurable. The present result, however, suggests that we may be able
to detect a broad, short-lived resonant state by analyzing the Fano asymmetry of nearby
resonant peaks.
Another important message of the present paper is the following; the resonant-state ex-
pansion that we will derive in § 4 and use in the conductance formula in § 5, does not contain
any background integrals. The expansion takes the following form (see § 4 for details):
GR(E) +GA(E) =
∑
n
|ψn〉〈ψ˜n|
E − En , (4)
where GR and GA on the left-hand side denote the retarded and advanced Green’s func-
tions, respectively, whereas the summation on the right-hand side is taken over all discrete
eigenstates with ψn and ψ˜n being the corresponding right- and left eigenvectors, respectively.
This is a remarkable fact from the viewpoint of common difficulties that the resonant
expansion initiated by Berggren27, 31, 88) usually faces. The standard resonant-state expansion
of a Green’s function starts from the resolution of unity that R.G. Newton proved89)
1 =
∑
p
|ψbp 〉〈ψ˜bp |+
∫
dk
2pi
|ψk〉〈ψ˜k|, (5)
where, on the right-hand side, the summation is taken over the bound states and the integral
is taken over an appropriate range. When we apply the resolution of unity, eq. (5), to the
Green’s functions, we have
GR/A(E) =
∑
p
|ψbp 〉〈ψ˜bp |
E − Ep ± iδ +
∫
dk
2pi
|ψk〉〈ψ˜k|
E − Ek ± iδ . (6)
We can take into account some of the resonant states or the anti-resonant states by modifying
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the integration contour on the right-hand side in the complex k plane.27, 31, 88) The integration,
however, persists as a background integral no matter how we modify its contour. Hence, most
studies that consider the Fano asymmetry in eq. (2) had to use approximations by omitting
the background integral at least. In contrast, we will eliminate the background integral by
summing up the retarded and advanced Green’s functions. Therefore, our treatment of the
Fano asymmetry in § 5 is free from approximations, keeping all terms.
It would be useless, of course, if we were not able to express the conductance in terms
of the sum of the retarded and advanced Green’s functions. In fact, we will derive from the
Landauer formula, an expression of the conductance in terms of the two matrices given by
Λ ≡ GR +GA, (7)
iΓ ≡ (GR)−1 − (GA)−1 , (8)
not using each of GR and GA alone; see § 3 for details. We will thereby be able to express
the conductance in terms of the resonant-state expansion in eq. (4). We again emphasize that
there will be no background integrals in the expression that we will derive. To our knowledge,
this is the first example of such case (see ref. 90).
The open quantum system that we will analyze hereafter is specific but general enough
to account for various physically interesting systems. For example, we can consider a system
often called a “T-shaped quantum dot” or a “side-coupled quantum dot” as well as a side-
coupled quantum-dot array.11, 12, 95–113) The T-shaped quantum dot has been experimentally
realized and studied extensively. A similar situation was also studied in the context of quantum
wave guides.114–116) One of the many interesting results is observation of Fano asymmetric
peaks.11, 12) This is one of the motivations of the present study.
The present paper is organized as follows. In § 2, we will review the theory of resonant
states in open quantum systems. We will introduce the terminologies such as the resonant
states, the anti-resonant states, the bound states and the anti-bound states. In § 3, we will
express the transmission probability (and hence the conductance) in terms of the two matrices
Λ and Γ defined in eqs. (7) and (8). In order to do so, we will regard eqs. (7) and (8) as a
set of simultaneous matrix equations and solve it with respect to GR and GA. In § 4, we will
express, for an N -site open quantum-dot model, the retarded and advanced Green’s functions
in terms of the summation over all the discrete eigenstates. Combining the results in § 3
and § 4, we will derive a conductance formula in terms of the summation over all discrete
eigenstates without any background integrals. In § 5, we will show that the asymmetry of the
Fano conductance peak arises from the interference between discrete states and classify them
into the above-mentioned three types. We will derive microscopic expressions of the Fano
parameters that control the asymmetry of the Green’s functions. We will also argue that the
thus-defined Fano parameter becomes complex in the presence of an external magnetic field
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that induces the Aharonov-Bohm effect.
2. Resonant states
As a preparation for the main part of the present paper, we review in this section math-
ematics of the resonant state as an eigenfunction of the time-independent Schro¨dinger equa-
tion.19) There are a dynamical view of resonance and a static one. In the dynamical view, the
resonance is described as follows; a particle comes into a scattering potential, is captured for
a while and escapes after a lifetime. This time evolution is governed by the time-dependent
Schro¨dinger equation. In the present paper, we focus on the static view, where resonance is
described as an eigenstate of the time-independent Schro¨dinger equation.19)
It is rather common in the static view to define a resonant state as a pole of the S matrix.
In fact, there are mainly two ways of defining the resonant state in the static view. (We have
been notified that there is yet another way.117)) The definition based on the S matrix may
be called the indirect method.118) We here use the direct method of its definition; that is, we
describe it as an explicit eigenfunction of the Schro¨dinger equation.19–32, 119)
Suppose that we have a scatterer with several semi-infinite leads attached to it. For sim-
plicity and concreteness, we hereafter restrict ourselves to the tight-binding model for the lead
Hamiltonians. The total Hamiltonian is of the form
H = Hd +
∑
α
(Hα +Hd,α) , (9)
where Hd is the one-body Hamiltonian of the scatterer (namely, the dot Hamiltonian), Hα is
the Hamiltonian of a lead α, and Hd,α is the coupling between the dot and the lead α. We
assume that the leads are given by tight-binding models as
Hα = −t
∞∑
xα=0
(|xα + 1〉〈xα|+ |xα〉〈xα + 1|) , (10)
where t > 0. Therefore, the energy Ek and the wave number k of incoming and outgoing
electrons are related through the dispersion relation
Ek ≡ −2t cos k. (11)
In other words, the band width is 4t. (The formulation throughout the present paper is
basically unchanged in the wide-band limit, where we first shift the energy band to [0, 4t] and
let t to ∞.) Specific examples of the system are given in § 5.
We can define the resonant state as a solution of the time-independent Schro¨dinger equa-
tion for the whole Hamiltonian H under the boundary conditions that the wave function has
only out-going waves away from the scatterer.19–22) The condition is often called the Siegert
condition.21) More specifically, we seek discrete and generally complex eigenvalues En of the
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Table I. Classification of the discrete eigenstates (eigenstates with point spectra).
Bound states kr
b
p = 0 κ
b
p > 0 first Riemann sheet E
b
p < −2t
kr
b
p = pi κ
b
p > 0 first Riemann sheet E
b
p > 2t
Anti-bound states kr
ab
q = 0 κ
ab
q < 0 second Riemann sheet E
ab
q < −2t
kr
ab
q = pi κ
ab
q < 0 second Riemann sheet E
ab
q > 2t
Resonant states kr
res
l > 0 κ
res
l < 0 second Riemann sheet Ei
res
l < 0
Anti-resonant states kr
ar
m < 0 κ
ar
m < 0 second Riemann sheet Ei
ar
l > 0
whole system H,
H|ψn〉 = En|ψn〉, (12)
〈ψ˜n|H = En〈ψ˜n|, (13)
in the first Brillouin zone −pi < Re k ≤ pi under the Siegert boundary condition as19, 120, 121)
〈xα|ψn〉 = 〈ψ˜n|xα〉 ∝ eikn|xα| (14)
for xα on any lead α, where |ψn〉 is the right-eigenfunction and 〈ψ˜n| is the left-
eigenfunction.24–32, 122, 123) (Note that 〈ψ˜n|† 6= |ψn〉 in general.) The thus-obtained eigen-wave-
number
kn ≡ krn + iκn (15)
as well as the corresponding eigenenergy
En ≡ Ern + iEin = −2t cos kn (16)
are generally complex numbers. The complex eigenenergy is possible because the correspond-
ing eigenfunction (14) is outside the Hilbert space for the complex wave number (15). Note
here that we have two Riemann sheets of E for the entire complex plane of k (Fig. 1). A
branch cut −2t < E < 2t with two branch points E = ±2t connects the two Riemann sheets.
The discrete eigenstates thus obtained are classified as follows (Table I and Fig. 1). First,
the eigenstates with κn > 0 are necessarily on the imaginary axis Re k = 0 or on the edge of
the Brillouin zone Re k = pi. (In systems with continuous space, the bound states exist only
on the imaginary k axis; the bound states on the line Re k = pi appear because the leads of the
present system are lattice systems and hence the energy band (11) has an upper bound.) By
putting κn > 0 in eq. (14), we see that the eigenstates are in fact bound states. Hereafter, we
use the subscript p and the superscript ‘b’ for the bound states as in kbp and E
b
p . The bound
states with kr
b
p = 0 have real negative eigenenergies E
b
p < −2t while the bound states with
kr
b
p = pi have real positive ones E
b
p > 2t.
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Fig. 1. (Color online) (a) Distribution of the eigen-wave-numbers kbp of the bound states (black
crosses), kresl of the resonant states (blue crosses), k
ar
m of the anti-resonant states (green crosses),
and kabq of the anti-bound states (red crosses) on the complex wave-number plane. (b) Distribution
of the eigenvalues Ebp of the bound states (black crosses), E
res
l of the resonant states (blue crosses),
Earm of the anti-resonant states (green crosses), and E
ab
q of the anti-bound states (red crosses) on
the complex energy plane. The upper and lower halves of the k plane respectively correspond to
the first and second Riemann sheets of the E plane. A branch cut −2t < E < 2t accompanied by
two branch points E = ±2t connect the two Riemann sheets.
7/65
J. Phys. Soc. Jpn. Full Paper
Next, the eigenstates in the fourth quadrant of the k plane are referred to as the resonant
states. Hereafter, we use the subscript l and the superscript ‘res’ for the resonant states as in
kresl and E
res
l . The corresponding eigenenergies are in the lower half of the second Riemann
sheet of the E plane: Ei
res
l < 0.
Third, the eigenstates in the third quadrant of the k plane are referred to as the anti-
resonant states. (In the context of the condensed-matter physics, some refer to a resonance
in the form of a dip of the conductance as an anti-resonance. In the present terminology, this
is still associated with a resonant state, which is different from the anti-resonant state here.)
Hereafter, we use the subscript m and the superscript ‘ar’ for the resonant states as in karm
and Earm . The corresponding eigenenergies are in the upper half of the second Riemann sheet
of the E plane: Ei
ar
m > 0. A resonant state and an anti-resonant state always appear in pair.
The states of a pair are related to each other as
|ψarm〉 = 〈ψ˜resl |†, and 〈ψ˜arm | = |ψresl 〉†, (17)
karm = − (kresl )∗ , or
kr
ar
m = −krresl and κarm = κresl , (18)
Earm = (E
res
l )
∗ , or
Er
ar
m = Er
res
l and Ei
ar
m = −Eiresl ; (19)
see Appendix A. We refer to a pair of the resonant state and the corresponding anti-resonant
state as a resonant-state pair.
Some systems have additional states on the negative part of the imaginary k axis or on
the negative part of the edge of the Brillouin zone Re k = pi. Such states often appear when
resonant and anti-resonant states of a pair collide on the k = 0 or k = pi axis or when a
bound state moves down into the lower k plane on the k = 0 or k = pi axis. We refer to them
as anti-bound states124) and use the subscript q and the superscript ‘ab’ as in kabq and E
ab
q .
Anti-bound states possess real eigenenergies (see Appendix A) but on the second Riemann
sheet and still have properties of the resonant states such as diverging wave functions.
For a practical method of finding all discrete states, see Appendices B and D, where we
employ the method of an effective Hamiltonian with self-energies of the leads. We can show
that the model that we will introduce in § 3 has 2N discrete eigenstates in total, where N is
the number of sites of the tight-binding model for the quantum scatterer Hd; see Appendix
D.
3. Conductance formula for an open quantum N-level dot
In the present section, we will consider anN -level extension of the Friedrichs-Fano (Newns-
Anderson) model.82, 123, 125–130) We will derive a simple conductance formula for the model.
Then in § 4, we will show that the formula is given by pure summation over all the discrete
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eigenstates without any background integrals. We do not claim that this formula is advanta-
geous in actual computation. We rather emphasize the fact that the formula explicitly shows
that the conductance contains interference terms between various discrete states listed in § 2.
The model that we discuss hereafter is a general one-body problem of an N -“site” (or
N -level) dot with two semi-infinite leads attached to it, as illustrated in Fig. 2(a). (We will
show below that the “site” is not necessarily an actual spatial position but can represent an
energy level.) The Hamiltonian is given by
H = Hd +
∑
α=1,2
(Hα +Hd,α) , (20)
where the quantum dot is given by a tight-binding Hamiltonian of the form
Hd ≡
N∑
i=1
εi|di〉〈di|
−
∑
16i<j6N
vij (|di〉〈dj |+ |dj〉〈di|) , (21)
with {di} denoting “sites” (or levels) in the dot, εi the potential at the site i, and vij the
hopping element between the sites i and j with vij ∈ R and vij ≡ vji, while each lead is given
by the standard tight-binding Hamiltonian
Hα ≡ −t
∞∑
xα=0
(|xα + 1〉〈xα|+ |xα〉〈xα + 1|) (22)
with t > 0. The coupling between the dot and each lead is given by
Hd,α ≡− tα (|xα = 0〉〈dα|+ |dα〉〈xα = 0|) (23)
with tα denoting the hopping element between the site dα, to which the lead α is attached,
and the end point xα = 0 of the lead α. As stated above and in eq. (20), we consider the case
where there are two leads, α = 1, 2, attached to two contact sites d1 and d2.
The above system is an N -site (or N -level) extension of the Friedrichs-Fano
model.82, 123, 125–130) The model (20)–(23) is so general that it can account for the system
shown in Fig. 2(b) with the dot Hamiltonian of a partially diagonalized form
Hd ≡
N∑
µ=3
εµ|dµ〉〈dµ|
−
∑
α=1,2
N∑
µ=3
vαµ (|dα〉〈dµ|+ |dµ〉〈dα|) , (24)
where εµ now denotes the energy of a one-particle level µ, not necessarily a spatial site. The
model may be experimentally realized in the structure schematically shown in Fig. 2(c), where
a quantum dot is sandwiched by two quantum wires.
As a simpler case, our model also includes the side-coupled (or T-shaped) quantum-dot
9/65
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Fig. 2. (Color online) (a) The model that we consider in present paper, an open quantum N -“site”
dot with two semi-infinite leads. The couplings among the “sites” as well as those between each
lead and the contacting site of the dot can be arbitrary. Therefore, the model includes the cases
exemplified in (b) and (d). The model may be achieved experimentally in a structure (c), where
two quantum wires are coupled to multiple levels of a quantum dot, as well as in a structure (e),
where a quantum point contact (QPC) couples an infinite quantum wire to a level of a quantum
dot, a situation often called a side-coupled dot.
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system shown in Fig. 2(d). The side-coupled quantum-dot systems have been intensively stud-
ied11, 12, 95–113) in various contexts including the Kondo problem. (Note, however, that we here
do not take account of the electron-electron interactions.) The model may be experimentally
realized in the structure schematically shown in Fig. 2(e), where a quantum dot is connected
to a quantum wire through a quantum point contact. A ‘quantum point contact’ may be con-
sidered in fact as a narrow valley that couples both sides of the contact. When the separation
of the energy levels in the quantum dot is wide enough, the quantum point contact may couple
the wire with only several levels in the quantum dot. Such situations may be summarized in
the form (20).
We will obtain the conductance G(E) from the lead 1 to the lead 2 in the form
G12(E) = 2e
2
h
Γ11Λ12Γ22Λ21
× −(D − 4)±
√
(D + 4)2 − 4T 2
2(T 2 − 4D) , (25)
where Λ and Γ are N -by-N matrices given by
Λ ≡ GR +GA (26)
iΓ ≡ (GR)−1 − (GA)−1 (27)
with GR and GA being the retarded and advanced Green’s functions of the total Hamiltonian
H, respectively, and
T = Tr ΓˇΛˇ, (28)
D = det ΓˇΛˇ. (29)
The matrices Γˇ and Λˇ are two-by-two matrices constructed from the (1, 1), (1, 2), (2, 1), and
(2, 2) elements of the N -by-N matrices Γ and Λ, respectively, where 1 and 2 denote the
contact sites; see Appendix B and particularly eq. (B·31) for details. Because the matrix Γ
has only diagonal elements at the contact sites d1 and d2 as shown below, we can reduce the
Hilbert space to the two-dimensional space spanned by |d1〉 and |d2〉. Then all calculations in
eqs. (25)–(29) can be carried out in terms of two-by-two matrices instead of original N -by-N
matrices. The point to note here is that the conductance G12 (or the transmission probability
T12) is given by the matrices Λ and Γ only, not in terms of each of GR or GA.
The reason why we use the matrix Λ is as follows. In § 4, we will show that the matrix Λ
can be expanded purely in terms of all the discrete eigenstates as
Λ =
∑
n∈p,q,l,m
|ψn〉〈ψ˜n|
E − En (30)
for the states of the central dot, {|di〉}, (and more specifically for the contact sites |d1〉 and
|d2〉), where the subscripts p, q, l and m respectively denote sets of the bound states, the
11/65
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anti-bound states, the resonant states and the anti-resonant states, whereas |ψn〉 and 〈ψ˜n| are
the right- and left-eigenvectors of each state, respectively; see Appendix A. The important
point here is that the expansion does not contain any background integrals. This shows that
the ‘background’ of the conductance profile (25) is not a background, but in fact, just a sum
of the tails of various resonance peaks. (One could of course refer to the sum of the tails as
a ‘background,’ but we do not use this terminology in order to emphasize that we are free of
background integrals.) Note at this point that the expression (25) has the factors of the form
ΛαβΛβα = |Λαβ|2, which contains crossing terms, or interferences, between various discrete
states. (In the absence of a magnetic field Λαβ is real.)
On the other hand, the matrix Γ defined by eq. (27), or by
GA −GR = iGRΓGA, (31)
is given by
Γ ≡
∑
α=1,2
Γ(α) (32)
with
Γ(α) ≡ tα
2
t2
√
4t2 − E2|dα〉〈dα|; (33)
see Appendix B for details. The N -by-N matrix Γ is, in the two-dimensional Hilbert subspace
of the contact sites |d1〉 and |d2〉, given in the form
Γˇ =
√
4t2 − E2
t2
(
t1
2 0
0 t2
2
)
; (34)
all other elements are zero. Equation (30) shows that the real part of the Green’s function is
given by the discrete eigenstates, while eq. (34) shows that the imaginary part of the Green’s
function is given by the inverse of the van Hove singularities at the branch points E = ±2t.
The simultaneous matrix equations (26) and (31) result in the matrix Riccati equations
〈di|
{
GR (iΓ)GR −GR [2 + (iΓ)Λ] + Λ} |dj〉 = 0, (35)
〈di|
{
GA (−iΓ)GA − [2 + Λ (−iΓ)]GA + Λ} |dj〉 = 0. (36)
The solution gives each Green’s function in terms of the contribution of the discrete eigen-
states, Λ, and the contribution of the branch-point singularities, Γ. We first solve eqs. (35)
and (36) for the sites d1 and d2 and then use the solution in the Fisher-Lee relation
2, 131)
G12(E) ≡ 2e
2
h
Tr
(
Γ(1)GRΓ(2)GA
)
=
2e2
h
Γ11G
R
12Γ22G
A
21. (37)
For details of the solution, see Appendix E. We thus arrive at the conductance G(E) between
the lead 1 and the lead 2 in the form (25). The sign in front of the square root of eq. (25) is
12/65
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chosen according to the rule that is also given in Appendix E.
The formula (25) may be less advantageous than the formula (37) in actual computation
of the conductance. It is not our aim here to find an easy-to-calculate formula. Our aim is to
show explicitly that the conductance contains the pure summation over all discrete eigenvalues,
eq. (30), not any background integrals.
Incidentally, eq. (25) reduces to a much simpler formula particularly when the contact
sites d1 and d2 are identical, in other words, when the two leads are attached to one site as
in the T-shaped quantum dot of Fig. 2(d). Hereafter, whenever the two leads are attached
to one site, we will denote the one contact site as d0. In this case, the Γ matrix has only the
(0, 0) element
Γˇ = Γ00 =
√
4t2 − E2
t2
(
t1
2 + t2
2
)
. (38)
Then, we modify the quantities in eq. (25) as
Γ11 −→ t1
2
t12 + t22
Γ00, (39)
Γ22 −→ t2
2
t12 + t22
Γ00, (40)
Λ11,Λ22,Λ12,Λ21 −→ Λ00, (41)
T = Γ11Λ11 + Γ22Λ22 −→ Γ00Λ00, (42)
D = Γ11Γ22 (Λ11Λ22 − Λ12Λ21) −→ 0, (43)
where T and D were defined in eqs. (28) and (29). The conductance in this case is thereby
given by
G00(E) = e
2
h
(
2t1t2
t12 + t22
)2 1±
√
1−
(
Λ00Γ00
2
)2. (44)
Indeed, we can confirm this expression, following the derivation in Appendix E for the two-
contact case with its simplification to the one-contact case.
4. Resonant-state expansion of the Green’s functions
As we mentioned in § 3, the conductance formula (25) contains the matrix elements of
Λ squared, whereas the matrix Λ is given by the summation over all discrete eigenstates as
eq. (30). We thereby have interferences between the discrete eigenstates. This is the main
point of the present paper.
Let us describe the derivation of the resonant-state expansion (30) hereafter. We can
obtain the exact expression of the scattering states of the system (20), namely the Friedrichs
solution125) |ψk〉, with the eigenvalue Ek = −2t cos k; see Appendix F. The completeness with
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Fig. 3. (Color online) (a) The integration contour CRBZ (purple curve) for the retarded Green’s func-
tion GR(E) and (b) the integration contour CABZ (cyan curve) for the advanced Green’s function
GA(E), with the circular (gray) contours extracting bound states in the complex wave-number
plane.
respect to the scattering states is given by89)
1 =
∑
p
|ψbp 〉〈ψ˜bp |+
∫
BZ
dk
2pi
|ψk〉〈ψ˜k|, (45)
where |ψbp 〉 is a bound state and |ψk〉 is a scattering state given in Appendix F, and we used
the notation
|ψk〉〈ψ˜k| ≡
∑
α
|ψk,α〉〈ψ˜k,α|. (46)
We first express the retarded and advanced Green’s functions in the spectral representation;
GR(E) =
∑
p
|ψbp 〉〈ψ˜bp |
E −Ebp
+
∫
CR
BZ
dk
2pi
|ψk〉〈ψ˜k|
E − Ek , (47)
GA(E) =
∑
p
|ψbp 〉〈ψ˜bp |
E −Ebp
+
∫
CA
BZ
dk
2pi
|ψk〉〈ψ˜k|
E − Ek , (48)
where the integration contours CRBZ and C
A
BZ cover the Brillouin zone as indicated in Fig. 3.
Next, we replace the integration contours CRBZ and C
A
BZ with the ones shown in Fig. 4.
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Fig. 4. (Color online) (a) The integration contours CR⊥(κ0) and C
R
‖ (κ0) (purple curves) for the re-
tarded Green’s function GR(E), modified for extracting the resonant states (blue crosses) in the
complex wave-number plane. (b) The integration contours CA⊥(κ0) and C
A
‖ (κ0) (cyan curves) for
the advanced Green’s function GA(E), modified for extracting the anti-resonant states (green
crosses).
Then the retarded Green’s function GR(E) acquires the residual integrals of the resonant
states kresl , which lie in the fourth quadrant, while the advanced Green’s function G
A(E)
acquires the residual integrals of the anti-resonant states karm , which lie in the third quadrant:∮
C(k=kres
l
)
dk
2pi
|ψk〉〈ψ˜k|
E − Ek =
|ψresl 〉〈ψ˜resl |
E − Eresl
, (49)
∮
C(k=karm)
dk
2pi
|ψk〉〈ψ˜k|
E − Ek =
|ψarm〉〈ψ˜arm |
E − Earm
. (50)
We then have
GR(E) =
∑
p
|ψbp 〉〈ψ˜bp |
E − Ebp
+
∑
l
|ψresl 〉〈ψ˜resl |
E −Eresl
+ lim
κ0→+∞
∫
CR⊥(κ0)+C
R
‖
(κ0)
dk
2pi
|ψk〉〈ψ˜k|
E − Ek , (51)
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GA(E) =
∑
p
|ψbp 〉〈ψ˜bp |
E − Ebp
+
∑
m
|ψarm〉〈ψ˜arm |
E − Earm
+ lim
κ0→+∞
∫
CA⊥(κ0)+C
A
‖
(κ0)
dk
2pi
|ψk〉〈ψ˜k|
E − Ek . (52)
Here CR‖ (κ0) indicates the sum of the paths parallel to the real axis and C
R
⊥(κ0) the sum of the
paths perpendicular to the real axis including the contributions from the anti-bound states;
see Fig. 4 for the definitions of these contours. Note that κ0 of the modified integration contour
must be positive and greater than the imaginary parts of all the resonant eigen-wave-numbers.
A comment is in order here. Many studies on resonant-state expansions stop here and
hence have background integrals, that is, the third terms in eqs. (51) and (52), respectively.
The key point of our algebra is to cancel these background integrals by summing up the two.
Let us sum up the retarded and advanced Green’s functions;
GR(E) +GA(E)
=2
∑
p
|ψbp 〉〈ψ˜bp |
E − Ebp
+
∑
l
|ψresl 〉〈ψ˜resl |
E − Eresl
+
∑
m
|ψarm〉〈ψ˜arm |
E −Earm
+ lim
κ0→∞
∫
CR⊥(κ0)+C
A
⊥(κ0)
dk
2pi
|ψk〉〈ψ˜k|
E − Ek
+ lim
κ0→∞
∫
CR
‖
(κ0)+CA‖ (κ0)
dk
2pi
|ψk〉〈ψ˜k|
E − Ek . (53)
The sum of the contributions of the integration contour CR⊥(κ0) and C
A
⊥(κ0) is equal to the
contribution of the bound states and anti-bound states except for the sign;
lim
κ0→∞
∫
CR⊥(κ0)+C
A
⊥(κ0)
dk
2pi
|ψk〉〈ψ˜k|
E − Ek
=−
∑
p
|ψbp 〉〈ψ˜bp |
E − Ebp
+
∑
q
|ψabq 〉〈ψ˜abq |
E − Eabq
. (54)
On the other hand, we proved that the contributions of the parallel integration contours
CR‖ (κ0) and C
A
‖ (κ0) vanish for the states on the central dot; i.e. for |di〉 and |dj〉 with any i
and j, we have
lim
κ0→+∞
∫
CR
‖
(κ0)+CA‖ (κ0)
dk
2pi
〈di|ψk〉〈ψ˜k|dj〉
E − Ek = 0. (55)
See Appendix G for the proof.
Thus we find that the sum of the retarded and advanced Green’s functions is equal to the
contributions of only the discrete eigenstates for the states on the central dot, {|di〉}, (Fig. 5);
〈di|
(
GA(E) +GR(E)
) |dj〉 = 〈di|Λ(E)|dj〉, (56)
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Fig. 5. (Color online) Summation of the modified integration contours for the retarded and advanced
Green’s functions in the complex wave-number plane results in the sum of the contributions of all
discrete eigenstates containing the bound states (black crosses), the resonant states (blue crosses),
the anti-resonant states (green crosses) and the anti-bound states (red crosses).
where
Λ(E) ≡
∑
n∈p,q,l,m
|ψn〉〈ψ˜n|
E − En . (57)
We will show in Appendix D that there are 2N pieces of discrete eigenvalues in total.
The factor (56) comes into the conductance formula (25) and causes resonance peaks as
well as interferences among them in the conductance profile. In other words, we revealed
the effect of resonant states and bound states on the conductance explicitly and rigorously.
To our knowledge, this is for the first time the conductance is exactly given in terms of the
summation over simple poles of the discrete eigenstates (see ref. 90). This became possible
because we succeeded in canceling out the background integrals by summing up the retarded
and advanced Green’s functions.
Incidentally, we found that, when the couplings between the dot and each lead, t1 and
t2, are equal to the hopping amplitude t, two of the discrete eigenvalues become infinite;
see Appendix H. This contribution may be regarded as a background integral, although it is
purely a constant independent of the energy E.
Finally, we make a comment from another point of view. The background integrals shown
in Fig. 3, when mapped to the complex energy plane, would have given rise to branch-point
singularities (or the van Hove singularities) at the band edges E = ±2t. While the resonance
poles yield the Markovian dynamics (exponential decay), the branch-point singularities are
known to yield non-Markovian dynamics (i.e., power-law decay) with no characteristic time
or length scales, which cause deviations from exponential decay for both long time scales132)
and short time scales.133, 134) The reason why we have been able to exclude the background
integrals from the conductance formula is that the Landauer conductance does not have the
branch-point singularities at the band edges. The branch-point singularities are eliminated
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by the factor
√
4t2 − E2 in the numerator of the matrix Γ given in eq. (33). Therefore, the
Landauer conductance continually converges to zero at the band edges, without having any
van Hove singularities. This lack of the branch-point singularities is the reason why we can
express the Landauer formula purely in terms of the resonance poles.
5. Quantum interference effect of discrete eigenstates
In the present section, we argue that the Fano conductance arises as a result of interference
between discrete eigenstates. The conductance formulae (25) and (44) have a square of the
summation over the discrete eigenstates. Therefore, we have crossing terms within a resonant-
state pair (between a resonant state and an anti-resonant state), between two resonant-state
pairs (two sets of a resonant state and an anti-resonant state), and between a resonant-state
pair and a bound state. We show in the present section that discrete eigenvalues decide
the symmetry or the asymmetry of the conductance peaks in addition to the location of
the conductance peaks, using several examples. We thereby microscopically derive the Fano
parameters that control the asymmetry of Λ2. We then relate the parameters to the Fano
parameter that controls the asymmetry of the conductance as well as to Fano parameter that
appears in Fano’s original argument.82)
We will stress two more points in the present section. We will show that a sharp resonance
peak due to a resonant state with a small imaginary part is strongly asymmetrized by a
broad resonance peak nearby due to a resonant state with a large imaginary part. A broad
resonance peak is often left out from consideration as a background. The present result shows
that broad resonances can manifest themselves as the asymmetry of nearby sharp resonances
and suggests that we may be able to detect a broad one from the Fano parameter of a sharp
one.
The third point of the present section is the effect of an applied magnetic field. We will show
that an external magnetic field that causes an Aharonov-Bohm phase in the dot makes the
Fano asymmetric parameter complex. This result is indeed consistent with recent experimental
observation.9–11)
In § 5.1, § 5.2 and § 5.4, we consider the system (20) with the following restrictions: the two
semi-infinite leads are attached to one site, which is denoted by d0; the coupling t1 = t2 = t; the
number of sites in the dot N = 1, 2, 3 (and therefore, according to the argument developed in
Appendix D, the number of discrete eigenvalues 2N = 2, 4, 6). Because the two semi-infinite
leads are attached to one site “0” in these cases, the conductance is given by the simpler
formula (44) and the system is free from the problem described in Appendix H. We will
microscopically derive the three types of the Fano parameter that controls the asymmetry of
Λ2. In § 5.3 we then reveal the relation between the Fano parameter for Λ2 and the Fano
parameter for the conductance.
We consider in § 5.5 a case where the two semi-infinite leads are attached to different sites
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d1 and d2 of a triangle (i.e. N = 3). In this particular case, we set t1 = t2 = t/2 and thereby
have six discrete eigenvalues; if we set t1 = t2 = t, two eigenvalues would tend to infinity as
we describe in Appendix H. We then apply an external magnetic field in § 5.6 to the system
in § 5.5. This causes an Aharonov-Bohm phase in the triangle of the dot. We will then find
that the Fano parameter becomes complex under a magnetic field.
We finally consider in § 5.7 the effect of changing tα in § 5.7. Throughout the present
section, we computed the conductance using the Fisher-Lee relation (37) and obtained all
discrete eigenvalues solving eq. (D·1).
5.1 Point contact system: N = 1
First we show the conductance as well as the discrete eigenvalues of the one-site dot,
namely the point contact shown in Fig. 6. There are only two bound states and no resonant
Fig. 6. (Color online) A point contact d0.
state. We plot in Fig. 7 the conductance with the eigenvalues of the two bound states for
ε0/t = 0, 1, 1.5, 2, 2.5. The conductance of the point contact has no peculiar behavior such
Fig. 7. (Color online) The energy dependence of the conductance (the left axis) and the discrete
eigenvalues of the bound states (the right axis) for the one-site dot with ε0/t = 0, 1, 1.5, 2, 2.5.
as the Breit-Wigner peak or the Fano peak. Upon increasing the potential ε0, the eigenvalues
of the two bound states move away from the branch points E = ±2t. This decreases the
contribution of the quantity
Λ00(E) =
∑
p=1,2
〈d0|ψbp 〉〈ψ˜bp |d0〉
E − Epp (58)
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and hence deflates the conductance gradually.
5.2 T-shaped quantum-dot system: N = 2
We next show the conductance and the discrete eigenvalues of the two-site quantum dot,
namely a T-shaped (or side-coupled) quantum dot shown in Fig. 8. This may be realized when
Fig. 8. (Color online) A two-site quantum dot.
the quantum point contact depicted in Fig. 2 couples the quantum wire with an energy level
in the quantum dot. This system is a minimal model that possesses a resonant-state pair (a
resonant state and the corresponding anti-resonant state) and is directly related to Fano’s
original argument.82)
We plot in Fig. 9 the conductance and all the discrete eigenvalues. Since the dot Hamilto-
nian contains N = 2 sites, the system has 2N = 4 pieces of discrete eigenstates, two of which
are the resonant-state pair, Eres and Ear. The other two eigenstates are both bound states, Eb1
and Eb2 , for the parameter set in Fig. 9(a), that is, for ε0/t = 0, ε1 = 0 and v01/t = v10/t = 1.
As we increase ε0, however, one of the bound states moves down on the k = 0 axis onto the
lower k plane and becomes an anti-bound state, Eab, whereas the other remains a bound
state, Eb, in Fig. 9(b–d) for ε/t = 1, 3, 5.
We have a Breit-Wigner dip for ε0 = 0, but for ε0 6= 0, we have an asymmetric peak,
namely a Fano conductance peak. Maruyama et al.105) claimed that the asymmetry of the
conductance peak of the T-shaped quantum dot is proportional to ε0. We here discuss the
asymmetry from the viewpoint of interference among the discrete eigenstates.
The conductance formula (44) contains the square of the sum over the discrete eigenvalues
of the form
Λ00(E)
2 =
(
Λb+ab(E) + Λpair(E)
)2
, (59)
where
Λb+ab(E) ≡〈d0|ψ
b〉〈ψ˜b|d0〉
E − Eb +
〈d0|ψab〉〈ψ˜ab|d0〉
E − Eab , (60)
Λpair(E) ≡〈d0|ψ
res〉〈ψ˜res|d0〉
E − Eres +
〈d0|ψar〉〈ψ˜ar|d0〉
E − Ear . (61)
Since the conductance formula (44) is given in the form
G00 ∝ Λ00
2
1∓
√
1− (Γ00Λ002 )2
, (62)
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Fig. 9. (Color online) (a) The ε0 dependence of the conductance (the left axis) and the discrete
eigenvalues (the right axis) for the two-site dot with (a) ε0/t = 0, (b) ε0/t = 1, (c) ε0/t = 3 and
(d) ε0/t = 5. Here we fixed ε1/t = 0 and v01/t = v10/t = 1.
the symmetry or the asymmetry of the quantity Λ00(E)
2 is directly reflected on the symmetry
or the asymmetry of the conductance peak; see Fig. 10. Equation (59) therefore implies that
the symmetry or the asymmetry of the conductance peak is strongly affected by crossing
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Fig. 10. (Color online) Λ00(E) (blue curve in the whole range with two singularities at the bound
and anti-bound states), Γ00(E) (green oval curve), Γ00(E)Λ00(E) (red curve) and the conductance
G00(E) (black curve in the range |E| < 2t) for the two-site dot. The parameter values are the
same as in Fig. 9(c). The gray vertical lines indicate the bound and anti-bound states (Eab =
−3.36212 . . ., Eb = 3.82578 . . .) as well as the real part of the resonant-state pair (Eres/ar =
−0.23183 . . .∓ i0.154915 . . .).
terms, or the interference between states with discrete eigenvalues. We hereafter show that
the Fano conductance peak arises from two types of interference, or two types of crossing terms.
First, we have a crossing term within the resonant-state pair, or the interference between the
resonant state and the anti-resonant state. Second, we have a crossing term between the bound
and anti-bound states and the resonant-state pair.
We compare in Fig. 11 the following quantities:
Fig. 11. (Color online) The quantities Ω(E) (gray curve), Ωb(E) (chained green curve), Ωpair(E)
(broken red curve) and Ωb-pair(E) (dotted blue curve), defined in eqs. (59)–(66), plotted with the
conductance (solid black curve), eq. (37), or eq. (44). The system is the two-site quantum dot. We
fixed ε0/t = 5, ε1/t = 0 and v01/t = v10/t = 1. The gray vertical line indicates the real part of
the resonant eigenvalue Eresr = −0.172712 . . ..
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Ω(E) ≡
(
Γ00Λ00
2
)2
=
Γ00
2
4
(
Λb+ab(E) + Λpair(E)
)2
, (63)
Ωb(E) ≡Γ00
2
4
Λb+ab(E)2, (64)
Ωpair(E) ≡Γ00
2
4
Λpair(E)2, (65)
Ωb-pair(E) ≡Γ00
2
2
Λb+ab(E)Λpair(E). (66)
Note that the third quantity (65) contains a crossing term between the resonant state and the
anti-resonant state. The fourth quantity (66) contains crossing terms between the resonant
state and a bound state as well as crossing terms between the anti-resonant state and a bound
state. We can see in Fig. 11 that the asymmetry of the conductance peak comes partly from the
asymmetry of the term Ωpair(E) and partly from the crossing term Ωb-pair(E). The quantity
Ωb(E) is almost symmetric.
In order to derive the Fano parameters for the asymmetry of the two terms Ωpair(E)
and Ωb-pair(E) microscopically, we expand the terms (65) and (66) in the neighborhood of
E = Eresr = E
ar
r by using the normalized energy
E˜ ≡ E − E
res
r∣∣Eresi ∣∣ . (67)
We first rewrite Λpair(E) in the forms
Λpair(E) =
N˜eiθ
E − (Eresr + iEresi ) + c.c., (68)
where we express the coefficient of the local density of the resonant state with the amplitude
N˜ and the phase θ:
N˜eiθ ≡ 〈d0|ψres〉〈ψ˜res|d0〉. (69)
Note that this is generally a complex number because the left-eigenvector 〈ψ˜res| is not generally
Hermitian conjugate to the right-eigenvector |ψres〉 for a resonant state (see eq. (17)). We then
rewrite the local density of the resonant-state pair in the form
Λpair(E) = 2N˜
(E − Eresr ) cos θ + |Eresi | sin θ
(E − Eresr )2 +
∣∣Eresi ∣∣2
= 2
N˜∣∣Eresi ∣∣
sin θ + E˜ cos θ
1 + E˜2
, (70)
or
Ωpair(E) ≡Γ00
2
4
Λpair(E)2 ∝
(
qpair + E˜
1 + E˜2
)2
, (71)
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where
qpair ≡ tan θ. (72)
The parameter (72) controls the asymmetry of the term (65) and hence may be called the
Fano parameter, although eq. (71) is different from the form originally derived by Fano:82)
G(E) ∼
(
q + E˜
)2
1 + E˜2
. (73)
Indeed, the asymmetry caused by the above interference between a resonant state and the
corresponding anti-resonant state is not seen in Fano’s argument. (We will come back to this
point in § 5.3.)
On the other hand, the crossing term (66) produces asymmetry of Fano’s original
form (73). In order to see this, we approximate the local density of the bound and anti-bound
states as
Λb+ab(E) ≃ Λb+ab(Eresr ) + Λb+ab
′
(Eresr ) |Eresi | E˜
+
1
2
Λb+ab
′′
(Eresr ) |Eresi |2 E˜2 (74)
in the neighborhood of E = Eresr . We therefore have the crossing term between the resonant-
state pair and the the bound and anti-bound states as
Ωb-pair(E) ≡Γ00
2
2
Λb+ab(E)Λpair(E) ∼ r + sE˜ + tE˜
2
1 + E˜2
, (75)
where
r ≡ Λ
b+ab(Eresr )∣∣Eresi ∣∣ sin θ, (76)
s ≡ Λ
b+ab(Eresr )∣∣Eresi ∣∣ cos θ + Λb+ab
′
(Eresr ) sin θ, (77)
t ≡ Λb+ab′(Eresr ) cos θ +
1
2
Λb+ab
′′
(Eresr ) |Eresi | sin θ (78)
In order to derive a Fano parameter qb-pair that controls the asymmetry of the term Ωb-pair(E),
we extract the form on the right-hand side of eq. (73) by putting
r + sE˜ + tE˜2
1 + E˜2
= a+ b
(
qb-pair + E˜
)2
1 + E˜2
, (79)
We obtain the Fano parameter qb-pair by solving the equation
s
(
qb-pair
)2 − 2(r − t)qb-pair − s = 0 (80)
and choose the solution in the range −1 < qb-pair < 1. This controls the asymmetry of the
term (66), a Fano parameter that is different from the one given by eq. (72), but that conforms
to Fano’s original form (73).
We show in Fig. 12 how the two Fano parameters qpair and qb-pair depend on the system
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parameter ε0. In the particular case of Fig. 12, q
b-pair tends to dominate over qpair as we
Fig. 12. (Color online) The Fano parameters qpair (blue curve) and qb-pair (red curve) for the two-site
dot, plotted with the imaginary part of the resonant eigenvalue Eresi . Use the right axis for the
Fano parameters and the left axis for the resonant eigenvalue. (Note that the horizontal axis does
not start from ε0 = 0. We omitted the part 0 ≤ ε0 < 2 to avoid confusion because the structure
of the spectrum is drastically different in that region.) We fixed ε1/t = 0 and v01/t = v10/t = 1.
increase the system parameter ε0. In fact, comparing the two Fano profiles(
q + E˜
)2
1 + E˜2
and
(
q + E˜
)2
(
1 + E˜2
)2 , (81)
we see that the latter for Ωpair in eq. (71) is more localized than the former for Ωb-pair in
eq. (79), because in the limit |E˜| → ∞, the former goes to unity but the latter goes to
zero. As ε0 increases, therefore, the former Fano profile with a negative q
b-pair determines the
resulting conductance profile in Fig. 9(d).
The development of the Fano profile is in coordination with the decrease of |Eresi |. We
can see in eq. (77) that a small imaginary part |Eresi | causes a particularly strong asymmetry
of the term Ωb-pair(E). This is indeed demonstrated in Fig. 9, where, as we increase ε0, the
asymmetry rapidly develops while the the resonant eigenvalue approaches the real axis.
Incidentally, the present system has the particle-hole symmetry E ↔ −E for ε0 = ε1 = 0,
and hence qpair = qb-pair = 0, for which the resonance peak takes the form of a symmetric
Lorentzian as shown in Fig. 9(a).
5.3 Relating the Fano parameter of the conductance to the microscopic parameter qpair.
We will relate the Fano parameter controlling the asymmetry of the conductance G to the
Fano parameter qpair for the “T”-shaped quantum dot considered in § 5.2. First note that in
the present case the conductance G is proportional to Γ200
∣∣GR00∣∣2. When the energy is far from
the band edges, the factor Γ200 is approximately constant. The conductance is then essentially
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Fig. 13. (Color online) The function G(E)/Γ002(E) (blue solid line) and its fit by the Fano shape in
eq. (82) (red dashed line); the parameters of the quantum dot are the same as in Fig. 9(d). The
fitting parameters are A = 0.009, Eresr = 0.1727, E
res
i = −0.06895 and qG = −2.505.
proportional to
∣∣GR00∣∣2. This quantity may be fit very accurately by a Fano shape,
∣∣GR00(E)∣∣2 ≈ A
(
E˜ + qG
)2
E˜2 + 1
, (82)
where A and qG are constants; see Fig. 13. The reason is that the present case fits Fano’s
original consideration; there is only one isolated resonance interfering with a background.
Looking at Fig. 13, we see that the conductance vanishes at E = 0, which corresponds to
the normalized energy E˜ = −Eresr /Eresi . This means that the Fano parameter of the conduc-
tance is given by qG = Eresr /E
res
i . On the other hand, when the conductance vanishes, Λ must
vanish as well; see eq. (44). This implies that Λ(E) = Λb+ab(E) + Λpair(E) = 0 for E = 0,
which with eq. (70) gives
qG = qpair +
cos θ
2N˜
(Eresr )
2 + (Eresi )
2
|Eresi |
Λb+ab(0). (83)
The Fano parameter of the conductance qG may be found experimentally.11) Equation (83)
then shows that it is possible to connect the parameter qG to the microscopic parameter qpair
that we have derived here.
We remark that the function Λ00(E)
2 contains the shape in eq. (71), which does not appear
in the conductance G. To understand why this is so, we invert the relation (E·9) between Λ00
and the Green’s function to obtain
Λ00(E)
2 = 4
∣∣GR00(E)∣∣2 − Γ200 ∣∣GR00(E)∣∣4 (84)
This relation shows that although in the present case
∣∣GR00(E)∣∣2 is close to Fano’s original
shape, the function Λ00(E)
2 contains the square of Fano’s original shape,
∣∣GR00(E)∣∣4, which
ultimately gives the shape in eq. (71), corresponding to the term Ωpair(E). In more complicated
quantum dots than the present case, this term may produce the conductance shapes that are
different from Fano’s original shape.
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Fig. 14. (Color online) (a) The three-site quantum dot. (b) The three-site dot may be realized when
the quantum point contact (QPC) depicted in Fig. 2 couples the quantum wire (QW) with two
energy levels in the quantum dot (QD).
5.4 Three-site quantum-dot system: N = 3
Third, we discuss the conductance of the three-site quantum dot shown in Fig. 14(a).
The three-site quantum dot may correspond to the situation where the gate voltage of the
quantum dot is adjusted so that two energy levels of the dot can couple to the quantum wire
through a quantum point contact (Fig. 14(b)).
The three-site system (N = 3) has six discrete eigenvalues in total (2N = 6), out of which
are two resonant states for some parameter values. This situation was not considered in Fano’s
argument.82) We show in Fig. 15 the conductance, the eigenvalues of the two bound states,
which are denoted by Eb1 and E
b
2 , as well as the eigenvalues of the two resonant-state pairs,
which are denoted by Eres1 , E
ar
1 , E
res
2 and E
ar
2 , for ε1/t = −1.5, −1, −0.5, 0 with ε0/t = 0,
ε2/t = 0.5, v01/t = v10/t = 0.8, v02/t = v20/t = 0.5 and v12/t = v21/t = 0.4. Upon increasing
the parameter ε1, the conductance dip that is generated by the resonant state on the left-hand
side, Eres1 , approaches to the other conductance dip that is generated by the resonant state
on the right-hand side, Eres2 . Then the latter conductance peak develops strong asymmetry.
For the present system, we have yet another Fano parameter due to a crossing term be-
tween one resonant-state pair and the other resonant-state pair. The conductance formula (44)
contains the square of the sum over the discrete eigenvalues of the form
Λ00(E)
2 =
(
Λb(E) + Λpair1 (E) + Λ
pair
2 (E)
)2
, (85)
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Fig. 15. (Color online) The conductance (curve for the left axis) for the three-site dot with (a)
ε1/t = −1.5, (b) ε1/t = −1.0, (c) ε1/t = −0.5 and (d) ε1/t = 0, plotted with all the discrete
eigenvalues (crosses for the right axis). We fixed ε0/t = 0, ε2/t = 0.5, v01/t = v10/t = 0.8,
v02/t = v20/t = 0.5 and v12/t = v21/t = 0.4.
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Fig. 16. (Color online) The quantities Ω(E) (gray curve), Ωb(E) (green curve), Ωpairl (E) (broken and
chained red curves), Ωb-pairl (E) (broken and chained blue curves) and Ω
pair-pair(E) (dotted purple
curve), defined in eq. (85)–(92), plotted with the conductance (solid curve), eq. (25), or eq. (44).
The vertical gray lines indicate the real parts of the resonant eigenvalues E = Eresr1 = −0.211544 . . .
and E = Eresr2 = 0.721170 . . .. (b) shows the part of (a) around E = E
res
r2 with the plots of the
conductance (solid curve), Ω(E) (gray curve), Ωpair2 (E) (chained red curve), Ω
b-pair
2 (E) (chained
blue curve) and Ωpair-pair(E) (dotted purple curve). The system is the three-site dot. We fixed
ε0/t = 0, ε1/t = 0, ε2/t = 0.5, v01/t = v10/t = 0.8, v02/t = v20/t = 0.5 and v12/t = v21/t = 0.4.
where
Λb(E) ≡
∑
p=1,2
〈d0|ψbp 〉〈ψ˜bp |d0〉
E − Ebp
, (86)
Λpairl (E) ≡
〈d0|ψresl 〉〈ψ˜resl |d0〉
E − Eresl
+
〈d0|ψarl 〉〈ψ˜arl |d0〉
E − Earl
for l = 1, 2. (87)
We compare in Fig. 16 the following quantities:
Ω(E) ≡
(
Γ00Λ00
2
)2
=
Γ00
2
4
(
Λb(E) + Λpair1 (E) + Λ
pair
2 (E)
)2
, (88)
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Ωb(E) ≡Γ00
2
4
Λb(E)2, (89)
Ωpairl (E) ≡
Γ00
2
4
Λpairl (E)
2 for l = 1, 2, (90)
Ωb-pairl (E) ≡
Γ00
2
2
Λb(E)Λpairl (E) for l = 1, 2, (91)
Ωpair-pair(E) ≡Γ00
2
2
Λpair1 (E)Λ
pair
2 (E). (92)
We can see that the following three terms are asymmetric: first, Ωpair2 (E), which contains
the crossing term between the resonant eigenstate ψres2 and the anti-resonant eigenstate ψ
ar
2 ;
second, Ωb-pair2 (E), which is the crossing term between the bound states (ψ
b
1 , ψ
b
2 ) and the
resonant-state pair (ψres2 , ψ
ar
2 ); third, Ω
pair-pair(E), which is the crossing term between the two
resonant-state pairs (ψres1 , ψ
ar
1 ) and (ψ
res
2 , ψ
ar
2 ).
In order to derive the Fano parameters for the asymmetry of the three terms, we expand
the terms (90)–(92) in the neighborhood of E = Eresr2 by using the normalized energy
E˜ ≡ E − E
res
r2∣∣Eresi2 ∣∣ . (93)
We can analyze the terms Ωpair2 (E) and Ω
b-pair
2 (E) in the same way as in § 5.3. We again use
the expression
N˜eiθ ≡ 〈d0|ψres2 〉〈ψ˜res2 |d0〉. (94)
Then the Fano parameter controlling the asymmetry of the term Ωpair2 (E) is given by
qpair2 = tan θ. (95)
Following the same logic as in eqs. (67)–(80), we obtain the Fano parameter that controls the
asymmetry of the term Ωb-pair2 (E) by solving
s
(
qb-pair2
)2 − 2(r − t)qb-pair2 − s = 0, (96)
where
r ≡ Λ
b(Eresr2 )∣∣Eresi2 ∣∣ sin θ, (97)
s ≡ Λ
b(Eresr2 )∣∣Eresi2 ∣∣ cos θ + Λb
′
(Eresr2 ) sin θ, (98)
t ≡ Λb′(Eresr2 ) cos θ +
1
2
Λb
′′
(Eresr2 ) |Eresi2 | sin θ. (99)
Next, in order to discuss the quantity Ωpair-pair(E), we use the expansion
Λpair1 (E) ≃ Λpair1 (Eresr2 ) + Λpair1
′
(Eresr2 ) |Eresi2 | E˜
+
1
2
Λpair1
′′
(Eresr2 ) |Eresi2 |2 E˜2. (100)
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Fig. 17. (Color online) The Fano parameters qpair2 (blue curve), q
b-pair
2 (red curve) and q
pair-pair
2
(purple curve), plotted with the difference of the real parts of the two resonant eigenvalues, Eresr2 −
Eresr1 . Use the right axis for the Fano parameters and the left axis for the eigenvalue difference. We
fixed ε0/t = 0, ε2/t = 0.5, v01/t = v10/t = 0.8, v02/t = v20/t = 0.5 and v12/t = v21/t = 0.4.
We then approximately have the crossing term between the two resonant-state pairs as
Ωpair-pair(E) ≡ Γ00
2
4
Λpair1 (E)Λ
pair
2 (E) ∼
r′ + s′E˜ + t′E˜2
1 + E˜2
(101)
with
r′ ≡ Λ
pair
1 (E
res
r2 )∣∣Eresi2 ∣∣ sin θ, (102)
s′ ≡ Λ
pair
1 (E
res
r2 )∣∣Eresi2 ∣∣ cos θ + Λ
pair
1
′
(Eresr2 ) sin θ, (103)
t′ ≡ Λpair1
′
(Eresr2 ) cos θ +
1
2
Λpair1
′′
(Eresr2 ) |Eresi2 | sin θ (104)
We thus have yet another Fano parameter qpair-pair2 as the solution of
s′
(
qpair-pair2
)2 − 2(r′ − t′)qpair-pair2 − s′ = 0. (105)
We show in Fig. 17 how the three Fano parameters qpair2 , q
b-pair
2 and q
pair-pair
2 depend on
the system parameter ε1. In the particular case of Fig. 17, the third Fano parameter q
pair-pair
2
is the greatest in most of the range. This may be due to the following reason. The first term
of s′ for the parameter qpair-pair2 contains the Lorentzian
Λpair1 (E
res
r2 ) ∼
[
(Eresr1 − Eresr2 )2 + Eresi1 2
]−1
. (106)
Therefore, s′ grows fast as the resonant-state pair Eresr1 approaches the resonant-state pair
Eresr2 up until |Eresr1 − Eresr2 | ∼ |Eresi1 |. This is in contrast to the first term of s for the parameter
qb-pair2 , which contains
Λb(Eresr2 ) ∼
(
Ebp − Eresr2
)−1
(107)
for p = 1, 2. This is indeed demonstrated in Fig. 15, where, as we increase ε1, the asymmetry
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Fig. 18. (Color online) Three-site quantum-dot system with two contact points.
rapidly develops while the resonant-state pair (Eres1 , E
ar
1 ) approaches (E
res
2 , E
ar
2 ).
Figure 15 then implies that the resonant-state pair with a large imaginary part strongly
affects the resonant-state pair with a small imaginary part in the form of the asymmetry of the
peak shape due to the latter. This gives us an important moral that even a broad resonance
peak can cause a drastic physical effect.
5.5 Three-site quantum-dot system (N = 3) with two contact points
Fourth, we discuss the conductance of the three-site quantum-dot system with two contact
points as shown in Fig. 18. We will consider a particular parameter set (t1/t = t2/t = 0.5,
ε3/t = −2, ε1/t = ε2/t = −0.5, v12/t = v21/t = 0.5, v13/t = v31/t = 1.5 and v23/t =
v32/t = 1.5), for which an atypical situation occurs; that is, the Fano asymmetry does not
arise because one resonance has a specific symmetry and does not interfere with the other
resonance.
This three-site system (N = 3) also has six discrete eigenvalues (2N = 6): one bound
state, one anti-bound state and two resonance pairs in the case of the above parameter set. (If
we set t1/t = t2/t = 1 in the present system with two contact points, two eigenvalues would
tend to infinity, as is discussed in Appendix H.) We show in Fig. 19 the conductance as well
as the two resonance pairs. We can see that these two resonance pairs do not give not rise to
any Fano asymmetry in the resonance peaks.
The reason in this particular case is that the wave functions for the resonant and anti-
resonant states with E
res/ar
1 = 0.0 ∓ i0.288675 . . . vanish on the site d3, the top site of the
triangle in Fig. 18: 〈d3|ψn〉 = 0. This is due to the symmetry ε1 = ε2. The energy eigenvalues
of this resonance pair are pure imaginary, the real parts of the eigen-wave-numbers are ±pi
and the corresponding values of zn = exp(ikn) are pure imaginary. The wave amplitude has
also the symmetry 〈d1|ψn〉 = −〈d2|ψn〉 and are real. If we define the the phase θ as in
N˜eiθ = 〈d1|ψresn 〉〈ψ˜resn |d2〉, (108)
the phase is pi and the resulting Fano parameter vanishes:
qpair = tan θ = 0. (109)
The moral of this case study is that a system with some symmetries may not exhibit the Fano
asymmetry at all.
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Fig. 19. (Color online) The conductance (curve for the left axis) for the three-site two-contact dot
with: (a) t1/t = t2/t = 0.5, ε1/t = ε2/t = −0.5, ε3/t = −2, v12/t = v21/t = 0.5, v13/t =
v31/t = 1.5 and v23/t = v32/t = 1.5; (b) t1/t = t2/t = 0.97, ε1/t = 5, ε2/t = ε3/t = 0,
v12/t = v21/t = 0.75, v13/t = v31/t = 0.95, and v23/t = v32/t = 0.15. The resonant and anti-
resonant eigenvalues (crosses for the right axis) are also plotted. The bound and anti-bound states
are located on the left and right sides out of this range for (a) and (b), respectively. Note that the
scale of the right axis is different between (a) and (b).
The above said, we note that the present system can also harbor asymmetric peaks
as demonstrated in Fig. 19(b) for asymmetric couplings. In this case, the Fano parameter
for the pair of resonant and anti-resonant states with E
res/ar
2 = −0.154517 ∓ i0.120149 is
qpair2 = −1.66092, which is rather large. We can also see that the other pair of resonant and
anti-resonant states with a relatively large imaginary part, E
res/ar
1 = −0.989392 ∓ i3.56912,
interferes with the pair E
res/ar
2 , just as was discussed in § 5.4. The Fano parameter for the
interference between these two pairs defined at the end of § 5.4 is qpair-pair2 = 0.548253 in the
present case.
5.6 Three-site quantum-dot system (N = 3) with two contact points under an external mag-
netic field
In experiments,9–11) complex Fano parameters for the conductance have been obtained in
the presence of a magnetic field. Here we will show that our formula indeed gives a complex
Fano parameter qpair. As we saw in § 5.3, the parameter qpair is related to the Fano parameter
of the conductance.
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We will consider the effect of an external magnetic on the three-site quantum dot with a
triangular shape, shown in Fig. 18. When entering the dot at the site 1, the electron can choose
two paths, namely the straight path 1–2 or the indirect path 1–3–2, and thereby experiences
the Aharonov-Bohm effect at the site 2. To model the effect we will add a complex phase (the
Peierls phase135)) ϕ to the matrix elements v12 and v21 of the Hamiltonian that correspond to
the 1–2 path, as in v12e
iϕ and v21e
−iϕ, while keeping the other matrix elements unchanged.
This in effect will add a phase to the 1–2 path relative to the 1–3–2 path. Varying the phase
of the 1–2 path will produce varying conductance profiles.
Recall that the conductance is proportional to the product Λ12Λ21. As we will show now,
this product includes a Fano-like shape with a complex parameter q, whose phase depends on
the strength of the magnetic field.
We will focus on the components of Λ12 and Λ21 corresponding to a resonance/anti-
resonance pair. For Λ12 this component is given by
Λpair12 (ϕ) =
〈d1|ψres(ϕ)〉〈ψ˜res(ϕ)|d2〉
E − Eres(ϕ) +
〈d1|ψar(ϕ)〉〈ψ˜ar(ϕ)|d2〉
E − Ear(ϕ) . (110)
For Λ21 we simply exchange the indices 1 and 2. Let us introduce the notations
rj(ϕ) = 〈dj |ψres(ϕ)〉 (111)
for simplicity. The relations in Tab. A·1 then give
〈ψ˜res(ϕ)|dj〉 = rj(−ϕ), (112)
〈dj |ψar(ϕ)〉 = rj(−ϕ)∗, (113)
〈ψ˜ar(ϕ)|dj〉 = rj(ϕ)∗, (114)
Ear(ϕ) = (Eres(ϕ))∗ . (115)
Substituting eqs. (111)–(115) into eq. (110), we have
Λpair12 (ϕ) =
r1(ϕ)r2(−ϕ)
E − Eres(ϕ) +
r1(−ϕ)∗r2(ϕ)∗
E − Eres(ϕ)∗ . (116)
With the normalized energy (67), the expression above can be written as
Λpair12 (ϕ) =
N˜(ϕ)∣∣Eresi (ϕ)|
E˜ + qpair(ϕ)
1 + E˜2
, (117)
where
N˜(ϕ) = r1(ϕ)r2(−ϕ) + r1(−ϕ)∗r2(ϕ)∗ (118)
and
qpair(ϕ) = −ir1(ϕ)r2(−ϕ)− r1(−ϕ)
∗r2(ϕ)
∗
r1(ϕ)r2(−ϕ) + r1(−ϕ)∗r2(ϕ)∗ . (119)
Without an external magnetic field ϕ = 0, N˜(ϕ) and qpair(ϕ) are reduced to N˜ and qpair
defined in § 5.2. With a magnetic field ϕ 6= 0, however, they are both complex in general. The
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Fig. 20. (Color online) (a) Conductance profile for the quantum dot in Fig. 18 with different strengths
of the external magnetic field. The conductance changes in the direction of the arrows as the
magnetic field ϕ in v12e
iϕ increases with ϕ = npi/10 and n = 0, 1 . . . , 19. All the parameters
other than ϕ are the same as in Fig. 19(b). (b) The complex Fano parameter qpair(ϕ) of Ωpair12 for
ϕ = npi/50 with n = 0, 1 · · · , 99. It starts on the negative real axis and circles around clockwise.
pair contribution to the product Λ12Λ21 takes the modified Fano shape
Ωpair12 (ϕ) ∝
|E˜ + qpair(ϕ)|2
(1 + E˜2)2
(120)
with a complex asymmetry parameter.
Monotonic increase of the magnetic field causes qpair(ϕ) to trace a closed orbit on its
complex plane, becoming real when ϕ = npi with integer n. We show in Fig. 20 how the
conductance of the triangular quantum dot changes as the Peierls phase ϕ is varied as well as
how the complex parameter qpair(ϕ) changes.
5.7 The effect of the hopping energy tα between the central dot and the leads
Finally, we briefly show the effect of the hopping energy tα between the central dot and
the lead α. We here use the case of the three-site dot with t1 = t2 6= t, ε0/t = 0, ε1/t = 0,
ε2/t = 0.5, v01/t = v10/t = 0.8, v02/t = v20/t = 0.5 and v12/t = v21/t = 0.4. For t1 = t2 <
t/
√
2, there are three resonant-state pairs and no bound states. We have corresponding three
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Fig. 21. (Color online) The conductance (curve for the left axis) for the three-site dot with (a)
t1/t = t2/t = 0.1, (b) t1/t = t2/t = 0.3, (c) t1/t = t2/t = 0.6 and (d) t1/t = t2/t = 0.8, plotted
with all the discrete eigenvalues (crosses for the right axis) The gray curves and the gray crosses
indicate the conductance and the discrete eigenvalues for t1/t = t2/t = 1, the same data as plotted
in Fig. 15 . We fixed ε0/t = 0, ε1/t = 0, ε2/t = 0.5, v01/t = v10/t = 0.8, v02/t = v20/t = 0.5 and
v12/t = v21/t = 0.4.
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sharp peaks in the weakly coupled case t1/t = t2/t = 0.1 as in Fig. 21 (a). Upon increasing
the hopping energy t1 = t2, the second peak corresponding to the resonant-state pair with the
least modulus of the imaginary part develops asymmetry. At t1/t = t2/t = 1/
√
2, the resonant
and anti-resonant states of a resonant-state pair collide and become two anti-bound states,
which leaves two resonant-state pairs. For t1/t = t2/t > 1/
√
2, the second peak continuously
develop the asymmetry. (The anti-bound states become bound states before t1 = t2 = t.)
6. Conclusion
We carried out the spectrum analysis of the open quantum N -site (or N -level) dot with
multiple leads. We obtained the simple conductance formula (25) in terms of the matrices Λ
and Γ. We then expanded the matrix Λ purely in terms of discrete eigenstates, not including
any background integrals. To our knowledge, this is the first time the conductance is exactly
given by the summation over all the simple poles. (see ref.90)). We then showed that the Fano
conductance arises from the crossing terms of three origins; first between a pair of a resonant
state and an anti-resonant state, second between a resonant-state pair and a bound state,
and finally between two resonant-state pairs. We also presented microscopic derivation of the
Fano parameter.
The analysis in the present paper is applicable only to non-interacting systems. It is an in-
teresting and challenging problem to generalize the present approach to interacting systems.83)
The Kondo effect, for example, has been observed in recent experiments on quantum dots and
attracts much theoretical interest. The present approach may be particularly useful in analyz-
ing the interplay between the Fano resonance and Kondo resonance. We are optimistic that
the present argument can be generalized to such interacting systems.84–86)
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Appendix A: State vectors of resonance and anti-resonance
In the present Appendix, we review the relations among the ket and bra vectors of the
resonant and anti-resonant states, which were briefly mentioned in § 2. We then show how
the relations are modified when we introduce a magnetic field in order to utilize in § 5.6.
We consider the tight-binding model (9). By the methods given in Appendices B– C, we
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can derive the effective Hamiltonian of a finite dimension:
Heff(k) = Hd +Σ(k), (A·1)
where Σ denotes the self-energy term with complex potentials only on the diagonal; see
eq. (B·2). The self-energy term generally depends on the energy E itself as in eq. (B·4),
or on the wave number k through the dispersion relation E(k) as in eq. (B·26). We indicated
the k dependence in eq. (A·1) for convenience of the present Appendix, but indicate the E
dependence elsewhere.
A.1 Effective Hamiltonian without a magnetic field
Let us first consider the case where we do not have any magnetic fields, or more specifically,
the case where the dot Hamiltonian Hd observes the time-reversal symmetry as in eq. (21):
Hd ≡
N∑
i=1
εi|di〉〈di|
−
∑
16i<j6N
vij (|di〉〈dj |+ |dj〉〈di|) , (A·2)
where all vij ∈ R. We then have the following symmetries:
Hd
† = Hd
∗ = Hd
T = Hd, (A·3)
Σ(k)† = Σ(k)∗ = Σ(−k∗), (A·4)
Σ(k)T = Σ(k), (A·5)
Heff(k)
† = Heff(k)
∗ = Heff(−k∗), (A·6)
Heff(k)
T = Heff(k), (A·7)
where the superscript T denotes the transpose. The symmetries for Σ(k) result from the fact
that it has complex potentials proportional to eik on the diagonal; see Appendix B, particularly
eqs. (B·4) and (B·26). Note here that, if there is a resonant state at kres = k, the corresponding
anti-resonant state is located at kar = −k∗, because the transformation k → −k∗ flips the real
part of k. We therefore have
Heff(k
res)† = Heff(k
res)∗ = Heff(k
ar), (A·8)
Heff(k
res)T = Heff(k
res), (A·9)
Heff(k
ar)T = Heff(k
ar). (A·10)
The transformation k → −k∗ is the time-reversal transformation. Equation (A·6), there-
fore, implies that the effective Hamiltonian Heff breaks the time-reversal symmetry. Although
the original Hamiltonian (9) seemingly has the time-reversal symmetry, and indeed it does
in the Hilbert space, each resonant and anti-resonant state, which resides outside the Hilbert
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space, breaks the time-reversal symmetry. This breaking manifests itself in eq. (A·6).
Below we forget the specifics of the Hamiltonian in eq. (A·2) and proceed on the basis of the
symmetries (A·3)–(A·10). We can show that the eigenvalues observe the following symmetry:
E(k)∗ = E(−k∗). (A·11)
In other words, if E(k) is the eigenenergy Eres of a resonant state at kres = k, the eigenenergy
Ear of the corresponding anti-resonant state at kar = −k∗ is the complex conjugate E(k)∗,
(Eres)∗ = Ear, (A·12)
which is indeed the case for the tight-binding model as well as for the standard Schro¨dinger
equation with the dispersion relation E ∝ k2.
The relation (A·11) is derived from the symmetry argument as follows. Suppose that we
have a resonant state |ψ(k)〉 with the wave number k and the eigenenergy E(k). It should
satisfy the eigenvalue equation
Heff(k)|ψ(k)〉 = E(k)|ψ(k)〉. (A·13)
Then, the eigenvalue E(k) is a solution of the secular equation
det (E(k)I −Heff(k)) = 0, (A·14)
where I is the identity matrix. Because (detA)∗ = detA∗ for an arbitrary matrix A, we have
det (E(k)∗I −Heff(k)∗) = 0 (A·15)
which is followed by
det (E(k)∗I −Heff(−k∗)) = 0. (A·16)
The latter equation is the secular equation for the Hamiltonian Heff(−k∗), and hence the
solution should be written as E(−k∗). This gives eq. (A·11).
A.2 Ket and bra vectors of resonant and anti-resonant states without a magnetic field
Let us find the relation between the ket vectors of the resonant and anti-resonant states
without magnetic fields. By taking the complex conjugate of the eigenvalue equation (A·13),
we have
Heff(k)
∗|ψ(k)〉∗ = E(k)∗|ψ(k)〉∗, (A·17)
or Heff(−k∗)|ψ(k)〉∗ = E(−k∗)|ψ(k)〉∗. (A·18)
The later equation indicates that the vector defined by
|ψ(−k∗)〉 := |ψ(k)〉∗ (A·19)
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is the ket vector |ψar〉 of the anti-resonant state at kar = −k∗, which is paired with the
resonant state |ψres〉 at kres = k:
|ψres〉∗ = |ψar〉. (A·20)
(We here fixed the overall phase factor of |ψ(−k∗)〉 so that eq. (A·19) may hold.)
We go on to the derivation of the bra vectors of resonant and anti-resonant states without
magnetic fields. A seemingly strange consequence of the symmetry (A·10) is the following.
The transpose of the eigenvalue equation (A·13) reads
|ψ(k)〉THeff(k) = E(k)|ψ(k)〉T (A·21)
because of the symmetry eq. (A·10). We can regard eq. (A·21) as a left-eigenvalue equation
for the Hamiltonian Heff(k). Therefore, the bra vector corresponding to the ket vector |ψ(k)〉
is not the complex conjugate but the simple transpose (after fixing the overall phase factor):
〈ψ˜(k)| := |ψ(k)〉T, (A·22)
or
〈ψ˜res| = |ψres〉T, (A·23)
〈ψ˜ar| = |ψar〉T. (A·24)
We here used the notation ψ˜ for the bra vectors in order to stress that they are not the
complex conjugate of the respective ket vectors. An immediate consequence of eq. (A·22) is
the norm
〈ψ˜(k)|ψ(k)〉 =
∫
ψ(x; k)2dx, (A·25)
where ψ(x; k) = 〈x|ψ(k)〉. Note that the norm is not the square modulus, a simple square,
and hence not positive in general, but complex. The unfamiliar results (A·22)–(A·25) are
originated from the non-Hermiticity of Heff , eq. (A·6). In other words, these results hold for
a state that breaks the time-reversal symmetry.
On the other hand, by taking the Hermitian conjugate of the eigenvalue equation (A·13),
we have
|ψ(k)〉†Heff(k)† = E(k)∗|ψ(k)〉†, (A·26)
or |ψ(k)〉†Heff(−k∗) = E(−k∗)|ψ(k)〉†. (A·27)
The latter equation is the left-eigenvalue equation for the Hamiltonian Heff(−k∗). Therefore,
the left-eigenvector defined by
〈ψ˜(−k∗)| := |ψ(k)〉† (A·28)
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is the bra vector 〈ψ˜ar| for the anti-resonant state at kar = −k∗:
〈ψ˜ar| = |ψres〉†, (A·29)
〈ψ˜res| = |ψar〉†. (A·30)
(This relation is also derived from eqs. (A·19) and (A·22).) Other relations for the correspond-
ing anti-resonant states are
〈ψ˜(−k∗)| = |ψ(−k∗)〉T (A·31)
=
(
|ψ(−k∗)〉†
)∗
= 〈ψ˜(k)|∗ (A·32)
〈ψ˜(−k∗)|ψ(−k∗)〉 =
∫
ψ(x;−k∗)2dx =
∫ (
ψ(x; k)2
)∗
dx (A·33)
= 〈ψ˜(k)|ψ(k)〉∗ , (A·34)
or
〈ψ˜ar| = 〈ψ˜res|∗, (A·35)
〈ψ˜ar|ψar〉∗ = 〈ψ˜res|ψres〉. (A·36)
A.3 Effective Hamiltonian with a magnetic field
Let us introduce a magnetic field to the dot Hamiltonian Hd. This can be done by the
Peierls substitution:135)
Hd(ϕ) ≡
N∑
i=1
εi|di〉〈di|
−
∑
16i<j6N
vij
(
eiϕij |di〉〈dj |+ e−iϕij |dj〉〈di|
)
, (A·37)
where the phases {ϕij} are all real with ϕji = −ϕij ; we simply expressed the argument of
Hd as ϕ in order to indicate the dependence on the phases {ϕij}. On the other hand, we
keep the lead Hamiltonian as well as the coupling Hamiltonian as they are. Then the effective
Hamiltonian (A·1) is generalized to
Heff(k, ϕ) = Hd(ϕ) + Σ(k). (A·38)
Note that the self-energy part Σ(k) does not depend on ϕ, because we do not apply the
magnetic field to the leads. We then have the following symmetries:
Hd(ϕ)
† = Hd(ϕ), (A·39)
Hd(ϕ)
∗ = Hd(ϕ)
T = Hd(−ϕ), (A·40)
Σ(k)† = Σ(k)∗ = Σ(−k∗), (A·41)
Σ(k)T = Σ(k), (A·42)
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Heff(k, ϕ)
† = Heff(−k∗, ϕ), (A·43)
Heff(k, ϕ)
∗ = Heff(−k∗,−ϕ), (A·44)
Heff(k, ϕ)
T = Heff(k,−ϕ), (A·45)
and therefore
Heff(k
res, ϕ)† = Heff(k
ar, ϕ), (A·46)
Heff(k
res, ϕ)∗ = Heff(k
ar,−ϕ), (A·47)
Heff(k
res, ϕ)T = Heff(k
res,−ϕ), (A·48)
Heff(k
ar, ϕ)T = Heff(k
ar,−ϕ). (A·49)
We again forget the specifics of the Hamiltonian (A·37) and rely on the symmetries (A·39)–
(A·49) hereafter. We can derive the following symmetries for the eigenvalues:
E(k, ϕ)∗ = E(−k∗, ϕ) = E(−k∗,−ϕ), (A·50)
E(k, ϕ) = E(k,−ϕ), (A·51)
or
Eres(ϕ) = Eres(−ϕ), (A·52)
Ear(ϕ) = Ear(−ϕ), (A·53)
Eres(ϕ)∗ = Ear(ϕ). (A·54)
The derivation is given as follows. A resonant state |ψ(k, ϕ)〉 with the eigenstate E(k, ϕ)
should now satisfy the eigenvalue equation
Heff(k, ϕ)|ψ(k, ϕ)〉 = E(k, ϕ)|ψ(k, ϕ)〉. (A·55)
Therefore, the eigenvalue E(k, ϕ) is a solution of the secular equation
det (E(k, ϕ)I −Heff(k, ϕ)) = 0. (A·56)
Because (detA)∗ = detA† = detA∗ and detA = detAT for an arbitrary matrix A, we have
det
(
E(k, ϕ)∗I −Heff(k, ϕ)†
)
= 0, (A·57)
det (E(k, ϕ)∗I −Heff(k, ϕ)∗) = 0 (A·58)
and det
(
E(k, ϕ)I −Heff(k, ϕ)T
)
= 0, (A·59)
or
det (E(k, ϕ)∗I −Heff(−k∗, ϕ)) = 0, (A·60)
det (E(k, ϕ)∗I −Heff(−k∗,−ϕ)) = 0 (A·61)
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and det (E(k, ϕ)I −Heff(k,−ϕ)) = 0. (A·62)
Equations (A·60)–(A·62) are the secular equation for the Hamiltonians Heff(−k∗, ϕ),
Heff(−k∗,−ϕ) and Heff(k,−ϕ), respectively. Hence the solutions should be written as
E(−k∗, ϕ), E(−k∗,−ϕ) and E(k,−ϕ), respectively, which gives the symmetries (A·50)–(A·51).
A.4 Ket and bra vectors of resonant and anti-resonant states with a magnetic field
Next, we consider the ket vectors under a magnetic field. The complex conjugate of the
eigenvalue equation (A·55) reads
Heff(k, ϕ)
∗|ψ(k, ϕ)〉∗ = E(k, ϕ)∗|ψ(k, ϕ)〉∗ (A·63)
or Heff(−k∗,−ϕ)|ψ(k, ϕ)〉∗ = E(−k∗,−ϕ)|ψ(k, ϕ)〉∗ . (A·64)
The latter equation indicates that the vector defined by
|ψ(−k∗,−ϕ)〉 := |ψ(k, ϕ)〉∗ (A·65)
is the ket vector |ψar(−ϕ)〉 of a state at kar = −k∗ under the reversed magnetic field −ϕ. We
can recast eq. (A·65) into the forms
|ψ(−k∗, ϕ)〉 = |ψ(k,−ϕ)〉∗, (A·66)
which is the ket vector of the anti-resonant state under the original (not reversed) magnetic
field ϕ:
|ψar(ϕ)〉 = |ψres(−ϕ)〉∗. (A·67)
We then consider the bra vectors under a magnetic field. The transpose of the eigenvalue
equation (A·55) reads
|ψ(k, ϕ)〉THeff(k, ϕ)T = E(k, ϕ)|ψ(k, ϕ)〉T , (A·68)
or |ψ(k, ϕ)〉THeff(k,−ϕ) = E(k, ϕ)|ψ(k, ϕ)〉T . (A·69)
The latter equation is the left-eigenvalue equation for the Hamiltonian Heff(k,−ϕ). Therefore,
the vector defined by
〈ψ˜(k,−ϕ)| := |ψ(k, ϕ)〉T (A·70)
is the bra vector 〈ψ˜res(−ϕ)| of the resonant state at kres = k under the reversed magnetic field
−ϕ:
〈ψ˜res(−ϕ)| = |ψres(ϕ)〉T, (A·71)
〈ψ˜ar(−ϕ)| = |ψar(ϕ)〉T. (A·72)
This is followed by the norm
〈ψ˜(k, ϕ)|ψ(k, ϕ)〉 = 〈ψ˜(k,−ϕ)|ψ(k,−ϕ)〉 =
∫
ψ(x; k, ϕ)ψ(x; k,−ϕ)dx, (A·73)
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Table A·1. Summary of the relations among the resonant and anti-resonant states under a magnetic
field.
Eres(ϕ) = — Eres(−ϕ), Ear(ϕ)∗, Ear(−ϕ)∗,
Eres(−ϕ) = Eres(ϕ), — Ear(ϕ)∗, Ear(−ϕ)∗,
Ear(ϕ) = Eres(ϕ)∗, Eres(−ϕ)∗, — Ear(−ϕ),
Ear(−ϕ) = Eres(ϕ)∗, Eres(−ϕ)∗, Ear(ϕ), —
|ψres(ϕ)〉 = — |ψar(−ϕ)〉∗, 〈ψ˜res(−ϕ)|T, 〈ψ˜ar(ϕ)|†,
|ψar(−ϕ)〉 = |ψres(ϕ)〉∗, — 〈ψ˜res(−ϕ)|†, 〈ψ˜ar(ϕ)|T,
〈ψ˜res(−ϕ)| = |ψres(ϕ)〉T, |ψar(−ϕ)〉†, — 〈ψ˜ar(ϕ)|∗,
〈ψ˜ar(ϕ)| = |ψres(ϕ)〉†, |ψar(−ϕ)〉T, 〈ψ˜res(−ϕ)|∗, —
|ψres(−ϕ)〉 = — |ψar(ϕ)〉∗, 〈ψ˜res(ϕ)|T, 〈ψ˜ar(−ϕ)|†,
|ψar(ϕ)〉 = |ψres(−ϕ)〉∗, — 〈ψ˜res(ϕ)|†, 〈ψ˜ar(−ϕ)|T,
〈ψ˜res(ϕ)| = |ψres(−ϕ)〉T, |ψ˜ar(ϕ)〉†, — 〈ψ˜ar(−ϕ)|∗,
〈ψ˜ar(−ϕ)| = |ψres(−ϕ)〉†, |ψ˜ar(ϕ)〉T, 〈ψ˜res(ϕ)|∗, —
where ψ(x; k, ϕ) = 〈x|ψ(k, ϕ)〉.
On the other hand, the complex conjugate of the eigenvalue equation (A·55) reads
|ψ(k, ϕ)〉†Heff(k, ϕ)† = E(k, ϕ)∗|ψ(k, ϕ)〉† (A·74)
or |ψ(k, ϕ)〉†Heff(−k∗, ϕ) = E(−k∗, ϕ)|ψ(k, ϕ)〉† . (A·75)
The latter equation is the left-eigenvalue equation for the Hamiltonian Heff(−k∗, ϕ). Therefore,
the left-eigenvector defined by
〈ψ˜(−k∗, ϕ)| := |ψ(k, ϕ)〉† (A·76)
is the bra vector 〈ψ˜ar(ϕ)| of the anti-resonant state at kar = −k∗ under the original magnetic
field ϕ:
〈ψ˜ar(ϕ)| = |ψres(ϕ)〉†. (A·77)
Other possible relations are summarized in Table A·1. We obtain from this Table the norm
for the anti-resonant state as
〈ψ˜(−k∗, ϕ)|ψ(−k∗, ϕ)〉 = 〈ψ˜(−k∗,−ϕ)|ψ(−k∗,−ϕ)〉
=
∫
ψ(x;−k∗, ϕ)ψ(x;−k∗,−ϕ)dx
= 〈ψ˜(k, ϕ)|ψ(k, ϕ)〉∗ , (A·78)
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Table A·2. Summary of the relations among the bound and anti-bound states under a magnetic field.
|ψb/ab(ϕ)〉 = — |ψb/ab(−ϕ)〉∗, 〈ψ˜b/ab(−ϕ)|T, 〈ψ˜b/ab(ϕ)|†,
|ψb/ab(−ϕ)〉 = |ψb/ab(ϕ)〉∗, — 〈ψ˜b/ab(−ϕ)|†, 〈ψ˜b/ab(ϕ)|T,
〈ψb/ab(−ϕ)| = |ψb/ab(ϕ)〉T, |ψb/ab(−ϕ)〉†, — 〈ψ˜b/ab(ϕ)|∗,
〈ψb/ab(ϕ)| = |ψb/ab(ϕ)〉†, |ψb/ab(−ϕ)〉T, 〈ψ˜b/ab(−ϕ)|∗, —
or
〈ψ˜res(ϕ)|ψres(ϕ)〉 = 〈ψ˜ar(ϕ)|ψres(ϕ)〉∗. (A·79)
The relations in Table A·1 reduce to eqs. (A·19), (A·22) and (A·28) for ϕ = 0.
A.5 Relations for the bound and anti-bound states
Finally, we briefly mention the relations for the bound and anti-bound states, for which
k is pure imaginary and hence kb/ab = k = −k∗. Equation (A·50) then dictates that the
eigenenergy Eb/ab must be real, which is indeed the case for the bound and anti-bound states.
Table A·1 reduces to Table A·2; in particular, eq. (A·19) shows that, if there is no magnetic
field, the wave function |ψb/ab〉 can be put to be real, which is also a well-known fact for
bound states.
Appendix B: The Green’s functions in the central dot
In the present Appendix, we describe the calculation of the Green’s function GRij(E) for the
states in the central dot, {|di〉}. The fact that we can reduce the calculation to the inversion of
a finite-dimensional matrix is fully utilized in § 3. The calculation uses the self-energy of the
semi-infinite leads.2, 81, 120, 121, 136–145) Using the expression of the Green’s function, we give in
Appendix D an equation that gives the resonant states.
The basic statement is the fact
GRij(E) ≡ 〈di|
1
E −H + iδ |dj〉 = 〈di|
1
E −HReff(E)
|dj〉 , (B·1)
where the thus-defined effective Hamiltonian HReff has degrees of freedom only on the central
dot. Below, we will review the derivation of the following form:
HReff(E) = Hd +
∑
α=1,2
ΣRα(E), (B·2)
where
Hd ≡
N∑
i=1
εi|di〉〈di|
−
∑
1≤i<j≤N
vij (|di〉 〈dj |+ |dj〉 〈di|) , (B·3)
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ΣRα(E) ≡
(
tα
t
)2 E − i√4t2 − E2
2
|dα〉〈dα|. (B·4)
Therefore, we can calculate the Green’s function GRij by inverting an N -by-N matrix (B·2).
The second term on the right-hand side of eq. (B·2) is often called the self-energy of the leads.
For the advanced Green’s function, we can similarly derive
GAij(E) ≡ 〈di|
1
E −H − iδ |dj〉 = 〈di|
1
E −HAeff(E)
|dj〉 (B·5)
with
HAeff(E) ≡ Hd +
∑
α=1,2
ΣAα (E) (B·6)
ΣAα (E) ≡
(
tα
t
)2 E + i√4t2 − E2
2
|dα〉〈dα|. (B·7)
Then we have (
GR
)−1 − (GA)−1 = HAeff −HReff = ∑
α=1,2
(
ΣAα − ΣRα
)
=
∑
α=1,2
(
tα
t
)2
i
√
4t2 − E2|dα〉〈dα|. (B·8)
This gives eq. (27) with eq. (33).
There are several ways of deriving eq. (B·1). We present a method using the Feshbach
formalism in Appendix C. Another way that we describe here is to use the resolvent expansion
1
E −H + iδ =
1
E −H0 + iδ
+
1
E −H0 + iδH1
1
E −H0 + iδ
+
1
E −H0 + iδH1
1
E −H0 + iδH1
1
E −H0 + iδ + · · · , (B·9)
where
H0 ≡Hd +
∑
α=1,2
Hα
=
N∑
i=1
ε |di〉 〈di|
−
∑
1≤i<j≤N
vij (|di〉 〈dj |+ |dj〉 〈di|)
− t
∑
α=1,2
∞∑
xα=0
(|xα + 1〉〈xα|+ |xα〉〈xα + 1|) , (B·10)
H1 ≡
∑
α=1,2
Hd,α
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=−
∑
α=1,2
tα (|xα = 0〉 〈dα|+ |dα〉 〈xα = 0|) . (B·11)
In calculating GRij(E) defined in eq. (B·1), we should note the following. Let Hd denote the
Hilbert space spanned by the states on the central dot, {|di〉}, and Hlead denote the Hilbert
space spanned by the states on the leads, {|xα〉}. Then we have
1
E −H0 + iδ |di〉 =
1
E −Hd + iδ |di〉 ∈Hd, (B·12)
1
E −H0 + iδ |xα〉 =
1
E −Hα + iδ |xα〉 ∈Hlead, (B·13)
H1|di〉 = −
∑
α=1,2
δiαtα|xα = 0〉 ∈Hlead, (B·14)
H1|xα〉 = −δxα0tα|dα〉 ∈Hd. (B·15)
That is, the operator (E −H0 + iδ)−1, when applied to a state either in Hd or Hlead, does
not change its Hilbert space, whereas the operator H1 switches it. Therefore, all terms of odd
orders of H1 in the resolvent expansion of G
R
ij vanish. All terms of even orders of H1 (except
the zeroth order) have powers of the summation over α of the following factor:
|dα〉〈dα|H1|xα = 0〉
× 〈xα = 0| 1
E −H0 + iδ |xα = 0〉
× 〈xα = 0|H1|dα〉〈dα|
=
(
tα
2〈xα = 0| 1
E −Hα + iδ |xα = 0〉
)
|dα〉〈dα|. (B·16)
We will show below that the above operator is equal to ΣRα(E) defined in eq. (B·4). We
therefore have
GRij(E)
= 〈di| 1
E −Hd + iδ |dj〉
+ 〈di| 1
E −Hd + iδ

∑
α=1,2
ΣRα (E)

 1
E −Hd + iδ |dj〉
+ · · · , (B·17)
which can be summarized as
GRij(E) = 〈di|
1
E −Hd −
(∑
α
ΣRα (E)
)
+ iδ
|dj〉. (B·18)
This is almost the same as eq. (B·1). The infinitesimal +iδ in the denominator becomes
unnecessary because ΣRα already has an explicitly negative imaginary part, as can be seen in
47/65
J. Phys. Soc. Jpn. Full Paper
eq. (B·4).
The remaining task is to show that the operator in eq. (B·16) is indeed equal to ΣRα (E)
defined in eq. (B·4). For the purpose, we calculate 〈xα = 0|(E − H0 + iδ)−1|xα = 0〉 in
eq. (B·16), or
GRlead(E; 0) ≡ 〈x = 0|
1
E −Hlead(0) + iδ |x = 0〉, (B·19)
where
Hlead(X) = −t
∞∑
x=X
(|x+ 1〉〈x| + |x〉〈x+ 1|) . (B·20)
We then use the resolvent expansion
1
E −Hlead(0) + iδ =
1
E −Hlead(1) + iδ
+
1
E −Hlead(1) + iδ
× (−t) (|1〉〈0| + |0〉〈1|) 1
E −Hlead(1) + iδ
+ · · · . (B·21)
Similar reasoning as the one described in eqs. (B·9)–(B·18) leads us to
GRlead(E; 0) =
1
E − t2GRlead(E; 1) + iδ
(B·22)
with
GRlead(E; 1) = 〈x = 1|
1
E −Hlead(1) + iδ |x = 1〉. (B·23)
Thanks to the translational invariance, we should have GRlead(E; 0) = G
R
lead(E; 1). Then,
eq. (B·22) reduces to a quadratic equation
t2
(
GRlead
)2 − EGRlead + 1 = 0, (B·24)
which is followed by
GRlead(E; 0) =
E − i√4t2 − E2
2t2
for −2t ≤ E ≤ 2t, (B·25)
where we fixed the sign in front of the square root so that the imaginary part may be negative.
Thus the the operator in eq. (B·16) was indeed shown to be equal to ΣRα (E) defined in eq. (B·4).
To summarize the above, the retarded Green’s function is expressed in the form on the
right-hand side of eq. (B·1) with the definitions in eqs. (B·2)–(B·4). The Green’s functions are
therefore obtained by inverting the N -by-N non-Hermitian matrix 〈di|(E−HR/Aeff (E))|dj〉 for
a fixed value of E.
Incidentally, the factor (E ∓ i√4t2 − E2)/2 in ΣR/Aα can be rewritten as
E ∓ i√4t2 − E2
2
= −te±ik (B·26)
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if we use the dispersion relation of the tight-binding leads E = −2t cos k. In fact, there is a
much easier but non-standard way of deriving the self-energy of the leads, eq. (B·4), directly
in the form (B·26); see ref.136)
Next, we show that the inversion problem of the above non-Hermitian matrix can be
reduced to the inversion problem of the Hermitian matrix 〈di|(E − Hd)|dj〉. Going back to
eq. (B·17), we rewrite the resolvent expansion in the matrix form
GR = Gd +GdΣRGd +GdΣRGdΣRGd + · · · , (B·27)
where
Gd ≡ (E −Hd)−1 , (B·28)
ΣR ≡
∑
α=1,2
ΣRα . (B·29)
By multiplying ΣR from the left once, we have
ΣRGR
= ΣRGd +ΣRGdΣRGd +ΣRGdΣRGdΣRGd + · · · (B·30)
It is important to notice here that the self-energy of the leads in eq. (B·2) has only diagonal
elements at the two contact sites; all other elements are zero. Equation (B·30), therefore, is an
equation essentially in the two-dimensional space spanned by the contact-site states |d1〉 and
|d2〉. In the following, let Aˇ denote a two-by-two matrix constructed from an N -by-N matrix
A as
Aˇ =
(
A11 A12
A21 A22
)
. (B·31)
Indeed, we will need only the elements of GˇR in Appendix D. Then we have
ΣˇRGˇR
= ΣˇRGˇd + ΣˇRGˇdΣˇRGˇd + ΣˇRGˇdΣˇRGˇdΣˇRGˇd + · · ·
=
ΣˇRGˇd
Iˇ − ΣˇRGˇd
=
Iˇ(
Gˇd
)−1 (
ΣˇR
)−1 − Iˇ , (B·32)
where Iˇ is the two-by-two identity matrix and
ΣˇR =
(
ΣR1 0
0 ΣR2
)
. (B·33)
We thus arrive at
GˇR =
[(
Gˇd
)−1 − ΣˇR]−1 . (B·34)
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The calculation of this matrix involves the calculation of Gd, or the inversion of the N -by-N
Hermitian matrix E −Hd. The other two matrix inversions are done in the two-dimensional
space.
Appendix C: Derivation of the effective Hamiltonian using the Feshbach formal-
ism
We here show another way of deriving the effective Hamiltonian (B·2), namely the Fesh-
bach formalism,81, 138, 139) which was first developed for nuclear physics. Let us introduce for
the present model (20) the following projection operators:
P ≡
N∑
i=1
|di〉〈di|, (C·1)
Q ≡ 1− P =
∑
α=1,2
∞∑
xα=0
|xα〉〈xα|. (C·2)
We operate these projection operators on the time-independent Schro¨dinger equation for the
total Hamiltonian
H|ψn〉 = En|ψn〉 (C·3)
and derive the equation for the projected component P |ψn〉. We will show that the result is
Heff(En) (P |ψn〉) = En (P |ψn〉) (C·4)
with Heff given in eq. (B·2).
We first have
PHP |ψn〉+ PHQ|ψn〉 = EnP |ψn〉, (C·5)
QHP |ψn〉+QHQ|ψn〉 = EnQ|ψn〉. (C·6)
We formally solve eq. (C·6) with respect to Q|ψn〉 in the form
Q|ψn〉 = 1
En −QHQQHP |ψn〉 (C·7)
and substitute it into eq. (C·5), obtaining
PHP |ψn〉+ PHQ 1
En −QHQQHP |ψn〉 = EnP |ψn〉. (C·8)
We can cast eq. (C·8) into the form (C·4) with the effective Hamiltonian given by
Heff(E) = PHP + PHQ
1
E −QHQQHP. (C·9)
Let us here note that for the present Hamiltonian (20) with the projection operators (C·1)–
(C·2), we have
PHP = Hd, (C·10)
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PHQ+QHP =
∑
α=1,2
Hd,α, (C·11)
QHQ =
∑
α=1,2
Hα. (C·12)
Therefore, the term (E−QHQ)−1 in the expression (C·9) is indeed the Green’s function (B·19),
where the convergence factor +iδ is added to give the retarded one. Equation (C·9) thereby
results in the effective Hamiltonian (B·2).
Appendix D: Calculation of discrete eigenvalues
We show in the present Appendix how we can calculate all resonant states for the sys-
tem (20). As is evident in the Fisher-Lee relation (37), the conductance of the present system
has poles in the complex energy plane wherever the Green’s function GR(E) has poles. Since
the matrix GR is the inversion of the matrix E−HReff(E) as is shown in Appendix B, all poles
En (or all discrete eigenstates including the resonant states) can be calculated by solving the
equation
det(E −HReff(E)) = 0 (D·1)
and the corresponding eigenvector by solving
HReff(En)|ψn〉 = En|ψn〉. (D·2)
Although this seems a usual eigenvalue problem, we should note that the Hamiltonian HReff
itself is energy-dependent, and therefore it is not a standard eigenvalue problem. In fact, the
number of the eigenvalues is not equal to the dimensionality N of the Hamiltonian HReff.
Let us count the number of the solutions of the resonance equation (D·1). It is convenient
to use the variable
z = eik. (D·3)
In eq. (D·1), we have
E = −t
(
z +
1
z
)
. (D·4)
The energy dependence of HReff(E) comes from Σ
R
α , which contains −tz as was shown in
eq. (B·26). Therefore, we can cast eq. (D·1) into a 2Nth-order polynomial in z. We thereby
conclude that the system generally has 2N discrete eigenstates in total.
In the cases where the inversion of the Hermitian matrix E−Hd can be carried out easily,
it may be more convenient for finding the discrete eigenvalues to use the expression (B·34),
from which the resonance equation is given by
det
[(
Gˇd
)−1 − ΣˇR] = 0. (D·5)
Here the matrix whose determinant is to be calculated is a two-by-two matrix. Particularly
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when the two leads are attached to one site 0, the resonance equation reduces to
Gd00(E) = −
te−ik
t21 + t
2
2
. (D·6)
The corresponding eigenvector inside the dot is obtained by solving eq. (D·2). As is shown
in eq. (14), the eigenvector in the lead is given by
〈xα|ψn〉 = tα
t
zn
xα〈dα|ψn〉, (D·7)
where zn = exp(ikn) is related to the eigenenergy as
En = −t
(
zn +
1
zn
)
(D·8)
because of eq. (16); see ref. 136 for the derivation of eq. (D·7).
Appendix E: Solution of the matrix Riccati equation
In the present Appendix, we will solve eq. (35) and derive the formula (25). In eq. (35),
we restrict ourselves to the two-dimensional space spanned by |d1〉 and |d2〉. This is possible
because the matrix Γ has diagonal elements only in this two-dimensional space, as can be seen
in eqs. (32) and (33). In the present Appendix, we let GR, Γ and Λ all denote two-by-two
matrices for simplicity. (From the viewpoint of the notation given in eq. (B·31), it would be
proper to express them as GˇR, Γˇ and Λˇ, but we avoid to use them for brevity of the notations.)
Then the matrix equation to be solved is
GRΓGR + 2iGR −GRΓΛ− iΛ = 0. (E·1)
By multiplying Γ from the left and rearranging the terms, we have
Ξ2 − Ξ(Θ− 2iI)− iΘ = 0, (E·2)
where
Ξ ≡ ΓGR, (E·3)
Θ ≡ ΓΛ, (E·4)
and I denotes the two-by-two identity matrix.
We here show that [Ξ,Θ] = 0. Since
Θ = Γ(GR +GA) = Ξ + ΓGA, (E·5)
what we should show is [ΓGR,ΓGA] = 0. Because of eq. (27), we have
iΓGR = I − (GA)−1GR, (E·6)
iΓGA =
(
GR
)−1
GA − I. (E·7)
After these expressions, it is straightforward to see [ΓGR,ΓGA] = 0.
Because Ξ and Θ commute with each other, we can solve eq. (E·2) just as a usual quadratic
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equation to obtain
Ξ =
Θ− 2iI ±√(Θ− 2iI)2 + 4iΘ
2
=
Θ
2
− iI ±
√
Θ2
4
− I. (E·8)
Then we obtain the Green’s function
GR =
Λ
2
− iΓ−1
(
I ±
√
I − Θ
2
4
)
. (E·9)
We here have flipped the sign in the square root and extracted the imaginary number, because
then we have
GA =
(
GR
)∗
=
Λ
2
+ iΓ−1
(
I ±
√
I − Θ
2
4
)
(E·10)
and the two Green’s functions give the consistent result
GR +GA = Λ. (E·11)
The next step is to simplify the expression of the matrix square root. For two-by-two
matrices, we have the Cayley-Hamilton equality:
Θ2 − TΘ+DI = 0, (E·12)
where T = TrΘ = TrΓΛ and D = detΘ = detΓΛ. This implies that any functions of the
matrix Θ that can be expanded in the Taylor series is reduced to a linear function αΘ + β.
In the present case, let us express √
I − Θ
2
4
= αΘ + βI, (E·13)
or
Ξ =
(
1
2
∓ iα
)
Θ− i (1± β) I. (E·14)
and look for the coefficients α and β. Once we obtain the coefficients, the Fisher-Lee rela-
tion (37) gives the conductance as
G12(E) = 2e
2
h
Ξ12Ξ
∗
21
=
2e2
h
Θ12Θ21
(
1
2
− iα
)(
1
2
+ iα
)
=
2e2
h
Γ11Λ12Γ22Λ21
(
1
4
+ α2
)
. (E·15)
The coefficients α and β in eq. (E·13) are given in terms of the two eigenvalues of the
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matrix Θ, which will be denoted by θ1 and θ2 hereafter. We then have

√
1− θ1
2
4
= αθ1 + β,
±
√
1− θ2
2
4
= αθ2 + β,
(E·16)
where the multiple sign in front of the second line actually indicates the relative sign of the
square roots on the left-hand sides. If we flip the signs of the square roots at the same time,
the signs of α and β flip, which does not affect the final result (E·15). The solution is given
in the form (
α
β
)
=
1
θ1 − θ2
(
1 −1
−θ2 θ1
)
√
1− θ124
±
√
1− θ224

 , (E·17)
which is followed by
α2 =
1
(θ1 − θ2)2


√
1− θ1
2
4
±
√
1− θ2
2
4


2
=
1
(θ1 − θ2)2

2− θ12 + θ22
4
±2
√
1− θ1
2 + θ2
2
4
+
θ1
2θ2
2
16

 . (E·18)
Because the two eigenvalues θ1 and θ2 are the solutions of the quadratic equation
θ2 − Tθ +D = 0, (E·19)
they satisfy the equalities
θ1 + θ2 = T, (E·20)
θ1θ2 = D, (E·21)
θ1
2 + θ2
2 = T 2 − 2D, (E·22)
(θ1 − θ2)2 = T 2 − 4D. (E·23)
Using these equalities in eq. (E·18), we have
α2 =
1
T 2 − 4D
(
2− T
2 − 2D
4
±1
2
√
16 − 4T 2 + 8D +D2
)
= −1
4
+
1
2 (T 2 − 4D)
(
4−D ±
√
(D + 4)2 − 4T 2
)
. (E·24)
Combining this with eq. (E·15), we arrive at the formula (25).
54/65
J. Phys. Soc. Jpn. Full Paper
Let us finally present a way of determining the sign of the multiple sign. From eqs. (E·9)
and (E·10), we have
ΓGR − ΓGA = −2iI ∓ 2i
√
I − Θ
2
4
. (E·25)
As we discussed below eq. (E·16), the sign of the square-root operator in fact means the
relative sign of the two eigenvalues. We can therefore know the appropriate sign from the sign
of
det
√
I − Θ
2
4
= det
[
I +
i
2
(
ΓGA − ΓGR)] . (E·26)
By using eqs. (E·6) and (E·7), we can also write the above quantity as
det
√
I − Θ
2
4
= det
[
1
2
(
GR
)−1
GA +
1
2
(
GA
)−1
GR
]
= det
[
Re
(
GR
)−1
GA
]
. (E·27)
We remind the readers that all matrix calculations in the present Appendix should be done
as two-by-two matrices.
Appendix F: Friedrichs solution of the system (20)
In the present Appendix, we solve the Lippmann-Schwinger equation for the present sys-
tem (20) to obtain the Friedrichs solution125) of the scattering states that appears in eq. (45)
in § 4. The Lippmann-Schwinger equation may be written down as
|ψk,α〉 = |k, α〉+ 1
Ek −H0 + iδH1 |ψk,α〉 , (F·1)
where
H0 ≡Hd +
∑
α
Hα
=
N∑
i=1
ε |di〉 〈di|
−
∑
1≤i<j≤N
vij (|di〉 〈dj |+ |dj〉 〈di|)
+
∑
α
∫ pi
−pi
dk
2pi
Ek |k, α〉 〈k, α| , (F·2)
H1 ≡
∑
α
Hd,α
=−
∑
α
tα
∫ pi
−pi
dk
2pi
√
2 sin k (|k, α〉 〈dα|+ |dα〉 〈k, α|) , (F·3)
the state |k, α〉 is an eigenstate of H0 (more specifically, of Hα) with the eigenvalue Ek =
−2t cos k, and δ is a positive infinitesimal ensuring that the solution is an outgoing wave. For
semi-infinite leads the states |k, α〉 are normalized as 〈x, α′ |k, α〉 = √2 sin[k(x+ 1)]δα′,α.
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The formal solution of the Lippmann-Schwinger equation (F·1) is given in the form
|ψk,α〉 = |k, α〉+ 1
Ek −H + iδH1 |k, α〉
= |k, α〉 − tα
√
2 sin k
Ek −H + iδ |dα〉 . (F·4)
Using the resolution of unity
1 =
N∑
i=1
|di〉 〈di|+
∑
β
∫ pi
−pi
dq
2pi
|q, β〉 〈q, β| , (F·5)
we then have
|ψk,α〉 = |k, α〉 − tα
√
2 sin k
(
N∑
i=1
GRiα(Ek) |di〉
+
∑
β
∫ pi
−pi
dq
2pi
〈q, β| 1
Ek −H + iδ |dα〉 |q, β〉
)
, (F·6)
where
GRij(Ek) ≡ 〈di|
1
Ek −H + iδ |dj〉 . (F·7)
In order to transform the final term on the right-hand side of eq. (F·6), we calculate the
following:
1
Ek −H − iδ |q, β〉
=
(
1 +
1
Ek −H − iδH1
)
1
Ek −H0 − iδ |q, β〉
=
1
Ek − Eq − iδ
(
|q, β〉 − tβ
√
2 sin q
Ek −H − iδ |dβ〉
)
. (F·8)
We thereby have
〈q, β| 1
Ek −H + iδ |dα〉 = −
tβ
√
2 sin qGRβα(Ek)
Ek − Eq + iδ . (F·9)
We therefore arrive at
|ψk,α〉 =|k, α〉 − tα
√
2 sin k
(
N∑
i=1
GRiα(Ek)|di〉
−
∑
β
tβG
R
βα(Ek)
∫ pi
−pi
dq
2pi
√
2 sin q|q, β〉
Ek − Eq + iδ

 . (F·10)
We describe in Appendix B how we can calculate the Green’s function GRij .
We have calculated so far the right-eigenvector of the Hamiltonian H. Since the Hamil-
tonian has semi-infinite leads and its effective Hamiltonian HReff is non-Hermitian, the left-
eigenvector of the Hamiltonian H is not Hermitian conjugate to the corresponding right-
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eigenvector. Starting from the Lippmann-Schwinger equation for the left-eigenvector
〈ψ˜k,α| = 〈k, α| + 〈ψ˜k,α|H1 1
E −H0 + iδ , (F·11)
we have the final form
〈ψ˜k,α| =〈k, α| −
√
2tα sin k
(
N∑
i=1
GRiα(Ek)〈di|
−
∑
β
tβG
R
βα(Ek)
∫ pi
−pi
dq
2pi
√
2 sin q〈q, β|
Ek − Eq + iδ

 . (F·12)
Since the vector |k, α〉 is a plane wave and the vector |di〉 is a site state, we can choose their
phases such that
〈k, α| = |k, α〉T, (F·13)
〈di| = |di〉T. (F·14)
Then we observe
〈ψ˜k,α| = |ψk,α〉T
(
6= |ψk,α〉†
)
. (F·15)
In fact, if |ψk,α〉 is the right-eigenvector of a resonant state, the vector |ψk,α〉† is the left-
eigenvector of the corresponding anti-resonant state, because |ψk,α〉∗ is the right-eigenvector
of the anti-resonant state; see eq. (17), eqs. (A·23)–(A·24) and eqs. (A·29)–(A·30).
Appendix G: Proof of eq. (55)
In the present Appendix, we prove eq. (55). Using the expressions (F·10) and (F·12) of
the scattering state, we have
〈di|ψk〉〈ψ˜k|dj〉 =
∑
α
〈di|ψk,α〉〈ψ˜k,α|dj〉
=
∑
α
tα
2GRiα(Ek)G
A
αj(Ek). (G·1)
We therefore have ∫
dk
2pi
〈di|ψk〉〈ψ˜k|dj〉
E − Ek
=
∑
α
tα
2
∫
dk
2pi
1
E − Ek
× 〈di| 1
Ek −Hd −
∑
α
(tα
2/t)eik|dα〉〈dα|
|dα〉
× 〈dα| 1
Ek −Hd −
∑
α
(tα
2/t)e−ik|dα〉〈dα|
|dj〉, (G·2)
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where Ek = −t
(
eik + e−ik
)
, and we used eqs. (B·1) and (B·5) for the Green’s functions with
the expression (B·26) for the effective potential.
On the paths CR‖ (κ0) and C
A
‖ (κ0), we let k = kr± iκ0 and integrate with respect to kr. For
k = kr+ iκ0, the element e
−ik grows to infinity in the limit κ0 →∞ in the three denominators
on the right-hand side of eq. (G·2). Conversely, for k = kr − iκ0, the element eik grows to
infinity in the limit κ0 → ∞ in the three denominators on the right-hand side of eq. (G·2).
Therefore the integral (G·2) vanishes on the paths CR‖ (κ0) and CA‖ (κ0) in the limit κ0 →∞.
Thus eq. (55) is proved for the system (20).
Appendix H: The case t1 = t2 = t with infinite eigenvalues
In the present Appendix, we will show the following fact mentioned near the end of § 4:
when the couplings between the quantum dot and the leads are equal, and are equal to the
hopping energy of the leads, i.e., t1 = t2 = t, the effective Hamiltonian has two infinite
eigenvalues; the contribution of these eigenvalues to the function Λ in eq. (30) is a finite
constant and is equal to
Λ∞(E) = −Hˇ−1d (H·1)
for any finite energy E, where Hˇd is the “contact” Hamiltonian, the part of the quantum-dot
Hamiltonian that involves the sites in contact with the leads, spanned by the contact sites
|d1〉 and |d2〉. Note, however, that the above does not apply to the case where the two leads
are attached to one site 0.
As we showed in Appendix B, and particularly in eqs. (B·2)–(B·4), the matrix En −
HReff(En) is an N -by-N matrix in the quantum-dot subspace consisting of N sites, {di}:
En −HReff(En) =


En − ε1 + t
2
1
t zn v12 v13 · · ·
v21 En − ε2 + t
2
2
t zn v23 · · ·
v31 v32 En − ε3 · · ·
...
...
...
. . .

 , (H·2)
where
zn = e
ikn , (H·3)
En = −t
(
zn +
1
zn
)
. (H·4)
Note that we used the expression (B·26) here. Since we set t1 = t2, we will introduce the
single parameter
γ = t− t1
2
t
= t− t2
2
t
. (H·5)
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Then the matrix (H·2) becomes
En −HReff(En) =


−znγ − ε1 − tzn v12 v13 · · ·
v21 −znγ − ε2 − tzn v23 · · ·
v31 v32 −t(zn + 1zn )− ε3 · · ·
...
...
...
. . .

 (H·6)
because of eq. (H·4). We will consider the limit t1 = t2 → t, or γ → 0. Hereafter we will try
to find values of zn that tend to infinity as γ → 0 in such a way that the product znγ remains
finite. In the limit |zn| → ∞ we drop the terms t/zn in eq. (H·6) and have
lim
|zn|→∞
(
En −HReff(En)
)
=


−znγ − ε1 v12 v13 · · ·
v21 −znγ − ε2 v23 · · ·
v31 v32 −tzn − ε3 · · ·
...
...
...
. . .

 . (H·7)
We will call Cˇ (for “contact” matrix) the two-by-two upper-left matrix within the ma-
trix (H·7). Thus
Cˇ =
(
−znγ − ε1 v12
v21 −znγ − ε2
)
= −znγIˇ − Hˇd (H·8)
where Iˇ is the two-by-two identity matrix and
Hˇd =
(
ε1 −v12
−v21 ε2
)
. (H·9)
(We here used the notation (B·31).) In the limit |zn| → ∞, we then have
lim
|zn|→∞
det
(
En −HReff(En)
)
= (−tzn)N−2 det Cˇ, (H·10)
because in the subspace of |d3〉 to |dN 〉 the diagonal elements −tzn dominate. Since the
determinant (H·10) must vanish as in eq. (D·1), this implies that the two eigenvalues zn
tending to infinity must be the solutions of the equation det Cˇ = 0 and the corresponding
eigenvectors must have the form
|ψn〉 =


〈d1|ψn〉
〈d2|ψn〉
0
0
...


(H·11)
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with
Cˇ
(
〈d1|ψn〉
〈d2|ψn〉
)
=
(−znγIˇ − Hˇd)
(
〈d1|ψn〉
〈d2|ψn〉
)
= 0. (H·12)
This shows that −znγ must be the (real) eigenvalues of the contact Hamiltonian Hˇd. Denoting
the eigenvalues of Hˇd by ζn, we have zn = −ζn/γ in the limit γ → 0.
In the limit γ → 0 (or |zn| → ∞) we have
E − En = E + t
(
zn +
1
zn
)
|zn|→∞−→ tzn = −tζn
γ
. (H·13)
Hence the contribution to Λ(E) in eq. (30) from the infinite eigenvalues En reduces to
Λ∞(E) = −
∑
n=1,2
|ψn〉〈ψ˜n|
tζn/γ
. (H·14)
Let us here notice that the eigenstates |ψn〉 include the normalization constant
Nn =
N∑
i=1
∣∣〈di|ψ′n〉∣∣2
+
zn
2
1− zn2
(
t1
t
)2 ∑
α=1,2
∣∣〈dα|ψ′n〉∣∣2 , (H·15)
where |ψ′n〉 is the non-normalized eigenstate of the Hamiltonian so that |ψn〉 = N−1/2n |ψ′n〉.
The second term in (H·15) comes from the summation of the square modulus of eq. (D·7) over
xα. For the eigenstates with the infinite eigenvalues, eq. (H·15) reduces to
lim
|zn|→∞
Nn =
[
1−
(
t1
t
)2] ∑
α=1,2
∣∣〈dα|ψ′n〉∣∣2
=
γ
t
∑
α=1,2
∣∣〈dα|ψ′n〉∣∣2 , (H·16)
where we used eq. (H·11). This is the normalization constant for the eigenvectors of the total
Hamiltonian H. Introducing the eigenvectors
|φn〉 =

∑
α=1,2
∣∣〈dα|ψ′n〉∣∣2


−1/2
|ψ′n〉, (H·17)
which are normalized for the two-by-two contact Hamiltonian Hˇd, we have
Λ∞(E) = −
∑
n
|φn〉〈φ˜n|
ζn
= −Hˇ−1d . (H·18)
This completes the proof.
Two comments are in order. First, for a simple case shown in Fig. H·1, we can explain why
the eigenvalues must tend to infinity. When t1 6= t in Fig. H·1, the dot Hamiltonian Hd consists
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Fig. H·1. (Color online) A system with the dot Hamiltonian of two sites.
of two sites (N = 2) and hence the system must have 2N = 4 pieces of discrete eigenstates.
As t1 → t, the site d1 becomes a part of the lead and therefore the dot Hamiltonian Hd now
consists of only one site; the system now must have only two pieces of discrete eigenstates.
Two eigenstates thereby must vanish when their corresponding eigenvalues go to infinity.
Second, the two eigenvalues that tend to infinity must correspond to anti-bound states
because of the following reason. As is shown above, the values of zn = −ζn/γ, and hence En,
are both real. Since it is impossible for the bound-state eigenenergy to tend to infinity just as
t→ t1 = t2, the only possibility is that they are both anti-bound states.
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