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to minimize the number of conditions on wavelet measure, no matter how big the order
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1. Introduction
The importance of weak-singular integral operators such as classical Riesz, Bessel and parabolic potentials and their
various generalizations in harmonic analysis and its applications is well known.
In potential theory, an important problem is to obtain inversion formulas for the potential type integral operators.
The study on this subject has been accelerated by the use of hypersingular integral technique. The hypersingular inte-
gral type representation of Riesz’s differentiation F−1|x|α F f appeared ﬁrst in E. Stein [25] in case of 0 < α < 2. The general
case 0 < α < ∞ has been considered by P. Lizorkin [12] and has systematically been investigated by S.G. Samko and his
collaborators. The investigations of S.G. Samko, V.A. Nogin and B. Rubin on this subject should be emphasized; see [16,19,22]
and references therein. We refer the interested reader also to the papers [7,8,10,13] for various generalizations and appli-
cations. In 1986, B. Rubin proved new inversion formulas for the Riesz and Bessel potentials by making use of the Poisson
and Gauss–Weierstrass semigroups, which are important and more frequently-used tools in Harmonic Analysis.
A “wavelet approach” to this problem has been introduced and investigated by B. Rubin [16,17] and then developed by
B. Rubin and I.A. Aliev. For instance, the wavelet-type representations of the Bessel potentials and generalized parabolic po-
tentials have been introduced and inversion formulas for these potentials have been obtained by I.A. Aliev and B. Rubin [3,4],
I.A. Aliev and M. Eryigit [2], S. Sezer and I.A. Aliev [23]. Recently, I.A. Aliev and B. Rubin [5] have deﬁned a new wavelet-like
transforms and proved explicit inversion formulas for the Riesz and Bessel potentials (ordinary and generalized), by using
these transforms.
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w(β)
(|y|, t)= (2π)−n ∫
Rn
e−t|x|β eiy·x dx, y · x = y1x1 + y2x2 + · · · + ynxn,
and using this beta-semigroup we give a new integral representation of the Riesz potentials. Note that, for β = 1 and β = 2,
B(β)t f coincides with the well-known Poisson and Gauss–Weierstrass integrals, respectively.
Further, we obtain explicit inversion formulas for the Riesz potentials, via some composite wavelet-like transform, gen-
erated by the beta-semigroup (B(β)t )t>0. Finally, we give a new characterization of the Riesz potential spaces.
One might naturally question the advantage of using the beta-semigroup (B(β)t )t>0 in the characterization of the Riesz
potential spaces. To answer this question we note that most of the known characterizations of the Riesz potential spaces
Iα(Lp) (see [19,16,22], and references therein) are given in terms of ﬁnite differences, the order of which increases with α.
In the “wavelet language” ﬁnite differences are replaced by wavelet measures, and the number of vanishing moments of
a wavelet measure serves as a substitute for the order of a ﬁnite difference. The additional parameter β enables us to
minimize the number of vanishing moments as much as desired, no matter how big a parameter α is. We show that, if one
take β > α, only one vanishing moment (
∫∞
0 dμ(t) = 0) is suﬃcient. Note that the same effect is also true for the Bessel
potentials and some their generalizations (see [1]).
2. Formulation of main results
In the following Lp ≡ Lp(Rn) is the standard space of the measurable functions on Rn such that
‖ f ‖p ≡
( ∫
Rn
∣∣ f (x)∣∣p dx)1/p < ∞, 1 p < ∞.
C0 ≡ C0(Rn) is the class of all continuous functions on Rn for which lim|x|→∞ f (x) = 0. Φ ≡ Φ(Rn) is the Lizorkin
(Semyanisty–Lizorkin) space of rapidly decreasing C∞-functions which are orthogonal to all polynomials (see [19, pp. 40–
41], [22, p. 487], [16, pp. 19–20]). The Fourier transform of a function f ∈ L1(Rn) is deﬁned by
f
∧
(x) ≡ (F f )(x) =
∫
Rn
e−ix.ξ f (ξ)dξ, x · ξ = x1ξ1 + · · · + xnξn; ξ, x ∈ Rn.
The notation F−1 denotes the inverse Fourier transform:(
F−1 f
)
(ξ) = (2π)−n(F f )(−ξ).
The action of a distribution f as a functional on the test function ω ∈ Φ will be denoted by ( f ,ω). As usual, for a locally
integrable function f we set
( f ,ω) =
∫
Rn
f (x)ω(x)dx,
provided that the last integral is ﬁnite for every ω ∈ Φ .
The classical Riesz potential of order α is deﬁned as follows
(
Iα f
)
(x) = 1
γn(α)
∫
Rn
f (y)dy
|x− y|n−α , 0 < Reα < n, γn(α) =
2απn/2Γ (α/2)
Γ (n−α2 )
. (1)
A normalizing coeﬃcient 1γn(α) is chosen in such a way that(
Iα f
)∧
(y) = |y|−α f ∧(y) (2)
in the sense of (Lizorkin) distributions [19,22,16]. It is well known [19, p. 46] that the operator Iα is an automorphism
of Φ , and the relation (2) extends Iα f to all α ∈ C as an entire function of parameter α. For α real and f ∈ Lp , the fol-
lowing Hardy–Littlewood–Sobolev inequality is valid: ‖Iα f ‖q  c‖ f ‖p , 1 < p < n/α, q = np/(n − αp) [24, p. 119]. Being a
convolution operator, Iα has the following property:(
Iα f ,ω
)= ( f , Iαω), ω ∈ Φ, α > 0, f ∈ Lp . (3)
Riesz potentials are interpreted as negative fractional powers of the Laplacian 
 =∑nk=1 ∂2∂x2k and have many applications
to the function theory, partial differential equations, harmonic analysis, etc. (see, e.g., [24,19,22,16] and references therein).
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(
Iα f
)
(x) = 1
Γ (α)
∞∫
0
tα−1(Pt f )(x)dt
(
E. Stein and G. Weiss [26]
); (4)
(
Iα f
)
(x) = 1
Γ (α/2)
∞∫
0
t
α
2 −1(Wt f )(x)dt
(
R. Johnson [9]
)
. (5)
Here the Poisson semigroup Pt f and the Gauss–Weierstrass semigroup Wt f are deﬁned as follows
(Pt f )(x) =
∫
Rn
P (y, t) f (x− y)dy, P (y, t) = cnt
(|y|2 + t2) n+12
, cn = π− n+12 Γ
(
(n + 1)/2); (6)
(Wt f )(x) =
∫
Rn
W (y, t) f (x− y)dy, W (y, t) = (4πt)−n/2e−|y|2/4t . (7)
About formulas (4) and (5), and their applications see also [22, p. 497], [16, pp. 218, 223].
It would be natural to consider a more general semigroup generated by the radial kernel w(β)(|y|, t), deﬁned as
w(β)
(|y|, t)= F−1ξ 	→y(e−t|ξ |β )(y) ≡ (2π)−n
∫
Rn
e−t|ξ |β eiy·ξ dξ. (8)
Here y ∈ Rn , t > 0, β > 0, y · ξ = y1ξ1 + · · · + ynξn , dξ = dξ1 . . .dξn and F−1 is the inverse Fourier transform. The beta-
semigroup {B(β)t }t>0 generated by the kernel w(β)(|y|, t) is deﬁned by(
B(β)t f
)
(x) =
∫
Rn
w(β)
(|y|, t) f (x− y)dy, (9)
where f ∈ Lp ≡ Lp(Rn), 1 p < ∞.
This semigroup arises in diverse contexts of analysis and integral geometry (see, e.g., [11,15,1,6]). For β = 1 and β = 2,
B(β)t f coincides with the Poisson and Gauss–Weierstrass integrals, respectively. In case of β 
= 1 and β 
= 2, the kernel
w(β)(|y|, t) cannot be computed explicitly. However, by taking the “homogenous” property of w(β)(|y|, t) into account,
other properties of the kernel w(β)(|y|, t) and semigroup B(β)t f are well determined by the following lemma.
Lemma 1. (Cf. [11, p. 44] for n = 1, and [1,6] for any n 1.) Let t > 0, y ∈ Rn, and 0 < β < ∞. Then
(a) w(β)
(
λ1/β |y|, λt)= λ−n/βw(β)(|y|, t), ∀λ > 0; (10)
(b) w(β)(|y|, t) is positive provided that 0 < β  2;
(c) If β > 0 is an even integer, then w(β)(|y|, t) is inﬁnitely smooth and rapidly decreasing as |y| → ∞. Moreover, for any ﬁxed β > 0
and t > 0, w(β)(|y|, t) = O (|y|−n−β) as |y| → ∞; therefore, w(β)(|y|, t) has a decreasing and integrable radial majorant;
(d)
∫
Rn
w(β)
(|y|, t)dy = 1, ∀t > 0, ∀β > 0; (11)
(e) If 1 p ∞, then∥∥B(β)t ϕ∥∥p  c(β)‖ϕ‖p, ∀t > 0, (12)
where c(β) = ∫
Rn
|w(β)(|y|,1)|dy < ∞. If 0 < β  2, then c(β) = 1;
(f) sup
t>0
∣∣(B(β)t ϕ)(x)∣∣ c(Mϕ)(x), ϕ ∈ Lp, 1 p ∞, (13)
where Mϕ is the well-known Hardy–Littlewood maximal function:
(Mϕ)(x) = sup
r>0
1
|B(x, r)|
∫
B(x,r)
∣∣ϕ(y)∣∣dy,
B(x, r) is the ball of radius r, centered at x ∈ Rn;
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x∈Rn
∣∣(B(β)t ϕ)(x)∣∣ ct−n/βp‖ϕ‖p, 1 p < ∞; (14)
(h) (The semigroup property)
B(β)t
(
B(β)τ ϕ
)= B(β)t+τ ϕ, ∀t, τ > 0; (15)
(i) Let ϕ ∈ Lp , 1 p ∞ (L∞ ≡ C0). Then
lim
t→0
(
B(β)t ϕ
)
(x) = ϕ(x), (16)
with the limit being taken in Lp-norm (1 p < ∞) or pointwise for almost all x ∈ Rn. If ϕ ∈ C0 , the convergence is uniform.
An application of Lemma 1 enables one to get a new representation of the Riesz potentials with the aid of the beta-
semigroup B(β)t f .
Theorem 2. Let 0 < α < n, f ∈ Lp(Rn) and 1 p < n/α. Then the Riesz potentials Iα f admit the representation
(
Iα f
)
(x) = 1
Γ (α/β)
∞∫
0
t
α
β
−1(B(β)t f )(x)dt. (17)
It is clear that for β = 1 and β = 2 the formula (17) coincides with (4) and (5), respectively.
By making use of the beta-semigroup (9) we deﬁne the following wavelet-like transform (cf. [5, p. 339]):
(
W (β) f
)
(x, t) =
∞∫
0
(
B(β)tη f
)
(x)dμ(η), (18)
where μ is a ﬁnite Borel measure on [0,∞) and μ([0,∞)) = 0.
The integral operator (18) is well deﬁned for any function f ∈ Lp . Indeed, by (12)∥∥(W (β) f )(·, t)∥∥p  c(β)‖μ‖‖ f ‖p,
where ‖μ‖ = ∫[0,∞) d|μ|(η) < ∞ and ‖ f ‖p = (∫Rn | f (x)|p dx)1/p , 1 p < ∞.
The wavelet-like transform (18) and integral representation (17) enable one to get a new explicit inversion formula for
Riesz potentials.
Theorem 3. Let α > 0, β > 0, 1  p < nα and f ∈ Lp . Suppose that μ is a ﬁnite Borel measure on [0,∞) satisfying the following
conditions:
(a)
∞∫
1
ηγ d|μ|(η) < ∞, for some γ > α/β; (19)
(b)
∫
[0,∞)
ηk dμ(η) = 0, ∀k = 0,1, . . . , [α/β] (is the integral part of α/β). (20)
If ϕ = Iα f , then
∞∫
0
(
W (β)ϕ
)
(x, t)
dt
t1+α/β
≡ lim
ε→0
∞∫
ε
(
W (β)ϕ
)
(x, t)
dt
t1+α/β
= c α
β
,μ f (x), (21)
where cθ,μ is deﬁned by
cθ,μ =
∞∫
0
μ˜(t)
t1+θ
dt =
{
Γ (−θ) ∫∞0 ηθ dμ(η) if θ 
= 0,1,2, . . .
(−1)θ+1
θ !
∫∞
0 η
θ lnηdμ(η) if θ = 0,1,2, . . .
}
. (22)
Here μ˜(t) = ∫∞0 e−tη dμ(η) is the Laplace transform of measure μ.
The limit in (21) exists in the Lp-norm and pointwise for almost all x. If f ∈ C0 ∩ Lp , the convergence in (21) is uniform.
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no matter how big a parameter α is. Indeed, if we take β > α, then [α/β] = 0, and therefore only one vanishing moment
(
∫∞
0 dμ(t) = 0) is suﬃcient.
By taking this remark and Theorem 3 into account, we have the following:
Corollary 5. Let α > 0, 1  p < nα , f ∈ Lp and β > α. Suppose that μ is a ﬁnite Borel measure on [0,∞) satisfying the following
conditions:
∞∫
1
ηd|μ|(η) < ∞ and
∞∫
0
dμ(η) = 0.
If ϕ = Iα f , then
∞∫
0
(
W (β)ϕ
)
(x, t)
dt
t1+α/β
≡ lim
ε→0
∞∫
ε
(
W (β)ϕ
)
(x, t)
dt
t1+α/β
= c α
β
,μ f (x), (23)
where c α
β
,μ is deﬁned as in Theorem 3.
Corollary 5 plays a crucial role in a new characterization of the Riesz potential space.
The space Iα(Lp) of Riesz potentials is deﬁned as
Iα(Lp) =
{
ϕ: ϕ = Iα f , f ∈ Lp
(
R
n)},
where α > 0, 1 < p < n/α and Iα f is the Riesz potential of the function f . The norm in the space Iα(Lp) is deﬁned by the
relation (see [22, p. 533])
‖ϕ‖Iα(Lp) = ‖ f ‖p,
which makes Iα(Lp) a Banach space.
Note that most of the known characterizations of the space Iα(Lp) and its generalizations Lαp,r(R
n) (Samko’s spaces) are
given in terms of ﬁnite differences, the order of which increases with parameter α (see [19, p. 181], [22, pp. 536–537],
[21,20], [16, p. 220], [18]). A wavelet approach to inversion and characterization of Riesz’s potentials is given by B. Rubin
[16, pp. 235–237]. In the “wavelet language” ﬁnite differences are replaced by wavelet measures, and as noted above, the
number of vanishing moments of a wavelet measure serves as a substitute for the order of a ﬁnite difference. As seen from
Rubin’s theorem in [16, p. 235], the number of vanishing moments increases with α. The following theorem shows that
the additional parameter β enables us to minimize the number of vanishing moments. More precisely, only one vanishing
moment is suﬃcient.
Theorem 6. Let 0 < α < n, 1 < p < nα and β > α. Suppose that μ is a ﬁnite Borel measure on [0,∞) satisfying the following
conditions:
∞∫
1
ηd|μ|(η) < ∞,
∞∫
0
dμ(η) = 0 and c α
β
,μ 
= 0.
Denote
(
D
α
ε ϕ
)
(x) ≡ (Dαε,βϕ)(x) =
∞∫
ε
(
W (β)ϕ
)
(x, t)t−1−α/β dt (ε > 0), (24)
where the wavelet-like transform W (β)ϕ is deﬁned as in (18).
Then ϕ ∈ Iα(Lp) if and only if ϕ ∈ Lq, q = np/(n − αp) and supε>0 ‖Dαε ϕ‖p < ∞.
Remark 7. Remarkable examples of wavelet measures, which satisfy the conditions of Theorems 3 and 6 (with c α
β
,μ 
= 0),
are the following.
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h(k)(0) = 0, ∀k = 0,1,2, . . . and
∞∫
0
η
α
β
−mh(η)dη 
= 0
(for instance, h(η) = exp(−η2 − 1/η2), h(0) = 0). Set dμ(η) = h(m)(η)dη. Integration by part shows that ∫∞0 ηk dμ(η) =
0, ∀k = 0,1, . . . , [α/β] and c α
β
,μ 
= 0.
2. Let μ =∑mj=0 (mj )(−1) jδ j , where m > α/β is a ﬁxed integer and δ j = δ j(η) denotes the unit mass at the point η = j,
i.e. 〈δ j, g〉 ≡
∫∞
0 g(η)dδ j(η) = g( j). It is known [22, p. 117] that
∞∫
0
ηk dμ(η) ≡
m∑
j=0
(
m
j
)
(−1) j jk = 0, ∀k = 0,1,2, . . . ,m − 1 (we set 00 = 1).
Moreover,
c α
β
,μ =
∞∫
0
(
1− e−t)mt− αβ −1 dt 
= 0.
3. It is very easy to construct examples of wavelet measures on [0,∞) which satisfy the conditions of Corollary 5. For
example,
(a) dμ(t) = (1− t)e−t dt;
(b) dμ(t) = h(t)dt , where
h(t) =
⎧⎪⎨
⎪⎩
1, 0 t < 1
−1, 1 t < 2
0, 2 t < ∞
⎫⎪⎬
⎪⎭ .
3. Proofs
Proof of Theorem 2. By changing the order of integration, we have
1
Γ (α/β)
∞∫
0
t
α
β
−1(B(β)t f )(x)dt = 1Γ (α/β)
∞∫
0
t
α
β
−1
( ∫
Rn
w(β)
(|y|, t) f (x− y)dy)dt
= 1
Γ (α/β)
∫
Rn
f (x− y)dy
∞∫
0
t
α
β
−1w(β)
(|y|, t)dt
(10)= 1
Γ (α/β)
∫
Rn
f (x− y)dy
∞∫
0
t
α
β
−1t−
n
β w(β)
(
t−
1
β |y|,1)dt
(
set t−
1
β |y| = τ , dt = (−β)|y|βτ−β−1 dτ )
= β
Γ (α/β)
∞∫
0
τn−α−1w(β)(τ ,1)dτ
∫
Rn
f (x− y)|y|−n+α dy.
Therefore, we have
1
Γ (α/β)
∞∫
0
t
α
β
−1(B(β)t f )(x)dt = cn(α,β)
∫
Rn
f (x− y)
|y|n−α dy, (25)
where
cn(α,β) = β
∞∫
τn−α−1w(β)(τ ,1)dτ .0
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cn(α,β) = 1
γn(α)
≡ Γ (
n−α
2 )
2απn/2Γ (α2 )
.
We will show the last equality not by straight calculation, but indirectly, using the Fourier transform.
Since (25) holds for all f ∈ Lp , 1 p < n/α, it holds in particular, for Lizorkin’s test functions. Thus, assuming f ∈ Φ , we
get (
1
Γ (α/β)
∞∫
0
t
α
β
−1(B(β)t f )(x)dt
)∧
= 1
Γ (α/β)
∞∫
0
t
α
β
−1(B(β)t f )∧(x)dt
= 1
Γ (α/β)
∞∫
0
t
α
β
−1(w(β)(·, t))∧(x) f ∧(x)dt
= f ∧(x) 1
Γ (α/β)
∞∫
0
t
α
β
−1e−t|x|β dt
= f ∧(x)|x|−α 1
Γ (α/β)
∞∫
0
τ
α
β
−1e−τ dτ = f ∧(x)|x|−α = (Iα f )∧(x). 
Proof of Theorem 3. Let ϕ = Iα f , f ∈ Lp , 1 p < n/α. Then
(
W (β)ϕ
)
(x, t) =
∞∫
0
(
B(β)tη I
α f
)
(x)dμ(η) =
∞∫
0
(
IαB(β)tη f
)
(x)dμ(η)
(17)= 1
Γ (α/β)
∞∫
0
dμ(η)
∞∫
0
τ
α
β
−1(B(β)τ B(β)tη f )(x)dτ
(15)= 1
Γ (α/β)
∞∫
0
dμ(η)
∞∫
0
τ
α
β
−1(B(β)τ+tη f )(x)dτ
= 1
Γ (α/β)
∞∫
0
dμ(η)
∞∫
0
(τ − ηt)
α
β
−1
+
(
B(β)τ f
)
(x)dτ , (26)
where
a+ =
{
a, if a > 0,
0, if a 0.
We introduce the following “truncated” integrals:
(
D
α
ε ϕ
)
(x) ≡ (Dαε,βϕ)(x) =
∞∫
ε
t−
α
β
−1(W (β)ϕ)(x, t)dt. (27)
Then using (26), (27) and Fubini’s theorem, we have
(
D
α
ε ϕ
)
(x) = 1
Γ (α/β)
∞∫
ε
t−
α
β
−1 dt
∞∫
0
dμ(η)
∞∫
0
(τ − ηt)
α
β
−1
+
(
B(β)τ f
)
(x)dτ
= 1
Γ (α/β)
∞∫
0
(
B(β)τ f
)
(x)dτ
τ/ε∫
0
η
α
β
−1 dμ(η)
τ/η∫
ε
t−
α
β
−1
(
τ
η
− t
) α
β
−1
dt
= 1
Γ (α/β)
∞∫ (
B(β)ετ f
)
(x)dτ
τ∫
η
α
β
−1 dμ(η)
τ/η∫
t−
α
β
−1
(
τ
η
− t
) α
β
−1
dt.0 0 1
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s∫
1
t−
α
β
−1
(s − t) αβ −1 dt = Γ (α/β)
Γ (1+ α/β)
1
s
(s − 1) αβ (s > 1)
gives
(
D
α
ε ϕ
)
(x) =
∞∫
0
(
B(β)ετ f
)
(x)
(
1
τ
1
Γ (1+ α/β)
τ∫
0
(τ − η)αβ dμ(η)
)
dτ
=
∞∫
0
(
B(β)ετ f
)
(x)Kα/β(τ )dτ , (28)
where Kθ (τ ) = 1τ (Iθ+10+ μ)(τ ), and
(
Iθ+10+ μ
)
(τ ) = 1
Γ (1+ θ)
τ∫
0
(τ − η)θ dμ(η)
is the Riemann–Liouville integral of order (θ + 1) of the measure μ. By Lemma 1 from [14, p. 8], conditions (19) and (20)
imply that Kθ (τ ) has a decreasing integrable majorant and
∫∞
0 Kθ (τ )dτ = cθ,μ . Here cθ,μ is deﬁned by (22).
Then it follows from (28) that
(
D
α
ε I
α f
)
(x) − cα/β,μ f (x) =
∞∫
0
[(
B(β)ετ f
)
(x) − f (x)]Kα/β(τ )dτ ,
and therefore,
∥∥Dαε Iα f − cα/β,μ f ∥∥p 
∞∫
0
∥∥B(β)ετ f − f ∥∥p∣∣Kα/β(τ )∣∣dτ .
The application of the Lebesgue convergence theorem and formula (16) gives∥∥Dαε Iα f − cα/β,μ f ∥∥p → 0 as ε → 0, 1 < p < ∞. (29)
For f ∈ Lp ∩ C0 the argument is similar and based on Lemma 1(i). The proof of the pointwise (a.e.) convergence is based
on the maximal function technique. More precisely, from (28) and (13) we have
∣∣(Dαε Iα f )(x)∣∣ sup
t>0
∣∣(B(β)t f )(x)∣∣
∞∫
0
∣∣Kα/β(τ )∣∣dτ  c(Mf )(x),
and therefore
sup
ε>0
∣∣(Dαε Iα f )(x)∣∣ c(Mf )(x), c = c(α,β) > 0.
Thus, we see that the maximal operator
f (x) 	→ sup
ε>0
∣∣(Dαε Iα f )(x)∣∣,
is weak (p, p), 1 p < n/α. Then, by Theorem 3.12 from [27, p. 60] it follows that (Dαε Iα f )(x) → cα/β,μ f (x) as ε → 0 for
almost all x ∈ Rn . 
Proof of Theorem 6. The “necessary part” follows from the Hardy–Littlewood–Sobolev theorem [24, p. 119], [19, p. 38]
and Corollary 5. Let us check the “suﬃcient part”. We will use some ideas from [16, p. 222]. Denote Dαε ϕ = c−1α/β,μDαε ϕ
(cf. (24)). Since supε>0 ‖Dαε ϕ‖p < ∞, by Banach–Alaoglu theorem, there exist a sequence (εk) and a function f ∈ Lp such
that limε →0(Dαε ϕ,w) = ( f ,w) for every w ∈ Φ . On the other hand, it follows from (27), (18) and (9) that the integralk k
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Using this and (3), we have for all w ∈ Φ:(
Iα f ,w
) = ( f , Iαw) (21)= lim
εk→0
(Dαεkϕ, Iαw)= limεk→0
(
ϕ,Dαεk Iαw
)
(28)= lim
εk→0
(
ϕ, c−1α/β,μ
∞∫
0
(
B(β)εkτ w
)
(x)Kα/β(τ )dτ
)
. (30)
Let us show that for every w ∈ Φ
lim
εk→0
(
ϕ, c−1α/β,μ
∞∫
0
(
B(β)εkτ w
)
(x)Kα/β(τ )dτ
)
= (ϕ,w). (31)
The application of Hölder’s and Minkowski’s inequalities yields∣∣∣∣∣
(
ϕ, c−1α/β,μ
∞∫
0
(
B(β)εkτ w
)
(x)Kα/β(τ )dτ
)
− (ϕ,w)
∣∣∣∣∣

∣∣c−1α/β,μ∣∣‖ϕ‖p
∥∥∥∥∥
∞∫
0
(
B(β)εkτ w
)
(·)Kα/β(τ )dτ − cα/β,μw(·)
∥∥∥∥∥
p′

∣∣c−1α/β,μ∣∣‖ϕ‖p
∞∫
0
∣∣Kα/β(τ )∣∣∥∥B(β)εkτ w − w∥∥p′ dτ
(
1
p
+ 1
p′
= 1
)
. (32)
By making use of Lemma 1(i) and the Lebesgue convergence theorem, we have that the right-hand side of (32) tends to
zero as εk → 0, and therefore, (31) follows. Finally, by (30) we have(
Iα f ,w
)= (ϕ,w), ∀w ∈ Φ.
This implies Iα f = ϕ + P with some polynomial P = P (x) (see [19, p. 41]). Since ϕ ∈ Lq and Iα f ∈ Lq (q = np/(n−αp)),
it follows that P ≡ 0 and therefore Iα f = ϕ . This shows that ϕ ∈ Iα(Lp) and the proof is completed. 
References
[1] I.A. Aliev, Bi-parametric potentials, relevant function spaces and wavelet-like transforms, Integral Equations Operator Theory 65 (2009) 151–167.
[2] I.A. Aliev, M. Eryigit, Inversion of Bessel potentials with the aid of weighted wavelet transforms, Math. Nachr. 242 (2002) 27–37.
[3] I.A. Aliev, B. Rubin, Parabolic potentials and wavelet transforms with the generalized translations, Studia Math. 145 (2001) 1–16.
[4] I.A. Aliev, B. Rubin, Parabolic wavelet transforms and Lebesgue spaces of parabolic potentials, Rocky Mountain J. Math. 32 (2) (2002) 391–408.
[5] I.A. Aliev, B. Rubin, Wavelet-like transforms for admissible semi-groups; Inversion formulas for potentials and Radon transforms, J. Fourier Anal.
Appl. 11 (2005) 333–352.
[6] I.A. Aliev, B. Rubin, S. Sezer, S.B. Uyhan, Composite wavelet transforms: applications and perspectives, in: Gestur Olafsson, et al. (Eds.), Radon Trans-
forms, Geometry and Wavelets, in: Contemp. Math., vol. 464, Amer. Math. Soc., 2008, pp. 1–27.
[7] A. Almeida, S.G. Samko, Characterization of Riesz and Bessel potentials on variable Lebesgue spaces, J. Funct. Spaces Appl. 4 (2) (2006) 1–26.
[8] J. Hu, M. Zahle, Potential spaces on fractals, Studia Math. 170 (2005) 259–281.
[9] R. Johnson, Temperatures, Riesz potentials and Lipschitz spaces of Herz, Proc. London Math. Soc. 27 (2) (1973) 290–316.
[10] V. Kokilashvili, A. Meskhi, S.G. Samko, On the inversion and characterization of the Riesz potentials in the weighted Lebesgue spaces, Mem. Differential
Equations Math. Phys. 29 (2003) 99–106.
[11] A. Koldobsky, Fourier Analysis in Convex Geometry, Math. Surveys Monogr., vol. 116, Amer. Math. Soc., 2005.
[12] P.I. Lizorkin, Characterization of the spaces Lrp(R
n) in terms of difference singular integrals, Mat. Sb. (N.S.) 81 (1) (1970) 79–91 (in Russian).
[13] V.A. Nogin, S.G. Samko, Method of approximating inverse operators and its applications to inversion of potential type integral operators, Integral
Transforms Spec. Funct. 8 (1–2) (1999) 205–228.
[14] B. Rubin, Fractional integrals and wavelet transforms associated with Blaschke–Levy representations on the sphere, Israel J. Math. 114 (1999) 1–27.
[15] B. Rubin, Intersection bodies and generalized cosine transforms, Adv. Math. 218 (2008) 696–727.
[16] B. Rubin, Fractional Integrals and Potentials, Pitman Monogr. Surv. Pure Appl. Math., vol. 82, Longman, Harlow, 1996.
[17] B. Rubin, Fractional calculus and wavelet transforms in integral geometry, Fract. Calc. Appl. Anal. 1 (1998) 193–219.
[18] B. Rubin, Inversion of potentials on Rn with the aid of Gauss–Weierstrass integrals, Math. Notes 41 (1–2) (1987) 22–27.
[19] S.G. Samko, Hypersingular Integrals and Their Applications, Internat. Ser. Monogr. Math., vol. 5, Taylor & Francis, 2002.
[20] S.G. Samko, On spaces of Riesz potentials, Math. USSR Izv. 10 (5) (1976) 1089–1117.
[21] S.G. Samko, The spaces Lαp,r(R
n) and hypersingular integrals, Stud. Math. (PRL) 61 (3) (1977) 193–230 (in Russian).
[22] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integrals and Derivatives, Theory and Applications, Gordon and Breach Science Publishers, 1993.
[23] S. Sezer, I.A. Aliev, On space of parabolic potentials associated with the singular heat operator, Turkish J. Math. 29 (2005) 299–314.
558 S. Sezer, I.A. Aliev / J. Math. Anal. Appl. 372 (2010) 549–558[24] E. Stein, Singular Integrals and Differentiability Properties of Functions, Princeton Univ. Press, Princeton, NJ, 1970.
[25] E. Stein, The characterization of functions arising as potentials, I, Bull. Amer. Math. Soc. 67 (1) (1961) 102–104.
[26] E. Stein, G. Weiss, On the theory of harmonic functions of several variables, I. The theory of Hp spaces, Acta Math. 103 (1960) 25–62.
[27] E.M. Stein, G. Weiss, Introduction to Fourier Analysis on Euclidean Spaces, Princeton Univ. Press, Princeton, NJ, 1971.
