We study the class of 1-perfectly orientable (1-p.o.) graphs, that is, graphs having an orientation in which every out-neighborhood induces a tournament. 1-p.o. graphs form a common generalization of chordal graphs and circular arc graphs. Even though 1-p.o. graphs can be recognized in polynomial time, little is known about their structure. In this paper, we prove several structural results about 1-p.o. graphs and characterizations of 1-p.o. graphs in special graph classes. This includes: (i) a characterization of 1-p.o. graphs in terms of edge clique covers, (ii) identification of several graph transformations preserving the class of 1-p.o. graphs, (iii) a complete characterization of 1-p.o. cographs and of 1-p.o. complements of forests, and (iv) an infinite family of minimal forbidden induced minors for the class of 1-p.o. graphs.
Introduction
Many graph classes can be defined with the existence of orientations satisfying certain properties (see, e.g., [1] ). In this paper, we study graphs having an orientation that is an out-tournament, that is, a digraph in which in the out-neighborhood of every vertex induces an orientation of a complete graph. (An in-tournament is defined similarly.) Following the terminology of Kammer and Tholey [24] , we say that an orientation of a graph is 1-perfect if the out-neighborhood of every vertex induces a tournament, and that a graph is 1-perfectly orientable (1-p.o. for short) if it has a 1-perfect orientation. In [24] , the authors introduced a hierarchy of graph classes, with 1-p.o. graphs being the first member of the family. Namely, they defined a graph to be k-perfectly orientable if in some orientation of it every out-neighborhood induces a disjoint union of at most k tournaments. The paper [24] develops several approximation algorithms for optimization problems on k-perfectly orientable graphs and related classes.
The notion of 1-p.o. graphs was introduced by Skrien [36] (under the name {B 2 }-graphs), where the problem of characterizing 1-p.o. graphs was posed. By definition, 1-p.o. graphs are exactly the graphs that admit an orientation that is an out-tournament. A simple arc reversal argument shows that that 1-p.o. graphs are exactly the graphs that admit an orientation that is an in-tournament. Such orientations were called fraternal orientations in several papers [14] [15] [16] [17] 31, 32, 38] . 1-p.o. graphs are also exactly the underlying graphs of the so-called locally in-semicomplete digraphs (which are defined similarly as in-tournaments, except that pairs of oppositely oriented arcs are allowed), see [1] .
As observed in [2, Theorem 5.1], 1-p.o. graphs can be recognized in polynomial time via a reduction to 2-SAT. A polynomial time algorithm for recognizing 1-p.o. graphs that works directly on the graph was given by Urrutia and Gavril [38] . Bang-Jensen et al. [2] (see also [34] ) proved a topological property of 1-p.o. graphs (stating that every 1-p.o. graph is 1-homotopic), and that every graph representable as the intersection graph of connected subgraphs of unicyclic graphs is 1-p.o. This implies that all chordal graphs and all circular arc graphs are 1-p.o., as observed already in [38] and in [36] , respectively. (In fact, a graph G is chordal if and only if it admits a 1-perfect acyclic orientation.) It was also shown in [2] that every graph having a unique induced cycle of order at least 4 is 1-p.o.
Since 1-p.o. graphs form a generalization of chordal graphs and of circular arc graphs, two well studied graph families for which many structural and algorithmic results are known, a further understanding of structural and algorithmic properties of 1-p.o. graphs is of interest. Known polynomial time recognition algorithms of 1-p.o. graphs [2, 38] do not give much insight into the structure of 1-p.o. graphs. Neither a constructive structural characterization of 1-p.o. graphs nor the list of minimal forbidden induced subgraphs are known. A characterization of 1-p.o. line graphs and of 1-p.o. triangle-free graphs appears in [2] . Also, the subclass of 1-p.o. graphs consisting of graphs that admit an orientation that is both an in-tournament and an out-tournament was characterized [36] (see also [22] ): this class coincides with the class of proper circular arc graphs.
In this paper, we prove several results related to the structure of 1-p.o. graphs. Our results can be summarized as follows:
In Section 3, we give a characterization of 1-p.o. graphs in terms of edge clique covers, similar to a known characterization of squared graphs due to Mukhopadhyay. In Section 4 we exhibit several examples of 1-p.o. and non-1-p.o. graphs. The examples of non-1-p.o. graphs consist of three specific graphs on 6, 7, and 10 vertices, respectively, and two infinite families: the complements of even cycles of length at least 6, and the complements of the graphs obtained from odd cycles by adding a component consisting of a single edge.
In Section 5, we identify several graph transformations preserving the class of 1-p.o. graphs. We also study the behavior of 1-p.o. graphs under some operations that in general do not preserve the class, such as pasting along a clique and the join. The result for the join (Proposition 11) motivates the problem of characterizing the 1-p.o. co-bipartite graphs.
Our main results are developed in Section 6, where, based on results developed in earlier sections, we obtain a complete characterization of 1-p.o. graphs within the classes of cographs and of complements of forests. 
Preliminaries
All graphs in this paper are simple and finite, but may be either directed (in which case we will refer to them as digraphs) or undirected (in which case we will refer to them as graphs). We use standard graph and digraph terminology. In this section, we recall the definitions of some of the most used notions in this paper. For further background on graphs, we refer to [7] , on graph classes, to [5, 20] , and on digraphs, to [1] . An edge in a graph (resp. an arc in a digraph) connecting vertices u and v will be denoted by {u, v} or simply uv (resp., (u, v) or simply uv). We will also use the notation u → v to denote the fact that an edge uv of a graph G is oriented from u to v in an orientation of G. The set of all vertices adjacent to a vertex v in a graph G will be denoted by N G (v), and its cardinality, the
, is the set of all vertices w such that (w, v) ∈ A. Similarly, the out-neighborhood of v in D is the set of all vertices w such that (v, w) ∈ A. The cardinalities of the in-and the out-neighborhood of v are the in-degree and the out-degree of v and are denoted by d
, respectively. Given two graphs G and H, their disjoint union is the graph G+H with vertex set V (G)∪V (H) (disjoint union) and edge set E(G) ∪ E(H). We write 2G for G + G. The join of two graphs G and H is the graph denoted by G * H and obtained from the disjoint union of G and H by adding to it all edges joining vertex of G with a vertex of H. Given a graph G and a subset S of its vertices, we denote by G[S] the subgraph of G induced by S, that is, the graph with vertex set S and edge set {uv ∈ E(G) | u, v ∈ S}. By G − S we denote the subgraph of G induced by V (G) \ S, and when S = {v} for a vertex v, we also write G − v. The graph G/e obtained from G by contracting an edge e = uv is defined as G/e = (V, E) where V = (V (G) \ {u, v}) ∪ {w} with w a new vertex and
A clique (resp., independent set) in a graph G is a set of pairwise adjacent (resp., non-adjacent) vertices of G. The complement of a graph G is the graph G with the same vertex set as G in which two distinct vertices are adjacent if and only if they are not adjacent in G. The fact that two graphs G and H are isomorphic to each other will be denoted by G ∼ = H. In this paper we will often not distinguish between isomorphic graphs. The path, the cycle, and complete graph on n vertices will be denoted by P n , C n , and K n , respectively, and the complete bipartite graph with parts of size m and n by K m,n .
A connected graph is said to be unicyclic if it has exactly one cycle. The following proposition from [2] will be used in some out our proofs. 3 A characterization of 1-p.o. graphs in terms of edge clique covers A graph G is said to have a square root if there exists a graph H with V (H) = V (G) such that for all u, v ∈ V (G), we have uv ∈ E(G) if and only if the distance in H between u and v is either 1 or 2. An edge clique cover in a graph G is a collection of cliques {C 1 , . . . , C k } in G such that every edge of G belongs to some clique C i . In this section, we characterize 1-p.o. graphs in terms of edge clique covers, in a spirit similar to the well known Mukhopadhyay's characterization of graphs admitting a square root, which we now recall.
Theorem 2 (Mukhopadhyay [30] ). A graph G with V (G) = {v 1 , . . . , v n } has a square root if and only if G has an edge clique cover {C 1 , . . . , C n } such that the following two conditions hold:
In the original statement of the theorem, the second condition is required for all i = j, but since v i v j ∈ E(G) clearly implies v i ∈ C j and v j ∈ C i , the equivalence in condition (b) automatically holds for all non-adjacent vertex pairs.
Theorem 3. For every graph G with V (G) = {v 1 , . . . , v n }, the following conditions are equivalent:
(ii) G has an edge clique cover {C 1 , . . . , C n } such that the following two conditions hold:
(iii) G has an edge clique cover {C 1 , . . . , C n } such that the following two conditions hold:
Three remarks are in order before we proceed to the proof of Theorem 3. First, note that the difference between Theorem 2 and the equivalence of conditions (i) and (iii) in Theorem 3 consists in replacing the equivalence in condition (b) of Theorem 2 with disjunction. This seemingly minor difference is in sharp contrast with the fact that recognizing graphs admitting a square root is NP-complete [29] , while the recognition of 1-p.o. graphs can be done in polynomial time. Second, recall that a pointed set is a pair (S, v) where S is a nonempty set and v ∈ S. To every family S = {(S 1 , v 1 ), . . . , (S n , v n )} of pointed sets, one can associate a graph, the so called catch graph of S by setting V (G) = {v 1 , . . . , v n } and joining two distinct vertices v i and v j if and only if v i ∈ S j or v j ∈ S i (see, e.g. [28] ). The equivalence between (i) and (iii) in the above theorem implies that every 1-p.o. graphs is the catch graph of a family of pointed sets. Third, conditions (a) and (b) in (iii) of Theorem 3 imply that the condition that {C 1 , . . . , C n } is a clique cover could be replaced by the seemingly weaker condition asserting that each C i is a clique (the condition that every edge belongs to one of the cliques would then follow).
Proof of Theorem 3. First, we show that (i) implies (ii). Given a 1-perfect orientation D of a 1-p.o. graph G with V (G) = {v 1 , . . . , v n }, we define an edge clique cover {C 1 , . . . , C n } of G by setting
. By definition, each C i contains v i , and, since D is 1-perfect, is a clique in G. Note that for all i = j, we have v j ∈ C i if and only if (v i , v j ) ∈ A(D). In particular v j ∈ C i and v i ∈ C j cannot happen simultaneously. Since for every edge v i v j ∈ E(G), we have either
but not both, the second condition in (iii) follows.
The implication (ii) ⇒ (iii) is trivial. Now, we show that (iii) implies (i). Suppose that G has an edge clique cover {C 1 , . . . , C n } such that v i ∈ C i for all i, and for every edge v i v j ∈ E(G), v i ∈ C j or v j ∈ C i . We define an orientation of D as follows:
where the first inclusion relation holds due to the second condition in (iii). Hence, D is a 1-perfect orientation of G, and G is 1-p.o.
Corollary 4.
For every graph G with V (G) = {v 1 , . . . , v n }, the following conditions are equivalent:
(ii) G has a collection of independent sets {I 1 , . . . , I n } such that the following two conditions hold:
Corollary 5. The edges of every 1-p.o. graph with n vertices can be covered by n cliques.
Note that the converse of Corollary 5 does not hold. For example, the complement of the 10-vertex graph S 3 (see Fig. 1 on p. 6) is not 1-p.o. (see Proposition 8), but can be edge-covered with (at most) 9 cliques. For a characterization of graphs with n vertices the edges of which can be covered by n cliques (the recognition of which is NP-complete [33] ), see [9] .
Examples of 1-p.o. and non-1-p.o. graphs
Recall that all graphs containing at most one induced cycle of order at least four [2] are 1-p.o., as are all circular arc graphs [36, 38] . The fact that every circular arc graph is 1-p.o. has the following consequence.
Proposition 6. The complement of every odd cycle is 1-p.o.
Proof. Recall that the k-th power of a graph G is the graph with the same vertex set as G in which two distinct vertices are adjacent if and only if their distance in G is at most k. It is easy to see (and also follows from the fact that the class of circular arc graphs is closed under taking powers [35] ) that all powers of cycles are circular arc graphs. Therefore, the fact that the complement of every odd cycle is 1-p.o. follows from two facts: (i) that the complement of C 3 is 1-p.o., and (ii) for every k ≥ 2, the complement of the odd cycle C 2k+1 is isomorphic to a power of a cycle, namely to C
, with vertices of C 2k+1 labeled 0, 1, . . . , 2k in the cyclic order, is given by the map x → kx (mod 2k + 1).)
In the rest of the section, we identify some non-1-p.o. graphs. In Section 7, we will prove that each of this graphs is a minimal forbidden induced minor for the class of 1-p.o. graphs.
We start with a simple necessary condition for the 1-p.o. property. We say that a chordless cycle C in a graph G is oriented cyclically (see Zou [40] ) in an orientation D of G if every vertex of the cycle has exactly one out-neighbor on the cycle.
Lemma 7.
In every 1-perfect orientation D of a 1-p.o. graph G, every chordless cycle of length at least four is oriented cyclically.
Proof. Suppose that a chordless cycle C in G is not oriented cyclically in some 1-perfect orientation D of G. Let C be the orientation of C induced by D. By assumption, C contains a vertex v with d
Since C is of length at least 4 and chordless, the out-neighborhood of v in C , and hence in D, is not a clique in G, contradicting the fact that D is a 1-perfect orientation of G.
• F 1 = {C 2k | k ≥ 3}, the set of complements of even cycles of length at least 6,
, the set of complements of the graphs obtained as the disjoint union of K 2 and an odd cycle,
• graphs F 1 , F 2 are depicted in Fig. 1 , and
• F 3 is the complement of the graph S 3 , depicted in Fig. 1 .
Then, every graph in F is not 1-p.o. Proof. First consider the graphs F 1 and F 2 . Since they are both triangle-free, every edge clique cover of F i (for i ∈ {1, 2}) contains all edges of F i and hence has at least |E(
Hence, Corollary 5 implies that F 1 and F 2 are not 1-p.o. Now, consider the graph F 3 with vertex set {0, 1, . . . , 9} labeled as in Fig. 2 where its complement is depicted.
Suppose for a contradiction that F 3 = S 3 has a 1-perfect orientation D. By symmetry, we may assume without loss of generality that (1, 4) ∈ A(D). We will derive a contradiction by listing a sequence C 1 , . . . , C 10 of induced 4-cycles in F 3 , the orientation of which will be forced in D using the assumption that (1, 4) is an arc and Lemma 7. We will denote the two possible cyclic orientations of a 4-cycle C induced by vertex set {a, b, c, d} by abcd or by dcba (or by cyclic permutations of them). The sequence of cycles, their orientations, and reasons for given orientations are displayed in the following table:
The contradiction now comes from the fact that the orientations − → C 4 and −→ C 10 are incompatible, since they orient oppositely the edge {1, 8}. Thus, we conclude that F 3 is not 1-p.o. Now let F ∈ F 1 , that is, F = C 2k for some k ≥ 3. Suppose we name the vertices as 1, 2, . . . , 2k along the cycle. Every two consecutive vertices (in the cyclic order) together with their two diametrically opposite vertices in the cycle induce a 2K 2 in the cycle, hence a C 4 in F . Suppose that F admits a 1-perfect orientation D. By Lemma 7, every induced 4-cycle in F has to be oriented cyclically. Without loss of generality we can assume that the C 4 induced by the first two vertices 1 and 2 and their two opposite vertices, k + 1 and k + 2, is oriented in
Since the next C 4 , induced by vertices 2, 3, k + 1, k + 2 shares edge {2, k + 1} with the first C 4 , its orientation will be forced, and the same will happen to the following C 4 's, each of which shares an edge with the previous one. The orientation of the C 4 's must always be as that of the first one: from the smallest vertex, say i, to its opposite vertex (k + i), from that one to the second vertex, and then to its opposite and back to the beginning. Hence, this forces the following sequence of arcs to be present in D: (1, k), (2, k + 1), (3, k + 2), . . ., (k, 1), a contradiction. We conclude that the graph cannot have a 1-perfect orientation.
Finally, let F ∈ F 2 , that is, F = K 2 + C 2k+1 for some k ≥ 1. Let the vertices of the cycle component of F be named 1, . . . , 2k + 1, according to a cyclic order of C 2k+1 . Also, let the two vertices of the K 2 component of F be named w 1 and w 2 . Suppose that F admits a 1-perfect orientation D (e) Let V (G) = {v 1 , . . . , v n }. If G is 1-p.o., then Corollary 4 applies to G. Hence, G has a collection of independent sets {I 1 , . . . , I n } such that v i ∈ I i for all i, and for every edge v i v j ∈ E(G), we have v i ∈ I j or v j ∈ I i . Let H be the graph resulting from duplicating a 2-branch (a, b, c) in G; without loss of generality, we may assume that (a, b, c) = (v 1 , v 2 , v 3 ); furthermore, let the two new vertices b and c be labeled as v n+1 and v n+2 , respectively. It suffices to prove that H has a collection of independent sets {J 1 , . . . , J n+2 } such that v k ∈ J k for all k, and for every edge v i v k ∈ E(H), we have v i ∈ J k or v k ∈ J i . We may assume without loss of generality that the sets I j are maximal independent sets in G, which in particular implies that each I j contains exactly one of the vertices b and c. We define the sets J k for k ∈ {1, . . . , n + 2} with the following rule:
•
Clearly, each J k is an independent set in H. Let v i v k ∈ E(H). Since b c ∈ E(H), we may assume that v i ∈ V (G). We analyze three cases according to where is
(in which case we are done), or v i ∈ J k = (I 2 \ {b}) ∪ {b , c}, in which case either v i = b or v i ∈ I 2 . In the former case, we have i = 2 and v k = b ∈ J 2 , while in the latter case, we have b = v 2 ∈ I i , which implies v k = b ∈ J i .
If v k = c , then either v i ∈ J k (in which case we are done), or v i ∈ J k = (I 3 \ {a, c}) ∪ {b, c }, in which case either v i ∈ {a, c} or v i ∈ I 3 . In the former case, we have c ∈ I i (if v i = a this follows from the maximality of I i ) and consequently v k = c ∈ J i . In the latter case, we have c = v 3 ∈ I i , which implies v k = c ∈ J i .
Hence, by Corollary 4, H is the complement of a 1-p.o. graph, which establishes item (e).
(f) Closure under vertex deletions follows immediately from the fact that the class of complete graphs is closed under vertex deletions.
(g) Let e = uv be an edge of a 1-p.o. graph G, and let D be a 1-perfect orientation of G. Without loss of generality, we may assume that uv ∈ A(D). Let G = G/e be the graph obtained by contracting the edge e, and let w be the vertex replacing u and v. Let D be an orientation of G defined as follows:
(2) For all edges e ∈ E(G ) whose endpoints are not incident with w, orient e the same way as it is oriented in D.
(3) For all x ∈ X, orient the edge xw as x → w.
(4) For all x ∈ Y , orient the edge xw as x → w.
(5) For all x ∈ U , orient the edge xw as w → x.
(6) For all x ∈ W , orient the edge xw as x → w.
(7) For all x ∈ Z, orient the edge xw as w → x.
We will show that D is a 1-perfect orientation of G . Note that X ∪ Y ∪ U ∪ W ∪ Z ∪ {w} ∪ R is a partition of V (G ). We will consider all possible cases, according to where a vertex x of V (G ) is:
(1) x ∈ X. In this case, N We now analyze the behavior of 1-p.o. graphs under two more well known graph operations, the operation of pasting along a clique and the join. Given two vertex-disjoint graphs G 1 and G 2 , we say that a graph G is obtained by pasting G 1 and G 2 along a clique if there exists a pair of cliques C 1 and C 2 in G 1 and G 2 , respectively, and a bijection ϕ : C 1 → C 2 such that G is obtained from the disjoint union of G 1 and G 2 by identifying each vertex x ∈ C 1 with vertex ϕ(x) ∈ C 2 . While the class of 1-p.o. graphs is in general not closed under pasting along a clique (as shown by the non-1-p.o. graphs F 1 and F 2 , see Fig. 1 ), we show in the next proposition that the class of 1-p.o. graphs is closed under the special case of this operation in which one of the two graphs is chordal. Proof. Let K denote the graph resulting from pasting G and H along a clique, where G is 1-p.o. and H is chordal. Let C be the clique in K which we obtain by identifying vertices in two cliques of G and H. We will show that K is 1-p.o. by induction on |V (H)|. If H is a complete graph, then the conclusion follows from the fact that the class of 1-p.o. graphs is closed under adding simplicial vertices and true twins. Suppose now that H is not complete. Then H contains a pair of nonadjacent simplicial vertices. Since C is a clique, at least one simplicial vertex of H, say v, is not in C. Thus, the graph H = H − v is a chordal graph with fewer vertices than H that contains C. By the inductive hypothesis, the graph obtained by pasting G and H along a clique (namely, C) results in a 1-p.o. graph K . The conclusion now follows from the fact that K can be obtained from K by adding to it a simplicial vertex.
Since a graph G is 1-p.o. if and only if each connected component of G is 1-p.o., in the study of 1-p.o.graphs we may restrict our attention to connected graphs. It is a natural question whether we may also assume that G is co-connected, that is, that its complement is connected, or, equivalently, that G is not the join of two smaller graphs. As the following proposition shows, this problem reduces to the problem characterizing 1-p.o. co-bipartite graphs, where a graph is said to be cobipartite of its complement is bipartite.
Proposition 11. Suppose that a graph G is the join of two graphs G 1 and G 2 . Then, G is 1-p.o.if and only if one of the following conditions hold: 1 is a complete graph and G 2 is a 1-p.o. graph, or vice-versa.
(ii) Each of G 1 and G 2 is a co-bipartite 1-p.o. graph.
In particular, the class of co-bipartite 1-p.o. graphs is closed under join.
Proof. Suppose first that G is 1-p.o. Clearly, both G 1 and G 2 are 1-p.o. graphs. If one of G 1 or G 2 is complete or both are co-bipartite, we are done. So suppose that neither of them is complete and G 1 , say, is not co-bipartite. Then, G 1 contains the complement of an odd cycle, C 2k+1 for some k ≥ 1, as induced subgraph. Since G 2 is not complete, it contains 2K 1 as induced subgraph. Consequently, G contains the join of C 2k+1 and 2K 1 as induced subgraph. This graph is isomorphic to the complement of C 2k+1 +K 2 , which by Proposition 8 is not 1-p.o., implying that G is not 1-p. o. This contradiction establishes the forward direction.
For the converse direction, suppose first that G 1 is complete and G 2 is 1-p.o., or vice-versa. In this case G is 1-p.o., since it can be obtained from a 1-p.o. graph by a sequence of universal vertex additions, and Theorem 9 applies. Suppose now that G 1 and G 2 are two co-bipartite 1-p.o. graphs with bipartitions of their respective vertex sets into cliques {A 1 , B 1 } and {A 2 , B 2 }, respectively (one of the two cliques in each graph can be empty). Fixing a 1-perfect orientation D i of each G i (for i = 1, 2), we can construct a 1-perfect orientation, say D, of G = G 1 * G 2 , as follows. Every edge of G that is an edge of some G i is oriented as in D i . Orient the remaining edges of the join from A 1 to A 2 , from B 1 to B 2 , from A 2 to B 1 and from B 2 to A 1 . Let us verify that the out-neighborhood of a vertex x ∈ A 1 with respect to D forms a clique in G (the other cases follow by symmetry). We have A 2 is a clique in G and there are all edges between G 1 and A 2 , the set N + D (x) is indeed a clique in G. This shows that G is 1-p.o. Since the class of bipartite graphs is closed under disjoint union, the class of co-bipartite graphs is closed under join. Consequently, the the set of co-bipartite 1-p.o. graphs is closed under join. 6 
1-p.o. graphs in particular graph classes
In this section, we characterize 1-p.o. graphs in two particular graph classes: in the class of cographs and in the class of complements of forests. In the case of cographs, we obtain a composition result for the 1-p.o. graphs in the class. In the case of complements of forests, we show that the complement of the 10-vertex graph S 3 (see Fig. 1 ) is the unique obstruction for the 1-p.o. property in the case of complements of forests. The proofs of the results in this section are based on the results obtained in earlier sections.
1-p.o. cographs
The class of cographs is defined recursively by stating that K 1 is a cograph, the disjoint union of two cographs is a cograph, the join of two cographs is a cograph, and there are no other cographs. It is well known (see, e.g., [5] ) that cographs can be recognized in linear time and characterized in terms of forbidden induced subgraphs by a single obstruction, namely the 4-vertex path P 4 . We start with two lemmas, the first of which will also be used in Section 7.
Lemma 12. Every graph the complement of which is a disjoint union of paths is 1-p.o.
Proof. Note that every disjoint union of paths is an induced subgraph of a sufficiently large odd cycle. Therefore, the lemma follows by Proposition 6 and Theorem 9.
Lemma 13. Let G be a 1-p.o. cograph. Then G is either disconnected, has a universal vertex, has a pair of true twins, or G ∼ = mK 2 for some m ≥ 2.
Proof. Let G be a cograph that is not disconnected and does not have a universal vertex or a pair of true twins. We want to see that G = mK 2 . Since G is not disconnected and G = K 1 , its complement G is disconnected. Let m ≥ 2 denote the number of co-components of G (subgraphs of G induced by the vertex sets of components of G).
If one of the co-components has exactly one vertex, then that vertex is universal in G, which is a contradiction. Therefore, each co-components has at least two vertices. The recursive structure of cographs implies that each co-component of G is disconnected. In particular, it has independence number at least 2. Also, note that Proposition 8 and Theorem 9 imply that G is K 2,3 -free (the graph K 2,3 is the complement of K 2 + C 3 ). Therefore, each co-component of G has independence number at most 2. This implies that each co-component is the disjoint union of two complete graphs. Since G has no true twins, each co-component is isomorphic to 2K 1 , in other words, G ∼ = mK 2 . • G is the disjoint union of two smaller 1-p.o. cographs.
• G is obtained from a 1-p.o. cograph by adding to it a universal vertex.
• G is obtained from a 1-p.o. cograph by adding to it a true twin.
• G ∼ = mK 2 for some m ≥ 2.
• G ∼ = K 1 .
Proof. If a cograph G is 1-p.o., then Lemma 13 applies and the conclusion follows from the fact that the set of 1-p.o. graphs is closed under vertex deletions.
Conversely, if G is a cograph such that one of the four conditions holds, then the conclusion follows from Theorem 9 and the observation that for every m ≥ 2, the graph mK 2 , that is, the complete m-partite graph with parts of size 2, is 1-p.o. This follows, e.g., from Lemma 12.
1-p.o. complements of forests
Now, we characterize 1-p.o. complements of forests, showing that the complement of S 3 (cf. Fig. 2 ) is the unique minimal obstruction (with respect to the induced subgraph relation). As a side remark, let us note that the S 3 -free forests are also exactly the forests that admit a so-called tolerance representation, which means that every vertex x can be assigned a closed interval I x and a positive integer t x such that two distinct vertices x and y are adjacent if and only if |I x ∩I y | ≥ min{t x , t y } [21] . A 2-caterpillar is a tree that has a path P such that every vertex not in P is at distance at most two from P .
Theorem 15. For every forest F , the following conditions are equivalent:
1. The complement of F is 1-p.o.
2. F is S 3 -free, where S 3 is the graph depicted in Fig. 2 . It is clear that each of the sets I v is an independent set in F containing v. Consider now an arbitrary pair x, y of distinct non-adjacent vertices in F . We need to show that x ∈ I y or y ∈ I x .
Suppose that {x, y} = {a i , a j } for some i, j. Then we may assume i ≥ j + 2, and we have either a i ∈ I a j or a j ∈ I a i , depending on whether i − j is even or odd. A similar argument can be used to settle the cases when {x, y} = {z i , z j } for some i, j and z ∈ {b, c, d}.
Suppose that {x, y} = {a i , b j } for some i, j. Then i = j. If b j ∈ I a i , then one of the following happens: (i) j < i and i − j is odd, or (ii) j > i and j − i is even. In either case, we have a i ∈ I b j .
Suppose that {x, y} = {a i , c j } for some i, j. If c j ∈ I a i , then one of the following happens: (i) j < i and i − j is even, or (ii) j > i and j − i is odd. In either case, we have a i ∈ I c j .
Suppose that {x, y} = {a i , d j } for some i, j. Then i = j. If d j ∈ I a i , then one of the following happens: (i) j < i and i − j is odd, or (ii) j > i and j − i is even. In either case, we have a i ∈ I d j .
Suppose that {x, y} = {b i , c j } for some i, j. Then i = j. If c j ∈ I b i , then one of the following happens: (i) j < i and i − j is odd, or (ii) j > i and j − i is even. In either case, we have b i ∈ I c j .
Suppose that {x, y} = {b i , d j } for some i, j. If d j ∈ I b i , then one of the following happens: (i) j < i and i − j is even, or (ii) j > i and j − i is odd. In either case, we have b i ∈ I d j .
Suppose that {x, y} = {c i , d j } for some i, j. If d j ∈ I c i , then one of the following happens: (i) j < i and i − j is odd, or (ii) j > i and j − i is even. In either case, we have c i ∈ I d j .
Thus, in all cases, we have either x ∈ I y or y ∈ I x . This completes the proof.
7 Some minimal forbidden induced minors for the class of 1-p.o. graphs Theorem 9 implies that the class of 1-p.o. graphs is closed under vertex deletions and edge contractions. Hence, it is also closed under taking induced minors. Recall that a graph H is said to be an induced minor of a graph G if H can be obtained from G by a series of vertex deletions or edge contractions. Many interesting graph classes arising from different application domains (for instance minor closed classes, chordal graphs, and classes studied in papers [6, 23, 25, 26, 37] , to mention just a few) are closed under taking induced minors. Notions related to the induced minor relation are a topic of active investigation from both structural and algorithmic points of view, see, e.g., [3, 4, 8, 10-13, 18, 19, 27, 39] . Since the class of 1-p.o. graphs is closed under induced minors, it can be characterized in terms of minimal forbidden induced minors. That is, there exists a unique minimal set of graphsF such that a graph G is 1-p.o. if and only if G isF-induced-minor-free. In other words, no induced minor of G is isomorphic to a member ofF, and every proper induced minor of every graph inF is 1-p.o. In this section we identify some minimal forbidden induced minors for the class of 1-p.o. graphs.
Recall that F denotes the family of graphs defined in Proposition 8 on p. 6.
Proposition 16. Every graph in set F is a minimal forbidden induced minor for the class of 1-p.o. graphs.
Proof. We need to show that each F ∈ F is not 1-p.o., but every proper induced minor of F is. The fact that each F ∈ F is not 1-p.o.was already established in Proposition 8, thus we only need to argue minimality. First consider the graphs F 1 and F 2 . Deleting any vertex of either F 1 or F 2 results in either a chordal graph or in a unicyclic graph, hence in a 1-p.o. graph (cf. Proposition 1). Contracting any edge of F 1 results in a graph that is either chordal, or is obtained from a cycle by adding to it a simplicial vertex, hence in either case a 1-p.o. graph. Contracting any edge of F 2 results in a graph that can be reduced to a cycle by removing true twins and simplicial vertices, hence this graph is also 1-p.o.
We are left with graphs that are defined in terms of their complements. To argue minimality for them, it will be convenient to understand the effect of performing the operation of edge contraction on a given graph on its complement. It can be seen that if G 1 is the graph obtained from a graph G by contracting an edge uv, then G 1 is the graph obtained from G identifying a pair of non-adjacent vertices (namely, u and v) and making the new vertex adjacent exactly to the common neighbors in G of u and v. For simplicity, let us refer to this operation as co-contracting a non-edge.
Consider first the graph F 3 . Using the above observation, it follows that deleting any vertex or contracting any edge of F 3 results in the complement of an S 3 -free forest, hence in a 1-p.o. graph (by Theorem 15) . Now let F ∈ F 1 , that is, F = C 2k for some k ≥ 3. Deleting a vertex from F results in the complement of a path, which is 1-p.o. by Lemma 12. Similarly, one can verify that co-contracting a non-edge of F results in a disjoint union of paths. Thus, every proper induced minor of F is 1-p.o.
Finally, let F ∈ F 2 , that is, F = C 2k+1 + K 2 for some k ≥ 1. Deleting a vertex in the cycle component of F from F results in the complement of a disjoint union of path, which is 1-p.o. by Lemma 12. Deleting a vertex in the K 2 component of F from F results in the graph that consists of the join of K 1 and the complement of an odd cycle, which is 1-p.o. by Theorem 9 and Proposition 6. Furthermore, co-contracting a non-edge of F results in a disjoint union of paths, and Lemma 12 applies again. Thus, every proper induced minor of F is 1-p.o. This completes the proof.
We do not know if F is a complete list of forbidden induced minors for the class of 1-p.o. graphs, and hence conclude the paper with the following problem.
Open problem. Determine the set of minimal forbidden induced minors for the class of 1-p.o. graphs.
