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A B S T R A C T
This thesis reports original research on strongly interacting fermions described by
Hubbard-like models which can be realized with ultracold atom experiments. In par-
ticular, two main directions have been pursued: (i) the control of magnetic and topo-
logical properties in a honeycomb lattice through a suitable tuning of the trapping
potential, and (ii) the possibility to observe orbital-selective Mott physics in a multi-
component Fermi system where the SU(N) symmetry is broken in a controlled way.
The first line of research is based on the idea that increasing the strength of a trapping
potential, one can trap a strongly interacting fermions in a limited portion of space,
thereby changing their average density and the related magnetic properties. In partic-
ular it was demonstrated that this confinement protocol can be used to designeffective
“nanoflakes” which are reminiscent of a solid-state proposal [1]. The second step was
to extend the same philosophy to the so-called Kane-Mele model, a spinful version
of the paradigmatic model proposed by Haldane which presents quantum Hall states.
This model can be realized with cold-atom systems using artificial gauge fields. In
this thesis we consider a Kane-Mele-Hubbard model where the electronic structure of
the Kane-Mele model is supplemented by the onsite Hubbard interaction, allowing us
to study the interplay between the correlations and magnetism induced by the repul-
sion, with the non-trivial topological properties. Also for this model, we follow the
strategy discussed above, namely the possibility to engineer an effective “nanoflake”
by tuning the lattice potential. The final outcome in this case is even reacher, because
it leads, among other results, to a situation where the effective flake hosts an inho-
mogeneous state which presents at the same time topologically non-trivial properties
and magnetism, realizing a spin-Chern insulator [2]. Besides the remarkable applica-
tion for topological matter, artificial gauge fields, which rely on the coupling of spin
states, offer also great insides into mutli-orbital physics. In the second main research
line reported in the thesis we study in collaboration with the experimental group of
Leonardo Fallani, the controlled symmetry breaking on a 173Yb many-body system,
where coupling between spin states is exploited to simulate the mechanism relevant
for the physics of multi-orbital materials, such as iron-based superconductors. In order
to reveal this mechanism in cold atoms we focus on interacting SU(3) lattice fermions
where the SU(3) spin symmetry is explicitly broken by a Raman coupling between the
spin states. Combining experiments and theory, we demonstrate that this setup reveals
orbital-selective physics and it shows that the SU(3)-symmetry-breaking Raman cou-
pling favours Mott localization and selective properties [3]. Our results show a clear
evidence of orbital-selective correlations, which reflect in contrasting transport proper-
ties in different orbitals, the extreme case being an orbital-selective Mott state where
only some of the orbitals are Mott localized while others remain metallic. Moreover,
the coupling between spin states favors Mott localization with respect to the symmetric
case, hence it reduces the critical interaction needed for a full Mott localization.
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1
I N T R O D U C T I O N
1.1 introduction
Strong correlation are at the basis of fundamental processes in condensed matter and
beyond, which makes their study exceptionally impactful. We think about strong cor-
relations when the collective behavior of a many-particles system can not be obtained
as the result of the individual properties of single particles, but only as a collective
phenomenon, in which the behavior of each constituent is indeed correlated with the
others.
A conceptually simple, yet powerful, model to describe interacting particles on a lattice
is the celebrated Hubbard model [1], a minimal model featuring a hopping term and
a local repulsion which has been exploited to study Mott localization [2, 3], quantum
magnetism [4], unconventional superconductivity [5] and numerous more phenomena.
Initially, the Hubbard model was proposed in order to approximate the physics govern-
ing solid-state systems, but the complexity and complication of real materials limits the
application of the model when it comes to concrete evaluation of observables. More-
over, simple modifications of the model can lead to novel phenomena which sometimes
are not accessible in a solid-state framework.
The famous idea by R. Feynman [6] to engineer synthetic quantum systems to explore
quantum phenomena predicted by theoretical models and to simulate the model itself
is becoming more and more a concrete perspective, thanks to the development of differ-
ent platform for synthetic matter, among which the most established is represented by
trapped ultracold atoms [7–9]. The field of cold atoms has rapidly developed thanks to
incredible progress in cooling atoms through laser manipulation down to nanokelvin
regimes, where the quantum nature of systems becomes accessible. Due to refined mea-
surement techniques and and the ability to provide a controlled and clean framework,
quantum simulation with ultracold atomic gases became a powerful model system to
test former predictions and to realize new physics. Moreover, ultracold atoms allow
for the direct verification of most elementary mechanisms, as opposed to solid-state
platforms where a large number of degrees of freedom precludes the direct probe of
simple paradigmatic phenomena.
In order to create synthetic solids where ultracold atoms replace conduction electrons,
periodic potentials are created by using counterpropagating laser beams. The artifi-
cial crystals are called optical lattices and confine neutral atoms cooled down to very
low temperatures allowing to simulate and examine condensed matter model Hamil-
tonians. Different geometies and dimensionalities can be explored, starting from a
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square/cubic lattice in 2 or 3 dimensions, honeycomb lattices [10], kagome lattice [10]
or quasi 1-dimensional chains [11].
The atomic clouds are additionally trapped by an external confining harmonic poten-
tial which plays a major role in cold atomic experiments. In most cold atomic experi-
ments the harmonic trap is present which makes in turn the theoretical study of lattice
problems with harmonic potential very important.
In this work we propose to use the harmonic trap also as a tool to create many states
of matter for example inducing interfaces with coexisting phase or realizing a phase
transition by simply manipulating the potential depth.
In the case of the Hubbard model one can simulate the metal to insulator transition
(MIT) [12–19] by not only changing the interaction strength, but also the trapping
potential strength. Typically the MIT is observed at half-filling upon increasing the
interaction among particles; in this scenario the transition is controlled by the two
model energy scales, the kinetic energy, and the onsite Coulomb repulsion. When
studying the MIT in ultracold gas experiments, the harmonic potential competes with
the other energy scales potentially affecting the Mott transition.
The first natural effect of the trapping potential is an inhomogeneous density distribu-
tion controlled by the optical trap. The density is a crucial control parameter in the MIT
since the conventional Mott insulating state only emerges when we have one fermion
per site on average. this leads to the possibility to have different degree of localization
and different magnetic properties in different regions of a system with charge modula-
tion.
For example by realizing honeycomb lattices the study of artificial graphene became ac-
cessible. Graphene is a very unique material with extraordinary mechanical, thermal
and transport properties. Solid state graphene systems have very peculiar and elu-
sive magnetic properties. These properties are challenging to induce in real graphene
sheets, while in small nano structures magnetic states are easier promoted due to the
presence of edges which enhance the effect of correlation, yet they are difficult to syn-
thesize in from real materials.
In this thesis we apply the idea to control the physics of a quantum system by tuning
the trapping potential to the honeycomb lattice, and we show that it is actually possible
to generate effective small "nanoflakes" and control their magnetic state.
Moreover, the new generation of cold atomic experiments allows the access to an in-
creased number of observables [20–22], which for example allowed the implementation
of the Haldane model, which is considered to be hard to realize in condensed matter
systems. The Haldane model has a unique band structure and host topologically non-
trivial states called quantum Hall state. Quantum Hall states are naturally generated
in two-dimensional lattices in a large magnetic fields. In cold atomic experiments,
magnetic fields can not be applied for this purpose since the atoms are neutral and no
Lorentz force can be experienced.
Fortunately, experimental techniques were developed to overcome this limitation, which
rely on the simulation of the effect of real magnetic fields. These artificial magnetic
fields [23–30] pushed the community towards the observation of topological states of
matter and the effect of spin-orbit coupling (SOC).
On the honeycomb lattice, this means to simulate the Kane-Mele model [31, 32], a
spinful version of the Haldane model displaying quantum Hall states. In this thesis
we consider a Kane-Mele-Hubbard model [33] where the electronic structure of the
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KM model is supplemented by the onsite Hubbard interaction, allowing us to study
the interplay between the correlations and magnetism induced by the repulsion, with
the non-trivial topological properties. Also for this model, we follow the strategy dis-
cussed above, namely the possibility to engineer an effective "nanoflake" by tuning the
lattice potential, and we discuss how this inhomogeneous state can host topological
and magnetic properties.
Besides the remarkable application for topological matter, artificial gauge fields, which
rely on the coupling of spin states, offer also great insides into mutli-orbital physics.
In this thesis we study in collaboration with the experimental group of Leonardo Fal-
lani, the controlled symmetry breaking on a 173Yb many-body system [17, 34], where
coupling between spin states is exploited to simulate the mechanism relevant for the
physics of multi-orbital materials, such as iron-based superconductors.
One of the most intrigiung features of multi component systems is the orbital selec-
tivity characterized by the possibility for electrons to show contrasting transport prop-
erties in different orbitals. e.g, entering a Mott insulating state in one orbital, while
remaining metallic in the other orbital [35–41]. On top of the selectivity the coupling
between spin states can induce a Mott insulating state at a weaker interaction strength,
hence increase the degree of correlation. In order to reveal this mechanism in cold
atoms we focus on interacting SU(3) lattice fermions, modeled by the SU(3) Hubbard
model with tunable coupling between the spin states. Here SU(3) refers to the spin
symmetry and denotes the presence of three spin states. Combining experiments and
theory, we demonstrate that this setup reveals orbital-selective physics and it shows
that the SU(3)-symmetry-breaking Raman coupling favours Mott localization and se-
lective properties.
1.2 content of the thesis
This thesis is organized as follows:
• Chapter 2 introduces ultracold atoms in optical lattice and describes fundamen-
tal tools to engineer the theoretical models and proposals discussed in this thesis.
Emphasis in this chapter is put on alkaline-earth-;like atoms and in particular Yt-
terbium, presenting the techniques employed to explore the properties of 173Yb.
This includes the introduction of Feshbach resonances used to control interac-
tions among particles, Raman coupling employed to manipulate and couple spin
states and how artificial magnetic fields and topological matter can be realized.
In addtion we discuss an example of a synthetic Hall ribbon relevant for Chapter
6 and the experimental realization of a SU(N) Mott insulator relevant for Chap-
ters 7 and 8.
• Chapter 3 is devoted to the Hubbard model and the methods that we use for its
solution. We discuss some basic concepts to characterize the fluid and insulating
states of the model and the Mott transition connecting them. We introduce Dy-
namical mean-field theory (DMFT) [42] a powerful method to capture the metal
to Mott insulator transition (MIT) and derive the equations. We present some
details of our implmentation based on the exact diagonalization of the auxiliary
Anderson Impurity Model. Then we discuss a real-space extension of DMFT
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(RDMFT) [43–46] suitable for inhomogeneous system such as ultracold atomic
experiments with optical trap, also here deriving the main equations. After es-
tablishing the technical background, we discuss the basics of Mott transition and
give a concrete example of a cold atom simulation of the transition using RDMFT.
• Chapter 4 is devoted to strong coupling expansions [47] of the Hubbard model
and the Kane-Mele Hubbard model and we derive effective Hamiltonians, which
will be used in the discussions of the following Chapters.
• Chapter 5 discusses the results about controlling and inducing magnetism on the
honeycomb lattice. First we introduce graphene nanoflakes by examining their
basic properties and elaborate on the size effects and then demonstrate how to
simulate their magnetic properties in cold atomic experiments using a harmonic
potential . We solve this system using RDMFT. We introduce the concept of
effective edges induced by the optical trap and their role in the magnetic state.
We present different magnetic states potentially realizable optical lattices.
• Chapter 6 introduces the Kane-Mele Hubbard model and its topological and
magnetic properties. We explain how topological order can be detected in in-
homogenous systems by means of the local Chern marker []. Then we examine
the magnetic and topological state on a graphene nanoflake upon changing the
spin-orbit coupling and the interaction strength at half-filling. We propose an
experimental scheme to simulate the topological and magnetic nanoflake in cold
atoms exploiting harmonic potentials. We extend the analysis to different fillings
and derive and effective theory explaining the rich magnetic states we observe.
• Chapter 7 is an introduction to multi-orbital physics including an experimentally
feasible proposal for SU(3) Raman coupled Hubbard model to study orbital se-
lective Mott transitions. This chapter builds the foundation for Chapter 8 where
a very similar model is studied and compared with new experiments.
• Chapter 8 represents one of the main works carried out in this PhD thesis. It
discusses the experimental realization of the proposal on orbital selectivity pre-
sented in Chapter 7, though slightly modified. The modification is a non-trivial
extension where only two out of three flavors are coupled due to experimental
benefits. This modification in the coupling requires a new theoretical under-
standing which is presented in this chapter. After we discussed an ideal model
system of the experimental Hamiltonian, we directly simulate the experimental
set up and compare the measurements obtained by the experimental group with
our theoretical calculations. Remarkably, we demonstrate, that the proposal on
orbital selectivity of chapter 7 has been succesfully implemented.
• Conclusions are finally given, wrapping up the main results of the thesis.
2
Q U A N T U M S I M U L AT I O N W I T H U LT R A C O L D AT O M S I N
O P T I C A L L AT T I C E S
2.1 introduction
The solution of problems involving a large number of quantum particles interacting
among each other is very hard from the theoretical point of view even for idealized sim-
ple systems such as the single-band Fermi Hubbard model where spin-1/2 fermions
move in a lattice with an energy cost in two fermions with opposite spin are on the
same lattice site. While the motivation to study these models comes mostly from solid-
state systems with the notable example of the high-temperature superconductors [5],
a direct quantitative connection between solid-state experiments and many-body mod-
els is always questionable, given the number of approximations and simplifications
implicit in the model descriptions.
In this perspective, quantum simulation [7–9] is a powerful approach for examining
quantum systems experimentally in a controlled and clean framework. By quantum
simulation we refer to the experimental realization of one of these idealized models
using a quantum platform. Ultracold atoms are among the most established platforms
for quantum simulations of a variety of quantum systems, and they have nowadays
obtained a long list of impressive results and successes.
In particular, optical lattices [9, 48] are a conceptually simple tool to simulate lattice
models. In this chapter we present a very limited introduction to this huge field,
focusing on some aspects which are instrumental to the new research reported in the
present thesis. In particular we will give a very short introduction to optical lattices,
which are the common thread of all the new results of this thesis, and two alkali atoms
systems as a powerful tool for the quantum simulation of multicomponent fermionic
lattice systems.
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2.2 optical lattices and atom atom interaction
Optical lattices are artificial crystals generated by pairs of counterpropagating laser
beams. When loaded with ultracold atoms, they provide a remarkable playground for
realizing synthetic matter that allows to address the quantum simulation of solid state
models and even to go beyond and simulate quantum systems which are not accessible
in materials.
Since the optical lattices are composed of light, the injected atoms have to be neutral if
we want the lattice to introduce a potential for the atoms. Cold atomic system involving
neutral atoms in optical lattices are therefore conceptually equivalent to a neutral atom
subject to a temporally oscillating electric field E(t) which can be described in terms of
the AC-Stark effect. A varying electromagnetic field induces a time-dependent electric
dipole moment d = ↵(!)E which in turn interact with each other resulting in a shift
in the atomic energy level  E = -12hE
2(t)it↵(!). The shift depends on the dynamic





The laser beams constructing the optical lattice are typically produced by reflecting
a focused and polarized laser on a mirror thus inducing a standing wave. The laser
beam is characterized by the unit polarization vector be and the electric field E(r, t) =
E0be cos(kr -!t), with the amplitude E0.
Figure 2.1: Schematic representation of atoms
in an optical lattice
.
In this case the potential felt by the atoms
will be
Vdip(r, t) / E2(r, t) = 4E20 cos2(!t) cos2(kr),
(2.2)
Generally, the time scales relevant for the
dynamics of the atoms is much larger
than the inverse of the laser frequency,
therefore we can safely average the poten-
tial over time obtaining an effective pe-
riodic potential for atoms. Writing now
the result in a general case where we con-
sider d pairs of counterpropagating lasers forming a d-dimensional lattice, we obtain




where V0 is the parameter controlling the lattice depth, xi is the coordinate in i-th
spatial dimension and ki = 2⇡/  is the quasi-momentum in the reciprocal space de-
termined by the wavelength of the laser. Hence an optical lattice is basically defined
by its geometrical form, which can reproduce a variety of lattice in different dimen-
sions [11] (square, cubic, honeycomb, ...) [7, 21, 49–51] its depth and its wavelength
controlling the spatial periodicity. in Fig 2.2 we show a few examples of already re-
alized lattice structures on which lattice structures the corresponding band structure.
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For example the realization of the honeycomb lattice [10, 49] lead to the observation
of the famous topological Haldane model [20], which is extremely hard to observe in
solid-state systems
Tools for quantum simulation with ultracold atoms in optical lattices
Fig. 2 | Optical lattice geometries and Bloch band structures. a | Regular square lattice con9guration in real 
space (left) with the lattice spacing, a, being half the lattice laser wavelength, λ. The periodic potential leads to 
Bloch bands85 (middle), where kL = π/a is the laser wavenumber.. The matter-wave interference patterns formed 
by a Bose–Einstein condensate after free expansion from a 3D cubic lattice reHects its momentum distribution4 
(right). b | Real-space lattice structure (left) and energy bands (right) of a Lieb optical lattice, for which a Hat 
band appears in the 9rst excited level22. A, B and C denote the three sublattices. c | Real-space honeycomb 
lattice (left). Dirac points appear in the band structure (right). A and B denote the two sublattices236. d | 
Triangular lattice in real space (left) and band structure with Dirac points (right)237. e | Real-space kagome lattice 
con9guration (left) and band structure (right) with  emerging Dirac cones and a Hat band238. E, band energy; k, 
wavenumber of the wave packets. Panel a (centre) adapted from ref.85, Springer Nature Limited. Panel a (right) 
adapted from ref.4, Springer Nature Limited. Panel b (right) adapted with permission from ref.22, AAAS. Panel c 
(right) adapted from ref.236, Springer Nature Limited. Panel d (right) adapted with permission from ref.237, APS. 
Panel e (right) adapted with permission from ref.238, APS.
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Figure 2.2: Lattice geometries and corresponding Bloch bands. a real space square lattice (left)
with lattice spacing a =  /2, where   is the wavelength of the lase and Bloch bands
with laser wavenumber kF = ⇡/a (middle). The right image shows a Bose-Einstein
condensate obtained from an free expansion initialized with a 3D cubic lattice. b
Lieb optical lattice with three sublattice structure and band structure with a flat
band in the first excited level. c honeycomb lattice with sublattice A and B and the
famous Dirac bands. d triangula latt ce w th Dirac dispersion e Kagome attice and
with band structure exhibiting Dirac points and a flat band on top. The figure is
taken from Ref. [7]
If the lattice is sufficiently deep, we can assume that the atoms spend all of their time in
the minima of the potential, just like the electrons in a solid in which the wavefunctions
are localized around the ionic potential (tight-binding approximation). Hence, they
behave as particles in a lattice model. The values of V0 and   conjure to determine the
tunneling integrals connecting different minima of the potential and the value of the
effective inter-particle interation. Conventionally, the trapping potential is expressed
in units of the recoil energy ER =
 h2k2
2m , the energy gained by an atom absorbing a
photon.
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The success of cold atoms relies on the ability to a have unprecedented of control on the
parameters of the models subject of the quantum simulation [8–10, 52]. Most interest-
ingly the interaction among atoms is highly tunable in sharp contrast with solid-state
systems. In dilute gases, such as those used in typical cold-atom experiments, the
atoms interact via two-body scattering potentials and can be described by the conven-
tional quantum scattering theory [53], three-body processes are usually negligible due
the larger inter-particle distance. The inter-atomic interaction can be governed via Fes-
hbach resonances [54–57], where the scattering properties can be arbitrarily modified
from attractive to repulsive interactions by varying external magnetic fields. The two
body collisions at low density and temperature determines a very short range inter-
atomic potential, where the spatial range r0 is significantly smaller than the thermal
wavelength  T =
p
2⇡ h/mkBT and therefore only states with zero angular momentum
(l = 0) ,so called s-wave states, contribute. Moreover due to the anti-symmetric na-
ture of the fermionic wave function s-wave scattering among spin polarized particles is
excluded leading to interactions restricted to fermions with different spins. The s-wave
scattering length a enters in the effective inter atomic potential as U(r) = (4⇡ h2/m) (r),
where m is the mass of the components of the gas and  (r) is local Dirac delta function
representing the short-range nature of the interaction.
A key aspect of cold-atom systems is that the interaction can be controlled exploit-
ing the so-called Fano-Feshbach [54] resonances. The resonance is created when the
groundstate (closed channel) potential energy curve and an excited state (open chan-
nel) with different spin values can be tuned by a magnetic field in such a way that the
bound state of the interparticle potential between the two atoms in the groundstate
becomes degenerate with the large-distance asymptotic potential energy,value, where
the spectrum becomes continuous, in the excited state. When the field B makes these
two energies coincide, the scattering length between the atoms diverges.
The scattering length in the presence of coupling which connects the two channels








where  B denotes the width of the Feshbach resonance and abg is the scattering length
coming from the background that is away from resonance and B0 is the resonance
magnetic field. From the formula it is obvious that we can tune the scattering length,
and consequently the interparticle interaction, from negative to positive through a
divergence.
Using these ingredients, one can realize in a laboratory models for fermions and bosons
experiencing a short-range, essentially local interaction. In this thesis we focus on
fermionic systems motivated more or less directly by solid-state systems. The simplest
microscopic model describing interacting spinful Fermions on a lattice is the one band
Fermi-Hubbard model. The interaction among the Fermions is modeled by a purely
local repulsion, which is well motivated by the above discussion in the context of cold
atoms, as opposed to solid-state, where the use of a local interaction involves a serious
approximation. Initially, the Hubbard model was introduced in the solid state context
motivated by materials with partially filled bands displaying fascinating correlation
effects. However, because of the point interaction the model is an ideal candidate for
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modern ultracold atoms in optical lattices experiments, where the interaction is indeed










where ĉ†i  (ĉi ) denotes the fermion creation (annihilation) operator of at site i with
spin   =", #, and n̂i  is the corresponding number operator.
In this section we do not enter into the immense body of research devoted to the single-
band Fermi-Hubbard model. In the chapter about the methods we will give some basic
theoretical introduction to the model and its main results. In the rest of the chapter
we focus instead on the main experimental ideas that the lead to the possibility to
simulate multicomponent SU(N) Hubbard models [50] using alkaline-earth like atoms.
The simulation of the single-band Fermi Hubbard model on the honeycomb lattice can
instead be realized with a variety of atoms, but we will not enter the details of this
implementation.
2.3 alkaline-earth like atoms
Ultracold Alkaline-earth like atom (AEA) [58] such as Strontium or Ytterbium, which
have two electrons in their outer shell, are a precious tools for precision measurements
and for the quantum simulation of quantum systems with an SU(N) symmetry [17,
34, 59–61]. The realization of a cooling sufficient to reach the quantum degeneracy
regime for the fermionic isotope of Ytterbium, 173Yb opens the possibility to simulate
novel quantum phases like a SU(N) Fermionic Mott insulator [14–16, 52], of course
loading these atoms in an optical lattice. Moreover within AEA the existence of Orbital
Feshbach resonances [55–57] has been demonstrated, opening other opportunities to
study multicomponent Fermi systems with tunable interactions. It must be however
noted that due to the inherent simple structure of AEA the experimental observation of
quantum magnetism is rather prohibited due to low entropy requirements determined
by the effective spin-spin interaction.
The greatest advantage of AEA is that, since the electronic groundstate has spin S = 0,
it is basically decoupled from the nuclear spin (I > 0). In the ground state |gi =  1S0
↵
the spin and angular momentum are completely zero (J = 0). Therefore all the
scattering lengths are independent of the nuclear spin. This implies that the N = 2I+ 1
components of the spin, where I = 5/2 for ytterbium, interact with each other with the
same coupling, i.e., they display an SU(N) symmetry.
Moreover the two electrons in the outer shell supply a great playground for two orbital
quantum simulations, where the excited metastable state |ei =
  3P0
↵
is coupled to 1S0
via dipole transitions. This enriches the possible collisions between atoms which can
take place in four channels labeled ee,gg, eg+, eg- according to the electronic states
involved. For dilute gases, all the possible interactions are purely local and thereby in
the spirit of the Hubbard model.
We give an example of measured values of the s-wave scattering lengths for various
fermionic AEA which can be cooled down to quantum degeneracy. Interestingly, we
find both positive and negative scattering lengths, which can be used to simulate dif-
ferent multicomponent strongly interacting models. For the case of 173Yb, which is the
main object of two chapters of this thesis, the scattering length is positive hence the
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interactions are repulsive. This means that, loading this system in an optical lattice, we
can simulate a SU(N) repulsive Fermi-Hubbard model. The magnitude of the s-wave








171Yb 12 SU(2) -0.15(19)[
171Yb], -30.6(3.2)[173Yb] [62]
173Yb 52 SU(6) 10.55(11[
173Yb], -30.6(3.2)[171Yb] [62]
87Sr 92 SU(10) 5.09(10)[
87Sr] [63]
Table 2.1: Table of fermionic AEA, symmetry group of the and the scattering lengths. These
species were cooled down to quantum degeneracy.
In the following we write down the many-body lattice Hamiltonian representing the
physics of two-orbital electrons with SU(N) symmetric interaction loaded in an optical
lattice.
2.3.1 SU(N) symmetric Hubbard model
We derive now based on the properties of AEA in the context of cold atoms in optical
lattice the corresponding Hubbard model following [34, 64] and references therein.
Our starting point is the Hamiltonian describing the two-body interactions between
our 173Yb atoms considering the possibility of populating both the ground state (g)









































where the Fermi field operator  ̂†m↵(r) creates a Fermion at position r and orbital m =
e,g with spin ↵ and the corresponding density operator quantum number resolved is
denoted with ⇢m↵(r), where the sum over the indices gives the total density at r . The
fermionic field operators obey the conventional anti-commutation relations following
the Fermi statistic and Pauli principle. The optical trap is labeled by Vm(r) where each
orbital o can feel a different contribution and the two orbitals g and e are energetically
separated by  h!0. The 2I + 1 Zeeman levels define the spin quantum number as
↵ = -I, · · · , I. The interaction uc is determined by the scattering length ac of each
collision channels c = ee,gg, eg+, eg- as uc = (4⇡ h2/m)ac.
In this model the atoms move freely in the three-dimensional space except for the
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trapping potential. In order to arrive at an expression similar to Eq. (2.5) we express









where ĉ†im↵n(ĉim↵n) is the creation (annihilation) operator for a Fermion at lattice site
ri and orbital m with spin ↵ and n denotes the lattice band index we introduced for
completeness. Generally, in cold atomic experiments only the lowest band is occupied,
thus we continue with the single-band description for each orbital and drop n and the



























where the energy parameters are defined as follows










• Inter atomic interaction per orbital: Umm = umm
R
dr|w|4im(r)
• Intra orbital interaction: Ueg± = ueg±
R
dr|w|2e(r)w2g(r)
• Direct orbital interaction: Ud =
Ueg++Ueg-
2
• Exchange interaction: Uex =
Ueg+-Ueg-
2
This is indeed a very rich model which contains and extends several solid-state mod-
els. If we force the number of spin components to N = 2 we have a two-band Hub-
bard model with an energy distance between the two orbitals which corresponds to
a crystal-field splitting in a solid. The interorbital interactions can play an important
role as discussed at length in the solid-state framework. In this thesis we will only
consider fermions in the groundtate, but we will consider N = 3, which turns out to
be the minimal model to study flavour-selective phenomena associated to fermionic
interactions and the consequent many-body correlation effects.
22 quantum simulation with ultracold atoms in optical lattices
2.3.2 Raman transitions and coupling between spin states
Raman transitions are a very versatile tool in in 173Yb experiments, used to manipulate
coherently the nuclear spin degree of freedom by inducing a coherent laser coupling be-
tween spin states using two-photon Raman transitions. We illustrate the basic concept
on a three-level system in a   configuration [65, 66] with only two spin states, but the
concept is easily extended to a larger nuclear-spin manifold.
Figure 2.3: Raman transitions for experimen-
tal set up A schematic drawing of
the SU(3) Raman coupling ⌧, where
only two flavors are coupled
The simple   scheme depicted in Fig 2.7
involves two stable nuclear spin states of
the ground state 1S0, here we arbitrar-
ily chose |g, &i and |g, #i and the higher-
energy state |ei, which, due to the large
single-photon detuning  1,2, is barely
populated so that it can only play the role
of an intermediate state in a Raman tran-
sition. The two ground states correspond
to the atomic resonance frequencies la-
beled by !01 and !02 and are coupled
by two laser fields, which induce two-
photon processes. We would like to antic-
ipate that with this simple scheme the ef-
fect of spin-orbit interaction (SOC)and ex-
ternal magnetic fields [67–69] can be sim-
ulated and in order to understand this re-
markable connection we derive an effec-
tive Hamiltonian that displays a dispersion relation reminiscent of SOC starting for
the   configuration.
The total electric field interacting with the "Raman system" reads as follows
E(r, t) = ✏̂1E01 cos(k1 · r -!1t) + ✏̂2E02 cos(k2 · r -!2t), (2.9)
where !1 and !2 are the frequencies of the two light beams and ✏1,2 are the corre-
sponding polarization vectors. In the rotating frame of the laser fields we can write
down a non-interacting Hamiltonian modeling the illustrated Gamma scheme as:
Ĥ  = Ĥ0 + 1 |g, &i hg, &|+ 2 |g, #i hg, #| , (2.10)
where  i = !i -!0i i = 1, 2 is the detuning of each transition and Ĥ0 denotes the
kinetic energy term. By using the rotating wave approximation (RWA) the Hamiltonian






ik1·r |ei hg, &|+⌦2eik2·r |ei hg, #|+ h.c
⇤
, (2.11)
where  h⌦↵ = - he|d |g,↵i · E0↵(r), ↵ =&, # defines the single-photon Rabi frequency.
We now work out an effective Hamiltonian which describes spin-flip processes. We
start from the time-dependent ansatz | i = c1(t) |g &i+ c2(t) |g #i+ c3(t) |ei , where
ci(t) i = 1, 2, 3 are time dependent probability amplitudes. Inserting this wavefunction
in the Schrödinger equation we obtain three coupled differential equations for the
probability amplitudes ci(t). If we make an adiabatic approximation in which we
2.3 alkaline-earth like atoms 23
assume the detunings  ↵ to be large enough to make the state |ei barely populated and






















where qR = 2kR ⌘ k1-k2 is the momentum transfer during a spin-flip from |&i to |#i,
 R = ( 1 + 2)/2 is the detuning under the assumption that  0 ⌘ | 1 - 2| <<  R.
The Hamiltonian shows a direct coupling between the two spin states, which is a





and a phase dependent on the transferred
momentum qR. In the experiment discussed in Chapter 8 the transferred momentum
during a Raman process is set to zero, which means that the two beams controlling the
transition propagate along the same direction. In this case we can simply further the


























which describes exactly the physics we anticipated, in which the two spin states are
directly coupled. The physics of this simple model is obviously dominated by the com-
petition between the Raman term and the diagonal terms and by the breaking of the
full SU(N) symmetry. The investigation of a similar Hamiltonian for a SU(3) system
will be the main subjects of the experiments and theoretical calculations reported in
Chapter 7 and Chapter 8
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2.4 synthetic dimensions , artificial gauge fields and non-trivial topol-
ogy
As we have seen in the last section Raman transitions are a versatile tool to manipu-
late spin states inducing a coupling between the different spin states. We ended the
section with a Hamiltonian that closely resembles a spin-orbit coupling term. In this
section we discuss how this Raman-induced coupling can be used to engineer non-
trivial topological properties which can be described in terms of artificial gauge fields
[23–30]. Most of the cold-atom schemes designed to simulate artificial gauge fields on



















Figure 2.4: Synthetic dimension Schematic pic-
ture of a general protocol to use the
internal spin state as a synthetic di-
mension and to introduce artificial
magnetic fields by using Rama pro-
cesses as hoppings in the synthetic
dimension
Here we show schematically a one-
dimensional optical lattice along the x di-
rection, while the Raman processes are
interpreted as tunneling states between
sites in the internal spin state, which
plays the role of an extra dimension with
a limited number of sites given by the
different spin states, from -5/2 to 5/2
in our example. Since the hopping in
the synthetic dimension can be made
complex and its phase can be controlled,
one can engineer it in a way such that,
if we move around a plaquette such as
the one marked with a circle, the hop-
pings acquire an overall phase, in com-
plete analogy with the Aharonov-Bohm
phase resulting from the flux of a mag-
netic field if we interpret the system as a
two-dimensional strip. This is precisely
the artificial gauge field that we can now
simulate in a cold-atom framework.
The advantage of realizing synthetic mag-
netic fields in optical lattice compared to
real magnetic fields in solid state systems, lies in the possibility to achieve exceptionally
large magnetic fluxes in comparison with the hopping amplitude, and on the unprece-
dented control which can be used also to design topological phases. We will now
examine an experimentally accomplished topologically nontrivial state which uses the
above discussed general strategy.
The experimental realization of topological insulators is an example of the kind of
phenomena that we explore in Chapter 6, though we present a different version of a
quantum Hall system that is a three-dimensional version with two spatial dimension
and one synthetic dimension.
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2.4.1 Exploring the topology of a quantum Hall system at the microscopic level
2












































Figure 1. Synthetic Hall system. (a) Laser configuration used to couple the magnetic sublevels m of a 162Dy atom (with
 J   m   J and J = 8, only a few m values represented). (b) Interpreting the spin projection as a synthetic dimension, the
system is mapped to a two-dimensional ribbon of finite width. The photon recoil prec =  K imparted upon a spin transition
leads to complex-valued hopping amplitudes along m, equivalent to the Aharonov-Bohm phase of a charged particle evolving
in a magnetic field. The blue area represents a magnetic unit cell pierced by one flux quantum  0. (c) Dispersion relation
describing the quantum level structure, with flattened energy bands reminiscent of Landau levels. (d) The lowest energy band
is explored by applying an external force. We probe the velocity and magnetic projection distributions by imaging the atomic
gas after an expansion under a magnetic field gradient. We find three types of behavior: free motion with negative (positive)
velocity on the bottom edge m =  J (top edge m = J) and zero average velocity in the bulk.











+ V (Ĵz) (1)
where M is the atom mass, v̂ is its velocity, Ĵz and Ĵ±
are spin projection and ladder operators. The coupling
  is proportional to both laser electric fields, and the
potential V (Ĵz) =    Ĵ2z /(2J + 3) stems from rank-2
tensor light shifts (see Methods).
A light-induced spin transition m ! m + 1 is accom-
panied by a momentum kick  prec ⌘   K along x, such
that the canonical momentum p̂ = Mv̂ + precĴz is a con-
served quantity. The dynamics for a given momentum p




    Ĵx + V (Ĵz), (2)








describing the dynamics of an electron evolving in 2D
under a perpendicular magnetic field B. The analogy
between both systems can be made upon the identifi-
cations Ĵz   ŷ and eB   prec. The term Ĵx in (2)
plays the role of the kinetic energy along the synthetic
dimension, since it couples neighboring m levels with real
positive coe cients, similarly to the discrete form of the
Laplacian operator / p̂2y in (3) (see Methods). The range
of magnetic projections being limited, our system maps
onto a Hall system in a ribbon geometry bounded by the
edge states m = ±J . The relevance of the analogy is con-
firmed by the structure of energy bands En(p) expected
for our system, shown in Fig. 1c. The energy dispersion
of the first few bands is strongly reduced for |p| . Jprec,
reminiscent of dispersionless Landau levels. A parabolic
dispersion is recovered for |p| & Jprec, similar to the bal-
listic edge modes of a quantum Hall ribbon [3].
We first characterize the ground band using quantum
states of arbitrary values of momentum p. We begin with
an atomic gas spin-polarized in m =  J , and with a
negative mean velocity hv̂i =  6.5(1)vrec (with vrec ⌘
prec/M), such that it corresponds to the ground state
of (2) with p =  14.5(1)prec. The gas temperature T =
Figure 2.5: Artificial quantum Hall syst m. a Las scheme ex loited to couple the magn tic
sublevels m of a 162Dy ato b spin ladders as synthetic dimension forming to-
gether with the spatial dimension a finite two dimensional Hall Ribbon. The com-
plex hopping between spin projections induc s a complex phase re iniscent f the
Aharonov Bohm phase. The blue square indicates a magnetic unit cell containing a
quantum flux Phi0. c Measured dispersion relation with quantum level structure. d
Imaging of the atomic cloud exhibiting the adiabatic evolution of the spin projection
and the velocity v̂ subject to an external. Figure taken from Ref. [22]
In this set up [ 2] a topological system was realized using ultracold 162D atoms
whose dynamics takes place on a synthetic two-dimensional quantum Hall ribbon with
one spatial and one artificial dimension. The latter dimension is spanned by 2J+1 = 17
magn tic sublevels coupled by cohere t light thus inducing a magnetic field. The
Aharonov-Bohm phase of a charged particle subject to a magnetic fields is simulated
with a complex hopping amplitude between the spin ladders where th spin tran tion
imparts a recoil photon prec =  hK with coupling strength K = 4⇡/  and   = 626.1nm
(light wave length). The atom dynamics is governed by the dominant optical transition












where M is the mass of the atoms, v̂ their velocity, Ĵ±, Ĵz are the ladder and spin
projection operators respectively. V(Ĵz) = - h⌦Ĵ2z(2J+ 3) is a potential stemming from
light shifts and is controlled by ⌦, which is proportional to the laser electric fields.
The canonical momentum p̂ = Mv̂+ prec is a conserved under a light-induced spin




Mv̂2 -  h⌦Ĵx + V(Ĵz), (2.16)
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reminiscent of the Landau momentum. The kinetic energy along the synthetic dimen-
sion is modeled by Ĵx. This set up is similar to a Hall system with a ribbon geometry,
where the edges are bounded by m = ±J as depicted in the schematic Fig 2.4 and 2.5
(b) . The analogy is demonstrated by the energy bands that display the structure of
dispersionless Landau levels. The Landau level physics is explored by imaging the
atomic cloud after a free flight subject to a magnetic field which allows measuring the
velocity v̂ and the spin projection m. The system displays three different behaviours
determined by momentum p as demonstrated in Fig 2.5 (d). (i) left-moving edge spin-
polarized gas (m = -J) the mean velocity hv̂i of the atoms motion is negative and
corresponds to a left-moving edge. (ii) transverse Hall drift resonant transitions along
the spin-projection induced by the force Fx leading to vanishing velocity, i.e atoms mo-
tion is hindered along x. (iii) (i) right-moving edge the synthetic edge m = J is reached
with the positive mean velocity hv̂i > 0 signaling a right-moving edge. Overall these
three regimes form the edge and bulk modes where the finite velocity modes repre-
sent metallic egde modes and the zero velocity in the center of the synthetic lattice is
analogous to a insulating bulk mode. 4



























Figure 3. Cyclotron and skipping orbits. Trajectories in
(x, m) space following a velocity kick vkick   vrec, starting at
 x̂  = 0, and for di erent initial momentum states (blue dots).
The color encodes the time evolution. Inset: Frequencies ex-
tracted from the velocity dynamics (blue dots), and compared
with the expected cyclotron gap for    = Erec (blue line).
as
Ĥp   FmĴz = Ĥp+Mv    v0p, with v0 = Fm/prec,
such that the force acts as a momentum shift Mv0 in the
reference frame with velocity v0. In the weak force limit,
the perturbed state remains in the ground band, and its
mean velocity reads






is the Hall mobility. We present in Fig. 4b the Hall mobil-
ity µ(p) deduced from the mean velocity shown in Fig. 2b.
For bulk modes, it remains close to the value µ = 1/prec,
which corresponds to the classical mobility µ = 1/(eB) in
the equivalent Hall system. The mobility decreases in the
edge mode sector, as expected for topologically protected
boundary states whose ballistic motion is undisturbed by
the magnetic field.
We use the measured drift of individual quantum states
to infer the overall Hall response of the ground band. As
for any spatially limited sample, our system does not
exhibit a gap in the energy spectrum due to the edge
mode dispersion. In particular, high-energy edge modes
of the ground band are expected to resonantly hybridize
with excited bands upon disorder, such that defining the
Hall response of the entire ground band is not physically
meaningful. We thus only consider the energy branch
E < E⇤, where E⇤ lies in the middle of the first gap at
zero momentum (see Methods). We characterize the (in-
homogeneous) Hall response of this branch via the local
Chern marker


























Figure 4. Hall response. a. We determine the Hall re-
sponse from the measurement of local currents in the real di-
mension, that result from the application, in synthetic space,
of a potential di erence  2JFm between the edges. b. Hall
mobility µ(p) measured for states of momenta p, via their in-
crease of velocity upon a small force Fm along m. c. Local
Chern marker as a function of m, corresponding to the inte-
grated mobility µ(p) weighted by the projection probability
 m(p).
where P̂ projects on the chosen branch [32, 35]. This
local geometrical marker quantifies the adiabatic trans-
verse response in position space, and matches the integer
Chern number C in the bulk of a large, defect-free sys-
tem. Here, it is given by the integrated mobility µ(p),
weighted by the spin projection probability  m(p) (see
Methods). As shown in Fig. 4c, we identify a plateau
in the range  5   m   5. There, the average value of
the Chern marker, C = 0.98(5), is consistent with the
integer value C = 1 – the Chern number of an infinite
Landau level. This measurement shows that our system
is large enough to reproduce a topological Hall response
in its bulk. For positions |m|   6, we measure a decrease
of the Chern marker, that we attribute to non-negligible
correlations with the edges.
Such a topological bulk is a prerequisite for the real-
ization of emblematic phases of two-dimensional quan-
tum Hall systems, as we now confirm via numerical sim-
ulations of interacting quantum many-body systems. In
our system, collisions between atoms a priori occur when
they are located at the same position x, irrespective of
their spin projections m, m0, leading to highly anisotropic
interactions. While this feature leads to an interesting
phenomenology [36], we propose to control the interac-
tion range by spatially separating the di erent m states
using a magnetic field gradient, preventing collisions for
m 6= m0 (see Fig. 5a). We discuss below the many-body
phases expected for bosonic atoms with such short-range
interactions, assuming for simplicity repulsive interac-
tions of equal strength for each projection m.
We first consider the case of a large filling fraction
  ⌘ Nat/N    1, where N  is the number of mag-
netic flux quanta in the area occupied by Nat atoms
– as realized in previous experiments on rapidly rotat-
ing gases [37, 38]. In this regime and at low tempera-
Figure 2.6: Hall response a application of a potential difference on the synthetic edges, in-
ducing local currents used for measuring the Hall response. b Hall mobility µ(p)
measured via the velocity due to a force along m. c Local Chern marker C(m) re-
solved in the synthetic dimension corresponding to a integrated weighted mobility
µ.
To further examine the Landau levels, the investigate their quantized Hall response
which reveals the topological nature of the Hall ribbon. In this set up the Hall response
is generated by applying a potential difference (Fig 2.6 (a)) across the edges equip the
atoms with a transverse velocity. In their setup such a potential is modeled by a








and is s own in Fig 2.6b.µ vanishes in the edge mode sector, being undisturbed by the
magnetic field while it is close to the classical value in the bulk. Since the system is
finite it does not exhibit a gap in the energy spectrum thus the Hall response for the
entire energy branch co nected to the ground state is not fully physical. However, the
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topological character in the finite-size ribbon can be characterized by the local Chern
marker [70] C(m) (that we discuss in some details in Chapter 6), a coordinate-space
analogue of the Chern number in conventional topological bulk systems, which is 1
in the bulk and fluctuates on the edges. The measurement is particularly interesting,
for our theoretical proposal in Chapter 6 where we study a quantum spin Hall system
on a finite honeycomb structure characterizing the topological state by the local Chern
marker. The discussed experiment is one of the very first experiments detecting the
local Chern marker and is a very remarkable realization of a Hall system paving the
ways towards the experimental study of topological finite-size systems.
2.5 mott transition for SU(N) systems in optical lattice experiments
As discussed in the previous section optical lattices provide a versatile platform for
studying interacting matter by confining the atoms in periodic arrays reminiscent of
the ionic potentials in solid crystals. In contrast with solid-state materials and devices,
optical lattices are clean and controlled frameworks where a broad range of parameters
and lattice structures can be explored. For example interatomic interactions, density,
dimensionality, artificial magnetic fields and other parameters can be tuned by confin-
ing the atoms under specific conditions. One of the most studied model in cold atoms
is the conventional Hubbard model, where the interactions are typically manipulated
via Feshbach resonance. Within AEA gases the interactions among atoms can be ad-
justed using magnetic Feshbach resonances (MFR), which unfortunately, do not allow
the manipulation of the interaction in the ground state, however an alternative route is
provided by Optical Feshbach resonance [55, 56]
Figure 2.7: Scheme of 173Yb orbital Feshbach
resonances OFR affect the scattering






taken from Ref. [56]
This technique relies on Photoassociation
processe [71] which are used to couple
colliding atoms into an excited bound
state which in turn induces a Feshbach
resonance that modifies their scattering
length. Having control of the inter-
atomic interactions is particularly impor-
tant in order to create a Mott insulating
state [15–19] and moreover to observe an
interaction-driven metal to Mott insula-
tor transition [12–14]. In the following we
discuss an example about the realization
of a SU(6) Mott insulator using 173Yb
atoms following Ref. [14, 34] which rep-
resents the general experimental frame-
work for the proposal and measurements
that we present in Chapter 7 and Chap-
ter 8, in which we discuss orbital selec-
tive Mott transitions within SU(3) Raman
coupled Hubbard models. As we discussed above, AEA in an optical lattice provide
a great playground for the SU(N) generalization of the Hubbard model, which is the
subset to the model (2.8) in which we limit to the pure groundstate electronic state g:












n̂i(n̂i - 1), (2.18)
hi, ji denotes next-neighbor lattice sites and ĉ†↵,i(ĉi↵) creates (destroys) are particle
with nuclear spin ↵ at lattice site i and the corresponding density operator n̂i↵ where
the sum over all spins measure the total fermion occupation per site. We assume that
the lattice is sufficiently deep enough in order to apply the single band description.
The model is characterized by two energy scales, the kinetic energy denoted by tg
and the inter atomic interaction Ugg, where g refers to the ground state. As already
mention Ugg is governed by Feshbach resonances and therefore Ugg is proportional
to as the s-wave scattering length. Within these experiments Ugg and tg can not be
tuned independently, but their ratio Ugg/tg can be modified by varying the lattice
depth of the lattice potential adjusting the intensity of the laser beams creating the
lattice. The conditions in order to induce a Mott insulator require the interaction en-
ergy to dominate the kinetic energy, i.e Ugg >> tg, and the temperature T << Ugg/kB.
Moreover the lattice filling, n must assume an integer value smaller than the total num-
ber of available spin components ↵. A Fermi liquid is expexted to be realized when
tg >> Ug, TkB as well when n deviates from an integer value. The temperature must
also exceed the magnetic ordering temperature, in turn dependent on the chosen lat-
tice and the dimensionality. Finally, a Band insulator can be realized when the system
is completely filled with the nuclear spin states per lattice sites. Also in the latter case
the atomic motion is blocked due to Pauli principle instead of the interaction. In Ref.
[14] they realize a SU(6) Hubbard model using 173Yb atoms loaded adiabatically [14]
in their ground state
  g =1 S0
↵
in a 3D optical lattice generated by orthogonal counter
propagating laser beams. In order to reach sufficiently cold temperatures a trapping












 2 a harmonic potential depending on the trapping
frequencies !i. The system was initialized by loading the gas in a 3D dipole trap
followed by an adiabatic ramping of the lattice depth until a deep lattice was obtained
with an initial temperature of Ti/TF ⇡ 0.2. Importantly, the filling has been limited to
two fermions per site at most, which is crucial in order to realize the Mott insulating
phase. They can measure the Mott gap directly using photo-association (see Chapter 8
for some more details) after injecting energy into the gas that leads doublons and
holons to evaporate from the trap and can be counted. The doublon production rate
depends on the frequency of the modulation applied to the lattice in order to start the
doublon/holon creation and reveals a peak at the frequency analogous to the Mott gap,
i. e (⇡ Ug/ h). Furthermore this procedure can be exploited to estimate the temperature
of the gas. Interestingly comparing the temperatures taken from SU(2) and SU(6) Mott
insulating gases, it turned out that the temperature of the SU(6) gas was smaller by a
factor of 2 or 3 than the SU(2) temperature. This is attributed to the adiabatic loading
which can cool down systems with higher nuclear spin state manifold more effectively
and can be explained by the entropy stored in the spin degrees of freedoms.
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Figure 2.8: SU(N) Mott insulators and doublon reproduction rate (a) shows the measurement
of the doublon production rate (b) the Temperatures for the SU(6) blue circles and
SU(2) red circles Fermi gases obtained using the DPR. (c) density (upper panel) and
entropy (lower panel) as a function of the lattice site. Figure is taken from Ref. [14]
Assuming the atomic limit and a Mott state, i. e tunneling between lattice sites is highly
suppressed , the spin entropy per atom in a SUN) Fermi gas is bounded from above
by ln(N). Adiabatically loading the gas into an optical lattice the clean Mott insulating
state is expected to arise at Tint/TF / ln(N)⇡2, where Tint is the initial temperature of
the gas in the harmonic trap before the loading into the lattice. We can conclude that
a gas with higher spin manifold reduces the required initial temperature and thereby
the large spin cools down the systems effectively by absorbing entropy from the kinetic
contribution. This mechanism reminds of the Pomeranchuk cooling [14].
FIG. 3. Schematic of enhanced Pomeranchuk cooling in an SU(N ) Fermi gas. When the
system evolves from a weakly-interacting degenerate Fermi gas into a Mott insulator, spin degrees
of freedom arise. Lager entropy can be absorbed by isolated spins of an SU(N > 2) Mott insulator,
resulting in the reduction of density fluctuation which has dominant contribution in determining
the temperature. In real experiments, the behavior of absolute temperature strongly depends on
the harmonic confinement: the system can even be heated if strong compression occurs during
loading into the lattice. However, the general trend that larger N leads to lower temperature
remains unchanged.
by absorbing entropy from motional degrees of freedom, which is the same mechanism as
Pomeranchuk cooling observed in solid 3He [38].
Although this mechanism was responsible for achieving novel quantum phases in a mixed
gas of bosons and fermions in a recent report [30], no systematic study was done on the
detailed behaviors of enhanced Pomeranchuk cooling, especially the comparison between
the SU(2) and SU(6) which is clearly demonstrated in this work.
III. DOUBLE OCCUPANCY MEASUREMENT OF SU(6) FERMIONS
Double occupancy measurement has been extensively used as the probe for fermionic lat-
tice systems [1, 2, 39] to obtain the information on the compressibility. While the correlation
measurement presented above is a good probe for the low density case n   1, the double oc-
cupancy is suitable for characterizing states with high filling, especially 1   n   2. Figure 4
(a) shows the measured double occupancy for various mean trap frequencies   = ( x y z)1/3,
at the lattice depth of 9.0ER. Corresponding Hubbard parameters are given as t/h = 101 Hz
and U/h = 3.3 kHz. The data are taken for two initial preparations of (i) N = 2.6(1) ⇥ 104
8
Figure 2.9: Schematic entropy mechanism reminiscent of Pomeranschuk cooling in an SU(N)
Fermi gas Illustration of the entropy’s role in the transition from weakly interact-
ing degenerate Fermi gas to a Mott insulator. Larger spin degrees of freedom are
able to absorb entropy and thereby reduce density fluctuations, which control the
temperature.Figure is taken fr m Ref. [14]
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H U B B A R D M O D E L A N D D Y N A M I C A L M E A N F I E L D T H E O RY
3.1 introduction
In this chapter we present a short review of some of the basic properties of the
fermionic Hubbard model, which is the main common building element of all the
original material presented in this thesis. The literature on this model, and especially
on its three-dimensional version, is immense and we do not attempt a review of the
many results and on the large number of methodologies which have been introduced
and developed to understand and solve this elusive model. Rather, we will limit our-
selves to introduce a small number of main concept which are useful to understand our
investigations on strongly correlated effective nanoflakes of honeycomb lattice ( Chap-
ter 5 and Chapter 6 ) and of cold-atom inspired three-component Hubbard model with
Raman coupling between two nuclear-spin levels.
In particular, after an introduction about the Fermi-liquid [72–74] and Mott insulating
[3] states and the transition connecting then, we will focus on the approach that we
used to study these problems, namely the Dynamical Mean-Field Theory (DMFT) [42],
a powerful non perturbative method which is often considered as the state-of-the-art
method to study the Mott transition. We will briefly discuss the general ideas of the
method, some specifical aspects of our implementation using an exact diagonalization
solver [75–77], including the case where the spin is not conserved, and finally we
devote some space to the real-space generalization of DMFT, which is necessary to
study inhomogeneous systems.
3.2 the fermi-hubbard model
The simplest microscopic model describing interacting spinful Fermions on a lattice
is the one-band Fermi-Hubbard model. The interaction among the Fermions is mod-
eled by a purely local repulsion, due to the assumption that the fermions are intensely
screened. The model has a rather long history started in 1963 when the model was
introduced to study itinerant magnetism in some transition-metal oxides. For many
years the model has been used to study properties of materials with partially filled 3d
-bands displaying fascinating correlation effects. However, because of the point inter-
action the model is an ideal candidate for modern experiments using ultracold atoms
in optical lattices, where the interaction is indeed short-range, while in the framework
of solid-state physics, the relevance of the Hubbard model for real materials depends
on the validity of several approximations about the range of the potential and on the
possibility to neglect the interaction with the lattice.
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where ĉ†i  (ĉi ) denotes the fermion creation (annihilation) operator of at site i with
spin   =", #, and n̂i  is the corresponding number operator. Though model and its
derivation is very standard and can be found in numerous publications, we present
a brief derivation due to the central role of this model in all the calculations that we
present. In the presence of a periodic potential given by the lattice, the kinetic energy
term satisfies the eigenvalue equation according to Bloch theorem
Ĥ0 ↵k(x) = ✏↵(k) ↵k(x), (3.2)
where to each band ↵ corresponds the energy dispersion ✏↵(k). In cold atomic experi-
ment we can take a lattice sufficiently deep to make the band gap  12 between the first
and second band much larger than the other energies involved. Under this condition
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Under the same circumstances, it is very convenient to choose a local real space basis,
called Wannier basis (for reasons we will understand soon) and perform a Fourier
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tij describing the hopping rate from site j to site i. Restricting the hopping only to




tij |ii hj| , (3.7)
which is the conventional kinetic energy term of the Hubbard model.
Including the interaction among fermions which depends only on their distance in real
space i.e U(Ri, Rj) = U(ri - rj) ⌘ U(d), the interaction is translation invariant and can
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When the original interaction is short-ranged, as it happens in dilute cold-atom sys-
tems, or the long-range interaction is screened, the fermions feel their mutual inter-
action only when they occupy the same site i, which due to Pauli principle is only
possible only if the fermions have a different spin   =", #, lead to the familiar interac-





Though the model seems at first glance very simple, it is not exactly solvable except
for the very specific one-dimensional case [79]. In order to gain first insights into the
model we discuss two limits, the weakly interacting regime (t ⌧ U) in the following
section and the strongly interacting regime (t   U) in the subsequent section. The
most challenging and interesting part is intermediate regime where the two energy
scales of the problem are comparable and simple and/or perturbative methods can not
be applied safely. In order to approach this region a number of approaches, ranging
from purely numerical to semi analytical have been devised. Here we use Dynamical
Mean-Field Theory, which has proved particularly effective in describing the transition
between the two opposite regimes.
3.2.1 Fermi Liquid Theory and Quasiparticles
Interacting many-body fermionic system represent a formidable challenge and to find
a general and unified theoretical description is one of the most elusive undertakings
since the birth of solid state theory. A first step towards this mission is to restrict the
study to a specific limit, such as the weakly interacting regime. Landau established
in 1956 a phenomenological theory in which the low-energy properties of the metal
are reminiscent to the spectrum of the elementary excitations of the a free Fermi gas,
hence the name of Fermi-liquid which defines the name of the theory as "Landu theory
of normal Fermi liquids".
Within this theory the connection between non interacting and weakly interaction
fermions emerges from adiabatically turning on the interaction so that the eigenstates
of the interacting system evolve adiabatically from the eigenstates of the free fermions.
That means there exist a one-to-one correspondence among the states of the free
Fermion gas and the Fermi liquid. The new excitations of the interacting system are
not associated to excitations of physical particle, but of effective object which behave as
the original particles at low energy and temperature, called quasiparticles. Obviously
this assumption is not generally valid, as in the case of phase transitions or formation
of bound states.
On other words, Fermi liquid theory portrays adequately the physics of a complex
many-particles systems by relying on the concept of quasi-particles, which have a finite
lifetime contrary to the non interacting particles, but they become more and more
stable when we consider excitations close to the Fermi surface.
Quasi-particles can be understood as dressed fermions where the cloud around an un-
dress fermion is caused by the effective medium induced by the interacting particles.
Indeed the dressed fermions are heavier than the non-interacting Fermions and carry
an effective mass m⇤ larger than the bare mass m, which reflects the reduction of their
mobility. The bare band mass originates from band theory as discussed above, describ-
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ing the motion in a periodic potential. Therefore the effective mass is a consequence of
the correlations induced by the interactions and it can be thereby used as a measure of
the degree of correlation
In order to understand the relation between the non-interacting and the weakly inter-
acting particles in the Fermi liquid regime we examine the main quantities involved
and derive the effective mass. We start from the single-particle Green’s function, which
describes the propagation of a single-particle state
Gk (⌧) ⌘ -T⌧hĉk (⌧)ĉ†k (0)i, (3.10)
where ĉk (⌧) = e⌧Hĉk e-⌧H is the imaginary time evolution of the fermionic destruc-
tion operator with momentum k and spin  . Transforming the Green’s function to





and the interacting Green’s function can be obtained via the Dyson equation
Gk (!) =
1
!+ µ- ✏k - ⌃k (!)
, (3.12)
where ⌃k (!) is the self-energy, a function containing all the effects of the interaction
on the single-particle properties. This equation is in general purely formal because the
self-energy can not be computed exactly except for some specific limits. We elaborate
on the calculation of ⌃k (!) in section 3.3. At this point however, we limit our analysis
to the vicinity of the Fermi energy ! = 0 and k = kF and we assume that the self-
energy is regular and it can be expanded [72] in powers of the frequency as










+ · · · (3.13)
One can prove that in perturbation theory at zero temperature the first contribution to
the imaginary part of the self-energy =⌃k (!) comes at the second order in !, so that,
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(3.14)
Then, in the same spirit of Landau phenomenological theory we find






This is a crucial results because =⌃k (!) plays the role of a scattering rate and therefore
as well proportional to the inverse life time of a single-particle state in an interacting
fermion system. Eq. (3.15) implies that the lifetime of the quasiparticles tends to
become infinite as we approach low-energy ! ! 0 and low-temperature T ! 0,.
Before we insert the result of the self-energy in the Green’s function let us define the
quasiparticle weight
















Then we obtain that the low-energy Green’s function is
Gk (!) =
ZkF
!+ µ̃- ✏̃k - i 
, (3.17)
which, if   can be neglected, which happens at small ! describes a non-interacting
Green’s function with a dispersion renormalized by the same factor ZkF which also
plays the role of a weight. This gives a formal description of the quasi-particle picture,
where the low-energy Green’s function does not describe a real particle anymore, but
a fraction of it, i.e it describes the quasi-particle excitations. If we neglect the correc-
tion coming from the momentum dependence of the self-energy, a choice which will
be later justified in the context of Dynamical Mean-Field Theory, the quasi-particle
mass enhancement is given by m⇤/m = 1/ZkF . This means that a very small quasi-
particle weight corresponds to a very large effective mass, hence to almost localized
quasiparticles.






where we used the Fourier transformed Green’s function from imaginary time ⌧ to
frequency space denoted by omega and i0+ is typically added for integration reasons.







Both of the quantities can be in principle accessed in experiments using photoemission
measurements where both objects are weighted by the Fermi function f(!). The spec-
tral function Ak (!)f(!) can be obtained by exploiting angle resolved photoemission
and the density of states can be measured by angle integrated photoemmission.
In this section we have learned that, under reasonably generic circumstances, one can
expect that a weakly interacting system of particles behaves, at low-energy, like a col-
lection of effective renormalized excitations, called quasiparticles. A crucial parameter
is introduces, the quasiparticle weight, which measures the fraction of fermoin which
still behaves like a free particle and, at the same time, the renormalization of the dis-
persion and the inverse of the interaction-driven effective mass renormalization.
It must be however noted that the Fermi-liquid picture is not necessarily limited to very
small interactions. If no symmetry breaking takes place, we can envision a situation
where the quasiparticle weight can become very small and even vanish continuously,
leading to a divergent effective mass corresponding to a localization of the particles.
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3.2.2 Mott insulators and the Mott transition
The band theory of solids was the first theory able to successfully describe electronic
properties and predict the metallic or insulating state of the systems based on the
filling of the bands. However, this theory is based on a single-particle picture, which
means that it assumes that the electrons effectively do not interact with each other, but
experience an effective potential. It is therefore reasonable to expect that the theory
can fail in systems where the presence of strong interaction determines the physics.
An example of this failure has been reported already in the first half of the twentieth
century, where several transition-metal oxides are clearly found to be insulators despite
the count of electrons would give a partially filled band, i.e., a metal according to the
bend theory.
Mott and Peierls [80] were the first who proposed that this sharp deviation from the
prediction could be a consequence of a predominance of the Coulomb repulsion which
localizes the electrons giving rise to a novel insulating state completely different from
a band insulator, which has been called a Mott insulator [2].
They proposed an explanation which anticipated the physics of the Hubbard model
several years before its introduction. In order to understand the Mott insulating state,
it is convenient to first understand the system in the absence of interaction and then
adiabatically introducing the repulsion among fermions. In the non-interacting case
and at half-filling all the eigenstates are obviously completely delocalized and the
system describes a metal. When the interation is "switched on", the kinetic energy has
to compete against the repulsion, which imposes constraints to the fermionic motion.
A fermion becomes indeed unlikely to move towards a site where another fermion
with opposite spin is present. Therefore, the larger the repulsion, the less the fermions
"like" to move.
The competition between the two energy scales present in the Hubbard model deter-
mines the overall state. Clearly, when U is still sufficiently weak the electrons prefer
to remain mobile since Coulomb energy cost for creating a doubly occupied site (or
doublon) is not very high and the delocalization energy prevails. However, when U
is very large, the formation of doublons is energetically very costly which in turn pre-
vents the electrons to move around the lattice because the hopping leads to a smaller
energy gain.
Therefore the best configuration to minimize the energy is to localize exactly one
fermion per site over the entire lattice and suppress density fluctuations. This is the
simple cartoon of the Mott insulator.
The evolution from the metal to the Mott insulator [2], called Mott-Hubbard transition,
is a phenomenon induced by the correlations between fermions generated by the inter-
action. Understanding the central role of correlations in the creation of the Mott state
makes it clear why the band theory fails completely to describe Mott insulators and
the Mott transition.
When the density deviates from an average filling corresponding to the number of
lattice sites, density fluctuations are present even for very large U and the insulating
nature breaks down. We stress that, for system where the local Hamiltonian can host
more than two fermions, like multiorbital or SU(N) systems, a Mott insulator can oc-
cur at any commensurate filling that is not a fully filled, i.e a band insulator. In this
case we will have that every site hosts exactly the same integer number of fermions.
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A final remark has to made about the tendency towards long-ordered phases. In gen-
eral strongly correlated systems are susceptible to several instabilities where the spin
and/or orbital degree of freedom order spatially leading to a spontaneous symmetry
breaking. The most notable example is the antiferromagnetic state of the half-filled
single-band Hubbard model, where the spins are staggered in space if the lattice is
bipartite. We discuss this aspect in detail in Chapter 4 where we derive and effective
strong coupling theory for an extended version of the Hubbard model, but, for the
Hubbard model on a bipartite lattice, antiferromagnetism is present, at very low tem-
peratures, also in weak coupling, somehow hiding the Mott-Hubbard transition that
we described.
However, even in these situations where the low-temperature states break the symme-
try, we expect that the physics of the Mott transition, namely the evolution between
a Fermi liquid and a Mott insulator, will be observed at higher temperatures. In this
thesis we will consider both situations where the system retains magnetic order ( Chap-
ter 5 and Chapter 6) and regimes where we expect the ordering to be washed out by
temperature ( Chapter 7 and Chapter 8 ).
3.3 dynamical mean-field theory
In the previous section we discussed two limits of the Hubbard model: the weakly in-
teracting regime described by Fermi liquid theory and the strongly interacting regime
where hopping is strongly suppressed and the ground state is a Mott insulator. How-
ever, the complexity of the Hubbard model is not simply captured by the two limits
and one can expect a rich phase diagram in between. As we discussed before, this
question has been the object of countless investigations using a variety of methods,
most of which have been designed specifically to solve the Hubbard model, in most
cases in two dimensions.
In this work we focus on a strategy which followed an original path with respect to
most previous methods. n order to tackle the difficulty to solve strongly correlated
electron systems Walter Metzner and Dieter Vollhardt in 1989 introduced another limit
in which the coordination number of the lattice (or the dimensionality) d is sent to
infinity [81] thus each lattice site is connected to infinitely many neighbouring sites. In
this regime one finds immense simplifications to the perturbation theory, for example
the self-energy turns out to be momentum independent
⌃(k,!)  ! ⌃(!) (3.20)
This idea allowed to develop a quantum extension of the mean-field approach in which
the spatial degree of freedom is frozen, but the local quantum fluctuations are com-
pletely accounted for. To be more concrete, the Hubbard model in this limit can be
mapped onto a self-consistent quantum impurity model, i.e. to a single interacting site
hybridized with non-interacting bath. The interacting site is representative of any site
of the original lattice model, in a mean-field spirit. Hence, the interaction of a site with
the rest of the lattice is replaced by the embedding in an effective bath which is deter-
mined self-consistently in order to embody effectively the presence of the remaining
of the lattice. This theory was established by Antoine George and Gabriel Kotliar et all
and is called Dynamical mean-field theory (DMFT) [42].
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We depict schematically the main idea of DMFT in Fig 3.1. The lattice problem is
mapped to a single impurity atom embedded in a non-interacting medium of fermions,
which results in dynamical fluctuations on the impurity site due to the hybridization
with the bath. The local theory is interacting while the kinetic contribution is transmit-
ted through a self-consistency scheme. As matter of fact, the solution of the impurity
model, despite being much lighter and simpler than solving the original lattice model
represents still an interacting quantum problem which on one hand requires some nu-





Figure 3.1: Cartoon of Dynamical mean field theory DMFT of strongly correlated lattice
fermions. The full lattice (grey-green) is replaced with a single impurity atom cou-
pled to a fermionic bath. Within this scheme the dynamics of fermions (red and
blue) restricted to a central atom (in mauve) corresponds to fluctuation among dif-
ferent atomic states as a function of time. We illustrate the simplest case of an atom
fluctuating between four states: empty atom |0i, singly occupied atom |"i , |#i, dou-
bly occupied |"#i where the sequence starts from an empty state followed by two
transitions with transition probability V⌫ in which the atom absorbs two fermions
in total.
The natural observable to address this physics is the local single-particle Green’s func-
tion, which describes the probability amplitude depending on time ⌧ 0 to create a




The self-consistency condition requires that the Green’s function computed on the in-
teracting site of the effective impurity model coincides with the local component of
the lattice Green’s function of the original lattice model computed with the local self-
energy obtained by the impurity model.




!- ✏k + µ- ⌃imp(!)
(3.22)
in other words, the dynamics on the impurity model coincides with the local dynamics
of a lattice model with a momentum-independent self-energy. This condition is exact
in the limit of infinite coordination, and it can be used as an approximation in finite
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dimension. The conditions for DMFT to be an accurate solution is the momentum-
dependence of the self-energy. If a system has a self-energy which is weakly dependent
on momentum, regardless of its dimensionality, DMFT will be an accurate approach.
In the next section we describe how the effective impurity model can be derived in the
limit of infinite coordination [42]
3.3.1 Cavity Method
In this section we demonstrate that in the limit of infinite coordination one can obtain
an effective local action involving the fermions only on a given site 0 which depends
on a single function of time (or frequency) and we derive the above self-consistency
condition.
The cavity method [42, 82] relies on the construction of a cavity that is singled out from
the entire system, which in our case is a single lattice site i = 0.
We start the derivation by writing down the partition function Z of the Hubbard model
using a functional integral formulation in terms of Grassmann variables. Note that
Grassmann variables are not directly fermionic operators, though are very convenient






where we denote the Grassmann variables with c  and c†  which trough out the thesis


















The goal is to obtain an effective theory for lattice site i = 0 therefore it is necessary to












We can describe the system by dividing the contributions from the system in three
terms. The selected cavity site is represented by an action Si=0 ⌘ S0, the rest of the
lattice without the cavity site is denoted by S(0) and the coupling between the cavity
and remaining lattice is  S. The three contributions are defined as follows
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where Z(0) is the partition function of the cavity and he- Sicavity the expectation
value of the hybridization action with respect to the cavity. We realize that Z
(0)
Z is a
renormalization since it doesn’t contain any operators and we can write effective action
as










It remains to determine he- Sicavity which we approximate by performing an expan-





















































d⌧2hT⌧ S(⌧1) S(⌧2)icavity + . . .
◆
(3.31)
where all odd order terms vanish because of the fermionic nature of Grassman vari-
ables. The effective action reads with this approximation















d⌧2hT⌧ S(⌧1) S(⌧2)icavity+ . . .
 
(3.32)
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(3.33)













It remains to take care of the higher order terms
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This expression remains very complicated and its computation is tremendously expen-
sive. However crucial simplifications take place in the limit fo large coordination. In




in order to obtain a finite expectation value of the kinetic energy. Due to the scaling
behavior of the hopping parameters the scaling of the single-particle Green’s function
is determined in large dimensions as Gij  / d-
1
2 |ri-rj|, which is very important result,
since it decides the behavior of the connected Green’s function in the infinite d limit
and moreover we anticipate it leads to the main result in DMFT on the self-energy
which we postpone to a later point in this section. From the scaling behavior of the
single particle Green’s function follows
G
(0)











therefore the n-th order expansion scales as dn-2 [42] and therefore only the second
order term survives in the infinite limit. We obtain for the effective action










ij (⌧1 - ⌧2)c0 (⌧2). (3.37)
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Inserting the definition of S0 we obtain the so called Weiss-field:
G
-1








ij (⌧1 - ⌧2). (3.38)
This is the first crucial simplification in the limit of large coordination. Among all
the different correlators involving many particles, only the second-order contribution
survives. All the effect of the rest of the lattice is described by a single function of
imaginary time. Still, we have not yet concluded our task, because we still have no
simple way to compute the Weiss field.





ij (⌧1 - ⌧2)c0 (⌧2) clearer we define the hybridization function





ij (⌧1 - ⌧2). (3.39)
The hybridization function    measures the coupling between the selected site and the
rest of the lattice.
In the following it is more convenient to Fourier transform from imaginary time ⌧ for-
mulation to the fermionic Matsubara frequncy i!n, where !n = (2n+ 1)⇡/ . Apply-
ing a Fourier transformation f(i!n) =
 R
0
d⌧f(⌧)e+i!n⌧, where f is a generic function,
















The last equality follows from an expansion of the Green’s function with respect to
the hopping parameter t and is valid for any lattice with an removed site. In order to
evaluate the sum we express the lattice green’s function using again a Fourier transfor-













i!n + µ- ⌃(i!n)- ✏k
. (3.41)
It is very important to note that the self-energy ⌃(i!n) remains independent of k and
the momentum dependence enters through the dispersion relation, which is simply




-ikri . The sum in the
hybridization function has a very complicated structure thus we introduce a short





























= -1+ ⇠g0, (3.43)





















= -0+ ⇠g1, (3.44)






✏k = 0 Inserting the above
relation in the hybridization function we obtain












0  (i!n) = G
-1
0  (i!n) + ⌃ (i!n). (3.46)
Therefore the Weiss field, which is the unknown quantity that defines the effective local
theory can be written in terms of the local component of the lattice Green’s function
G0 (i!n) and of the local self-energy ⌃ (i!n). In this sense, this is a self-consistency
condition that connects the effective field to lattice properties computed within the
DMFT approximation. If we observe that the Weiss field plays the role of the non-
interacting Green’s function of the effective theory, Eq. (3.46) coincides with Eq. (3.22)
3.4 solution of the effective local theory
In the previous section we derived the self-consistent DMFT equations which show that
a self-consistent local theory can be defined. This effective problem corresponds to the
Anderson impurity model (AIM), initially introduced to describe the Kondo-effect in
solid state systems. The model Hamiltonian reads
The Hamiltonian expressing the impurity bath problem consists of three parts
ĤAIM = Ĥloc + Ĥbath + Ĥhyb (3.47)




µ n̂  +Un̂ n̂  0 , (3.48)















⌫,  + h.c.), (3.50)
44 hubbard model and dynamical mean field theory
where ĉ†  is the fermionic creation operator of the impurity with the corresponding den-
sity n̂  = ĉ† ĉ  and d̂bath⌫,  is a destruction operator of fermion from the non-interacting
bath where the bath levels are counted with ⌫. The fermions hybridize between bath
and the impurity site via with the hybridization V⌫.








It is easy to see, integrating out the bath fermions, that the Hamiltonian (3.48) repro-
duces the local action we obtained within DMFT
G
-1
0 (i!n) = i!n + µ- (i!n). (3.52)
If the above condition holds, the AIM is a Hamiltonian representation of the local
action. Hence one can solve it to obtain the self-energy and the impurity Green’s
function, which are related by the Dyson equation of the impurity model
G-1 ,imp(i!n) = G
-1
0 (i!n)- ⌃ ,imp(i!n) (3.53)
So, the DMFT requires a calculation of the Green’s function of the AIM subject to
the self-consistency condition (3.22). The self-consistency can be imposed iteratively
starting from a guess for the Weiss field, computing the Green’s function and the self-
energy. Then the self-consistency is used to generate a new Weiss field, hence a new
AIM. The procedure is iterated until the Weiss field is unchanged in the iterations.
Various methods have been developed for solving the AIM. Among these, we can
mention numerical approaches ranging from the Continuous Time Quantum Monte
Carlo to Numerical Renormalization Group to seminalytical approaches like iterated
perturbation theory and slave-particle methods.
In this thesis the AIM is solved with an exact diagonalization algorithm (ED) [75–
77], a simple approach which works accurately in reasonable times. The idea is to
truncate the sum over bath levels in the AIM to a finite number Ns which allows for
a numerical diagonalization of the Hamiltonian in the finite Hilbert space. Using the
Lanczos/Arnoldi diagonalization [75] one can solve the system for relatively large Ns
obtaining the groundstate and, crucially in the DMFT context, the Green’s function. In
this thesis we limit ourselves to T = 0 calculations, which require only the knowledge
of the groundstate of the AIM. The method can be extended to finite temperature, but
this is extremely more expensive because it requires the calculation of a significant
number of excited states. Given the complexity of the models treated in this thesis, we
limit to T = 0.
In the exact diagonalization scheme, there is a further step in the iterative procedure.
After a new Weiss field is obtained through the self-consistency, this has to be rep-
resented as a discrete Weiss field with Ns levels. This is achieved by minimizing a
distance function between the target Weiss field and the discrete version
After the impurity quantities are computed at the iteration step l, the Weiss field
[G-1]l+1 through the self-consistency condition can be computed using the Ander-
son parameters by minimizing the function of the parameters defining the Anderson
model [64]








where the function f can be chosen according to the problem at hand. This is the only
numerical error made in the ED solution of the DMFT.
3.5 spin-mixing formalism
So far we restricted, as it happens in most derivations and discussione, the DMFT
equations to the case where the Green’s functions and the self-energies are diagonal in
the spin index. In the presence of explicit spin-orbit coupling or in the case in which,
for example, the Sx component of the spin is finite, we need a formalism which allows
for non diagonal Green’s functions in the spin state
The spin-mixing terms can be obtained considering an AIM that additionally con-
tains the coupling of the impurity states to bath states with opposite spin. The AIM-
Hamiltonian with spin-mixing takes the form
Ĥ
   0
AIM = Ĥloc + Ĥbath + Ĥ
   0
hyb (3.55)





µ n̂  +Un̂ n̂  0 , (3.56)













and the hybridizing Hamiltonian Ĥ   0hyb couples the impurity with spin   to the bath,

















where V ⌫ is the conventional hybridization function, that is used in the traditional
DMFT and the extension is due to he anomalous hybridization function W  0⌫ which
couples the impurity spin   to bath states corresponding to other spin components   0.
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The main extension lies in the hybridization functions which are not only spin-conserving






























which satisfy the relation (    0(i!n))⇤ =    0 (-i!n).
The spin mixing introduces spin coupled Weiss-field, Green’s function and self-energy,
which means they are not diagonal in spin space anymore. Having a Green’s function
coupling different spin components gives the opportunity to compute quantities based
on spin-flip operators. This is particularly useful in the case of computing the magnetic
state with local in-plane magnetic ordering by hŜxi i = h
1
2(Ŝ





and hŜyi i = h
1
2i(Ŝ




#ĉ")i. For computing the local out-of-plane
magnetization hŜzi i =
1
2(n̂i" - n̂i#), where n̂i  is the local occupation at site i and spin
  =", # the spin mixing extension is not necessary. We use this part in Chapter 6.
It is also possible to avoid this step, by computing all the quantities in the basis that
diagonalized the spin-mixing term exploiting the fact that the rest of the Hamiltonian
is invariant. We explain this part in Chapter 7 and Chapter 8
3.6 real-space dmft (rdmft)
The derivation of DMFT that we presented assumes that every site is equivalent. How-
ever DMFT can be extended to inhomegeneous and/or finite size systems [43–46]
generalizing the idea behind the method. In this section we briefly review how to
implement real-space DMFT (RDMFT), which can be applied to the inhomogeneous
finite systems we use in this thesis. For the extension to inhomogeneous systems we
consider the Fermi Hubbard model with an arbitrary additional site-dependent local













The idea is to map every lattice site onto a different AIM (while in standard DMFT
all the sites are considered equivalent). We recall that the AIM for the i-th site is
described by the dynamical Weiss field G0i (i!n), where   denotes the spin and i!n
the frequency. In order to arrive at this point we start with the real space Dyson
equation for a lattice system
(Ĝ0 )
-1(i!n)- ⌃̂ (i!n) = (µ+ i!n)1̂- t̂- ✏̂- ⌃̂ (i!n) (3.64)
with the unit operator 1̂, the hopping operator hi| t̂ |ji = -tij and the on-site energy op-
erator hi| ✏̂ |ji =  ij✏ij, the self-energy operator hi| ⌃̂ (i!n |ji = ⌃ij (i!n). Following
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Fortunately, the extension to real-space is straightforward since the derivation of the
single-site DMFT equation did not rely on translation invariance and the arguments
about the scaling of the connected Green’s function and hopping amplitudes remain















with the site dependent Weiss field G-1  (⌧- ⌧ 0):
G
-1
i  (⌧) =  (⌧)(-@⌧ + µ- ✏i)- i (⌧), (3.67)
where the hybridization function in Matsubara frequency follows the definition of the


















the hopping amplitudes tmi, tin are in principle the same as before, but in order
to highlight the extension to real-space we added the site dependent index, where
G
(i)
mn(i!) denotes the cavity Green’s function without site i. The crucial assumption
in DMFT is the restriction of the self-energy being purely local, which remains valid in
the real-space extension though a site dependence is added, i. e
⌃ij (i!n) =  ij⌃ii (i!n) (3.69)
For closing the reals space self-consistency loop, the impurity self-energy of each




ii (i!n) has to be related to the lattice self-energy
⌃ii (i!n) = ⌃i (i!n). For simplicity we capture all the purely local operators in one
operator as
⇠̂(i!n) = (i!n + µ)1̂- ✏̂- ⌃̂(i!n), (3.70)
where ⇠̂(i!n) = hi| ⇠̂(i!n) |ji =  ij⇠ij(i!n) is a diagonal matrix in real space. Then
we obtain the matrix equation for the Green’s function
Ĝ-1  (i!n) = ⇠̂(i!n)- t̂. (3.71)
The, rewriting the equation for the hybridization function (Eq. 3.68) as  i (i!n)Gii (i!n)
we obtain
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G-1ii (i!n) = (i!n + µ) + ✏i - i (i!n)- ⌃i (i!n) (3.73)
the relation between the lattice Green’s function Gii (i!n) and the lattice self-energy
⌃i (i!n) to the Weiss-field of the AIM on the ith site Gi (i!n) = i!n + µ- ✏i - i 
and we obtain that the Weiss fields are then coupled by the self-consistency condition





ii (i!n) + ⌃i (i!n), (3.74)
As a matter of fact RDMFT requires to solve as many independent AIM’s as the num-
ber of sites in the original system. The various impurities are coupled by the self-
consistency condition. The scaling of the approach with the number of sites is therefore
very good, as it is basically linear except for the cost of inverting the Green’s function
of the finite system to construct the new Weiss fields.
In general the computational effort can be reduced using the lattice symmetry to re-
duce to the minimum the number of independent sites and introducing an AIM for
each independent site. It is important to stress that a great advantage in using RDMFT
for inhomogeneous systems is the ability to capture long-range correlation, such as
magnetic long-range correlation (see Chapter 6) trough the self-consistency equations
as well as accurate spatial spectral properties (see section 3.7.1.). It must be noted that,
while DMFT is naturally formulated in the thermodynamic limit, RDMFT is limited to
finite systems, even if the scaling with the number of sites is not prohibitive.
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3.7 metal to insulator transition at half-filling
After establishing the DMFT approach we can discuss one of its most successful ap-
plications which is the study of the Mott transition in the Hubbard model. Within
DMFT the full spectral function A(!) is accessible and reveals information about the
emergence of a Mott transition for example upon increasing the interaction U starting
from a metallic solution. It is established that DMFT hosts two independent solutions,
one metallic and the other insulating. The Mott insulating state exist for any U > Uc1
and the metallic solution for U < Uc2 depending from which site the transition is ap-
proached. From theoretical predictions based on numerical simulations and analytical
calculations the relation Uc1 < Uc2 [83] has been firmly established therefore a coexist-
ing region including both phases can be found when Uc1 < U < Uc2. This indicates a
first-order transition at U = Uc that appears when free energies of each solution cross.
However, the phase transition can be also of second order, when Uc = Uc2 as it was














Figure 3.2: Density of states DOS of fermions
upon increasing interaction. The
spectral features across the metal
to Mott insulator transition (top to
bottom) for the half-filled Hubbard
model suppressing magnetic solu-
tions. The first three plots display
a metallic peak while the last plot
exhibits only the Hubbard bands re-
vealing a Mott insulating state
. We discuss the evolution of the density
of states (DOS) (which is directly related
to the spectral function) upon increasing
U starting from the non-interacting so-
lution U = 0 following the well known
studies from Ref. [42, 84–86] . In the
absence of interaction, i. e U = 0, the
system displays a free fermion DOS char-
acterized by the bare bandwidth W as
shown in Fig 3.2 first panel. In this
regime the fermions are completely de-
localized and their spectral function mir-
rors the DOS of a band metal, with
the chemical potential in the middle of
the band. Adding interaction induces
the formation of a coherent quasiparti-
cle peak at the Fermi level accompanied
by two particle-hole symmetric broad
peaks which are a precursor of the Hub-
bard bands [1] best visible in the third
panel highlighted in green of Fig 3.2 .
The Hubbard bands reflect the incoher-
ent excitations of the spectral function
and are the analog of high-energy exci-
tations induced by the Hubbard repul-
sion. The three-peak structure illustrates
exactly the remarkable dual nature of
fermions, which can be captured within
DMFT. On the one hand the low energy
properties reveal the formation of itiner-
ant quasiparticles, on the other hand the
high-energy excitations display the tendency to localize. Increasing U the quasi-
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particle peak becomes narrower and the dual character get more and more suppressed
until a fully Mott localized state is reached at Uc2 demonstrated by a large Mott gap
of order U between the two Hubbard bands and no spectral weight.
When the quasi-particle peak is pronounced and the low energy physics is dominating
the system is in a Fermi liquid regime in which the theory is valid. Sine within DMFT
the self-energy is momentum independent, the width of the quasi-particle peak which
is related to the quasi-particle weight Z = (1- @⌃/@!)-1 is nothing else but the effec-
tive mass enhancement m/m⇤ = Z-1, which diverges when the quasi-particle weight
and therefore the peak vanishes. Thus in a Mott localized state the particles masses
are infinitely heavy.
3.7.1 Mott transition of Fermions in a three dimensional optical trap - a RDMFT example
So far we discussed the basic Mott transition obtained within single-site DMFT in a
rather general context focusing on the elementary feature how a MIT can be unveiled.
In the following we discuss an example in the framework of cold atomic systems that
was studied by means of RDFMT discussed in section 3.6. In the presence of a har-
monic trap, which in cold atomic experiments can not be avoided, RDMFT comes
in particularly handy to study the MIT under these conditions. In the presence of a











where ĉ†i (ĉi ) denote the fermionic creation (annihilation) operator and n̂i  = ĉ
†
i ĉi 
measures the density of a fermion with spin   =", # at site i. t is the next-neighbour
hopping amplitude and U is the effective on-site interaction. The presence of a har-
monic trap breaks the translational invariance and the system becomes inhomoge-
neous, though rotational invariance remains, thus within RDMFT a reduced set of
inequivalent sites see Eq. (3.64).
Generally, the harmonic potential allows for the existence of the metallic phase, the
Mott insulating phase, and the band insulating phase next to each other due to the
inhomogenous density distribution. The phase stable in each region is determined ac-
cording to the density in the region of the trap, thereby also only one of these phases
can be present. In the following discussion the authors of the presented work [13]
used the NRG [87] to solve the AIM. They show a transition from a band insulator
at U/D = 0.0, 1.0 and 2.0 with a large pleateau of density 2 to metal at U/D = 3.0
with an inhomogeneous distribution in the center of the trap to a Mott insulator at
U/D = 4.5 with a density pleateau at 1. Here the reference energy is half-of the band-
width D = 6t. Before the full Mott insulator is reached, the center of the trap exhibits
a metallic region at U/D = 4.0 and a Mott pleateau at a larger radius. This set is
supposed to simulate a realistic cold-atom experiment with a fixed number of particles
N = 2869. The advantage of using RDMFT in this set up compared to using a local
density approximation ( Chapter 8) is the ability to study spatial dependence of the
spectral function more accurately as demonstrated in Fig 3.4 since the lattice sites are
coupled trough the self-consistency equations.
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where cyi! creates a fermion at site i with spin !, ni! !
cyi!ci! is the local density,Jthe nearest-neighbor tunneling
matrix element, and U is the effective on-site interaction.
The lattice distance, is set to unity. We include 4224 sites
with a distance ri $ R ! 10 from the center of the trap,
located in the middle of 8 central sites. The strength of the
confining harmonic potential V0 ! 0:276J is chosen such
that all sites with ri > R are unoccupied and can be ne-
glected. Using the symmetry of the cubic lattice, one has to
deal with only 118 inequivalent sites.
The basic idea of DMFT [7 ] is to pick a single site of the
lattice (the ‘‘impurity’’ i) and model the effect of all the
other sites by a noninteracting bath of fermions. The
resulting Anderson impurity model is defined by the local
interaction U and the hybridization of the impurity to the
bath. The latter is encoded in the U ! 0 Green’s function,
G0And;i%!&. For this model, one determines the local self-
energy !i%!& (see below). From the !i%!&, one can con-
struct the lattice Green’s function
 G"1lat %!&ij ! "i;j'!##" !i%!& " V0r2i ( "Jij; (2)
where Jij ! J if sites i and j are nearest neighbors and 0
otherwise. The bath of each impurity is then determined
from the requirement that at each site the lattice Green’s
function and the Green’s function of the impurity model
coincide, Glat%!&ii ! 'G0And;i%!&"1 "!i%!&("1, thus es-
tablishing a self-consistency loop. The scheme described
above can be derived using as the only approximation that
the self-energy is a local quantity. Both the nonlocal single
particle quantum mechanics of fermions and all local
effects of strong interactions are correctly described within
DMFT.
A main difficulty of DMFT is, however, an accurate
calculation of the self-energy of the Anderson impurity
model. For this, we use the NRG [16], see Ref. [15] for a
description of the method. To obtain efficiently Glat from
an inversion of Eq. (2), it is essential to use the full
symmetry of the cubic lattice.
In this Letter, we restrict ourselves to paramagnetic
solutions which simplifies the rather challenging numerics
considerably. Also experimentally, it is very difficult to
reach the low temperatures below which magnetism is
expected. Furthermore, we do not expect that magnetic
order will change the density profiles or time-of-flight
pictures considerably.
Results.—Figure 1 shows how the number of fermions
per site evolves for increasing interactions U=J, which
push the fermions away from the center of the trap. For
the chosen parameters, we obtain for U=D ! 0, 1, 2 (D !
6Jis half the bandwidth) a band insulator in the center of
the trap and a metal further outside. For the homogeneous
system, the critical interaction is given by Uc=D ! 2:52,
but already forU=D ! 2, the compressibility close to half-
filling is strongly reduced as can be seen in a shoulder in
the curve for hnii ) 1. ForU=D * 3, the incompressibility
of the Mott-insulating state, @n=@# ! 0, manifests itself
in a plateau. The thickness of this Mott-insulating ‘‘onion
shell’’ increases for increasing U eliminating the metallic
phase in the center for U=D ! 4:5. The insets of Fig. 1
show how the Mott-insulating region at U=D ! 4:5
shrinks again when the number of fermions in the trap is
reduced and how thermal excitations destroy the Mott
plateau.
Our method allows us to study the spatial dependence of
the spectral functions. While this quantity is difficult to
measure for atoms in a trap, it is a highly sensitive probe of
the metal-insulator transition. Figure 2 shows how the local
spectral function evolves when moving from the center to
the edge of the trap atU=D ! 4:5. In the insulating regime,
the spectral function A%!& is characterized by the two
Hubbard bands with equal weight, and A%! ! 0& becomes
very small (it never vanishes exactly as atoms from the
metallic regions can tunnel into the insulator). As a func-
tion of the distance from the center, the Hubbard bands
shift due to the harmonic potential. When the Fermi energy
starts to merge with one of the Hubbard bands, a sharp
quasiparticle peak emerges at ! ! 0 for sufficiently low T
(see inset).
In a time-of-flight experiment, the two-dimensional pro-
jection, ntofk !
R
nkdkz=%2$&, of the three-dimensional
momentum distribution
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FIG. 1 (color online). The number of fermions hnii per lattice
site, as a function of the distance r to the origin. The signature of
the Mott-insulating phase [7 ] is the presence of a plateau with
hnii ! 1. Note that there are inequivalent sites with different
occupation but the same r. Main panel: Crossover from weak to
strong interactions for a fixed number of N ! 2869 particles in
the trap at T ! 0, U ! 6J. Upper inset: Dependence on the
number of particles for U ! 4:5D, T ! 0. Lower inset: T
dependence for U ! 4:5D, N ! 2869 (the T ! 0 and T !
0:13D curves lie on top of each other).




Figure 3.3: Occupation distribution determi ed y harmonic potential Main panel: The den-
sity distribution across the Band i sulator to Metal to Mott insulator is shown upon
increasing the interaction U Upper inset: dependence of the particle number in the
system at U/D = 4.5 and N = 2869. Lower panel : temperature effect on U/D = 4.5
The figure is taken from Ref. [13]
Howev r, the slope of n!!k" or the difference !ntof #
ntof0;0 $ ntof";" is still a good measure of how metallic or
insulating the system is. The inset of Fig. 4 describes the
evolution from a mainly band-insulating via a dominately
metallic to a Mott-insulating regime when U=D is in-
creased. Similarly, the middle panel of Fig. 4 shows how
!ntof increases when at largeU=D, the num er of particles
and therefore the size of the Mott-insulating regi n is
reduced (compare with upper inset of Fig. 1). For increas-
ing temperature (lower anel of Fig. 4), the destruction f
quantum coherence leads to a flattening of ntofk . Note that
ntofk is more sensitive to changes of T compared to hnii, see
Fig. 1.
Conclusions.—In this Letter, we investigated the signa-
tures of the Mott transition of fermions in an optical trap
using a local approximation to the self-energy (space-
resolved DMFT % NRG) which allows us to treat several
thousand atoms. The clearest signature of a Mott phase is a
plateau in the density profile n!r" of the atoms, see Fig. 1.
These plateaus are, however, washed out if only the col-
umn density,
R
dzn!r", which can be measured directly, is
considered (not shown). The Mott transition is more diffi-
cult to observe in a time-of-flight experiment. However, the
insets of Fig. 4 show that a characteristic flattening of ntofk
can be seen when a large fraction of the trap becomes a
band or Mott insulator.
Our calculations did not rely on a LDA which allows us
to investigate whether this widely used approximation is
valid in the present context. It turns out that both density
profiles and TOF experiments are rather well described by
LDA. As discussed in the introduction, LDA is expected
not to be valid close to a sharp domain boundary. Indeed,
Fig. 5 shows that the LDA fails completely to describe the
low-energy excitation spectrum at the boundary of the
Mott-insulating region. The coherence peak at the Fermi
energy arises due to the penetration of the metallic phase
into the Mott insulator via the Kondo effect.
For the future, it will be interesting to investigate the
effects of magnetism. In systems with a population imbal-
ance, we expect that the majority spin will accumulate in
the Mott-insulating regions. These effects will be studied
in a forthcoming publication.
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U = 4.5 D
T = 0.0014 D
FIG. 5 (color online). Local spectral function of two non-
equiv lent lattice points at distance 7.794 from the origin at the
boundary of the Mott-insulating region (T # 0:0014D, U #
4:5D). Here, the LDA (dot-dashed line) fails completely to
describe the spectral function but still reproduces the occupation
with high accuracy (n1=2!9;9;9" # 0:481, n1=2!11;11;1" # 0:482,
nLDA # 0:496).




Figure 3.4: Local spectral function at different positions in the trap The spectral functions
located a the boundary of the Mott pleateau is shown for two different points in
trap computed within RDFMT. The grey dashed line shows the spectral function at
a comparable point computed within LDA which does not display the same spectral




H U B B A R D M O D E L I N T H E S T R O N G C O U P L I N G L I M I T
4.1 introduction
In the previous chapter we discussed a powerful method to treat strongly correlated
system, which is able to capture the entire range of parameters, from weakly to strongly
interacting regime. Remarkably, DMFT is able to capture local quantum fluctuations
in a non-perturbative way and can give access to many intermediate phenomena. It
can be very beneficial though, to estimate the physics in the strongly interacting by
isolating the role of quantum fluctuation and determine to what extend they govern
the physics. In this chapter we derive on the basis of strong coupling expansion [4, 47]
an effective Hamiltonian for the Kane-Mele Hubbard model examined in Chapter 6.
The Kane-Mele Hubbard model contains three terms, that are next-neighbor hopping,
the Hubbard repulsion and an additional term, that acts as a spin-selective next-nearest
neighbor hopping with a complex phase. This chapter is very technical and should just
prepare for the next two chapters. We will discuss the model itself in Chapter 6, and
focus here simply on a technical aspects of how to obtain an effective Hamiltonian.
4.2 strong coupling expansion for the kane-mele-haldane-hubbard
model
One of the simplest limits we can take is the strongly interacting regime, where U
is very large compared to the other energy scales, i.e |t1/U| << 1 and |t2/U| << 1.
The Hilbert space is restricted to a given energy manifold of the Hubbard-Kane-Mele
model, where tunneling process are only happening virtually resulting in effectively
interacting spins. We can start by defining projected fermion operators, so called Hub-
bard operators [4], which are projected creation and annihilation operators, where the
diagonal operators are nothing but the projection operators P̂i↵ and the off-diagonal
operators can viewed was transition operators from one state |↵ii to state | ii:
X̂  ↵i = | ii h↵|i , X̂
↵ ↵
i = |↵ii h↵|i = P̂i↵ (4.1)
To give a concrete example the transition from an empty site i (|0ii )to a singly occupied
site i with a spin (| ii) can be expressed by means of the Hubbard operators and the
conventional annihilation and creation operators as
X̂  0i = ĉ
†
i (1- n̂i ̄) (4.2)
We also need to know the inverse expression, i. e how can we express the creation and
annihilation operators in terms of the Hubbard operators. For this purpose we have
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to realize the effect of applying either the creation operator to an unknown state. Let’s
take for example the creation operator for a spin-up fermion ĉ†i". The two states to
which it is applicable is an empty site |0ii and a site occupied by a spin-down fermion
|#ii. Therefore this creation operator is a superposition of both Hubbard operators that











due to the convention ĉ†i"ĉ
†




i" |0ii = |"#ii.





















and the commutation relation is
[X̂   i , X̂
  ↵
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Now we can write the full Hamiltonian in terms of the above sub-Hamiltonians















up to second order processes involving two sites we have the conventional generator,





































We have to evaluate these commutators.
4.2.1 Homogeneous system at half-filling
The only term that can contribute is (Ĥ-t , Ĥ
+
t ), since we can not decrease the number
of double occupied sites any further under projection. With this we can write the
commutator for pair contributions as
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[Ĥ+t , Ĥ
-
t ]2 = [Ĥ
+
t1




























































































































































































































Note that here in the next-nearest neighbor contribution the phase eif(⌘) from Ĥ-t2
cancels with the phase e-if(⌘) from Ĥ+t2 .
Now we want to include three-site terms at half-filling for which we need to go in


























inserting in the Hamiltonian we get
Ĥ
?2 = Ĥ+ i[Ŝ?, Ĥ] +
i2
2
[Ŝ?, [Ŝ?, Ĥ]] + . . . (4.20)
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t ± . . . (4.22)
with . . . we denote other terms which do not contribute at half-filling involving three-




(2), [Ŝ(2), ĤU]] is of order 1/U3 and we neglect it. However mixed terms are













t ± . . .)
(4.23)










We can express Ĥ-t Ĥ0tĤ
+
t in terms of clock-wise and anti-clockwise hopping processes.
This is necessary because during a clock-wise and an anti-clockwise process a phase is





























































































note that here sgn( n) ·↵ n = 1, coming from the spin-orbit hopping.
Then we obtain







































































































This effective spin-coupling term emerges from third-order processes, which at half-
filling are significantly smaller than the second order terms in Eq. (4.2.1), yet in a
challenging competition between next-neighbor and next-nearest neighbor as well as
in-plane and out-of plane magnetic ordering state this term can determine the final
magnetic state. For example the magnetic ordering discussed in Chapter 6 can be
attributed to this term.
5
C O N T R O L L I N G A N D I N D U C I N G M A G N E T I S M I N T H E
H O N E Y C O M B L AT T I C E
5.1 introduction
In this chapter and the following we discuss the first of the two main concepts we
explored in the present thesis, namely the possibility to induce novel physics in honey-
comb lattice system by tuning the trapping potential in order to confine the fermions
in a finite region of space. The choice of the honeycomb lattice is mainly motivated
by its relevance in solid-state physics, where it has been realized in a very clean way
thanks to the discovery of graphene. Furthermore, the same lattice is a prototype for a
nunber of important theoretical concepts.
Graphene [88, 89] is indeed nothing but a two-dimensional sheet of carbon atoms
arranged on a honeycomb lattice which has attracted an unprecedented interest as it
represents on one hand the realization of an almost ideal nontrivial quantum system,
and at the same time it is characterized also by extraordinary mechanical, electronic,
thermal, and transport properties [89, 90].
From a more theoretical perspective, the rise of graphene has increased the interest in
the properties of quantum particles on the honeycomb lattice. One of the most elu-
sive properties of solid-state graphene systems is magnetism. Infinite, or very large,
graphene sheets do not show magnetic ordering [91], which is instead proposed and
realized in nanoscopic structures composed by a small number of carbon atoms when
the termination have a so-called zigzag pattern [92, 93]. However, the instability of zig-
zag edges severely limits the realization of magnetic graphene nanostructures and the
first solid experimental evidence is very recent [94] Besides the synthesis of a variety
of graphene-based systems, this has also pushed the community to devise quantum
simulators of the honeycomb lattice using ultracold atoms [10, 49, 50, 95],which can ac-
cess regimes which are not easily reached in solid-state systems. Graphene nanoflakes
are promising candidates for magnetism [96, 97]. Their theoretical phase diagram is
quite rich, and it is characterized by a strong competition between short-range anti-
ferromagnetic (AF) and long-range ferromagnetic (FM) correlations. The former are
particularly strong in insulating half-filled flakes with one fermion per site, while the
latter emerge when the density is reduced and the carriers become more mobile. In
principle this competition might be exploited to manipulate the magnetic ground state
by, e.g., electrostatic [96, 98, 99] or chemical doping [100–102] and to engineer different
kinds of spin filters [100, 101, 103–106]. This rich scenario is however so far largely un-
explored owing to the technical difficulties to control the edges of solid-state graphene
nanosystems.
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where ĉ†i  (ĉi ) denotes the creation (annihilation) operator for spin-1/2 fermions and
n̂i  is the density operator at site i for the two spin states, labeled by   2 {", #}.
n̂i =
P
  n̂i  is the total density on site i. t denotes the nearest-neighbor tunneling
amplitude andU the on-site repulsion.














3a that is determined by the lattice spacing a. Further more we introduce











3),  3 = a(-1, 0), (5.3)
from which we can construct the six next-nearest neighbour vectors
⌘1,2 = ±a1, ⌘3,4 = ±a2, ⌘5,6 = ±(a2 - a1) (5.4)
The reciprocal lattice vectors are
b1 = b(1,
p
3), b2 = b(1,-
p
3), (5.5)
where b = 2⇡/3.
On an infinite honeycomb lattice and at half-filling (one fermion per site) the model
displays a quantum phase transition as a function of U/t from a Dirac semimetal to an
antiferromagnetic insulator [107]. For large lattices, the onset of magnetism has been
estimated at the critical interaction strength Uc ' 3.87t [108] by means of numerically
exact quantum Monte Carlo simulations. When the average density deviates from one
fermion per site the system is typically metallic and it can show tendency towards
ferromagnetism.
In this work we focus on small systems in which the translational invariance is bro-
ken and finite-size effects are relevant. In particular, the density will not be uniform
throughout the system. In a picture where the local density influences the short-range
magnetic ordering, one can have regions close to half-filling where AF ordering is
favored, and regions with a different density where ferromagnetism can take over,
leading to a potentially rich phase diagram.
In the solid state context it has been proposed that in small systems, AF spin ordering
establishes at the boundaries, especially for zig-zag edges [93, 96, 98]. Ramarkably, the-
oretical [96] and experimental [109] studies suggest that the edges retain their magnetic
moments up to room temperature.
In the following section we examine the magnetic state of a small graphene structure
with zigzag edges in a symmetric shape that we call "nanoflake", at half-filling. The
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hexagonal nanostructure we are going to investigate (see Fig 5.2) has a bipartite hon-
eycomb lattice structure and consists of L = 54 lattice sites. The flake is C3 rotationally
symmetric which allows us to identify 6 inequivalent sites belonging to each of the two
triangular sublattices, hence a total of Nineq = 12 inequivalent sites. Treating the two
sublattices as fully independent is crucial to allow a complete freedom to obtain either
an AF or FM state, or a mixture of the two, depending on the competition of magnetic
correlations.
We classify this nanoflake as 3N hexagonal nanoflake from the fact that we have 3
hexagons on the border in each C6 rotational sector. Increasing the size of the flake and
thereby the number of hexagons on the boundary would lead to the label 4N, 5N, ....










Figure 5.1: Schematic illustration of a 3N nanoflake. The picture dispalys a hexagonal
graphene nanoflake with zigzag edges.The black (sub lattice A) and white (sub
lattice B) sites highlight the bipartite lattice structure and the green labels distin-
guishes the inequivalent atoms per sublattice with Cbi i = 1, 4 denoting bulk atoms
and Cej j = 1, 2 identifies edge atoms. The actual number of inequivalent sites is
completed by the rotational C3 symmetry.
Magnetic transition of a 3N nanoflake
In the following section we examine the properties of the zigzag nanoflake at half-
filling (average density hni = 1) and focus on the onset of a magnetic state, in particular
the AF ground state, including a comparison between the non magnetic solution and
the magnetic solution.
In order to characterize the appearance of magnetic ordering in the flake, we plot the
evolution as a function of U of the local z-axis magnetization hŜzi i = n̂i" - n̂i# for
representative sites in the flake taken as the most "extreme" representative of different
regions, namely Cb1 - the inner bulk site and Ce2 the zigzag edge site. The main
difference between bulk and edge sites is their connectivity: While the bulk sites always
have three neighbors the edge sites are only connected to two other sites. This makes
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the edge sites more sensitive to the interaction effects than the bulk ones. In general
terms, one expects the electronic correlations and their magnetic fingerprints to be















Figure 5.2: We plot the local magnetic moment hSzi i = hni" - ni#i for representative bulk Cb1
and edge Ce2 atoms and for each sublattice. With respect to bulk and edge the
magnetic moment shows a clear dichotomy
The results are shown in Fig. 5.2, where we report the magnetization of the two
mentioned sites on both sublattices. The other inequivalent sites are not shown, but
they follow an AF pattern. Interestingly the onset of antiferromagnetism happens at a
finite value of U/t ⇡ 3.0 at which all inequivalent sites simultaneously form magnetic
moments, yet with different strength due to the connectivity we mentioned above.
Therefore we observe a quantitative difference between bulk and edge atoms upon
increasing the interaction until a fully compensated AF state is reached.
Since this thesis evolves around Mott transition and magnetism, we also examine the
weak to strong coupling transition when suppressing the magnetic state. A good quan-
tity to characterize this transition it the quasi-particle weight Z = (1-=⌃(i!n)/!n)-1,
introduced in Chapter 3 which displays the quasiparticle bandwidth reduction by a
factor Z. Therefore, when Z drops to zero the quasi particle picture breaks down and
the particle localize. In the present case, Z actually depends on the site index as a
consequence of the inhomogeneity.
In Fig. 5.2 we compare the local version of this quantity for the nonmagnetic and
magnetic solution in the regime where the AF transition takes place for representative
edge site, i.e Cb1 - the inner bulk site and Ce2 the zigzag edge site.
It is evident that the Z of the edge sites is significantly smaller than the bulk one, in
agreement with our expectations. They also appear to vanish at different interaction
strengths. While the PM solution shows, as expected, monotonically decreasing Z’s,
at the onset of AF, the Z of the magnetic solutions starts instead to grow, leading to a
minimum. In the limit of very large U, the Z approaches 1. This is a well known results
for bulk systems which we recover in our small cluster. In this specific case this also
implies that for large U also the difference between bulk and edge tends to reduce.
These results also imply that Z is not a particularly helpful quantity to explore the onset
of magnetism, what we wanted to demonstrate with the plot. The following analysis
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Figure 5.3: Quasi particle weight Z(U) for the bulk and edge atoms for nonmagnetic (PM)
and magnetic (AF) solutions. In the paramagnetic regime for increasing U the quasi-
particle weight Z trends towards zero, signaling an insulating state. On the other
hand the AF solution has always a finite Z which has a minimum at intermediate
interactions.
about the nanostructures will not use Z anymore. For the sake of completeness, we
also biefly discuss the behavior of the imaginary part of the self-energy =⌃(i!n) as
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Figure 5.4: Imaginary part of the self-energy as a function of Matsubara frequency =⌃(i!n)
is the imaginary part of the self-energy as a function of Matsubara frequency and
corresponds to the quasi-particle weight in Fig 5.2 and 5.2. Left shows the PM
solution and right the AF solution for selected interaction strength.
For weak interaction U/t = 2.0 Z is basically a constant line that doesn’t change in-
creasing the frequency, obviously the same for the AF and PM case. Across the PM
Mott transition =⌃(i!n) decreases strongly followed by an increase that results in a
tail. The pronounced change in this quantity leads to a large derivative which in turn
causes Z to drop to zero. In the AF case the tendency is similar as in the PM case, for
obvious reason, but after the transition point =⌃(i!n) shrinks again.
In order to identify the edge and bulk states of the flake we make use of the local
and spin-resolved spectral function Ai (!) = - 1⇡=Gi (!). Not only can it reveal the
metallic or insulating nature of the system, but also shows us the imbalance between
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spin-up and down-particles per site. In the PM case the spin-resolved spectral function
is on top for each sub lattice and spin component and is different for the bulk and edge
site. Allowing the magnetic solution we find very small spin-dependent effect at the
interaction when the magnetic transition occurs (i.e at U/t=3.0), and the AF spectral
function and the PM spectral function mainly coincide, up to some fluctuations as
shown in Fig 5.2. The establishment of AF ordering can be directly witness at the
spectral function, where the imbalance of the spin-components is clearly visible and
opposite on the other sublattice. Moreover a large Mott gap is visible. Notice that






















Figure 5.5: Spin-resolved local spectral function We show the local spin-resolved DMFT spec-
tral function A(!) in the low energy regime for the bulk atoms and edge atoms.
Sub lattice A is plotted in the upper panel (above zero) and sublattice B in the lower
panel (below zero) within each plot. In the magnetic (purple & blue) calculation we
yield a fully compensated AF insulator, while in the nonmagnetic calculation (grey
shaded area) the nanoflake is a semiconductor. Parameters are fixed to U/t = 3.0
(upper pannel) and U/t = 4.0 (lower panel), hn̂i = 1, and T = 0, were U slightly
before and after the transition point where magnetism emerges respectively.
We conclude the introduction to uniform nanoflakes by investigating formation and
strength of magnetic moments for different flake sizes.
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5.3 size effects in uniform nano flakes
We complete the introduction to uniform nanoflakes by examining the effect of size
on magnetic state of the flake. In Fig 5.6, for the three different size where 5N is
the largest structure and 3N the smallest flake, we plot the evolution of themagnetic
moment increasing U. While the 4N and 3N display mainly the same behavior across
the transition with small modifications in the strength of the magnetic moment, the
5N flake stands out and undergoes a AF transition already around U/t ⇡ 2.5, which
is particularly strong on the edges, while the bulk remains similar with respect to the
smaller structures.
These results may appear at glance contradictory with the expectation that in the limit
of very large lattices the system becomes homogeneous and the critical U becomes
larger than the one we find in our nanoflakes. However, we can build a physical
intuition about this result. In Fig. 5.7 we plot the evolution of the magnetic moments
with the size of the flake for a fixed value of U/t = 3.75. It is clear that the edge
magnetization is going up, while the bulk one is decreasing. For very small systems,
the flake is so little that it is is basically impossible to distinguish between a bulk and
an edge and magnetism is favored by the reduced kinetic energy of the edges, hence
the critical U is smaller than that of the infinite system. When we increase the flake,
the edge is better defined, and it becomes more and more magnetic and somehow
decoupled from the bulk. Further increasing the size, the edge becomes less and less















Figure 5.6: Magnetic transition and size effects: The magnetic moments at edge and bulk sites
are shown as a function of U/t in regions where the AF takes place.

















Figure 5.7: Local magnetic moments as a function of flake size. a The evolution of the mag-
netic moments at edge and bulk sites are shown as a function of the flake size from
3N to 5N for fixed interaction strength U/t = 3.75. b illustration of flakes with
different size.
5.4 artificial nanoflakes in a cold-atom system
In this section we propose an alternative route to realize artificial honeycomb-lattice
nano structures in the framework of ultracold atom systems trapped in optical lattices,
following a popular strategy to design quantum simulators of systems which are only
approximately realized in solid state.
The idea is to induce magnetism in effective nanoflakes formed by cold atoms moving
in optical lattices [9, 110]. By engineering an optical lattice with the graphene hon-
eycomb structure [10, 49, 50, 95, 111, 112] , confined by a strong harmonic trapping
potential, leads to a region of fermions forming a cluster reminiscent of nanoflakes. We
depict the idea in a schematic illustration in Fig. 5.8.
harmonic trap
Figure 5.8: (Color online) Protocol for the realization of artificial nanoflakes by spatial confine-
ment using an optical trapping potential. Solid and shaded lines denote the 5N and
3N hexagonal flakes, respectively.
As we shall see in the following, this new set-up actually adds an important feature.
The presence of the trap can induce significant density modulations in the system.
Given the rich theoretical phase diagram once we also include the density as a vari-
able and the strong competition between antiferromagnetic (AF) and ferromagnetic
(FM) correlations, we can expect new results to extend those obtained for uniform
nanoflakes.
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(Vi - µ)(n̂i" + n̂i#),
(5.6)
where ĉ†i  (ĉi ) denotes the creation (annihilation) operator for spin-1/2 fermions and
n̂i  is the density operator at site i for the two spin states, labeled by   2 {", #}.
n̂i =
P
  n̂i  is the total density on site i. t denotes the nearest-neighbor tunneling
amplitude, U the on-site repulsion while the chemical potential µ controls the num-
ber of fermions. Vi = V0r2i is a harmonic trapping potential, with ri = (xi,yi) the
lattice coordinate and ri = |ri|. In our calculations we consider a L = 150 sites lat-
tice with hexagonal shape and zigzag edges the geometric center of which, r = (0, 0),
coincides with the minimum of the parabolic potential, as shown in the left panel
of Fig. 5.8. Also in the presence of the trap, we solve the model using a real-space
(DMFT) approach, which has been previously used to study inhomogeneous systems,
such as cold atoms [45, 113, 114], and nanostructures [115–117], including isolated
graphene nanoflakes [96]. As in the case without parabolic potential, yet intrinsically
inhomogeneous system we treat the confinement effects by acquiring a dependence
on the specific lattice site of the self-energy, i.e., ⌃ij  =  ij⌃i , and we obtain for the
real-space Dyson equation
G-1ij (i!n) = (i!n + µ) ij + Vi ij - tij - ⌃i (i!n) ij, (5.7)
where Vi = V0r2i , the on-site energy due to the potential, enters and modifies the
lattice problem. Therefore, we can describe the different behavior of bulk and edge
sites and moreover the emergence of magnetic exchange correlations controlled by the
density distribution due to the trap and the Coulomb repulsion. We focus on the results
examined in the previous sections 5.2, 5.3,5.2, as well as following previous calculations
in a solid-state set-up [96, 105] We start from the 150-site cluster that we label as 5N
(we recall this notation where N is the number of sites on an edge). This structure
contains smaller graphene clusters with size (4N, 3N, ...) with the same symmetry, yet
the edge termination can vary(bearded), an example is shown in Fig. 5.9 (f). Ideally,
all of these artificial nanostructures can be stabilized by the trapping potential. In the
following we show that this protocol induces sufficiently well defined artificial edges
which reproduce the different edges of their solid state counter part.
This allows us to prove whether our protocol to confine atoms in effective nanostruc-
tures actually works in configurations which have already been tested. In this light we
refrain from a detailed comparison with potential concrete realizations with specific
cold-atom experiments, which we postpone to future research. We notice that a simi-
lar scheme, where the optical trapping is used to induce quantum states in an optical
lattice loaded with ultracold fermions, has been realized in Ref. [118]. As discussed
in the following, the electronic distribution and the magnetic ordering of the fermions
in the trapping potential depend on the value of the local repulsion, which in cold-
atom experiments can easily be controlled via tuning the strength of the optical lattice
and the scattering length, when Feshbach resonances are available. We consider two
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case: U/t = 3.75 and 11.25. The first value corresponds to a realistic choice for actual
graphene, and it falls in the range where the semimetal to AF insulator transition takes
place for the infinite honeycomb lattice [107, 108]. The latter is sufficient to put any
graphene structure deeply in the Mott state, where the fermions are described as local-
ized spins interacting via a Heisenberg exchange. In all our calculations we consider
Nf = 54, which coincides with the number of sites composing the 3N nanoflake with
zigzag edges. Thus, if the fermions can be trapped in the portion of space correspond-
ing to the 3N flake we would have one fermion per site (half filling), which is the ideal
situation for the onset of AF ordering, at least for a homogeneous system. On the other
hand, for our system of 150 sites, the average filling is n = Nf/L = 0.36, i.e. a small
density which makes interactions marginally effective. Therefore, in the absence of the
trapping potential we have no magnetic effects and the fermions are spread over the
whole system also for large interaction strength.
This nonmagnetic state is the starting point to introduce the harmonic potential. In-
creasing the strength V0, we progressively localize the fermions in the central region.
This is demonstrated in Figs. 5.9 (a-c), where we show the map of the local density
hn̂ii on the whole system for calculations with N" = N#1. In the absence of the trap we
recover a nearly homogeneous system (the small deviation is due to boundary effects)
with hn̂ii ⇡ 0.36 for every site i. Conversely for trapping potential strength V0/t = 0.4
the fermions are spatially localized within a reduced region around the center of the
trap. The sharpness of the confinement depends on the value of the Coulomb repul-
sion. We will first consider a system with the same number of fermions per each
spin species N" = N# = Nf/2, where Nf is the total number of fermions, which is
fixed. This is the standard situation for a cold-atom experiment, where the number
of fermions in each species is conserved. As a second step we will also release this
constraint, allowing the system to relax in a state with a finite global magnetization
(i.e., with N" 6= N#). This situation would be realized in systems in which spin-flip
processes are possible as a consequence of the coupling to an external environment or
the inclusion of a small artificial spin-orbit coupling. From a theoretical perspective,
this will be useful to clarify the tendency towards ferromagnetic ordering with a finite
magnetization for some values of the interaction and of the trapping potential.
Artificial nanostructures
This section evolves around the artificial structure and how effective edges can be
defined. For this purpose we illustrate how using an estimators can help to define
an artificial edge regulated by the confinement of the trapping potential. The main
quantity that determines an effective boundary is the density ni and we analyzed it in
two different ways.
First we investigate this aspect, purely on the density distribution in Figs. 5.9 (d,e)
which shows the radial profile of the local density as a function of the radius from the
trap center r = |r| for selected values of the trapping potential. For shallow potentials
(e.g., V0/t = 0.1 and 0.25) the average local density is low and thereby the fermions are
weakly affected by the coulomb repulsion. Increasing the depth of the potential the
fermions move towards the center of the trap and the real boundaries of the system
1 When we release the equal-population constraint the changes in the density profile are very small and
they are basically invisible in the plots
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become empty. This is a crucial point for our proposal, and we observe the important
effect of the repulsion among fermions, which competes with the spatial charge accu-
mulation. At V0/t = 0.4 we witness the role of U in defining sharp boundaries. For
relatively weak repulsion U/t = 3.75, as in Figs. 5.9 (a,d), the fermions pack in the
center of the trap and approach the maximum density possible allowed by the Pauli
principle. Though the fermions only occupy a region r > 5, the effective structure
is highly non-uniform within the confinement region. However, at U/t = 11.25, as in
Figs. 5.9 (c,e), occupied regions constitute only of half-filled fermions which are Mott lo-
calized, and energetically costly double occupancies hn̂i"n̂i#i are strongly suppressed
throughout the lattice.
The reduction of doublons is opposed to the packing of fermions towars the center
of harmonic potential where single occupation hn̂ii = 1 is favored. In the strongly
interacting regime, corresponding to a Mott state, the half-filled effective nanoflake is
formed by fermions confined within a region r 6 4.5. This structure is characterized
by a local density of ni ' 1, up to the effective edge radius, where the density drops
sharply to zero. In terms of density, within the larger flake a smaller structure was
induced by the interplay between the trapping potential and the repulsion and appears
as a promising candidate for artificial nanoflake. We demonstrate this in Figs. 5.9
(d,e) where the vertical lines denote the radii corresponding to effective hexagonal
nanoflakes (5N, 4N, and 3N) with different edge termination as labeled in Fig. 5.9(f).
We stress once more in the strong coupling regime we observe sharp edges at V0/t =
0.4 which match the 3N zigzag nanoflake, discussed in section 5.2, 5.3,5.2 which are
identified as a promising candidate for the emergence of magnetism. However, not
all effective flakes exhibit sharp boundaries as in this ideal case. For the definition of
effective edges use two main indicators that are based on the density. In Fig. 5.4 we
show the evolution of each possible edge site upon increasing the potential depth V0.
starting from a uniform lattice structure. This can be used as a first estimator to identify
empty sites, which sharpness can be ambiguous. As a first measure we define a site
empty if hn̂ii < 0.25 which in turn defines the sites lying on the smaller next-nearest
neighbor radius with respect to the center of the trap as possible candidate effective
boundary. The arbitrary threshold hn̂ii < 0.25 might not be accurate enough to define
artificial boundaries and moreover, it is not clear if small densities can affect magnetic
correlations, particularly in case of smooth inhomogeneous density distributions.
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Figure 5.9: (Color online) Spatial confinement into artificial nanoflakes. (a-c) Map of the local
density n̂(ri) = hn̂ii in the absence of the trap, and for trapping potential strengths
V0/t = 0.4 at repulsion U/t = 3.75 and 11.25. (e-d) Radial density distribution for
selected potential strengths V0/t = 0.1, 0.25, 0.4, at U/t = 3.75 and 11.25. Average
fermion density: hn̂i = 0.36. The vertical solid lines in panels (d-e) mark the posi-
tions of the edge sites, as labeled in panel (f), where only one-sixth of the flake is
shown.
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Figure 5.10: Densities hnii of potential edge sites iedge of 5N, 4N, 3N flakes as a function of the
trapping potentials amplitude V0. From top to bottom we show larger to smaller
structures. The structures can have different type of edges such zigzag denoted
with z (green) and bearded labeled with b (purple). The numeration 1, 2, . . . means
that they belong to the same class of edges, but are at different radial distance
from the center and are therefore not equivalent. The white (shaded grey) areasin
the plot mark the threshold for considering a site empty (occupied). The left and
right panels shows the weakly-correlated regime at U/t = 3.75 and the strongly-
correlated regime at U/t = 11.25.
In addition we introduce a second definition of the effective edge r⇤edge as shown In
Fig. 5.4 where the derivative of the density with respect to the position @n/@r is maxi-
mal. Undeniably, these definitions have a degree of arbitrariness, but we verified that
different criteria provide the same result. For large interactions the effective edges can
be distinctively defined, while weak interactions leave room for interpretation and the
boundary can smooth out into the dead layers. To be more concrete we compare the
position of the effective edge obtained with a second estimators with which we access
the sharp boundary by computing the derivative of the radial distribution for a fixed








The incompressible nature of the Mott insulator, is directly reflected in our results,
where the density profile is robust upon the packing effect of the trapping potential.
This is in contrast to the weak- and intermediate-coupling regimes, with a finite com-
pressibility exhibiting the quantum fluid nature of the effective flakes.





















Figure 5.11: We show the absolute value of the derivative |@n(r)/@r| of the radial density distri-
bution n(r) together with the density distribution as well as real-space plot of the
density for selected values of trapping potential V0/t = 0.1, 0.4 (left and right re-
spectively). The upper panel shows the weaker-coupling regime at U/t = 3.75 ((a)
and (b)) and the lower panel the strong-coupling regime at U/t = 11.25 ((c) and (d))
The vertical lines indicate the radius corresponding to the position of the different
sites. Full lines from bright to dark denote larger to smaller nanoflake structures.
Bold lines denote zigzag edges and dashed lines denote bearded edges. The neon-
green boundaries in the real-space plot indicate the artificial edge obtained by the
sharpest peak of the derivative of the radial density distribution.
we plot as a function of V0/t the estimate of r⇤edge given by the position
In Figs. 5.4, we compare a case with clear artificial edges to cases with ambiguous
boundaries. In the strong-coupling regime, the boundary obtained within the second
approach is clear for many values of the trapping potential as depicted in (d) In the
weak-coupling regime, the maxima are instead not pronounced and the radial distri-
bution n(r) tent to be smoother.
We identify an effective edge by averaging the position we estimated with the two
quantities. However, there are cases (especially in the weak-coupling regime) where an
edge can not clearly be defined. We summarize these results in Fig. 5.9. The horizontal
lines mark the positions of the edge sites. Upon increasing V0/t the fermionic cloud
prefers to redistribute towards the center of the trap and the real boundaries turn
into dead layers. Thereby the effective size is reduced. The contraction is faster in
the weakly interaction regime compared to the strongly interacting regime due to the
Hubbard repulsion acting as an internal pressure.
Interestingly, in both interaction regimes the system displays various effective flakes of
different sizes upon the evolution of trapping potentials, where the 3N zigzag-edged
flake is the most stable artificial structure. This is obviously not a coincident, since we
choose the initial Nf to match a 3N half-filled nanoflake.
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Figure 5.12: (Color online) Effective edge r⇤edge of the artificial flake induced by the trapping
potential as a function of V0/t. Horizontal lines correspond to the positions of the
edge sites as labeled in Fig. 2(b). In this setup, the 3N flake is stable for a wide
range of V0/t.
Magnetism
After defining artificial nano structures, we are now in the position to examine if they
actually support magnetic ordering. We report on the magnetic states in Fig. 5.13 show-
ing real space color maps of the local magnetization along the z-direction. The local
magnetic moment is determined by hŜzi i = hn̂i" - n̂i#i and shown for two values of
interaction and three values of trapping potential used in Fig. 5.8. Red (blue) indicates
a positive (negative) magnetization. The bipartite nature of the honeycomb lattice al-
lows us to establish magnetic states, by relating the magnetic moments of sub-lattices
A and B to eachother, where a perfect AF state is formed when the magnetization of
sublattice A is the opposite of that of sublattice B hŜziAi = -hŜ
z
iB
i, while a FM state has
the same magnetization on the two sublattices. In the presence of both, staggered and
a uniform magnetization, the state is characterized as ferrimagnetic and in the absence
of both, i. e vanishing local magnetic moments hŜziA,Bi ⇡ 0, we declare it In a nonmag-
netic state. The results in Fig. 5.13 display a rich landscape of magnetic solutions on
effective flakes, that have been established by the density as discussed in the previous
section. The magnetic solution of the overall system should be zero in accordance to
cold atomic experiments, since we start inducing magnetism from a paramagnetic state,
which remains satisfied when fully compensated antiferromagnetic patterns emerge.





i results and consider the strong-coupling regime, with sharply de-
fined effective 3N half-filled flakes as shown by our data for U/t = 11.25.
By design the fermion density is far below half-filling in the absence of or very shallow
trapping potential (we recall that hn̂ii ⇡ 0.36 at V0 = 0). As expected the flake is not
magnetic (not shown). Upon increasing V0 the fermions are attracted towards the cen-
ter of the trap, as depicted in Fig. 5.13(a,b), and clear AF pattern emerge in the center
of the system. The inner rings displaying AF ordering have a density hn̂ii ⇡ 1 . The
outer regions with finite density, around quarter filling hn̂ii ⇡ 0.5, show weakly FM
islands. In Fig.5.13(c) we show that increasing V0/t leads to a dramatic enhancement
of the magnetic moments, until a fully compensated Néel AF state is reached that cov-
ers the entire occupied central region. The evolution of the magnetic ordering in the















Figure 5.13: (Color online) Map of the local magnetization hSzi i. The first row (a-c) presents
results for U/t = 11.25, while the second row (d-f) shows data for U/t = 3.75 with
hSzi = 0 and the third row (g-i)shows data for U/t = 11.25 with hSzi 6= 0. In
all cases we show results for three different values of V0/t. The competition of
emergent AF and FM magnetic exchanges gives rise to different magnetic states,
depending on the electronic density distribution determined by V0/t and U/t.
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strong coupling regime is not surprising and can be easily understood in terms of the
strong-coupling limit (U/t   1). In this limit the Hubbard model maps to an effec-
tive Heisenberg model with a next-neighbor AF exchange coupling J = 4t2/U. The
formation of well-defined magnetic effective flakes in the strong coupling regime is
confirmed by the magnetic responses and proves that manipulating the systems with a
trapping potential can induce a magnetic state. We probed the strong coupling set up
under the spin conserving constrain hŜzi = 0 and then relaxed the condition, which
didn’t change the magentic solution, Therefore the AF solution is the actual ground-
state of the system. While the strong coupling regime is quite clear and straightfor-
ward with a direct comparison to the solid-state counterpart the intermediate interac-
tion regime (e.g., for U/t = 3.75) is more diffusive and peculiar. The evolution of the
magnetic properties in Fig 5.13 (d-f) involves many different magnetic patterns due
to less pronounced tendency towards the formation of magnetic moments in addition
to the ambiguous definition of effective edges. The rich landscape of magnetic states
can be explained by previous work on graphene nanoflakes [96], investigating the ef-
fect on the magnetic state when the densities are different from one fermion per site.
Upon doping the uniform nanoflake FM correlations are favored which are more com-
patible with metallic behavior. The formation of FM correlation leads to a nontrivial
evolution of artificial nanoflakes as a function of V0/t, where the overall state is con-
trolled by the competition between AF and FM correlations. For shallow traps and
therefore low density, AF ordering establishes in the center of the system, though the
magnetic moments are weaker compared to the strong coupling case. The outer region
form small FM islands which change sign in each C6 sector as shown in Fig. 5.13 (d),
hinting towards long-range AF edge-edge correlations between FM domains. The do-
mains are at distances dAF ⇡ 5r and are mediated by the short-range (i.e., dAF = r)
Heisenberg exchange. Deeper trapping potentials produce strongly inhomogeneous
density distributions, where the interplay between interaction and harmonic potential
is clearly dominated by the latter. The variety of occupations within the system leads
to metallic FM regions surrounded by a nonmagnetic layers and and an external ring
where the fermions have the opposite spin with respect to the center. Approaching
the density 2 the inner regions favor FM correlations, which are rather suppressed by
the hŜzi = 0 constraint, as visible in (Fig. 5.13 (f) for V0/t = 0.4) We conclude that our
results demonstrate a protocol for inducing and tuning the magnetism in the honey-
comb lattice by using a trapping potential and adjusting the interaction strength. To
underline this we pick an example at a fixed potential strength V0/t = 0.4 where we
observe a clear transition between FM and AF states (panels (b) and (e) or (c) and (f)
of Fig. 5.13) changing the interaction strength. Finally,we want to give an idea how to
strengthen FM correlations by relaxing the hŜzi = 0 constraint. This protocol, is from
an experimental point of view, more challenging since it would require to include some
mechanism able to flip the spins of the atoms. We accentuate the tendency towards
the FM state in the weakly interacting regime, where polarization of spins minimizes
the energy of the system contrary to the strongly interacting regime. The third row of
Fig. 5.13 shows the enhancement of FM ordering by relaxing spin conservation.
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5.5 conclusions
In this chapter we have shown that a trapping potential can induce a variety of mag-
netic phases in an otherwise nonmagnetic honeycomb lattice. In particular, a parabolic
potential can be used to trap the fermions in artificial nanoflakes, which inherits the
properties that have been widely studied in a solid-state framework. The trapping is
most effective for strong fermion-fermion repulsion, underlining the important effect
of interactions in the realization of well-defined artificial edges. Our proposal shows a
route to induce magnetism in artificial graphene nanostructures, and it is expected to
be robust with respect to details of the system, i.e., actual size and number of fermions
as long as the interactions can be made sufficiently strong to reach the Mott regime.
Also, when it is difficult to establish a direct correspondence with solid-state systems,
because the trapping leads to strongly inhomogeneous density distributions, we find
a competition between FM and AF tendencies. This leads to a tunable system evolv-
ing from a weak antiferromagnet to a ferromagnet. The magnetic ordering is also
expected to be reflected in the transport properties, leading to highly nontrivial spin
transport. The possibility to induce different magnetic states could be exploited to in-
vestigate spin-filter [105] and spin-valve effects within transport experiment in optical
lattices [119, 120].
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G O V E R N I N G T O P O L O G I C A L A N D M A G N E T I C O R D E R I N
A RT I F I C I A L H O N E Y C O M B N A N O F L A K E S
6.1 introduction
Interacting quantum many-body systems are often dominated by the competition be-
tween different phases, emerging from the rivalry of various degrees of freedom. The
ability to control such competition, with the aim of creating novel states of matter, is
of crucial importance in different contexts of condensed matter physics. Thanks to the
tremendous progress achieved in the last few years, ultracold atoms have revealed as a
promising platform to experimentally simulate different interacting systems, with an
unprecedented level of control.
Recently, we have witnessed the realization of non-trivial topological states of matter
within cold-atom platforms, such as Chern-insulators or bosonic Hofstadter systems
[10, 20, 21, 51]. This enables to explore the interplay between symmetry protected
topological states and the effects of interaction in a clean and controlled system, which
is the main topic of the present chapter.
The presence of strong interactions typically leads to spontaneous symmetry breaking
and formation of long-range ordered states. A paradigmatic example for symmetry
broken phases caused by strong correlations is the antiferromagnetic ground state of
the fermionic Hubbard model that breaks time-reversal symmetry (TRS). The first ex-
perimental realization of this state in Fermi-Hubbard system using quantum state en-
gineering technique has been reported [110], but the quantum simulation of generic
magnetic states remains still experimentally challenging [16, 119, 121, 122].
In topological insulators (TIs) the protecting symmetries are essential for the topology
of the phase. In quantum spin-Hall insulators (QSHIs) [31, 32, 123] the protecting
symmetry is the time-reversal symmetry and therefore one would expect the nontrivial
topological character of these systems to be obliterated by the formation of magnetic
ordering. Fortunately, in some situations topological properties can be preserved when
the TI has more than one protecting symmetries and of them survives to the breaking
of another. This leads to the possibility to engineer quantum states where magnetism
and non-trivial topology coexist [33, 124–130].
Here we propose an experimentally feasible protocol to engineer correlated topologi-
cal and magnetic states in cold fermion systems, following the ideas put forward in
the previous chapter. In particular, we show that a confining harmonic potential can
be used as a knob to govern the magnetic exchanges and to tune artificial topologi-
cal states in an optical lattice. Using the Kane-Mele-Hubbard model [33, 124–130] as
a paradigmatic model for 2D time-reversal symmetric topological insulators in pres-
ence of strong local interaction [33, 126, 131, 132], we characterize the formation of
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correlated topological states and the emergence of complex magnetic ordering in a
geometrically confined system.
The phase diagram of the Kane-Mele-Hubbard model, computed with quantum Monte-
Carlo techniques, has been discussed in [126]. At half-filling and for finite Hubbard in-
teraction the topological insulator is adiabatically connected to the ground-state of the
Kane-Mele model. For very weak spin-orbit coupling the and intermediate Hubbard
repulsion the model displays a trivial band-insulator solution. At strong interaction in-
plane Néel Antiferromagnetic ordering is preferred, which can be easily understood
from strong coupling expansions [47], while the antiferromagnetic Mott insulators
with out-of plane magnetization is only for very weak spin-orbit interaction energeti-
cally favorable.
In finite size system the interplay between topology and correlation acquires deeper in-
vestigation. The effect of the Hubbard repulsion is effectively enhanced on the bound-
aries while TIs host peculiar edge states. The metallic edge states given by the Kane-
Mele model are spin-filtered with spin-" and spin-# counter propagating along the
edges and are out-of plane. In this work we examine the interplay between topology
and magnetism a how complex coexisting states can be realized in cold atomic ex-
periments. The first analysis evolves around the question how out-of plane magnetic
moments on the edges of the nano flake exchange with the kinetic edge fermions. We
address this questions by suppressing the in-plane magnetic solution, which in the bulk
Kane-Mele Hubbard model is favored, for most of the parameter regime. This analy-
sis is studied for the ideal case, i.e half filled nano flake without harmonic trap and
then extended to the cold atomic context, including a trapping potential and applying
the idea of the previous chapter. Specifically, because we are interested in parameter
regimes, that are unlikely to reach in real condensed matter system, cold-atomic sys-
tems provide a perfect platform to explore the interplay of parameters due to their
highly controllable setups. Enormous progress has been made in realizing topological
phases, but magnetism in cold-atoms due to temperature effects still needs more im-
provement. In cold atomic systems, contrary to solid-state materials, the presence of a
a confining potential can not be avoided and therefore a local description of the order
parameters is necessary. By means of inhomogeneous dynamical mean-field theory
(RDMFT), we solve the Kane-Mele-Hubbard model on a nanoflake. For measuring the
topological order we use the notion of the local Chern-marker [70, 133, 134] which is
real-space version of the conventional Chern number.
6.2 kane-mele model
Kane and Mele introduced a model to study the effects of spin orbit interaction (SOC)
in a single layer graphene at low energies. The presence of SOC converts graphene
from an ideal and topologically trivial semi-metal to a topologically nontrivial quan-
tum spin Hall insulator, that is insulating in the bulk yet hosts metallic edge states that











6.2 kane-mele model 79






 ̂i = (ĉi", ĉi#)
 
= is a spinor of creating (destructing) an electron
on site i on the honeycomb lattice and hi, ji hhi, jii is the next-neighbor and next-nearest
neighbor pair of lattice sites i and j respectively. The complex hopping term it2⌫ij
describes spin-orbit interaction in graphene and it is equivalent to a spin-selective
staggered magnetic flux. As we already discussed, the lattice is bipartite, so it naturally
allows for two-sublattice magnetic ordering.













associated to the creation of momentum-space Fourier transforms of the operators for













with the spin-resolved sub Hamiltonians
Ĥ
",#
k = h0 ̂0 + hx ̂x ± hy ̂y ± hz ̂z, (6.4)















The spectrum can obviously be obtained diagonalizing the 4⇥4 Hamiltonian for every
lattice momentum.
This model obeys time reversal symmetry (TRS) as it can easily be understood not-
ing that Ĥ#k = (Ĥ
"
-k)
†. Indeed the Kane-Mele model can be seen as a time-reversal
invariant version of the celebrated Haldane model (which instead breaks TRS) which
features integer quantum Hall effect.
Z2 topological insulator, also known as quantum spin Hall insulator (QSHI). It is
characterized by a Z2 invariant ⌫ = (C" - C#)/2
The Kane-Mele model is basically constituted by two copies of the Haldane model in
which the two spin component have opposite chirality. The topologically non-trivial
state obtained for finite t2 is called quantum spin Hall insulator (QSHI). This state
is characterized by a Z2 topological invariant ⌫ = (C" - C#)/2 (C  being the Chern
number of the   fermions). which can only acquire values 0 or 1 (in the QSHI), in
contrast with the Chern number characterizing the integer Quantum Hall effect that
can take any integer values. The need for this new index is because the Hall conduc-
tance of the QSHI is bound to vanish because of TRS. The QSHI is characterized by
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a new type of conducting edge states propagating in both directions, at both edges,
without reflecting. That is again due to TRS which forbids backscattering between
pairs of counterpropagating edge states, since electrons cannot flip their spin. These
states are defined as helical edge states, because spin is correlated with the direction
of propagation.
Without the spin-orbit term the well known tight binding model of honeycomb lattice
is recovered and displays particle-hole symmetry bands with band touching at the six






















In an infinite system the single particle spectrum is two-fold degenerate, i.e each spin
has the same energy dispersion (upper panel corresponds to spin " and lower panel
tospin #) in Fig 6.1 , which reflect the Kramers degeneracy. Expanding the dispersion
around K and K 0 one finds a linear dispersion reminiscent of the Dirac equation [],
from which it becomes clear why these points are called Dirac points. The spin orbit











Figure 6.1: Band structure of the Kane Mele model Energy bands of the Kane-Mele model for
selected values of the spin orbit term t2. Along the path   ,K,K 0,   . The four orbitals
are equivalent to combinations of the sub-lattices and spin component.
The aim of this chapter is to investigate interacting Kane-Mele nanostructures, ana-
lyzing the destiny of the interplay between topology and strong correlations in small
systems, in analogy to what we have done in the previous chapter for the honeycomb
lattice in the absence of the spin-orbit coupling term. While the original proposal by
Kane-Mele cannot be realized in graphene because of the basically negligible spin-orbit
coupling, it can be realized in cold-atom systems.
Before presenting our results on nanoflakes, we review some important results on the
interacting Kane-Mele model.
6.3 interacting kane-mele model
In this section we consider a Kane-Mele-Hubbard model which consists of the Hamil-
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In this work we focus on the interplay between magnetism and topology, hence we
briefly discuss the magnetic properties of the model. We start from the strong-coupling
limit, where we can easily obtain an effective spin model for the localized electrons.
In the standard Hubbard model (t2 = 0), as we discussed in the previous chapter, the
Hubbard model maps onto an SU(3) invariant antiferromagnetic Heisenberg model[47],
hence the groundstate is expected to be antiferromagnetically ordered due to the bi-
partite nature of the lattice and all spin directions are completely degenerate.
The SOC term frustrates the two-sublattice AFM ordering, as it can be understood
from the effective Heisenberg model with the two different super-exchange couplings




























2 . The NNN ex-
change couples the z components of the spins antiferromagnetically within the same
sublattice, whereas the xy terms are coupled ferromagnetically. This clearly shows that
the ordering along the z direction is frustrated by the presence of the t2 term, while
the x and y components do not compete, as the NNN term favors same spin alignment
within each sublattice, which is fully compatible with global AFM ordering. Thus
we can easily conclude that, as soon as t2 is switched on the SU(3) spin symmetry is
broken and the AFM ordering takes place in the plane.
However these results are stricly speaking limited to the large-U limit and only an
explicit calculation can give reliable information on the intermediate U regime. We
compare two phase diagrams that were obtained with two different techniques, one by
means of quantum Monte Carlo simulations by Hohenadler et al [125] and the other
one via variational cluster approach (VCA) Yu et al [135]. The phase diagrams are
reported in the two panels of Fig. 6.2. The SOC coupling is here denoted as   (notice
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FIG. 1: (Color online) Groundstate phase diagram of the
Kane-Mele-Hubbard model as obtained from QMC simula-
tions. The four phases are a Z2 topological band insula-
tor (TBI) with nonzero single-particle (spin) gap  sp > 0
( s > 0), a semimetal (SM,  sp =  s = 0) existing at   = 0,
a quantum spin liquid (QSL,  sp > 0,  s > 0), and an an-
tiferromagnetic Mott insulator (AFMI,  sp > 0,  s = 0).
Magnetic order in the z direction exists in the AFMI at   = 0,
but can be excluded for  /t   0.002 and all values of U/t
shown. Lines are quadratic fits to the QMC data points.
to be numerically demonstrated or refuted. The underly-
ing SU(2) ⇥ SU(2)/Z2 symmetry of the Hubbard model
on the honeycomb lattice has led to the prediction of a
Z2 ⇥ Z2 QSL with mutual spin-charge statistics.27 Sub-
lattice pairing states have been put forward by various
authors to account for the QSL phase.28,29 A canonical
consequence of the above topologically ordered phases
is that, assuming a continuous phase transition, the
magnetically ordered phase would not be a simple Néel
state, thus leading to conjectures that can be tested
numerically.28,29 Finally, in the presence of spin-orbit
coupling, the possibility of the emergence of a topologi-
cal Mott insulating phase, in which the spinons carry the
topological character of the phase, remains.30,31 For the
KMH model, recent theoretical suggestions include a Z2
QSL15 and a chiral QSL.20
The boundary of the magnetic phase is obtained from
the onset of long-range antiferromagnetic order in the
xy plane. Longitudinal order, present at   = 0, can be
excluded in Fig. 1 for all U/t and for  /t   0.002, so that
the xyz AFMI phase is confined to a very small (possibly
infinitesimal) interval starting at   = 0. The SM–TBI
transition is evinced by the simultaneous opening of a
single-particle and a spin gap, which as a function of  
closely follow the U = 0 results. The QSL–TBI transition
for intermediate Hubbard U and small   turns out to be
the most di cult and perhaps most interesting case, with
the critical values extracted from a cusp (consistent with
a closing) of the single-particle gap  sp and the spin gap
 s. A more detailed discussion is given below.
Our numerical results suggest that the TBI phase at
finite U is adiabatically connected to the TBI state of the
KM model (U = 0). Similarly, the QSL phase is stable
over a finite range of  , in accordance with theoretical
predictions.15 Except for the smaller range of spin-orbit
couplings compared to Ref. 7, which is chosen here to
highlight the structure of the phase diagram around the
QSL, we have obtained a number of additional points for
the phase boundary of the QSL. The refined QSL phase
boundary reveals a direct magnetic transition between
the QSL and the AFMI phase at finite  . Our numerical
data suggest the existence of a multicritical point where
the QSL, TBI and AFMI phases meet. The estimated
location of this point is ( c, Uc) ⇡ (0.035t, 4.2t).
Let us compare the phase diagram in Fig. 1 to other
work. The magnetic phase boundary was calculated us-
ing mean-field theory.9 In that work, a transition from
the TBI to an AFMI phase is observed, with the crit-
ical U increasing with increasing   and comparable to
the band width. However, the numerical values di er by
up to a factor of two. The phase diagram from unbiased
QMC simulations was presented by three of us.7 At that
time, only one point on the QSL–TBI phase boundary
was available, and the suggested dome-like structure of
the QSL phase was based on the fact that the spin gap
takes on its maximum around U/t = 4, in the middle of
the   = 0 QSL phase. Soon after this work, QMC results
for the phase diagram were published by Zheng et al.8
Except for the absence of the QSL–TBI phase boundary,
their phase diagram is compatible with previous7 and
current results (Fig. 1). The line  /t = 0.1 was studied by
Yamaji and Imada using variational QMC simulations,12
although with rather large quantitative di erences con-
cerning the location of the TBI–AFMI transition. The
phase diagram has also been calculated using the varia-
tional cluster approach,10 and cluster dynamical mean-
field theory.11 Apart from the fact that a true QSL phase
is not accessible in any cluster calculation, the overall
structure of the phase diagram in these works is con-
sistent with Fig. 1. The quantitative phase boundaries
seem to be slightly more accurate in the cluster dynam-
ical mean-field case.11 Both papers show a “QSL”–TBI
phase boundary whose shape is in accordance with our
refined phase diagram in Fig. 1.
Lee14 and Griset and Xu15 have recently made predic-
tions about the nature of some of the phase transitions.
In both works, the TBI–AFMI transition is argued to
be in the 3D XY universality class, as already hinted at
in Ref. 7. Griset and Xu further suggest that both the
QSL–AFMI and the QSL–TBI transitions could be first
order quantum phase transitions.15 They also highlight
the possibility of an additional, nematic order-disorder
transition inside the AFMI at   = 0, instead of a pro-
posed chiral AF order-disorder transition in the Hubbard
model29 that should persist also at   > 0.15 The phase
diagram of the KMH model has also been calculated us-
ing analytical methods.19,20
With the number of phases and their boundaries be-
ing rather well established, the important open questions
about the phase diagram concern the nature of the QSL
(a) QMC
VCA is a cluster method of the self-energy functional
approach [23]. It has been successfully applied to, for
instance, the study of competing phases in high-Tc super-
conductors [24,25]. Despite the considerable finite-size
errors, VCA can predict the qualitatively correct trend for
the phase diagram [26]. In VCA, the lattice is tiled into
superlattice of clusters and the reference system is made up
of the decoupled clusters. The single-particle parameters
(denoted by t0) of the reference system are optimized
according to the variational principle. And one can add
any Weiss field to study the symmetry broken phases. For
the self-energy parameterized as !0ðt0Þ, we have the grand
potential:
!½!0ðt0Þ$ ¼ !0ðt0Þ þ Tr ln½'ðG'10 '!0ðt0ÞÞ'1$
' Tr ln½'G0ðt0Þ$; (3)
where!0ðt0Þ andG0ðt0Þ are the grand potential and Green’s
function of the reference system, G0 is the free Green’s
function without interactions. The physical self-energy !
is given by the stationary point @!½!0ðt0Þ$=@t0 ¼ 0.
In our calculations, !0ðt0Þ is etermined by !0ðt0Þ ¼
G'10 'G'1ðt0Þ and the lattice Green’s function Gðt0Þ is
calculated via the cluster perturbation theory [27]. We
first calculate G0ðt0Þ of each cluster by the exact diagonal-
ization method and then get Gðt0Þ by treating the inter-
cluster hopping V perturb tively, namely Gðk; !Þ ¼
G0ðk; !Þ½1' VðkÞG0ðk; !Þ$'1 written in he momentum




ik(R with R the superlattice index. V0R!" contains
all hopping terms between two clusters at 0 and R,! and "
denote different sites and spins in the two clusters. For the
calculation of bulk states, each cluster consists of a hexa-
gon [see Fig. 1(a)]. For the calculation of edge states, we
consider a strip geometry as illustrated in Fig. 1(c). In order
to completely tiling the strip, a 12-site cluster is used. In
realistic calculations, eight clusters are included in the y
direction to form a superclust r and the sup lusters are
arranged periodically in the x direction. For illustration, we
only show schematically two superclusters in the y direc-
tion in Fig. 1(c). We have checked the results for ribbons
with different widths and with different cluster sizes in the
calculation of edge states, and find no obvious quantitative
changes.
To test the existence of the possible AF order, we
will include the following Weiss field, H#AF ¼
h#AF
P
ið'1Þ$i cyi%&#%%0ci%0 , where $i ¼ 0 or 1, when i 2 A
or B. In the absence of the SOI, the spin sector has a SUð2Þ
symmetry. So, we have hzAF ¼ h
x;y
AF. This relation is broken
when the SOI is turned on. In this case, we will calculate
the grand potential !ðhAFÞ as a function of hzAF and hxAF,
respectively.
Our main results on the interplay between the Hubbard
interaction and the SOI are summarized in theU' ' phase
diagram [Fig. 2]. Let us first discuss the ' ¼ 0 line.
In VCA, the existence of the AF order can be determined
by the h#AF dependence of the grand potential !ðhAFÞ.
Figure 3(a) presents the results for different U. For weak
U, such as U ¼ 2t and 4t, !ðhAFÞ shows a monotonic
increase with hzAF (h
z
AF ¼ hxAF in this case), indicating
that no AF order forms in the system. However, for a large
U such asU ) 6t, a minimum appears at finite hzAF and this
minimum moves to lower hzAF values with increase of U.
Therefore, we can infer that an AF order exists for a large
U as expected. Interestingly, we find that an obvious Mott
gap has opened up around the Fermi nergy in the density
of stat s at U ¼ 4t [Fig. 3(b)]. This paramagnetic insulat-
ing phase is identified as the SL phase as also been found
recently by Meng et al. using the QMC simulation [20].
FIG. 1. (a) 6-site cluster tiling (dashed lines) on honeycomb
lattice used for the calculations of bulk properties. A and B
denote the two inequivalent sites, a1 and a2 the lattice unit
vectors. (b) First Brillouin zone. (c) An illustration of tiling
the ribbon used for the calculations of edge states. The super-
lattices (rectangle with solid lines ) are arranged periodically
along the x direction. For illustratio , we only plot two clusters
(separated by the dotted horizontal line) in each superlattice,
while in the calculations eight clusters are included.
FIG. 2 (color online). Qualitative phase diagram of KMH
model. SM, TBI, SL and AF insulator denote the semimetal,
topological band insulator, spin liquid and ntiferromagnetic
insulator respectively. Above the dashedline in the AF insulator
phase, the z term of the AF order disappears.





Figure 6.2: Ground state phase diagram of the Kane-Mele Hubbard model (a) The phase
diagram was obtained by means of QMC simulations and is taken from Ref. [125]
. The parameters  /t and U/t span a diagram with fou phases, that are a Z2
topological band insulator (TBI), a semimetal (SM) at   = 0 and a quantum spin-
liqui (QSL) and an a tiferromagnetic insulator with out-of plane ordering at  /t =
0 and in-plane ordering for  /t > 0.002 (b) is taken from Ref. [135].
Both phase diagrams reproduce the semi-metal to QSHI transition in the weakly in-
teracting r gi e upon increasing the SOC term (he  ). Increasing U in both cas s
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we enter in a magnetic Mott insulator through a tiny slice occupied by a Quantum
Spin-Liquid Solution without spin ordering, limited to intermediate interactions and
moderate SOC. For U & 4t the system enters in the Mott insulator regime. The main
discrepancy is that the VCA calculations show an extended region of an antiferro-
magnetically ordered Mott insulator with magnetic order both transverse (xy) and
longitudinal order z as depicted in Fig. 6.2 (b), while the more accurate QMC finds a
planar AFM for any non vanishing   in agreement with the strong-coupling result er
discussed above.
Even if the QMC result is numerically more reliable, this comparison suggests that the
competition between a planar AFM and a solution with also a z component can be non-
trivial. Especially when the system under investigation is finite like our nanoflakes, we
can expect a revival of a three-dimensional magnetism.
As we mentioned above, both studies predict also a quantum spin liquid phase, which
can be only demonstrated computing non-local parameters. On the othe hand, this
phase can not be defined on our finite system and we will not discuss it and rather
focus on the topological insulator to antiferromagnet transition particularly on the
finite size scaling of the magnetic ordering.
Before moving to our new results, we present some data about the finite-size scaling of





















(-1)↵(-1)  h 0| Ŝzr↵Ŝzr 0  | 0i , (6.9)
where r, r 0 are the unit cell labels and ↵,  denote the sublattice indices. On sublattice
A the prefactor (-1)↵ = 1, while on sublattice B it is -1. These are directly related to
the magnetization as m2↵ = S↵/2L2.
The finite size scaling of the magnetic structure factor, shown in Fig. 6.3, show that the
longitudinal ordering for spin-orbit coupled system is absent in the thermodynamic
limit, i.e in real bulk systems, in the whole region of interaction between U/t = 4 and
8, while the planar component has a finite value for U > 4.3. Interestingly when the
system size decreases and for the smaller values of the interaction reported the two
structure factors are comparable and it becomes at least conceivable to have a finite
z-axis magnetization.
In the following we focus on rather small nanoflakes in order to verify how the mag-
netic ordering shows up in this small systems, where we have an important role of
the edges. In view of cold-atom experiments it should be noted that, based on our
results of the previous chapter, we expect that the trapping potential gives rise to a
well-defined effective nanoflake only when the interaction U is quite large.
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FIG. 6: (Color online) Spin gap  s as a function of U at
 /t = 0.1, for di erent lattice sizes L. Given the scaling form
Eq. (18), (a) shows Lz s. The intersection of curves for dif-
ferent L gives Uc/t = 4.96(4), consistent with Fig. 5(a). The
inset shows the finite-size scaling of  s. (b) Scaling collapse
obtained by plotting Lz s as a function of L
1/ (U   Uc)/Uc.
The QMC data are consistent with the 3D XY exponents
z = 1,   = 0.6717(1) and   = 0.3486(1).33
clean scaling collapse onto a single curve. Figure 5 hence
demonstrates that the assumption of 3D XY behavior is
fully consistent with the QMC data.
Figure 6 shows a similar analysis for the spin gap  s,
using the scaling form (18). Although the statistical qual-
ity of the data is not quite as good as for the structure
factor, we again find satisfactory scaling (in particular,
there is no noticeable drift of the intersect with increasing
L) and the same Uc using the 3D XY critical exponents.
Based on the existence of a U(1) spin symmetry
throughout the TBI phase, we expect the 3D XY behav-
ior found at  /t = 0.1 to be generic for this transition,
in agreement with previous predictions.7,14,15 The finite-
size corrections to the 3D XY scaling behavior become
more pronounced on approaching the possible multicriti-
cal point, as verified explicitly for  /t = 0.05. According
to Griset and Xu,15 the observed 3D XY behavior at
  > 0 suggests the absence of a chiral AF order-disorder
transition inside the AFMI phase even for   = 0.29








U / t = 4
U / t = 4.3
U / t = 4.5
U / t = 5
U / t = 6
U / t = 8
(a)









U / t = 4
U / t = 4.3
U / t = 4.5
U / t = 5
U / t = 6
U / t = 8
(b)
FIG. 7: (Color online) (a) Finite-size scaling of the rescaled
magnetic structure factor SxyAF/N defined in Eq. (15) at
 /t = 0.0125 for di erent values of U/t, across the QSL–
AFMI transition. The data suggest a magnetic transition at
Uc/t = 4.3(2). Lines correspond to polynomial fits. (b) Same
as in (a) but showing the longitudinal structure factor SzzAF
defined in Eq. (19). In contrast to (a), there is no long-range
order over the range of U/t values considered.
D. Spin liquid to antiferromagnet transition
The refined phase boundary of the QSL phase shown in
Fig. 1 establishes the existence of a QSL–AFMI transition
at finite  , in addition to the   = 0 transition studied
before.6 Since the present work is concerned with the
KMH model, we only consider finite values   > 0 here.
The simple picture of the magnetic transition as an or-
dering transition of magnetic moments (or exciton con-
densation) discussed in the context of the TBI–AFMI
transition cannot straightforwardly be applied to the
QSL–AFMI transition. For example, a Z2 spin liquid ex-
hibits charge fractionalization, and therefore has no well-
defined magnetic modes. Fractionalization could lead to
an unusually large anomalous dimension.34 On the other
hand, if the QSL phase was adiabatically connected to a
simple band insulator (without charge fractionalization),
the transition is again expected to be of the 3D XY type,
similar to the TBI–AFMI transition.
Due to the small size of the spin gap in the QSL phase,
the extrapolation of the order parameter (15) to the ther-
modynamic limit is much more delicate than for the TBI-
Figure 6.3: Finite size scaling of the rescaled magnetic structure factor (a) shows the in-plane
magnetic structure fact SxyAF/N t  /t across the AFMMI transtions for corre-
sponding U/t (b) reveals the longitudinal structure factor SzzAF that indicates no
long-ranger order upon increasing U/t. Figure taken from Ref. [125]
6.4 kane-mele hubbard model on the nanoflake
We consider a Hubbard-Kane-Mele model defined on the hexagonal nanoflakes with
zigzag (ZZ) edges defined in the previous chapter described by the Hamiltonian formed














where ĉ†i  (ĉi ) denotes the cr ation ( nnihilation) operator of an electron at site i with
spin  , and n̂i  is the corresponding number operator. Here, t1 is nearest-neighbors
hopping amplitude, ↵ t2ei ij is the the spin-selective next-nearest-neighbor hopping
amplitude with a compl x phase, where ↵" = +1 and ↵# = -1. The strength of local
Coulomb-like repulsion is tuned by U.
We focus on the 3N isolated nanoflake without trapping potential, just like we did
in the prev ous chapt r, and we f cus on the int play betwe n magnetism, which
is not enriched by the presence of the frustration effects due to the t2 term, and the
topological properties of the electronic states. In the bulk system the competition
originates a phase transition between the topological insulator and the magnetic Mott
insulator. In a small inhomogeneous system, we can indeed find states where only a
portion of the system (the edge) is magnetically ordered, and a non-trivial topology
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can survive in the rest of the system, giving rise to a solution which symultaneously
features non-trivial topology and magnetism. Therefore, before entering the details
























strong correlations non-trivial topology
Figure 6.4: An illustration of the model where the left hexagon displays Hubbard model
physics and the right hexagon shows a Kane-Mele term, where for each sublattice a
different phase is picked up and each spin-component has a different sign.
6.4.1 Topological Invariant
In the presence of intrinsic spin-orbit interactions graphene is transformed from an
ideal two-dimensional semi-metallic state to a quantum spin-hall insulator (QSHI) or
Z2 topological band insulator (TBI) [31, 32, 123] The novel topological state makes
graphene gapped in the bulk and supports transport of spin and charge along the
edges. The topological nature of a large translationally-invariant systems can be mea-
sured by the Chern number [136, 137] from which we can build the Z2 topological
index.
When translational invariance is broken, as in the case of the nanoflake, we have to
resort to local topological invariants such as the local Chern marker [70, 133, 134]
In order to define a local Chern marker, one needs to describe topological order in
coordinates space, as opposed to momentum space. Indeed the Chern number is






dr2⇡i hr| x Py Q - y Px Q |ri , (6.11)
where x P = P̂
 x̂Q̂  and y Q = Q̂
 ŷP̂  are the projected position operators in real-space.
The operator P̂  projects onto occupied states and the projector Q̂  onto the unoccu-
pied. The local chern marker that gives locally information about the topological state
is defined as the integrand in Eq. ( 6.11), i.e
C (r) = 2⇡i hr| x Py Q - y Px Q |ri . (6.12)
The right-hand side of Eq. (6.11) vanishes if open boundary conditions are taken,
even for system which display a non-trivial topological character in periodic boundary
conditions. This means that the integral of the Chern marker over the whole system
must be zero.
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On the other hand, for sufficiently large systems with open ends, the local Chern
marker in the bulk has to coincide with the Chern number of an infinite periodic
system, which is guaranteed by the properties of the wave function. The only way
to reconcile these results is that at the boundaries of the open system the local Chern
marker varies and reaches values opposite to the bulk result in order to ensure the
vanishing of the integral in Eq.(6.11).
In view of our application, the local Chern marker allows us to define the topoloogical
character on a local basis.
Another aspect to be stressed here is that usually topologically invariants such as the
Chern number (or its local version) are defined for non-interacting electrons in terms of
their dispersion. In this work, we have to deal with interacting systems, whose solution
is not simply given by single-particle states with a well defined dispersion. Without
entering the details, we use here the so-called topological Hamiltonian approach[138,
139], in which all the effects of the interactions at low-energy, can be described in
terms of the zero-frequency limit of the self-energy. The latter quantity can be easily

















where n̂i  is the density operator and <[⌃i (!0)] is the real-part of the local self-
energy computed within the real-space scheme, which enters as a site-dependent
single-particle potential. We can then simply solve the effective single-particle Hamil-








In this way we can define the topological invariants and their local markers for our
interacting inhomogeneous system.
6.4.2 Antiferromagnetic ordering on the 3N nanoflake
In the following we examine the magnetic ordering of the nanoflake keeping in mind
the phase diagram of the bulk version. We remind about the role of the edges on the
magnetic state discussed in the previous chapter. The main point is that, for a system
which requires a critical value of U to become magnetic, such as the honeycomb lattice
in the thermodynamic limit, we find AF ordering to establish for weaker interactions
at the edges [96]. This general result is attributed to the fact the at the edges, strong
electronic interactions are effectively stronger and therefore localizing electrons comes
at a cheaper price. Thus, if we increase U we expect to develop magnetism at the
edges at some value of U smaller than Uc while the bulk remains nonmagnetic until
U is strong enough to magnetize the entire nanoflake.
When the SOC is included, this picture becomes even richer and the role of the edges
is particularly intriguing. Without interaction the Kane-Mele model describes a QSHI
with helical edge states and an insulating bulk. When the metallic edge state due to
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SOC compete with the edge magnetism we can expect peculiar states different from
the bulk system.
As we also discussed before, while the pure Hubbard model has full spin rotational
invariance, the presence of the SOC term favors planar magnetism for large systems,
while a more involved competition takes place for small systems.
To characterize the competition we compute the local out-of-plane magnetization hŜzi i =
1
2(n̂i" - n̂i#), where n̂i  is the local occupation at site i and spin   =", # and the in-
plane magnetic ordering by hŜxi i = h
1
2(Ŝ




#ĉ")i. Since the rota-
tional invariance in the plane is not broken, we limit ourselves to the x component.
Furthermore to characterize the overall magnetic state of the flake we compute the





ihŜx,zi i , where L is the number of sites in
the flake. We define a Néel-like AF state when the magnetization of sublattice A is
the opposite of that of sublattice B hŜx,ziA i = -hŜ
x,z
iB
i, whereas a FM has the same mag-
netization on both sublattices. The state is ferrimagnetic when both a staggered and
a uniform magnetization are present and nonmagnetic for vanishing local magnetic
moments hŜx,ziA,Bi ⇡ 0.
In Fig. 6.5 we show the global staggered magnetization of the nanoflake for different
interaction regimes as a function of the SOC term t2. The weakest presented interaction
value U/t1 = 5.0 is a value studied in the references about the bulk system, where an
AFM Mott insulator to QSHI transition takes place upon increasing t2/t1. However,
this value is relatively small and, according to the analysis of the previous chapter,
is not promising in light of the cold-atom realization of an effective nanoflake, which
requires larger interaction strengths.
We therefore consider also the interaction regimes U/t1 = 9.0, 10.5, and 11.25. The
latter value is a candidate interaction strength to create artificial nanoflakes in the
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Figure 6.5: Staggered magnetization as a function of spin orbit interaction The staggered
magnetization is shown for selected values of interaction U/t. The left figure shows
the average of the transverse magnetic ordering mxst and the right figure the longi-
tudinal mzst
For all the values of U we considered, without the SOC term, i.e t2 = 0 the nanoflakes
exhibits both longitudinal and transverse magnetic ordering for all the selected inter-
action values. This is compatible with the result of the infinite system, for which any
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direction of the spin is equivalent. In our calculations on the finite flake we find that
for small values of U/t1 = 5.0 they strength of the magnetic moments in- and out-
of plane do not differ dramatically, while in for stronger interaction values the mzst is
considerably larger than the mxst. We are not able to assess whether this trend is a
genuine feature of the finite-size system, or it simply depends on the direction that the
iterative DMFT procedure took to achieve convergence.
The results remain close to this solution for small t2/t1 for the largest values of U and
then they suddenly jump to a solution where the magnetization lies in the plane and
the z-component completely vanishes. For smaller U we still find an evolution towards
a planar AFM as t2/t1 grows, but the evolution becomes smoother and smoother as U
decreases.
In Fig. 6.6 a we provide a real-space image of the magnetization along the x direction
hSx(x,y)i in the different sites of the nanoflake for U/t1 = 3.75 and t2/t1 = 0.55. The
value of the interaction is the same we used in the case of the nanoflake without SOC.
The plot clearly shows that, as expected, an antiferromagnetic ordering forms at the
edges of the flake, with a magnetization that rapidly falls when we approach the center.
For larger values of U (not shown), the AF order invades instead the full flake.
In Fig. 6.6 b we show instead the local Chern marker C"(x,y) which demonstrates
a very interesting result. The Chern number is indeed 1 in the whole bulk, where
magnetism is absent, and it acquires non integer values in the boundary. Therefore
we have that the nanoflake as a whole displays simultaneous AF ordering and non-
trivial topology, associated with the spatial inhomogeneity of the electronic properties.
This result is reminiscent of that obtained for a ribbon of the Bernevig-Hughes-Zhang
model supplemented by a Hubbard repulsion [131, 133], where simultaneous edge
magnetism and topologically non-trivial character has been reported.
We can rationalize this result noting that, despite the magnetic ordering breaks TRS,
we have a remaining symmetry which can protect a topologically non-trivial state.
In our example, the Kane-Mele model preserves axial spin-symmetry (ASS) also in the
magnetic state, since the system is still invariant under rotations around the direction of
the spin ordering. The topological phase where TRS is broken, but ASS is still present
is called spin-Chern insulator (SCI) [124, 140]. Thanks to spin conservation in SCI’s the
Chern numbers for each spin-channel " and # can be computed independently, with an
invariant CS = C" - C#. In our system the SCI is stabilized also by the inhomogeneity
of the system, which allows to arrange the topological and the magnetic properties in
different regions.
We also show the spatially resolved spectral function Ai(!) for two sites,representative
respectively of edge and bulk. The bulk is clearly insulating and that expands through-
out the entire flake except for the edge, where spectral weight fills substantially the
Mott gap.
























Figure 6.6: Real space profile of magnetic and topological nanoflake The spatially resolved
magnetic moments hSx(x,y)i (a) next to the local Chern marker C"(x,y) /(b)
demonstrate the existance of magnetic and topological nanoflake, where magnetic
order coexist with a QSHI. (c) The spatially and spin resolved spectral function
Ai (!) exhibits the existences of metallic edge states alongside with AFM ordering
on the edges.
These results can not unfortunately be directly applied to real physical systems. On
one hand, graphene does not show large enough SOC to make graphene nanoflakes
a possible candidate to observe this new state. On the other hand, it is rather diffi-
cult to simulate them also in cold atomic experiments because the state is only found
for moderate U/t1. We have seen in the previous chapter that the idea to engineer
an effective nanoflake manipulating the trapping potential is realistic only when the
repulsive interaction is large enough to partially counteract the effect of the trapping
potential, while in the regime of weak interactions the fermions tend to collapse (of
couse respecting Pauli principle) in the center of the trap, leading to a band insulator
as opposed to a Mott insulator.
While the Sx ordering is consistently the most stable magnetic state for t2 6= 0, we
can still find an AF solution with magnetization along the z direction, especially for
finite systems, where the competition between the two kind of ordering is closer, as we
discussed above. On the other hand, being the tendency towards this ordering weaker,
we expect that a larger U will be needed to give rise to the ordering. In particular,
we expect that the intermediate region where magnetism is stable at the edges while
the bulk is still non magnetic will be pushed to larger values of U/t1 with respect
to the in-plane solution. If this is realized, this scenario will be pushed to a range
of U where we can at least hope to find an effective nanoflake in the presence of the
trapping potential, making our proposal attainable within a cold-atom platform. This
kind of state presents another useful feature, as the physical spin components " and #
are associated with the ordered quantity, as opposed to the inplane magnetism, where
the local magnetic moments are given by linear combinations of the physical species.
For this reason we also performed calculations inhibiting the in-plane magnetic or-
dering focusing purely on the out-of plane spin- " and spin- # interplay with the
corresponding edge states.
In Fig. 6.7 we show the staggered magnetization in this solution using the same
paramers as in Fig. 6.5. As expected, the z-axis magnetization is larger than in the unre-
stricted solution, In particular, for the three larger values of U, the magnetic cordering
survives up to a significantly larger value of t2/t1. However, while for the largest
value of U the magnetization presists in essentially the same value of the system at
t2 = 0 up to a very large value of t2/t1 and suddenly jumps into a nonmagnetic state,
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for U/t1 = 9 and 10.5, we find an intermediate window of t2/t1 in which the system
has an intermediate staggered magnetization before losing any magnetism. This re-
gion is the intermediate regime that we found at small values of U for the unrestricted
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Figure 6.7: Longitudinal staggered magnetization as a function of spin orbit interaction The
longitudinal staggered magnetization mzst upon increasing t2 under the constraint
of excluding transverse magnetic ordering for selected values of U/t1. Coexisting
regions of magnetic and topological order are illustrated by shaded areas.
We now examine in more details the real-space patterns of magnetization which give
rise to the above average staggered magnetization. In Figs 6.8(a1) - 6.8(a3) we plot the
real-space profile of the magnetic moments hŜzi i. In this example we fix the intrinsic
spin-orbit coupling amplitude to t2/t1 = 0.5 and increase the interaction strength.
Upon increasing U, the initially nonmagnetic nanoflake which we would find for small
U/t1 is progressively driven into a magnetically ordered state.
For the chose value of t2, magnetism appears around U/t = 9.0. For this value a weak
antiferromagnetic ordering establishes on boundary in the first and second layer, the
5N-layer - as depicted in Fig. 6.8 (a1). For U/t = 10.5 the magnetic moments in the
5N- layer are much stronger compared to U/t = 9.0 and moreover also a magnetic
ordering developed, though weaker, in the 4N-layer. The bulk only shows a small
contribution to the staggered magnetization. In these regimes, the external magnetic
layer coexist with an essentially nonmagnetic bulk. The radius of the layers depend on
the interplay of two parameters, that is U and t2. In agreement with the results for the
overall staggered magnetization, we have also observed, though we do not not show
it in an explicitly real-space profile, that for t2/t1 = 0.4 the same magnetic pattern
emerges, but with stronger magnetic moments.
It is noteworthy, that we not only observe antiferromagnetic ordering in the magnetic
ring, but also next-neighbor ferromagnetic correlations between the 4N- and the 5N-
ring, if one looks very closely at Fig 6.8 (a2). For t2/t1 = 0.4 this pattern is very
strongly visible. This can be understood from the strong-coupling expansion we have
already discussed. Due to the intrinsic spin-orbit coupling, the next-nearest-neighbor
exchange is antiferromagnetic in z-direction, but ferromagnetic in the x and y direction.
Clearly the z-axis ordering that we are addressing in this section is strongly frustrated.
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Figure 6.8: Spatially resolved local magnetic moments hŜzi i (ai) , local Chern-marker C"(x,y)
for spin-"-component (bi) and local spectral function for edge (ci) sites and bulk
sites (di) i = 1, 2, 3 for both spin-components for increasing interaction strength
across the AFM transition, U/t1 = 9.0 (i = 1), U/t1 = 10.5 (i = 2), and U/t1 = 11.25
(i = 3).
One also should third-order terms into account, which are ferromagnetic in the z-
direction see Chapter 4 For U/t = 11.25 the nanoflake is completely AFM ordered
with an almost saturated magnetic moment as shown in Fig 6.8 (a3). This state must
be topologically trivial in two-dimensions.
The main question is whether, similarly to what we found for the planar ordering, we
can find topologically non-trivial states when the magnetization is non-uniform. As we
already discussed, topology is a non-local feature and once the protecting symmetry
is broken, we might expect a sharp quantum phase transition from a topological to a
trivial state breaking TRS. However, as mentioned before, the U(1)-symmetry around
the z-axis is still conserved and topological order could coexist with the TRS-broken
antiferromagnetic ordering
We can determine weather the nanoflake is in a topological state by computing the
local Chern-marker (LCM) C (r), with bulk averages of C (r) giving the Z2 invari-
ant characterizing the (QSHI). In order to avoid excessively busy figures we show in
Figs 6.8 (b1) - 6.8 (b3) only the C"(r) -component, since C#(r) = -C"(r), just like in a
standard QSHI state.
In Fig 6.8(b1) we report on the evolution of the LCM distribution across the magnetic
transition. We observe when magnetic ordering starts to develop on the edges, C"(r) =
1 in the bulk and undergoes positive and negative fluctuations when the edges are
approached.
At U/t = 9.0 combining the result from magnetic profile shown in Fig 6.8 (a1) and the
LCM Fig 6.8 (b1) we can conclude that indeed in the nanoflake the symmetry broken
AFM state coexist with the topologically non-trivial state.
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Upon increasing U we observe in Fig 6.8 (b2) that the bulk area with a LCM correspond-
ing to the Z2- invariant reduced. As the TI moves towards the center of the flake, the
edges follow, moving towards the internal rings showing an interaction driven edge
reconstruction and a preservation of the nontrivial topological character in the interior
part of the bulk of the nanoflake.
To understand this result more deeply we also compute the spatially resolved spectral
function. We plot the real space spectral function in Figs 6.8 (c1)- 6.8 (c3) on the
boundary and in Figs 6.8 (d1)- 6.8 (d3) in the bulk. The upper panel in each figure
displays the spectral properties of the spin-up component and the lower panel the spin-
down component on a given site. In Fig 6.8 (c1) the spectral function on the edge of
the nanoflake displays metallic character (dark-red and dark-blue), while the spectral
function on the 4N-layer already is exhibits a gap, as well as the other bulk sites as
shown in Fig 6.8 (d1). Also in the bulk we clearly see that the two spin component
do not have the same spectral functions and none of them is symmetric around zero,
a clear signature of the TRS breaking. In particular we see that the hole excitation of
spin down fermions map to the particle excitation of spin up fermions and vice-versa.
This is a crucial evidence that the topologically non-trivial state is not the conventional
QSHI state, but it is the Spin-Chern Insulator which manifestly breaks TRS.
For larger interaction, with a larger magnetic ring, we observe, that real edges are now
also insulating because of the large magnetic moment, but the sites of the 4N-layer are
metallic as demonstrated in Fig 6.8 (c2) supporting the behavior of the LCM in Fig
6.8 (b2).
Therefore, the helical edge states are reconstructed in a smaller layer and separate
the SCI in the spatially shrunken bulk from the magnetic external layers. The homo-
geneous Néel-like antiferromagnetic state is also reflected in the spectral function as
plotted in Fig 6.8 (c3) and Fig 6.8 (d3) as well as in the lack of non-trivial topological
signatures in the LCM.
6.4.3 Dependence of the results on t2/t1
We complement the analysis by showing the evolution of the local Chern marker and of
the spectral functions as a function of the ratio t2/t1 for a moderate value of interaction
U/t1 = 3.75, which is a reasonable estimate for actual graphene, where some estimates
give t2/t1 = 0.025
This is the interaction regime for the onset of magnetism. In large lattice, the critical
interaction strength has been estimated to be Uc/t ⇡ 3.87 [108] by means of numeri-
cally exact Quantum Monte Carlo simulations. On finite size system with zigzag edges
antiferromagnetic spin ordering establishes on its boundaries [93, 96, 98].
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Figure 6.9: Evolution of the local Chern-marker C"(x,y) for spin-"-component (ai) and spatially
resolved spectral function for edge (bi) sites and bulk sites (ci) i = 1, 2, 3, 4 for both
spin-components of a 5N-nanoflake for increasing intrinsic spin-orbit coupling t2
(from top to bottom) and U/t1 = 3.75. The dark-red (blue) indicates the quantity
for the spin-" (#). Sketch (d) shows the lattice structure for two regimes of t2
referenced to t1.
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In Fig 6.10(b1) Aii (i!n) and Fig 6.10(c1) we clearly see that the system is AFM at
the edge and in the bulk, while the LCM is essentially zero everywhere. Moreover we
see a gap around the Fermi level (! = 0) indicating an insulator. On the edge sites
these features are more pronounced while in the bulk it only hints towards a trivial
antiferromagnetic insulator.
For the larger values of the spin-orbit coupling (t2/t1 = 0.1, 0.75, 1.0) Figs 6.10 (ai)-
6.10 (ci), i = 1, 2, 3 the LCM is nonzero and the spectral function becomes nearly
identical for the spin-up and spin-down component. We computed these quantities
for the non-interacting case (U/t1 = 0.0) and now they display the same behavior (we
do not show this plot in order to avoid excessive plotting). Remarkably, even though
t2/t1 ⌧ U/t1 the system acts as if no interactions are present, describing a topologicaly
non trivial insulator with metallic edges. For t2/t1 = 0.1 the LCM C"(x,y) is one in the
entire bulk and undergoes negative and positive fluctuations on the boundaries. The
spectral function displays a metallic peak at the Fermi-level on the edge sites and an
insulating gap in the bulk sites of the flake, demonstrating the existence of helical edge
states. Increasing t2/t1 we noticedthat the LCM and the spectral function change their
behavior. Though both quantities point towards a a topologically nontrivial state, i.e
non vanishing LCM and metallic peak on the edges and insulting gap in the bulk, the
indications are not as clean as in the t2/t1 = 0.1 example.
We can understand the effect from the limit of large t2/t1. When t2 is approaching and
exceeding t1, effectively the honeycomb lattice divides into two weakly coupled copies
of triangular lattices as depicted in Fig 6.10(d). Not only does the lattice structure and
therefore the model change effectively, but also the system size of the triangular lattice
flake is decreased and rotational symmetries are also broken. In the examples we show,
the value of t2 never exceeds the other parameters (U and t1), but its effect is quite
strong.
Figure 6.10: Sketch shows the lattice structure for two regimes of t2 referenced to t1.
6.5 effective nanoflakes in a cold-atom setup
In the previous sections we have highlighted that open nanoflakes of honeycomb lattice
can host a very rich physics, especially if they feature a finite spin-orbit coupling t2.
While this is not the case of graphene, which has a very small SOC and moderate
repulsive interaction, this regimes can be reached using cold-atoms loaded in optical
lattices. In this systems we have a remarkable degree of control on the interaction,
especially if a Feshbach resonance is available and on the value of the tunneling terms
t1 and t2.
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trap
Figure 6.11: (Color online) Schematic illustration of the actual realization of a synthetic
nanoflake using harmonic confinement in optical lattice electrons. Left: the de-
sired effective flake with gapless edge states. Right: its realization via application
of a trap on electrons in a graphene-like optical lattice.
In this section we use the same ideas described in Ref. [141] and in the previous
chapter to confine the fermions in a limited portion of space which represents an
effective synthetic nanoflake, as pictorially reproduced in Fig. 6.11. We demonstrate
that the magnetic properties of a topologically non-trivial effective nanoflake can be
manipulated by tuning the confining potential and the SOC t2/t1.
In complete analogy with the previous chapter, we consider a harmonic trapping
potential superimposed to a hexagonal lattice with C3-rotational symmetry HV =P
i(Vi - µ)(n̂i" + n̂i#). where Vi = V0r2i is a harmonic trapping potential, ri = (xi,yi)
is the lattice vector to site i and ri = |ri|. Finally, we introduced the chemical potential
µ to control the number of particles in the system. In the following we fix the global
atom number Nf = 54, which coincide with the number of sites in the 3N nanoflake.
Tuning the potential amplitude V0 we can confine the fermions in an essentially half-
filled 3N flake (see Fig. 6.11), which realizes the closest situation with respect to our
isolated nanoflake.
In Fig. 6.12 we show the results for a fixed optical trap with V0/t = 0.4, a large value
of the interaction U/t1 = 11.25 and two values of the SOC term t2/t1 . We monitor the
local density on every lattice site, the magnetization and the Local Chern marker/ For
a large interaction strength and t2/t1 = 0.4 the fermions are trapped in a region which
basically coincides with the 3N nanoflake. Accordingly we find a nearly perfect Néel
AFM order and a topologically trivial state reflected by the vanishing LCM Ci  = 0.
This configuration changes dramatically upon slightly increasing the SOC. For t2/t1 =
0.5 the density distribution within the trap becomes inhomogeneous. Half-filling is
reached only in a reduced annulus of the flake, whereas regions of larger (smaller)
occupation appears in the center (boundary) of the 3N flake, see Fig. 6.12 (d).
Magnetic order in this regime is largely frustrated by both the increased SOC and oc-
cupation redistribution, which reduces the tendency to local moment formation. How-
ever, a residual AFM ordering survives in the annulus region (see Fig. 6.12 (e)), where
the nearly half-filled occupation favors NN-AFM magnetic exchanges. The suppres-
sion of the magnetic order unveils a non-trivial topological phase. In Fig. 6.12 (f) we
show the distribution of the LCM in the nano-flake. This quantity assumes a quantized
value C" = 1 in the bulk region of the artificial ZNGF.
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Figure 6.12: Map of the local magnetization hŜzi i (ai), the local density hn̂ii (bi), and the local
Chern-marker C"(x,y) (ci) i = 1, 2 in the presence of a harmonic trap V0/t = 0.4
and strong fermionic interaction U/t1 = 11.25. Also in the presence of trap the
transition from a trivial magnetically ordered state to a topologically nontrivial yet
magnetically ordered state takes place upon increasing t2.
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Figure 6.13: (a) Radial density distribution n(r) for different potential strengths V0. (b) shows
the flake in the presence of the trap with highlighted areas corresponding to lead-
ing virtual processes shown in Ring exchange I (II): Third order process leading
to effective next(-nearest) neighbor ferromagnetic exchange. The green area in (a)
and (b) shows the conventional AF super exchange at half-filling ( see Chapter 4)
The topological nature of the system is further confirmed by the gapless edge modes
localized at the system artificial 3N boundary. In panels (g) and (h) of Fig. 6.12 we
present the spectral functions Ai(!) for two sites located, respectively, on the artificial
edge and in the bulk. The metallic character of the edge state is evident by the finite
spectral weight at the Fermi level (panel (g)), whereas the spectral gap distributed
over the entire bulk confirms the presence of a bulk insulator. The detection of true
itinerant edge states is particularly important because it gives a further validation of
our approach, demonstrating that the artificial nanostructure where the fermions are
localized has the same properties of an actual isolated system with a well defined edge.
The modulation of the optical potential introduces new aspects in the magnetic proper-
ties of the flake, offering an example of an optical potential used to induce and control
spin exchange[142, 143].
As we have already seen in the previous chapter, in the presence of a confining poten-
tial the density profile of the artificial flake is not homogeneous and, with a shape
which depends on the model parameter and on the strength of the potential (See
Fig. 6.12 (d) and Fig. 6.13 (a)). Assuming that the local magnetic properties are largely
controlled by the density, we highlight in green the region of near half-filling, where
we expect the properties of the isolated flake, and a region of near quarter-filling (pink
and blue regions, see below). In the following we discuss the magnetic properties fo
these regions.
In the next section we present a strong-coupling expansion, where we also assume that
 ✏, the difference in local energy between two sites is large. This is a situation that we
expect to find for steep potentials, which is expected to be relevant close to the edges
of the effective flake where the density is far from half-filling. We show below that,
while the half-filled region is dominated by the standard second-order processes, in
the outer region only third-order processes become relevant.
Such contributions can be constructed considering ring-exchange processes in a trian-
gular plaquette with two spin-1/2 fermions based on the methods in the references [4,
144], see Fig. 6.14 Two sites of the plaquette belong to the sublattice A and have zero
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ring exchange I   ring exchange II 
Figure 6.14: Leading magnetic exchange in the nanoflake for shallow traps The illustrated ex-
change corresponds to the regions highlighted in Fig 6.13 The virtual processes in-
clude Ring exchange I (II): Third order process leading to effective Dzyaloshinskii-
Moriya anisotropic exchange
on-site energy (✏A = 0) whereas the remaining site belongs to sublattice B and has
✏B   0.
6.5.1 Strong coupling expansion at quater-filling
As mentioned above, in the presence of a deep trap in a region not too close to the
center we can treat also 1/ ✏i, the difference of on-site energies, as a small parameter.
We focus on a region where the system is around quarter filling (one fermion every two
sites), a situation which can be approximately realized in the outer region of the trap
as emphasized in Fig. 6.13. In the limit U ! 1 double occupancy is fully excluded
and magnetic exchange can only be mediated by a hole. The mechanism which leads
to magnetism contains triangles with on-site energies [4, 144]. In order to obtain
the effective Hamiltonian , i. e decoupling the upper and lower subbands, we treat
t1 ⌧  ✏i and t2 ⌧  ✏i as perturbations. As a first step we consider t1 ⌧  ✏i as
perturbation and consider second order processes to eliminate contributions from H̃0t1
(see chapter 4). We define the Hamiltonian with the remaining terms H̃ 0. Furthermore
we denote with H̃t the projected Hamiltonian without the effect of trap, i.e only the
hopping Hamiltonian in the limit U ! 1. Then in second order expansion gives
Ĥ
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(6.14)
where  1 is the energy difference due to the first Hamiltonian acting on the state and
 2 is the excitation energy that has to be paid due to second Hamiltonian.
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, we evaluated all the relevant terms
there is also another term which is equivalent to P 1 but involving only next-nearest








































where  4 =  kj + ik + ji.








come with a cos( ), where in our case it is always
n⇡/2 where n = -3,-1, 1, 3 and therefore zero.
Therefore the two dominant ring-exchanges, i.e. dubbed of type I and II in Fig. 6.14,
carry respectively a NN and NNN ferromagnetic exchange. The resulting strong-
coupling effective Hamiltonian 6.5.1 has a Dzyaloshinskii-Moriya [145, 146] (DM) form
with anisotropic exchange terms induced by SOC:
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Figure 6.15: Magnetic profile for honeycomb structure with large regions of quarter filling
The real-space resolved magnetic profile is shown upon increasing the potential
strength V0 remain a very shallow trap. first and second column only allow out-of
plane ordering, while the third column includes in-plane magnetic solutions. The
tendency is towards an in-plane configuration, though once stabilized the out-of
plane ordering it is energetically favorable to remain in this configuration. The
first column has an additional constrain on the entire system, namely Sz of the
entire system has to be zero, while the second column allows for a finite average
magnetization in favor of FM ordering. The last column was computed without
constrains on the magnetic ordering. (a),(d) (g) show a nanoflake with hnii = 0.36
with large FM regions. (b), (e),display the ordering at a shallow trap V0/t = 0.075
and (h) V0/t = 0.05 and (c), (f), (i) V0/t = 0.125 displaying a clear magnetic ring





D  ẑ · Si ⇥ Si+  +D⌘ ẑ · Si ⇥ Si+⌘ (6.21)
, where the couplings are D  = D1, D⌘ = D2 +D3, with D1,2 / t21t2 sin( i+⌘,i)/✏1,2,
D3 / t32 sin( 4)/✏3 and ✏1 =  i+⌘,i+ ( i+⌘,i+  +  i+ ,i), ✏2 =  i+ ,i( i+ ,i +




j ). Finally  4 is the phase
of a triangle with three hopping events performed with t2 and ⌘0 denotes the NNN
vector to a hole. The effective DM, directly determined by the harmonic potential, is
the source of FM ordering which compete with the tendency of the strongly interacting
system to create AFM order.
We now compare the RDMFT results with these strong-coupling expectations. We
first discuss the solution suppressing in-plane magnetic ordering. The system is ini-
tially prepared in a nearly homogeneously quarter filled flake using a shallow poten-
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tial (V0 = 0.05). This configuration displays homogenous ferromagnetic ordering as
predicted by the perturbative argument, due to sufficiently large on-site energy differ-
ences. Slightly increasing the potential to V0 = 0.075 induces a redistribution of the
fermions in the flake. The occupation in the central region increases, creating a small
paramagnetic region where no ordering tendency prevails. The effective boundary of
the system is moved towards the 4N layer. Near the edge an annulus composed of 2
layers is at quarter filling and shows a stable FM ordering. Upon further increasing V0
pushes the central region towards the half-filling. AFM correlations start to develop
at both short (NN and NNN) and longer range, i.e. beyond NNN [96]. Because the
half-filling regime is only approximately attained near the center, such correlations are
not enough to create an AFM bulk. Yet, the edges of the 2N region dictate antiferro-
magnetic ordering on the all the armchair defect edges. This induces a ferromagnetic
state in each in C6-rotational sector in the quarter-filled region where the sign of the
magnetic moment alternates on the armchair defect edge. These magnetic domain
walls are a particular feature of the honeycomb structure with open boundaries and
C3-rotational symmetry. We can describe such magnetic regions as a collective spin
of each ferromagnetic sector within the effective spin-model description. For larger
confining potential strength an Néel AFM order establishes near the boundary which
have occupation close to one. A homogenous AFM order in the 3N nanoflake can be
created by tuning the SOC, as discussed above.
Allowing for in-plane magnetic ordering the solution of the first and second column
obtained by forcing out-of plane ordering, remains stable and is energetically close to
the solution in the last column. However, when the system is not stabilized in any spe-
cific configuration the honeycomb structure prefers in-plane ordering. The last column
displays a clear chiral magnetic ordering which can be attributed to the dominating
Dzyaloshinskii-Moriya anisotropic exchange which prefer spin spiral ordering with
rotational character.
6.6 conclusions
In conclusion, we studied the interplay of magnetic order and band topology in a
graphene-like system of correlated fermions, realizable in cold-atom experiments. We
addressed the interplay between topological properties and magnetic ordering trig-
gered by the interactions in an isolated flake, showing the possible coexistence of mag-
netism and non trivial topology.
We demonstrated that a confining potential can actually be used to simulate an effec-
tive topological nanoflake, but also to manipulate the magnetic order in the system,
tuning it into the desired state. In particular, using a strong-coupling expansion, we
pointed out the direct relation between the leading spin-exchange mechanisms govern-
ing the magnetic properties in our system and the amplitude of the confining potential.
We benchmarked these prediction with real-space DMFT calculations, showing the evo-
lution of the magnetic ordering in presence of an optical trap. Our analysis adapts to
the challenge of combining strongly interacting fermions and artificial gauge fields
in cold-atomic experiments. Theoretical understanding of the influence of harmonic
potential in the determination of the magnetic state paves the way to the design and
realization of artificial correlated topological states. Although more realistic setup can
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be envisaged to better compare with experiments, the qualitative scheme presented
here offers a solid starting point to achieve this goal.

7
M U LT I O R B I TA L S E L E C T I V E M O T T T R A N S I T I O N
7.1 introduction
Multicomponent quantum systems in the presence of strong correlations emerge as a
new paradigm from particle physics to material science [35–38, 40, 41, 147–149]. Espe-
cially in solid state, the expression ’multicomponent’ usually refers to systems having
more than two components. A two-component system is indeed a kind of minimal
model in solid state, where we have in mind a single band of spin-1/2 fermions. As
we shall discuss in the following, one can realize a multicomponent fermi system in
solids where M > 1 atomic orbitals with spin 1/2 are relevant, or in cold-atom systems
[14, 28, 58, 59, 61], where we can have fermions labeled by the nuclear spin, which can
be, for example S = 5/2, which leads to 6 spin components.
The main reason for the interest in these systems is that the increased number of
components is not a mere complication, but it can lead to novel physics which [14] is
out of the reach of standard two-component Fermi system. Indeed when the system
under consideration retains full rotational invariance in the multicomponent manifold,
the physics of strong correlations is not qualitatively changed, and the Mott transition
essentially follows the picture we described in Chapter 3.
The picture becomes much richer when the symmetry between the orbitals is broken,
either in the form of the interaction and/or in the single-particle properties (for ex-
ample if the different orbitals have different hopping amplitudes) [39]. Under these
circumstances, novel phenomena can be realized. In this chapter and in the following
we focus on selective phases, with the orbital selective Mott [35, 37, 149, 150] transition
as the paradigm, a transition after which some components are Mott localized while
others are still mobile. In the solid state context this phenomenon occurs in differ-
ent situations, and it is typically favoured by the exchange coupling between orbitals,
which favours high-spin configurations [38].
This so called "orbital selectivity" is the key concept for understanding various ma-
terials such as the popular iron-based superconductors [40, 148, 151–154] and other
compounds with multiorbital low-energy electronic states. In order to identify the ba-
sic mechanism leading to orbital-selective physics, one can start from a simple model
in which the symmetry between two otherwise degenerate orbitals is broken by their
different hopping amplitudes. Indeed it has been found, that orbital selective insula-
tors can be obtained for sufficiently large ratio between the hopping amplitudes as well
as energy splittings that lead to strong density polarization among the orbitals with
distinct degrees of correlation. The key role for stabilizing orbital-selective phases is
played by the Hund’s exchange coupling [151, 155] which breaks the orbital degeneracy
of the interaction favoring high-spin state. This implies also an effective decoupling
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between the orbitals, measured by vanishing interorbrital charge correlations. How-
ever, solid-state platforms don’t allow direct realization of these simple models which
in turn precludes a direct verification of the elementary mechanisms triggering orbital
selectivity. A clean and highly controllable framework can be provided by ultracold
gases in optical lattices, in which a prototypical experimental system can be engineered
in order to access directly orbital selective physics and its microscopic mechanism. In
these atom-based quantum simulators the the selective behavior, namely, a splitting
between the energy levels, can be realized via Raman processes (section 2.3.2). The
presence of a tunable coupling between flavours, explicitly breaks the global symme-
try of the many-body system and thereby enhances localization and flavor-selective
behavior reminiscent of the physics dominating multi-orbital materials. In this thesis
we analyze the fundamental physics behind the orbital selectivity combining theory
and numerical simulation in collaboration with cold atomic experiments. This chapter
addresses the origin and context of selectivity as well as a basic theoretical understand-
ing of the orbital decoupling mechanism behind the selective Mott transition.
7.2 orbital-selective mott transition in multiband systems - solid
state examples
The physics of strongly correlated materials is governed by the metal to Mott insulator
(MIT) transition. The basic mechanism for the localization of electrons can be explained
by the Coulomb repulsion U dominating the kinetic energy gain t, which is typically
given by the bare bandwidth W = 2D. This straightforward picture works for sim-
ple models, such as the single band Hubbard model, however real materials have more
degrees of freedom and typically several orbital components are involved in these tran-
sition, as in the case for transition-metal oxides . In the orbitally degenerate case the
on-site atomic states depend only on the total local charge, but the degeneracy might
be lifted by crystal-fields, the Coulomb exchange energy J, and orbital dependent hop-
ping amplitudes. These effects can dramatically revise the conventional MIT. One of
the most spectacular examples is the iron-based superconductor in which the selective
Mottness is induced by the Hund’s coupling which decouples the charge excitations
in different orbitals. It can be understood as a collection of single-band doped Mott
insulators, where the degree of correlation in each orbital is determined by doping.
We can write down a general minimal model representing the basic physics occurring
in iron-based super conductors [152]:
ĤFe = Ĥ0 + Ĥint (7.1)
compared to simple single band Hubbard model also here we have a term Ĥ0 modeling
the kinetic energy on a tight binding level, but with a more complex structure including















(✏m - µ)n̂im , (7.2)
where ĉ†im  (ĉim ) denotes the fermionic creation (annihilation) operator with index
lattice site i orbital m and with spin   =", #, and n̂im  is the corresponding number
operator. tijmm 0 is the multi-orbital extension of the conventional hopping amplitude
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(Eq. (2.8)), ✏m is the orbital dependent on-site energy, and µ the chemical potential
controlling the density. The external electronic structure of iron is composed of 5 d
orbitals as depicted in Fig 7.2 upper panel which are the dominating contribution in




















where n̂im  is the electron occupation operators at site i and orbital m with spin  . The
interactions involve the conventional Coulomb repulsion U, is the strength controlling
U 0 = U- 2JH) the intra-orbital repulsion and inter-orbital Coulomb repulsions and JH
is the Hund’s coupling. In Ref. [40] they discuss the orbital decoupling mechanism on
doped BaFe2As2 and stoichiometric KFe2As2 and show that each orbital is basically
a doped single-band Mott insulator, responsive to its own filling. The orbital resolved
quasi-particle weight as a function of doping and orbital filling provides a clear under-
standing of multi orbital materials as shown in Fig. 7.1. The orbital selective Z displays
behavior reminiscent of the typical single band transition, where Z is proportional to
the doping and goes to zero at half-filling.
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overdoping to the heavy hole overdoping, and a parallel
progressive differentiation of the mass enhancements, or
selective Mottness. It is also worth noting that the stoi-
chiometric filling does not play a particular role in this
phase diagram of the tetragonal phase, contrary to the fact
that commensuration is naively expected to strengthen the
effects of correlations.
Calculations including dynamical correlations in DFT
ab initio calculations for both iron pnictides and chalco-
genides show that the combined role of U and J gives rise
to a novel scenario (as summarized in Ref. [33]). A sharp
crossover [34–36] is found, as a function of increasing
correlation strength and decreasing filling, toward a
“Hund’s metal” [37] state. The physics there is dominated
by Hund’s coupling and can be described using a few
concepts isolated in model studies: (1) a strongly correlated
metallic phase far from the Mott transition at n ¼ 6 [8] is
realized [35,36,38] with a very low coherence temperature
and correlation strength more sensitive to J than to U [7];
(2) above such coherence temperature a “spin-frozen” state




dependence at low ω and long spin correlation time [41];
(3) “orbital decoupling” [42] happens, i.e., differentiation
of the correlation strength among the different orbitals, due
to the fact the Hund’s coupling suppresses inter orbital
correlations, rendering charge excitations in the various
orbitals virtually independent from one another.
This last point is what we highlight here as the main
reason for the experimental scenario we have detailed.
We have performed LDAþslave-spin mean-field (see
“Methods” section in the Supplemental Material [30])
calculations at T ¼ 0 starting from DFT band structures
for doped BaFe2As2 in the tetragonal phase (see the
Supplemental Material [30] for other iron superconduc-
tors). We have checked that for the interaction strength
corresponding to the ab initio estimate, this compound
displays the signature of the Hund’s metal phase. Our
results as a function of U (see the Supplemental Material
[30]) show that BaFe2As2 lies around or just above a
crossover to a correlated phase signaled by a fast drop in the
quasiparticle weight Z, an increase of the interorbital spin
correlation functions and decrease in the interorbital charge
correlation functions, as reported in [35,36]. As expected
in this regime, the correlation strengths are strongly
differentiated among orbitals, with the t2g orbitals more
correlated the eg ones; in particular, the xy orbital is the
most correlated of all. This motivates the experimental
observation from ARPES that at low energy (where bands
are mainly of t2g character), the band structure is more
renormalized than at high energy (where both t2g and eg
characters are present). This heavy-fermionic behavior
might be turned into an incoherent phase at T ≠ 0 and/
or with a refined treatment of quantum fluctuations [39,40].
We have studied the evolution as a function of total
density of the orbitally resolved mass enhancements
(bottom panel in Fig. 1), quasiparticle weights
Zα ¼ ðmb=m$Þα, and populations, which are shown in
Fig. 2. Correlations clearly increase continuously decreas-
ing the total population, resulting in a more correlated hole-
doped side compared to the electron-doped one [34,43,44].
The commensurate filling of n ¼ 6 does not play any
special role in this undistorted phase. Also, the differ-
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FIG. 2 (color online). Calculated orbitally resolved quasipar-
ticle weight Zα (upper panel) and electron population (middle
panel) for doped BaFe2As2 and stoichiometric KFe2As2
(squares) within slave-spins mean field. Note that for each orbital
α, Zα tends to vanish when nα approaches half filling. Indeed,
when plotting Zα as a function of nα for each orbital (lower
panel), a striking linear behavior (typical of a doped single-band
Mott insulator) appears showing that each orbital is only sensitive
to its doping away from the half-filled Mott insulator found at a
total population n ¼ 5, independently from the others. The dots
signal the values for the stoichiometric compound, having a total
population n ¼ 6. The same analysis is performed for dynamical
cluster approximation (DCA) calculations on the bidimensional
Hubbard model of Gull et al. [32], representative of the
pseudogap phase of underdoped cuprates, pointing to a common
mechanism.




Figure 7.1: Orbitally resolved quasi-particle weight Z↵ and orbital filling for doped BaFe2As2
and stoichiometric KFe2As2 (squares) taken from reference [40]. These were com-
puted within slave-spin mean field.
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The elementary mechanism leading to orbital selectivity in the iron bases materials can
be studied in the framework of cold atoms. We illustrate a simple comparison between
iron orbitals and Raman coupled 173Yb atoms used in cold atomic experiments for sim-
ulating orbital selective physics. In the following section we build a a theoretical basis
for a Raman coupled SU(3) symmetric version of the Hubbard that later in Chapter 8







Figure 7.2: Sketch of orbital selective system in different contextThe upper figure illustrates
the hybdidization of d orbitals in Iron atoms where the splitting of the levels is
induced by the Kanamori interaction which contains the Hund’s coupling. The
lower figure displays the nuclear spin mixing due to Raman coupling of a SU(N)
symmetric 173Yb gas.
7.3 selective insulators within three-component fermionic gases with
broken SU(3) symmetry and symmetric coupling
One of the simplest setups for studying selective phases is given by three-component
gas with couplings among the flavors that have a real amplitude. In this section we
review the results of Ref. [156], where the general formalism and a specific realization
of the Raman-induced breaking of SU(N) symmetry have been introduced.
In this work it has been introduced a coupling between different spin states which can
also be understood as hopping in a synthetic dimension with spin ladders as depicted
in Fig. 7.3 [156–158]. In the language of gauge fields and cold atoms, this choice
corresponds to zero magnetic flux and therefore this model addresses purely selective
physics coming from the interplay for an external field and Mott localization. The
general model Hamiltonian is given by

























where ĉ†i↵(ĉj↵) is the creation (annihilation) operator of a fermion with flavor ↵ at site
i and n̂i↵ = ĉ
†
i↵ĉi↵ is the corresponding number operator. amplitude t is the strength
of the nearest-neighbor hopping, U is the local repulsion among the fermions and µ
is the chemical potential, which controls the particle number of the system. Note that
here the formalism is not restricted to SU(3), but to N spin components. The so called
"Raman" matrix ⌧↵  is a N ⇥ N matrix and couples the internal degrees of freedom
locally. Considering only real amplitudes, the matrix is real and symmetric with zero
diagonal elements.
Raman coupling eigenvalues of the Raman fielda b
Figure 7.3: Raman coupling - hopping processes along synthetic dimensions Schematic illus-
tration of the SU(3)-Raman matrix emphasizing the interpretation of hopping pro-
cesses along synthetic dimension (left) and its corresponding eigenvalues (right).
In 173Yb cold atomic experiments the hopping processes along synthetic dimensions
can be realized by means of Raman transitions between the hyperfine states [157, 158].
In these setups set ups nearest-neighbor processes (⌧"#=0,N > 3) have been imple-
ment so far, though the coupling of next-nearest spin species and higher order can
be realized. In the following we will consider only the SU(3) case. Diagonalizing a
general SU(3) Raman matrix we obtain complicated eigenvalues [156], that display the
breaking of the SU(3) symmetry . For this theses we only consider ⌧"# = 0 where the




&#,  2 = 0,




&#, where the order 1, 2, 3 corresponds to the ordering from low-
est to highest eigenvalue and they are equally spaced. For sake of convenience and
clarity we are going to work in the basis which diagonalizes the Raman matrix. A
canonical transformation in spin space is possible since the interaction remains invari-
ant. For ⌧"& 6= ⌧&# and ⌧"# = 0 the normalized eigenvectors remain a little complicate
and moreover depend on the value of the couplings. However for ⌧"&, ⌧&# ⌘ ⌧, the
eigenvectors are independent of the couplings





































































All the calculations are performed in the Raman basis with flavors a = 1, 2, 3. In
addition of being formally simple it is also a good basis for characterizing the orbital
selective behavior since the Green functions and self-energies are diagonal in this basis
and therefore also the quasi-particle weight, that is a good quantity to describe a Metal
insulator transition.
7.3.1 Density-driven Mott transition within non-degenerate Raman levels
In this section we review some results about the Mott transition in the SU(3) system as
discussed in Ref. [156]. We recall the most conventional example in the SU(2) Hubbard
models. As it is well known, a Mott transition can be driven by the interaction U if the
occupation is fixed to an integer number, or by a change of the density which drives the
system towards an integer filling, as long as the interaction is large enough. For weak
interactions the model displays a Fermi-liquid behavior and for increasing interaction
undergoes a transition to a correlation driven Mott-insulator. In order to stabilize a
Mott phase the density per site has to be exactly integer, hence in the SU(2) case the
only possibility is one particle per site, which is the half-filling condition.
For SU(N > 2) a Mott state is possible for more integer fillings as long as they are
smaller then the total number of flavors, i.e generally for SU(N) hn̂i = m, m 2
1, ..,N- 1. A direct way to study the density-driven Mott transition is to follow the
evolution of the density as a function of the chemical pontential. This also entails the
evaluation of the charge compressibility  = @n/@µ, which is the derivative of the
density with respect to the chemical potential. When the latter quantity vanishes, a
gapped stated is reached, while a diverging compressibility signals the occurance of a
phase separation. Further information about the type of transition can be taken from
the effective masses m⇤, which diverge in a Mott localized state.
The SU(3) Hubbard model in the absence of ⌧ has three degenerate levels and under-
goes a Mott transition when the density corresponds to 1 or 2 fermions per site. Notice
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that in this case, and for every odd number of components, the Mott transition can not
happen at half-filling, which corresponds to 1.5 fermions per site. In the absence of
any symmetry breaking, the two Mott transitions occur at the same critical Uc ' 3.5D.
For finite ⌧/D the transition from a Metal to an insulator occurs for a smaller critical
interaction value Uc(⌧) < Uc(0) and it acquires a flavour-selective character which is
particularly evident in the the Raman basis We discuss the example of U/D = 2.5. InSELECTIVE INSULATORS AND ANOMALOUS RESPONSES … PHYSICAL REVIEW A 98, 063628 (2018)
In this section we will not repeat the analysis of Ref. [52]
but we will focus on the response of the system to the external
field. Since, as mentioned above, we will work in the basis
where the field are diagonal and their effect is similar to a
magnetic field, we will make a connection with the popular
case of magnetism in SU(2) Hubbard models. We will first
discuss the most general case, in which the three local eigen-
values obtained by diagonalizing the external field matrix are
nondegenerate, while in the second step we present results for
the case in which two levels remain degenerate.
A. Density-driven Mott transition for nondegenerate levels
In this section we present our DMFT results for the case
τ13 = 0 and τ12 = τ23 ≡ τ , corresponding to nearest-neighbor
hopping with open boundary conditions in the synthetic
dimension. With this choice, the eigenvalues of the field




2τ }. We will argue that
the numerical values of the eigenenergies do not strongly
influence the physics and that the results of this section are
representative of generic parameters leading to a nondegener-
ate local spectrum.
We can restrict ourselves to µ > 0, which corresponds
to a filling ranging from half-filled (n = 3/2) to fully filled
bands (n = 3). The information about negative values of µ
and densities lower than half filling is obtained by exploiting
the symmetry under a particle-hole transformation c†Ra →
(−1)RcRa plus an exchange of the flavor indices 1 ↔ 3 which
transforms the Hamiltonian (1) into itself but with µ →
−µ.In the presence of the field, we know from Eq. (6) that the
response to the external perturbation depends dramatically on
the degree of correlation of the system. Therefore, we expect
the highest deviation from the mean field to occur for values
of the chemical potential close to integer filling. In the absence
of a field, the three levels are degenerate and a Mott transition
occurs for n = 2 at the critical value Uc ∼3.5 D.
A simple way to visualize a metal-insulator transition and
the stability of a correlated system is to study the evolution
of the density as a function of the chemical potential µ. The
derivative of this curve is the charge compressibility κ =
∂n/∂µ. A vanishing compressibility corresponds to a gapped
state, while a divergent κ signals an instability of the system
towards phase separation. At the same transition the effective
mass m∗ (not shown) diverges, signaling that the particles
have been localized by the mutual repulsion.
In Fig. 3 we show the results for U/D = 2.5. In the
absence of a field we are below the Mott transition, as shown
by the τ = 0 curve, which smoothly grows as a function
of µ as for a metal. As τ is increased the n(µ) curves do
not change much until a critical value is reached, where a
plateau appears, signaling the opening of a Mott gap. We
are therefore in a region of interactions where the field turns
a metal into a correlation-driven insulator. This result may
appear counterintuitive, since the field represents a hopping
term in the synthetic dimension, which might be expected to
favor delocalization and metallic states.
We now show that this effect can be understood in terms
of a correlation-induced redistribution of weight between the
different local levels. In Fig. 4 we show the occupation num-





FIG. 3. Total density as a function of the chemical potential for
several values of τ/D and U/D = 2.5.
as a function of the chemical potential for fixed τ . Of course
the broken degeneracy implies that the three components
will have different occupation already for the noninteracting
system, but we will show that this imbalance is strongly
emphasized by strong correlations, in particular in the regions
where the density approaches the commensurate value n = 2
where Mott localization is possible.
For the smallest value τ/D = 0.025 (Fig. 4) the combined
effect of τ and the interactions is only a quantitative deviation
of the occupation numbers with respect to their values in the
symmetric case at τ = 0. Obviously the flavor with lower en-
ergy (labeled as 1) is more populated and the one with higher
energy (3) is less populated, but all the curves are monotoni-
cally increasing. No special behavior is found when the curves
cross the commensurate filling n = 2 (marked by a vertical
FIG. 4. Left Column: occupation numbers of the three fermionic
components as functions of the chemical potential for several values
of τ and U/D = 2.5. Right Column: effective masses of the three
fermionic components as functions of the chemical potential for
several values of τ and U/D = 2.5.
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Figure 7.4: Density driven Mott transition for raman coupled interacting SU(3) fermions The
total density n as a function of the chemical potential µ/D is shown for four selected
values of ⌧/D. The interaction strength is U/D = 2.5. Figure is taken from Ref.
[156].
the absence of the external field the interaction value is too low for a Mott state and
the curve grows smoothly for increasing µ as shown in Fig. 7.4. The behavior does not
change until a critical value of ⌧ is reached. Fig. 7.4 shows ⌧/D = 0.20 for which the
density displays a dramatically different behavior as for lower and zero ⌧ values. The
smooth increasing behavior is interrupted by a clear plateau at hn̂i = 2 in a range of
chemical potential 1 < µ . 1.9. This plateau marks the existence of an incompressible
state and the opening of Mott gap.
These result demonstrate that, if we fix t e interaction to U = 2.5D, we observe a
transition from a metal to correlation-driven insulator by switching a sufficiently
large ⌧. This esult may appear very counterintuitive especially if we use the language
of the synthetic dimension, where ⌧ acts as a hopping in the fi ite extra dimension
defined by the internal- pin state.
Intuitively, one might expect the opposite effect, that the critical int ra tion value Uc is
pushed to a larger value by ⌧ because an extra hopping channel is expected to favour
delocalized metallic states over the localized Mott insulator.
The reason for this intriguing opposite behavior is due to the correlation-induced redis-
tribution of fermionic density between the itinerant states corresponding eigenstates
of the local Raman matrix. In other words the main effect of ⌧ is to build linear com-
binations of the original spin components which turn out to localize more easily than
the original fermions. In order to understand this effect it is necessary to analyze
flavour-selected properties.
The left panel of Fig. 7.5 shows the orbital-resolved densities in the Raman basis as
function of µ/D for three selected values of ⌧. It is clear that due to broken SU(3)
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In this section we will not repeat the analysis of Ref. [52]
but we will focus on the response of the system to the external
field. Since, as mentioned above, we will work in the basis
where the field are diagonal and their effect is similar to a
magnetic field, we will make a connection with the popular
case of magnetism in SU(2) Hubbard models. We will first
discuss the most general case, in which the three local eigen-
values obtained by diagonalizing the external field matrix are
nondegenerate, while in the second step we present results for
the case in which two levels remain degenerate.
A. Density-driven Mott transition for nondegenerate levels
In this section we present our DMFT results for the case
τ13 = 0 and τ12 = τ23 ≡ τ , corresponding to nearest-neighbor
hopping with open boundary conditions in the synthetic
dimension. With this choice, the eigenvalues of the field




2τ }. We will argue that
the numerical values of the eigenenergies do not strongly
influence the physics and that the results of this section are
representative of generic parameters leading to a nondegener-
ate local spectrum.
We can restrict ourselves to µ > 0, which corresponds
to a filling ranging from half-filled (n = 3/2) to fully filled
bands (n = 3). The information about negative values of µ
and densities lower than half filling is obtained by exploiting
the symmetry under a particle-hole transformation c†Ra →
(−1)RcRa plus an exchange of the flavor indices 1 ↔ 3 which
transforms the Hamiltonian (1) into itself but with µ →
−µ.In the presence of the field, we know from Eq. (6) that the
response to the external perturbation depends dramatically on
the degree of correlation of the system. Therefore, we expect
the highest deviation from the mean field to occur for values
of the chemical potential close to integer filling. In the absence
of a field, the three levels are degenerate and a Mott transition
occurs for n = 2 at the critical value Uc ∼3.5 D.
A simple way to visualize a metal-insulator transition and
the stability of a correlated system is to study the evolution
of the density as a function of the chemical potential µ. The
derivative of this curve is the charge compressibility κ =
∂n/∂µ. A vanishing compressibility corresponds to a gapped
state, while a divergent κ signals an instability of the system
towards phase separation. At the same transition the effective
mass m∗ (not shown) diverges, signaling that the particles
have been localized by the mutual repulsion.
In Fig. 3 we show the results for U/D = 2.5. In the
absence of a field we are below the Mott transition, as shown
by the τ = 0 curve, which smoothly grows as a function
of µ as for a metal. As τ is increased the n(µ) curves do
not change much until a critical value is reached, where a
plateau appears, signaling the opening of a Mott gap. We
are therefore in a region of interactions where the field turns
a metal into a correlation-driven insulator. This result may
appear counterintuitive, since the field represents a hopping
term in the synthetic dimension, which might be expected to
favor delocalization and metallic states.
We now show that this effect can be understood in terms
of a correlation-induced redistribution of weight between the
different local levels. In Fig. 4 we show the occupation num-
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several values of τ/D and U/D = 2.5.
as a function of the chemical potential for fixed τ . Of course
the broken degeneracy implies that the three components
will have different occupation already for the noninteracting
system, but we will show that this imbalance is strongly
emphasized by strong correlations, in particular in the regions
where the density approaches the commensurate value n = 2
where Mott localization is possible.
For the smallest value τ/D = 0.025 (Fig. 4) the combined
effect of τ and the interactions is only a quantitative deviation
of the occupation numbers with respect to their values in the
symmetric case at τ = 0. Obviously the flavor with lower en-
ergy (labeled as 1) is more populated and the one with higher
energy (3) is less populated, but all the curves are monotoni-
cally increasing. No special behavior is found when the curves
cross the commensurate filling n = 2 (marked by a vertical
FIG. 4. Left Column: occupation numbers of the three fermionic
components as functions of the chemical potential for several values
of τ and U/D = 2.5. Right Column: effective masses of the three
fermionic components as functions of the chemical potential for
several values of τ and U/D = 2.5.
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Figure 7.5: Flavor resolved densites (left) and effective masses (right) as a function of the chem-
ical potential µ/D is shown for four selected values of ⌧/D. The interaction strength
is U/D = 2.5
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symmetry one expects already in the non-interacting case that the different states of the
Raman basis have different occupations because they have different energy. The main
point is that the interactions emphasize this effect, leading to a further differentiation
in the occupations of the various levels, which becomes particularly strong in the Mott
insulating state.
In the interacting regime with U/D = 2.5 and ⌧/D = 0.025 the values of the orbital-
resolved densities deviate from each other, but remain with the same metallic behavior
as in the absence of the external field (first panel of Fig. 7.5). Further increasing ⌧ the
effective splitting between the Raman states gets enhanced until tau is strong enough
to polarize the densities to integer filling hn̂1i = hn̂2i = 1 and empty occupation
hn̂3i = 0 with total density hn̂i = 2 as shown in the last panel of Fig. 7.5. This effect is
attributed to the large orbital polarizability due to strong correlations, a result which
is connected with the large spin susceptibility of a standard SU(2) Hubbard model.
Though the interaction strength U/D = 2.5 would be too weak to induce a Mott local-
ized state, the Raman coupling indeed, pushes the degree of correlation to sufficient
strong level and triggers a strongly orbital selective system.
In order to understand the flavor resolved transition and the "Mottness" of the fermionic
mixture, we analyze the corresponding effective mass renormalization m⇤↵/m (where
m is the bare mass of the lattice fermions in the absence of the interactions) which are
presented in the right column of Fig. 7.5. Generally, this quantity is a good indicator
for a Mott transition by measuring the reduction of the components coherent motion.
In the eigenstate basis of the Raman field this quantity is diagonal and from a theoret-
ical point of view easily analyzed, however the direct comparison with experiment is
not straightforward, because this quantity is not easily or directly accessible. A thor-
ough comparison between theory and experiment will be carried out in the the next
chapter, where we will also address the observables which are more easily compared
with experimental measurements. Here we focus on a purely theoretical study which
highlights the basics of our understanding of orbital selectivity in three-component
Fermi systems.
In the metallic case (⌧ = 0.025 and 0.10) the effective masses m⇤↵/m have maxima
around hn̂i = 2, but do not diverge as they suppose to in the conventional Mott transi-
tion. The lifted degeneracy of the flavor levels is reflected in the values of the effective
masses, but the behaviors as a function of the chemical potential are similar, with a
maximum around the chemical potential where the total density approaches hn̂i = 2
Note that the largest effective mass corresponds to the least occupied orbital (i.e., the
one which is highest in energy).
Increasing ⌧ we find that the effective masses of the two least populated species
grow substantially suggesting that the system is entered in a highly-correlated "heavy-
fermion" regime with m⇤↵/m ' 10, while the most populated species has a much
smaller effective mass. Finally, where the Mott insulator is reached (lowest panels),
we find a tendency towards a divergence of the effective mass of the lowest populated
species when the chemical potential approaches the region where the Mott insulator
is stable. The effective mass in not defined in this latter region, where there are no
mobile quasiparticles.
Hence, the work of Ref. [156] has shown that a Raman coupling ⌧ makes Mott localiza-
tion easier, and induces strongly orbital-selective effective mass renormalization effects.
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M O T T T R A N S I T I O N O F T H R E E - C O M P O N E N T 173 Y b G A S E S I N
A N O P T I C A L L AT T I C E
8.1 introduction
The previous chapter introduced "orbital selectivity" as the key concept for understand-
ing various orbital materials and established a theoretical basis on the most elementary
orbital decoupling mechanism. In order to narrow down the notion of orbital selective
Mott transition, a simple SU(3) -symmetric Hubbard model designed to be realized in
cold-atom experiments was analyzed in the previous chapter. The main interest of this
part of the present thesis is to unveil the microscopic mechanism and build a direct
connection with the experimental framework of ultracold gases in optical lattices. Gen-
erally, quantum simulations with cold atoms are highly controllable and a broad range
of parameter regimes can be studied [9, 52, 120]. Though this statement is true, each
cold atomic experiment has specific restrictions, while being flexible in other aspect.
The following study on the orbital selective Mott transition was performed in collab-
oration with the experimental group led by Leonardo Fallani at LENS and University
of Florence and it was directly inspired by the work explained in the previous chapter.
For this SU(N) experiment it was more convenient to implement an asymmetric tun-
able coupling between the flavors, more specifically, out of three flavors only two have
been coupled. This novel set up, which is slightly different than the model explained
in the previous chapter, needs a new basic theoretical study, that is provided in this
chapter. After the purely theoretical study, a realistic and direct connection with ex-
periment is built by including the effects of a harmonic potential by means of a local
density approximation and the real experimental parameters are used. This allows
us to compare the results of the experiment with our theoretical study. The elusive
microscopic mechanism leading to orbital selectivity in multi-orbital materials can be
verified by the cold atomic experiment and is in good agreement with our theoretical
study.
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8.2 experimental procedure towards microscopic mechanism of or-
bital selectivity
Before we simulate the experimental scenario within our theoretical framework, we
present in some detail the experimental procedure and measurements used to detect
the orbital selectivity of the electronic correlations. The experiment is based on 173Yb,
the fermionic isotope we have discussed before in section 2.3. In order to realize a
situation close to the proposal of Ref. [156] only three of the six components are
selected as depicted in Fig 8.1.
spin 
polarized
Figure 8.1: Spin manipulation exploiting 1S0 ! 3P1 transition within sequential optical
pumping Schematic representation of spin preparation defining the SU(N 6 6)
spin mixture. Via optical pumping the number of components can be manipulated
through  + and  - polarized beams
These SU(3) symmetric nuclear spin states ±52 \ -
1
2 are realized by means of opti-
cal pumping schemes [66]. The main goal is to select and manipulate the nuclear
spin states selectively which can be achieved by exploiting magnetic fields. Coupling
two states by means of two-photon Raman coupling, breaks the SU(3) symmetry thus
creates dressed eigenstates states. As we discuss below, it is convenient from the ex-
perimental point of view to consider a system where only two flavors are coupled and
the mixture of the three flavours has the same population.
8.2.1 Experimental procedure towards the Raman ground-state
In this subsection we discuss some general aspects of the present experiment and in
particular of the interactions and densities which are realized experimentally and that
define the theoretical model that we will address in the following.
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The ground state of the Raman coupled Fermi-Hubbard model is achieved by initializ-
ing an unbalanced SU(2) sample composed of optimized |±5/2i = |", #i nuclear spin
states. That means the population of each spin state was carefully adjusted by mod-
ifying the frequencies involved in the optical pumping scheme in order to obtain a #
sample that is 2/3 of the entire atomic population. Then the SU(2) sample including
the " and # with N"/2 = N#/2 = Nat/3 is loaded in the deep 3D lattice by performing
two step intensity lattice spline ramps [66]. This seemingly peculiar initial configura-
tion, allows the experimental group to create a balanced sample composed of an equal
steady population including all the three flavors ", &, # coherently coupled. At this
stage the spin states can be coupled and the SU(3) is explicitly broken. The coupling
is implemented using 556nm Raman beams that are detuned by 1758MHz compared
to the single-photon transition g !3 P1. The  + - transitions get excited by choosing
the polarization of the beams orthogonal to the quantization axis, i. e in the horizon-
tal plane, followed by a linear spin-level splitting due to the external magnetic field
mentioned earlier. Since the level splitting is linear several spin-state combinations are
separated by the same energy shift and undesired states are also obtained. This issue
is solved by Raman processes involving spin-resolved light shifts [65]. The following
point is crucial in order to understand why only two spin states are coupled instead
of three as in the proposal by Ref. [156]. For each external magnetic field and light
power of the Raman beams an energy shift is created for which the precise resonance
condition has to be found that matches the two photon processes. This experimental
procedure is quite challenging thus coupling only two levels is more convenient and
sufficient enough to study selectivity. After this procedure, the experimental group
prepared an equal mixture of atoms in the three nuclear spin states (orbitals) +5/2 ⌘",
-1/2 ⌘&, -5/2 ⌘# under the constrain N5/2 = N-1/2 = N-5/2.
The coupling strength ⌧ is directly measured from the Rabi oscillations [66] with fre-
quency ⌦R = 6t/⌧. After the adiabatic ramp the experimentalists obtain dressed states
which are equally populated by the three flavors. This feature is very important and
it forces us to focus on the equal flavour density distribution also in our theoretical
calculations. When the dressed state is prepared they measure the number of atoms
in double occupied sites without resolving the spin nature of the pairs (-5/2,-1/2) or
(-5/2,-5/2).
Finally, the strength of the on-site repulsion is controlled via a modulation of t the lat-
tice depth s. The sample is loaded in 3D optical lattices with lattice depth s[ER], which
corresponds to the values of the on-site Hubbard repulsion given in the following ta-
ble. Within one experimental cycle all parameters remain unchanged and only Nat is
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8.2.2 Measurements to detect Mott transitions and selective correlations
In this section we present some details of the experimental strategy used to study
orbital-selective correlations and Mott physics. In general a Mott transition is charac-
terized by several quantities and observables, such as the behavior of the density, the
compressibility and the double occupation as well as the quasi-particle weight. From
a theory point of view several methods exist in order to compute the desired quan-
tities rather easily. However, in cold atomic set ups due to experimental procedures,
not all these observables can be directly measured. Fortunately, the number of doubly
occupied lattice sites, often called doublons, can be measured in different ways and it
provides a direct information about Mott localization and lack thereof [66, 159]
The derivative of the number of doublons D with respect to the total particle number
N @D/@N provides a direct information about the rigidity of the Mott state, somehow
similar to the compressibility. If the system is a metal, adding new particles, natu-
rally leads to new doublons, while in a Mott insulator, the energetic cost of double
occupancy is reduced.
In general terms, the number of doubly occupied sites can be measured experimentally
by photoassociation spectroscopy [71], a process involving two atoms form a bound
state by absorbing a photon. It is a versatile tool and can be applied to a broad range
of problems such as measuring pair correlations in strongly correlated matter. This
technique is very complicated and we advise the reader to study reference [66, 71] for
more details. In this experiment photoassociation is used to determine the atom-loss
spectrum by applying a photoassociation pulse in order to remove multiply-occupied
lattice sites. The atom-loss spectrum is determined by taking the difference of the
probe when the photoassociation transition is excited due to shining resonant light
(red light) and afterwards with off-resonant light (blue light).
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Measuring doublons number
10-05-19          Firenze-Trieste Meeting          L. F. Livi
s = 4 s = 8 s = 12
t = 170 Hz   U = 473 Hz   U/(6t) = 0.43 t = 61 Hz  U = 964 Hz   U/(6t) = 2.6 t = 24 Hz   U = 1414 Hz  U/(6t) = 9.6
Figure 8.2: Experimental doubly- and triply-occupied sites as a function of the number of
atoms The number of doubly occupied sites as a function of the number of atoms
is shown for three different values of the trapping potential, which correspond to
increasing U/D going from left to right. the bottom panel shows the average over
the grey area as a global measure of the double occupation plotted as a function
of U/D. The reduction of doublons as a function of the interaction strength is
apparent.
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The only problem of this approach is that, for a three-component system, the probe
is sensitive both to double occupations and to triple occupations (triplons), and the
measured signals is the sum of the two. However, if we focus on the Mott transition
around hni = 1, the number of triplons is expected to be much smaller than that of
doublons hTi ⌧ hDi, as we will show explicitly in the following.
In Fig. 8.2 we show the evolution of doublons (including triplons) as a function of the
number of atoms in the absence of ⌧ for three values of the lattice depth s = 4ER which
correspond to increasing values of U/D moving from the left to the right.
The physical picture is quite simple. If the interaction is not sufficient to drive a Mott
transition in the absence of Raman coupling, the number of doubly occupied sites
grows smoothly and steadily by increasing the number of sites, as expected in a metal-
lic state, where the creation of doublons is not inhibited by the Hubbard interaction.
Upon increasing the Hubbard repulsion U in the absence of ⌧ one naturally observes
a pronounced decrease in the multiple-occupied lattice sites which is a first signature
towards a localized phase. The dependence on the number of atoms also highlight
the onset of a Mott state. If the number of particles is relatively small, adding more
particles does not increase the double occupancies, because many empty lattice sites
are available. When the number of particles reaches the number of available sites (de-
termined in turn by the strength of the trapping potential), double occupancy becomes
energetically costly, hence it is unfavoured. This leads to a global decrease of D which
grows slowly as the number of particles in enhanced.
In order to provide a global estimate of the degree of correlation and to improve the
statistics, an average over the region marked in grey has been performed and used
as the experimental estimate of the number of doublons (plus triplons) in the system.
This is the marker of the degree of correlation that will be used in this chapter.
More concretely, the numbers we will present in comparison between experiment and











































Figure 8.3: Experimental phase diagram The experimentally obtained phase diagram shows
the doublon fraction as a function of U and ⌧ and shows a clear reduction of dou-
blons upon increasing the given parameters. The main points were measured and
optically completed by interpolation. The figure is taken from Ref. [66]
Using this quantity we can draw a kind of exprimental phase diagram which is con-
structed as an intensity plot of the doublon fraction D/N. The results, summarized
in Fig 8.3, exhibit a clear tendency towards reduction of doubly occupied sites upon
increasing the interaction, but also by increasing the Raman coupling. This confirms
already one of the two qualitative results we discussed in the previous chapter, namely
the increased tendency towards Mott localization induced by increasing the Raman
coupling, at odds with its interpretation in terms of hopping in the synthetic dimen-
sion.
In this section we do not show experimentally obtained results on the flavor resolved
measurements since we include them in the theory discussion, which follows in the
next sections. However, while a measure of the total number of doubly occupied sites
is sufficient to detect a standard Mott transition, the investigation of an orbital-selective
behavior requires to resolve the different kinds of doublons hn̂↵n̂ i, where ↵ and  
span the different spin components, as we wil discuss in the following. Fortunately,
the photoassociation spectroscopy can be adapted to achieve this goal. In particu-
lar orbital-resolved doublons can be detected applying a magnetic field which splits
the photoassociation transition into three different transitions centered at different fre-
quency, each corresponding to one of the three combination of the three spin flavors
[71], as shown in Fig. 8.4. To be more precise, the number of each kind of doublon
can be addressed by performing three different high-magnetic field (60G) spectroscopy
runs starting from a SU(2) mixture of each flavor combination. The singular address-
able resonances are reported in Fig 8.4 and allow to identify the frequency and thereby
the flavor combination.

























Figure 8.4: Spectroscopies near the photoassociation resonance frequencies The photoasso-
ciation transition at the frequency marked with a red line, splits by applying a
magnetic field of 60G into three peaks corresponding to each flavor resolved dou-
blon pair. This technique is used to selectively address different spin mixtures and
thereby the detection of doubly occupied sites can be distinguished among the fla-
vors. The figure is taken from Ref. [66] and a little modified
8.3 orbital selective mott transition within non-degenerate raman
levels and asymmetric coupling
In the previous section we discussed the experimental procedure for realizing and
detecting an orbital selective Mott insulator inspired by the proposal of Ref. [156]. The

























where again ĉ†i↵(ĉj↵) is the creation (annihilation) operator of a fermion with flavor ↵
at site i and n̂i↵ = ĉ
†
i↵ĉi↵ is the corresponding number operator. The next-neighbor
hopping is tuned by t, U is the Hubbard repulsion among the flavors and µ controls
the total particle number per site i. The crucial and peculiar constituent of the model









Note that compared to the model in the previous chapter, the matrix has diagonal
terms, yet it remains traceless and hermitian. The off-diagonal term connecting com-
ponents & and # is the Raman coupling which, as we discussed in section 7.2 here
couples only two species, leaving the third uncoupled. The diagonal term is instead
introduced in order to impose that the population of the three flavours are the same,
as in the experiment. As it will become explicit in the following, for h = 0 and total
densities in the range we are interested in, ⌧ favors the population of the two coupled
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spins & and # (which remain identical) with respect to the uncoupled spin ", namely
n& = n# > n". Therefore the terms proportional to h are introduced to counteract this
unbalance and reproduce the experimental condition n& = n# = n".
This implies that, in our calculation, we do not simply need to adjust the chemical
potential to obtain the desired total density, but we also have to adjust the value of h to
obtain equal populations. Fig. 8.5 gives a cartoon of the effect of the field h where the
position of the various spins is meant to represent the densities of the spin species. This
field is necessary for achieving that all the flavour densities are equal in accordance to
the experimental procedure. The interpretation of a hopping in a synthetic dimension
seems here less authentic, since the hopping is only among two synthetic sites, while
one synthetic site is uncoupled.
Raman coupling imbalance fielda b
Figure 8.5: Raman coupling and population imbalance field for experimental set up A
schematic drawing of the SU(3) Raman coupling ⌧, where only two flavors are
coupled (left and the imbalance field h for controlling the flavor resolved density
population hn↵i
8.3.1 Eigenstates and basis transformation from Raman basis to physical basis
For convenience reasons the computation within DMFT of the occupation numbers
and other relevant quantities was performed in the Raman basis - the basis, where ⌧̂ is
diagonal. Diagonalizing ⌧̂ gives the eigenvalues








(h+ 2⌧) (Raman coupled flavor)
(8.5)
with corresponding eigenvectors v1 = (1, 0, 0), v2 = 1/
p
2(0, 1, 1), and v3 = 1/
p
2(0,-1, 1)
Note that for adjusting the equal density distribution, the inequality  3 >  1 >  2 is
always satisfied. Moreover the unitary matrices to transform from the Raman to the
physical basis and vice versa does not depend on the parameters, ⌧ and h. With this
information we can write down the relation between the flavor resolved density and
flavor resolved double occupancy in the physical basis by expressing the creation and
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since in the physical basis we need all densities to be equal, we must have hc†2c3 +



















In the physical basis we expect hn̂"n̂&i = hn̂"n̂#i and therefore hn̂1ĉ†2ĉ3 + n̂1ĉ
†
3ĉ2i = 0
We also need quantities in the the physical basis such as the self-energy and the quasi-
particle weight, which is obtained from the self-energy. The post processing procedure
can not be directly applied to the quasi-particle weight with the same transformation
use for the densities, but first the constituents for the Dyson equation have to be inde-






Since we don’t have off-diagonal terms with respect to the Raman index, we obtain for






































































Then, we can evaluate the quasi-particle weight in the physical basis from the self-









After having established how the important observable can be computed, we can
finally move to the DMFT calculations for our experimentally-driven set-up for an
orbital-selective three-component Mott transition.
Before discussing the Mott transition and its orbital-selective character, we discuss in
some details the evolution of the observables as a function of the chemical potential µ
and the results for the field h necessary to obtain democratic occupation of the physical
orbitals.
This study, besides helping us to characterize the Mott transition in a similar way as
what has been done in Ref. [156], is also important in view of the comparison with
experiments, where we have to consider an inhomogeneous system in the presence
of a harmonic trap. This will be handled by means of a local-density approximation,
where the density in a given position of the trap is obtained solving for a homogenous
system with the chemical potential fixed by the local value of the trapping potential.
All the calculations that we present are performed using an exact diagonalization solver
(see section 3.4) at zero temperature using a Lanczos/Arnoldi diagonalization. This
choice does not allow in principle a direct comparison with the experiments, which
are performed at a finite temperature, which is typically a non-negligible fraction of
the Fermi energy.
However, we prefer to start from T=0 for several reasons
• The T = 0 study highlight the intrinsic groundstate physics of the system. Tem-
perature effects are expected to partially wash out these features. On the other
hand, it is well known that the fingerprints of the Mott transition can be observed
at fairly high temperatures
• The experimental temperature is not directly accessible and a rather involved
comparison with theory is necessary. This is particularly true when the atoms
are loaded in an optical lattice. This means that we can not just simulate the
system at a given experimental temperature
• Using our ED solver, finite temperature calculations are particularly demanding,
especially when the trapping potential has to be taken into account. Consider-
ing also the above points, we preferred to complete a systematic study at zero
temperature instead of just a few selected finite-temperature calculations.
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All the calculations are performed on a Bethe lattice and with Ns = 6 bath sites in
the exact-diagonalization discretization of the bath. The convergence of the results for
static observables as a function of Ns has been verified.
In Fig. 8.6 we plot the evolution of the field h and the corresponding eigenvalues
of the Raman matrix that we obtain for a fixed value of U/D = 2.61 and varying the
chemical potential requiring that n" = n& = n#. It turns out that for every value of the
physical parameters, the order of the eigenvalues remains the same as in the absence of
h with the uncoupled flavor always being the intermediate-energy state, while the odd
combination of the coupled spins always has lower energy and the even combination
higher energy. In the right panel we also highlight the fact that the evolution of the
h-field as a function of the chemical potential µ follows the same behavior for a wide
range of values of ⌧.
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Figure 8.6: Left: the eigenvalues of the Raman matrix are shown for ⌧/D = 0.25 as a function of
mu/D. The eigenvalues are determined specifically to adjust the flavor densities to
be equal in the physical basis for each chemical potential, i. e hn"i = hn&i = hn#i.
The order of the eigenvalues remains the same for each µ and each ⌧ value. Right:
for selected values of ⌧ the field h for controlling the flavor imbalance is shown as
a function of the chemical potential µ.
We can then move to the evaluation of the observable as a function of the chemical
potential. In the left panel of 8.7 we plot the total density as a function of the chemical
potential for U/D = 2.61, one of the values which are used in the experiment. This
analysis follows directly what we reproduced from Ref. [156] in Chapter 7.
In the absence of ⌧ we find that n(µ) grows with µ without any plateau or anomaly.
This testifies that the system is in a metallic state for every density, as expected as
U < Uc ' 3.5D.
When we switch on ⌧ the curves tend to flatten horizontally around total densities
hn̂i = 1 and 2 and plateaux are find for ⌧ = 0.40 which correspond to a vanishing
compressibility  = @n/@µ signalling the onset of a Mott insulating regime induced by
the Raman field which closely reminds the result of Ref. [156] .
In the second and third panels, we show the evolution of double occupation hd̂i =
hn̂"n̂&+ n̂"n̂#+ n̂&n̂#i and triple occupation ht̂i = hn̂"n̂&n̂#i. Clearly both quantities
grow as the chemical potential increases thereby increasing the density. The Mott
plateau are however associated with a slower growth which correspond to the higher
energy cost of multiple occupation determined, in this specific case, by the Raman field.
8.4 occupation distribution 127
Precisely this information will be used in the experiment to point out the selective
nature of correlations.
This plot also shows clearly that in the region of chemical potential corresponding to
hni = 1 the number of triply occupied sites is negligible with respect to doubly occu-
pied sites. Hence, we can interpret the experimentally measured quantity as basically
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Figure 8.7: The occupation distribution as a function of the chemical potential µ/D is shown
for ⌧/D = 0 and 0.4. The first panel shows the total density hni = hn" + n& + n#i,
the second panel the total double occupation hdi = hn"n&+n"n#+n&n#i and the
last panel the triple occupation hti = hn"n&n#i
8.4.0.1 Mott transition at n↵ = 1/3 for a homogeneous system
We are now in the position to study the model which describes the system realized in
the 173Yb-experiments. Before entering a more direct comparison with the experimen-
tal results, we first characterize the Mott transition and its orbital-selective properties
in a hypothetical homogeneous infinite systems, which represents the idealized ver-
sion of the experimental set-up. We consider a homogeneous system at a density of
one fermion per site and we study the evolution as a function of U/D tracking the
standard correlation-induced Mott transition and the possibility of an orbital-selective
degree of correlation. In the Mott state with density hn̂i = 1 in the physical basis the
occupation is distributed with hn̂↵i = 1/3, ↵ =", &, #, while in the Raman basis the
population is ordered according to hn̂1i = 1/3, hn̂2i = 2/3 and hn̂3i = 0. Therefore
we have performed single-site DMFT calculations and optimized the flavour-resolved
controlling parameter h and the density controlling parameter µ in order to fix hn̂i = 1
and hn̂↵i ⌘ 1/3 for ↵ =", &, # following the evolution as a function of the two control
parameters, the interaction U and the Raman coupling ⌧. Each pair of U and ⌧ requires
a new set of µ and h, which makes the present calculations significantly more demand-
ing than those of Ref. [156], where the densities of the different species where left free
to adapt to the value of ⌧ and the field h was not present.
We focus on the typical observables which allow to track a Mott transition, namely
the quasiparticle weight Z↵ and the double occupancy d↵ , which in the present case
obviously depend on the orbital indices.
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Figure 8.8: Interaction driven Mott transition with Raman coupling The flavor resolved quasi-
particle weight Z (left) and the flavor resolved double occupations d↵  (right) are
shown as a function of interaction strength U/D for selected values of Raman cou-
pling ⌧/D = 0.0, 0.40 (dark to bright). The total density hn̂i = hn̂" + n̂& + n̂#i = 1
is always fixed where each flavor contributes a third of the total density.
The main outcome of the analysis is that the field ⌧ favors Mott localization, similarly
to what we discussed in Chapter 7, and its orbital-selective nature. The two coupled
flavours indeed become localized much more easily (for a much smaller U) than the
uncoupled flavour.
Notice that this result is not a trivial generalization of [156]. While the choice of a
Raman field coupling only two species is not expected to change the picture, since in
the Raman basis the structure of eigenvalues is the same as for the nearest-neighbour
coupling including all three flavors, the constraint hn̂"i = hn̂&i = hn̂#i = 1/3 could
in principle change the picture, as it reduces the tendency towards orbital polarization
in the Raman basis, which can be very strong when the interaction is large. However,
the results that we report in the following demonstrate that the suppression of the
polarization does not spoil the two main results, namely the reduction of the critical U
for a Mott transition and the emergence of orbital-selective correlations.
In Fig. 8.8 (a) we show the flavour-resolved quasi particle weight Z↵ (left) for the
uncoupled species " and for the two coupled species # and &. Since the Raman
term couples the two latter components symmetrically, they have the same value for
the quasi-particle weight and other observables. It is evident that, as soon as ⌧ is
switched on, the coupled species acquire a significantly smaller Z and a much stronger
dependence on ⌧with respect to the " spin. This is the most direct, at least theoretically,
signature of orbital selectivity.
Moreover one finds that the two coupled orbitals undergo a Mott transition for a critical
value UOSMT (⌧) < Uc(⌧ = 0). Specifically for quite large ⌧ = 0.40 and ⌧ = 0.80 the &
and # components are freezing their motion already around U/D = 2.0 and U/D = 1.0
respectively, which is a very weak interaction compared to Uc(⌧ = 0)/D ⇡ 3.5. On
the other hand, the uncoupled component remains metallic also above UOSMT (⌧ > 0).
Still we find that Z"(U) approaches zero at Uc(⌧ > 0) < Uc(⌧ = 0), where the full
system becomes Mott insulating.
To summarize these first results, ⌧ generally increases the overall degree of correlations,
even if in a substantially orbital-selective way, and induces a collective Mott insulating
state at an earlier Uc(⌧ > 0).
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In Fig. 8.8 (b) we show the flavour-resolved double occupation d↵ (U) corresponding
to Z↵(U). As we already discussed, these quantities are particularly important because
they are directly measured in the experiments that accompany our theoretical work. As
we shall see, these observables complete the infomation obtained by the quasiparticle
weight which, despite being a theoretically useful concept, cannot be measured in an
equally direct way.
As a matter of fact, also in this case, we have only two independent quantities, namely
d↵ (U) where one of the two indices is the uncoupled species " and the case where
both indices belong to the coupled subset d#&(U). We clearly see that the first quantity
is only weakly affected by ⌧, similarly to Z", signaling that the uncoupled species dom-
inates in this correlator. On the other hand, the double occupancy involving the two
coupled species reflect the localization of both components and tracks the vanishing
of the corresponding quasi-particle weight. The strong sensitivity of these orbital-
selective double occupancy is a first important indication in light of the comparison
with the experiments.
In order to better highlight how the Raman coupling ⌧ favours orbital-selective Mott
transitions, in Fig. 8.9 we show the evolution of the quasiparticle weights Z↵ and of the
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Figure 8.9: Raman coupling driven Mott transition of interacting SU(3) fermions The flavor
resolved quasi-particle weight Z (a) and the flavor resolved double occupations d↵ 
(b) are shown as a function of the Raman coupling tau/D for U/D = 2.61 is shown.
The total density hn̂i = hn̂" + n̂& + n̂#i = 1 is always fixed where each flavor
contributes a third of the total density.
The plots clearly show that the coupled species become Mott insulating rather rapidly
as a function of U while, for these two values of the interaction, the uncoupled species
remain metallic even for quite large ⌧.
The most interesting aspect that this plot highlights is that Z" and d"# not only remain
finite, but they are essentially constant as a function of ⌧ up to values of the order of
0.8 (we show in the plot only up to 0.4), twice as much as the critical ⌧ for orbital-
selective localization. This region suggests that, as soon as the coupled species Mott
localize, they are essentially out of the game. Further increasing ⌧ has not a huge
effect on the uncoupled species, even if one has to keep in mind that the three flavours
are always coupled by the SU(3)-symmetric Hubbard interaction, which makes this
effective decoupling an interesting and non-trivial phenomenon.












Figure 8.10: Theoretical phase diagram on orbital selective phases The phase diagram was ob-
tained with single site DMFT calculations under the constrain hn̂i = 1, hn̂↵i = 1/3.
Flavor resolved quasi-particle weight is the main indicator in the determination of
the phase regions. Computed values are denoted with dots: pink (metallic), blue
(osmit), green (MIT)
We summarize the results presented in Fig. 8.8 and Fig. 8.9 and complete them by more
values of ⌧ and U (which are not shown in these figures for the sake of readability) in
a phase diagram Fig 8.10. The determination of the phase boundaries are determined
the behavior of the quasi particle weight as follows. In principle the Mott transition
and its orbital-selective version are associated with a vanishing quasiparticle weight.
Operatively, in drawing the diagram we consider a state metallic when the Z↵ of all
the flavors is larger or equal than 0.05 and a Mott state when they are smaller than
0.05. The orbital selective phase is characterized by the mixture of these conditions,
i.e Z"(⌧,U) >= 0.05 and Z&,#(⌧,U) < 0.05. Therefore, the phase boundaries can be a
little blurry but the overall trend is sharp. The choice of this cutoff has been motivated
by the discreteness of the bath. In a future work, we will clean this result, at least for
specific values of the interaction, performing a systematic study as a function of Ns
and of the fictitious inverse temperature   used to define a Matsubara frequency grid
even if the calculation is performed at T = 0. We underline that this extrapolation is
particularly demanding in this specific case because of the need to adjust the field h.
8.5 the experimental set-up : local density approximation
As we mentioned above, the experimental realization of our system requires the pres-
ence of a harmonic trapping potential which constraints the atoms in a portion of space.
Therefore the quantum fluid experiences, besides the optical lattice, also an inhomoge-
neous potential whose effect must be taken into account. The effect of the potential can
be indeed also qualitative, as phases with a larger density can be hosted by the central
region of the trap, leaving the external region to lower-density states. This can in-
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deed favour phase separation and inhomogeneities, in particular in strongly correlated
systems, where intrinsic tendency towards phase separation has been reported.
The effect of the trap can be easily described theoretically in terms of a site-dependent
single-particle potential, which one can also treat as a site-dependent chemical poten-
tial µ(⇢), where ⇢ identifies a lattice site in terms of its distance from the center of
the trap, where the trapping potential is conventionally taken as zero. The two con-
tributions to the single-particle potential are the standard site-independent chemical
potential µ0 that controls the total particle number and a local potential strength V(⇢),
i.e.,
µ(⇢) = µ0 - V(⇢), (8.16)









with ↵ = hhftrapi/ER, ftrap is the trap frequency and ER is the recoil energy.
For comparing to the experimental data it is convenient to express all energies in units
of the recoil energy ER instead of half of the bandwidth D = 6t. For example we can







Furthermore, typically one measures the energies in terms of the corresponding fre-
quencies with a natural unit in Hz. In the specific experimental setup the recoil energy
was given by ER = 2000Hz and the hopping amplitude t = 61Hz.
With this information we can compute the total particle number Nat and total doublon
and triplon number Dat and Tat. In a Local-Density Approximation (LDA) these













where o[⇢,µ(⇢)] is a local operator computed in a homogeneous system with µ = µ(⇢)
and o spans over density, double occupation and triple occupation operators.
We notice that in principle we could compute the local contributions to N, D and T
using a real-space DMFT for a finite system. However, a realistic modeling would
require a very large number of sites which coupled with the three spin components
and the need to tune the field h to fix the equal-density condition, would make the
calculations extremely demanding, as opposed to those of Chapter 5 and Chapter 6.
Therefore we resorted, as usual in the field, to a Local-Density Approximation, where
we simply assume that the local properties of our inhomogeneous system are given
by the local observables computed in a homogeneous system with the local chemical
potential µ(⇢). Thus in Eqs. (8.19,8.20,8.21) we use the LDA estimates defined above.
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These formulas can obviously also be applied to their flavor resolved constituents.
Notice that, in this specific experimental set up the measurement can not distinguish
between doublons and triplons which are bot measured.
A possible experimental probe of a Mott transition and its potentially selective behavior
is the measurement of double occupancies as a function of the total particle number.
For our theoretical calculations, this means to compute N and D as a function of the
global chemical potential and then to eliminate the chemical potential plotting D as a
function of N.
As a first step we can construct the observable profile and simulate the distribution
of the density and double occupied sites as well as triply occupied sites. We select
µ0 = 0.0, 0.2, 0.3 which corresponds to examples in the window over which the
experimental measurements are averaged. All of the profiles display signatures of
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Figure 8.11: The distribution of the three different relevant observables: density (n), double
occupancy (d) and triple occupancy (t) is shown as a function of the radius from
the trap center. The distribution was constructed with the local density approxi-
mation and is shown for three different chemical potentials µ0 = 0.2, 0.3, 0.4 that
corresponds to realistic particle number used in the experiment.
We then analyze the behavior of the total number of particles and doublons as a a
function of the chemical potential µ0. The number of particles monotonously increase
upon increasing µ0 in a way which only weakly depends on the Raman coupling ⌧
as depicted in Fig. 8.12 (left). However, the total number of doublons per total atom
number Dat/Nat shows some dependence on ⌧ (Fig. 8.12 right) reflecting again the
stronger tendency towards Mott localization in the presence of a finite Raman coupling.
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Also, while Nat grows rather rapidly with µ0 in the whole range that we consider, the
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Figure 8.12: Left: The total atom number Nat is shown as a function of the chemical potential
µ0 for four selected values of the Raman coupling ⌧. Right: shows the percentage
of the total number of doublons with respect to the total atom number as a function
of the chemical potential µ0 for selected values of ⌧/D.
These results can be easily rationalized by plotting the total number of doublons Dat
as a function of Nat, as in the experiment. We first have a rather well defined region
where increasing the number of particles does not lead to an equal enhancement of
double occupation. This is easily understood considering that, due to the trapping
potential, the particles are almost localized in a finite region of space in the center
of the trap. When we add more and more fermions, they will first occupy this region.
Until the number of fermions is smaller than the number of sites available in this region
and if U (and ⌧) is such that the system wants to be in a Mott state, we can indeed add
particles without creating double occupancies. When the number of particles exceed
an occupation of one fermion/site, if we try to add more particle, we are bound to
create doubly occupied sites and Dat starts to grow rapidly.
Therefore, while in a metallic state we expect a smooth growth of double occupancy
as a function of the number of particles, in a Mott state we expect a rather sharp
crossover. If the system is deep in the Mott state, we expect the growth of Dat to be
slower because of the higher energetic cost of double occupancies. It must be noted
that, in the presence of the trap, the change in behavior between the two regimes will be
less sharp than in a lattice with a finite number of sites. Furthermore, the experiments
are performed at finite temperature, which can make the crossover less sharp. Fig.
8.13 shows this information for our experimental set up. The qualitative trend of Dat
completely confirms our expectations. In particular we find that increasing ⌧ leads to
a decrease of double occupancy and to a sharper crossover, confirming the increased
localization that we predicted.
In Fig. 8.14 we present the experimentally accessible estimate of orbital selectivity.
We plot indeed the fraction of double occupancy involving the two coupled species,
which we have shown to be a very helpful indicator of an orbital-selective localization.
We plot the combination D&#/(D&# +D"#), which is 1 in an SU(3) Mott insulator, as
shown by the data for ⌧ = 0. For finite ⌧ we find instead this quantity starts very slow
for small Nat and it reaches the value of 1 only asymptotically for very large number
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Figure 8.13: Total doublon Dat number shown as a function of the total atom number Nat
For four selected values of the Raman coupling ⌧ the total number of doublons in
the system is shown upon increasing the total atom number. The figure demon-
strates the suppression of doublons induced by the Raman coupling.
of particles, where the effect of interactions disappear because a band insulator is
approached.
This confirms that, in the whole Mott insulator and in the neighbouring strongly cor-
related metallic solution, the correlations are strongly orbital selective and that this
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Figure 8.14: Flavor resolved doublon fraction as a function the total particle number The
doublon fraction D&#/(D&# +D"#), the ratio between the doublons of the two
coupled spins with the doublons with the uncoupled spin as a function of the total
particle number for selected ⌧/D is shown
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8.6 direct comparison between experimental measurements and the-
oretical calculations
In the following we discuss the final result of this chapter, which is a direct comparison
between experimental measurements and theoretical calculations on orbital selectivity.
The data obtained in the experiment represents the doublon fraction Dat/Nat(⌧) and
flavor resolved doublon fraction D↵ /Dat(⌧) as a function of ⌧ for U/D = 2.61 and
is set side by side with the numerical simulation results. In both cases, the plotted
quantities are defined in Eqs. (8.1) and (8.2) as averages in the window between 5000
and 35000 particles of the data for double occupancies as a function of the number of
particles.
We remind that, as far as the total number of double occupancies is concerned, the
experimental probe actualy detects both double occupations and triple occupations,
so that the observed quantity is indeed D̃ =
P
↵< 
D↵  + T . However, the theoretical
estimates given above show that T is systematically smaller than D and it does not
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Figure 8.15: Experimental vs theoretical obtained values on the doublon fraction The dou-
blon fraction D/Nat, the ratio between the number of doublons and the particle
number Nat as a function of ⌧/D is shown
Before discussing the final data we recall the results of the model calculations for an
ideal homogeneous system. For the chosen interaction value U/D = 2.61 the model in
the absence of ⌧ is in a metallic state and quite far away from a metal to Mott insulator
transition, which takes place at Uc/D(⌧ = 0) ⇡ 3.5. (Fig. 8.9) shows a smooth orbital
selective Mott transition upon increasing ⌧/D. The quasi-particle weight for the two
coupled components Z&,#(⌧) starts to approach zero around ⌧/D ⇡ 0.125 and is zero
at ⌧/D ⇡ 0.14, while the weight of the uncoupled flavor Z↵(⌧) saturates to a finite
value and does not decrease further increasing ⌧. From this result it can be concluded
that a full Mott state at this specific interaction can not be achieved, even if it is very
close, but a very nice orbital selective Mott state is found. Yet, increasing ⌧ always
reduces double occupation.










Figure 8.16: Experimental vs theoretical obtained values on the flavor resolved doublon frac-
tions The doublon fraction D&#/(D&# +D"#), the ratio between the doublons of
the two coupled spins with the doublons with the uncoupled spin as a function of
the total particle number for selected ⌧/D is shown
The two plots Fig 8.15 and Fig 8.16 confirm spectacularly the two non-trivial predic-
tions of our calculations. The total number of double occupancies decreases, both
in theory and in experiment as the field ⌧ is increased. This is, to the best of our
knowledge, the first experimental evidence in the field of cold atoms of a Raman
coupling-induced localization in the presence of strong correlations, which confirms
spectacularly the counterintuitive picture where a hopping channel in the synthetic
dimension favours localization rather than delocalization.
Furthermore, the orbital-selective double occupancies clearly show that the experiment
and the theory agree on the fact that increasing ⌧ favours the orbital selectivity of the
correlations, with a significant decrease of the correlators involving the two Raman-
coupled species. Again, this result is a first direct realization of orbital-selective corre-
lations introduced by a coupling between two terms. Starting from a triplet of equiva-
lent species, coupling two of them break the degeneracy in the most spectacular way,
with the coupled species becoming much more localized than the uncoupled partner.
The qualitative agreement between theory and experiments is clear, but it is almost as
clear that at a quantitative level there are still significant differences.
In particular, we observe that the total number of double occupancies is overestimated
by the theoretical calculations even if the trend with ⌧ is well reproduced. On the
other hand, the fraction of double occupancies involving the two coupled species is
smaller in the theory than in the experiment. In other words it appears that the theory
overestimates the degree of selectivity of the correlations.
In the following we give some justifications and interpretations of these discrepancy.
The two main source of the difference between theory and experiment are the use of
a local-density approximation and the fact that the theoretical calculations, while the
experiments are performed at a finite temperature which is not obviously accessible
and it can in principle be different for different values of U and ⌧. We also notice that
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these errors can be emphasized by the fact that our system appears close to the Mott
boundary.
In the following we focus mainly on the effect of temperature, which is physically more
significant. However, the LDA, while it usually captures well local observable, it can
have problems to reproduce the properties close to phase boundaries.
We remind that the main reason to perform a complete set of calculations at zero
temperature is to provide a complete characterization of the quantum physics in a
regime where thermal effects are not present. In this way we isolate the intrinsic
physics of the system, at the same time including the experimental constraint of equal
population between the species and the effect of the trapping potential (even if within
the LDA approximation).
In principle our calculations can be extended to finite temperature but, using our ex-
act diagonalization solver, the finite-temperature calculations require the evaluation
of a large number of excited states. For the present results, which require to com-
pute observables for the full range of µ0 and to find for each µ0 the correct value of
h, this requires a substantial amount of time, which suggested us to postpone these
calculations to a later time, opting for obtaining a clear picture of the intrinsic zero-
temperature physics of the problem.
Last, but not least, the finite temperature of the experiment is not easily accessible and
it can depend on the parameter regime, which would imply to perform calculations in
wide range of temperatures. In the following we discuss some phenomenological way
to account for the finite-temperature effects to give a qualitative interpretation of the
discrepancy between the theory and the experiments.
Given this caveats, in the following we discuss how a finite temperature can explain



















Figure 8.17: shows the double occupation of the
SU(2) Hubbard model as a func-
tion of temperature T/t and for
different interaction strength U/t.
The plot is taken from Ref. [160]
and is used to explain the smaller
doublon fraction in the experiment
with respect to the zero tempera-
ture theory result.
. The result on the total number of dou-
ble occupancies appears at first counter-
intuitive as one may expect that the D
increases with temperature because the
double occupation is minimized at zero
temperature in order to minimize the en-
ergy and the naive expectation would be
an increase of double occupation induced
by thermal fluctuations.
However, the results for the double oc-
cupancy of the SU(2) Hubbard model in
Fig. 8.17 show that, in a finite window
of temperature the double occupancy de-
creases with temperature before even-
tually increasing. This behavior corre-
sponds the Pomeranchuk effect [14] in
liquid helium 3 and can be explained by
entropy arguments. In a localized state
the spin entropy is larger in than in a
Fermi liquid and therefore localization is
favorable upon heating. Assuming that the experimental temperature lies in the win-
dow there the double occupancy is smaller than the T = 0 results, we can explain in
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these terms the overestimation of the total number of doblons by the zero-temperature
theoretical results. This argument can not however explain the discrepancy in the
selectivity.
In order to estimate how the temperature can effect the selectivity without perform-
ing a demanding finite-temperature calculation we exploited a very powerful feature
of Lanczos diagonalization, namely the possibility to extract dynamical (frequency de-
pendent) correlators from a pure groundstate calculation, i.e., without the knowledge
of the excited states, but only of the groundstate. The idea is that we could compute
a frequency-dependent correlator at zero temperature and infer the finite-temperature
values of the related static observables
In particular, we can easily show that the correlator between double occupations at
different times
C↵ (t) = hn̂↵(t)n̂ (t)n̂↵(0)n̂ (0)i (8.22)





















comes from an approximation of the  -function. Here nB(!) is the
Bose-Einstein distribution. This equation is derived under the assumption that we can
treat the temperature dependence of this quantity as that of a gas of free bosons with
a spectrum obtained by the exact DMFT solution for this propagator. In Appendix
A we provide more details on the way this correlator is computed within the exact-
diagonalization solution of DMFT.










This approximation only holds for low enough temperature, when the spectral function
is not expected to change significantly when the temperature grows. Particularly, this
approximate breaks down for high temperature, since the doublons are treated as free
bosons totally neglecting their fermionic nature and the Pauli principle.
In Fig.
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Figure 8.18: Temperature dependent doublon-doublon correlation function and doublons
The flavor resolved correlation function of the coupled components C&#(!) is
computed for the homogeneous case at ⌧/D = 0.25 at U/D = 2.61 at µ/D = 0.725
close to the density driven Mott point hni = 2
In Fig. 8.18 we show the evolution with the temperature of our correlator C&#(!)
and the result for our simple estimate of the temperature dependence of the selective
double occupancies.
Finally, we can use these estimates of D↵ (T) to extract, for every value of ⌧, the tem-
perature T which reproduces the experimental results for D&#/D(⌧). This procedure
shows that, within this simple approximation, all the experimental data can be fitted
using a temperature around Texp ' 0.14t. While this value is probably an underesti-
mation of the real experimental temperature, we find it promising that a single value
of T can explain the whole dependence on ⌧ of the degree of selectivity (Fig. 8.19).
a b
Figure 8.19: Experimental and theoretical signature of orbital selectivity within interacting
Raman coupled SU(3) fermions. a shows the doublon fraction D&#/D(⌧) ⌘
(D5/2 - D1/2)/D of the two coupled components as a function of the Raman
coupling ⌧ for different estimated inverse temperature regimes  .
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C O N C L U S I O N S
This thesis was dedicated to the study of Mott transitions, topology and magnetism
of interacting fermions in confined geometries. All the work presented aims at an
experimental realization with ultracold atomic experiments, where a harmonic trap is
always present in order to confine the particles in a region of space.
The other central aspect of the thesis are strong correlations between particles induced
by the interactions and emerging related phenomena. We talk about strong correlations
when a large number of particles has a collective behavior which can not be captured by
single particle theories. Hence the properties of the single particles are not independent
on the others, and we call them correlated. Strongly correlated electrons are one of
the most challenging fields in solid-state physics. The present thesis identifies a few
open challenges and proposes cold-atom systems which realized a similar physics
in a simpler and controlled platform. For one of these phenomena, orbital-selective
correlations, we also present a collaboration with experimentalists, which shows a
concrete realization of this concept.
In the presence of strong correlations, one can expect interesting phenomena to occur
especially when more energy scales are relevant. This interplay of parameter is an-
other main issue we addressed in this thesis, on the one hand trying to find simple
description to narrow down the complexity on the other hand the aim was to remain
a realistic framework.
The basic model in these studies is the fermionic Hubbard model, that describes inter-
acting particles on a lattice featuring a hopping term and a local repulsion. Throughout
the thesis all the numerical simulations were based on Dynamical Mean-Field Theory
(DMFT) at zero temperature. Due to the confinement the systems under investiga-
tion were intrinsically inhomogeneous and we had to use either a real space extended
versions of DMFT (RDMFT) or combine DMFT with a Local Density Approximation
(LDA).
The first system we examine ( Chapter 5) are strongly interacting spin-1/2 fermions
on a honeycomb lattice subject to a harmonic potential. The work was inspired by
graphene nanoflakes, which have been widely studied in the solid-state context. Due
to the presence of zigzag edges, where correlations are effectively enhanced, nanoflakes
host magnetic ordering, contrary to large graphene sheets where magnetic ordering is
suppressed. Generally, to realize magnetic states in cold atomic experiments is very
challenging since the temperature is typically above the exchange energy needed for
magnetism. In previous studies [] it has been demonstrated that the magnetic state
of nanoflakes is robust up to rather high temperatures therefore makes them an ideal
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candidate to simulate them in optical lattice system. We proposed a cold-atom-based
scheme where we use the harmonic trap as a knob to create artificial nanostructures in
a large honeycomb system. The idea is to confine the atoms in a limited portion of the
lattice thereby forming an effective smaller structure with sharp zigzag edges which
can host magnetic ordering.
We demonstrated by means of RDMFT simulations, that indeed a harmonic potential
can be used to induce and control the magnetic state in optical lattice experiments start-
ing from a non magnetic system. We find that in addition to becoming magnetic the
spin patterns can be highly "fine tuned" by the confinement together with the interac-
tion among fermions. The density distribution which determines the effective structure
strongly depends on the interaction and it affects the magnetic state. At very strong
interaction a rather uniform distribution can be realized, favoring an antiferromagnetic
Mott state, while weak interactions display inhomogeneous density distributions with
peculiar magnetic ordering.
In this thesis we demonstrated a route how to induce magnetism in artificial graphene
nanostructures formed by optical lattices that are highly tunable. Moreover we expect
that the magnetic ordering impacts the transport r [105] properties and can lead to
nontrivial spin transport in optical lattice experiments [119, 120].
We extended the above study adding a topologically non-trivial term that models in-
trinsic spin-orbit coupling (SOC) presented in Chapter 6. This leads to the Kane-Mele
model, one of the paradigmatic models for topological insulators. Including also the
local repulsion, we obtain the Kane-Mele Hubbard (KMH) model which, for large sys-
tems, is expected to display a quantum phase transition from a topologically trivial
antiferromagnet to a non-magnetic quantum spin Hall insulator with metallic edge
states and insulating bulk.
We provide in this thesis a first analysis of the half-filled uniform flakes of the KMH
model. We find that the KMH nanoflakes host topological states that also can coexist
with magnetic ordering under specific conditions. In addition we find that suppressing
the most stable in-plane magnetic ordering, the topological state can survive to much
larger interactions. In this way the state with coexisting topological properties and
magnetic ordering is pushed to a region of interactions sufficiently large to create a
well-defined effective flake in the presence of the trapping potential.
Therefore we are able to demonstrate that the same trapping protocol which we used
to induce magnetism in the honeycomb lattice can be used to generate a topological
nanoflake with coexistence magnetic ordering giving rise to a spin-Chern insulator. We
also developed a theory describing effective magnetic exchange in the harmonic trap.
We discover that at quarter-filling the magnetic state is dominated by Dzyaloshinskii-
Moriya anisotropic exchange. Thus we established a theory based on numerical simu-
lation how to govern magnetic order and topology in cold atomic experiments, which
paves the pay towards magnetic spin-Chern insulators in cold atoms.
The second part of the thesis ( Chapter 7 and Chapter 8) is dedicated to orbital-
selective fermionic properties and Mott transition in 173Yb atoms, a study carried out
in collaboration with the cold-atom experimental group led by Leonardo Fallani in
Lens.
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In 173Yb atoms the nuclear spin is essentially decoupled from the electronic state,
hence the scattering properties do not depend on it, leading to SU(N) interactions,
with N = 6. In this way, we have a multicomponent fermionic system which can be
connected with multiorbital models for solids.
The general idea is to mimic the elementary mechanism responsible for orbital selec-
tive Mott transtion in multi-orbital materials, such as iron-based superconductors, here
translated to coherently coupled spin systems, via a controlled breaking of the SU(N)
symmetry. The symmetry breaking is realized by Raman transitions connecting differ-
ent spin states. These terms can be seen as a hopping in a synthetic dimension spanned
by the different values of the nuclear spin.
Our study is based on a proposal put forward in Ref. [156], where a minimal system
with three spin components was considered at it was shown that the SU(3) breaking
leads to a reduced critical value for the Mott transition and to orbital-selective physics,
namely a different degree of correlation for different internal spin states, which can
even result in an orbital-selective Mott transition where some components are Mott
localized and others are not.
In this work we presented a new version of the model adapted to the situation which
can be more easily realized in the experiment. The new model is first solved with
DMFT assuming a uniform system and then extended to simulate the experimental set
up using DMFT and the local-density approximation.
Also for the new model we predict an orbital-selective behavior and a reduction of
the critical interaction strength necessary to Mott-localize the fermions. This counter-
intuitive result where a hopping in the synthetic dimension favours Mott localization
is spectacularly confirmed by the experiments, which provide the same qualitative
results as our theory.
This work therefore demonstrates the possibility to combine the idea of synthetic di-
mensions, exploited for artificial gauge field and topological matter, with strong in-
teraction, extending the above result to spin-orbit coupling. In this way one could
study the effects of strong correlations on the topological properties of these artificial
topological matter, connecting also with the results of the first part of this thesis.
It is expected that the interplay between strong correlation and synthetic dimensions
can lead to novel states of matter, such as the fractional quantum Hall effect [30, 161].

Part I
A P P E N D I X

A
D Y N A M I C A L D O U B L E O C C U PA N C Y
a.0.1 Dynamical response
Within our numerical simulation, we used a Lanczos based exact diagonalization impu-
rity solver. Within this scheme, dynamical correlation function can be only computed
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where Ô is the operator that is analyzed, | 0i is the ground state of the Hamiltonian
Ĥ with the corresponding ground state energy E0 and ! the frequency that is made
slightly complex with i⌘ for shifting the poles of the green function in the complex











with z = !+ E0 + i⌘, knowing only the ground state energy of the system, we can
compute the desired dynamical response for any value of the the frequency !, where
an = h n| Ĥ | ni / h n-1 | n-1i, b2n = h n | ni / h n-1 | n-1i
Therefore, we can not simply compute a correlation function of the type hd↵ (!)i =
hn↵(!)n (!)i, but we can use a convenient trick, using flavor-flavor correlation func-
tions  -↵, (i!n) and density-density  
+
↵, (!) correlation functions, which are itself
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Integrating  ↵ (!) we obtain the flavor resolved double occupation using = ↵ (!) =P
n>0
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(A.5)
We show this type of correlation function in the homogeneous case for a selected value
of ⌧ = 0.25 at a chemical potential µ/D = 0.725 close to a density driven Mott state at
hni. We choose the value because the LDA distribution for the chosen particle number
window displays a plateau at this density (Fig. 8.11). The dynamical double occupation
= ↵ (!) displays several peaks at various frequency regime (Fig. A.1 left) and as
well its constituents  ±↵, (!)( (Fig. A.1 right). Therefore if several frequency regimes
would be excluded and replaced by a cutoff the value of the double occupation upon
integration might change and we can conclude that the effect of selectivity comes from
several excitation regimes. Cutting of all the lower frequency regime might change the
value of the doublons drastically, and selectivity should be washed off. Note that these
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Figure A.1: Flavor resolved doublon spectral function The flavor resolved correlation function
of the coupled components  &#(!) (left) as well as the spin-spin response function
 -&#(!) and density-density response function  
+
&#(!) and is shown for the ho-
mogeneous case at ⌧/D = 0.25 at U/D = 2.61 at µ/D = 0.725 close to the density
driven Mott point hni = 2.
a.0.2 Flavor resolved doublon-doublon correlation functions and temperature estimates
To further gain information on the effects contributing in the experiment on the dou-
blons selectivity, it would be most convenient to have an more precise estimate on
temperature effects and the lattice modulation, since we believe that they are the main
cause for the quantitative discrepancy in the experiment. Fortunately, we can again use
correlation functions to estimate the effect of temperature, but this time not of the type
hn↵(t)n (0)i, but actually the doublon-doublon correlation function, which can be
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understood as time-dependent double occupancies induced by the lattice modulation.
This type of correlator has the from
C↵ (t) = hn↵(t)n (t)n↵(0)n (0)i (A.6)
For this correlator, is interesting to recall the transformation between Raman and phys-
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tributions were always zero, however due to the lattice inducing doublons the mixed
terms have to be taken into account still under the constrained that each flavor has to
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This is a very complicated expression and for the sake of simplicity we introduce and












































With these we obtain
C"#(t) = 0.25
 





Luckily these correlation functions have the structure hÔ(t)Ô†(0)i and we can use this
Lanczos base technique to compute them.
We report on the flavor resolved doublon-doublon correlation function =C↵ (!) cor-
responding to Fig. ?? as well as the lattice modulation correlation function !=C↵ (!)
presented in Fig. A.2 upper and lower panel respectively. Also these are averaged over
the particle number window as doublon fractions etc. The evolution upon increasing
⌧/D = 0.0, 0.25, 0.40, 0.80
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Figure A.2: Experimental doublon-doublon correlation function induced by lattice modula-
tion The correlation functions C"#(!) and C&#(!) (upper panel) are computed for
⌧/D = 0.0, 0.25, 0.40, 0.80 at U/D = 2.61 and averaged according to the experimen-
tal set up. The lower panel shows the rate of lattice modulation induced doublons
As next step we can also include the effect of temperature by approximating the dou-




















comes from an approximation of the  -function. The integration of the










This approximation only holds for low enough temperature, when the spectral function
is not expected to change significantly. Particularly, this approximate breaks down
for high temperature, since the doublons are treated as free bosons and thereby the
Pauli exclusion principle gets exceed at some point. We examine the temperature
dependent doublon-doublon correlation function and doublons for the coupled flavors
at temperature where we expect the approximation to be sufficiently valid.
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Figure A.3: Temperature dependent doublon-doublon correlation function and doublons
The flavor resolved correlation function of the coupled components C&#(!) is com-
puted for the homogeneous case at ⌧/D = 0.25 at U/D = 2.61 at µ/D = 0.725 close
to the density driven Mott point hni = 2
As expected the doublon-doublon spectral function gains spectral weight upon increas-
ing (decreasing) temperature T = 1/  (inverse temperature  ). For   = 300, analogous
to zero temperature calculations, C&#(!) displays the largest peak around ! = 0,
the lowest energy regime, next to more spectral weight at larger, yet small frequency
regime. For !/D > 0.75, C&#(!) is exactly vanishing. Decreasing   results in a broad-
ening and in a growth of the peak. For   = 88 this effect is rather small, however
the flavor resolved doublon fraction d↵ /d(  = 88) > d↵ /d(  = 300) is already
quite larger. For   = 300 d↵ /d ⇡ 0.275 while for   = 88 it decreased already to
d↵ /d ⇡ 0.31. Upon further decreasing   the doublon fraction growths monotonously
and the correlation function increases significantly. Though this doesn’t necessarily
reflect the real temperature achieved in the experiment, it clearly shows that the se-
lectivity is indeed strongly affected by temperature and gives a good explanation for
the differences between the zero temperature theory and the cold atom experiment.
We can conclude that the selectivity survives larger temperature regimes until it gets
washed out, however at zero temperature the effect orbital selective behavior is the
clearest.
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