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Abstract
We consider the problem of Graphical lasso with an additional ℓ∞ element-wise norm constraint on
the precision matrix. This problem has applications in high-dimensional covariance decomposition such
as in [Janzamin and Anandkumar, 2012a]. We propose an ADMM algorithm to solve this problem. We
also use a continuation strategy on the penalty parameter to have a fast implemenation of the algorithm.
1 Problem
The graphical lasso formulation with ℓ∞ element-wise norm constraint is as follows:
min
Θ∈Rp×p,Θ≻0
− log det(Θ) + 〈S,Θ〉+ γ‖Θ− diag(Θ)‖1
s.t. ‖Θ− diag(Θ)‖∞ ≤ λ,
(1)
where ‖ · ‖1 denotes the ℓ1 norm, and ‖ · ‖∞ denotes the ℓ∞ element-wise norm of a matrix. For a matrix X ,
‖X‖∞ = max
i,j
|Xij |. This formulation first appeared in [Janzamin and Anandkumar, 2012a] in the context
of high-dimensional covariance decomposition. We next provide an efficient ADMM algorithm to solve (1).
2 ADMM approach
The alternating direction method of multipliers (ADMM) algorithm [Boyd et al., 2011, Eckstein, 2012] is
especially suited to solve optimization problems whose objective can be decomposed into the sum of many
simple convex functions. By simple, we mean a function whose proximal operator can be computed efficiently.
The proximal operator of a function f is given by:
Proxf (A, λ) = argmin
X
1
2
‖X −A‖2F + λf(X) (2)
Consider the following optimization problem:
min
X,Y
f(X) + g(Y )
s.t. X = Y ,
(3)
where we assume that f and g are simple functions.
The ADMM algorithm alternatively optimizes the augmented Lagrangian to (3), which is given by:
Lρ(X,Y ,Λ) = f(X) + g(Y ) + 〈Λ,X − Y 〉+
ρ
2
‖X − Y ‖2F . (4)
The (k + 1)th iteration of ADMM is then given by:
1
X
k+1 ← argmin
X
Lρ(X ,Y
k,Λk)
Y
k+1 ← argmin
Y
Lρ(X
k+1,Y ,Λk)
Λk+1 ← Λk + ρ(Xk+1 − Y k+1)
(5)
Note that each iteration in (5) has closed form updates if f and g have closed form proximal operators.
The ADMM algorithm has a O(1/ǫ) convergence rate [Goldfarb et al., 2010] just as for proximal gradient
descent. We next reformulate our problem (1) and construct an ADMM algorithm.
3 Reformulation by introducing new variables
We now reformulate (1) into the standard form in (3) to derive an ADMM algorithm for our problem. We
first define some notation. Let,
X =
[
Θ
Γ
]
∈ R2p×p
Y =
[
Θˆ
Γˆ
]
∈ R2p×p
f(X) = − log det(Θ) + 〈S,Θ〉+ I{Θ≻0} + γ‖Γ− diag(Γ)‖1
g(Y ) = I{‖Θˆ−diag(Θˆ)‖∞≤λ} + I{Θˆ=Γˆ},
(6)
where I{.} denotes the indicator function that equals zero if the statement inside {.} is true and∞ otherwise.
Then note that (1) is equivalent to (3) with X,Y , f, g as in (6).
4 ADMM algorithm for Glasso with an ℓ∞ element-wise norm
constraint
Define the following operators:
Expand(A; ρ) = argmin
Θ
− log det(Θ) +
ρ
2
‖Θ−A‖2F
S(A; γ) = argmin
Γ
1
2
‖Γ−A‖2F + γ‖Γ− diag(Γ)‖1
P∞(A;λ) = argmin
Θ˜:‖Θ˜−diag(Θ˜)‖∞≤λ
‖Θ˜−A‖2F
(7)
Plugging in the choice of X,Y and f(X), g(Y ) from (6) into (5), we get the following algorithm:
input: ρ > 0 ;
Initialize: Primal variables to the identity matrix and dual variables to the zero matrix;
while Not converged do
Θ← Expand
(
Θˆ− (S + ΛΘ)/ρ; ρ
)
;
Γ← S
(
Γˆ− ΛΓ/ρ;
γ
ρ
)
;
Θˆ← P∞
(
1
2 (Θ+ Γ) +
(ΛΘ+ΛΓ)
2ρ ;λ
)
;
Γˆ = Θˆ ;
ΛΘ = ΛΘ + ρ(Θ− Θˆ) ;
ΛΓ = ΛΓ + ρ(Γ− Γˆ)
end
Algorithm 1: ADMM algorithm for graphical lasso with an additional ℓ∞ norm constraint in (1)
2
Note that we have
Expand(A; ρ) =
ρA+ (ρ2A2 + 4ρI)1/2
2ρ
S(A; γ) = Soft-Thresholdγ(A)
P∞(A;λ) = Clipλ(A),
where
Soft-Thresholdγ(A)ij =
{
Aij i = j
sign(Aij)max(|Aij | − γ, 0) i 6= j
and
Clipλ(A)ij =
{
Aij i = j
sign(Aij)min(|Aij |, λ) i 6= j.
We add a continuation scheme to Algorithm 1, where ρ is varied through the iterations. Specifically, we
initially set ρ = 1 and double ρ every 20 iterations. We terminate the algorithm when the relative error is
small or when ρ is too large as
‖Λk+1
Θ
− Λk
Θ
‖F
max(1, ‖Λk
Θ
‖F )
< ǫ or ρ > 106.
We apply our algorithm to the problem of high-dimensional covariance decomposition, details of which can
be found in [Janzamin and Anandkumar, 2012b].
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