1. Summary. For us a semi-Markov process is a separable process {X" t ïï 0} with denumerable state space / such that if it if Xs = Xt for all O^s^f, Y, = U -sup[s:0 = s ^ t, Xs^ X,1 otherwise, then the two dimensional process {(X"Y,); t = 0} is a strong Markov process with stationary Borel measurable transition probabilities. In this paper we are concerned with the limiting distributions of X, and Yt. In [8] , Smith has shown that if the distributions which determine the time between jumps of the X process (we refer to them as the waiting time distributions) have a finite first moment, then Xt has a limiting distribution. His techniques depend on renewal theory results and are applicable to our processes. We extend the results for limiting distributions to include the possibility of instantaneous states. By showing that the joint limiting distribution of X, defines an invariant probability measure on the state space of the two dimensional Markov process we are able to find a limiting distribution for Y,.
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If the waiting time distributions fail to have a finite first moment we find conditions in §4 which insure the existence of limit distributions for the X process. Conversely, if limit distributions exist we find necessary conditions for the waiting time distributions. In §5 the waiting time distributions are assumed to be in the domain of attraction of a stable law (cf. [3] ) in which case the conditions on the waiting time distributions, found in §4, are shown to be both necessary and sufficient. Here, using results of Lamperti [6] , we are able to find a joint limiting distribution for Xt, Yt.
We conclude with an application to the construction of nonnormal Markov chains. mensional state space of the (X" Yt) process and S is a Borel subset of that state space, i.e. pt(i,y;S) is a version of the conditional probability of the event [(X" Y¡) e S] given the initial state was (i,y). For each point of the two dimensional state space /x [0,oo), p.(i,y;S) determines a measure on the events in the Borel field generated by {(X" Y,),t -0). We will denote that measure by Pii¡y) [ W, is a random variable for each t ^ 0 and we define for each t e /, f¡(0 = iD(i,o) [^o^í] the waiting time distribution function of the state t.
If lim,->o+P¡(0 = 1 we will say i is an instantaneous state. For all noninstantaneous states j (denote this set by J) we let 00,1) = inf[í:í>0,(X(,y;)=(i,0)] and 0(j,k) = inf[t: t > 9(j,k -1),LY" Y,)=(j,0)] for k> 1.
Then we let Gu(t) = Pa¡O)[0(j,l) = r] and form the iterated convolutions G*i\t) = Gu(t), Gtf(i) = j^G*iik-X)(t-s)dGji(s), k>l, for ¡' = j we define t0 if t < 0, G*°(0 = Uifi^o.
As a regularity condition on the sample functions we ask that XV{j¿y = j a.s. (almost surely). Then the random variables 6(j,k), k = 1,2,3,■■• are Markov times of the process, see for instance [7] . Because the process has stationary transition probabilities and satisfies the strong Markov property, 0(j, k +1) -0(j, k) for k = 1,2,3, •■■ are a sequence of independent identically distributed random variables, each having the distribution Gjj( • ).
The following is an immediate consequence of this observation.
Lemma 2.1. P(;,o)[0(M) = <] = Gy*(0, k = 1,2,3, -.
We now let Nij, t) = sup [k : 6(j, k) g í] and hence : and since N(j,t) = k if and only if 9(j, k) = t, it will suffice to demonstrate that the summands Gif, k + 1) -G(j,k) ate not zero with probability 1.
From the definition of Gj7( • ) it is clear that Gj7( • ) = F/ ■ ) and hence, j e J implies that the first moment of G3J( • ) is strictly positive. But Gj7( • ) is the distribution of the summands.
Hence
with probability 1.
Given a t = 0, for almost all ca there exists an integer K(ca) so that
which implies that 0(j,K(ca))> t and hence N(j,t) ^ K(to). This completes the proof.
We let 00 H,j(t) = E Gff(t), i*j, k = l and //,//) = £ gum).
Then Hu is a monotone increasing function, finite for each t. In what follows we will always assume that J / 0 and that lim, " oe G¡/t) = 1 for all pairs i, j e I.
We now find the distribution of X" Lemma 2.2.
for k = 1,2,3,". and je J. 3. Finite expected waiting times. We assume here that the first moment of the waiting time distribution is finite and that the distributions Gi} are nonarithmetic, that is, there does not exist an h > 0 so that l^f=0Gjjikh) = Gj7(oo). We also assume that for each instantaneous state i, lim._0+P(.i0)[.X, = i] = 1. If jo" sdFjis) = pj and f™ sdGjjis) = pJ} then Smith [8] has shown that for all j e J, His proof applies to this more general semi-Markov process but we extend the result to include instantaneous states. Hence, from this and from (1) above, given any e > 0 there exists a ô > Oand for all h such that 0 = h = Ô,
is a nonnegative function and
where 1 -Gkk is integrable, so if we can show that the discontinuities of the function are at most denumerable, Pik0)[Xt =j,Nik,t) = 0] will satisfy the conditions for the Renewal Theorem.
We state the following lemma without proof.
Lemma. If fix) is a nonnegative bounded function such that for any e > 0 there exists an H > 0 independent of x so that for all 0 = h -H, fix + h) -/(x)(l -e), then f(x) has at most denumerably many discontinuities.
This shows the existence of the limit and proves Theorem 3.1. We also state the result 
t-»oo Pjj
This theorem was known to Smith [8] .
To show the existence of a limit distribution for Yt we must be able to perform an interchange of limits, i.e. we have the existence of In order to justify the interchange of limits we will first show that we have a natural invariant measure which is a probability measure. That will yield the uniformity which allows the interchange of limits. We will let Z denote the state space of {(X" Yt), t > 0}. Proof. If we normalize n, call it n', then n' is an invariant probability measure. By bounded convergence n'(Bj) = lim f P,Z)[(XS, Ys) e Bf]n'(dz) = f n(Bf)n'(dz) = n(Bf) s-»ooJ Z Jz for all j e I and hence n = n'. Therefore n(Z) = n'(Z) = 1, as asserted. There is also a T0 so that for all t 5: T0 (3)
Then for all t ^ Max [T0; Tj,jeF~\, We think of this as the "taboo" probability of a visit to state k before a visit to state / up to time t with the initial distribution concentrated at j. Proof. This is a straighforward application of the strong Markov property based on the last visit to the state /. Proof. Suppose the conclusion is false, then for every integer n, there exists a number T" > 0 so that j;
\l-FJ(t-s)-]dHii(s)>n.
Clearly T" -» oo as n -» oo. Now there is a positive number K and a positive number T depending on K so that ¡H¡j(T') > K. Consider then for O^H T',
s) -Fj(t + h-s)-]dHu(s) + f ' 1 dHn(s).

I Jo Jo
As in Lemma 4.2 the first quantity approaches zero as t becomes infinite. The second expression also approaches zero as t becomes infinite according to the RenewalTheorem. Hence for any e > 0, there exists a T" so large that t > T" implies Consequently we conclude that and Ts large enough that when I > Ts wc have for all 0 -h z% H,
Now for all t^Ts + H, Therefore since Ay # 0, the result follows.
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The condition of Theorem 4.2 is very nearly a condition on the ratios of the tails of the distributions, it is easily seen that one can define quantities X¡, for i e I in such a way that if X¡ # 0, then Xu = A,/Ar Proof. Given 0 < e < 1 we find a finite set S so that £je sXJiHij( oo))-1 < e. Let JV be the cardinal number of the set S.
For sufficiently large t, Theorem 4. Now let s + su = t and ß = u¡l + u. The result then follows.
Application. We merely note here that these results can be used to construct nonnormal Markov chains. Take for instance a two state discrete parameter semi-Markov process {X"} for which lim"^00P (1 0 It is easily verified that for the Markov chain iXn, Y") the invariant measure v satisfies the condition v(l,0) = v(2,0) so that one of the conditions for normality, see [5] , will be easily seen to be violated.
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