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Abst rac t - -A  knowledge of the complex roots A of the transcendental eigenvalue equation 
sin An = :i:Asina 
is essential in the analysis of the slow viscous fluid flow in the neighbourhood of a sharp 
corner which subtends an angle a E (0, 2~r] to the fluid. Existing methods for finding all roots A 
essentially require an a priori knowledge of the solution structure; given that {A1, A2,..., Am} are 
known, Am+l is determined via iterations, and/or a solution procedure initiated by Am. We present 
herein a general interval analysis method which exhaustively finds all roots A via only the original 
eigenvalue equation: no other information is required. The interval-analysis method automatically 
guarantees root existence and uniqueness while simultaneously providing error bounds. © 1999 El- 
sevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
When considering two-dimensional p ane Stokes flow governed by the biharmonic equation 
v% = 0, (x) 
a solution for the function ~b can be found by assuming separable solutions, in plane polar co- 
ordinates, of the form 
~)(r, O) ~ ~A+lfA(O), (~) 
where A is a real or complex parameter, having positive real part, whose numerical value depends 
on the particular boundary conditions. In the case of flow between two rigid plane boundaries 
which form a wedge of angle a E (0, 27r], A is the root of the transcendental eigenvalue quation 
sin Aa  = ±A sin a, (3) 
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where a positive/negative sign corresponds tosymmetric/antisymmetric flow, respectively, within 
the wedge. 
The solution of equation (3) has been the subject of various investigations. Initial approaches 
involved applying the Newton-Raphson technique [1-3] to obtain a limited range of A values for 
various domains of the parameter a. In [4], small parameter approximations are used to find 
analytical solutions, for a restricted range of the parameter a, which are then used to initiate 
numerical investigations in extended ranges of a, thereby revealing for the first time the global 
geometry of the three-dimensional { ,~(A), ~(A)} solution space. The overall method for deter- 
mining the solution away from these ranges of a, however, relies on a good initial approximation 
to the solution in order for the Newton-Raphson technique to converge to the desired root. In 
his investigation ofthe problem, Hansen [5] presents an iterative method which locates both real 
and complex roots of A based on slightly different methods; the complex roots are obtained by 
using an iterative method to solve for their real parts. Denoting the infinite set of solutions 
A oo ~A lN-1 both methods [4,5] find the of (3) by { re}m=0, then having located the first N roots, t mira=o, 
next root AN via an iterative procedure which is initiated from already-known i formation. If 
generality of approach is required, deflation should be used 
sin Aa T A sin a 
N-1  -~- 0, (4) 
I] (A - Am) 
m=0 
in order that no root repetition occurs, a procedure which becomes ever-more xpensive and 
inaccurate as N increases. The methods in [1-4] would also all require detailed revision in 
the event that the governing equation (3) was subject o even the slightest change. We thus 
seek a quite general, initialization-independent me hod which requires no modification as the 
parameter a varies. 
By using interval analysis, such a general approach is possible. Interval analysis treats a closed 
interval with real bounds as the basic entity of calculation. The iterative procedure used below, 
employing rounded interval arithmetic, alculates not only approximate (i.e., machine-precision) 
results, but also the correct (i.e., infinite-precision) ones. Using only the functional form of the 
original governing equation and an interval extension of Newton's method, we are able to produce, 
within any given range of the complex A plane, the complete solution structure for a given value 
of a. Results are presented for various values of a and methods of improving the efficiency of the 
technique are discussed. 
2. THEORY AND MOTIVAT ION 
Equation (3) is now rewritten in the form 
sin Aa + aA sin a = O, (5) 
where a = :t=l. Letting A = Xl -~-ix2, where (xl, x2) E R 2, the left-hand side of equation (5) may 
be split into real and imaginary parts fl  (x l, x2) and f2(Xl, x2), respectively, giving the coupled 
transcendental equations 
f l (Z l ,X2)  - sin axl cosh ax2 + ax l  sina = 0, (6) 
f2 (x l ,  z2) - cos axl sinh ax2 + ax2 sin a = 0, (7) 
whose solution (xl, x2) E R 2 is now sought. We remark that the arguments in [4,5] indicate the 
existence of real roots for certain ranges of (~ and so, therein, equations (6) and (7) degenerate o
]I(Xl) ~ sinaxl + O*X 1 sina = 0, (8) 
x2 = 0. (9) 
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In the absence of an a priori investigation i to the global structure of the solutions ~ of equa- 
tion (5), we will know neither the ranges of a for which the degenerate system (8),(9) applies, nor 
the optimum solution strategy for determining the roots from equations (6),(7). In each of [4,5], 
the iterative root-finding method depends critically on performing an initial theoretical investi- 
gation into the global solution structure, the resulting information of which is used to inspire 
two different solution strategies: one [4] heavily dependent upon local and detailed information; 
the other [5] comprising a quasi-global method which marches from already-evaluated roots in a 
methodical and exhaustive fashion. 
For completeness, we briefly highlight, in the spirit of Hansen [5], the complicated behaviour 
of the roots Xl and x2 of equations (6) and (7) (for fixed a) as a varies, in order to convince 
the reader, in subsequent sections, of the global effectiveness of the interval analysis solution 
procedure. Equations (6) and (7) can be manipulated to give xl as an explicit function of x2, 
and vice versa. Specifically, 
( 1 x2 ~ I/2 
Xl = -t- ~ ,~a - sinh 2 ax2 ] coshax2 ~ =t=gl(x2), (10) 
ksin 2 ~Xl sin ~ a ]  cosaxl - :Eg2(xl), (11) 
so that the intersections of the curves parameterized bya in equations (10) and (11) provide the 
roots xl and x2 of equations (6) and (7). That there will be multiple such solutions is immediately 
evident from the presence of the periodic functions of Xl in equation (11). 
Since A, -A, ~, and -~ are all roots of equation (3), we may dispense with the :t: signs in 
equations (10) and (11) and replace cosaxl by [ cosaxll in order to restrict our efforts to finding 
(Xl, x2) in the positive quadrant and/or on positive axes. 
At this stage, one might argue that (10) and (11) could be combined to give either 
Xl = g l  o g2(Xl) or x2 = g2 o g l (x2) ,  (12) 
whereafter a simple solver could be used to find Xl or x2 (and then x2 via equation (11) or xl via 
equation (10)). First, this foray into the analysis is problem specific; more general problems may 
not admit the quasi-decoupling of equations (10) and (11). Second, due to the discontinuities in
the (sinaxl) -1 term in equation (11), either of equation (12) do not actually ield readily to the 
described techniques [4,5] in any methodical fashion. Thus, in [5], a different path is followed. 
The equivalent of equation (10) is retained, but equations (6) and (7) are used to give 
h(xl ,  x2) - x2 tan aXl - Xl tanh ax2 = 0 (13) 
and then equations (10) and (13)--which still has discontinuities in the tan(~xl term--are used 
to find roots iteratively in the (Xl, x2) plane. All this serves to illustrate that different analytical 
incursions can be made, each of which leads to a different, specific, numerical technique. In the 
present work, such arbitrariness of approach is absent. 
We return to the degenerate case of equations (8) and (9), which occurs for a priori unknown 
ranges of c~. This is best illustrated in Figure 1, in which each subframe shows a plot of Xl - 
gl(x2) intersecting with the discontinuous branches of x2 = g2(xl) for a particular value of a, 
which is portrayed pictorially via the pie chart on the left: from top to bottom a = 2nr / l l ,  
n -- 1 ,2 , . . . ,  10. Note first, that this portrayal does not reveal the position of real roots (if any) 
on the x2 = 0 axis. Note second, that as a --* 7r or ~ --* 2~r, the values of IXl[ tend to infinity, i.e., 
all roots are real as a --* ~r or a -* 2m This phenomenon is displayed in detail in Figure 2, which 
shows the intersections receding to infinity then returning as a passes through It. The final point 
to note is that the discontinuities in the plot of g2 in Figures 1 and 2 arise when the radicand 
in (11) becomes negative, x2 defined as being strictly real. 
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Thus, even a knowledge of the exact functional forms of gl and g2 are of no use for those ranges 
of ~ for which x2 = 0, and the problem reduces again to solving ]l(Xl) = 0, via appropriate 
iterative methods. 
We now turn to the far more generally applicable solution procedure of interval analysis [6] 
which proves the existence and uniqueness ofall roots--including degenerate cases--simply via a 
knowledge of equations (6) and (7), i.e., all that is required for the interval analysis method are 
the real and imaginary components ofthe original governing equation: no other problem-specific 
analysis, e.g., special root initiation, is necessary. 
3. INTERVAL ANALYSIS METHOD 
There are numerous texts concerned with interval analysis and, for a comprehensive introduc- 
tion to the subject, the reader is referred to [6]. A brief overview is presented here, and then 
the specific technique we utilise is described in detail. In particular, we shall employ an interval 
extension of Newton's method, other applications of which can be found in [7-9]. 
The methods of interval analysis are based on a new type of number: the closed interval with 
real bounds. Its nature as a set, in conjunction with its new role of number, lend this variable 
to both arithmetic and set theoretic operations. Defining a degenerate interval as having equal 
endpoints, i.e., the real number equivalent to the endpoints, interval arithmetic ontains real 
arithmetic as a particular subcase. To permit calculations in n dimensions, interval vectors are 
defined to be n-tuples with interval components, and interval matrices are similarly defined. 
The evaluation of interval extensions ofnonrational functions, e.g., trigonometric, exponential, 
logarithmic, renders functions comprised of rational combinations and compositions ofarithmetic 
and nonrational functions accessible to interval analysis techniques. Given a problem in which 
the parameters ange over certain intervals of values, a single interval computation can compute 
the set of all possible values of the solution, and, in addition, by working in rounded interval 
arithmetic, where the left/right computed endpoint value is rounded own/up, respectively, this 
interval will contain not only the finite precision "real" arithmetic result, but also the exact 
precision result. These intervals are relatively simple to compute, but they are often excessively 
large, and of little value in locating solutions precisely. There are various techniques to refine 
these interval results to tighten the bounds on solutions, which make use of existing numerical 
algorithms as well as set operations. Tests to determine the existence and uniqueness ofsolutions 
within an interval, and the convergence of various iterative methods, have been devised using 
interval methods, and the use of a natural stopping and certain exclusion criteria all aid in 
narrowing down the regions containing solutions. Then, for an interval [a, b] containing a unique 
result, an approximate solution is calculated as the midpoint of the interval: (b + a)/2, and 
the error bound on this approximation is then known to be (b - a)/2. All interval calculations 
presented here have been based on the C++ software package PROFIL which utilises the C 
software package BIAS [10-12]. 
In this current approach to problem (5), we consider the zeros of the coupled equations (6) and 
(7) by use of an interval extension of the Newton method [6]. The Newton fixed-point operator 
for the Cl-function f, the interval vector X, and the real vector x E X, is defined to be 
N(X,  x) = x - M.f(x) ,  (14) 
where M is an interval matrix enclosing the inverse of the interval extension of the Jacobian of f, 
defined to be F ~. If 0 !g F~(X) and N(X)  C X ,  then there exists a unique solution in X to the 
system of equations f (x )  = O. An iterative method is thus readily devised to locate all zeros of 
the two-dimensional system of equations (6) and (7) in the positive quadrant of the complex 
plane. 
Starting with an initial region X in the positive quadrant, the possibility of solutions in X 
is first verified: if 0 ¢~ F(X) ,  where F is the interval extension of f ,  there can be no possible 
solution to systems (6) and (7) in X, and the region can immediately be discarded. 
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If there is the possibility of solutions in X, however, a test is performed to determine if the  
Newton operator is defined in this region. The Newton operator is undefined on those regions X 
in which 0 E det(F'(X)) :  in such cases X is bisected in each of the two spatial directions to form 
four new regions which are similarly analysed. If the Newton operator is defined, it is applied, 
and the condition N(X)  C X is checked. If this is false, the method fails to prove the existence 
of a unique solution, and the region is bisected as above. If it is true, a unique solution has 
been located and this region can then be optimised to give the tightest possible bounds on the 
solution. We use the iterative procedure 
Xk+l = N(Xk) N Xk, k E No, 
thereby forming a nested sequence of interval vectors X0 D X1 D X2 D . . . .  If the initial interval 
vector X0 contains a unique solution, then this sequence, evaluated using a finite number of 
machine digits, will converge in a finite number of steps: i.e., for some k E N, Xk+l -- Xk. Thus, 
by taking the intersection X N N(X)  after each application of the Newton operator, a natural 
stopping criterion is created, and the process will produce an optimised region Xk -- N(Xk)N Xk, 
forming tight bounds on the solution, which can then be approximated by the midpoint of the 
region. 
4. RESULTS AND DISCUSSION 
To demonstrate he application of the described principles, two coupled figures are presented, 
the first illustrating the splitting of the region into subregions to perform further analyses, the 
second plotting the midpoints of the optimised regions containing unique solutions. 
In order to consider a specific problem, the parameter a is subsequently fixed at a value of 4 
(radians), and a is allowed to take both values -t-1. Figure 3 comprises the aforementioned 
coupled figures for the region X = I-e, 10] x I-e, 1], where e = 10 -4. This value of e (and not 
e -- 0) is used in order to prevent he method failing to prove the existence of real or complex 
roots, strict inclusion (N(X) C X) being impossible to prove for solutions lying on the boundary 
of a region. 
All roots within X have been located, including the trivial real solutions A = 0 and A = 1. 
What is not deducible from Figure 3 is that the roots obtained for a = 1 are interlaced with 
those obtained for a = -1 .  
We note that, in order to refine the interval extension F and compute tight bounds on the 
range of f ,  different forms of the interval extension can be utilised, one of which is the mean 
value form, 
FMv(X) = f (m(X))  + F ' (X) (X - re(X)), (15) 
1.0 
M 0.5 
0.0 
14+14 ::'":::: 
14444 11"1"1'" 
0.0 
::::::::: ::_- :',: 
I~wH-H I .I I 
5.0 10.0 
x1 
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1.0 
t~ 
M 0.5 
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i i i i i ,  
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XI 
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O 
'10.0 
Figure 3. The solution structure inthe positive quadrant (xl ~ 0, x2 _> 0) for c~ = 4: 
(a) end-of-search decomposition f region into subintervals; (b) location of real and 
complex roots found by interval method. 
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which, for narrow intervals X, gives very tight upper and lower bounds on f, [6]; here m(X) 
denotes the midpoint of interval vector X. However, for wide intervals, FMV may give wider 
bounding intervals than the natural extension F, and indeed, when applied to systems (6) and (7) 
it offers no improvement on solution location, and proves to be more expensive: for cr = 4 over 
the initial region X = [0, lo] x [0, 11, the number of bisections and calls to the Newton operator 
were 827 and 503, respectively, compared with 538 and 418 for the natural extension F. 
In connection with the comments concerning solution of the degenerate system (8),(g), note 
that the method has successfully located zeros lying on the real axis, despite being baaed solely 
on the nondegenerate quations (6),(7), and it is clearly seen that the plot in Figure 3b is a 
cross-section of the three-dimensional solution structure produced in [4], for a hxed value of 
Q = 4. 
In Figure 3a, there is noticeably more splitting of the region for 52 above the locus of roots 
than below. This splitting is due to the Newton operator being undefined over these subintervals, 
i.e., zero is contained in the interval det(F’(X)). 
In order to explain this phenomenon, we now conduct a more detailed investigation of this 
particular application: we stress, however, that such detailed problem-specific analysis is not 
necessary in the interval-analysis olution of a more general problem. 
We first consider whether or not the vanishing of det(P(X)) within a particular subregion 
induces a higher than usual splitting. Specifically, the Jacobian of system (6),(7) is given by 
(O)=( 
a cos ozi cash CYYZ~ + c sin (Y -CY sin ~21 sinh (~52 
(Y sin crzi sinh azz Q cos crzr cash crxz + D sin (Y > ’ 
(16) 
hence, its determinant is 
= a2 cosh2 (~22 + 2aa cos (~21 sin a cash ax2 + sin2 cr - a2 sin2 ~yz~, (17) 
a quadratic in coshaxz with roots 
coshcrxz = 
-0sinacosaxi fsincrx:1&GGG 
a (16) 
Figure 4 shows a plot of the four curves obtained by taking the f signs in (18) and CT = fl. 
These demonstrate that the solutions lie strictly in the range 1 cash (YXZ] 5 1, and hence, the 
only (necessarily real) values of 22 for which this is defined are when coshazz = 1, i.e., 52 = 0. 
Substitution back into (17) gives a quadratic expression in coscrzi which yields 
asina 12x sin cr 
coscrxi = -- or 
(Y 
xi=;&arccos - 
( > Q ’ 
(19) 
Figure 4. The solutions curve8 of the quadratic in cosharz, a = 2, for which the 
determinant of the Jacobian of f is zero. 
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with n E Z, n odd for a = 1 and even for a = -1. Thus, the points where the Newton operator is 
undefined are given by (19) and x2 = 0, which do not coincide with the regions of splitting. Thus, 
the uneven distribution of the splitting of the region is not caused by the actual singularities of 
the Jacobian matrix of the system, which do not present a problem to the method, but is purely 
a product of the particular nature of system (6),(7), which provokes positive and negative values 
of det(F~(X)) for X a subinterval with x2 greater than the locus of roots. 
In [2], it was shown by writing equation (5) in the form 
sin Aa sin a 
Aa -a  a (20) 
and considering a plot of +sinc~/a versus a, Figure 5, that real values of A may be found by 
reading off distinct abscissae having equal, or equal and opposite, ordinates. This means that, 
for a less than some critical value, ~crit, there are no real solutions to (5). Hence, for a < acrit, 
equation (2) implies complex exponents appear in the expression for the streamfunction, and 
thus, Otcrit represents the minimum wedge angle below which eddies must appear in the Stokes 
flow. Denoting the abscissa of the local maximum of - sin a/a in the interval It, 27r] to be amax, 
as demonstrated in Figure 5, O~crit s the solution of the equation 
(sin ~max~ 
sinOLcrit + \ amax } C~crit = O. (21) 
The angle amax satisfies the equation 
P(amax) = tanc~max - amax = 0, (22) 
which can be solved by the use of the one-dimensional version of the interval Newton method 
to locate zeros in the region [0, 2r]. Note that the derivative of p(a) at each local maximum 
is (COSamax) -2 -- 1, which has an asymptote at C~max = nr/2, n E 7.. Hence, taking an initial 
interval excluding 3r/2 (we know analytically that amax < 3~r/2), gives 
amax • [4.49340945790906, 4.49340945790910], 
which can be substituted into equation (21) and solved using the one-dimensional interval Newton 
method again, to give 
OLcrit E [2.553565809251004, 2.553565809251009], 
i.e., acrit • [0.812825242105505, 0.812825242105509]r, 
which compares favourably with the value found in [4]. 
\ 
.... B~ ~ "~ ,, 
O"  
Figure 5. The graph Isina/a[ vs. c~, with the local max imum in the region [Ir, 21r], 
amax, and the critical value O~crit , marked. 
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5. CONCLUSIONS 
The analysis of slow viscous flow in the region of a sharp corner, which is governed by a nonlinear 
transcendental eigenvalue equation, has been approached using the numerical technique of interval 
analysis. In contrast with all other previously presented methods for analysing this problem, the 
method presented herein is entirely general, based solely on the original equation and the wedge 
angle. An iterative scheme, incorporating an interval extension of Newton's method, has been 
developed. This scheme proves both the existence and uniqueness of all solutions for a given 
wedge angle, and guarantees bounds on such solutions. The method is initialization independent, 
conducting a systematic and exhaustive analysis of the solution plane, and an adaptation of the 
iterative scheme has permitted the evaluation of tight bounds on the minimum wedge angle below 
which eddies appear in the flow. 
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