Let Σg,r be a compact oriented surface of genus g with r boundary components. We determine the abelianization of the symmetric mapping class groupM (g,r) (p2) of a double unbranched cover p2 : Σ2g−1,2r → Σg,r using the Riemann constant, Schottky theta constant, and the theta multiplier. We also give lower bounds of the abelianizations of some finite index subgroups of the mapping class group.
Introduction
Let g be a positive integer, r ≥ 0, and S a set of n points in the interior of Σ g,r . We denote by Diff + (Σ g,r , ∂Σ g,r , S) the group of all orientation preserving diffeomorphisms which fix the boundary ∂Σ g,r pointwise, and map S onto itself allowing to permute it. The mapping class group M n g,r is the group of all isotopy classes π 0 Diff + (Σ g,r , ∂Σ g,r , S) of such diffeomorphisms. We write simply M g,r := M 0 g,r and M n g := M n g,0 . The mapping class group and its finite index subgroups play an important role in low-dimensional topology, in the theory of Teichmüller spaces and in algebraic geometry. For example, the level d mapping class group M g,r [d] is defined to be the finite index subgroup of M g,r which acts trivially on H 1 (Σ g,r ; Z/dZ) for d > 0. It arises as the orbifold fundamental group of the moduli space of genus g curves with level d structure.
To compute the abelianizations, or equivalently, the first integral homology groups of finite index subgroups is one of the important problems in the mapping class groups. The Torelli group I g,r is the subgroup which acts trivially on H 1 (Σ g,r ; Z). McCarthy [16] proved that the first rational homology group of a finite index subgroup that includes the Torelli group vanishes for r = n = 0, and more generally, Hain [6] proved it for any r ≥ 0, n ≥ 0. This theorem gives us little information about H 1 (M; Z) as a finite group. In fact, Farb raised the problem to compute the abelianizations of the subgroup M g,r [d] in [3] Problem 5.23 p.43. In this paper, we confine ourselves to the case r = 0 or 1 when it is not specified. For a finite regular cover p on Σ g,r , possibly branched, Birman-Hilden [2] defined the symmetric mapping class groupM (g,r) (p). That is closely related to a finite index subgroup of the mapping class group. As stated in subsection 1.1, the symmetric mapping class group is a finite group extension of a certain finite index subgroup of the mapping class group. In particular, we will have H 1 (M (g,r) (p); Q) = 0 for all abel covers p. But in general, the first integral homology groups of symmetric mapping class groups and finite index subgroups of M n g,r are unknown. One of the finite index subgroups, the spin mapping class group is defined by the subgroup of the mapping class group that preserves a spin structures on the surface. Lee-Miller-Weintraub [15] made the surjective homomophism from the spin mapping class group to Z/4Z using the theta multiplier. Harer [8] proved that this homomorphism is in fact an isomorphism.
In this paper, we determine the symmetric mapping class groupM (g,r) (p 2 ) of an unbranched double cover p 2 : Σ 2g−1,2r → Σ g,r using the Riemann theta constant, Schottky theta constant, and the theta multiplier. We also compute a certain finite index subgroup M g,r (p 2 ) of the mapping class group. That is included in the level 2 mapping class group M g,r [2] .
If we fix the symplectic basis of H 1 (Σ g,r ; Z), the action of mapping class group M n g,r on H 1 (Σ g,r ; Z) induces the surjective homomorphism ι : M g,r → Sp(2g; Z),
where Sp(2g; Z) is the symplectic group of rank 2g. Denote the image of M g,r (p 2 ) under ι by Γ g (p 2 ). We also denote the image
, that is equal to the kernel Ker(Sp(2g; Z) → Sp(2g; Z/dZ)) of mod d reduction. The main theorem is as follows.
Theorem 0.2. For r = 0, 1, when genus g ≥ 4,
After proving the theorem, we state that the first homology groups of the level d mapping class group
; Z) have many elements of order 4 for any even integer d (Proposition 3.8).
In section 1, we define the symmetric mapping class group, and describe the relation to a finite index subgroup of the mapping class group. In section 2, we prove that the integral homology groups ofM (g,r) (p 2 ) and M g,r (p 2 ) are cyclic groups of order at most 4. We also have H 1 (Γ g (p 2 ); Z) ∼ = Z/2Z. In section 3, we construct an isomorphism H 1 (M (g,r) (p 2 ); Z) ∼ = Z/4Z using the Schottky theta constant and the theta multiplier to complete the proof of theorem 0.2.
The symmetric mapping class group
In this section, we define the symmetric mapping class group following Birman-Hilden [2] , and prove some properties. In particular, we describe M g,r (p) = Im P by means of the action of the mapping class group on the equivalent classes of the covers in Subsection 1.2. We will see that the groupsM (g,r) (p 2 ) and M g,r (p 2 ) do not depend on the choice of the double cover p 2 up to isomorphism.
Definition of the symmetric mapping class group
Birman-Hilden [2] defined the symmetric mapping class group of a regular cover p : Σ g ′ ,r ′ → Σ g,r , possibly branched as follows. Denote the deck transformation group of the cover by Deck(p).
The symmetric mapping class group of the cover p is defined bŷ
Let S ⊂ Σ g,r be the branch set of the cover p.
commutes. Note that f maps the branch set S into itself. The diffeomorphism f ∈ Diff + (Σ g,r , ∂Σ g,r , S) is called the projection off
, an isotopy betweenf andĝ induces the isotopy on the base space Σ g,r between the projections f and g. Hence we can define the homomorphism
where n ≥ 0 is the order of S. We denote the image Im P ⊂ M n g,r by M g,r (p). The kernel of P is included in the group of isotopy classes of all the deck transformations inM (g,r) (p 2 ). Since any deck transformations without identity do not fix the boundary pointwise, we have Ker P = id when r = 1. When r = 0, Ker P consists of the isotopy classes of all the deck transformations. In particular, Ker P is a finite group. Apply the Lyndon-Hochschild-Serre spectral sequence to the group extension
The action of the mapping class group on the equivalent classes of G-covers
For a finite group G and a finite set S, denote all the surjective homomorphisms π 1 (Σ g,r − S, * ) → G by Surj(π 1 (Σ g,r − S, * ), G). The group G acts on this set by inner automorphism. Denote the quotient set by
, we define l · l ′ to be the path obtained by traversing first l ′ and then l. For a path l : [0, 1] → Σ g,r − S, we define a isomorphism l * by
If we pick a path l from * to * ′ , we have the isomorphism l * :
It is easy to see that this isomorphism does not depend on the choice of l, hence we denote m(G) := m(G, * ). The mapping class group M g,r acts on the set m(G). In fact the diffeomorphism f ∈ Diff + (Σ g,r , ∂Σ g,r , S) induces the map 
In particular, we have Ker(c) = l
Hence the covers p and f p are equivalent. Choose a liftl of l, then there existsf ∈ Diff(Σ g ′ ,r ′ ) such that
Then we havef c(γ)f −1 = c(l
Hencef is in the centralizer C(p) of the deck transformation group Deck(p). When r = 1, Deck(p) acts on π 0 (∂Σ g ′ ,r ′ ) transitively. It is easy to see that for anyf ∈ C(p), there exist t ∈ Deck(p) such thatf t acts trivially on π 0 (∂Σ g ′ ,r ′ ). Therefore, there exists t ∈ Deck(p) such thatf t ∈ C(p) ∩ Diff + (Σ g ′ ,r ′ , ∂Σ g ′ ,r ′ ) and
Conversely, suppose f = P (f ) ∈ M g,r (p). Choose a pathl such thatf (l(0)) =l (1) . Denote the projection l = pl, then we have c(l
Hence, M g,r (p) is a finite index subgroup of the mapping class group. In particular, if p is an abel cover, M g,r (p) includes the Torelli group. By Theorem 0.1, we have H 1 (M g,r (p); Q) = 0. Consider the double covers on Σ g,r . The number of the equivalent classes of double unbranched covers on Σ g,r are 2 2g −1. Since the action of mapping class group M g,r on m(Z/2Z) is transitive, the subgroup M g,r (p 2 ) does not depend on the choice of the double cover p 2 up to conjugate. It is easy to see thatM (g,r) (p 2 ) is also unique up to isomorphism.
2 A lower bound of the order of the cyclic group
In this section we prove that the integral homology groups ofM (g,r) (p 2 ) and M g,r (p 2 ) are cyclic groups of order at most 4. We compute H 1 (Γ g (p 2 ); Z) in Subsection 2.1 and H 1 (I g,r ; Z) Mg,r (p2) in Subsection 2.2 to obtain the lower bound. In subsection 1.2, we proved that the symmetric mapping class groupM (g,r) (p 2 ) and M g,r (p 2 ) do not depend on the choice of the unbranched double cover p 2 up to isomorphism. Hence we fix the unbranched double cover p 2 whose monodromy c ∈ Hom(π 1 (Σ g,r ); Z/2Z) ∼ = H 1 (Σ g,r ; Z/2Z) is equal to the Poincaré dual of B g in Figure 1 .
The first homology group
In this subsection, using the generators of Γ g [2] in Igusa [9] , we prove that
is a cyclic group of order 2. We also prove that
are cyclic of order at most 4 when genus g ≥ 4, using the M g,r module structure of the abelianization of the Torelli group determined by Johnson [12] . In particular, we obtain
In the next section, we complete the proof of Theorem 0.2. Figure 1 . They give a symplectic basis of H := H 1 (Σ g,r ; Z) which we denote by the same symbol
. The action of the mapping class group on H 1 (Σ g,r ; Z) induces
We denote the Dehn twist along the simple closed curve A g by a ∈ M g,r . Let S be a subsurface in Σ g,r
as shown in Figure 2 and denote their mapping class groups which fix the boundary pointwise by M S . The inclusion S → Σ g induces a homomorphism
As in Introduction, we denote by ι : M g → Sp(2g; Z) the homomorphism defined by the action of M g on the homology group H, and denote the ring of integral n-square matrices by M (n; Z) for a positive integer n. It is easy to see that the image of
Proof. First, we show that Γ g (p 2 ) is generated by ι(i S (M S )) and Γ g [2] . Since an element σ ∈ Γ g (p 2 ) preserves the homology class B g ∈ H 1 (Σ g,r ; Z/2Z), it can be written in the form
Hence there exists σ 0 ∈ ι(i S (M S )) such that
so that Γ g (p 2 ) is generated by ι(i S (M S )) and Γ g [2] .
Next, we describe the generators of Γ g [2] given in Igusa [9] . We denote by I n the unit matrix of order n, and by e ij the 2g-square matrix with 1 at the (i, j)-th entry and 0 elsewhere. As was shown in Igusa [9] , Γ g [2] is generated by
To prove the proposition, it suffices to show that these matrices are in the subgroup of Γ g (p 2 ) generated by ι(i S (M S )) and ι(a 2 ). The matrices
, and
Denote the Dehn twist along a simple closed curve C by T C . Then the matrices
are written as ι(T
and we have ι(T 2 Cg ) = ι(a 2 ). Denote the two boundary components of S by S 1 and S 2 . For any two arcs
Choose C ′′ gi and C ig such that ♯(C ′′ gi ∩ S 1 ) = ♯(C ig ∩ S 1 ) = 1 and they intersect with S 1 transversely, there exist ψ, ψ
This proves the matrices α gj and β ig are in the subgroup of Γ g (p 2 ) generated by ι(i S (M S )) and ι(a 2 ). Finally the matrices α gg and β gg satisfy α gg = ι(T
gg , and β gg = ι(a 2 ). Hence α gg and β gg are also in the subgroup, as was to be shown.
Using Proposition 2.1, we now calculate the first homology group
Proof. Powell [17] had proved H 1 (M g ; Z) = 0 when g ≥ 3. More generally, Harer [7] proved that H 1 (M g,r ; Z) = 0 when g ≥ 3 for any r. Hence the first homology H 1 (M S ; Z) vanishes since genus of S ≥ 3. We have
Since we proved that the group Γ g (p 2 ) is generated by ι(i S (M S )) and ι(a 2 ) in Proposition 2.1, the homology
Next, we construct a surjective homomorphism Γ g (p 2 ) → Z/2Z. Since any σ = (σ ij ) ∈ Γ g (p 2 ) preserves the homology class B g ∈ H 1 (Σ g,r ; Z/2Z), we have
Hence we have the homomorphism Ψ :
Finally, to complete the proof it suffices to show that 2[ι(a 2 )] = 0. Apply the Lyndon-Hochschild-Serre spectral sequence to the group extension
Denote by D and D ′ the simple closed curves as shown in 
Since
.
. This proves the proposition.
The coinvariant H
To calculate the first homology group of the symmetric mapping class groups, we compute H 1 (I g,r ; Z) Mg,r (p2) . Lemma 2.3. When g ≥ 4,
Before proving the lemma, we review the space of boolean polynomials. Let H denote the first homology group H 1 (Σ g,r ; Z) of the surface as before. Consider the polynomial ring with coefficients in Z/2Z with the basisx for x ∈ H ⊗ Z/2Z. Denote by J the ideal in the polynomial generated by
The space of boolean polynomials of degree at most n is defined by
where M n is the module of all polynomials of degree at most n. Note that B n is isomorphic to the Z/2Z
module of all square free polynimials of degree at most n generated by
Denote B 3 by B [13] showed that these homomorphisms give a surjective homomorphism of M g,r modules µ : I g,r → B 3 g,r .
For r = 0, 1, Johnson [14] showed that the induced homomorphism
g,r is an isomorphism.
proof of Lemma 2.3. Since µ is an isomorphism of M g,r module, we have
Hence it suffices to compute (B 3 g,r ) Mg,r (p2) to prove the lemma. Denote the subsurface S ′ ⊂ S of genus g − 1 as
shown in Figure 2 . I S ′ is the Torelli group of S ′ , that is the subgroup of M S ′ which act trivially on H 1 (S ′ ; Z).
Consider the homomorphism
induced by the inclusion S ′ → Σ g,r . Since (I S ′ ) M S ′ = 0 (Johnson [11] ), the image of the homomorphism is trivial. Thus we havē
For X = A g , B g , we have (I 2g + e 1,g+1 )(B 1X ) = (B 1 +Ā 1 + 1)X, (I 2g + e g+1,1 )(Ā 1X ) = (Ā 1 +B 1 + 1)X, and (I 2g + e 1,2 − e g+2,g+1 )(Ā 2X ) = (Ā 2 +Ā 1 )X.
HenceX =Ā 1X =B 1X = 0 ∈ (B 3 g,r ) Mg,r (p2) . For 1 < i < g, we have (I 2g + e g+i,1 + e g+1,i )(Ā 1X ) = (Ā 1 +B i )X, and (I 2g + e i,g+1 + e 1,g+i )(B 1X ) = (B 1 +Ā i )X.
g,r ) Mg,r (p2) . If we putX =Ā gBg , we haveȲĀ gBg = 0 in the same way for
, and any i, j such that 1 ≤ i, j < g, i = j, we have (I 2g + e g+j,j )(Ā iĀjX ) =Ā iĀjX +Ā iBjX +Ā iX , (I 2g + e j,g+j )(Ā iBjX ) =Ā iBjX +Ā iĀjX +Ā iX , (I 2g + e g+j,j )(B iĀjX ) =B iĀjX +B iBjX +B iX , (I 2g + e g+i,g + e 2g,g+i )(Ā iĀgBg ) =Ā iĀgBg +Ā iBiBg , and (I 2g − e 1,1 − e g+1,g+1 + e i,1 + e 1,i + e g+i,g+1 + e g+1,g+i )(Ā 1B1Āg ) =Ā iBiĀg .
g,r ) Mg,r (p2) . Therefore (B 3 g,r ) Mg,r (p2) is a cyclic group of order 2 with generatorĀ 1B1Āg or a trivial group. For r = 0, B 3 g,0 has a relation
. This shows that (B 3 g,r ) Mg,r (p2) is trivial when g is even and r = 0. Next we consider the case g is odd or r = 1. Let S n be the permutation group of degree n and sign(s) the sign of s ∈ S n . Denote by Λ n H the image of the homomorphism
Denote by V 1 and V 0 the module Λ 3 H and the cokernel of [12] shows
is a well-defined M g,r module isomorphism. Now we have a M g,r (p 2 ) homomorphism
Here it should be remarked that the intersection number with
is a cyclic group of order 2 with generatorĀ 1B1Āg . Johnson [13] ,r) ; Z) and H 1 (M g,r ; Z) are cyclic groups of order at most 4. We need the following Lemma.
Proof. By the obvious embedding Σ g,1 → Σ g , we have a surjective homomorphism b :
commutes,bP = P b is surjective. Hence it surfices to show Ker P ⊂M (g) (p 2 ) is included in Imb. Recall that Ker P consists of the isotopy classes of all the deck transformation. Cut the surface Σ g,r along the two simple ¼ ¡ ¡ ¡ Figure 5 : Figure 5 . Then we have the subsurface S 0 of genus g − 1 and the other subsurface S ′ 0 of genus 0. We can construct a diffeomorphismf 0 ∈ C(p) ∩ Diff + (Σ 2g−1,2 , ∂Σ 2g−1,2 ) which have the following properties:
is the restriction of the deck transformation t = id, In the proof of Proposition 2.2, we have the exact sequence
By Proposition 2.2 and Lemma 2.3, we obtain
In particular if genus g is even,
for r = 0, 1. 
For a root of unity ζ, we denote by < ζ > the cyclic group generated by ζ. In this section, we construct a surjective homomorphism e :M (g) (p 2 ) →< √ −1 > using the Schottky theta constant associated with the cover p 2 : Σ 2g−1 → Σ g when g ≥ 2, to complete Theorem 0.2. In the following, suppose genus g ≥ 2.
The Jacobi variety and the Prym variety
Endow the surface Σ g with the structure of a Riemann surface R. Then the covering map p 2 : Σ 2g−1 → Σ g induces the structure of a Riemann surfaceR in the surface Σ 2g−1 . In this subsection, we review the Jacobi variety of the Riemann surface R and the Prym variety of the double unbranched cover p 2 :R → R.
odd).
We denote the Siegel upper half space of degree g by
We denote θ m (τ, 0) simply by θ m (τ ). Let Ω be the sheaf of holomorphic 1-forms on R. Choose a symplectic basis
. It is known that under the homomorphism
H 1 (R; Z) maps onto a lattice in H 0 (R; Ω) * . The Jacobi variety of R is defined by
is called the normalized basis with respect to the symplectic basis
. For the normalized basis
is known to be the elements of the Siegel upper half space S g , and is called the period matrix. For an even g-characteristic m = (m ′ |m ′′ ) and the period matrix τ , θ m (τ ) is called the Riemann theta constant with m associated with the compact Riemann surface R and
. Denote the generator of the deck transformation group of the coverR → R by t :R →R, the (−1)-eigenspace of t * : H 1 (R; Z) → H 1 (R; Z) by
and the (−1)-eigenspace of t
Under the homomorphism
Definition 3.2. The Prym variety Prym(R, p 2 ) of the cover p 2 is defined by
Prym(R, p 2 ) = (H 0 (R; Ω) − ) * H 1 (R; Z) − ⊂ J(R).
For a symplectic basis
, we choose a basis of H 1 (R; Z) as follows. For i = 1, 2, · · · , g− 1, denote the two lifts of A i byÂ i andÂ i+g , and the two lifts of B i byB i andB i+g such that
The lifts of 2A g and B g are uniquely determined, and denote them byÂ g andB g , respectively. Then,
Therefore, the action ofφ ∈M (g) (p 2 ) on the basis
For the above symplectic basis
is a basis of H 0 (R; Ω) − . It is known that the (g − 1)-square matrix
is the element of the Siegel upper half space S g−1 . We callτ the period matrix of the Prym variety. 
Note that this is not an action of Sp(2g; Z) on Z 2g , and that this definition is different from that of Igusa [9] . For
In the next subsection, we will prove that dm = dm ,(τ ,τ ) is independent of the period matricesτ and τ , and that the image of dm equals < −1 >. For σ = α β γ δ ∈ Sp(2g; Z) and τ ∈ S g , we define the action of Sp(2g; Z) on S g by σ · τ := (δτ + γ)(βτ + α) −1 .
For σ = α β γ δ ∈ Sp(2g; Z), it is known that the theta function has the transformation law (see Igusa [10] )
where γ m (σ) ∈< exp(π/4) > is called the theta multiplier. Now we can construct a homomorphism em :M (g) (p 2 ) →< √ −1 > using dm and γ m . Forφ ∈M (g) (p 2 ) and an even (g − 1)-characteristicm, define the map em by
Note that γ 2 m (ι(ϕ)) and γ m (ι(ϕ))γ n (ι(ϕ)) are uniquely determined. We will prove that e = em is a homomorphism independent of the choice ofm, and that the image of em equals < √ −1 > in the next subsection.
Proof of the main theorem
In this subsection, we will prove that em :M (g) (p 2 ) →< √ −1 > is a surjective homomorphism. We also prove that dm = dm ,(τ ,τ ) does not depends on the choice of (τ , τ ), and that the image of dm equals the cyclic group < −1 >. Forφ ∈ M (g) (p 2 ), we denote simplyι(φ) ∈ Sp(2g − 2; Z) and ι(ϕ) = ι(P (φ)) ∈ Γ g (p 2 ) byσ and σ, respectively.
To prove that dm only depends onφ ∈M (g) (p 2 ) andm ∈ Z g−1 , we need the following theorem. Then Φm m,n (τ , τ ) does not depend on the choice ofm.
where m = (m ′ , 0|m ′′ , 1).
Proof. Denote the 1-eigenspace of H 1 (R; Q) by H 1 (R; Q) + . Then
Hence, the induced homomorphismM (g) (p 2 ) → Sp(2g; Z) by the action ofφ ∈M (g) (p 2 ) on the basis
and σ = ιP 2 (φ) preserves the homology class B g mod 2, σ is written in the form
Then it is easy to see that π(σ · m) ≡σ ·m mod 2.
Consider the action of ϕ ∈ M g (p 2 ) on the symplectic basis
is also a symplectic basis of H 1 (R; Z). The corresponding period matrix is
where {ω
is the normalized basis. This is equal to t ι(ϕ) · τ . Next, Consider the action ofφ
. The period matrix of Prym(R, p 2 ) with respect to the basis {φ
where
is the normalized basis. This is equal to tι (φ) ·τ . Hence, t ι(ϕ) · τ is also the perod matrix of R, and tι (φ) ·τ is also the period matrix of the cover p 2 . This shows that the pair (σ ·τ , σ · τ ) satisfies the condition of Theorem 3.4 for anyφ ∈M (g) (p 2 ). , by the definition of dm(φ). It is easy to see that det(β 2τ +α 2 ) det(β 1τ ′ +α 1 ) = det(β 3τ +α 3 ), and det(β 2 τ + α 2 ) det(β 1 τ ′ + α 1 ) = det(β 3 τ + α 3 ).
This shows that em is a homomorphism. Next, we determine the image of em. There are two lifts inM (g) (p 2 ) of a 2 ∈ M g (p 2 ). We denote the lift which fix the homology classÂ 1 byâ ∈M (g) (p 2 ). As we stated in Remark 2.5, H 1 (M (g) (p 2 ); Z) is generated byâ. Forφ =â, we haveσ =ι(â) = I 2g−2 ∈ Sp(2g − 2; Z), σ = ιP 2 (â) = γ gg ∈ Γ g (p 2 ). From Theorem 3 in Igusa [9] , for anym ∈ Z 2(g−1) , we have It is easy to see that dm(â) = 1. Hence em(â) is a generator of the cyclic group < √ −1 > and is independent of the choice ofm.
For r = 0, 1, we proved H 1 (M (g,r) (p 2 ); Z) ∼ = Z/2Z or Z/4Z in Section 2. From the above Theorem, we have H 1 (M (g,r) (p 2 ); Z) ∼ = Z/4Z.
Since M g,1 (p 2 ) is isomorphic toM (g,1) (p 2 ), we have H 1 (M g,1 (p 2 ); Z) ∼ = Z/4Z. Consider H 1 (M g (p 2 ); Z) when genus g is odd. For the deck transformation t, we obtain e(t) = (−1) g−1 ,
from Theorem 3 in Igusa [9] . By the Lyndon-Hochschild-Serre spectral sequence, we have 
