A central difficulty facing study of the origin of life on Earth is evaluating the relevance of different proposed prebiotic scenarios. Perhaps the most established feature of the origin of life was the progression through an RNA World, a prebiotic stage dominated by functional RNA. We use the appearance of proteins in the RNA World to understand the prebiotic milieu and develop a criterion to evaluate proposed synthetic scenarios. Current consensus suggests that the earliest amino acids of the genetic code were anionic or small hydrophobic or polar amino acids. However, the ability to interact with the RNA World would have been a crucial feature of early proteins. To determine which amino acids would be important for the RNA World, we analyze non-biological protein-aptamer complexes in which the RNA or DNA is the result of in vitro evolution. This approach avoids confounding effects of biological context and evolutionary history. We use bioinformatic analysis and molecular dynamics simulations to characterize these complexes. We find that positively charged and aromatic amino acids are over-represented whereas small hydrophobic amino acids are underrepresented. Binding enthalpy is found to be primarily electrostatic, with positively charged amino acids contributing cooperatively to binding enthalpy. Arginine dominates all modes of interaction at the interface. These results suggest that proposed prebiotic syntheses must be compatible with cationic amino acids, particularly arginine or a biophysically similar amino acid, in order to be relevant to the invention of protein by the RNA World.
Arginine dominates all interaction modes, suggesting that prebiotic syntheses must produce cationic amino acids to be on-pathway to the genetic code.
INTRODUCTION
Understanding the origin of life is an important but thorny problem in biology. A major conceptual difficulty in this field is evaluating the relevance of different proposed prebiotic scenarios.
Here, we reason backward from our best knowledge of early life to develop a criterion to evaluate prebiotic synthesis scenarios for amino acids. Perhaps the most robust theory of the origin of life is the presence of an RNA World, in which RNA fulfilled most of the functions of the early cell. The revelation that the catalytic center of the ribosome is a ribozyme is strong evidence that protein coding was invented within the RNA World [1] . Indeed, several authors have suggested that the earliest coded peptides were not catalysts, but instead served to stabilize functional RNA [2] [3] [4] . Although the RNA World was likely to contain amino acids and short peptides [5] , the invention of coded protein synthesis marked a major evolutionary transition.
Many studies have attempted to outline the order of addition of amino acids to the code, based primarily on estimations of prebiotic availability or chemical or evolutionary hypotheses [6] . However, it is not clear that prebiotic abundance should be correlated with entry into the genetic code, and the connection between various hypotheses and the origin of life is also uncertain. Therefore, we approach the question of early amino acids of the genetic code in terms of biophysical importance to the RNA World. Because proteins presumably joined a protobiology dominated by RNA [1] , their earliest functions would have involved close interaction with RNA. We analyze biophysical properties and amino acids that promote interaction with RNA. Because the exact amino acids of early life may differ from those today, we focus on general properties that may characterize classes of amino acids.
Previous analyses of the structures of biological protein-RNA complexes have highlighted the importance of hydrogen bonding in particular, with nonpolar residues aiding packing and aromatic residues stacking in the complex [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . Most studies have focused on the role of hydrogen bonding in base recognition, suggesting that these interactions could be largely sufficient for specificity [24] . Some studies also highlight the role of positively charged amino acids, arginine and lysine, in mediating protein-DNA associations [10, 12, 13, 27, 28] . The positively charged amino acids can interact with nucleic acids via multiple modes [20, 21, 29, 30] .
Although many protein-RNA complexes are known from biology, a major confounding factor is that these complexes have been subject to unknown evolutionary and functional constraints that may not be relevant to the binding interaction. With this caveat, algorithms based on a meta-analysis of biological protein-DNA and protein-RNA complexes have been developed to predict potential DNA-or RNA-binding residues with support vector machines (SVMs). This approach considers calculated biochemical properties of the protein primary sequence (e.g., BindN [31] and Patch Finder Plus [32] ) and may include evolutionary information (e.g., BindN+ [33] , Pprint [34] , and ConSurf [35, 36] ). Other considerations include interface residue propensity (KYG [30] ), sequence homology (RNABindRPlus [37]), and predicted secondary structure and conservation of physicochemical properties (PRBR [38] ).
To reduce these confounding factors, we analyze protein-RNA interactions that evolved in vitro, i.e., protein-aptamer complexes. These complexes represent multiple evolutionary experiments that are independent from one another, so themes common among these complexes should reflect biophysical features rather than evolutionary constraints. To understand protein-nucleic acid complexes more generally, we also analyze proteins and DNA aptamers; principles of RNA-protein and DNA-protein interaction appear to be similar [7] . Furthermore, we compare the proteins in these complexes with proteins known to be difficult targets for aptamer binding, which had repeatedly failed SELEX for DNA aptamers [39] . Because aptamers against the difficult targets could be found using SELEX with hydrophobic nucleotides, the prior difficulty was presumably due to biophysical properties of the proteins. Understanding the biophysical characteristics of protein-aptamer complexes is of interest not only for the origin of life but also for improving aptamer engineering [40, 41] .
In addition to comparing aptamer-binding proteins with ''difficult target'' proteins, we compare the aptamer-binding interface of the protein to the non-binding regions of the same protein. We also compare residues that are expected to lower the enthalpy of solvation with those that are not. These comparisons illustrate the amino acid composition and biophysical properties that promote aptamer binding. To characterize chemical interactions between protein and aptamer, we use a structure-based classification of interaction modes [16] and molecular dynamics (MD) simulations to calculate non-covalent electrostatic and van der Waals energies (enthalpies) of each protein-aptamer interface. Our results highlight the importance of electrostatics and particularly arginine. We discuss the implications for the prebiotic chemistry scenarios for the origin of life.
RESULTS

Frequency of Charged Residues per Protein in AptamerBinding Proteins
A preliminary analysis indicated that aptamer-binding proteins are biophysically distinct from proteins that bind natural biological RNAs (STAR Methods). Because larger proteins appeared to have a disproportionate amount of negative charge and aptamers interact with a specific region within a protein, we attempted to enrich the dataset for aptamer-binding regions by restricting analysis to the smaller aptamer-binding proteins (<500 and <200 amino acids). Indeed, there is a significant trend toward positive charge content for both subsets. For proteins under 500 residues, the average frequency of positively charged amino acids r + = 0.13 is greater than the average r À = 0.11 per protein (p = 0.005 for a t test comparing two means). The difference is more pronounced for proteins under 200 residues, with average r + = 0.14 and average r À = 0.11 per protein (p = 0.002 for a t test comparing two means). In contrast, for the known difficult targets (12 proteins comprising 5,435 residues; all examples are <200 amino acids), the average r + = 0.11 was slightly lower than the average r À = 0.12, although this difference was not statistically significant from 0 (p = 0.69 for a t test comparing two means). These findings are summarized in Figure 1A for the subset of aptamer-binding proteins from the PDB and for difficult targets (Table S1) . Overall, the analysis indicates that aptamer-binding regions of proteins are relatively localized within proteins and tend to be positively charged, consistent with the expectation from the negatively charged RNA backbone. Furthermore, a lack of positive charge is associated with difficulty evolving aptamers against the protein. Number of positive and negative residues in each (A) protein, (B) interface, and (C) solvating region of the protein-aptamer complex. The area of the circle is proportional to the protein length. The legend indicates whether the aptamer is RNA (green) or DNA (purple) or whether standard aptamer evolution had failed repeatedly (red). The phrase ''w/ligands'' indicates that the PDB structure contains ordered ligands (i.e., ions or small molecules) aside from the nucleic acid and protein.
See also Tables S1, S2, and S3.
Frequency of Charged Residues at the Protein-Aptamer Interface
Residues composing the protein-nucleic acid interface for protein-aptamer structures in the PDB were identified (STAR Methods; Table S2 ). The interfaces have a strong tendency to be positively charged, as the average r + int of interfacial residues, 0.41, is much greater than the average r À int , 0.12 (p = 0.007 for a t test comparing two means; see Figure 1B and Table S3 ). Thus, the interfacial residues show a substantially greater tendency toward positive charge compared to the protein as a whole. Of the 21 studied non-redundant interfaces, 18 were overall positively charged (Table S3) .
Frequency of Charged Residues in the Solvating Region of the Protein-Aptamer Interface
We identified a subset of interfacial residues that are expected to lower the energy of the bound complex (STAR Methods). As with the protein-aptamer interfaces, the solvating areas have a strong tendency to be positively charged: 16 out of 21 studied solvating areas are positively charged, and the average r + solv = 0.40 is significantly greater than the average r À solv = 0.09 (p = 5.5 3 10
À4 for a t test comparing two means; Figure 1C ; Table S3 ).
Amino Acid Composition of Interfacial and Solvating Regions
To understand the composition of protein regions interacting with aptamers, for each protein-aptamer complex, we estimate the frequency of each amino acid in the whole protein (f prot ), the surface (f surf ), the protein-aptamer interface (f int ), and the solvating region (f solv ). Although f surf for the entire protein is usually unknown because the PDB structure does not contain the entire structure, we estimated f surf as described (STAR Methods). Propensity (p i int or p i solv ) is the ratio of f int (or f solv ) to f surf and is a measure of the tendency of amino acid i to participate in the protein-aptamer interface (or in solvation) while controlling for its tendency to be on the surface. The propensities of each amino acid, averaged over all of the protein-aptamer complexes in the PDB, are shown in Table S4 . The statistical significance of the propensities was determined by bootstrap sampling of observed propensity values for the aptamer-protein complexes in the PDB, which reflects the variation observed among different proteins (bootstrap method B1). The propensities at the interface for Arg, Lys, and Phe are significantly greater than 1, whereas the propensities at the interface for Gln, Asp, Leu, and Val are significantly lower than 1 (Figure 2A) . The propensities at the solvating area for Arg, Lys, and Asn are found to be significantly greater than 1, whereas the propensities at the solvating area for Glu, His, Gly, Met, Phe, Leu, Val, and Ile are found to be significantly lower than 1 (Figure 2B ). Similar trends are seen when considering only the subset of proteins binding RNA and proteins binding RNA without ordered ligands (see Figures S1A and S1B, respectively).
It is possible that propensities could reflect highly unusual protein compositions rather than true preferences of amino acids to be at the interface. Therefore, to account for the composition of a specific protein, we determine whether the propensity of an amino acid in a given protein interface differs from its propensity in a randomly selected subsequence of the same protein (bootstrap method B2). In aptamer-binding proteins (in the absence or presence of ordered ligands), the observed propensities for Arg, Lys, and Trp were found to be significantly greater than those for the random subsequences, whereas the observed propensities for Leu and Val were significantly lower than those for the random subsequences ( Figure S2 ). The combined results from the two different bootstrap methods (B1 and B2) suggest an overall preference for RNA interaction with Arg and Lys and an avoidance of interaction with Val and Leu. Propensities at the interface (A) and the solvating areas (B) with 95% confidence interval determined by bootstrapping method B1, reflecting variation among different complexes. Statistically significant deviations from 1 are noted by the star (p < 0.05). Amino acid types are ordered by increasing hydrophobicity. Bars are colored as follows: green, basic; dark blue, amidic; red, acidic; gray, aliphatic; light blue, aromatic; pink, hydroxylic; and yellow, sulfur containing. See also Tables S1, S2, and S4 and Figures S1, S2, S3, and S7A.
[48], bulkiness [46] , and tendency to form coils [49] or alpha helices [50] . We calculated or estimated these values for each whole-protein sequence, protein-aptamer interface (determined by PDBePISA), and solvating area (determined by PDBePISA). For comparison to the interface, we also attempted to characterize the non-interfacial surface of the entire protein (STAR Methods).
Properties that favor nucleic acid binding are expected to be relatively low in whole sequence and non-interfacial surface compared to protein-aptamer interface or solvating region; those that disfavor binding would show the opposite tendency. Charge, flexibility, polarity, hydrophilicity, and the percent of accessible residues are all increased in the interface and solvating region, whereas hydrophobicity and the percent of buried residues show the opposite (Figures 3A-3C ). The tendency to form alpha helices or coils and bulkiness do not show a significant difference ( Figure 3D ). Similar results were found for protein-RNA complexes in the absence of ligands ( Figure S4 ).
Nature of the Chemical Interactions at the AptamerProtein Interface
We used ENTANGLE to identify likely hydrogen-bonding, pi-pi stacking, electrostatic, hydrophobic, and van der Waals interactions from PDB structures [16] (STAR Methods). For each mode of chemical interaction, we calculated the fraction of interactions that was attributed to each type of amino acid (Figure 4) . Arg was the most frequently found amino acid for all modes of interaction (hydrogen bonding, electrostatic, stacking, hydrophobic, and van der Waals). Both Arg and Lys clearly dominated the electrostatic mode. Lys was also important for hydrophobic and van der Waals interactions. For hydrogen bonding, Ser, Thr, and Gln were prominent (after Arg). For stacking, His and Tyr were prominent (after Arg). For hydrophobic interactions, after Arg and Lys, several amino acids contributed similarly (Asn, Gln, Glu, Pro, Ser, and Thr), although, interestingly, the small hydrophobic amino acids (Leu, Val, and Ile) made only minor contributions. A similar pattern was seen with van der Waals interactions. Overall, Arg and Lys accounted for over half of all interactions.
Electrostatic and van der Waals Contributions to the Internal Energy of Aptamer-Protein Complexes
We used MD simulations of the complexes to calculate the electrostatic and van der Waals energies in the interfaces ( Figure 5A ). In general, we found that the electrostatic component is much larger than the van der Waals component for all aptamer-protein complexes except one (PDB: 3AHU). Complex 3AHU (RNAbinding protein Hfq) is unusual in this set because it contains three protein chains that contact a single aptamer, with only one positively charged residue found at the interface. In general, the electrostatic energies correspond to more than 80% of the total interfacial energy (absolute numbers are given in Figure S5A ).
Energetic Contributions to the Protein-Aptamer Complex from Different Amino Acids
We calculated the contribution of each amino acid and averaged these values for each type ( Figure 5B ). Two amino acids, Arg and Lys, contributed the majority of electrostatic energy (H elec ) to the complex, with the hydroxyl-containing amino acids (Ser and Tyr) also having a minor contribution. The negatively charged residue Glu was destabilizing (H elec > 0). In contrast, a variety of amino acids stabilize the complex via van der Waals energies (H vdw ). A notable exception is the small hydrophobic residues (Leu, Val, and Ile), which contributed little to the van der Waals energies. For the charged and hydroxylic amino acids, the Normalized biophysical properties for the whole protein (prot), non-interfacial surface (no int surf), interface (int), and solvating areas (solv) of all protein-aptamer complexes. Shown are (A) charge, flexibility, and polarity (following two different scales); (B) hydrophilicity and hydrophobicity (following two different scales); (C) the percentage of buried residues and accessible residues; and (D) the tendency to form alpha helices or coils and bulkiness. Bars correspond to a 95% confidence interval for the average from 19 complexes. See also Figure S4 and Tables S1 and S2. magnitude of electrostatic energy was greater than that of van der Waals energy ( Figure S5B ).
Electrostatic Interactions in Aptamer-Protein Complexes
Based on MD simulations, we further classified the electrostatic interactions into three mutually exclusive groups: (1) hydrogen bonds in the absence of ionic interaction; (2) ionic interactions in the absence of hydrogen bonding; and (3) mixed interactions, i.e., hydrogen bonds between donor and acceptor atoms of opposite charge sign.
The proportion of hydrogen bonds (either at the amino acid main chain or side chain), ionic interactions, and mixed interactions present at each complex interface is shown in Figure 5C (absolute numbers are given in Figure S5C ). For every case except 3AHU, the number of hydrogen bonds and the number of interactions with ionic character (ionic plus mixed interactions) are roughly equal. The exception to this trend, complex 3AHU, which has a single charged residue at the interface, lacks ionic interactions at the interface and exhibits lower electrostatic enthalpy than the other complexes.
Electrostatic Contributions to the Protein-Aptamer
Complex from Different Amino Acids Given the predominant role of electrostatic interactions in the enthalpy of the complexes, we further classified these interactions between protein and aptamer according to which amino acid was involved in each interaction type (H-bond, ionic, and mixed; Figure 5D ). Consistent with their high propensity values at the interface, Arg and Lys are involved in $53-103 more electrostatic interactions than any other amino acid type. For amino acids with side chains capable of H bonding, the hydrogen bonds of the interface tend to involve the side chain rather than the main chain ( Figure S5D ). Overall, H-bonds to the Arg side chain dominate the H-bond landscape. Interestingly, His (pKa $6) is not involved in hydrogen bonds or ionic interactions in these complexes.
Positively Charged Residues and Electrostatic Energy
We examined the correlation between H elec and the number of positively charged residues in the protein (n + prot ), the interface (n + int ), and the solvating area (n + solv ). Although there is no correlation between H elec and n + prot (R 2 = 0.1; Figure 6A ), we find high correlation to n + int and n + solv (R 2 = 0.98 and R 2 = 0.92, respectively; Figure 6B ), indicating that the number of positive residues at the interface essentially determines H elec . To determine whether each charged residue contributes a constant energy to the complex, we calculated H elec /n + int for each protein complex ( Figure 6C ). We find that, as n + int increases, H elec /n + int also increases, i.e., that the energetic contribution of each positive residue is greater in magnitude in complexes with a greater number of positive residues. Similar results are obtained when considering only RNA-binding proteins in the absence of ordered ligands ( Figure S6 ).
Amino Acid Composition of the Last Universal Common Ancestor (LUCA)
In contrast to proteins that interact with aptamers, LUCApedia proteins exhibit a statistically significant excess of negatively charged residues over positively charged residues (p = 0.022 and p < 10 À6 for the high-and medium-confidence sets, respectively). The amino acid composition of LUCApedia proteins is shown in Figure S7A . Interestingly, the positively charged amino acids are found at frequencies similar to the amino acids generally considered prebiotically plausible [51, 52] . A similar profile is found for the protein set composing SwissProt (see Figure S7B ).
DISCUSSION
We sought to understand the biophysical features of the earliest coded proteins by reasoning that these proteins must have evolved in the RNA World, and so a major selective pressure would be the ability to interact with RNA. Any protein property, including its sequence, is the product of natural selection for function in a particular environment as well as evolutionary constraints and random factors. We therefore restricted our analysis to proteins that bind aptamers, which represent interactions that evolved de novo independently from one another and were selected primarily for binding activity.
For the aptamer-protein complexes analyzed, the interfaces and solvating areas are strongly positively charged. Both positively charged amino acids and aromatic amino acids are overrepresented at the interface, whereas small hydrophobic residues are under-represented. Although polarity is similar between the non-interfacial surface and the interface, solvating residues are significantly more polar and hydrophilic than the interface as a whole. This suggests that nonpolar residues at the interface 
. Fraction of Interactions Attributed to Each Type of Amino Acid
Relative frequency of each amino acid in each kind of interaction (hydrogen bonds, electrostatic, stacking, hydrophobic, or Van der Waals and for all together) averaged over 8 protein complexes. The frequency for any amino acid i in each complex is calculated as the number of times that amino acid i is found in interaction type j, divided by the total number of amino acids involved in interaction type j. Error bars represent the SE. See also Tables S1 and S2. (e.g., aromatic residues) contribute to direct interfacial contacts that may be buried in the complex, rather than having an effect on solvation, an interpretation that is corroborated by the higher calculated tendency of interfacial residues to be buried compared to solvating residues.
Arginine was by far the dominant amino acid at the protein-aptamer interface, being most frequently involved in all modes of interaction (electrostatic, hydrogen bonding, stacking, van der Waals, and hydrophobic). Only lysine came close to the frequency of arginine in any mode (electrostatic). Furthermore, MD simulations indicated that electrostatic energies were generally much greater than van der Waals energies for the complex. For electrostatic interactions, roughly half of these interactions have an ionic component and half have primarily H-bond character. Most H-bonds occur with the amino acid side chains rather than within the main chain, with Arg being again predominant in this mode of interaction. The electrostatic energy was highly correlated with the number of positive residues, as expected. However, a surprising finding was the non-linearity among positively charged residues, as each residue lowered the electrostatic enthalpy by a greater amount if there were more such residues. The mechanism for this effect is presumably not based on the entropic cost of conformational constraint, because these MD calculations are not sensitive to entropic changes. However, one possibility is that each positively charged residue promotes further interaction by increasing the 
. Electrostatic and van der Waals Energies and Contributions from Each Residue Type
(A) Electrostatic and van der Waals energies of the non-covalent interactions for proteins binding aptamers in the absence of ligands, as a proportion of the total non-covalent interaction energy (for absolute contributions instead of percentages, see Figure S5A ). (B) Electrostatic and van der Waals contributions per residue for each residue type, averaged over all protein-aptamer complexes. Error bars represent the SE over measurements from different complexes (for relative frequencies, see Figure S5B ). (C) Proportion of hydrogen bonds, ionic interactions, and mixed interactions between the protein and aptamer, present at the interface of each complex, calculated as the average value over the last 200 ps of the simulation. Error bars correspond to the SD over the simulation frames (for absolute contributions instead of percentages, see Figure S5C ). (D) Number of hydrogen bonds, ionic interactions, and mixed interactions for each amino acid type, calculated as the sum of the average values for the different complexes over the last 200 ps of the simulation. Error bars correspond to the sum of the SDs over the complexes (for relative frequencies, see Figure S5D ). See also Tables S1 and S2. accessibility of the nucleic acid at other contact sites. The observed non-linearity may thus result from cooperativity among interaction sites. Both cooperativity and anti-cooperativity of salt bridges have been proposed to exist in protein structure; the findings here suggest that cooperativity among salt bridges characterizes protein-aptamer interfaces [53] . These findings, taken together, support the idea that arginine and lysine contribute the majority of binding enthalpy through electrostatic (e.g., hydrogen bonding and polar) interactions.
It has been argued that cations can substitute for positively charged amino acids. It was recently suggested that early peptides could have been overall negatively charged but closely associated with cations (like Mg 2+ or Fe 2+ ) [4] . We find that complexes containing ordered ligands do not have a notably different charge profile from complexes that lack such ligands, but our dataset of proteins binding aptamers in the presence of ordered ions is too small to draw a conclusion regarding this possibility. It is possible that loosely bound cations may compensate for the positively charged amino acids. However, it is not likely that such cations could provide the same degree of energetic contributions (e.g., in non-electrostatic modes) as positively charged amino acids.
The high propensities of arginine and lysine for binding nucleic acids are supported by previous computational and statistical analysis [20, 21, 30 , 54] of biological protein-RNA complexes. These prior studies also found high propensities for tyrosine, phenylalanine, and isoleucine [20] ; asparagine and serine [21, 30] ; and tyrosine, phenylalanine, methionine, histidine, and glycine [30] . Thus, the over-representation of aromatic amino acids that we observed at the interface is consistent with prior studies on biological complexes. It is important to note that our study did not include biologically evolved protein-RNA interactions and that we used a propensity measure that compares the frequency of an amino acid in the interface to the entire protein, not just to the protein fragment whose structure was determined. Although we are only able to estimate the expected surface based on the probabilities of surface exposure, we believe that the importance of considering the entire protein supersedes the additional precision of a structure-based accessible surface area (ASA) measurement. These differences in design, intended to reduce evolutionary and experimental biases, may contribute to the differences between propensities measured in this study and those in prior studies.
Although our analysis is based on protein-RNA interactions that were evolved in vitro, the protein sequences are derived from biology. One may consider whether non-biological proteins or peptides would also exhibit similar trends. Aptamers against single amino acids have been evolved in vitro [55] . Interestingly, these include multiple aptamers against arginine [56] [57] [58] [59] [60] , aptamers against two aromatic amino acids (tyrosine [61] and tryptophan [62, 63] ), consistent with our findings. On the other hand, aptamers are also known against two small hydrophobic amino acids (isoleucine [64] [65] [66] and valine [67] ). Although it is difficult to connect these observations to general tendencies, the apparent ease with which arginine aptamers are found is notable. The converse analysis, i.e., of peptides evolved in vitro to bind a biological RNA, may also be illuminating. An analysis of artificial peptides that bind the l boxB RNA hairpin showed that positively charged amino acids were enriched, with arginine having the highest frequency among amino acids in the selected peptides [68] . Another study of in vitro peptide evolution demonstrated that peptides consisting only of arginine, glycine, and serine were capable of binding the Rev response element with affinities similar to that of Rev protein [69] . Finally, a recent analysis of the interaction between ribosomal protein uL23 and its associated rRNA draws the contrast between the more ancient ''tail'' domain of uL23, which interacts primarily through ionic interactions between cationic amino acids and the rRNA backbone, and the newer globular domain, which interacts through other mechanisms [70] . These studies support the importance of arginine and electrostatic forces in non-biological and ancient protein-RNA interactions.
Several additional caveats should be kept in mind regarding this study. We did not consider histidine to be positively charged, as it has a pKa of $6 [71] and the pH of the late Archean ocean is generally thought to have been 6.5-8 [72, 73] . The analysis is also limited by the datasets, which include a relatively small number of protein-aptamer complexes that may or may not be representative of protein-aptamer complexes in general. The classification of chemical interactions relies on criteria whose precise Figure S6 and Tables S1 and S2. choice may affect the classification, given the mixed chemical nature of some interactions. We did not extract information about entropy from MD simulations, so the results reflect only the enthalpic term of free energy. Finally, LUCApedia contains extant proteins, whose composition may or may not reflect that of ancestral proteins.
To understand the emergence of early proteins, several studies have attempted to describe the set of amino acids that were prebiotically available. Different studies (based on analysis of comets or meteorites, Miller-Urey-type spark discharge experiments, and hydrothermal vent synthesis) suggest a consensus set of ten prebiotic amino acids: Ala, Asp, Glu, Gly, Ile, Leu, Pro, Ser, Thr, and Val (for a summary, see [51, 52] ; Table 1 ). An important caveat to this consensus is that the chemical derivitization used during analytical techniques may not be appropriate to detect Arg and Lys, although their absence could also be due to inefficient synthesis and/or short half-lives [4, 75, 76] . This consensus set may therefore change in light of improvements in analytical techniques [77, 78] . Nevertheless, this set of amino acids shows adequate properties of complexity, secondary structure propensity, hydrophobic-hydrophilic patterning, and core packing potential [52] to be plausible for protein folding. Indeed, proteins or peptides based on a prebiotic 4-amino-acid alphabet (Gly, Ala, Asp, and Val) may have catalytic activity [79] .
However, the consensus prebiotic list does not include the amino acids that are of greatest interest for RNA interaction, namely positively charged and aromatic amino acids (Table 1) . It is often assumed that these amino acids entered the genetic code at a later stage [6, 80, 81] . Notably, the consensus prebiotic list could not provide ionic interactions, which would be an important interaction mode for macromolecules of high charge density, such as RNA. In addition, a major challenge for this prebiotic set is the inclusion of both negatively charged amino acids, which would disfavor protein folding due to a sharp increase in like-charge density upon collapse [52] . Although peptides or proteins lacking positively charged amino acids can serve structural and biochemical functions, such sequences are notably devoid of interaction with nucleic acid [73] . Our analysis suggests that the interactions of RNA with proteins from this tentative consensus prebiotic set would be seriously hampered.
There have been a few abiotic laboratory syntheses reporting positively charged amino acids [82, 83] . Lysine has been reported under simulated interstellar medium conditions [75] , in electric discharge experiments simulating redox-neutral atmospheres [84] , and in one carbonaceous chondrite meteorite (trace amounts) [85] . Arginine has been reported in simulated hydrothermal vents using heating as a source of energy [86] [87] [88] . Both arginine and lysine have been reported using different initial reagents and heat as a source of energy [89] [90] [91] . Other cationic amino acids may also be considered, such as diamino acids (e.g., 2,4-diaminobutanoic acid, found in the Murchison meteorite [92] ), and Arg and Lys may have been later additions to biology [4] . Ornithine (arginine's biosynthetic precursor) has been reported in volcanic spark-discharge experiments [93] and in the Murchison meteorite [92] (for a detailed review on the prebiotic plausibility of the different amino acids, see [94] ). It has also been suggested that ornithine may have entered and then left the genetic code during early evolution [80, 95] .
Significantly, Sutherland and co-workers [74, 96] reported the efficient synthesis of the precursors of ribonucleosides, amino acids, and lipids within a common network of reactions based on hydrogen cyanide. This cyanosulfidic protometabolism does produce arginine. Interestingly, arginine codons are enriched among arginine aptamer sequences [97, 98] , and an aptamer that binds two consecutive arginine residues can act as a template for a coupling reaction between them [99] , supporting the possibility that arginine was an early entrant into the code. Recently, arginine-lipid conjugates formed from prebiotic reactants were shown to mediate interactions between RNA and lipid [100] . Although we do not know the composition of the early proteome, an analysis of LUCApedia suggests that cationic amino acids may have been fairly abundant ( Figure S7A ). We suggest that the importance of arginine and other positively charged amino acids may be used as a criterion for evaluating prebiotic synthetic conditions, i.e., that only synthetic conditions that support the formation of arginine or other biophysically similar amino acids are on-pathway toward the genetic code. 
Conclusions
The theory that early life was based on RNA is widely supported. If so, a critical property of early proteins would be the ability to interact with RNA. We provide several analyses of aptamer-protein complexes that demonstrate the importance of electrostatic interactions involving positively charged amino acids, particularly arginine. Although many different prebiotic syntheses of amino acids may be proposed, the necessity for early proteins to interact with RNA can be used as a criterion to identify synthetic conditions that are on the pathway toward life.
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METHOD DETAILS
Datasets RNA aptamer-protein complexes All the protein-RNA aptamer complexes whose structures have been determined were extracted from the Protein Data Bank, RCSB PDB [101] (July 2016), by using the term 'aptamer' as a keyword for Text Search and including exclusively protein and RNA as macromolecules types. Structures were manually verified to include an aptamer and the protein target against which it was selected through in vitro evolution (e.g., not bound to a crystallization-promoting protein). This search resulted in a list of 19 protein-RNA aptamer complexes (Table S1 ). Of the 19 complex structures, 14 had been solved by X-ray crystallography and 5 by NMR spectroscopy. Some structures included ligands (ions and small molecules), which are detailed in Table S1 . In cases in which multiple structures had been solved, we chose the highest resolution structure for analysis, resulting in 14 protein-RNA complex structures (bold face PDB ID in Table S1 ). Two additional complexes (PDB: 3UZS and 2B63) involved 4 and 13 different types of polymeric chains respectively (i.e., multiple proteins). Since the presence of protein-protein interactions may alter the profile of protein-nucleic acid interactions, these two complexes were not considered in our study. DNA aptamer-protein complexes There are 16 protein-DNA aptamer structures in the PDB (July 2016). These structures were extracted as described above, with the exception that DNA was used instead of RNA as one macromolecule type. When multiple structures were available, the structure with the fewest ligands and highest resolution was selected for analysis. This resulted in a dataset of 5 protein-ssDNA complexes (bold face in Table S1 ). As with the protein-RNA aptamer complexes, protein-DNA aptamer structures containing more than one protein chain were excluded from our analysis. Two structures (PDB: 4HQU and 4NI7) contained SOMAmers, and the remainder (12) contained aptamers derived from in vitro selection. Difficult aptamer targets While many proteins have been successful targets of in vitro selection for aptamers, anecdotes of failed selections suggest that some proteins may be difficult targets for conventional aptamers. A list of such difficult targets was given by Gold et al. [39] (Table S1) , and was used as a comparison group in our analysis. Aptamers to some of these targets have been reported, illustrating that selection was difficult but not impossible, in some cases.
Aptamer-binding proteins
We obtained a list of proteins that are reported to bind aptamers from the Apta-Index aptamer database [102] , and the primary sequence for each protein was identified. The list has 81 entries, with 36 proteins binding to RNA aptamers, and 45 binding to DNA aptamers. Aptamer-binding proteins are similar in overall composition to proteins from the SwissProt database (Release 2017_11 of 22-Nov-17 of UniProtKB/Swiss-Prot) ( Figure S7B) . REAGENT 
Proteins that bind biological nucleic acids
To obtain a list of proteins that bind biological nucleic acids (either DNA or RNA), we used the Nucleic acid -Protein Interaction DataBase (NPIDB). To obtain a list of protein sequences that bind biological RNAs, we extracted the subset of RNA-binding proteins from the NPIDB [103] . Proteins likely to have been in the last universal common ancestor (LUCA) We used the LUCApedia [104] to identify the set of proteins that is predicted to have been in LUCA. At high confidence (6 out of 6 studies), 180 protein sequences (170,524 amino acids) are included. At moderate confidence (3 out of 6 studies), 14,085 protein sequences are included (8, 898 ,430 amino acids).
QUANTIFICATION AND STATISTICAL ANALYSIS Preliminary comparison of aptamer-binding proteins versus proteins that bind biological nucleic acids
Validation of treatment of aptamer-binding proteins as a distinct set To determine whether the biophysical profile of aptamer-binding proteins differed significantly from that of proteins that bind biologically derived nucleic acids, we calculated the frequency of positively and negatively charged amino acids among proteins that bind biological RNAs (NPIDB_rna). From 1132 proteins analyzed, with a total of 365,690 residues, we found that the frequency of positively charged residues was P pos = 0.138, and the frequency of negatively charged residues was P neg = 0.120. However, we find substantially lower frequencies for the 47 proteins that are known to bind RNA aptamers (from a combination of the Apta-index and the PDB subsets, discarding homologous proteins between subsets), for which P pos = 0.112 and P neg = 0.114. Interestingly, positively charged residues appear to be more depleted in aptamer-binding proteins compared to negatively charged residues. A chi-square test (comparing the number of positive, negative and non-charged residues in RNA aptamer-binding proteins to the numbers expected based on proteins binding biological RNAs) shows a highly significant difference (p < 10 À6 ). This effect was seen regardless of whether ordered ligands (e.g., ions) were present, as a similar analysis of RNA aptamer-binding proteins in the PDB whose structures lack ordered ligands also showed a significant difference from expectation based on proteins binding biological RNAs (p = 5x10 À6 ). Thus, proteins that bind RNA aptamers differ in overall charged residue content from proteins that bind biological RNAs, highlighting the importance of analyzing aptamer-binding proteins as a distinct group.
In an analogous analysis with proteins that bind either DNA or RNA, 2113 proteins were analyzed from the NPIDB (838,337 residues), for which P pos = 0.129, P neg = 0.123. For the 95 different aptamer-binding proteins (37,504 residues from a combination of the Apta-index and the PDB subsets, discarding homologous proteins between subsets), we again found substantially fewer charged residues than expected, with P pos = 0.112 and P neg = 0.117. These frequencies are similar to those found when only RNA aptamer-binding proteins are analyzed, with charged residues being lower in aptamer-binding proteins compared to proteins that bind biological nucleic acids. A chi-square test (comparing the number of positive, negative and non-charged residues in proteins binding to aptamers to the numbers expected based on proteins binding biological DNA or RNA) shows a highly significant difference (p < 10 À6 ). As before, similar results are found when considering the subset of proteins that bind aptamers without ordered ligands in their PDB structures (p < 10 À6 ). Again, the differences between proteins that bind aptamers and proteins that bind biological nucleic acids indicate that aptamer-binding proteins are a biophysically distinct group and motivated further analysis. Thus, a simple summation of the number of positive and negative residues indicated that the total number of positive residues was lower in aptamer-binding proteins compared to proteins that bind biological DNA and RNA. A similar effect was seen for negative residues, to a lesser extent. These decreases could occur if the charged residue content was uniformly lower among aptamer-binding proteins, or if charged residues were disproportionately depleted in larger aptamer-binding proteins, which contribute disproportionately to the total. To distinguish these possibilities, we calculated the positive and negative charge content per protein (defined as r + = n + prot / N prot and r À = n À prot / N prot , where n + prot and n À prot are the number of positively and negatively charged residues in a given protein, respectively, and N prot is the total number of residues in that protein).
Validation of importance of protein size when analyzing charge content For the 95 aptamer-binding proteins (PDB and Apta-Index), the average r + = 0.12 was greater than r À = 0.11, with borderline statistical significance (p = 0.052 for a t test comparison of two means). For the 47 RNA aptamer-binding proteins, the average r + = 0.13 was greater than the average r À = 0.11 (p = 0.026 for a t test comparison of two means), with 29 proteins being overall positively charged and 18 overall negatively charged. Although the total number of negatively charged residues in this subset (2050) is greater than the total number of positive residues (2021), the average charge per protein tends to be positive, indicating that smaller proteins contain disproportionately more positive residues.
Comparison of structures with ligands vs. without ligands We considered whether highly ordered charged ligands, such as ions, may counter simple trends in electrostatics. We therefore compared the aptamer-protein structures in the PDB that contain ordered ligands with those lacking ordered ligands. With one exception (PDB: 1OOA), RNA-binding proteins lacking ordered ligands were positively charged (8 out of 9 complexes), as expected. However, for five RNA-binding proteins with ordered ligands, two were positively charged ( Figure 1A and Table S3 ). There were too few complexes involving DNA aptamers to draw a conclusion about the role of ligands. Although the number of complexes is small, these findings suggest that tightly bound cations might sometimes fulfill the electrostatic role of positively charged residues for RNA-binding.
Identification of interfacial residues and solvating residues
Residues composing the protein-nucleic acid interface for 19 protein-aptamer structures (14 RNA aptamer-protein complexes and 5 DNA aptamer-protein complexes from the PDB; Table S1 ) were identified as follows. Among these complexes, two of them (PDB ID: 3AGV and 3ZH2) contribute two non-redundant interfaces, yielding a total of 21 different interfaces. We define the positive (or negative) charge content at each protein-aptamer interface as the number of positive (or negative) residues in the interface divided by the total number of residues at the interface, i.e., r + int = n + int / N int and r À int = n À int / N int . Similarly, we define the positive and negative charge contents in the solvating area of each protein as: r + solv = n + solv / N solv and r À solv = n À solv / N solv , where n + solv and n À solv are the number of positively or negatively charged solvating residues, and N solv is the total number of solvating residues. To analyze the interfaces and solvating areas in the different complexes we used PDBePISA [106] (Protein Interfaces, Surfaces and Assemblies) from the European Bioinformatics Institute, (http://www.ebi.ac.uk/pdbe/prot_int/pistart.html). PDBePISA is an interactive tool to explore macromolecular interfaces and perform calculations of structural and chemical properties of macromolecular surfaces and interfaces [106] . For a selected interface, we identified the involved residues and the solvation energy (DG) contributed by each residue to the complex. In PDBePISA, interfacial residues are defined as those with solvation energy different from zero (DG s 0), and we further define 'solvating residues' as those that lower the solvation energy of the complex (DG < 0).
Most of the complexes were composed of only two molecules, a protein and an aptamer, generating only one interface between them (PDB: 1EXY, 1ULL, 4PDB, 484D, 1EXD, 3DD2, 4M4O, 3UZT, 1AHO, 4HQU, 4NI7). In some cases, the complexes were composed of more than one protein and one aptamer, generating two or more interfaces between them (PDB: 2RSK, 3AHU, 5MSF, 3AGV, 3ZH2). In some cases, the complex was composed of either several biological assemblies that form an asymmetric unit (PDB: 1OOA, 4M6D) or by several asymmetric units that form a biological assembly (PDB: 5MSF, 3EGZ), forming several interfaces that are similar but not identical. Table S2 summarizes the total number of interfaces per complex. In these cases, we compute average quantities for all similar interfaces from the same complex, such that all complexes are weighted equally in overall metrics. In our analysis of charged residues, if multiple equivalent interfaces were present in the same PDB structure, we averaged the frequency of charged residues among the interfaces, such that only non-redundant interfaces are included (i.e., each distinct interface is equally weighted in the average). Relationship between interfacial and solvating residues and charge We calculated that 46% of the interfacial residues are solvating and 34% of the interfacial residues are charged (26% are positive and 8% are negative), so one would expect around 15% of the charged interfacial residues to be solvating if charge is independent of solvation effect. However, in fact, 68% of the charged interfacial residues are solvating, indicating that charged residues have a disproportionate solvating effect. Positively charged interfacial residues are more likely to be solvating compared to negatively charged interfacial residues (72% versus 54%). Conversely, 50% of the solvating residues are charged (compared with 15% as the random expectation), and the majority (81%) of these are positively charged, again indicating that charged residues (particularly positively charged residues) lower the solvation energy of aptamer-nucleic acid complexes.
Amino acid composition of the expected protein surface Although the entire protein is usually not present in the PDB structure, we estimate the frequency of each amino acid at the surface (f surf ) for the entire protein based on the empirical Schein scale [110] , s i bur (%). We calculated the fraction of amino acids of type i expected to be exposed on the surface as s i exp = 1 -s i bur (%) / 100. For each protein, the number of times that amino acid i was expected to be present at the surface ( To estimate the composition of the non-interfacial surface, we first estimate the expected composition of the surface based on the amino acid composition of the whole protein and the Schein scale. Then, we subtract the composition of the known interface, which leaves the estimated non-interfacial surface, for which the biophysical properties can be calculated.
Propensity of amino acid types at the interface and solvating region Preliminary consideration of general trends We expect that amino acids that contribute to RNA or DNA binding would follow the general increasing trend of f prot < f surf < f int < f solv , and amino acids that are generally unfavorable for interaction should show the opposite trend. We find an increasing trend for the positively charged residues (Arg and Lys), and, to a lesser extent, for two polar residues (Asn and Gln) (Table S4) . We find a decreasing trend for a negatively charged residue (Glu) and two nonpolar residues (Leu and Val) (Table S4 ). While these qualitative trends are suggestive, it is also possible that an amino acid important for interaction with RNA would be over-represented at either the interface or among solvating residues without following this trend. Therefore we focus on propensity as follows. Propensity To determine whether the amino acid is over-represented at the interface or solvating region, one might calculate the ratio of f int (or f solv ) to f prot . However, these ratios could merely reflect the tendency of an amino acid to be present at the surface in general, rather than at the protein-aptamer interface. To control for this effect, we calculate the ratio of f int (or f solv ) to f surf , which we define as the propensity of amino acid i to be present at the interface or solvating area ( p i int and p i solv ). Thus we define 'propensity' to represent the tendency of each amino acid to be present in the interface or the solvating region. The propensity was calculated as the ratio of the observed frequency at the interface or solvating area to the frequency at the expected surface of the protein. 
where N i int and N i sol are the number of amino acids of type i at the interface or solvating region, respectively, and N i surf (the number of amino acids of type i at the surface) is estimated using the expected surface, as described above.
To determine whether a particular propensity value is significantly different from 1 given the spread of values among different complexes, we implemented a statistical bootstrapping method. This procedure (method B1) consists of simulating propensity values for each amino acid through random sampling of the calculated propensities for each complex. We generated 1000 random samples and then computed the 95% confidence interval of the mean bootstrap.
To determine whether the propensity of an amino acid in a given protein is significantly different from its propensity in a randomly selected subsequence of the same protein, we implemented a second bootstrapping procedure (method B2). For each protein, knowing the number of residues at the interface, we selected 1000 random subsequences (having the same number of contiguous amino acids as the true interface) and computed the propensity of each amino acid to be in these subsequences. The distribution of p i for the random samples created a null expectation. We calculated statistical significance for whether the true value differed from the random subsamples. Propensity using abundance vs. ASA We defined the propensity of an amino acid as the ratio of its abundance in interfacial (or solvating) residues to its expected abundance at the surface. Propensity has been previously calculated as the ratio of its frequency in the ASA (accessible surface area) of the interface to its frequency in the ASA of the protein [8, 111] . Although the ASA-based method could give a more accurate quantification of the propensity in theory, a major caveat is that the ASA is only calculable for those residues whose crystallographic structure has been resolved (not for truncated or disordered regions of the protein). All of the proteins of the aptamer-protein complexes studied here possessed regions that were not represented in the crystal structure. Quantifying propensity based on ASA values for the incomplete protein could lead to artificial biases of unknown magnitude and direction because the in vitro selection of aptamers was conducted against the whole protein. Indeed, a comparison of propensity at the interface, calculated by ASA versus by expected frequency at the surface, demonstrates significant differences ( Figure S3 ). Nevertheless, both types of calculation support the over-representation of Arg and Lys and the under-representation of Leu and Val among interfacial residues. Propensity of dipeptide sequences An analogous analysis was performed to calculate the propensity of dipeptide sequences, but no propensities were found to be statistically different from 1; this is likely because the dataset is small compared to the large number of possible dipeptide sequences.
Classification of interactions
To analyze and classify the different types of chemical interactions, we used ENTANGLE [16] . ENTANGLE identifies hydrogen bonds if the donor and acceptor atoms are within a distance of 3.9 Å , the hydrogen (inferred position) and acceptor are within a distance of 2.5 Å , and the donor-H-acceptor angle is > 90
. Ionic interactions are identified if two atoms of opposite charge are within a distance of 7 Å (i.e., Arg and Lys with phosphate backbone) and do not meet the criteria for hydrogen bonding. ENTANGLE identifies pi-pi stacking interactions if the center-to-center distance between aromatic amino acid side chain and the base of the RNA is < 3.8 Å with a dihedral angle of < 30
. Hydrophobic interactions are identified between non-polar atoms that are < 5 Å apart. Van der Waals interactions are identified if the distance between the atoms is less than the sum of the two atoms van der Waals radii plus 0.8 Å . ENTANGLE cannot analyze alternate conformers for amino acids or many modified nucleotides, so this analysis was limited to 8 protein-RNA aptamer complexes (PDB: 1EXY, 100A, 1ULL, 5MSF, 2RSK, 3AHU, 484D, 4PDB and 4M6D). All the error bars correspond to the standard error of the data across multiple protein complexes.
Bioinformatic analysis of biophysical properties of protein sequences in protein-aptamer complexes We characterized biophysical properties for each protein using several scales. Each scale assigns a numerical value to each type of amino acid in order to estimate various biophysical properties. To calculate properties along a sequence, values are calculated for each residue within a sliding window and then averaged. A window size of 5 to 7 is appropriate for finding hydrophilic regions that are likely to be exposed on the surface and may potentially be antigenic, and window sizes of 19 or 21 will make hydrophobic, membrane-spanning domains stand out clearly (typically > 1.6 on the Kyte & Doolittle scale) [105] . Initially, we computed our results on a window size of 11 residues. Then, we decreased the window size (to 5 and 1) and computed the correlation coefficient (R 2 ) between the values calculated for different window sizes for the same property. For RNA-binding proteins, R 2 for any biophysical property between a window size 11 and a window size 1 was found to be greater than 0.9. Thus, we performed our subsequent calculations using a window size of 1, which allows us to also calculate the same biophysical properties for the expected surface of the protein (i.e., with an estimate of composition but without precise knowledge of the order of residues on the surface). We normalize values from different scales so that they range from 0 to 1, to facilitate comparison of the results obtained with different scales.
To estimate biophysical properties of an expected surface of a protein, we first calculate the number of each amino acid i on the expected surface for each protein, N i surf , and then compute the biophysical properties of the expected surface using its composition and a window size of 1 residue (i.e., P i N i surf b i , where b i corresponds to the value of a certain biophysical property for residue type i).
To estimate biophysical properties along the non-interfacial surface, we calculate the number of amino acid i in the non-interfacial surface as N i nonint = N i surf -N i int for each protein, and then compute the biophysical properties of the non-interfacial surface using its composition and a window size of 1 residue (i.e., P i N nonint i b i , where b i corresponds to the value of a certain biophysical property for residue type i).
The PDB files (including FASTA files available at the PDB) usually contain information for only a fragment of the protein (for which the structure was solved), so the sequences of entire proteins were extracted from the Universal Protein Resource (UniProt) [112] . For every analysis we perform on protein sequences, we have used the entire sequence. As before, error bars correspond to the standard error of the data across multiple protein complexes.
Molecular dynamics simulations of selected complexes
To understand the energetic contribution of interfacial interactions, we ran molecular dynamics (MD) simulations of the complex with explicit water and spherical boundary conditions. For each complex, the interaction energies between the protein and nucleic components were calculated during the stable phase of the simulations. The complexes that were simulated are PDB: 1EXY, 1OOA, 1ULL, 2BU1, 2RSK, 2V2T, 3AHU, 3HXO, 3ZH2, 4M6D, 4PDB, 5MSF and 484D. These complexes were chosen because they do not contain additional ligands (e.g., small molecules).
The molecular systems were built from the original complex PDB files, using the program VMD [107] . Every complex was solvated by placing it in a water sphere large enough to ensure that the smallest distance between its surface and any atom from the complex was at least 10 Å . Na + and Cl À ions were added to the system to ensure electric neutrality, and the resulting molecular systems had radii ranging from 22 Å to 55 Å . Once the solvated complexes were prepared, MD simulations were performed using NAMD [108] . The energy of each system was minimized before heating it up to 300 K and the systems were equilibrated for 1 ns at 300 K. All the simulations were performed using the CHARMM 27 force field [109] . For each simulation, the RMSD (Root Mean Square Deviation) of the structure along consecutive trajectory frames was used to monitor the stability of the system. Since the complexes were relatively stable during the last 200 ps of the equilibration phase, the 20 structures corresponding to this period were used for the energy calculations (1 frame per 10 ps). This analysis was done using the plugin NAMDEnergy of the program VMD [107] .
These structures were also used to categorize the different interactions between amino acids and nucleic acids at the interface, as well as the contribution from each amino acid residue to each type of interaction. Using VMD [107] we identified hydrogen bonds and ion-pair interactions between protein and aptamer at the interface for each complex. Hydrogen bonds were identified if the donor and acceptor atoms were within a distance of 3 Å and the donor-H-acceptor angle was sufficiently linear (> 130 ). Ionic interactions were identified if two atoms of opposite charge were within a distance of 3 Å . We classified the interactions into three mutually exclusive groups: 1) hydrogen bonds between pairs of atoms with the same charge sign or in which at least one atom of the pair is non-charged (i.e., primarily H-bond character), 2) ionic interactions between pairs of atoms with opposite charge signs and a nonlinear donor-H-acceptor angle (i.e., primarily ionic character), and 3) hydrogen bonds between pairs of atoms with opposite charge signs (i.e., mixed H-bond and ionic character).
