Based on α-stable random projections with small α, we develop a simple algorithm for compressed sensing (sparse signal recovery) by using only 1-bit (i.e., the sign) of the measurements. The method of α-stable random projections has become popular in data stream computations. Using only 1-bit of the measurements results in substantial cost reduction in collection, storage, communication, and decoding for compressed sensing. The proposed algorithm is efficient in that the decoding procedure requires only one scan of the coordinates. For a K-sparse signal of length N , a conservative version of our algorithm requires 12.3K log N measurements to recover the support and the signs of the signal. A more practical version needs fewer measurements, as validated by experiments.
Introduction
Compressed sensing (CS) [5, 1] has become a very popular and important topic of research in mathematics and engineering, for recovering sparse signals from linear measurements. Here, we consider a K-sparse signal of length N , denoted by x i , i = 1 to N . In our scheme, the linear measurements are collected as follows
x i s ij , j = 1, 2, ..., M, where s ij ∼ S(α, 1)
where y j 's are the measurements and s ij is the (i, j)-th entry of the design matrix sampled i.i.d. from an α-stable distribution with unit scale, denoted by S(α, 1). This is different from classical framework of compressed sensing. Classical algorithms of compressed sensing use Gaussian design (i.e., α = 2 in the family of stable distribution) or Gaussian-like design (e.g., a distribution with finite variance), to recover signals via computationally intensive methods such as linear programming [3] or greedy methods such as orthogonal matching pursuit (OMP) [16, 14, 15, 19] .
Inspired by the recent work [13] , we develop 1-bit compressed sensing by using small α and only the sign information (i.e., sgn(y j )) of the measurements. The problem of 1-bit compressed sensing has been studied in the literature of information theory and machine learning, e.g., [8, 6, 17] . 1-bit compressed sensing has many advantages. For example, when the measurements are collected, the hardware will anyway have to quantize the measurements. Also, using only the signs will potentially reduce the cost of storage and transmission (if the number of measurements does not have to increase too much). It appears, however, that the current methods for 1-bit compressed sensing have not accomplished those goals. For example, [8] showed that even with M/N = 2 (i.e., the number of measurements is twice as the length of signal), there are still noticeable recovery errors in their experiments.
The decoding speed is another important issue. It is desirable if the cost can be reduced to merely one linear scan of the coordinates. Our proposed algorithm accomplishes the goal by using α-stable random projections with small α. Our one-scan method is simple and effective. In fact, even for a conservative version of our algorithm, the required number of measurements would be only 12.3K log N (and the practical performance is even better).
The use of α-stable random projections was previously studied in the context of estimating the l α norms (e.g., N i=1 |x i | α ) of data streams [7, 10] . Consequently, our 1-bit CS algorithm also inherits the advantage when the data (signals) arrive in a streaming fashion. The recent work [13] used α-stable projections with very small α to recover sparse signals, with certain distinct advantages: (i) the algorithm needs only one scan; (ii) the method is extremely robust against measurement noises (due to the heavy-tailed nature of the projections); and (iii) the recovery procedure is per coordinate in that even when there are no sufficient measurements, a significant portion of the nonzero coordinates can still be recovered (in other words, the classical "phase-transition" phenomenon vanishes in some sense.). The major disadvantage of [13] is that, since the measurements are also heavy-tailed, the required storage for the measurements might be substantial. Our proposed 1-bit algorithm provides one practical (and very simple) solution.
The Proposed Algorithm
In our algorithm, the entries (i.e., s ij ) of the design matrix are sampled from i.i.d. α-stable with unit scale, denoted by S(α, 1). We can follow the classical procedure to generate samples [2] from S(α, 1). That is, we first sample independent exponential w ∼ exp(1) and uninform u ∼ unif (−π/2, π/2) variables, then compute
Interested readers may want to consult two excellent books [20, 18] to know more about stable distributions. Basically, if Z ∼ S(α, 1), then its characteristic function is E e √ −1Zt = e −|t| α . However, closed-form expressions of the density exists only for α = 2 (i.e., Gaussian), α = 1 (i.e., Cauchy), or α = 0+.
The following Alg. 1 summarizes our proposed one-scan algorithm for recovering the signs of sparse signals.
Algorithm 1
The proposed practical recovery algorithm using 1-bit and one scan. Input: K-sparse signal x ∈ R 1×N , design matrix S ∈ R N ×M with entries sampled from S(α, 1) with small α (e.g., α = 0.05). To generate the (i, j)-th entry s ij , we sample u ij ∼ unif orm(−π/2, π/2) and w ij ∼ exp(1) and compute s ij = g(u ij , w ij ; α) using formula (1) .
Collect:
Linear measurements:
Compute: Q + i and Q − i from (2) and (3), respectively, for i = 1 to N .
Report:
Top βK coordinates ranked by max{Q + i , Q − i }, for example, β = 1.5. Among the selected coordinates, if
, then we estimate sgn(x i ) to be positive (or negative).
The central component of the algorithm is to compute Q + i and Q − i , for i = 1 to N , where
Later we will explain that it is essentially the same if we replace sgn(u ij ) with sgn(s ij ) and w ij with 1/|s ij | α . The parameter α should be reasonably small, e.g., α = 0.05. In many studies, K is often assumed to be known. If K is unknown, it can be reliably estimated in our framework using only a very small number (e.g., 5 or 10) of measurements; see the details in Sec. 6 . Also see the technical note [9] for the work on estimating K using 1-bit and multi-bit measurements.
To make the theoretical analysis easier, we also have a more conservative variant of Alg. 1, by estimating the signs according toŝ
Later in the paper, Lemma 1 will show that at most one of Q + i and Q − i can be positive. Using 0 as the threshold significantly simplifies the analysis and frees practitioners from the burden of choosing a threshold.
Note that, unless the signal is ternary (i.e., x i ∈ {−1, 0, 1}), we will need another procedure for estimating the values of the nonzero entries. The simplest strategy is to do a least square on the reported βK (e.g., β = 1.5) coordinates. This will increase the number of measurements by βK (which is still overall small). In this paper, we focus on the sign and support recovery.
In the next two sections, we will present the intuition and theory for the proposed algorithm. For readers who are mainly interested in the practical performance of our method, please refer to Sec. 5 for the experiments.
Intuition
Our proposed algorithm, through the use of Q + i and Q − i , is based on the joint likelihood of (sgn(y j ), s ij ). Denote the density function of S(α, 1) by f S (s). Recall
. Using a conditional probability argument, the joint density of (y j , s ij ) can be shown to be 1
. Now, suppose we only use the sign information of y j . We have
which means the joint log-likelihood is proportional to
As mentioned earlier, closed-form density function F S exists when α = 2, 1, or 0+. Since our algorithm uses small α, we can take advantage of the limiting density at α = 0+. Basically, suppose u ∼ unif orm(−π/2, π/2) and w ∼ exp(1). According to (1), we can express Z = g(u, w; α) ≈ sgn(u)/w 1/α . In other words, in the limit α → 0+, 1/|Z| α ∼ exp(1). This fact was originally established by [4] and was used by [10] to derive the harmonic mean estimator (12) of K.
Therefore, as α → 0+, we can write the density as F S (s) = 1 2 + sgn(s) 1 2 e −|s| −α , which leads to
Clearly, if x i = 0, then l(x i , θ i ) = 0. This is the reason why it is convenient to use 0 as the threshold. We can then use the following Q + i and Q − i to determine if x i > 0 or x i < 0:
|sij | α becomes w ij , we can write the above Q + i and Q − i as
This is why we compute Q + i and Q − i as in (2) and (3), respectively.
At this point, we have explained the idea behind our proposed Alg. 1. Next we will conduct further theoretical analysis for the error probabilities and consequently the sample complexity bounds.
Analysis
Our analysis will repeatedly use the fact that
. Note that both s ij and y j are symmetric random variables.
Our first lemma says that at most one of the Q + i and Q − i , respectively defined in (2) and (3), can be positive.
Proof: It is more convenient to examine e Q + i and e Q − i and compare them with 1. Let z j = e −(K−1)wij . Note that 0 < z j < 1. Now suppose e Q + i > 1. We divide the coordinates, j = 1 to M , into two disjoint sets I and II, such that
which means we must have
This completes the proof.
Although Lemma 1 suggests that it is convenient to use 0 as the threshold, we provide more general error probability tail bounds by comparing Q + i and Q − i with ǫM/K, where ǫ does not have to be nonnegative. To understand why M/K is the right scale, the following intuition (for x i = 0) might be useful:
By the moment generating function of exponential distribution, we know that
Lemma 2 concerns the error probabilities (false positive) when x i = 0 and ǫM/K is the threshold.
Lemma 2
For any ǫ and any t ≥ 0, we have
where
In the limit as K → ∞, we have
To minimize the error probability in Lemma 2, we need to seek the optimum (maximum) values of H 1 for given ǫ and K. Figure 1 plots the optimum values t = t * 1 as well as the optimum values of H * 1 for K = 5 to 100. As expected, these optimum values are insensitive to K (in fact, no essential difference from the limiting case of K → ∞). At ǫ = 0, the value of 1/H * 1 is about 12.2. Note that to control the error probability to be < δ, the required number of measurements will be M ≥ K H * 1 log N/δ. This is why we use a numerical number 12.3 for the bound of the sample complexity. Lemma 3 For any ǫ, 0 < t < 1, and α → 0, we have
and
Proof: See Appendix B. Figure 2 plots the optimum t * 2 values which maximize H 2 , together with the optimum H * 2 values. Interestingly, when ǫ = 0, the value of 1/H * 2 is also about 12.2. This is not at all surprising, because, for both H 1 (t; ǫ, ∞) and H 2 (t; ǫ, ∞), the leading term at ǫ = 0 is t(t−1)
4 . A precise analysis of Alg. 1 will encounter difficulty. Even if we use a threshold-based approach with threshold ǫM/K, the error probability analysis might not be easy, as it requires computing
but Q + i and Q − i are highly dependent. Nevertheless, we believe the general error probabilities in Lemma 2 and Lemma 3 will provide intuition why Alg. 1 works well.
Interestingly, if we use Lemma 2 and Lemma 3, and the criteria in (4), i.e., ǫ = 0, we can conveniently compute the error probabilities and the required number of measurements. The results are summarized in Theorem 1.
In order for the total error (for estimating the signs) of all the coordinates to be bounded by some δ > 0, we need M ≥ 12.3K log N/δ measurements. 
Experiments
We provide an experimental study to validate the theory, for support recovery (Figure 3 ) and sign recovery ( Figure 4) . Interestingly, although the required number of measurements using criterion (4) is proved to be 12.3K log N , the actual measurements needed by Alg. 1 will be smaller.
In our experiments, we generate signals based on the two parameters N and K. We choose We then apply our proposed Alg. 1 to recover both the support and the signs of the signal. The number of measurements is set according to
where the confidence parameter δ is set to be 0.01. We vary the parameter ζ from 2 to 8, even though the conservative criterion (4) would require ζ = 12.3.
The recovery results reported in Figure 3 and Figure 4 confirm that our proposed 1-bit one-scan algorithm is indeed effective, as predicted by theoretical analysis. Figure 3 : Support recovery using Alg. 1. We report top-βK coordinates ranked by max{Q + i , Q − i }, for β ∈ {1, 1.2, 1.5, 2}. We report the recall values, i.e., #{retrieved true nonzeros}/K. As expected, using larger β will reduce the required number of measurements, which is set to be ζK log N/δ (where δ = 0.01), for ζ varying between 2 and 8. Even with β = 1, the required number of measurements is smaller than 5K log N/δ in this experimental setting. We repeat each simulation 1000 times and report the medium. Figure 4 : Sign recovery using Alg. 1. The task is more difficult than support recovery. The recovery error is i |ŝgn(x i ) − sgn(x i )|/K, where i is from the top-K reported coordinates (i.e., β = 1). Note that using this definition, the maximum sign recovery error can be as large as 2.
Estimation of K and the Impact on Recovery Performance
In the theoretical analysis and experimental study, we have assumed that K is known, like many prior studies in compressed sensing. The problem becomes more interesting when K can not be assumed to be known.
For our task, there are at least two approaches to this problem. The first approach is to use a (hopefully) small number of full measurements to estimate K. Because the task of estimating K is much easier than the task of recovering the signal itself, it is reasonable to expect that the required number of measurements will be small. Of course, these additional full measurements can also be used to help sparse recovery if we hope to better utilize them.
The second approach is to develop 1-bit and multi-bit estimators of K. While this is certainly a very interesting and useful problem, we prefer to present the method in a separate technical note [9] . Otherwise it might dilute readers' focus. Another reason is that the method developed for 1-bit and multi-bit estimators naturally extends to the family of α-stable random projections for entire 0 < α ≤ 2, and in fact also the general scale family of distributions. Therefore, in this paper, we focus on reporting the experimental results based on the first approach and we briefly summarize the theoretical results of the second approach.
Estimation of K Using Full Measurements
We show that, for the task of sparse recovery, K can be very reliably estimated in our framework using very few measurements, by the following harmonic mean estimator [10] :
For small α,K is essentially M/ M j=1 1/|y j | α with the variance essentially being K 2 M . This is a very accurate estimator. Figure 5 provides an additional set of experiments to confirm that only using a very small number (such as 5 or 10) of measurements to estimate K leads to very accurate results, compared to using the exact K values.
Estimation of K Using Binary or Multi-Bit Measurements
In out settings, the measurements follow an α-stable distribution with a scale parameter Λ α = N i=1 |x i | α , i.e., y j ∼ S (α, Λ α ) , j = 1, 2, ..., M
We can estimate Λ α using full measurements as in [10] , or we can code each |y j | using a 1-bit or multi-bit scheme. For the 1-bit scheme, we need to define one threshold C, while for the multi-bit scheme, we need multiple thresholds. The optimal choices of the thresholds are functions of Λ α , the parameter to be estimated. For α = 0+, α = 1, and α = 2, the asymptotic variances of the 1-bit estimators (assuming the optimal parameters) are, respectively
Readers might be surprised that these variances are actually not much larger than the variances using full measurements. For example, when α = 0+, i.e., Λ α = K, the value Λ 2 0 M 1.5441 is not much larger than
M , the variance of the harmonic mean estimator. Of course, once we use more bits, the estimation variances will be further reduced and not as sensitive to the choice of thresholds. Figure 5 : Sign recovery using Alg. 1 and estimated K by the harmonic mean estimator [10] . The curves labeled "E" denotes the use of exact values of K, i.e, the same curves corresponding to Figure 4 . Using only 5 measurements (curves labeled "5") for estimating K, the recovery results are already very similar to results based on exact values of K. Using 10 measurements provides even better results.
Conclusion
1-Bit compressed sensing (CS) is an important topic because the measurements are typically quantized (by hardware) and using only the sign information may potentially lead to cost reduction in collection, transmission, storage, and retrieval. Current methods for 1-bit CS are less satisfactory because they require a very large number of measurements and the decoding is not one-scan. Inspired by recent method of compressed sensing using heavy-tailed design, we develop an algorithm for one-scan 1-bit CS, which is provably accurate and fast, as validated by experiments.
Future Work: The current work focuses on small α. It would be nice if we can relax this constraint. For example, the recent work [11] demonstrated the advantage of "sign cauchy projections" (i.e., using α = 1) in the context of machine learning with chi-square kernels. One promising direction for future work is to sparsify the design matrix [12] so that we can potentially extend the current algorithm from small α to other range of α values.
A Proof of Lemma 2
Recall
Here, S j ∼ S(α, 1) is independent of s ij , and for convenience we
In particular, if x i = 0, then θ i = θ and sgn (y j /s ij ) = sgn(S j /s ij ). As S j and s ij are symmetric and independent, we can replace sgn(S j /s ij ) by sgn(s ij ) = sgn(u ij ). 1
Pr (1 + u b ) t du 
Consider, for convenience, α → 0 and x i > 0. Again, we study sgn(y j /s ij ) = sgn (x i + θ i S j /s ij ), where S j , s ij ∼ S(α, 1) i.i.d. Let T ij = sgn(y j /s ij ) exp (−(K − 1)w ij ). As α → 0 T ij =sgn x i + θ i sgn(U j )sgn(u ij ) w ij (1 − exp (−(K − 1)u)) −t e −u du
Again, for convenience, we denote b = K − 1. (1 − u b ) −t du = 1 + t(t + 1) (2b + 1)2! + t(t + 1)(t + 2)(t + 3) (4b + 1)4! + ...
For the other term, we have 
