Abstract: In this paper a new real-time control system co-design is presented. Given several plants controlled by Linear Quadratic Regulator algorithms running over the same real-time platform, an optimal selection method of the sampling time of each regulator is proposed. The method finds the optimal solution that minimizes an appropriate overall cost function taking into account performance of each subsystem within a constraint on the computational resource. To deal with this problem a new statespace approach for modeling systems with any value of computational delay is proposed. The structure of the optimization problem is then exploited in a way that its solution can be found by solving a minimal set of nonlinear equations. A simple example with three subsystems is presented to highlight the main features of the proposed method.
INTRODUCTION
At present, complex systems in common use range from dishwashers and smart-phones to cars and airplanes. Such systems have tens of control algorithms, mostly embedded in a single real-time operating system. Each task would share limited resources like network bandwidth, memory, computational resources and so on. In a competitive market, effective system design requires either the maximization of performance under given resource constraints or the reduction of resource requirements of a device for given performance targets. In real-time control systems, the design of control tasks is very arduous. This is because not only plant-controller interaction has to be taken into account, but also because the limit on the resources and consequently how the control tasks interact with them have to be considered. In this paper we will focus on optimal computational resource utilization. That is, given a complex system composed of several plants to be controlled with as many control task mapped onto a real-time OS, we propose an optimal selection of the controller sampling times to maximize overall performance by using limited computational resources.
PROBLEM DEFINITION AND RELATED WORK
Our target is to control m continuous-time plants via a Linear Quadratic Regulation (LQR) control algorithm. Since all the algorithms are implemented in a digital platform, control inputs are piecewise constant and subject to output delay. More in details, for the i−th system we solve:
(x i (t)Q i x i (t) + u i (t)R i u i (t)) dt s.t.ẋ i (t) = A i x i (t) + B i u i (t) u i (t) = u i (kT i − ∆ i ), ∀t ∈ [kT i , (k + 1)T i ) , ∀k ∈ N where T i is the sampling period and with ∆ i the time elapsed between sampling and actuation. All the control algorithms share the same computational resource such that each control task competes for it affecting overall performance of all other control systems. Our aim is to find the optimal control sequence and optimal resource allocation such that an appropriate objective function, which takes into account the performance of the overall system, is minimized subject to computational resource constraints.
where the exact meaning and definition of "Resource Constraints" will be clarified later on.
As can be noticed in (1), there are two main ingredients in real-time control co-design, an Objective function and Resource Constraints. Several works has been done in real-time control co-design, the first one is from Lehoczky et al. (1996) where the authors did not take into account the computational delay. The objective function to minimize is a sum of approximations of the real performance cost constrained by the utilization bound. The first work that considered delayed action is from Kim (1998) where a more sophisticated approximation of each cost, and their sum has been used as an objective function. A more recent work is the one from Bini and Cervin (2008) where the objective function is essentially the same as the previous work but an approximation of the delay considers how control tasks interfere with each others. However, all these works are based on a simple sum of an approximated cost performances, which in some cases could not be enough to ensure sufficient performance in each subsystem. In complex devices, systems with very different dynamics could share the same computational resource. Different dynamics could lead to very different cost functions and minimizing their weighted sum could lead to good performances for some subsystems and poor performances for others.
TASK MODEL AND REAL-TIME SCHEDULING
We consider a system composed by m controllers. Each controller is implemented by a software task τ i running on a processor. Task τ i is characterized by the following features:
• a computation time C i , which represents the time required by the processor to compute the control law; • a period T i , which is the sampling period of the controller implemented by the task τ i .
Another typical feature of the task τ i is its utilization U i = Ci Ti , which represents the fraction of time that task τ i requires to be executed. These tasks are scheduled onto the processor by a Fixed Priority (FP) scheduler (Liu and Layland, 1973) . Without loss of generality, we assume the tasks to be sorted by decreasing priority, i.e. τ 1 has the highest priority, τ m has the lowest one. In FP scheduler, the highest priority task τ 1 executes whenever it is ready, τ 2 can execute only when τ 1 is not. In general τ i can execute only when all the higher priority tasks {τ 1 , . . . , τ i−1 } do not. Hence the amount of delay experienced by tasks increases as the priority decreases. The delay ∆ i from the activation to the completion of task τ i cannot be determined analytically. First of all, it varies from activation to activation. The worst-case and best-case response-time analysis (by Joseph and Pandya (1986) and Redell and Sanfridson (2002) , respectively) computes the maximum and minimum possible task delay among all the possible periodic task activations. However, to best of our knowledge, there is no clear indication of what expression provides the best approximation of the task delay in the context of control systems. Hence, we follow the suggestion by Bini and Cervin (2008) , and we define the task delay ∆ i as
This approximation follows from the assumption that any higher priority task τ j ∈ {τ 1 , . . . , τ i−1 } execute for U j t in any interval of length t. In (Bini and Cervin, 2008) , it is shown that this approximation provides an effective cost reduction in delay-sensitive systems.
OPTIMAL SAMPLED-DATA CONTROL OF LINEAR CONTINUOUS-TIME SYSTEMS

Introduction
Let the following linear time-invariant system be given:
with A ∈ R n×n , B ∈ R n×m and C ∈ R p×n . We assume that (A, B) is controllable and that the state is measurable. We want to find the control input u(·) such that the following cost function is minimized:
with Q and R positive definite matrices of appropriate dimensions. The solution of this problem is given by:
with S solution of the Algebraic Riccati Equation (ARE):
If we call x 0 the initial state of (3), the final value of the cost function will be
However, if the control is realized by a digital system, the input signal is kept constant for a time T which is usually referred to as sampling time, i.e. u(t) = u(kT ), ∀t ∈ [kT, (k + 1)T ) , ∀k ∈ N, then the state evolves according to:
where we set
If we let x k := x(kT ), u k := u(kT ) and y k := y(kT ), then (3) can be written as
and the cost function is now transformed into
where QM
The matrix in (6) is obviously a function of the sampling period T . The value of the cost function will then be
whereŜ(T ) =Ŝ is the positive definite solution of the Discrete Algebraic Riccati Equation (DARE)
The optimal control is given by
Optimal Control with Delayed Action
In practice, a delay ∆ ∈ R + between sampling and actuation always exists due to implementation of the control algorithm in a digital system. As pointed out in the previous section, the delay can be greater than the sampling period. Moreover, it does not necessarily depend on the execution time of the control task only, but also on how the task is scheduled in the resource. In this paper we extend the results in (Furuta, 1985) , where the case of ∆ ≤ T is considered, by also taking into account any value of delay (∆ > T ). Indeed, we will show that the final cost of the LQR problem can be written as the sum of two terms, one depending only on the sampling time and one depending on only the delay. Suppose we sample the state with a fixed sampling period T > 0 and, given a constant samplingactuation delay ∆ > 0, we define the strictly positive integer h as:
which means that (h − 1)T ≤ ∆ ≤ hT . In the classic literature (Franklin et al., 1994; Åström and Wittenmark, 1997 ) such a system can be modeled as an augmented system that in state space form becomesx
wherex
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, and the cost function becomes
where
An optimal state feedback control law can be found to control the above system by considering the augmented system (10), as detailed by the following results. Theorem 1. Solving the DLQR problem for system (10) with cost function (11) is equivalent to solving the DLQR problem for the following system
with cost function
where z k ∈ R n is defined as:
. . .
Proof. If we examine the state evolution for kT + ∆ ≤ t ≤ (k + 1)T + ∆, and performing a change of variables inside the integrals, we find
By defining
and consequently z (k+1) := x((k + 1)T + ∆), using (14) we find (13). In the same way, (13) can be found by substituting (14) into (11). 2 Corollary 2. The optimal feedback is given by
where K is the optimal DLQR gain without delay (8).
Remark 3. By solving the equivalent DLQR problem we reduce the size of the system used for control computation from (n + hm) number of states to n, independent of the delay. The equivalent system (13) is controllable iff the original discrete system (5) is controllable as well. Corollary 4. The final cost of the equivalent problem is:
andŜ is the solution of the DARE of the discrete-time system without delay and J ∆ is given by (12).
If
, as shown in Figure 1 , we can definê
and the cost J ∆ becomes
Finally, the total cost function (17) can be rewritten as
Remark 5. In the final cost (17), the effects of the sampling time and of the delay are decoupled into different terms. The sampling time is only taken into account in the solution of the DARE,Ŝ(T ), unlike the delay, which affects the overall cost only through the matricesF (∆) and J ∆ (∆).
It is easy to note from (15) that if the original state x ∈ X then the variable z ∈ X. This means that for constrained systems, a constraint on state variable x(k) can be seamlessly translated into a constraint on the variable z(k). The idea behind the change of variable is to shift the sampling time, synchronize it with the control action. Obviously this approach can be applied thanks to synchronization of the state sampling and the control action. This method will fail for systems with time-varying delay or sampling. Besides the current use in the design of sample-data LQR of continuous-time systems, the proposed model for arbitrary delay handling could also prove useful to link existing results (Åström and Wittenmark, 1997) in the input-output domain with the state space approach. However, this goes beyond the scopes of the present paper.
OPTIMAL RESOURCE ALLOCATION METHOD
Objective Function of Overall System
In this section we introduce the overall objective function F (J 1 , J 2 , . . . , J m ) to be minimized, which takes into account the performance of the overall system. Let us start considering the cost of a single control system. It has been shown that the cost function of the system taking into account both delay and sampling period is J = ξ 0 Π(T, ∆)ξ 0 with ξ 0 = x0 u(0) . Since we are examining a design problem, it would not make sense to have a cost function dependent on the initial state and control. To remove the dependency, we use the result:
where λ min (Π(T, ∆)) and λ max (Π(T, ∆)) denote respectively the minimum and maximum eigenvalue of Π(T, ∆). Although maximum and minimum eigenvalues are suitable candidates to represent the single cost function, λ max (Π(T, ∆)) could be too pessimistic and λ min (Π(T, ∆)) too optimistic. For this reason the normalized stochastic measure of performance has been introduced. Given the continuous-time system, assuming that the initial condition ξ 0 is a zero-mean, uncorrelated, identically-distributed random variable with unitary covariance, a normalized stochastic measure of performance Doraiswami, 1986, 1987 ) is defined as:
The positive scalarĴ can be viewed as an average cost performance. However, as it has been noted before, we consider the case where the same resource is shared between systems with very different dynamics (e.g. a car where the same unit could control the power train, suspension, spark-ignition and so on). Thus, the final cost associated with different subsystems may vary significantly, and so it would be inappropriate to sum directly the valuesĴ for each system. To overcome this problem we define the normalized measure for the i−th subsystem as:
where S i is the solution of the continuous time ARE. It is easy to note that
, because any sample-data LQR would be suboptimal with respect to the continuous-time LQR (corresponding to f i (0, 0)). Since we do not want to penalize any subsystem, we minimize the worst performance over all subsystems, and this can be translated into the objective function
where T := (T 1 , T 2 , . . . , T m ) and ∆ := (∆ 1 , ∆ 2 , . . . , ∆ m ). Later we will assume that which means that the performance of the subsystems always decreases on increasing T and ∆. It has been proved (Schlueter and Athans, 1971 ) that ∂fi ∂Ti > 0 hold when the system has no imaginary poles. Otherwise there always exist a countable infinite number of values of sampling periods called pathological sampling where the system loses complete controllability and the cost could tends to infinity, as shown in Figure 2 . However, it has been shown Doraiswami, 1986, 1987) that it is always true if we consider T in a neighborhood of the origin. We can also observe that first and second derivatives of f i exist almost everywhere except at a countable infinite number of points (Schlueter and Athans, 1971; Furuta, 1985) . The condition ∂fi ∂∆i > 0 in general is true but there are some particular cases where this assumption could not be satisfied, more details can be founded in (Skogestad and Postlethwaite, 2007) . This can be useful when numerical algorithms use these pieces of information to solve the optimization problems.
The Period Assignment Problem
In this section we investigate how the periods of the controllers can be assigned in a way that the overall cost of (20) is minimized. When m control tasks execute on the same physical processor they are subject to a resource constraint, which can be formulated as a utilization upper bound as follows:
The value of α indicates the amount of overall resource that is dedicated to the control tasks. If α = 1, then the processor is fully dedicated to the controllers. If α = m(
, that is the Liu and Layland bound (Liu and Layland, 1973) , then all controllers are guaranteed to have a delay ∆ i not greater than the period T i . A smaller value of α implies a higher cost. If we model the delay ∆ i as in (2), then the problem of minimizing (20) can be written as min
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It can be noticed that, for any given a value of α < 1, a set of values (T,∆) can always be found such that problem (23) is always feasible. It is easy to note that the smaller α the bigger T i such that equation (24) is satisfied. Constraint (25), instead, gives us a relation between sampling times and delays. Now we will find the solution of the optimization problem (23) by rewriting it in a more suitable way. If we introduce the new variable z ∈ R, and defining the vectors
the original problem (23) becomes min
From the KKT conditions we know that the solution s * of the problem (26) must satisfy
where all the Lagrange multipliers are scalars which satisfy (26) lies at a point where all the constraint are active.
Proof. We split (27) into a system of "linear" equations in the unknown Lagrangian variables divided in three different sets:
Since by hypothesis 
and it is easy to note from (22), (25) and (28) that
Now exploiting (32) and (33), we observe that:
(35) However, (34) is not possible because it would not satisfy (29). Hence, all Lagrange multipliers (β, λ i , µ i ) are nonzero, i.e. all constraints of (26) are active at the optimal solution. 2 Remark 7. Since the cost function f 0 (s) from (26) does not admit gradient equal to zero the solution cannot lie in the interior of the feasible region.
Equation (25) gives us a direct relation between ∆ i and {T j } i−1 j=1 , which means that we can express ∆ i as function of T and remove the constraint (25). We denote such relation as ∆ i (T). It can also be noted that the last sampling period only affects the performance of the last control (Bini and Cervin, 2008) . Intuitively, this can be explained by noting that a lower priority task cannot affect performance of higher priority tasks under Fixed Priority scheduling. (23) can be found by solving the set of (m − 1) nonlinear equations
Proof. From Lemma 6, all constraints in (26) are active at the optimal point. Thus, the solution of (26) 
SIMULATION RESULTS
The proposed optimal design method has been tested using three different plants, each one featuring different dynamics. The state space matrices of three systems are reported below: Q 1 = diag(12, 3, 5, 2), R 1 = 3 Q 2 = diag(2, 0.3, 15, 1), R 2 = 5 Q 3 = diag(0.4, 6, 3.5), R 3 = 0.1.
The execution times of the control algorithms were set up to be proportional to the state dimension. All optimization algorithms were implemented using Octave and its nonlinear solver "fsolve". The behavior of each subsystem is shown in Figure 3 , where it is easy to note that the cost increases as the sampling and delay increase. Although the dynamics of the systems are very different, the design allows to reach satisfactory behaviors of all systems. In Table 6 , Real-Time control systems parameters are shown and compared for a basic design (as detailed next) and for the proposed method. In particular, in the basic design we started from a nominal sampling time for each task, and then we increased them until the utilization constraint was fulfilled. We notice that such a simple design approach is only possible when the number of control subsystems is very limited. On the other hand, the proposed methodology has general applicability. We also notice that using the proposed method, the achieved sub-optimality of the discrete-time LQR systems with respect to the corresponding continuous-time LQR is 5.3% in all subsystems, while in the basic approach the worst case suboptimality is 33.6%.
CONCLUSIONS
In this paper an optimal technique for real-time control system co-design has been presented. The framework is given by several control task algorithms that share the some computational resource scheduled with a real-time operating system. At the beginning, we presented an extension of the work by (Furuta, 1985) for modeling systems with any value of delay. Such models allow one to facilitate the design phase of optimal controllers by decoupling the effect of delay and sampling time in the final cost. The current approach gives few advantages in the design phase. Moreover, it allows one to keep the dimension of the system to be controlled independent of the delay, unlike in the classical approach. We have also proposed an Objective Function that appropriately takes into account the performance of the overall system and of each control task. The structure of the problem has been exploited, by rewriting its solution as the solution of an appropriate set of nonlinear equations. We have demonstrated our method using an example of three subsystems with very different dynamics.
