common approaches such as historical simulation, variance-covariance, RiskMetrics, copula-GARCH and constant conditional correlation GARCH (CCC-GARCH) models. We find that the copula-MSM model is more robust, provides the best fit and outperforms the other models in terms of forecasting accuracy and VaR prediction.
Introduction

Since the theoretical works of Jorion (1997) and Dowd (1998) , value at risk (VaR) has become a standard measure for quantifying market risk of a single asset or an asset portfolio. It is widely used in practice by financial institutions, portfolio managers and regulators. Sophisticated statistical tools and models such as historical simulation or the Monte-Carlo and variance-covariance approaches have been developed in the literature to compute VaR of portfolios. All these models are characterized by a linear dependence structure and normality.
On the one hand, these assumptions reduce the complexity associated with the joint distribution of asset returns and facilitate the computations, on the other hand they may lead to inaccurate VaR forecasts. Empirical observations provide convincing evidence that asset returns exhibit volatility clustering, fat tails, tail dependence, asymmetric correlation and multifractality, and it is obvious that these stylized facts cannot be captured by the normality assumption. To obtain accurate VaR estimates, parametric methods based on econometric models for volatility dynamics as well as semi-parametric methods based on extreme value theory (EVT) have been developed in the literature. 1 In this paper we propose a new modeling approach that is based on a combination of copulas and multifractal processes. Copulas are a tool to describe nonlinear and tail dependent structures of asset returns (cf. Hürlimann, 2004) . Although the idea to use copulas 2 for constructing flexible multivariate distributions with different marginal distributions and different dependence structure is still relatively recent, its application in pricing and risk management is widespread, 3 examples include Cherubini and Luciano (2001) ; Wei et al. (2004) ; Jondeau and Rockinger (2006) ; Wu et al. (2006) ; Palaro and Hotta (2006) ; Chiou and Tsay (2008) ; Huang et al. (2009) . These studies employ the empirical distribution and/or simple GARCH-type models as margins and obtain reasonable results.
Here, we adopt a completely different modeling approach for the marginal distribution, namely the Markov switching multifractal (MSM). Recently proposed 1 We refer the reader to Dowd (2002) ; Küster et al. (2006) for a detailed overview of the various VaR approaches and their advantages and disadvantages.
2 An introduction to unconditional copula theory can be found in Joe (1997) and Nelsen (1999) ; extensions to conditional copulas are proposed by Patton (2006) . 3 We refer the reader to Embrechts et al. (2002 Embrechts et al. ( , 2003 for more details on the applications of copulas in finance.
by Calvet and Fisher (2004) , MSM processes have demonstrated their ability to reproduce most stylized facts of financial asset returns and, thus, outperform GARCH-type models in terms of modeling and forecasting volatility (Calvet and Fisher, 2004; Lux, 2008; Lux and Morales-Arias, 2010) . Our objective is to propose a model that fits the data better than conventional models and produces more accurate estimates of a portfolio's market risk. We compare the forecasting performance of our new model in terms of predicting the market risk of portfolios with different models in the literature via the likelihood ratio test of Christoffersen (1998), the GMM duration-based test of Candelon et al. (2011) and the superior predictive ability test of Hansen (2005) .
The rest of the paper is organized as follows. Section 2 reviews the Markov switching multifractal (MSM) volatility model for marginal distributions. In section 3 the univariate marginals are joined by copulas, resulting in the copula-MSM model. Section 4 presents an empirical application. We evaluate the value-at-risk estimates of the copula-MSM model and compare its performance to other models. Finally, Section 5 concludes.
Markov switching multifractal (MSM) volatility model
In this section we briefly review the Markov switching multifractal (MSM) volatility model. In general, financial returns, r t , are modelled as
where
is the conditional mean return, y t is the centered return. For simplicity, we assume that the expected return is a constant, and we focus on modeling the centered returns.
The continuous-time Poisson multifractal model of Calvet and Fisher (2001) and its discretized version (Calvet and Fisher, 2004) , the Markov switching multifractal (MSM), supply new tools for modeling and forecasting financial volatility. In the MSM, volatility dynamics are driven by a discrete-time Markovswitching process with a large number of states. Centered returns, y t , are mod-eled as:
where the innovations t follow a standard normal distribution ( t ∼ N(0, 1)) and instantaneous volatility σ 2 t is determined by the product of k volatility components or multipliers
t ) and a constant scale factor, σ 2 ,
The volatility components M (i) t are persistent, non-negative and satisfy E[M
t at time t are assumed to be stochastically independent. At time t, each volatility component M (i) t changes with probability γ i depending on its rank within the hierarchy of multipliers and remains unchanged with probability 1 − γ i . The probabilities are modeled as
with γ 1 ∈ [0, 1] the component at the lowest frequency, and parameter b ∈ (1, ∞).
If component M (i)
t changes, we follow Calvet and Fisher (2004) and assume a two-point distribution for the new value with support m 0 and 2 − m 0 where 0 < m 0 < 1 is a parameter (thus, guaranteeing an expectation of unity for all M (i) t ). Of course, with probability 1/2 the new draw happens to be identical to the old value.
For the MSM model, it is not obvious how to derive the conditional marginal distribution of asset returns. The conditional cdf of y t is
where f (y t | t−1 ) is the conditional density given past information t−1 . It has the following form
where m 1 , . . . , m n are the n = 2 k variations of the volatility components, i.e. from
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. Under the assumption that the innovations in (2) are i.i.d. N(0, 1), the density of return y t conditional on volatility state M t is Gaussian,
where φ(.) is the standard normal density and
j being the i-th element of vector m j .
Inserting (6) into (5) we obtain
The density f (u t |M t−1 = m j ) is Lebesgue integrable. Due to linearity,
where Φ(.) is the standard normal cumulative distribution function.
The univariate MSM or GARCH models are now linked by copulas. Copulas provide a general and flexible way to describe (conditional) multivariate distributions and, hence, they allow to compute the value at risk of asset portfolios.
We first describe how copulas can be utilized to link conditional asset return distributions.
Joint distributions of asset returns
Let y 1,t and y 2,t denote the centered returns of two assets and let r 1,t = µ 1 +y 1,t and r 2,t = µ 2 +y 2,t denote their uncentered returns. Their conditional joint distribution function of the centered returns is
and the conditional joint density is
where c is the copula density and f 1 and f 2 are the marginal densities.
The intertemporal dependence only appears in the marginal distributions while the contemporary dependence structure, i.e. the copula, is independent of the information set. Detailed information on common copula functions is provided in the Appendix.
Calculation of Value-at-Risk
We now calculate the value-at-risk for the copula-MSM model. Define the portfolio return r p,t as r p,t = πr 1,t + (1 − π)r 2,t , where π and (1 − π) are the portfolio weights. The value at risk of the portfolio,
Rewriting the VaR definition (10), we obtain
Model contestants
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and the conditional cdfs and density functions are given by (9) and its derivative.
The value-at-risk is calculated by solving (11) numerically.
The estimation of value-at-risk of portfolios is a standard task in financial econometrics and there is a large number of models at hand. In the empirical illustration we will compare the copula-MSM model to the following conventional models that are used in research and practice.
Copula-GARCH model:
The standard GARCH proposed by Bollerslev (1986) is perhaps the most popular and most widely used univariate volatility model. This is due to its simplicity and its capability to capture volatility clusters observed in financial data (Bollerslev et al., 1994) . In GARCH(p,q), centered returns are modeled as
where σ 2 t is the conditional variance. The parameters have to satisfy the following restrictions to ensure positive conditional variances and stationary: ω > 0, α i > 0 for i = 1, . . . , p, β i > 0 for i = 1, . . . , q, and i α i + i β i < 1. We assume that the innovations, t , follow a standard normal distribution (GARCH-n).
Hence, the conditional marginal distribution is Gaussian and straightforward to compute.
Historical simulation:
The historical simulation is the simplest and most often used VaR model in the literature. This is due to its simplicity to use and calculate.
The historical simulation method is free from any assumption and consists in estimating the distribution of the returns via the empirical distribution of the data.
Variance-covariance method: Under the normality assumption, the value-atrisk is
where µ p,t and σ p,t denote the mean and standard deviation of the portfolio return, and Z α denotes the α-quantile of the standard normal distribution. The variance σ 2 p,t is obtained as
where π 1 and π 2 are the portfolio weights. Typically, the variances and covariances are estimated from historical data.
RiskMetrics method:
The RiskMetrics methodology is popular in practice.
Under normality the portfolio return distribution is expressed as
where σ 2 p,t|t−1 is the estimated variance using data up to a time t−1. The parameter λ is constant and known to be λ = 0.94.
CCC-GARCH method:
In the bivariate CCC-GARCH the centered return vector can be modeled as
where y t is 2 × 1 vector of centered returns, Ω t is the 2 × 2 variance-covariance matrix, and t is the 2 × 1 vector of innovations in the model. The innovations are assumed to be N(0, 1) distributed and independent. The variance-covariance matrix Ω t can be decomposed as
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The advantage of the CCC-GARCH model consists in its simplicity. It allows to disentangle the estimation and prediction of D t+1 to obtainD t+1 and the estimation of Γ resulting inΓ.
We first forecast volatility for each return series in our portfolio, and then use the forecasted volatilities and the estimated correlation to compute the conditional variance of portfolio returns, σ 2 p,t . The VaR forecasts are obtained as
where Z α is α-quantile of the standard normal distribution.
Data
To analyze the performance of the copula-MSM model we consider a portfolio composed of the NASDAQ composite index and the S&P 500 index. The data sets consist of daily closing prices observed between April 15, 2009 and October 12, 2015. 4 Returns are computed as
where P t is the closing value of the index at day t. The results of the augmented Dickey-Fuller (ADF) unit-root test of Dickey and Fuller (1979) confirm the absence of unit roots in asset returns, and the JarqueBera test rejects the null hypothesis of normality.
Estimation results
We first fit univariate models to the return series. Results for MSM are reported in Table 2 , and for GARCH in Table 3 . The optimal number of volatility components in the MSM model has been determined by estimating the MSM for all Table 2 .
It turns out that 3 or 4 components are appropriate.
The GARCH orders (p, q) have been selected by the Bayesian Information Criterion (BIC) as p = q = 1. The GARCH parameters shown in Table 3 are estimated very accurately. The diagnostic tests show that the GARCH models picks up conditional heteroskedasticity and autocorrelation of the NASDAQ index returns, but fail to account for part of the conditional heteroskedasticity of the S&P index.
Having estimated the parameters of the marginal volatility models, we proceed with the estimation of the copula parameters by the inference function for margins (IFM) method. The IFM method consists of two straightforward steps.
In the first step, the parameters of the univariate marginal distributions are estimated. Given these estimates, the copula parameters are estimated in the second step. In both steps we use maximum likelihood, hence it is guaranteed that the IFM estimators are asymptotically normal (Joe and Xu, 1996) . The estimation results and the model selection criteria are reported in Table 4 . The results show
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that both the Student-t copula-MSM and -GARCH provide the best fit among the copula-MSM models and copula-GARCH models, respectively.
We analyze the predictive ability of the models using a rolling scheme. Both index price series are divided into two subsets. The first 1135 observations are used as in-sample data for model estimation. The second subset contains the remaining 500 observations and serves as out-of-sample data that we use for forecast evaluation. Note that in the rolling scheme the estimation period is rolled forward by adding one new observation and removing the oldest one each day. Hence, the size of the estimation sample remains fixed over the out-of-sample period.
We forecast the one-day ahead 1% and 5% VaR using the copula-MSM model and compare it to: copula-GARCH model, historical simulation, the variancecovariance method, RiskMetrics and the CCC-GARCH model. Figures 3 and 4 
Segnon/Trede depict the VaR forecasts for all models at the 5% and 1% confidence level.
To evaluate the performance of the copula-MSM model we first apply the likelihood ratio test proposed by Christoffersen (1998) that is based on the violations process 5 , and the GMM duration-based test by Candelon et al. (2011) that makes use of the distributional properties of the duration between two consecutive VaR violations to construct moment conditions that can easily be tested. In fact, under valid VaR forecasts the duration between two consecutive VaR violations follows a geometric distribution with a success of probability equal to the coverage rate (α) (cf. Kupiec, 1995) . Recently introduced in the literature, the GMM durationbased test has good power properties for realistic sample sizes compared to LR based tests, cf. Candelon et al. (2011) . This is one of the merits of the GMM duration-based test. We conduct both tests for one-period-ahead VaR forecasts.
The p-values are reported in Tables 5, 6 , 7, and 8. Further, we also apply the superior predictive ability (SPA) test proposed by Hansen (2005) Table 9 ).
From the results in Tables 5 to 9 we have the following observations:
VaR forecasts with 5% coverage rate:
According to the LR backtests, the null hypothesis that the (unconditional) expected frequency of violations is equal to the coverage rate (5%), is rejected for the variance-covariance method, and all copula-GARCH models. These models exhibit too many VaR violations (the frequency of violations observed over the out-of-sample period is significantly greater than the coverage rate) indicating an underestimation of the true risk level. All the copula-GARCH models can provide VaR forecasts that are independent leading to the non-rejection of the independence hypothesis. This indicates that the violation sequence does not contain clustering structure. As result, it seems that the above mentioned copula-GARCH models can properly model the higher-order dynamics of portfolio returns. The conditional coverage hypothesis is rejected for the covariance method, and all copula-GARCH models at the 5% level. Striking is the fore- procedures. The null hypothesis that a particular model cannot be outperformed by any of the other competitors, is rejected for all copula-GARCH and covariance method at the 5% level.
VaR forecasts with 1% coverage rate:
According to the LR test results the unconditional coverage hypothesis is rejected at the 1% level for the RiskMetrics, CCC-GARCH, all copula-GARCH and all copula-MSM models. For all these models, the estimated frequency of VaR violations significantly exceeds the coverage rate, indicating an underestimation of the portfolio's actual level of risk. While historical simulation and covariance method cannot produce independent VaR forecasts, the independence hypothesis cannot be rejected for RiskMetrics, CCC-GARCH and for all copula-MSM and copula-GARCH models at the 1% level. These results are confirmed by the GMM duration-based test that properly highlights the capacity and robustness of the copula-MSM models to produce independent and accurate VaR forecasts. While the conditional coverage hypothesis is rejected for all copula-MSM and copula-GARCH models based on the LR results, we observe a non- 
Conclusion
This paper has introduced a new asset portfolio return model that is constructed via a combination of copula functions and Markov-switching multifractal processes (copula-MSM model). We have compared its VaR forecasting ability with those of copula-GARCH models, historical simulation, RiskMetrics, variancecovariance method and CCC-GARCH models. The new model fits the data well and produces accurate and robust VaR forecasts. Its superiority over the copula-GARCH, historical simulation, RiskMetrics, covariance method and the CCC-GARCH model has been documented via LR tests, GMM duration-based tests, and SPA tests. The copula-MSM models is a new tool for value-at-risk calculations that can provide accurate and valid value-at-risk forecasts.
A. Copula Functions
This paper concentrates on two copula families, namely elliptical copulas (that encompass the Gaussian copula and the Student-t copula), and Archimedean copulas (that include the Clayton copula, rotated Clayton copula, Gumbel copula, rotated Gumbel copula, Frank copula and Plackett copula). In the following we briefly present these copulas. For simplicity, we write u t ≡ F t (x t ).
• Gaussian copula: The Gaussian copula cumulative distribution function is given by
where 0 ≤ u 1 , u 2 ≤ 1, Φ ρ denotes the joint cumulative distribution function of a bivariate normal distribution with correlation ρ ∈ (−1, 1) and Φ −1 is the quantile function of the standard normal distribution.
• Student-t copula: In contrast to the Gaussian copula the Student-t copula permits modeling tail dependence, i.e. an increased probability of joint extreme movements. A small value of the degrees-of-freedom parameter ν implies strong tail dependence. This feature makes the Student-t copula attractive for empirical applications. The copula function is
where t ν,ρ denotes the bivariate Student-t distribution with ν degrees of freedom and a correlation coefficient ρ, and t −1 ν is the inverse standard univariate Student-t distribution with ν degrees of freedom.
• Plackett copula: The Plackett copula is defined as
where ς ∈ [0, ∞).
• Clayton copula and rotated Clayton copula: The Clayton (1978) copula has an asymmetric dependence structures. The copula functions of the Clayton copula and the rotated Clayton copula are
where ω ∈ (0, ∞).
• Symmetrized Joe-Clayton (SJC) copula: The SJC copula is a modification of the so-called Joe-Clayton copula developed by Joe (1997) . It is defined as
with k = 1/ log 2(2 − τ U ) and γ = −1/ log 2(τ L ) where τ U ∈ (0, 1) and τ L ∈ (0, 1).
• Frank copula: The Frank copula is given by
where ∈ (−∞, 0) ∪ (0, +∞).
• Gumbel copula and rotated Gumbel copula: Like the Clayton copula, the Gumbel copula is asymmetric (Gumbel, 1960) , with a higher dependence in the right tails. The Gumbel and rotated Gumbel copula functions are
where δ ∈ (0, ∞)
B. Superior Predictive Ability Test
To compare our new model with the traditional VaR models we consider in this study we employ the superior predictive ability test proposed by Hansen (2005) .
The SPA test is designed based on the framework of White (2000) and allows to compare the relative performance of a baseline model with its competitors via a predefined loss function. Our predefined loss function is the VaR-based loss function introduced in González-Rivera et al. (2004) that is given by
where T denotes the number of out-of-sample observations,
is the conditional value-at-risk forecast.
To avoid the problems that may occur in the implementation of the superior predictive ability (SPA) test due to the non-differentiability of the VaR-based loss function defined in eq. (24) we use a smooth approximation 7 that is given by
The parameter, ν > 0, controls the smoothness and for a higher value of ν SVaRl(α) gets closer to VaRl(α) (cf. González-Rivera et al., 2004) .
The null hypothesis that the benchmark (or basis) model is not outperformed by any of the other competitive models can be formalized as follows
where RP t = RP i,t , . . . , RP K,t is a vector of relative performances, RP i,t , that are computed as RP i,t = VaRL
K is the number of the competitive models, h denotes the forecasting horizon and VaRL t,h are the loss functions at time t for a benchmark model M 0 and for its competitor models,
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The associated test statistic is given by Log(L) is the logarithm of the maximum likelihood function. AIC and BIC are the Akaike and Bayesian information criterion, respectively. The volatility components in the MSM is set to 5 (k = 5) and the orders in the GARCH p = q = 1 that are determined by the Bayesian criterion. The numbers in bold face indicate the maximal Log(L) and minimal AIC and BIC values. Table entries are p-values associated with the GMM duration based test. We note that the GMM duration based test is constructed via moment conditions that are derived from the distribution of durations between consecutive value-at-risk (VaR) violations. Under valid VaR forecasts the duration between two consecutive violations is geometric distributed and the associated orthogonal polynomials are well-known in the literature as a special case of Meixner polynomials. We have used the first 1135 portfolio return observations as in-sample and the remaining 500 observations as out-of-sample. 
