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Editor’s foreword
The central theme of this special issue is Intelligent Data Analysis. In a broad sense, data analysis is usually understood
as a process in which the ultimate goal is to get some useful information about the data subject to the analysis.
Traditionally, data analysis has been almost synonymous to statistical analysis of numerical data. The process of data
analysis, however sophisticated, has been relatively simple in that it followed the usual pattern of statistical data analysis.
Even though computers played an important role in that they enabled us to process large amounts of data, their role has
been relatively minor because, as a rule, the computers just sped up the computation performed according to statistical
formulas.
Over the years, the role of computers in data analysis consistently grew. The reason is that with a growing computer-
ization of the society, more and more data are being stored in computers. Not only is the amount of data stored much
larger than before, but the type of data stored is also much richer. In addition to numerical data, various other types of data
became common, such as symbolic data, text data, pictures, video and other type of multimedia data. Such data appear both
in a structured as well as unstructured or semi-structured form, are often incomplete or imprecise, and are often stored in a
rather distributed manner, on different computers located in different parts of the world. As a result of the computerization
of society, many more activities of the society became documented in a digital form. These include customer purchases,
credit card transactions, evolution of stock indexes and other business activities, medical examinations, satellite scanning,
questionnaire surveys, or scientiﬁc experiments, to name just a few examples. This change brought up new challenges for
the ﬁeld of data analysis. The level of complexity of the problems involved in the analysis of such data requires an intelligent
human analyst and, in a sense, “intelligent methods” to carry out a successful data analysis. The process of data analysis
enabled by the new methods is therefore often referred to as Intelligent Data Analysis. The research in these methods has
been particularly intensive in the past decade.
To a much larger extent than the traditional statistical methods, the new methods make use of, but also contribute to,
various parts of computer science, particularly machine intelligence, data structures, databases, discrete mathematics, and
complexity theory.
This special issue presents seven papers in the area of intelligent data analysis. In the following, we brieﬂy introduce the
papers.
“Discovery of optimal factors in binary data via a novel method of matrix decomposition” by Radim Belohlavek and
Vilem Vychodil deals with Boolean factor analysis, i.e. factor analysis of binary data which uses Boolean matrix product.
The authors show that formal concepts of the input data represent optimal factors, which implies a nice interpretability of
the factors, and present theoretical results regarding the matrix decompositions involved. Furthermore, they present greedy
approximation algorithms for computing a small set of factors along with an experimental evaluation.
“A conditional independence algorithm for learning undirected graphical models” by Christian Borgelt presents a general
algorithm based on conditional independence tests for learning undirected graphical models, which is strongly inspired by
the well-known Cheng–Bell–Liu algorithm for learning Bayesian networks from data. Its main advantage is that it needs
fewer conditional independence tests, while it achieves results of comparable quality.
“The GUHA method and its meaning for data mining” by Petr Hájek, Martin Holenˇa, and Jan Rauch presents an overview
of the principles, past, present, and new research directions in the GUHA method. GUHA makes it possible to extract various
rules, represented by logic formulas, from binary and other type of data. GUHA was born in the 1960s and the well-known
association rules, rediscovered in the 1990s, are a particular example of GUHA rules. The paper, written by the author of
the GUHA method and its coauthors, is an important paper discussing both the theoretical foundations as well as practical
implementations of GUHA.
“On predictive accuracy and risk minimization in pairwise label ranking” by Eyke Hüllermeier and Johannes Fürnkranz
studies the problem of label ranking, a machine learning task that consists of inducing a mapping from instances to rankings
over a ﬁnite number of labels. Their learning method, referred to as ranking by pairwise comparison (RPC), ﬁrst induces
pairwise order relations (preferences) from suitable training data, using a natural extension of so-called pairwise classiﬁca-
tion. They then derive a ranking from a set of such relations by means of a ranking procedure.0022-0000/$ – see front matter © 2009 Published by Elsevier Inc.
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presents a contribution to convolution and Fourier transformation in the presence of uncertain data. In particular, the
authors show how to eﬃciently compute convolution and Fourier transformation when the inputs are known only with
interval uncertainty. The computed intervals are asymptotically accurate and are signiﬁcantly better (narrower) than what
is obtained by a straightforward application of interval arithmetic.
“Visualizing and fuzzy ﬁltering for discovering temporal trajectories of association rules” by Matthias Steinbrecher and
Rudolf Kruse proposes a user-centric ﬁltering method that allows the user to identify association rules with a certain user-
speciﬁed temporal behavior with respect to different rule evaluation measures. The authors put forward the idea that
patterns in form of rules normally do not arise all of a sudden but evolve or vanish slowly as time progresses. Their method
can considerably reduce the number of association rules that have to be assessed manually after a rule induction which is
especially necessary if the rule set contains many rules.
“Prism: An effective approach for frequent sequence mining via prime-block encoding” by Karam Gouda, Mosab Hassaan,
and Mohammed J. Zaki, presents a contribution to sequence mining which is an important data mining task. The paper
introduces a novel algorithm for mining frequent sequences which uses a primal block encoding to represent candidate se-
quences. The paper contains theoretical background, description of the algorithm, and a series of experiments. The algorithm
presents a signiﬁcant improvement with respect to the state of the art.
Every paper has been reviewed by two knowledgeable reviewers. The review process of the papers where one of the
guest editors was involved as a coauthor was managed by the other guest editor.
We would like to thank Professor Lotﬁ Zadeh and Professor Edward K. Blum for inviting us to organize this special issue.
Our special thanks go to all the contributing authors and the reviewers.
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