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Abstract---ln the operator splitting solution of atmospheric transport-chemistry problems modeling air 
pollution, a major task is the numerical integration of the stiff systems of ordinary differential equations 
describing the chemical transformations. Jn this paper a numencal comparison is presented between two 
special purpose solvers developed for this task. 
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1. INTRODUCTION 
This paper deals with the numerical integration of the 
initial value problem for stiff systems of ordinary 
differential equations (ODEs) from atmospheric 
chemistry. Although the numerical stiff ODE field is 
well developed and an interesting variety of efficient 
and quite reliable stiff ODE solvers is available 
(Hairer and Wanner, 1991), the general experience is 
that for three space dimensional transport-chemistry 
problems, where stiff ODE integrations are carried 
out at thousands of grid points, still faster tailor-made 
solvers are needed. In this paper we compare two such 
solvers on a set of three atmospheric chemistry prob-
lems from practice. 
The first solver is TWOSTEP, a simple code based 
on the implicit, second-order, two-step backward 
differentiation formula (BDF). The code has been 
designed as a special purpose solver for atmospheric 
chemistry problems. The solver is special purpose in 
the sense that Gauss-Seidel iteration is used for 
approximately solving the implicitly defined BDF 
solution (Verwer, 1994; Verwer and Simpson, 1994), 
rather than the more commonly used iterative modi-
fied Newton technique. The Gauss-Seidel iteration 
renders the integration explicit which implies low 
start-up costs and a low memory demand. This is of 
advantage in an operator splitting application of 
a stiff solver. The Gauss-Seidel iteration is related to 
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the straightforward (Jacobi or Picard) iteration used 
in the quasi-steady-state-approximation (QSSA) ap-
proach, to which it compares very favorably (Verwer 
and Simpson, 1994). 
The second solver is VODE, the variable-coefficient 
ordinary differential equation solver from Brown et al. 
{1989) which is comparable with LSODE, the "Liver-
more solver" from Hindmarsh (1980) which is often 
used in the field of atmospheric chemistry. Hence, 
VODE is a general, state of the art, variable order 
implicit BDF code. From the user point of view 
VODE and LSODE are very comparable. For ex-
ample, they have a similar user interface. We pay 
special attention to sparsity of the Jacobian matrix in 
an attempt to reduce the time VODE spends in the 
iterative modified Newton process for solving the 
nonlinear implicit BDF relations. As is well-known, 
for large chemical models it is precisely this process 
which often renders an implicit ODE solver too 
expensive for application to real life, the three-
dimensional transport-chemistry models and which in 
the past has led to the development of special purpose 
QSSA methods (Hesstvedt et al., 1978; H0v et al., 
1978). We emphasize that exploiting sparsity has been 
shown before to be advantageous for atmospheric 
chemistry problems (Jacobson and Turco, 1994). 
Since VODE is known as an efficient solver for chem-
ical kinetics problems, optimal use of sparsity should 
make it one of the best candidates from the numerical 
stiff ODE field for tailor-made solution of atmo-
spheric transport-chemistry problems. 
Our main purpose thus is to test TWOSTEP 
against VODE, provided with sparse matrix routines, 
and to check whether the claims made for this explicit 
code (Verwer, 1994; Verwer and Simpson, 1994) are 
confirmed if we largely economize on the modified 
o~'tbd~e1:1bi<1.n form ot' L, More prt:)C1se1y 
in the non!rneiu form 
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order BDF formuLi.s Our use of the Gauss Seidel 
the form (I). by 
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x ~r· + (4i 
Th.: Gauss Seidel tt":Chnique is now to the 
non!inear system = fly}. That is. given 
the iterate ,1s the ith approximation for I he sought 
solution 1, the Gauss Seidel iteration 
mented in T\\'OSTEP computes the next iterate + 11 
by the componcntwise formula 
k = I. ... , m. 
-t ll 
l. 
,,f the operator F reveals that 
\5) 
of equation \5) results in an explicit computation (no 
systems of equations need to be solved) due to !he 
tfor; of Yi'+ l > division 
1 + , rl 
where 1' denotes the intermediate vector 
il"" ll 
. YA"' l '' .. 
The fact that in the tirst A: l components are ldh~n 
fr,1m the new + 11~1 iterate. makes (51 
a G:u1ss Seidel type iteration process. It is als1.1 pos-
~ible to take the first k components in 1· from the 
·1- l h'>t iterate. Then the method !x."Comes 
, $Inc<! on y,. We to 
avoid t.his 1!Calar Further, would we have 
taken all components in r from the old iterate 
then an iteration method of Jacobi or Picard type 
would result In this case equation (51 would be re-
l' 
L, .. m 
there is not much difference between 
cquatwns (5) and (6). However. equation (5) is in 
a sense as it uses solution components as 
soon as ihese have bt-en which is character-
i:;!1c for the Gauss. Seidel The half-implicit-
ness of course serves to imprnve the convergence of 
!he iteration. Due to this half-implidtness, the order 
of the species affects ihe accuracy of the 
final iterate, when a few iterations are 
spent, which we advocate. H<lwever, our experience so 
far is that the influence of the order of the species on 
the accuracy is of minor importance. For our test 
Problems I and H the ,~rder is given explicitly. 
Noteworthy is thi1t QSSA methods also use the 
iteratit1n fonnula 161. but with a different opcrntor F. 
In QSSA methods. F is based on the exponential 
solution formula which is exact for species for which 
both Pk and Lk are constanl in y (cf. Hesstvedt al.. 
1978; Hev et al., 1978). We start from the BDF 
ration formula (2) which in general is more m ... .:urnte 
than QSSA formulas, Furthermore, for compnnents 
for which both P, and L& are constant in y. the 
solution with either equation (51 or equation (6) is 
obtained in one iteration. Consequently, when indi-
vidual components rapidly approach their steady-
state value P, L&. they are handled efficiently and 
equations (5) and (6). In this respect, the 
current ilerative approach bears a resemblance with 
the explicit QSSA approach. However, our experience 
is that the TWOSTEP code based on the Gauss-
Seidel technique (5) is more efficient than well de-
veloped QSSA solvers { cf. Verwer and Simpson, 1994 ). 
For a further discussion on TWOSTEPt with re-
10 implementation aspects for formula (2), such 
~A copy of the Fortran 77 listing can be obtained from the 
first author by Email: Jan.Verwer@cwi.nl. 
paper, tile code has be::m 
m !he remamder mdicated 
TWOSTEP~ 
ntOSTEl'l 'f\lli'OSTtPI \lie me:irn f,he ~t.m· 
<lard h!ack bo.x u-;e wluch here means thal al 
kHerl, but CLms!ramed to a mm· 
imum and maximum. That is, m all tests we 
a a minimal and maJi:lmal step size These arc, 
m seconds. 
sizes bdo11. l s are redtmd;mt The mimmal time 
in their state when 
are perturbed. Hence the choice of l s. is reasonable 
and safe compart--d to l mm We that 
without the ! s. lower bound small steps 
the variable step s.ize selection 
con-
taining photochemical reactions can possess Hme 
constants as small as lO to W 9 s and step sue 
selection mechamsms do these small 
time constants. \\'hilc the I s lower bound 1s 
for reas,)ns of the 900 s upper bound serves 
to protect the code for taking too large step ~iz.es. This 
upperbound is reasonable on chemical With 
step sizes much than 15 mm 1he of 
numerical computations may 
TWOSTEP2. TWOSTEP2 refers to the ~ame wa} 
of application, but in addition certain ad hot rnles are 
used to exploit pr,Jpert1cs. This 
means that special techniques like lumpmg or group 
iteration are combined with Guass Seidel iteration 
process. These aJ hoe rules will be dis.cussed with the 
test problems and of course servt: !o obia:n a nwn: 
efficient numerical solution process. 
2.2. VODE 
VODE is a variable-coe!!icienl differential 
equation solver based on the implicit BDF formulas 
(Brown e1 aL !989; Hairer and Wanner. 1991 VODE 
might be called a successor of the "Livermon~ solver" 
LSODE from Hindmarsh 11980) which i~ oflen used 
in the field of atmospheric chemistry. For a discussion 
of the mathematical techniques imp!emen!ed in 
VODE we refer to Brown et al. 0989) and Hairer and 
51 
er 
in the i1erntm:: modified New· 
wn so!util)n of !he BDF rdations. MF= 22 
also extra sh1rage because !x1th the Jacobian 
and its factored form are stored. 
nus saves Jacobian on the other hand add1-
ta>nal swrnge may be a 
dimensmnal Because no mpul is 
used. there is no constrain! on the step size selection. 
For 1he code selec!s its own step 
siz.e. To sum up, VODEl is the easiest, most user 
way as it no extra effort on 
the part of !he user whatsoever. This. of course. docs 
have a price m terms of CPC time for ODE systems 
with a large number of components. as we will see 
later. 
FODE:!. In the second manner of VODE. 
problem properties are exploited so as to ob-
tain a more efficient numerical solution process 
VODE2 means use ofHASK = 4 and MF"" 2t The 
dh)ice MF= 2! is since this 
fa..:obians have to be provided by the user in 
form. We that !his already can save CPU 
time because of However, VODE2 still uses 
the same !full matrix) lrnear algebra routines DGEFA 
and DGESL as VODE I does. Hence the is 
here not yet in the solution of the linear 
systems. Like MF"" 22. the choice MF= 21 implies 
1ha1 extra storage is needed. 
A second imp..1r1ant difference with YODEi is that 
for VODE2 we also prescribe the stepsize constraints 
17) used TWOSTEP. for the same reasons, How-
ever. it is necessary to overrule !he rejection strategy 
to enable equation (7). Without this, overruling the 
code returns with an error message due to the con-
straint Tmm = I and interrupts the integration. simply 
lx,"Cause 1he automatic local error control of VODE 
does signal time constants smaller than I s, and is not 
allowed to reduce the stepsize due to equation (7). In 
general. this is perfectly all-right, of course, and 
VODE should not be blamed for it We repeat that for 
stiff photochemical chemistry problems step sizes 
below I s, are redundant for global accuracy. This 
lower bound will not be recovered in the results, 
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unless extremely high accuracies are sought for. In 
theory, the lower bound might cause problems for the 
convergence of the iterative modified Newton process, 
resulting in an interruption as a result of a conver-
gence failure. We have not experienced this in our 
tests and do not expect it to happen for other prob-
lems either, because on a scale of 1 s, the Jacobian 
matrix is not expected to change substantially. 
VODE3. VODE3 is identical to VODE2, except 
that now the sparsity of the Jacobian is exploited to 
reduce the costs of solving the linear algebraic systems 
arising in the modified Newton iteration. The idea is 
easily explained. Consider a linear system of algebraic 
equations of dimension m, 
Mv=b. (8) 
Suppose that equation (8) is directly solved by first 
factoring M and then doing a backsolve. Factoring 
means that M is written as M =LU, where L is 
a lower and U is an upper triangular matrix (LU-
decomposition). Then equation (8) reads LUv = band 
the vector vis found by the backsolve, which involves 
first solving the lower triangular system Lw = b fol-
lowed by solving the upper triangular system U v = w. 
Obviously, the solution of triangular systems is trivial. 
This way of solving equation (8) is a standard proced-
ure in numerical algebra and is the usual approach 
followed in stiff ODE solvers. Now suppose that Mis 
very sparse, i.e. M has very many zero entries. If to 
a large extent the sparsity pattern of M can be main-
tained in the LU-decomposition, then the costs of the 
factoring and the backsolve can be reduced substan-
tially, simple by omitting all redundant calculations in 
which a zero occurs. For large systems this is very 
attractive, as the number of operations for the factor-
ing and backsolve amount to, approximately, m3/3 
and m2 for a full (no zero entries) matrix. As a result, 
for a large dimension the costs are high, especially 
those for the factoring. Standard LU-decomposition 
routines like those used in VODEl/2, treat the matrix 
as full and hence do not exploit sparsity at all. 
To exploit the sparsity in the LU-decomposition, 
we have reordered the species in equation (1) such that 
the most dense rows in the Jacobian reside in the 
bottom of the matrix and the most sparse rows at the 
top. If this is the case, then the fill-in in L and U is 
greatly reduced. For our test examples we have car-
ried out the reorderings using facilities offered by the 
computer algebra package MAPLE (Char et al., 
1991). We note in passing that one and the same 
ordering is used for the whole time interval. At night, 
when photochemical reactions are switched off, the 
sparsity is somewhat larger, but for simplicity we have 
not used this small advantage. Then, after having 
determined the fill-in that remains from the factoring, 
for which purpose again MAPLE is used, the linear 
systems can be solved quite efficiently with routines 
that omit all redundant calculations in which a zero 
occurs. For this purpose we have used slightly modi-
fled versions of the ILU (Incomplete LU) routines 
DSILUS (factoring) and DSLUl2 (backsolves) from 
the sparse linear algebra package (SLAP). SLAP is 
a public· domain code written by Greenbaum and 
Seager (with contributions of several other authors) 
that is available from Netlib (Dongarra and Grosse, 
1987). Hence these two sparse matrix routines repla:ce 
the full matrix UNPACK routines DGEFA and 
DGESL, respectively. Like the LINPACK routines, 
they factorize and backsolve, but omit all redundant 
calculations in which a zero occurs. It should be 
remarked, though, that now no longer pivoting occurs 
in the matrix factorization. This could give rise to 
errors in the linear system solution which otherwise 
would have been avoided. We have not experienced 
problems of this sort. Of course, if the factorization 
fails, then the step size control of VODE will detect 
this and a change in the step size will improve matters. 
It seems that for solving stiff ODEs pivoting is not 
often required (cf. Jacobson and Turco, 1994; Sher-
man and Hindmarsh, 1980). 
Finally, Table 1 illustrates the sparsity for the three 
test examples treated in Section 3. The table obviously 
predicts a large reduction in CPU time for Problem 
III. For Problems I and II the gain will be less since 
for these two the dimension is modest. Note that for 
other atmospheric chemical kinetics problems with 
a large dimension, a similar level of sparsity exists as 
for our Problem Ill. For example, Jacobson and 
Turco (1994) discuss a smog chemistry problem of 
dimension 92 with only 695 nonzero entries in the 
Jacobian. The fill-in only increases this to 839. 
3 RESULTS FOR THREE TEST PROBLEMS 
3.1. Set-up of experiments 
The solvers are tested as if they were used in an 
operator splitting environment. This means that we 
split up the total integration interval in a lot of sub-
intervals, representing the length of advection steps 
taken in the operator splitting. For each subinterval 
we then restart the integration of the stiff solver. All 
three test examples are based on chemical transforma-
tions of which part are photochemical. This means 
that part of the reaction constants are determined by 
time of the day dependent photolysis rates which 
undergo a near discontinuity at sunrise and sunset. In 
all three examples, we take the same integration inter-
val covering 112 h. This interval starts at 04.00 h at 
day one and ends at 20.00 h at day five. Thus the time 
interval is sufficiently long to include a number of 
diurnal cycles for the important photochemical trans-
formations and to include a large set of different initial 
conditions due to the restarts. 
The total integration interval of 112 his split up in 
56 2-h subintervals which involves 56 restarts. Our 
measure of accuracy is based on the relative root 
mean square error RRMSk for each species k, taken 
over the endpoints of all 2-h intervals over the 112 h. 
Prnblem m 
Hence. 
where X 14,400 7200.n s ,md hlf.) re-
pre5ents a ac.:ura1e rden:nce ~olution. We 
then cakuhHe the number of for the 
:l\erage of RRMS,, defined 
SDA = ·- I RRMS. 'j 
IP I / 
Our focuses on modest accuracy, i.e. re-
lative accuracies near l >ince higher at~ctm1cy 
levels are redundant for the actual practice of thrce-
dimensional air f' or all three test 
problems we will use the same set of relative error 
tolerances rtol and absolute error tolerances atol for 
the variable step size control, viz. 
rtol=I0· 1• atol=l.0, l=l,2.3,4,5 (11') 
for all spc"'Cies. In all three test problems, the unit of 
concentration is number of molecules per cm·' We 
therefore effectively invoke a relative error control 
For some species (radicals) the concentratmn can be 
smaller than unity, but these values are insignificant 
for the overall solution and require no local error 
control. Since the two solvers use quite different solu-
tion techniques, and are therefore difficult w compare. 
efficiency is measured by CPU time. In the figures 
showing the results. we thus plot the SDA values 
against the measured CPU times \in unit seconds). 
3.2. Example Problem I: the El'S.\fOG chemistry 
The chemical model is identical to the one de-
scribed in Van Loon (1994). This model is a highly 
parameterized version of the EMEP MSC-W model 
(Simpson et al., !993; Simpson, 19941 that will be used 
in Section 5. II consists of 15 reactions between 15 
species: 
NO + O, -~ 1'0, k, = 2.0 !O "exp! ~ !400 n 
2. NO, '"hv _,NO.,. 0 1 k, = l.45 lO 'exp!-· 0.4co~ZI 
4 2NO, + O,-. 2NO,.. k4 =see Van Loon 119941 
OD!' 
hll-m 
XH ..-OH-
1: CO~ OH • 
!4 SO, ; Oli ·4 S04 
% Nonlt:toffi 
l.t: 
38 
14 
A' ;:;, 8~10 
.k l.4 w 
u exp·i H\70 
1J C%p>i 559 TI 
Jl 
45; Ti 
The pan1me1er Z denotes the solar zenith angle and 
T is the tempernlure in Kel1in. In Van Loon 09941 
the above set of reactions is part of a smog 
modeL apart from of advei::tion. 
horizontal and vertical diffusion, emissnon and depos-
it.ion. Each of these processes is treated in an operator 
context. This means that per split step for 
each grid cell one ODE describing the chemical reac-
tions has to be solved. Here, however, we carry 
out box calculations with the chemical model. In 
order to gel more realistic concentration profiles. 
emission terms Q, and deposition terms 1g, have been 
added. For N01, 0 3 and S0 2 deposition is specified 
and for NO, the VOCs and SO~, emission. Ali time-
dependent coefficients are updated al the beginning of 
the 2-h intervals and then frozen for the rest of the 
time. A specification of all parameters and input data 
defining the compiele ODE system is given in Appen-
dix A of the preprint Verwer et al. O 995). Evaluation 
of the eigenvalues of the Jacobian matrix for various 
conditions has shown that the eigenvalues range from 
- !01 to - 10- 10 s - i, approximately, indicating 
that the system is (moderately) stiff. Recall that time 
steps of a few minutes size should be achievable for an 
efficient code. 
First we mention the order in which the compo-
nents are treated in the Gauss Seidel process (equal 
for TWOSTEPl2l: N02, NO. 0 3 , OH, N0 3 •• the 
VOCs. S01 and S04 . As TWOSTEPl is the standard 
way to use T\VOSTEP, we now only dt-scribe how -we 
exploited special problem characteristics in TWO-
STEP2, in order to improve the convergence of the 
Gauss--Seidel iteration. In the chemistry literature the 
approach we follow is called '"lumping" (Hesstvedt et 
al., 1978; Hev et al.. l 978). In our case, the lumpmg 
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involves the introduction of the two "new" species 
NO, ~ N02 + NO and 0, = N02 + 0 3. For both 
a differential equation can be specified with positive 
production and loss terms. The differential equation 
for NO,, for example. takes the form 
d dt NO, - k_, N02 OH - 2k4 tN0 2 J2 0 3 
- l'\/1 · N02 + QNo 
'" -· k_, !NO, - NO!-OH 
- 2k.., · N02 O)'(NO, - NO) 
- 1•g 1 ·(NO, - NO!+ QNO 
prove the convergence to the exact implicit solution. 
In our cue, the lumping of N02 and NO into NO •. 
etc. underlies the assumption that the first two reac-
tions from above are in some sense dominant in the 
who&e set of chemical transformations. Because, if we 
consider only reactions I and 2. then we have 
showing that for these two reactions NO, and 0, are 
conserved. Consequently. if the first two reactions are 
truly dominant in the whole system, then NO, and 0, 
are expected to vary slowly. This, in turn. implies that 
the integration of the differential equation for NO, 
where 
(12) and o .. can be done accurately, so that imposing 
relation ( 15) by correcting one of the grouped species 
will make sense. 
PMJ, ""k 3 NO OH + ::!k4N02 0 3 NO 
+ l'\/1 ·NO+ QNo 
and 
(13) 
LNO,=k3·0H+2k4·N02·01+l'g1. (14) 
When we would compute the implicit solution for 
the original ODE system augmented with the lump 
species exactly, the lumping relations also hold for 
this exact implicit solution. That i&, at any nth time 
step we have 
NOx. = N02• +NO", O .•• • N02• + 0 3 •• (15) 
This, however, is not true for the approximate solu-
tion obtained with Gauss-Seidel iteration. The idea 
behind the lumping technique is to impose the lump-
ing relations ( 15) on the solution obtained after each 
Gauss-Seidel iteration, thus hoping that this will im-
6 
5 
r .. 
i!i 
°'3 
2 
.X 
x 
0.25 0.5 1 
We perform the integration of the new species as 
follows. At the end of a Gauss-Seidel iteration, we 
first compute NO, from the BDF formula (2), using 
the production-loss form. We thus get 
NO,= (Y + 1•tP)/(l.O + i'tLl. (17) 
where P and Lare evaluated at the solution generated 
by the last Gauss-Seidel iteration and Y denotes the 
history term (3) of the BDF formula for NOx. Next, if 
N02 >NO, then N02 is recomputed from NOx, 
otherwise NO is recomputed. In the same way 0, is 
computed and 0 3 or N02 is recalculated from 0,. 
Consequently, relation ( 15) now holds after any 
Gauss-Seidel iteration. In Appendix C of the preprint 
Verwer et al. (1995), it is shown that lumping can be 
interpreted as a simple form of preconditioning. 
For VODEI and VODE2 we use the same ordering 
of components as TWOSTEP in the Gauss-Seidel 
.. 
,. 
,. 
x 
x 
2 3 4 
CPU lime (sec.) 
Fig. I. Results for Problem I. TWOSTEPI (•,solid), TWOSTEP2 (•,dashed), VODE I (x, dotted), VODE2 
(x, solid), VODE3 (x, dashed). 
I shows all 
1he five tolerances (I ! 
together with the hli 
lhe three dilforenl cases the ~ame ~!ep '.>ues v.ere used 
We see that the f1)r T\VOSTEP~ and the \'(HH: ~ 
solution practically coincide. 
ing indeed has tht: comergence 
Gauss Seidel iteration as used in TWOSTEP!. Rent!! 
that two iterations have been carried Hence 
the works out ve1··1 
and because the additional cn>ts are 
attractive to use. We should note. howeH'r. that 
ing is problem dependent and in :mpnnes 
accuracy certainly not as much as hert'. 
... 
a!xiut 
and 
mu...:h 
1e·1 1e·2 1e·3 
relative tc:i!erance 
le·4 1e·5 
Fig. 2. Results for Problem I TWOSTEPl 1•. solidi, TWOSTEP2 <.•.dashed!. the m1phcit BDF 
!dotted! 
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CPU time than VODE2. These numbers reveal that 
by using the sparse matrix routines, the linear algebra 
costs have been 'reduced by a factor three. Finally, 
when we compare with the most efficient VODE 
version, which is VODE3, we can conclude that 
TWOSTEP2 outperforms VODE3 convincingly. 
Also TWOSTEPl is faster in the 1 % error range, 
although the step size selection needs some more 
attention for this test example. 
3.3. Example Problem II: the methane CIRK 
chemistry 
We obtained our second chemical model from The 
(1994). This model is used in long term, global studies 
and describes a methane oxidation cycle. It consists of 
46 reactions between 19 species. Thirteen reactions 
depend on the solar zenith angle which, different from 
Problem I, is taken continuous and hence calculated 
in each time step. The problem is very stiff. Eigen-
values of the Jacobian lie between - 109 and 0 s - 1, 
approximately. There are two extremely large eigeh-
values which originate from the free radicals 0 1 D and 
0 3P. These are absent in Problem I, which explains 
the modest stiffness of that problem. A complete de-
scription of the model defining the ODE system used 
in the experiments can be found in Appendix B of the 
preprint by Verwer et al. (1995). 
The order of the components used in the Gauss-
Seidel process is (equal for TWOSTEPl/2): 0 10, 
0 3P, OH, N03 , H02, N20 5, NO, N02, 0 3 , HN03, 
H02N02, HN02, H202, HCHO, CH300R, 
CH30 2, CH4 , NO"' Ox. TWOSTEP2 uses the same 
NOx and 0,, lumping as for Problem I. VODE l and 
7 
6 
5 
., 
! j 
C3 4 
(/) 
·-3 x 
2 
/ 
VODE2 use a slightly different order with Ox omitted. 
For the modified Newton process as used by 
VODEl/2 the order is to a great extent irrelevant, 
while also the lumped species play no role here. The 
sequence used by VODEl/2 results in 31 fill-in ele-
ments in the LU-decomposition. Reordering leads to 
a fill-in of 12 elements. Thus the total number of 
nonzeroes after reordering is 111 + 12 = 123. The 
new sequence used by VODE3 reads CH4 , 0 10, 
HN02, H20 2, N20s, HN03, H02N02, CH300H, 
0 3, HCHO, CH30 2, N03, 0 3P, NO, N02, H02, 
NO"' OH. 
Figure 3 shows all results obtained for Problem II. 
First we notice that, similar as for Problem I, the 
simple lumping trick improves the TWOSTEP accu-
racy considerably and for minor costs. The VODE 
results compare well with those for Problem I. Sup-
plying VODE with an analytical Jacobian and a min-
imal and maximal step size improves the performance 
significantly (VODE2). However, here also the gain in 
CPU from using the sparsity of the Jacobian in the 
Jacobian evaluation is low, only 10%. Similar as for 
Problem I, this also holds for the change to VODE3 
where the sparsity is exploited in the solution of the 
linear systems. In the accuracy region of greatest prac-
tical interest, both solvers perform well although 
TWOSTEP is again the most efficient one. 
3.4. Example Problem III: the EMEP chemistry 
The third example problem is identical to the urban 
test case reported in Verwer and Simpson (1994) for 
the EMEP MSC-W ozone chemistry model. This 
chemistry model consists of about 140 reactions 
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Fig. 3. Results for Problem II. TWOSTEPl (*, solid), TWOSTEP2 (*, dashed), VODEl (x, dotted), 
VODE2 (x, solid), VODE3 (x, dashed). 
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VODE2 and YODE3 is only due to the use of the 
sparse. matrix techniques, which works out very well 
for this test problem due to its large number of 
components. The difference between VODEl and 
VODE2 is due to using the analytical sparse Jacobian 
and the step size constraints (7). Both reduce part of 
the CPU time needed by the black box version 
YODEL 
between 66 species. The model is state of the art in the 
field of regional air pollution modeling. Rate coeffi-
cients are often variable, depending on temperature 
and, for some, humidity. The model takes into ac-
count emission inputs and dry and wet removal pro-
cesses. Photolysis rates obviously depend on solar 
elevation and cloudiness. These rates vary continu-
ously in time, but undergo a discontinuity at sunset 
and sunrise. As regards to stiffness, Problem III is 
comparable with Problem II. Because the model is 
too large to describe here, we refer to Simpson et al. 
(1993) and Simpson (1994) for more details. 
Figure 4 shows all accuracy-efficiency plots we 
obtained for Problem III. TWOSTEP2 now differs 
from the version used before. For TWOSTEP2 also 
two GS-iterations were used, but within each such 
iteration five group iterations on the NOY + 0 3 
group are added (cf. Yerwer and Simpson, 1994). The 
species in this group are strongly coupled, so it makes 
sense to perform this group iteration. We emphasize 
that this group iteration involves a minor change in 
the code and hence is very simply applicable. Because 
the group consists of only seven species, the additional 
work is minor and it obviously improves the Gauss-
Seidel iteration. The TWOSTEP2 result should be 
compared with the best result obtained for YODE, 
which clearly is the YODE3 case. We see that for the 
accuracy range of greatest practical interest, TWO-
STEP2 and YODE3 are comparable. For higher ac-
curacies the variable order YODE3 is more efficient 
because it then uses the higher-order BDF formulas. 
The figure also nicely illustrates that by an intelligent 
use, standard stiff ODE codes like YODE can be 
improved dramatically. In the low accuracy range, 
YODE3 is about six times more efficient than 
YODEL We emphasize that the difference between 
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4. CONCLUDING REMARKS 
The MAPLE tools for automatically computing the 
analytical Jacobian and for deriving the datastructure 
for the ILU routines are easy to use. The sparse 
matrix technique based on the ILU routines from the 
SLAP library handles the solution of the linear 
systems well. We have encountered no difficulties 
in using YODE3, which solves the linear systems 
without pivoting. Similar experiences were reported 
by Jacobson and Turco (1994) and Sherman and 
Hindmarsh (1980). 
For large problems from atmospheric chemistry, 
like the EMEP MSC-W model, the sparse matrix 
technique can lead to significant savings in CPU time 
for codes like YODE. This experience corresponds 
with the results reported by Jacobson and Turco 
(1994). For atmospheric chemistry models of a more 
moderate size, like the EUSMOG and CIRK model, 
the gain by exploiting sparsity does hardly pay. For 
such models, with about 20 species say, the solution 
costs of the linear systems in YODE are simply too 
low compared to the costs of all other calculations. 
There is room for both TWOSTEP and YODE. 
When used in an intelligent way, both solve our test 
examples efficiently. In the low accuracy region 
01 2 25 
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TWOSTEP always seems to be somewhat faster. Ob-
viously, the lumping technique and/or the group iter-
ation are recommendable for TWOSTEP when only 
a few Gauss--Seidel iterations are used. Lumping, 
however, is problem dependent which means that 
each time a few reactions are added, it might turn out 
necessary to reconsider the components treated in the 
lumping process to retain its efficiency. This. of 
course, is a disadvantage. 
An advantage of Gauss--Seidel iteration is that it 
works matrix free and hence the memory demand is 
low, which is of interest when grid vectorization is 
employed. As shown in Verwer et al. (1995), Gauss-· 
Seidel iteration can be nearly optimally vectorized 
over the grid, in a similar way as modified Newton 
combined with sparse solution techniques in the code 
SMVGEAR (Jacobson and Turco, 1994). 
A further attractive feature of Gauss-Seidel iter-
ation is that it can be efficiently extended to solve 
chemistry and vertical turbulent diffusion in a coupled 
way (Verwer et al., 1995). This is not true for the 
modified Newton process as regards the exploitation of 
sparsity. If diffusion is coupled with chemistry, then the 
sparsity of the chemistry Jacobian is almost completely 
lost in the factorization of the banded linear system. 
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ERRATUM 
Atmospheric Environment Vol. 30, No. 9, p. 1531, 1996 
Elsevier Science Ltd 
Printed in Great Britain 
"A comparison of stiff ODE solvers for atmospheric chemistry problems" by J. G. Verwer, J. G. Blom, 
M. Van Loon and E. J. Spee (Atmospheric Environment 30, 49-58). 
On page 54, equation (15) should read as follows: 
N<Y; = NO~+ NO", o: = NO;+ o; 
On page 53, in reactions 3 and 4, and also on page 55, line 13, N034 should read: 
NO~ 
There is an error in Figure 3 on page 56. The authors regret that the SDA was not computed according to 
formula (10) on page 53. A recalculation gives the figure shown below. The SDA differ between 0.6 and 1.0 
from the previous values, but the conclusions remain unchanged. 
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