Objective: There may be great potential for using computer-modeling techniques and machine-learning algorithms in clinical decision making, if these can be shown to produce results superior to clinical protocols currently in use. We aim to explore the potential to use an automatic, data-driven, machine-learning algorithm in clinical decision making.
Introduction
There is increasing interest in applying sophisticated computer-modeling and statistical analysis techniques in health care [1, 2] . With the expanded use of standardized information systems in many parts of the health system, there is great potential for enhanced use of these data to inform clinical decision making and health system planning.
A major research priority has been identified related to the need for improved methods of selecting older patients who are most likely to benefit from rehabilitation [3] . More accurate targeting of rehabilitation services would result in more efficient use of health care resources, reduction in health care costs resulting from the avoidance of functional decline, and improved quality of life for many older persons.
This issue is particularly important in that many older persons who would benefit from rehabilitation do not receive it [4] . Inadequate provision of rehabilitation is in part a reflection of resource constraints, but also reflects shortcomings in the way the health system manages patient information. For example, the lack of comprehensive standardized assessments often leads to under-detection of health care needs. Also, data are usually not used to their fullest potential because they tend to be considered (1) one item at a time or (2) with simple algorithms that do not allow for the detection of more complex, interactive effects. In many care settings, this information gap could be addressed through better use of existing health information systems.
The Resident Assessment InstrumenteHome Care
The Resident Assessment InstrumenteHome Care (RAI-HC) is a comprehensive assessment and problem identification system developed by an international consortium of researchers (interRAI; http://www.interrai. org/). It is a part of a growing family of assessment tools developed for use in many health care settings for care and service planning, resource allocation, outcome measurement, and quality improvement [5] .
The RAI-HC is mandated for use in all of Ontario's Community Care Access Centres (CCACs) for longer-term (more than 60 days) clients. CCACs coordinate access to home care services and long-term care placement in Ontario. This instrument is now also used or being implemented in numerous other jurisdictions in North America, Europe, and the Pacific Rim.
Assessment items include personal items, referral information, cognition, communication and hearing, vision, mood and behavior, informal support services, physical functioning, continence, disease diagnoses, preventive health measures, nutrition/hydration status, oral health, skin condition, environmental assessment, and service utilization. A number of standard interRAI scales have been derived from the assessment items, measuring such important health domains as cognition, depression, and ability to perform activities of daily living. Clinical Assessment Protocols (CAPs) are triggered when specified combinations of assessment items suggest that specific problems or risks are present and warrant further investigation [6e8].
Objectives
A number of recent works [9, 10] have applied machinelearning techniques to predicting various rehabilitation outcomes. Although some of these results have been promising [9] , others have been equivocal [10] . In this study, we investigate whether an automatic, data-driven, machinelearning algorithm is capable of accurately assessing a patient's rehabilitation potential. Most clinical practitioners are still largely skeptical that such assessment can be carried out by a ''blind'' algorithm at all. As such, we have chosen to start by focusing on one of the simplest machine-learning algorithms available, the K-nearest neighbor (KNN) algorithm [11] , because it is analogous to clinical reasoning (see Section 2.2) and may therefore be more readily accepted by clinicians. The most relevant CAP for predicting rehabilitation potential is called the ADLCAP, where ''ADL'' stands for ''activities of daily living.'' In evaluating the usefulness of KNN, we will therefore compare the predictions made by KNN against those made by the existing ADLCAP.
The KNN algorithm

Description
Suppose we have a database consisting of a total of n observations, (x i , y i ), for i 5 1, 2, ., n. For our study, x i is a vector of covariates and y i is a binary outcome. In our case, y i 5 1 means patient i has rehabilitation potential. The database is called the training set for the KNN algorithm. Given any two observations, x i and x j , let s(x i , x j ) be a measure of their similarity based on the covariates. To predict the response for a new observation x 0 with the KNN algorithm, we first identify K observations in the training set that are most similar to x 0 ; they form the set of KNNs of x 0 , denoted by N(x 0 , K ). We then estimate the probability that y 0 5 1 by the average responses of these KNNs and predict the response to be one if the estimated probability exceeds a certain threshold c.
Hence, to implement the KNN algorithm, three ingredients must be specified a priori: the similarity measure, s(x i , x j ); the number of neighbors, K; and the decision threshold, c. The exact specifications of these ingredients for our study are given and justified below in Section 4. A more precise and mathematical description of the KNN algorithm is given in Appendix A.
KNN as an artificial ''super expert''
To a certain degree, it can be argued that physicians also rely on an implicit KNN algorithm to make clinical decisions. A physician's clinical decision is undoubtedly influenced by his or her past clinical experiences. For example, a physician will likely recommend a particular treatment program to a new patient if the new patient's clinical profile matches those patients who have been successfully treated by the physician in the past with the same program. Hence, a physician's past patients can be regarded as the training set. Matching the clinical profile of a new patient to those of his or her past patients is similar to finding a number of nearest neighbors from the training set. In this sense, we can think of the KNN algorithm as an artificial ''super expert'' who has had the ''experience'' of ''treating'' virtually every patient recorded in the database and can, therefore, use this extensive ''clinical experience'' to make informed and intelligent decisions.
Software
The software we use for the KNN algorithm is a function called knn in the statistical package, R [12] .
Data
Generally speaking, whether a patient has true rehabilitation potential or not is unknown, which is precisely why we are interested in different ways of predicting it. To apply machine-learning techniques and evaluate the accuracy of different prediction methods, however, we must rely on patients whose true rehabilitation potential can be reliably assessed by some other means.
For this investigation, we use RAI-HC data on 24,724 patients from eight Ontario CCACs. For these patients, their RAI-HC data have been linked to health-service utilization data, including long-term care admissions and mortality, which we can use to assess the patients' true rehabilitation potential. In this study, we define a patient as having true rehabilitation potential ( y 5 1) if (1) there is an improvement in the patient's ADL functioning (measured using the interRAI ADL long form [13] ) over a follow-up period of approximately 1 year; or if (2) the patient remains at home at the end of the treatment program. In our data set, 6,567 patients are so defined as having true rehabilitation potential. Other disposition outcomes include discharge to a nursing home, or death, which could be considered indications of rehabilitation failure.
Therefore, in our study, we are asking the following question: Which method can better predict the two positive outcomes, (1) and (2), defined above, KNN or the existing ADLCAP?
Method
Covariates x
To make a fair and objective comparison between KNN and ADLCAP, we use exactly the same covariates in KNN as the ones used by ADLCAP. These are covariates related to various aspects of physical functioning, comprehension, health status indicators, and functional potential; see Table 1 .
The ADLCAP is derived using a number of nested ifthen statements that use different combinations of these variables as conditions [14] . In descriptive terms, the ADL-CAP is triggered if the patient is unable to perform two or more of the ''activities of daily living'' items (h2a to h2j in Table 1 ); if the patient is able to understand others (c2); and if any one of the conditions described by the other covariates is present (p6 to h7c in Table 1 ). Although there is no explicit weighting of the items, the protocol implies a particular importance for the ability to understand others (c3)dconsidered necessary for the success of a rehabilitative programdas this is the one single item that must always be present for the ADLCAP to be triggered.
Training set for KNN
We use KNN to make predictions on the eight regional CCAC data sets one by one. When predicting a particular region, we take a random sample of 2,500 clients from the other seven data sets and use it as the training set. This strategy automatically allows KNN to avoid using one's own data to predict itself (and thereby creating a bias toward better prediction).
Similarity measure s(x i , x j )
Again, to make our comparison fair and objective, we define and use a similarity measure s(x i , x j ) so that KNN and ADLCAP not only use exactly the same covariates, but also interpret these covariates in exactly the same manner.
Suppose there are a total of p covariates. We define the similarity s(x i , x j ) to be the total number of covariates that ADLCAP interprets as identical for x i and x j , that is,
by the ADLCAP; d51; 2; .; p : g What does it mean to say a covariate is ''regarded as identical'' for two patients by ADLCAP? This is best explained with a prototypical example. The ADLCAP consists of a number of ''if-then'' statements. For instance, the variable ''h2a'' (mobility in bed) is treated in the following way [14] : if (h2a 5 2, 3, 4, 5, 6 or 8) then do A; else do B. Thus, if h2a i 5 2 and h2a j 5 6, then patients i and j are regarded to have identical values for the covariate ''h2a,'' whereas if h2a i 5 2 and h2a j 5 0, patients i and j are regarded to have different values for the covariate ''h2a.''
Number of neighbors K
The most important parameter in the KNN algorithm is K, the number of neighbors. The choice of K involves an important trade-off and it must be selected with care. If K is too large, then some of the neighbors used to make predictions will no longer be similar to the one being predicted; this will bias the prediction. On the other hand, if K is too small, then not enough information is used to make the prediction; this will cause the prediction to be unstable. The optimal K is the one that best balances this trade-off [15] . Typically, the optimal K is selected empirically by Good prospects of recovery from current disease using a procedure called cross-validation on the training set. Cross-validation is a standard procedure in machine learning, for example, Hastie et al. [15] ; its details are not directly relevant to our study here and hence omitted. The software we use to perform cross-validation for KNN is the function knn.cv from the statistical package, R [12] . Figure 1 shows the cross-validated estimates of KNN's overall error rate on each of the eight training sets as K varies. For example, training set 1 is used by KNN to make predictions for region 1, so it consists of data from all other regions except region 1. Generally speaking, the overall error rate drops as K is increased and levels off at around K 5 20. In few cases, we can see that the overall error rate starts to increase again as K is increased further, a clear indication of the trade-off discussed in the previous paragraph. Based on these results, we choose K to be 20.
Decision threshold c
We choose the decision threshold c to be the overall percentage of patients in our data set with true rehabilitation potential. As stated in Section 3, it is possible to reliably assess the true rehabilitation potential of patients in our data set by means other than the ADLCAP or the KNN algorithm. In particular, patients who showed functional improvement or remained at home over a 12-month follow-up period are considered to have true rehabilitation potential. Across the eight CCAC data sets, this percentage is 26.56% (6,567/24,724 z 26.56%; see Section 3).
Put more explicitly, our decision threshold is that 26.56% or more of a patient's 20 nearest neighbors must have had positive rehabilitation outcomes (as defined in Section 3) for the patient to be assigned positive rehabilitation potential by the KNN algorithm. Determined by the actual proportion of patients who had positive rehabilitation outcomes in our data set, the threshold of 26.56% is seen to more closely emulate the actual clinical profile of these patients than any other (necessarily more arbitrary) threshold choices.
The intuition here is as follows: Suppose Dr. Kevin N. Newman (initial K.N.N.) is our super expert. Dr. Newman knows from his extensive past experience (all patients in our data set) that only 26.56% of his patients could really benefit from rehabilitation. He is examining a new patient right now and the new patient looks a lot like these 20 other patients he once saw. Dr. Newman also knows that, among these 20 patients from the past, more than 26.56% of them benefited from rehabilitation. Therefore, he concludes this new patient should have a high chance of being able to benefit also.
Treatment of ties
It is possible that a number of observations from the training set are tied for the Kth position in terms of their similarities to x 0 , the new observation being evaluated/assessed/predicted. Under such circumstances, there are two standard options: (1) randomly pick one of them so that the set N(x 0 , K ) contains exactly K items or (2) use all of them, allowing the set N(x 0 , K ) to contain more than K items (even though this would seem to contradict the name K.N.N.). The knn function in R allows the user to choose between these two options. We have chosen option (2) , but this choice is arbitrary and does not make a tangible difference in the final results we present below.
The main reason why we have chosen option (2) is because, with option (1), a small number of predictions could change (e.g., from a zero to a one) when we repeat the analysis on the same data due to the random selection step. This causes a bit of practical inconvenience because we would not be able to reproduce our results (e.g., Tables 3 and 4) exactly even if we use exactly the same training sets. We must add, however, that the resulting variation is minor and inconsequential; only a few numbers would change in the fourth decimal place.
Evaluation criteria
We are now faced with two competing methods to evaluate/assess the rehabilitation potential of a patient, ADL-CAP and KNN. Both give a binary predictionŷ. We evaluate the accuracy of these two methods using four different criteria: the false positive (FP) rate, the false negative (FN) rate, the positive diagnostic likelihood ratio (DLRþ), and the negative diagnostic likelihood ratio (DLRÀ). Their respective definitions are as follows: where y is the true status andŷ is the predicted status. These are standard criteria [16] and widely used in clinical epidemiology. The FP and FN criteria are more intuitive, corresponding, respectively, to the two types of errors one can make in a binary prediction, namely, calling a true zero a one (FP) and calling a true one a zero (FN).
The DLRþ and DLRÀ criteria are less intuitive but extremely useful, because they ''quantify the change in the odds [ Therefore, DLRþ can be interpreted as the factor by which a prediction ofŷ51 can increase the prior odds and DLRÀ, the factor by which a prediction ofŷ50 can decrease the prior odds. Clearly, we would expect an informative prediction method to have DLRþ O 1 and DLRÀ ! 1. In fact, given two prediction methods, A and B, A can be said to be more informative than B if DLRþ (A) O DLRþ (B) and DLRÀ (A) ! DLRÀ (B).
Partly due to these rather sophisticated interpretations associated with them, DLRþ and DLRÀ have been gaining popularity in the last two decades [16, 18, 19] . In terms of the 2 Â 2 confusion matrix (Table 2) 
The c statistic is another commonly used evaluation criterion [20] . To predict a binary outcome y, one often estimates the probability P( y 5 1) first, and then threshold the probability at some level (e.g., 50%). As the threshold changes, the final binary prediction and the resulting FP and FP rates will also change. The c statistic depends on the entire profile of FP and FP rates as we vary the threshold. Because the ADLCAP produces just the final binary prediction, it is impossible to calculate a c statistic for it. Therefore, this criterion is not used in our analysis.
Ethics approval
This study has received ethics clearance from the Office of Research Ethics at the University of Waterloo. Tables 3 and 4 contain the results comparing KNN against ADLCAP using the four different criteria outlined in Section Table 2 A confusion matrix
Results
The entries a, b, c, and d are counts of the number of observations falling into each of the four cells. 4.7. Other than in region 1 where it has a slightly higher FP rate, KNN makes better predictions than ADLCAP in all other regions, having both lower FP and lower FN (Table 3 ). More significantly, on the DLRþ and DLRÀ scales (Table 4) , KNN emerges as a uniformly more informative method than ADLCAP for assessing rehabilitation potential in all regions. As explained in Section 4.7, all informative prediction methods are expected to have DLRþ O 1 and DLRÀ ! 1. Here, we notice that, in regions 4 and 7, the ADLCAP actually has a DLRþ slightly less than 1 and a DLRÀ slightly bigger than 1.
Discussion
This is a comparative study; our goal was to investigate whether KNN could be a more effective algorithm than the CAP currently used for assessing and predicting rehabilitation potential (ADLCAP). In order for the comparison to be objective, we have only used covariates that are also used in the ADLCAP. We have also defined a highly specialized similarity measure so that the covariates are interpreted in the same way as in the ADLCAP. In other words, we have tried not to give KNN any extra advantage. Even within these constraints, we have shown that a data-driven algorithm such as KNN can be more informative than the ADLCAP.
In reality, of course, we are by no means required to restrict ourselves to this particular subset of covariates or this particular type of similarity measure. A second advantage we saw in applying these constraints, however, was that the KNN algorithm would only be making use of variables that had been identified clinically as relevant to rehabilitation potential. We recognize that machine-learning algorithms can be seen as a ''black box'' by clinicians. Restricting our analyses to the same variables as are used in accepted clinical protocols could enhance the acceptability of this approach. As discussed earlier in the article, we also saw the KNN algorithm as being analogous to clinical reasoning and therefore relatively easy to justify to clinicians and other decision makers.
A limitation of this study is that, while we were assessing rehabilitation potential using an accepted set of relevant covariates, we were obviously not in a position to determine whether the positive (or negative) outcomes of the home care clients in this sample were attributable to the provision (or the absence) of any rehabilitative therapy. But the results suggest that both approaches, and particularly the ADLCAP, are conservativedmany more patients had positive outcomes than were predicted. The interRAI consortium is currently in the process of refining the CAPs for its entire suite of instruments; our results could provide some guidance for that exercise. For example, results from KNN provide a performance benchmark against which clinical protocols could be measureddclinical judgment could be used to identify where the CAP rules could be changed to achieve better prediction results approaching those from the KNN.
We are continuing to explore these issues, as well as working to identify better approaches to applying the KNN algorithm and other machine-learning techniques in clinical decision making. For example, a limitation of the KNN algorithm is that, to predict new cases, the entire data set has to be stored in memory and accessible to the person trying to make the prediction. To this end, a possible strategy is to find a small number of prototype cases from the data set and apply nearest-neighbor-type algorithms on the prototypes alone. The resulting algorithm will also become more interpretable (and hence less of a ''black box'') if the number of prototypes is relatively small. This study illustrates the potential for a machine-learning algorithm to enhance clinical decision making. As use of computerized health information systems, such as those based on the interRAI instruments, becomes more widespread, there is great potential to use these algorithms to direct therapy and services at those patients most likely to benefit. We recommend greater exploration by the interRAI consortium in regard to applications of these techniques in clinical assessment and care planning based on interRAI data. More generally, our work is relevant to all those working to make better use of standardized heath information in clinical decision making and service planning.
Detailed description of KNN
In this appendix, we give a more precise and mathematical description of the KNN algorithm. Given the covariate vector of a new observation, x 0 , the goal is to predict its Abbreviations: DLRþ, positive diagnostic likelihood ratio; DLRÀ, negative diagnostic likelihood ratio; ''CAP'' refers to ''ADLCAP. '' response, y 0 . For every observation x i in the training set, let s i 5 s(x 0 , x i ) be its similarity to x 0 . These similarities can be ordered. Denote the ordered similarities with s (i) , that is, s (1) > s (2) > . > s (n) . In other words, if s j 5 s (k) , it means x j is the kth most similar observation in the training set to x 0 . The set of the KNNs of x 0 , N(x 0 , K ), can then be defined as all observations whose similarities to x 0 are at least s (K ) , that is, N(x 0 , K ) 5 {x i :s i > s (K ) }. The KNN algorithm then estimates the probability that y 0 5 1 witĥ p 5 P x i˛N ðx 0 ;KÞ y i jNðx 0 ; KÞj where jN(x 0 , K )j is the size of (or number of items contained in) the set N(x 0 , K ). This is usually equal to K exactly, but may exceed K depending on how ties are treated (see Section 4). The response is then predicted to be one ifp>c, where c is a prespecified threshold parameter.
Appendix B
Derivation of equation (1) In this appendix, we derive equation (1), given in Section 4.7; equation (2) 
