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Abstract
This dissertation focuses on providing solutions to two of the most important problems
in wireless communication systems design, namely, 1) the interference suppression,
and 2) the channel parameter estimation in wireless communication systems over
time-varying multipath fading channels. We first study the interference suppression
problem in various communication systems under a unified multirate transmultiplexer
model. A state-space approach that achieves the optimal realizable equalization (sup-
pression of inter-symbol interference) is proposed, where the Kalman filter is applied
to obtain the minimum mean squared error estimate of the transmitted symbols.
The properties of the optimal realizable equalizer are analyzed. Its relations with the
conventional equalization methods are studied. We show that, although in general
a Kalman filter has an infinite impulse response, the Kalman filter based decision-
feedback equalizer (Kalman DFE) is a finite length filter. We also propose a novel
successive interference cancellation (SIC) scheme to suppress the inter-channel inter-
ference encountered in multi-input multi-output systems. Based on spatial filtering
theory, the SIC scheme is again converted to a Kalman filtering problem. Combin-
ing the Kalman DFE and the SIC scheme in series, the resultant two-stage receiver
achieves optimal realizable interference suppression. Our results are the most general
ever obtained, and can be applied to any linear channels that have a state-space re-
alization, including time-invariant, time-varying, finite impulse response, and infinite
viii
impulse response channels. The second half of the dissertation devotes to the pa-
rameter estimation and tracking of single-input single-output time-varying multipath
channels. We propose a novel method that can blindly estimate the channel second
order statistics (SOS). We establish the channel SOS identifiability condition and
propose novel precoder structures that guarantee the blind estimation of the channel
SOS and achieve diversities. The estimated channel SOS can then be fit into a low
order autoregressive (AR) model characterizing the time evolution of the channel im-
pulse response. Based on this AR model, a new approach to time-varying multipath
channel tracking is proposed.
ix
Chapter 1
Introduction
The ultimate goal of communication systems design is to achieve four W’s, i.e. the
exchange of Whatever information regardless of Whoever, Whenever, and Wherever
there is need of communications. With the advance of wireless communications, we
are getting closer to this goal. However, the high data rate requirement of modern
communication systems and the time-varying fading nature of the wireless channels
also make the task of wireless communication systems design more challenging than
before.
This dissertation focuses on solving two of the most important problems in wireless
communication transceiver design, namely (1) the interference suppression in wireless
communication systems, and (2) the parameter estimation of time-varying multipath
fading channels.
The results presented in this dissertation are expected to provide effective solu-
tions to performance improvement in many of the contemporary and future wireless
communication systems, such as TDMA based and CDMA based cellular systems,
OFDM based wireless LAN and wireless MAN systems, multiple antenna systems, to
name a few.
1
1.1 Overview
1.1.1 Unified Mathematical Description of Wireless Commu-
nication Systems
Information theory and coding theory are the cornerstones of modern communi-
cation technologies. However, many of the results obtained in information theory
and coding theory have assumed ideal channel conditions. In other words, no system
or channel induced interference has been considered. In reality, the performance of
all the practical communication systems are limited by various interferences. For
example, the TDMA based GSM cellular system is subject to inter-symbol interfer-
ence (ISI) that is introduced by the multipath wireless channels; the capacity and
performance of the CDMA based cellular systems are limited by the multiple-access
interference (MAI, also known as multi-user interference or MUI) that is the direct re-
sult of the CDMA system design; multi-input multi-output (MIMO) systems such as
multiple antenna systems and OFDM systems1 are also affected by the inter-channel
interference or inter-carrier interference (both are known as ICI).
To approach the capacity and performance limits predicted by information theo-
rists and coding researchers, effective interference suppression in communication sys-
tems is indispensable. Although different types of interferences have quite different
causes, we are fortunate enough to be able to study them within a unified framework,
as will be shown in the following.
1An OFDM system can be regarded as a virtual MIMO systems
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Figure 1.1: Time-varying multirate transmultiplexer model for multiple access
systems in the base band (M ′ = M).
Figure 1.1 shows a time-varying multirate transmultiplexer model for multiple
access systems, where M is the number of simultaneous users and M ′ = M − 1, ↑ P
is the P -factor up sampler which inserts P − 1 zeros after each signal sample [77].
Denote st(m) to be the mth user’s signal at time t. Note that time t is discrete time
and hence takes integer values. The signal st(m) is first processed by a (P−1)-th order
precoding filter, whose impulse response coefficients {ft,i(m)}
P−1
i=0 , m = 0, 1, · · · ,M−1,
are determined by the multiplexing scheme of the system. The precoded signal is
then transmitted through a possibly time-varying multipath fading channel. Let
{ct,i(m)}
Lc,m
i=0 , m = 0, 1, · · · ,M − 1, denote the impulse response coefficients of the
physical channel of the mth user at time t, where Lc,m is the mth user’s physical
channel order. Then the received signal at the receiver side can be written as
yt =
M−1∑
m=0
Lm∑
i=0
st−i(m)ht,iP (m) + vt, (1.1)
3
where vt is the additive white Gaussian noise with mean zero and variance σ
2
v ,
ht,i(m) = ft,i(m) ? ct,i(m)
=
∑P−1
k=0 ct,i−k(m)ft,k(m)
(1.2)
is the ith coefficient of the composite system consisting of the precoding filter and the
physical channel at time t, with Lm = Lc,m + P the order of the composite system,
and ? denotes the linear convolution operation. Hence {ht,i(m)}
Lm
i=0 can be regarded
as an Lm-th order equivalent channel between the input signal st(m) and the received
signal yt.
Here we must point out that the multirate transmultiplexer model in Figure 1.1 is
so versatile that we can use this model to describe different multiplexing schemes by
choosing different precoding filters [64], [85]. Obviously, a multiple antenna system
is just a special case of the transmultiplexer model in Figure 1.1 with P = 1 and
ft,i(m) = δi, where δi is the Kronecker delta. For TDMA systems, we can choose
P ≥M and ft,i(m) = δi−m. In this case P is the maximum number of users supported
by the system. For FDMA systems, again we can choose P ≥M with P the maximum
number of users supported. But the precoding filter should be ft,i(m) = exp (jωmi),
where ωm is the mth user’s carrier frequency. For CDMA systems, P ≥ M and
ft,i(m) = αi(m) can be chosen, where αi(m) denotes the mth user’s discrete time
equivalent spread spectrum code at the chip rate, and in this case P is the so-called
processing gain [23], [75]. It can be shown that OFDM systems can also be described
by the multirate transmultplexer model with the precoding filter
ft,i(m) = exp (j2pimi/M) , (1.3)
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where m ∈ [0,M − 1], i ∈ [0, P − 1], and P = M + L with L ≥ L an upper bound of
the equivalent composite channel order L [64], [85]. In light of Figure 1.1, a unified
mathematical description can be obtained for different communication systems such
as multiple antenna systems, OFDM system, and various multiple access systems.
In Figure 1.1, because the sampling rate through the channel is P times of the
symbol rate, we can further simplify the expression in (1.1) by blocking the input and
output signals of the equivalent channel into vectors as below,
st = [st(0) st(1) · · · st(M − 1)]
T , (1.4)
yt = [ytP ytP+1 · · · ytP+P−1]
T , (1.5)
vt = [vtP vtP+1 · · · vtP+P−1]
T . (1.6)
Then it is straightforward to verify that (1.1) is equivalent to the following multi-input
multi-output system model [8]
yt =
L∑
i=0
Ht,ist−i + vt, (1.7)
where L = max {L0, L1, · · · , LM−1}, and
Ht,i =


htP,iP (0) htP,iP (1) · · · htP,iP (M − 1)
htP+1,iP (0) htP+1,iP (1)
. . . htP+1,iP (M − 1)
...
. . . . . .
...
ht′P−1,iP (0) ht′P−1,iP (1) · · · ht′P−1,iP (M − 1)


, (1.8)
with t′ = t + 1. We must note that the input-output relation in (1.7) is a simplified
general description of many different wireless communication systems. Hence the
channel {Ht,i}
L
i=0 in (1.7) may not necessarily represent the physical channel.
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The system model in (1.7) will be the basis of the subsequent chapters, based
on which, we will study the problem of optimal realizable interference suppression
in wireless communication systems. New interference suppression methods will be
proposed.
1.1.2 Interferences and Interference Suppression in Wireless
Communication Systems
In this subsection, we will introduce the concepts of different interferences in a
wireless communication system.
Consider a special case of (1.7) where P = M = 1. In this case, the MIMO model
reduces to a single-input single-output (SISO) model and the received signal can be
wriiten as
yt =
L∑
i=0
ht,ist−i + vt. (1.9)
The communication receiver aims to recover the transmitted signal st from the re-
ceived signal yt. Suppose that the channel coefficients {ht,i}
L
i=0 are perfectly known
at the receiver side. Then we can rewrite (1.9) as
yt = ht,dst−d +
L∑
i=0,i6=d
ht,ist−i + vt, (1.10)
where st−d is the symbol to be detected at time t, and integer d ∈ [0, L] is the detection
delay to be specified. In (1.10), the second term on the right hand side of the equation
is due to the contribution of all the other symbols that are not of interest at time t. Its
existence will interfere with the successful detection of the desired symbol st−d even
if there is no noise in presence. Since the interference in this case comes from other
6
symbols, it is known as inter-symbol interference (ISI) in communication systems.
From (1.10), we can see that as long as the channel has multipath, i.e. L ≥ 1, there
exists ISI.
For MIMO channels, there is another source of interference. Consider the special
case of (1.10), where L = 0 and P = M ≥ 2. The input-output relation can be
written as
yt = Ht,0st + vt. (1.11)
Since the channel has only one path in this case, there is no ISI in the system.
However there may exist interference between the symbols in the signal vector st.
Written element wise, Equation (1.11) can be expressed as
yt(m) =
∑M−1
i=0 ht,0(i,m)st(i) + vt(m)
= ht,0(m,m)st(m) +
∑M−1
i=0,i6=m ht,0(i,m)st(i) + vt(m),
(1.12)
where ht,0(i,m) is the (i + 1,m + 1)th entry in matrix Ht,0, i,m = 0, 1, · · · ,M −
1. Due to the concurrent transmission of multiple symbols, each going through an
individual channel, the elements in the received signal are the superimposition of
multiple symbols in general. The undesired superimposed symbols contribute to
interference, as shown in the second term of the second equation in (1.12). This
type of interference is known as inter-(sub)channel interference or ICI. As long as
the sub-channels are not orthogonal to each others, there always exists ICI. For some
virtual MIMO systems such as OFDM system, the ICI can arise due to the time-
variation of the channel during the transmission of an OFDM symbol, or due to the
frequency offset between the transmitter and the receiver. Either case can cause loss
7
of orthogonality between each sub-carrier of the OFDM modulation. Hence this type
of interference is also known as inter-carrier interference in OFDM systems [24].
For multiple access systems such as CDMA, the so-called multiple access interfer-
ence or multiuser interference is in fact a combination of the inter-symbol interference
and the inter-channel interference discussed previously. With the unified multirate
transmultiplexer model in Figure 1.1, we will not use the terms MAI and MUI in this
dissertation to simplify notation. They will be treated as ISI/ICI instead.
The purpose of interference suppression is to cancel the ISI/ICI from the received
signal so that the transmitted symbols can be recovered. Any operation for this sake
can be called interference suppression. However ISI suppression is also conventionally
known as equalization. MAI/MUI suppression is also known as multiuser detection
in CDMA systems [79].
1.1.3 Parameter Estimation of Time-varying Multipath Fad-
ing Channels
We have seen the importance of interference suppression in wireless communica-
tion systems. However, its success depends on the availability of the channel state
information (CSI). In other words, we need to either explicitly or implicitly make
use of the information of the equivalent channel {Ht,i}
L
i=0 to effectively suppress the
interferences. Otherwise there always exist ambiguities in symbol detection. As such,
channel estimation is necessary. For this reason, we will also devote to this problem
in this dissertation.
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For time-invariant systems, channel estimation is a relatively well studied problem.
There have been many results in this area. Either training based or blind methods
can be used to estimate the channel. For a more comprehensive discussion on time-
invariant channel estimation, see [22] and references therein.
However, the wireless communication channels are time-varying in nature due to
the constant variation of the transmission medium and the relative moving between
the transmitters and the mobile receivers. To achieve more mobility, high moving
velocity is expected and this results in fast time-varying channels. Even when the
physical channel is time-invariant, due to the frequency mismatch between the trans-
mitter and the receiver or some other issues, the resultant equivalent channel in (1.7)
can be time-varying too. Time-varying channel estimation is also known as channel
tracking in communication system design. It is more challenging than time-invariant
channel estimation.
In this dissertation, we will focus on the channel tracking problem only. To render
the problem solvable, we need have an appropriate time evolution model to charac-
terize the channel variation. One such model is the multichannel autoregressive (AR)
model, which can be used to approximate the MIMO channel variation with satis-
factory accuracy [36]. Let ht be the vector formed by all the elements of {Ht,i}
L
i=0.
Then a first order multichannel AR process of the channel variation is given by
ht+1 = Aht +Bwt (1.13)
where wt is a zero-mean unit-variance complex white Gaussian vector process, matrix
9
A is determined by the rate of variation, and matrixB is determined by the magnitude
of variation.
Most existing channel tracking methods based on the AR model in (1.13) have
assumed perfect knowledge of the matricesA and B. This assumption is unrealistic in
any practical systems. Instead, we have to estimate the model parameters (matrices
A and B) before we can use the AR model to track the time-varying channel. To
achieve this, we will propose in this dissertation a novel blind method that does not
require any training sequence.
1.2 Literature Review
The problem of ISI suppression in SISO communication systems has a long history.
In [18], Forney derived the maximum likelihood sequence estimator (MLSE), which
achieved the optimal ISI suppression in the sense of maximum likelihood symbol de-
tection. Although it has the best performance among all the ISI suppression schemes,
this method has high computational complexity, which grows exponentially with re-
spect to the channel order. This prevents its wide applicability in many practical
systems.
On the other hand, a linear equalizer employs a linear transversal filter to suppress
the ISI. Although, it has very simple structure and low complexity [46], [47], it also has
much poorer performance as compared to the MLSE, especially when the underline
channel has deep spectral nulls [59].
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As a tradeoff between complexity and performance, decision-feedback equalization
was proposed and analyzed in [1], [3], [4], [6], [9], [16], [21], [58], [62], etc. Depending
on the design criterion, there are two types of DFEs, namely the minimum mean
squared error (MMSE) DFE and the zero forcing DFE. It can be shown that the zero
forcing DFE is just a special case of the MMSE DFE as the additive noise goes to
zero [3]. Because it allows easy adaptive implementation, the MMSE DFE is also
more widely used than the LE in practical communication systems [21]. In the past,
many people studied the DFE in the frequency domain, assuming the channel being
time-invariant. The resultant DFEs are normally of infinite legnth [5] ,[10], [11],
[13], [38], [61]. For the sake of realizable implementation and stability considerations,
practical DFEs are normally restricted to be of finite length [1], [3]. However this
length constraint may also limit the performance of the DFEs, and the resultant DFEs
may not be optimal in the sense of minimum mean squared error2 [34]. It seems that
the realizability of a DFE has to compromise with its performance, or vice versa.
The results obtained in optimal estimation theory, mainly due to the work of R.
E. Kalman [35], render the possibility of optimal realizable design. Several people
have studied the optimal realizable equalizer design problem before [30]. To the
author’s knowledge, the Kalman filter based LE was first proposed by Lawrence
and Kaufman in [37]. Mulgrew and Cowan generalized the results to DFE in [54].
However, they failed to go further to reveal the Kalman equalizers’ properties and
2From now on, the words “optimality” and “optimal” refer to achieving linear minimum mean
squared error, unless stated otherwise.
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relations with the commonly used finite length LE and DFE. In [67], Sternad and
Ahle´n derived the optimal realizable DFE using a polynomial decomposition method,
which was mathematically tedious and did not provide an intuitive interpretation.
The most recent work on realizable LE and DFE is probably due to Lo´pez-Valcarce
[45], who employed Wiener and Kalman filter theories to study the properties of the
optimal realizable equalizers. The results in [45], [67], however, cannot be applied to
time-varying channels, which are commonly encountered in mobile communications.
Furthermore, most of the existing results on optimal realizable design focus on SISO
systems only. Hence they are not applicable to many new communication systems
that are MIMO in nature, such as CDMA and OFDM systems.
For multiple access systems, the optimal interference suppression based on the
maximum likelihood criterion was first studied by Verdu in his pioneering paper [78].
This work opened the new research arena of multiuser detection that has been very
active for the past two decades [79]. Due to the rapid growth of the market of the
CDMA based cellular systems, there have been many research activities in the area
of multiuser detection in CDMA systems. See for example [17], [27], [28], [48], [49],
[51], [53], [75], [85]. For a more comprehensive list of references, please see [79] and
references therein. From the author’s point of view, many of the results obtained
for multiuser detection in CDMA systems are in fact parallel to those obtained for
ISI suppression in SISO systems, thanks to the unified mathematical description dis-
12
cussed in the previous section. However, the multiple access in CDMA does introduce
something unique to CDMA-like MIMO systems, i.e., the ICI problem.
An effective approach to the suppression of the ICI is the so-called successive
interference cancellation (SIC) method, which utilizes the detected symbols of strong
users to help the detection of weak users, an idea similar to, but different from that
of the DFE. For some reason unclear to the author, the existing SIC schemes were
proposed almost exclusively for CDMA systems. See [31], [33], [52], [57], [63] and
references therein. All these schemes require at least the channel information and
the signature sequence of the desired user to explicitly calculate the MUI caused by
each user or its contribution to the noise subspace. As such, the existing SIC schemes
cannot be directly applied to the ICI suppression in a general MIMO system, where
it is very difficult, if not impossible, to calculate the ICI in a MIMO receiver after the
ISI suppression.
MIMO data transmission has received great attention in recent years because
of its many advantages, such as increased channel capacity, spatial diversity, and
etc [19], [72], [76]. Many researchers have studied the interference suppression for
MIMO channels. In [25], [39], [41], [70], blind methods (without training signals)
were investigated. These methods are normally computationally complicated, and
suffer from slow convergence. In practical systems though, a more commonly adopted
approach is to use the training signals to improve the performance at the expense of
the reduced channel bandwidth efficiency [26]. Such an approach employs the training
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signals to either explicitly or implicitly estimate the MIMO channel [36], and then
carries out the interference suppression.
Assuming perfect knowledge of the MIMO channel, Tidestav et al extended the
results in [67] and derived an optimal realizable MIMO DFE to suppress the ISI using
a polynomial decomposition method that is applicable to infinite impulse response
(IIR) channels [73]. While the optimality of the method is shown mathematically,
the complicated formulas are less insightful, and lack an intuitive interpretation. In
addition it failed to address the ICI suppression. DFE based interference suppression
methods were also studied in [3], [16], [17] and [66]. These methods did not distinguish
between the ISI and the ICI, but tried to suppress both together. Furthermore, all
the existing methods deal with time-invariant channels only.
As we have pointed out before, successful interference suppression depends on
the accurate estimation of channel information. In wireless communications, due to
multipath transmission and the moving of subscribers, the underlying channel may
experience both frequency- and time-selective fading [60], [69]. For time-invariant
channels, blind or training based channel estimation/equalization techniques have
been studied extensively. See [12], [15] and references therein. However, when the
channel is time-varying, the estimation/equalization problem becomes more challeng-
ing. In [7], [71], [83], [84], it is verified that most time-varying channels encountered in
wireless communications can be sufficiently modeled by the low order auto-regressive
(AR) Gaussian Markov processes discussed in Section 1.1.3. Based on this low or-
14
der AR Markov model, many channel estimation/tracking and equalization methods
based on Kalman filtering have been proposed (e.g. [36], [44], [74]). However, most
of the existing works assume that the second-order statistics (SOS) of the channel,
and hence the parameters of the state equation in the Kalman filter, are exactly
known or perfectly estimated. In [74], it shows that this condition holds true only
when sufficiently long training sequence is used and frequent retraining is necessary.
In many applications such as radio broadcasting, frequent and long training is not
feasible. This may result in unreliable estimation of the channel SOS. And the estima-
tion error in the channel SOS may cause severe performance degradation in channel
estimation.
1.3 Dissertation Contributions
This dissertation provides solutions to two of the most important problems in
wireless communication systems design. The first part (Chapters 2 and 3) of this
dissertation focuses on the optimal realizable interference suppression in MIMO com-
munication systems with channel information available at the receiver side. The
second part (Chapter 4) devotes to the parameter estimation in time-varying chan-
nels and channel tracking, the results of which can be integrated with the interference
suppression schemes proposed in the first part. The contributions of this dissertation
are as follows.
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• Development of optimal realizable interference suppression schemes for MIMO
communication systems under a unified framework.
This dissertation employs the optimum linear estimation theory to suppress both
the ISI and the ICI in a MIMO communication system. In contrast to the
existing work that seeks to balance between realizability and performance, our
proposed methods achieve both with a new structure. A two-stage receiver that
suppresses the ISI and the ICI in series is proposed. In this dissertation, we first
adopt a state-space approach, and derive state-space solutions for the optimum
realizable LE and DFE based on Kalman filtering. The state-space approach
provides insights into the properties of the equalizers that are not clearly seen
otherwise. We show that increasing the detection delay of an equalizer results in
smaller estimation error at the expense of higher complexity. This result reveals a
direct relation between performance, complexity, and detection delay. In general,
the impulse response of a Kalman filter has an infinite length. For LEs, we
show that the Kalman filter based optimal LE (Kalman LE) is an IIR filter.
However, to our surprise, we prove in this dissertation that the Kalman filter
based optiaml DFE (Kalman DFE) is equivalent to a finite length minimummean
squared error (MMSE) DFE whose feed-forward filter (FFF) order and feedback
filter (FBF) order are bounded below by the detection delay and the channel
length, respectively. Hence the optimal realizable DFE is an FIR filter. The
only difference between a Kalman DFE and a conventional finite length MMSE
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DFE of proper orders is the way how they are implemented. Our result thus
clarifies the optimality of the conventional finite length MMSE DFE. Following
the ISI suppression, we propose a novel successive interference cancellation (SIC)
scheme to suppress the ICI based on spatial filtering. Moreover a reliability
metric for the detected symbols is introduced to aid our proposed SIC scheme
to successively remove the ICI from the ISI suppressed signals. It employs a
state-space realization similar to that of the Kalman equalizers, and uses again
Kalman filtering to suppress the ICI. Different from the Kalman equalizers, the
proposed SIC scheme does not require any channel information. It only needs
the output of the ISI suppression from the first stage to initialize, and thus
can be combined with different equalizers in the first stage such as the Kalman
DFE, the adaptive MIMO DFE, or the much simpler LE etc. In light of the
optimality of the Kalman filter, optimal ISI and ICI suppression is achieved
when the SIC scheme is combined with the Kalman DFE. This implementation
flexibility is very appealing to MIMO systems over wireless fading channels.
Since in this case the channel is constantly changing, it is desirable to adaptively
adjust the receiver parameters according to the channel condition. The state-
space approach adopted in this dissertation renders our method applicable to any
linear channels, including time-invariant, time-varying, FIR, and IIR channels,
provided that the channel model admits a state-space realization. Hence the
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results reported in this paper are more general than the existing work. To the
author’s knowledge, our results are the most general obtained so far.
• Development of a novel semi-blind channel parameter estimation method and
its associated channel tracking scheme for SISO time-varying multipath fading
channels.
Since the success of interference suppression depends on the availability of the
channel state information, we also study the channel estimation problem in this
dissertation. However, we focus on the more challenging problem of parameter
estimation and channel tracking in time-varying multipath fading channels. To
render the problem solvable, we employ the well-accepted low order autoregres-
sive (AR) model to characterize the variation of channel impulse response. We
show that the parameters of the AR model is uniquely determined by the chan-
nel second-order statistics (SOS), i.e., the covariance information of the channel
impulse response. Hence the parameter problem is translated to that how to es-
timate the channel SOS. We establish the identifiability condition of the channel
SOS. Then we convert the identifiability condition into the design constraints on
the transceiver structure. Linear precoders at the transmitter side that satisfy
the constraints and achieve diversities are constructed. Kalman filtering based
channel tracking and equalization methods are developed. Since the frequency
offset in a communication system can also be described by an first order AR
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model, the proposed blind channel parameter estimation method can also be
applied to blind estimation of the frequency offset in a communication system.
1.4 Organization of the Dissertation
The organization of the dissertation is outlined briefly as follows. Chapter 2 is
devoted to the optimal realizable ISI suppression in MIMO systems, where Kalman
filter based equalizers will be proposed. Chapter 3 focuses on the optimal realizable
ICI suppression and its combination with the ISI suppression schemes. Chapter 4
studies the parameter estimation and channel tracking problem in time-varying mul-
tipath fading channels. Finally Chapter 5 concludes the dissertation by suggesting
some possible future research. Throughout this dissertation, symbols for matrices are
in boldface capital letters, and vectors are in boldface small letters. Other notational
conventions are listed in the earlier page of this dissertation titled as “Notations and
Symbols”.
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Chapter 2
Optimal Realizable Suppression of
Inter-Symbol Interference
Minimum mean square error (MMSE) linear equalizers (LEs) and decision feedback
equalizers (DFEs) are widely used in communication systems to combat the inter-
symbol interference (ISI) introduced by multipath channels. An LE conventionally
consists of a linear transversal filter that acts as a linear estimator of the transmitted
symbols, and a quantizer. Although it has a simple structure, an LE suffers large
performance loss when there exist deep channel spectral nulls. On the other hand, a
DFE is formed by adding a linear feedback filter to the LE structure. Utilizing the
past detected symbols with the help of the feedback filter, a DFE normally has much
better performance than an LE. By the commonly adopted assumption that all the
past detections are correct, the design of a DFE reduces to a linear estimator design
problem too [1]. Consequently, we can study both the LE and the DFE within the
framework of linear estimator design, and treat the LE as a special case of the DFE.
In practical systems, the linear filter(s) in a conventional LE or DFE are normally
restricted to be of finite length for the sake of realizable implementation. The result-
ing equalizers will be called finite length LE and DFE hereafter. This finite length
constraint may limit the equalizer performance. Motivated by the fact that Kalman
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filter is the optimal linear estimator1 and is realizable, we apply Kalman filter theory
to the study of the optimal realizable MMSE LEs and DFEs in this chapter.
We will derive a state-space solution to the optimum LE and the optimum DFE
based on Kalman filtering. This state-space approach yields optimal realizable LE
and DFE. More importantly, it provides insights into the properties of the LE and
the DFE that are not clearly seen otherwise. We will show that, for both the LE
and the DFE, increasing the detection delay results in smaller estimation error at the
expense of higher complexity. Although in general a Kalman filter is an IIR filter
due to its recursive structure, we will show in this chapter that a Kalman filter based
DFE (Kalman DFE) is equivalent to a conventional finite length MMSE DFE with
feed-forward filter length and feedback filter length bounded below by the detection
delay and the equivalent channel length, respectively. Hence a Kalman DFE has an
FIR structure. Despite the fact that an LE (Kalman LE) is only a special case of a
DFE, a Kalman filter based LE (Kalman LE) does not share the same property as
the Kalman DFE. It will be shown that a Kalman LE is equivalent to a conventional
MMSE LE of infinite filter length, or an IIR filter. Simulation examples will be
provided to illustrate the theoretical results.
1The words “optimality” or “optimal” are in the sense of achieving linear minimum mean squared
error [34].
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2.1 System Model
Consider an M -input/P -output channel of length L+1. The input-output relation
of the channel can be written as
yt =
L∑
i=0
Ht,ist−i + vt, (2.1)
where st = [ st(1) st(2) · · · st(M) ]
T is an M × 1 vector of the transmitted signal at
time t, whose elements are drawn from a finite size alphabet, yt and vt are P × 1
vectors of the received signal and the additive noise at time t, respectively, and Ht,i
is a P ×M matrix of the ith channel impulse response coefficient matrix at time t
with i = 0, 1, · · · , L. Without loss of generality, we assume that both st and vt are
white and uncorrelated to each other. Hence we have
E
[
sts
∗
t−k
]
= δkRs, E
[
vtv
∗
t−k
]
= δkRv, (2.2)
E
[
stv
∗
t−k
]
= 0M×P , (2.3)
where Rs and Rv are the covariance matrices of the signal and the noise, respectively,
and δk is the Kronecker delta. Note that we do not require Rs and Rv to be identity
matrices, and no Gaussianity is assumed for vt.
To simplify our discussion, we assume throughout this chapter that the receiver
has perfect knowledge of the channel, and focus only on the design of the receiver. As
shown in Figure 2.1, the proposed receiver consists of an ISI suppression first stage
followed by an ICI suppression second stage. We will focus on the optimal realizable
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ISI suppression problem in this chapter. The ICI suppression problem will be studied
in the next chapter.
Channel
   
L
iit 0, H
ISI
Suppressor
ICI
Suppressor
ts ty
tv
tsˆ ts

Receiver
Figure 2.1: System Model
As we have pointed out in the previous chapeter, the time-varying MIMO model in
(2.1) is the most general possible. Many communication systems such as the multiple
antennas systems, OFDM systems, and many multiple access systems such as CDMA,
FDMA, TDMA etc., can all be regarded as some special cases of the general MIMO
system considered in (2.1). Thus the results presented in this chapter have wide
applicability.
2.2 Preliminary Analysis: Finite Length MMSE
LE and DFE
This section briefly reviews the conventional MMSE LE and DFE. Our derivation
generalizes the results obtain in [1] from SISO channels to MIMO channels. The
expressions we obtained are equivalent to but different from those in [3].
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Figure 2.2 gives a block diagram of the conventional DFE, where the FFF and the
FBF denote the feed-forward filter and the feedback filter, respectively, z−1 denotes
the unit delay operation, and Quan(·) denotes the quantization operation. Both the
FFF and the FBF are linear (possibly time-varying) filters whose coefficients at time
t are given by the M × P matrices {Mt,i}
Lg
i=0 and the M ×M matrices {Nt,j}
Lb
j=1,
respectively. The integers Lg and Lb are fixed denoting the FFF length and the FBF
length, respectively. In practical systems, for the sake of realizable implementation,
both Lg and Lb are normally restricted to be of finite length. Note that the FBF
of the DFE is required to be strictly causal, i.e. it can only process past detections
obtained in previous time. Hence when Lb = 0, the FBF does not exist and no
detected symbol will be fed back to the equalizer. In this case, the DFE reduces to
an LE. Therefore we can treat an LE as a special case of a DFE and study both
within the same framework. However, it will be shown later that a DFE and an LE
have quite different properties.
Quan(.)
1 z
 
bL
jjt 1, N
ty dt sˆ
FBF
 
gL
iit 1, MFFF
Figure 2.2: Block diagram of the conventional finite length DFE. (When Lb =
0, the feedback path does not exist and the above reduces to an LE.)
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For the brevity of notations, in this section we will focus our discussions on DFEs.
The results on LE can be obtained in a similar way by setting the FBF length Lb = 0.
We consider an (L+1)-path channel in this chapter. It is well known that a multipath
channel provides frequency diversity that can be exploited by the receiver to improve
detection performance [59]. To achieve the frequency diversity, a detection delay
d ∈ [0, L+ Lg] is desired [1, 81]. Thus at time t, the symbol to be detected is st−d
rather than st. Denote the symbol estimation error at time t (before the quantizer)
to be
Υt = st−d −
Lg∑
i=0
M∗t,iyt−i +
Lb∑
j=1
N∗t,j sˆt−d−j , (2.4)
where sˆt is the detected symbol of st. A finite length MMSE DFE aims to minimize
the mean squared error Tr [Et] = Tr [E (ΥtΥ
∗
t )] with properly designed FFF and FBF,
where
Et = E (ΥtΥ
∗
t ) , (2.5)
is the estimation error covariance matrix. To simplify discussion, we adopt the com-
monly accepted assumption that the symbol detection is error free, i.e., sˆt = st for all
t. Then we can obtain
Υt = st−d −
∑Lg
i=0M
∗
t,iyt−i +
∑Lb
j=1N
∗
t,jst−d−j
= [0M×Md N∗t 0M×Mγ ] st −M
∗
tyt
, (2.6)
where st =
[
sTt s
T
t−1 · · · s
T
t−L−Lg
]T
, y
t
=
[
yTt y
T
t−1 · · · y
T
t−Lg
]T
, γ = L+Lg−Lb−d ≥ 0,
andM∗t =
[
M∗t,0 M
∗
t,1 · · · M
∗
t,Lg
]
and N∗t =
[
IM N
∗
t,1 N
∗
t,2 · · · N
∗
t,Lb
]
are the matrices
which consist of the coefficients of the FFF and the FBF of the finite length DFE at
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time t, respectively. Denote
Ht =


Ht,0 Ht,1 · · · Ht,L 0 · · · 0
0 Ht−1,0 Ht−1,1 · · · Ht−1,L 0 · · ·
...
. . . . . . . . . . . . . . .
...
0 · · · 0 Ht−Lg ,0 Ht−Lg ,1 · · · Ht−Lg ,L


(2.7)
to be the block channel matrix. From (2.1), we have the following equivalent input-
output relation
y
t
= Htst + vt, (2.8)
where vt =
[
vTt v
T
t−1 · · · v
T
t−Lg
]T
is the zero mean additive noise vector with covari-
ance given by Rvv = E [vtv
∗
t ]. Define Rss = E [sts
∗
t ], Rsy = E[sty
∗
t
] = RssH
∗
t , and
Ryy = E[yty
∗
t
] = HtRssH
∗
t +Rvv. Then it is easy to verify that [3]
Et = N
∗
t R˜Nt, (2.9)
where
R˜ =
[
0M(Lb+1)×Md IM(Lb+1) 0M(Lb+1)×Mγ
]
×
[
R−1ss +H
∗
tR
−1
vvHt
]−1


0Md×M(Lb+1)
IM(Lb+1)
0Mγ×M(Lb+1)


. (2.10)
Let R˜ =

 A˜M×M B˜M×MLb
B˜∗MLb×M C˜MLb×MLb

. After some matrix manipulation, it can be shown
that the optimal FBF and FFF that minimize Tr [Et] are given by
Noptt =

 A˜ B˜
B˜∗ C˜


−1 
 ∆C˜
0MLb×MLb

 , (2.11)
Moptt = R
−1
yyR
∗
sy
[
0M×Md
(
Noptt
)∗
0M×Mγ
]∗
, (2.12)
26
where ∆C˜ = A˜− B˜C˜
−1B˜∗ is the Schur complement of C˜ in R˜, and
∆−1
C˜
= R˜−1(1 : M, 1 : M) (2.13)
is an M ×M sub-matrix2 of R˜−1. The corresponding minimum possible error covari-
ance matrix can be shown to be
Emin,t =
(
Noptt
)∗
R˜Noptt = ∆C˜ . (2.14)
We can obtain the optimal finite length LE and its associated error covariance ma-
trix in a similar way by setting Lb = 0, or equivalently by setting N
∗
t = [IM 0M×MLb ].
By the correct past detections assumption, it also can be shown that
Tr
[
EFLLEmin,t
]
≤ Tr
[
EFLDFEmin,t
]
(2.15)
holds true for any given channel {Ht,i}
L
i=0 [3], where the superscripts in (2.15) denote
finite length LE and finite length DFE, respectively.
2.3 Optimal Realizable MMSE LE and DFE via
Kalman Filter
It is clear from Equations (2.11) to (2.14) that, given channel {Ht,i}
L
i=0, the MMSE
achieved by a finite length equalizer is a function of the detection delay d and its
filter order(s). For fixed Lg and Lb, the optimization of the finite length DFE over
the detection delay d is studied in [1]. It turns out that the performance of the
finite length DFE and d, Lg, and Lb are closely related to each other. Intuitively,
2For any matrix A, we denote A (k : l,m : n) to be the sub-matrix of A whose entries are formed
by A(i, j), i = k, k + 1, · · · , l, j = m,m+ 1, · · · , n, where A(i, j) is the (i, j)th entry of A.
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when d, Lg, and Lb are large, more information is used to obtain the estimate of the
transmitted symbol st−d, and smaller estimation error is expected. However, large Lg
and Lb also increases the complexity of the DFE. Thus there is a tradeoff between
the choices of d, Lg, Lb and the achievable MMSE. In this section, we will further
reveal their relations using the Kalman filter theory. Some interesting results will be
presented.
2.3.1 Structure
The key to the development of the Kalman filter based equalizer (Kalman equal-
izer) is the use of state-space representation for the channel model. Let Lx ≥ L be an
integer. Choose the state vector to be xt =
[
sTt s
T
t−1 · · · s
T
t−Lx
]T
. It can be verified
that the input-output relation in (2.1) is equivalent to the following state-space model


xt+1 = Fxt +Gst+1
yt = Πtxt + vt
(2.16)
where {F,G,Πt} is the realization given by
F =

 0M×MLx 0M×M
IMLx 0MLx×M

 , G =

 IM
0MLx×M

 ,
Πt =
[
Ht,0 · · · Ht,L 0N×M(Lx−L)
]
.
Note that the transmitted symbols are contained in the state vector.
When the detection delay satisfies 0 ≤ d ≤ Lx − 1 and all the past detections are
correct, we can represent the most recently detected symbol vector by
sˆt−d−1 = st−d−1 = Γd+1xt, (2.17)
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where
Γd =
[
0M×Md IM 0M×M(Lx−d)
]
. (2.18)
Let ut =
[
yTt sˆ
T
t−d−1
]T
. Then ut is the observed signal vector to the DFE at time t
by (2.16) and (2.17). Denote wt =
[
vTt 0
T
M×M
]T
, and Dt =
[
ΠTt Γ
T
d+1
]T
. From
(2.16) and (2.17) again, we arrive at a state-space model


xt+1 = Fxt +Gst+1
ut = Dtxt +wt
(2.19)
whose observation vector consists of the received signals and the past detected sym-
bols.
The design of the optimum DFE aims to synthesize a linear estimator that achieves
the MMSE for the estimation of the symbol vector prior to the detection via quanti-
zation. In light of the optimum linear estimation theory, its state-space solution is the
Kalman filter for the signal model in (2.19), due to the fact that all symbol vectors
over the time interval from t− Lx to t are contained in state vector xt. That is, the
Kalman filter generates the optimal linear estimate of the state vector based on all
the observations up to current time t. Denote x˜t to be the optimal linear estimate of
xt based on {ui}
t
i=0. Applying the Kalman filter to state-space model (2.19), we can
obtain x˜t through the following Kalman recursions with respect to t [34]:
Re,t = R+Dt (FPt−1F∗ +GRsG∗)D∗t
Kt = (FPt−1F∗ +GRsG∗)D∗tR
−1
e,t
Pt = FPt−1F∗ +GRsG∗ −KtRe,tK∗t
x˜t = Fx˜t−1 +Kt (ut −DtFx˜t−1)
(2.20)
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where Pt = E [(xt − x˜t) (xt − x˜t)
∗] is the error covariance matrix at time t,
R =

 Rv 0P×M
0M×P 0M×M

 , (2.21)
and the initial condition is given by x˜0 = E [x0] with covariance P0 = Var [x0].
t d
  Quan(.)
1z
t
t dt ˆt
~
t
Figure 2.3: Block diagram of the Kalman DFE
After x˜t is obtained, st−d, the symbol to be detected can be retrieved by selecting
the ((d − 1)M + 1)th to the (dM)th elements of the estimated state vector and
quantizing them to the nearest constellation points, i.e.,
sˆt−d = Γd ×Quan (x˜t) . (2.22)
This equalization process produces the optimal linear estimates of the transmitted
symbols based not only on the received signals, but also on all the past detected
symbols. The resulting detected symbol sˆt−d is the quantized output of a linear
filter whose input consists of both the received signals {yi}
t
i=0 and the past detected
symbols {sj}
t−d−1
j=0 . Thus this equalizer is a DFE and is referred to as Kalman DFE.
A block diagram of the Kalman DFE is provided in Figure 2.3, where z−1 denotes
the unit delay operation.
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As in the case of the finite length equalizers, a Kalman filter based linear equalizer
can be regarded as a special case of the Kalman DFE by setting its feedback signals to
zero. Setting ut =
[
yTt 0
T
M×1
]T
and performing the Kalman recursions in (2.20),
we obtain the optimal linear equalizer. This LE will be referred to as Kalman LE
hereafter. It is obvious that the Kalman LE is simpler in computation than the
Kalman DFE. However it also has much poorer performance, especially when the
underline channel has nulls in the channel frequency response.
Remark 2.1 For time-invariant channels, the state-space models in (2.16) and (2.19)
are stationary. In this case, the Kalman gain matrix Kt = K can be chosen constant
and can be calculated in advance by solving a discrete-time algebraic Riccati equation
(DARE) [34]. After the constant Kalman gain K is obtained, only the last equation in
the recursive algorithm (2.20) needs to be implemented to obtain the optimal state es-
timate. Hence the computational complexity for time-invariant channel can be largely
reduced.
2.3.2 Performance
Given channel {Ht,i}
L
i=0, the performance of a Kalman equalizer is determined
by only one parameter, the detection delay d. Let ²2KF (t; d) = Tr
(
ΓdPtΓ
T
d
)
denote
the MMSE achieved by a Kalman equalizer in detecting st−d at time t. We have the
following result.
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Lemma 2.1 Let 1 ≤ d ≤ Lx − 1. Then
²2KF (t; d) ≤ ²
2
KF (t− 1; d− 1) (2.23)
holds for any given channel {Ht,i}
L
i=0.
Proof: Let ζt−1 =
[
yTt−1 · · ·y
T
0 s
T
t−d−1 · · · s
T
0
]T
. Let ξt =
[
yTt ζ
T
t−1
]T
. From the Kalman
filtering theory [34], it is clear that ²2KF (t; d) is the linear MMSE achieved in estimating
st−d based on ξt, and ²2KF (t − 1; , d − 1) is the linear MMSE achieved in estimating
st−d based on ζt−1.
Denote Kξt and Kζt−1 to be linear estimators of st−d based on ξt and ζt−1, re-
spectively. Then the error covariance matrix corresponding to Kξt can be written
as
MSE (Kξt) = E [(st−d −Kξtξt) (st−d −Kξtξt)
∗]
= Rs −RsξtK
∗
ξt
−KξtR
∗
sξt
+KξtRξtK
∗
ξt
=
[
IM K
∗
ξt
]  Rs −Rsξt
−R∗sξt Rξt



 IM
K∗ξt


, (2.24)
where Rsξt = E [st−dξ
∗
t ] and Rξt = E [ξtξ
∗
t ]. The above equation is of standard
quadratic form. It is straightforward to show that MSE (Kξt) is minimized when
Kξt = RsξtR
−1
ξt
, and
MSEmin (Kξt) = Rs −RsξtR
−1
ξt
R∗sξt . (2.25)
Similarly, we can show that the error covariance matrix corresponding to Kζt−1 is
minimized when Kζt−1 = Rsζt−1R
−1
ζt−1
, and
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MSEmin
(
Kζt−1
)
= Rs −Rsζt−1R
−1
ζt−1
R∗sζt−1 , (2.26)
where Rsζt−1 = E
[
st−dζ∗t−1
]
and Rζt−1 = E
[
ζt−1ζ∗t−1
]
.
On the other hand,
Rξt = E [ξtξ
∗
t ]
= E



 yt
ζt−1


[
y∗t ζ
∗
t−1
]
=

 Ry Ryζt−1
R∗yζt−1 Rζt−1


,
Rsξt = E [st−dξ
∗
t ]
= E
(
st−d
[
y∗t ζ
∗
t−1
])
=
[
Rsy Rsζt−1
] ,
where Ry = E [yty
∗
t ], Ryζt−1 = E
[
ytζ
∗
t−1
]
, and Rsy = E [st−dy∗t ]. Hence
MSEmin (Kξt) = Rs −RsξtR
−1
ξt
R∗sξt
= Rs −
[
Rsy Rsζt−1
]  Ry Ryζt−1
R∗yζt−1 Rζt−1


−1 
 R
∗
sy
R∗sζt−1


= Rs −
[
Rsy Rsζt−1
]

 0 0
0 R−1ζt−1

+Ψ



 R
∗
sy
R∗sζt−1


= Rs −Rsζt−1R
−1
ζt−1
R∗sζt−1 −
[
Rsy Rsζt−1
]
Ψ

 R
∗
sy
R∗sζt−1


= MSEmin
(
Kζt−1
)
−
[
Rsy Rsζt−1
]
Ψ

 R
∗
sy
R∗sζt−1


where
Ψ =

 IN
−R−1ζt−1R
∗
yζt−1

 (Ry −Ryζt−1R−1ζt−1R∗yζt−1
)
×
[
IN −Ryζt−1R
−1
ζt−1
]
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It is clear that Ψ ≥ 0. Thus MSEmin (Kξt) ≤ MSEmin
(
Kζt−1
)
. By the definition of
²2KF (t; d) and ²
2
KF (t− 1; d− 1), we have
²2KF (t; d) = Tr (MSEmin (Kξt))
=
∑M
i=1 eiMSEmin (Kξt) e
T
i
, (2.27)
and
²2KF (t− 1; d− 1) = Tr
(
MSEmin
(
Kζt−1
))
=
∑M
i=1 eiMSEmin
(
Kζt−1
)
eTi
, (2.28)
where ei = [
(i−1)0′s︷ ︸︸ ︷
0 · · · 0 1 0 · · · 0] is anM×1 vector. Since MSEmin (Kξt) ≤ MSEmin
(
Kζt−1
)
,
so eTi MSEmin (Kξt) ei ≤ e
T
i MSEmin
(
Kζt−1
)
ei holds true for i = 1, · · · ,M . Thus we
obtain ²2KF (t; d) ≤ ²
2
KF (t− 1; d− 1).
This completes the proof.
Note that ²2KF (t; d) and ²
2
KF (t − 1; d − 1) are the MMSEs achieved in detecting
the same symbol st−d, but at different time and with different detection delay. For
time-invariant channels, the MMSE achieved by the Kalman equalizer is independent
of time t; that is, ²2KF (t; d) = ²
2
KF (d) and ²
2
KF (t − 1; d − 1) = ²
2
KF (d − 1), and thus
the inequality (2.1) reduces to ²2KF (d) ≤ ²
2
KF (d− 1).
Lemma 2.1 suggests that increasing the detection delay improves the performance
of the Kalman equalizer. Lemma 2.1 can also be explained from the Kalman smoother
point of view. The larger is the detection delay d, the more received signals in the
future of st−d are utilized to detect st−d. Hence better performance is achieved by
using large detection delay. However, large detection delay also means high dimension
of the state-space model, or complexity.
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2.3.3 Comparison with Finite Length MMSE Equalizers
For any given channel {Ht,i}
L
i=0 and the detection delay d, the corresponding
Kalman LE and DFE are unique3. However, there exist many finite length LEs and
DFEs that have the same detection delay but of different filter order(s). Due to the
optimality of the Kalman filter, it is straightforward to verify the following lemma.
Lemma 2.2 Given channel {Ht,i}
L
i=0, the following inequality holds true for all finite
length equalizers that have the same detection delay as the corresponding Kalman
equalizers:
²2KF (t; d) ≤ ²
2
FL(t; d), (2.29)
where ²2FL(t; d) = min {Tr [E (ΥtΥ
∗
t )]} = Tr (Emin,t) denotes the MMSE achieved by a
finite length equalizer in detecting st−d at time t.
Proof: This follows directly from the optimality of the Kalman filter. The Kalman
DFE utilizes all the received signals and the past detected symbols up to current time
to produce an estimate of the transmitted symbol. Let zKF =
[
yTt · · ·y
T
0 s
T
t−d−1 · · · s
T
0
]T
.
Then it is clear that ²2KF (t; d) is the linear MMSE achieved in estimating st−d based
on zZF . In contrast, due to the restriction on filter length, a finite length equalizer
utilizes only part of the received signal and part of the past detected symbols to pro-
duce an estimate. Let zFL =
[
yTt · · ·y
T
t−Lgs
T
t−d−1 · · · s
T
t−d−Lb
]T
. Then ²2FL(t; d) is the
linear MMSE achieved in estimating st−d based on zFL. Following the same procedure
3This follows from the uniqueness of the Kalman filter.
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as in the proof of Lemma 2.1, (replacing ζt−1 and ξt with zFL and zKF , respectively,)
we can show that ²2KF (t; d) ≤ ²
2
FL(t; d).
The Kalman filter recursions in (2.20) based on the state-space realization (2.19)
is in fact a linear filtering process. Different from the finite length equalizer, (the finite
length DFE is also a linear filter by the assumption of correct past detections,) the
Kalman equalizer utilizes all the received signals and all the past detected symbols
available up to current time to produce an estimate of the symbol to be detected.
However, due to the restrictions on the filter length in a finite length equalizer, it
may utilize only part of the available received signals and part of the past detected
symbols to produce an estimate. Consequently, a finite length equalizer can never
outperform its corresponding Kalman equalizer. This also qualitatively explains the
inequality in (2.29).
It is very interesting, however, that a finite length DFE does achieve the perfor-
mance of a Kalman DFE under some conditions, as shown in the following theorem.
Theorem 2.1 Denote ²2FLDFE(t; d) [²
2
KFDFE(t; d)] to be the MMSE achieved by a
finite length DFE [Kalman DFE] in detection st−d at time t. Given channel {Ht,i}
L
i=0
and detection delay d, a finite length DFE achieves the mean squared error of the
Kalman DFE of the same detection delay, i.e., ²2FLDFE(t; d) = ²
2
KFDFE(t; d), if Lg ≥ d
and Lb ≥ L.
Proof: We need to show that the finite length DFE actually achieves the minimum
possible mean squared error ²2KFDFE(t, d) for a given detection delay d if Lg ≥ d and
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Lb ≥ L. Assume Lg ≥ d and Lb ≥ L. Let
R =
[
R−1ss +H
∗
tR
−1
vvHt
]
=

 AM(d+Lb+1)×M(d+Lb+1) BM(d+Lb+1)×Mγ
B∗Mγ×M(d+Lb+1) CMγ×Mγ

 .
Then
R˜ =
[
0M(Lb+1)×Md IM(Lb+1) 0M(Lb+1)×Mγ
]
×

 A B
B∗ C


−1


0Md×M(Lb+1)
IM(Lb+1)
0Mγ×M(Lb+1)


=
[
0M(Lb+1)×Md IM(Lb+1)
]
∆−1C

 0Md×M(Lb+1)
IM(Lb+1)


, (2.30)
where ∆C = A−BC
−1B∗ is the Schur complement of C in R. By matrix inversion
theorem [34],
∆−1C = A
−1 −A−1B
(
−C+B∗A−1B
)−1
B∗A−1. (2.31)
Further decompose A and B into sub-matrices. Let A =

 A11 A12
A∗12 A22

, where A11,
A12, andA22 have dimensions Md×Md, Md×M(Lb+1), and M(Lb+1)×M(Lb+1),
respectively. Let B =

 B1
B2

, where B1, B2 have dimensions Md ×Mγ, M(Lb +
1)×Mγ, respectively. Then
A−1 =

 A11 A12
A∗12 A22


−1
=

 A
−1
11 +A
−1
11A12∆
−1
11A
∗
12A
−1
11 −A
−1
11A12∆
−1
11
−∆−111A
∗
12A
−1
11 ∆
−1
11


(2.32)
where ∆11 = A22 −A
∗
12A
−1
11A12 is the Schur complement of A11 in A. Note that if
the input signal and the noise are both white, i.e. Rss and Rvv are diagonal matrices,
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then R is a block band-limited matrix4 with bandwidth equal to the channel order
L. In this case, if Lb ≥ L, then B1 = 0. Combining (2.30), (2.31), and (2.32) and by
direct calculation, we arrive at
R˜ = ∆−111 −∆
−1
11B2
(
−C+B∗2∆
−1
11B2
)−1
B∗2∆
−1
11
= (∆11 −B2C
−1B∗2)
−1
=
(
A22 −A
∗
12A
−1
11A12 −B2C
−1B∗2
)−1
= (A22 − Z1 − Z2)
−1
, (2.33)
where we have defined Z1 = A
∗
12A
−1
11A12 and Z2 = B2C
−1B∗2.
From (2.13) and (2.33), we have ∆−1
C˜
= A22(1 : M, 1 : M) − Z1(1 : M, 1 : M) −
Z2(1 : M, 1 : M). It is clear that for any given detection delay d,A22(1 : M, 1 : M) is a
constant matrix. Due to the band-limited structure of R, the first M(Lb+1−L) rows
of B2, and the last M(Lb+1−L) columns of A12 are all zeros. By direct calculation,
it can be verified that Z1(1 : M, 1 : M) is a constant matrix and Z2(1 : M, 1 : M) is
a zero matrix. Thus if Lg ≥ d and Lb ≥ L, then E
FLDFE
min,t = ∆C˜ is a constant matrix
too. In this case increasing Lb and Lg will not reduce the MMSE achieved by the
finite length DFE.
On the other hand, following the same procedure as in the proof of Lemma 2.1,
we can show that ²2FL(t; d) is a decreasing function with respect to increasing Lb
4We define a block band-limited matrix as a Hermitian matrix
A = A∗ =


Ω11 Ω12 · · · Ω1M
...
. . .
. . .
...
ΩM1 ΩM2 · · · ΩMN

 ,
where Ωij is of the same dimension for all i and j, satisfying Ωij = 0 if j > i+ β or i > j + β, and
β is known as the bandwidth of the block band-limited matrix.
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or Lg. Therefore, increasing the FFF order and the FBF order results in smaller
estimation error. However, we have shown previously that when Lb ≥ L and Lg ≥ d,
²2FLDFE(t; d) = Tr
[
EFLDFEmin,t
]
is a constant. Thus, the finite length DFE achieves the
minimum possible mean squared error if Lg ≥ d and Lb ≥ L. From Lemma 2.2 and by
the uniqueness of Kalman filter, we have ²2FL(t; d) = ²
2
KF (t; d) if Lg ≥ d and Lb ≥ L.
This completes the proof.
In general, a Kalman filter is an IIR filter. By Theorem 2.1 and the fact that the
Kalman DFE is unique5, we find it somehow surprising that, although it is based on
the Kalman filter, the Kalman DFE is in fact equivalent to a finite length DFE with
Lb = L and Lg = d, or an FIR filter.
In fact, the Kalman gain matrix in the recursive algorithm (2.20) can be decom-
posed into two parts, i.e. Kt =
[
KFt K
B
t
]
, where KFt and K
B
t are of dimension
(Lx + 1) × P and (Lx + 1) × M , respectively. As such, the FFF and the FBF of
the Kalman DFE are actually realized through the following state-space recursive
algorithms
FFF : x˜Ft = Fx˜
F
t−1 +K
F
t
(
yt −DtFx˜
F
t−1
)
(2.34)
FBF : x˜Bt = Fx˜
B
t−1 +K
B
t
(
sˆt−d−1 −DtFx˜Bt−1
)
(2.35)
where x˜Ft and x˜
F
t are the state vectors for the FFF and the FBF, respectively. In this
sense, the Kalman DFE is just another form of DFE that implements the FFF and
the FBF using recursive algorithms. It seems that the only difference between the
5This follows from the uniqueness of the Kalman filter.
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Kalman DFE and the finite length DFE of proper filter length is the way how they
are implemented. However, the Kalman DFE computes the optimal estimate at time
t based on the optimal estimate at time t−1, which is a recursive algorithm as shown
in (2.20). On the other hand, for time-varying channels, the conventional finite length
DFE (cf. (2.11) and (2.12)) needs to update the FFF and the FBF coefficients at
every time instance without utilizing any previously obtained information about the
transmitted signals. As a result, the Kalman DFE is more computationally efficient
than the finite length DFE for time-varying channels.
We have shown in our previous discussions that a linear equalizer can be regarded
as the special case of a decision-feedback equalizer by setting the feedback signal to
zero. Since the FBF length Lb = 0 in an LE, the conditions in Theorem 2.1 do not
hold any more. As such, an LE has quite different properties than a DFE, as shown
in the following Corollary.
Corollary 2.1 Given channel {Ht,i}
L
i=0 and the detection delay d, a Kalman LE is
an IIR filter. The equality holds in (2.29) only when the filter length of the finite
length LE approaches to infinity, i.e., Lg =∞.
Proof: We will show that only an IIR filter with the received signal yt as input and an
estimate of st−d as output can achieves the performance of a Kalman LE of detection
delay d. Then by the uniqueness of the Kalman LE, we have that a Kalman LE is an
IIR filter.
40
Let zLg =
[
yt yt−1 · · · yt−Lg
]T
. Denote ²2FLLE (t, d, Lg) to be the MSE achieved
by the finite length LE in detecting st−d based on zLg . Following the same procedure
as in the proof of Lemma 2.1, we obtain that ²2FLLE(t, d, Lg) ≤ ²
2
FLLE(t, d, Lg − 1).
Therefore, the MSE achieved by a finite length LE is a monotonically decreasing
function with respect to Lg. From Lemma 2.2, we know that ²
2
FLLE (t, d, Lg) ≤
²2KFLE(t, d) for any given Lg. Note that any lower (upper) bounded monotonically
decreasing (increasing) function must have a limit [55]. Since both Kalman LE and
finite length LE are linear filters, so the limit of the MSE of a finite length LE has to
be the MSE of the corresponding Kalman LE, i.e., ²2FLLE(t, d,∞) = ²KFLE(t, d).
On the other hand, since the FBF length Lb = 0 in an LE, we obtain from (2.11)
and (2.12) the FFF coefficient vector of an optimal finite length LE as below
Moptt = R
−1
yyR
∗
sy [0M×Md IM 0M×Mγ ]
∗
=
(
HtRssH
∗
t +Rvv
)−1
[0M×Md IM 0M×Mγ ]
∗ . (2.36)
Since
(
HtRssH
∗
t +Rvv
)−1
is not a band-limited matrix6 in general, direct calculation
shows that we can always find a arbitrarily large integer Lg such thatMt,Lg 6= 0M×M
if L > 0. Hence a Kalman LE is an IIR filter.
This completes the proof.
6We define a band-limited matrix as a Hermition matrix A = A∗ = [aij ] whose entries satisfy
aij = 0 if j > i+ β or i > j + β, where beta is known as the bandwidth of the band-limited matrix.
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2.3.4 Comparison with Existing Results
We highlight the connections between existing results and ours in this subsection.
• Our results in Theorem 2.1 and Corollary 2.1 are in consistent with those ob-
tained in [45, 67, 73]. However, our derivations are carried out in the time do-
main. Hence our results are applicable to both time-invariant and time-varying
channels. In contrast, [45] employs the Wiener filter theory, while [67] and [73]
employ a frequency domain polynomial decomposition method in their deriva-
tions. Therefore the results of [45, 67, 73] cannot be applied to time-varying
channels. Moreover, we have assumed a MIMO channel in our derivations, while
both [45] and [67] work on single input channels only. In this sense, our results
are more general than those of [45, 67, 73].
• In [1, 81], Al-Dhahir et al showed that the optimal detection delay d ∈ [Lg, Lg +
L]. They suggested to choose d = Lg. From Lemma 2.1 and Theorem 2.1, we
find that the optimal detection delay is indeed given by dopt = Lg, if Lb ≥ L.
This confirms the choice in [1] and [81].
• Smee et al showed in [65] that simultaneously optimizing the FFF and FBF is
equivalent to separately optimizing the two filters. This follows naturally from
the equivalence of the Kalman DFE and the finite length DFE.
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2.4 Extension to IIR Channels and Colored Sig-
nals/Noises
2.4.1 Optimal LE and DFE for IIR Channels
Wireline channels normally have very long channel impulse responses. To simplify
channel modeling, many researchers have proposed to use IIR linear filters to charac-
terize the wireline channels (for example [2], [14]). Recent results show that, even for
wireless channels, IIR channel modeling is more desirable than its FIR counterpart
in terms of accuracy and complexity of the model. See [88] and references therein.
In this section, we will extend our results on optimal realizable equalization to IIR
channels. To simplify discussion, we will focus on time-invariant SISO channels only.
Generalization to MIMO channels can be done in a similar way.
As in [2], [14], and [67], a time-invariant SISO IIR channel can be represented by
an auto-regressive moving average (ARMA) model, whose input-output relation can
be written as
yt = H(q)st + vt =
A(q)
B(q) st + vt
=
∑M
i=0 αist−i −
∑N
j=1 βjyt−j + vt
, (2.37)
where
H(q) =
A(q)
B(q)
=
∞∑
i=0
hiq
−i, (2.38)
is the transform domain representation of the channel with hi the ith channel impulse
response coefficient, A(q) = α0 + α1q
−1 + · · ·+ αMq−M and B(q) = 1 + β1q−1 + · · ·+
βNq
−N are linear filters of orders M and N , respectively, {αi}Mi=0 and {βj}
N
j=1 are the
filter coefficients, q−1 is the unit shift operator (q−1st = st−1). We call the roots of
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A(q) and B(q) the zeros and the poles of the channel, respectively. For any physically
stable channel, all its poles have to be strictly inside the unit circle. Note that when
N = 0, the channel reduces to a conventional FIR channel of order M . We first
assume that both st and vt are white and uncorrelated to each other, with covariance
given by σ2s and σ
2
v , respectively. Extensions to colored signals and colored noises will
be made later.
We have seen from our previous discussions that the key to the development of
the optimal realizable equalization is to find an appropriate state-space model. For the
IIR channel as specified in (2.37), we can choose xt = [st st−1 · · · st−Ls yt−1 yt−2 · · · yt−N ]
T
as the state vector, where Ls ≥M . Then the input-output relation in (2.37) is equiv-
alent to the following state-space realization


xt+1 = F˜xt + G˜st+1
yt = Π˜xt + vt
, (2.39)
where F˜ =
[
F˜T1 F˜
T
2 F˜
T
3
]T
with
F˜1 =


0 · · · · · · 0 · · · 0
1 0
. . . . . . . . . 0
...
. . . . . . . . . . . .
...
0 · · · 1 0 · · · 0


(Ls+1)×(N+Ls+1)
, (2.40)
F˜2 = [1 α1 · · · αM 0 · · · 0 − β1 · · · − βN ] , (2.41)
F˜3 =
[
0(N−1)×(Ls+1) IN−1 0(N−1)×1
]
, (2.42)
and G˜ = [1 0 · · · 0]T1×(N+Ls+1), Π˜ = F˜2.
44
Applying Kalman filter to (2.39), we can obtain the optimal linear estimate of xt
based on observations {yi}
t
i=0. Repeat the process as discussed in Section 2.3.1. The
symbol to be detected can be fetched by
sˆt−d = Quan
(
Γ˜dxˆt
)
, (2.43)
where Γ˜d = [
d zeros︷ ︸︸ ︷
0 · · · 0 1 0 · · · 0]T1×(N+Ls+1), xˆt is the estimate of xt, and Quan (·)
represents quantization operation. Since only the received signals are used to generate
the detected symbol, this process corresponds to an optimal LE (Kalman LE) for IIR
channels.
The optimal DFE for IIR channels can be developed in a similar way. Define
u˜t = [yt sˆt−d−1]
T , H˜ =
[
Π˜T Γ˜Td+1
]T
, and w˜(t) = [vt 0]
T . A state-space realization for
the Kalman DFE can be written as


xt+1 = F˜xt + G˜st+1
u˜t = H˜xt + w˜t
(2.44)
Again Kalman filter can be applied to obtain the optimal estimate of xt, and the
symbol to be detected can be fetched by (2.43). This results in the optimal DFE
(Kalman DFE) for IIR channels.
Remark 2.2 From Lemma 2.2 and Theorem 2.1, a Kalman LE and a Kalman DFE
always perform strictly better than the corresponding finite length LE and DFE, re-
spectively. This is in contrast to the case of FIR channels.
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2.4.2 Colored Signals and Noises
Colored signals/noises can be generated by passing white signals/noises through
linear filters that are represented by ARMA models. We can obtain arbitrary “color”,
or rational power spectral of the signals/noises, by proper choices of the ARMA
models. Figure 2.4 shows the input-output relation of a linear channel with colored
input signal and colored additive noise, where st and vt are zero-mean white sequences
with variance given by σ2s and σ
2
v , respectively, Ψ(q), Φ(q) are both unit gain rational
functions of q, representing the ARMAmodels of the signal and the noise, respectively,
and H(q) is the transform domain representation of the channel as defined in (2.38).
Thus, the received signal can be written as
yt = H(q)Ψ(q)st + Φ(q)vt. (2.45)
)(q   (q)
)(q
ts
tv
ty
Figure 2.4: Linear channel with colored input signal and colored additive noise.
(Original Channel)
To bypass the difficulty that arises due to the color of the signal and the noise,
an equivalent channel model as shown in Figure 2.5 can be used [67], where Φ−1(q) is
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)(q   (q) )(1 q
ts
tv
ty)(q
Equivalent Channel 
Figure 2.5: Linear channel with colored input signal and colored additive noise.
(Equivalent Channel)
the inverse filter of Φ(q). Let H˜(q) = Ψ(q)H(q)Φ(q)−1 denote the equivalent channel
model. Depending on the signal filter Ψ(q), the noise filter Φ(q) and the original
channel H(q), the equivalent channel H˜(q) can be either FIR or IIR. It is clear that
the input signal and the additive noise to H˜(q) are both white. Therefore, all the
results we have obtained on optimal equalization for FIR and IIR channels are still
applicable in this case. The only difference is that the LE or the FFF of the DFE
need to incorporate an inverse filter of Φ(q) to compensate the effects of the noise
filter. This does not affect our previous results.
2.5 Simulation Results
In this section, we will illustrate our results through simulations.
As we have pointed out before, all the derivations in this paper are carried out
in the time domain. Thus our results are applicable to both time-invariant and
time-varying channels. To show this, we first generate a single-input single-output
time-varying multipath channel according to the Jakes’ Model [32]. In practice, time-
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varying channel has to be estimated online. This problem has been discussed in
[29], [36], and will be studied in details in Chapter 5. For simplicity, we will assume
that the receiver has perfect channel information in our simulations. In the first
four examples, a SISO time-varying multipath channel with six-path (L = 5) will be
simulated. BPSK modulation is used.
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Figure 2.6: BER vs detection delay performance of Kalman DFE
Figures 2.6 and 2.7 give the bit error rate (BER) performance of the Kalman LE
and Kalman DFE with respect to different detection delays, where the signal-to-noise
ratio (SNR) is defined as SNR = σ
2
s
σ2v
. Figure 2.6 shows the performance of the Kalman
DFE, where the detected symbols are fed back to the FBF. Figure 2.7 shows that
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Figure 2.7: BER vs detection delay performance of Kalman LE
of the Kalman LE. Comparing Figure 2.6 and Figure 2.7, we see that the Kalman
DFE has much better performance than the Kalman LE for all detection delays. It
is also seen that for both the Kalman DFE and LE, their performance improve with
respect to increasing the detection delay. This confirms our result in Lemma 2.1.
Here we must note that there is only one parameter, the detection delay, needs to be
optimized in Kalman equalizers. Since the detection delay is directly related to the
dimension of the state vector, better performance (larger delay) also translates into
higher complexity.
Figure 2.8 shows the relation between the Kalman DFE and the finite length DFE.
In this example, the same time-varying multipath channel generated before is used,
and the detection delays for both the finite length DFE and the Kalman DFE are
49
fixed to be d = 7. We find that the Kalman DFE has the best performance, which
serves as the performance bound of a finite length DFE for a given detection delay.
The performance of a finite length DFE improves as the FFF and the FBF lengths
increase. When Lg ≥ d and Lb ≥ L, it achieves the performance of the corresponding
Kalman DFE. This confirms our results in Theorem 2.1.
0 5 10 15 20 25 30
10−3
10−2
10−1
100
SNR (dB)
Bi
t E
rro
r R
at
e
KF DFE and FL DFE Lg=d Lb=L
FL DFE Lg=d Lb=L−1
FL DFE Lg=d Lb=L−2
FL DFE Lg=d−1 Lb=L
FL DFE Lg=d−2 Lb=L
KF DFE
FL DFE w/ Lg=d Lb=L 
Figure 2.8: Relations between the Kalman DFE and the finite length DFE
Figure 2.9 shows the relation between the Kalman LE and the finite length LE. In
this example, we have used the same time-varying multipath channel generated in the
previous example. The detection delays for both the finite length LE and the Kalman
LE are fixed to be d = 7. Again we see that Kalman LE has the best performance.
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Figure 2.9: Relations between the Kalman LE and the finite length LE
It outperforms all the finite length LEs of different filter length. It is also seen that
the performance of the finite length LE improves as its filter order increases. The
larger the filter order of a finite length LE, the smaller is the performance gap as
compared to the Kalman LE. However, different from the DFE case, there is always
a performance gap between the finite length LE and the Kalman LE. This confirms
Corollary 2.1.
We must note that our results are applicable to multi-input multi-output channels
too, as will be shown in the following two examples, where BPSK modulation is used,
and MIMO frequency selective fading channels that have zero mean and unit power
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gain are randomly generated7. For the sake of simplicity, we simulate time-invariant
MIMO channels only. However, as we have shown previously, all the results and
conclusions can be carried over to time-varying channels too.
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Figure 2.10: BER performance of Kalman DFE with respect to the detection
delay. MIMO channel with M = 2, N = 2, L = 4.
We first focus on the Kalman DFE and its relation with the finite length MIMO
DFE. A 2-input/2-output (M = 2, P = 2) system over a five-path (L = 4) frequency
selective fading channels is simulated. 10000 vector signals are transmitted. Figure
2.10 shows the bit error rate (BER) performance of the Kalman DFE with respect to
the detection delay. The SNR is defined as SNR = σ
2
s
σ2v
. The curves are averaged over
7The elements in Ht,i, i = 0, 1, · · · , L, are i.i.d. zero mean complex Gaussian random variables.
Unit power gain means that in the absence of noise, input signal and output signal have equal power.
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30 randomly generated channels. It is clear to see that the performance improves as
the detection delay increases. Hence it confirms our result in Lemma 2.1. It is also
interesting to observe that as the detection delay increases, the improvement of the
performance gain becomes less obvious.
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Figure 2.11: Comparison between the Kalman DFE and the finite length DFE
(FL DFE). M = 2, N = 2, L = 4, d = 4.
Figure 2.11 compares the BER performance of the Kalman DFE and the finite
length DFE. 10000 vector signals are transmitted and the channels used are the same
as in the previous example. The curves are averaged over 30 randomly generated
channels. The detection delay is fixed to be d = 4 for both the Kalman DFE and the
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finite length DFE. We see that the finite length DFE never outperforms the Kalman
DFE. The performance of the finite length DFE improves with the increase of the FFF
and the FBF orders. When Lg ≥ d and Lb ≥ L, the finite length DFE actually has
identical performance as the Kalman DFE. This confirms Lemma 2.2 and Theorem
2.1. We also observe that reducing the FFF length causes much more performance
loss than reducing the FBF length. In fact when the FBF order reduces to zero, the
DFE becomes an LE that is still able to suppress the ISI to some extent.
2.6 Chapter Summary
In this chapter, we studied the realizable MMSE LE and DFE through a state-
space approach. Kalman LE and Kalman DFE are proposed. Their properties and
relations with the conventional finite length LEs and DFEs were investigated. It is
shown that the state-space approach yields the optimal realizable equalizers. The
resulting Kalman LE is an IIR filter, while the resulting Kalman DFE is an FIR
filter.
As compared with those in [3], [16], [17], [66], the proposed two-stage method has
an advantage that it enjoys more flexibility in implementation. More importantly,
the state-space approach adopted in this paper renders our method applicable to
any linear channels, including time-invariant, time-varying, FIR, and IIR channels,
provided that the channel model admits a state-space realization. Hence the results
reported in this paper are more general than the existing work. To our knowledge,
our results are the most general results ever obtained.
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Chapter 3
Optimal Realizable Suppression of
Inter-Channel Interference
Different from single-input/single-output channels, a multi-input/multi-output fre-
quency selective fading channel introduces not only inter-symbol interference (ISI),
but also inter-(sub)channel interference (ICI). Even if the ISI can be completely can-
celled by the Kalman DFE, due to the non-orthogonality between each pair of the
sub-channels in a MIMO system, the symbols transmitted at the same time but from
different transmitters may still interfere with each other. This causes the ICI. In this
chapter, we assume that the ISI has been completely cancelled by the equalizer, and
focus on the ICI suppression1. we will propose a novel successive interference cancel-
lation (SIC) scheme based on spatial filtering to which Kalman filtering can again be
applied to suppress the ICI. Combining the Kalman equalizer with the SIC, we can
obtain an optimal realizable ISI and ICI cancellation with Kalman filtering a natural
design tool. Simulation results show that the combined DFE and the SIC scheme
based on Kalman filtering can effectively suppress both the ISI and the ICI.
1More accurately speaking, a DFE can suppress not only the ISI, but also part of the ICI. The
ICI suppression discussed in this section is to remove the residue ICI at the output of a DFE.
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3.1 ICI Suppression Via SIC
3.1.1 Basic SIC
Let us take another look at the state-space model in (2.19). As before, we denote
x˜t to be the state estimate (before the quantization) of the Kalman DFE at time t,
based on {ui}
t
i=0. Recall that ut consists of not only the received signal yt, but also
the detected symbol st−d−1. The optimal linear estimate of st−d based on {ui}
t
i=0 is
thus given by
s˜t−d = Γdx˜t. (3.1)
Without further ICI suppression, a hard decision on st−d can be obtained by quanti-
zation of s˜t−d to the nearest constellation point, i.e.,
sˆt−d = Quan (s˜t−d) . (3.2)
Note that (3.2) is just another form of (2.22).
Instead of using (3.2) to directly generate a hard decision on st from s˜t, the
SIC scheme aims to further remove the ICI from s˜t before a final hard decision
is made. The basic idea of the SIC is to sequentially detect each symbol in s˜t =
[s˜t(1) s˜t(2) · · · s˜t(M)]
T , based on spatial filtering and decision feedback. After st(m)
is detected, calculate its contribution to the ICI and remove the ICI caused by st(m)
from s˜t. Repeat the process and continue to detect other undetected symbols until
all the symbols in s˜t are detected.
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The concept of the SIC scheme sounds simple. However, when applied to the ICI
suppression in s˜t, a major difficulty arises in calculating the ICI contributed by each
st(m) for m = 1, 2, · · · ,M . To bypass this difficulty, we again seek the help of the
state-space approach. Without loss of generality, in the following we assume that we
detect st(m) with respect to the ascending order of m, i.e., we always detect st(m)
before we detect st(m + 1). The more general case of choosing different detection
orders will be discussed in the next subsection.
Suppose that we have just detected st−d(m). We want to remove the ICI caused
by st−d(m) so that we can have a better detection of st−d(m+1). Assume that all the
past detections are correct. Using st−d(m) as the observation, a state-space model
can be established as 

xt|m+1 = xt|m
st−d(m) = emxt|m
, (3.3)
where xt|m = Γdxt = st−d, and
em =
[
01×(m−1) 1 01×(M−m)
]
(3.4)
for m = 1, 2, · · · ,M . Applying the Kalman filter to state-space realization (3.3),
we obtain the optimal linear estimate of xt based on not only {ui}
t
i=0 but also
{st−d(k)}
m
k=1. Denote the resulting optimal estimate to be x˜t|m. It is clear that x˜t|m
is a more reliable estimate of xt than x˜t. Then we can move on to detect st−d(m+1)
by
sˇt−d(m+ 1) = em+1 ×Quan
(
x˜t|m
)
, (3.5)
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where sˇt(m) denotes the refined detection of st(m), m = 1, 2, · · · ,M . In this way,
the information provided by {st−d(k)}
m
k=1 is fully utilized in generating the final hard
decision sˇt−d(m+1), and the ICI due to {st−d(k)}
m
k=1 is indirectly suppressed. Here we
must note that the time index in (3.3) is m instead of t. Hence it in fact corresponds
to a spatial filtering process.
The procedure described above can be repeated until all the symbols in s˜t−d are
detected. We summarize the basic SIC method into the following theorem.
Theorem 3.1 After the ISI suppression by the Kalman DFE, the following recursions
give the optimal ICI suppression for m = 1, 2, · · · ,M ,
Φm = λmΣm−1e∗m
Σm = Σm−1 − λmΦmΦ∗m
x˜t|m = x˜t|m−1 +Φm
(
sˇt−d(m)− emx˜t|m−1
)
sˇt−d(m+ 1) = em+1 ×Quan
(
x˜t|m
)
, (3.6)
where λm = emΣm−1e∗m, the initial conditions are given by x˜t|0 = Γdx˜t, sˇt−d(1) =
e1 × Quan (x˜t), and Σ0 = ΓdPtΓ
∗
d = E [(st − s˜t) (st − s˜t)
∗] is the estimation error
covariance matrix at the output of the Kalman DFE at time t.
Proof: Applying Kalman filter to the state-space model (3.3), we can obtain the
recursions in (3.6). The optimality of this ICI suppression scheme follows from the
optimality of the Kalman filter.
In the recursive algorithm above, each transmitted symbol in st is serially detected.
Since em has only one nonzero element, the recursive algorithm in (3.6) is very simple
in computation and can be implemented easily.
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3.1.2 Performance Enhancement with Reliability Sorting
In the previous discussions, we have assumed that all the detections are correct.
By this assumption, the SIC method presented above will definitely improve the
performance of interference suppression. However, since the correct detection of each
symbol depends on the previously detected symbols, an error in detection may cause
trouble in all the subsequent detections, resulting in error propagation. The earlier
a symbol is incorrectly detected, the more negative effect will the error propagation
have. Hence we wish to first detect those symbols that can be more reliably detected.
These symbols correspond to those of strong power and they also cause more ICI
than symbols of weak power. Detecting them in a early stage will not only prevent
error propagation, but also create a more benign condition for the detection of weak
signals. We call this scheme reliability sorting before SIC.
There are different ways of determining how reliable a symbol can be detected. In
this paper, we define the reliability metric as the distance between the state estimate
of each symbol and its associated hard decision at the output of the Kalman DFE,
i.e.,
δt(m) = |s˜t(m)− sˆt(m)| , (3.7)
for m = 1, 2, · · · ,M , where δt(m) denotes the reliability metric of detecting st(m),
s˜t(m) and sˆt(m) are the mth elements of s˜t and sˆt (cf. (3.1) and (3.2)), respectively.
From statistical detection theory, we expect that small δt(m) corresponds to more
reliable detection.
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The reliability sorting can be implemented in the following way. After the Kalman
DFE, we first obtain sˆt by making a tentative detection of st. Then calculate the
reliability metric of each element in st(m) according to (3.7). Sort the reliability
metric from low to high (the smallest is the distance between s˜t(m) and sˆt(m), the
lower is its metric). After the reliability sorting, we perform the SIC scheme discussed
in the previous subsection, detecting the signal with the lowest metric first. Continue
until all the symbols in sˆt are detected.
Compared with the basic SIC, performing reliability sorting improves the perfor-
mance of ICI suppression at the expense of higher complexity. In Section 3.3, we will
compare the two schemes through simulation examples.
3.2 Combined ISI and ICI suppression
The proposed SIC scheme is based on a state-space model. It uses the same
state vector as the Kalman DFE and utilizes the Kalman DFE output to initialize
its implementation. Hence the SIC algorithm can be naturally concatenated with the
Kalman DFE. Note that the SIC recursions in (3.6) is also a variant of the Kalman
filter. By the optimality of the Kalman filter, the combination of the two results in the
optimal realizable ISI and ICI suppression. A complete block diagram of the optimal
combined receiver is given in Figure 3.1. In the Kalman DFE discussed in Section 2.3,
the feedback signal is sˆt−d. However, in the combined receiver, the feedback signal to
the Kalman DFE is the SIC output sˇt−d = [sˇt−d(1) sˇt−d(2) · · · sˇt−d(M)]
T . Since sˇt−d
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is more reliable than sˆt−d, the well known error propagation problem of the DFE can
be lessened too.
Kalman
DFE
SIC
ty
tsˆ
ts
 
tP
Figure 3.1: Optimal ISI and ICI suppression receiver.
A closer look at the recursive algorithm in (3.6) also reveals that the proposed
SIC scheme does not require any channel information. It only needs the output of the
ISI suppression in first stage to initialize, and thus can be combined with different
first stages such as the Kalman DFE, the adaptive MIMO DFE, or the much simpler
linear equalizer, etc. This feature gives the proposed method a lot of flexibility in
implementation.
3.3 Simulation Results
In this section, we evaluate the proposed ICI suppression methods through sim-
ulations. The simulation settings are the same as those in Chapter 3. In all the
simulation examples, BPSK modulation is used. MIMO frequency selective fading
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channels that have zero mean and unit power gain are randomly generated. For the
sake of simplicity, we simulate time-invariant channels only. However, as we have
shown previously, all the results and conclusions can be carried over to time-varying
channels too.
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Figure 3.2: BER performance of the combined ISI and ICI suppression. 2-
input/2-output system over 4th order channels.(MIMO channel with M = 2,
P = 2, L = 4).
Figure 3.2 shows the BER performance of the combined ISI and ICI suppression,
where a 2-input/2-output system over 4th order channels (L = 4) is simulated. The
detection delay is fixed to be d = 4. Same as before, 10000 vector signals are trans-
mitted and the results are averaged over 30 channel realizations that are randomly
generated. The lower three curves in Figure 3.2 correspond to the performance of
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the combined receiver with Kalman DFE as the first stage. We observe that the SIC
scheme for ICI suppression does improve the performance. Compared with the case
in which only Kalman DFE is employed and no further ICI suppression is performed,
the basic SIC scheme (without reliability sorting) has about 0.5 dB SNR gain at the
10−3 BER level, while the SIC scheme with reliability sorting has another 1 dB gain
over the basic SIC scheme.
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Figure 3.3: BER performance of the combined ISI and ICI suppression. 3-
input/3-output system over 4th order channels.(MIMO channel with M = 3,
P = 3, L = 4).
To show the flexibility of the proposed SIC scheme, we also combine the linear
equalizer with the SIC. The performance of the combined receiver with Kalman LE
as the first stage is shown by the upper three curves in Figure 6(a). We have shown
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in Section 2.3 that the Kalman LE can be regarded as a special case of the Kalman
DFE by setting the feedback signals to zero. While it is simpler than the Kalman
DFE, the Kalman LE also has much worse performance than the Kalman DFE, as
can be clearly seen in Figure 3.2. However, we can observe that the SNR gain by
using the SIC scheme with a Kalman LE is larger than that with a Kalman DFE.
Figure 3.3 shows the averaged BER performance of the proposed methods in a 3-
input/3-output system. Both the Kalman DFE (lower three curves) and the Kalman
LE (upper three curves) are evaluated. Except the increased number of transmitters
and receivers, all the other settings are the same as Figure 3.2. In this case, since more
signals are transmitted at the same time, the ICI is severer than that in a 2-input/2-
output system too. Thus there is more room of improvement for the SIC schemes.
Compared Figure 3.2 with Figure 3.3, the advantage of using the SIC schemes is more
clearly seen in this example. We can observe that the basic SIC scheme achieves about
1 dB SNR gain at the 10−3 BER level over the Kalman DFE without any further
ICI suppression. The SIC scheme with reliability sorting achieves about 2.5 dB SNR
gain as compared to the bare Kalman DFE. When the Kalman LE is used as the first
stage, the SNR gain becomes even more obvious. We expect that for systems with
large number of transmitter and receiver antennas, the SIC schemes can improve the
performance of the DFE substantially.
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3.4 Chapter Summary
This chapter investigated the inter-(sub)channel interference suppression problem
in MIMO communication systems. Based on a state-space approach, a novel SIC
scheme to suppress the ICI was proposed. Combining together the SIC scheme with
the Kalman equalizers discussed in the previous chapter, we obtained the optimal
realizable ISI and ICI suppression. Simulation results showed the effectiveness of the
proposed methods.
We must point out that the MIMO model (2.1) used in Chapter 3 and Chapter
4 is general enough that the multiple antennas systems, and many multiple access
systems such as CDMA, OFDM etc., can all be regarded as some special cases of the
general MIMO system considered in this paper. On the other hand, our derivation
places no restrictions on the channel except that it has a state-space realization.
This render the proposed methods applicable to any channel that has a state-space
realization, including time-invariant, time-varying, FIR, and IIR channels. Hence the
methods proposed in Chapter 3 and Chapter 4 have wide applicability. For example,
with some small modifications, the combined receiver can be applied to multiuser
detection in uplink CDMA multipath fading channels. It can be applied to remove
the Inter-Carrier Interference in OFDM systems too.
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Chapter 4
Blind Parameter Estimation in
Time-varying Channels
Our discussions in the previous two chapters have assume perfect channel information
at the receiver side. However, in any practical communication systems, the channel
state information has to be estimated online. This is a challenging problem if the
channel experiences both time-selective and frequency-selective fading (i.e. time-
varying multipath channel). In this chapter, we will propose a Kalman filtering based
(semi-)blind channel tracking and equalization method. By using a linear precoder
at the transmitter, a priori known correlation is introduced into the transmitted
signal. The receiver can thus make use of the known correlation to blindly estimate
the channel SOS and no training is necessary. Accurate estimate can be obtained
with sufficiently long observation of the received signals. With only a very short
training sequence (as short as the channel order) to initialize the Kalman recursions,
the proposed method can track the time-varying channel and equalization can be
done accordingly.
On the other hand, the time-varying multipath channel provides both temporal
and frequency diversities that can be exploited to improve the performance of the
system. These diversities can be achieved by using linear precoders too. In [85], it
is shown that the temporal diversity of the channel can be achieved by using the so-
called spread precoding, where each symbol is transmitted over a period of time that
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is much longer than the original symbol duration. In [82], a zero-padding precoder
is proved to be able to achieve the full frequency diversity. In [50], linear precoders
that achieve both the maximum temporal and frequency diversities are designed.
However, all these works have assumed perfect channel information to be available
at the receiver side and the channel estimation/tracking problem is not addressed.
Therefore, our paper may bridge this gap.
In this chapter, we first establish the identifiability condition of the channel SOS.
Then we translate the identifiability condition into the design constraints on the linear
precoder. Linear precoders that satisfy the constraints and achieve diversities are
constructed. The Kalman filtering based channel tracking and equalization methods
are developed. Simulation results show the effectiveness of our proposed method.
This chapter is organized as follows. Section 4.1 presents the signal and channel
model and Section 4.2 establishes the identifiability condition of the channel SOS
and the corresponding design constraints on the linear precoders. In Section 4.3, the
Kalman-filtering based channel tracking and equalization methods are introduced.
Section 4.4 presents the simulation results of the proposed method. Section 4.5 con-
cludes this paper.
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4.1 System Model
4.1.1 Signal Model
In this chapter, we focus on single-input single-output systems. Instead of directly
transmitting the data sequence st through the channel, we include a linear precoder
at the transmitter side to introduce a priori known correlation into the signal.
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Figure 4.1: System Model.
The system model considered in this chapter is given in Figure 4.1. The data se-
quence st is blocked into an (M+1)×1 vector st =
[
st(M+1) st(M+1)+1 · · · st(M+1)+M
]T
,
which is then processed by an Lf -th order linear FIR precoder {Ft}
t=Lf
t=0 , where Ft is
the P ×M precoder coefficient matrix with P ≥ M . After parallel-to-serial (P/S)
conversion, the output of the precoder ut is transformed back to a scalar process ut.
The precoded signal ut is transmitted through a linear time-varying multipath chan-
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nel with L+1 paths. Denote {ht,i}
L
i=0 to be the channel impulse response coefficients
at time t. We obtain the channel input-output relation
yt =
∑t
i=t−L uiht,t−i + vt
=
∑L
i=0 ht,iut−i + vt
(4.1)
where vt is the sampled zero-mean AWGN with covariance given by σ
2
v . We will design
equalizer (and “postcoder”) to recover the original information sequence st based on
the received signal yt.
4.1.2 Channel Model
It is shown in [71], [83], [84] that the time-varying wireless channels can be modeled
by low order Gaussian Markov processes. In most cases, even first order models are
quite sufficient. Denote ht =
[
ht,0 ht,1 · · · ht,L
]T
to be the channel impulse
response coefficients vector at time t. Then we can represent the channel by the
following first order AR process,
ht+1 = Aht +Bwt (4.2)
where wt is a zero-mean unit-variance complex white Gaussian vector process, A, B
are slowly time-varying matrices that can be regarded constant for very long period
of time. From (2.1), the received signal at time t can be written as
yt =
∑L
t=0 ut−iht,i + vt
= rTt ht + vt
(4.3)
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where rt =
[
ut ut−1 · · · un−L
]T
. Equations (4.2) and (4.3) form a state-space
representation of the system. We will show later that Kalman filtering can be applied
to track the time-varying channel, given A, B, and rt.
As commonly accepted in wireless communications, we assume the channel coef-
ficients to be wide-sense stationary and uncorrelated scattering (WSSUS)1, i.e.,
Rh(k; i, j) = E
[
hn,ih
∗
n−k,j
]
= Rh(k, i)δi−j
(4.4)
and each ht,i is a WSS random process with respect to t. For simplicity, we also assume
that E [ht,i] = 0 for all i. This corresponds to Rayleigh fading channels. The channel
auto-correlation function Rh(k; i, j) is closely related to the parameters A and B in
the state equation (4.2). Denote Rh(k) = diag (Rh(k, 0), Rh(k, 1), · · · Rh(k, L)), for
k = 0, 1. It can be proved that
A = Rh(1)Rh(0)
−1, (4.5)
BB∗ = Rh(0)−AR
H
h (1). (4.6)
See Appendix 4.6.1 for details. Therefore, once we obtain the channel auto-correlation
function, the state equation governing the channel can be uniquely determined.
Without loss of generality, we assume throughout the chapter that the input data
sequence st is a zero-mean white process with unit variance. Perfect timing and
synchronization are also assumed for simplicity. However, our derivations can also be
extended to correlated scattering and non-zero-mean (Rician) channels and colored
inputs.
1It can be shown that at least for full response systems [59], this is a valid assumption.
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Remark 4.1 The state equation in (4.2) describes a variety of channels encountered
in mobile communications. When the channel is time-invariant, (4.2) reduces to
ht+1 = ht, i.e., A = I and B = 0. There is no need to estimate the channel SOS.
When the time variation of the channel is induced by the receiver carrier frequency
shift, (4.2) becomes ht+1 = e
jθht, where θ is the frequency offset that needs to be
estimated and compensated. In this case A = diag
(
ejθ, ejθ, · · · , ejθ
)
and B = 0.
Therefore, our proposed methods is applicable to carrier frequency offset estimation
and compensation too.
4.2 Blind Estimation of Channel Statistics
As shown in the previous section, information of the channel SOS is indispensable
for tracking time-varying channels. In this section, we will show that the channel
SOS can be estimated blindly from the received signal, given that the input of the
channel satisfy some conditions.
4.2.1 Identifiability Conditions
Denote Ru(t, k) = E[utu
∗
t−k] to be the auto-correlation of the channel input. Due
to the precoder, it can be shown that Ru(t, k) is generally cyclostationary
2 with
period P + 1, i.e., Ru(t, k) = Ru(t + P + 1, k). See Appendix 4.6.2 for details. The
2We regard stationary process as a special case of the cyclostationary process.
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auto-correlation of the received signal is given by
Ry(t, k) = E[yty
∗
t−k]
= E
[{∑L
i=0 ht,iut−i
} {∑L
i=0 ht−k,iut−k−i
}∗]
+ σ2vδk
=
∑L
i=0 E
[
ht,ih
∗
t−k,i
]
E
[
ut−iu∗t−k−i
]
+ σ2vδk
=
∑L
i=0 Rh(k, i)Ru(t− i, k) + σ
2
vδk
. (4.7)
Since Ru(t, k) = Ru(t+P +1, k), it is clear to see that Ry(t, k) = Ry(t+P +1, k) too.
Thus the received sequence yt is also a cyclostationary process with period P + 1.
Therefore we obtain a set of linear equations given by
Ry(t, k) =
∑L
i=0 Rh(k, i)Ru(t− i, k) + σ
2
vδk,
t = 0, 1, · · · , P
. (4.8)
Denote
Ry(t, k) =


Ry(t, k)− σ
2
vδk
Ry(t+ 1, k)− σ
2
vδk
...
Ry(t+ P, k)− σ
2
vδk


,
Rh(k) =


Rh(k, 0)
Rh(k, 1)
...
Rh(k, L)


,
Ru(t, k) =


Ru(t, k) Ru(t− 1, k) · · · Ru(t− L, k)
Ru(t+ 1, k) Ru(t, k) · · · Ru(t− L+ 1, k)
...
. . . . . .
...
Ru(t+ P, k) Ru(t+ P − 1, k) · · · Ru(t− L+ P, k)


. (4.9)
Then (4.8) can be conveniently represented in matrix form
Ry(t, k) = Ru(t, k)Rh(k). (4.10)
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Because (4.10) holds true for all integers t and k, the channel autocorrelation Rh(k)
can be uniquely determined by
Rh(k) = Ru(t, k)
+Ry(t, k) (4.11)
if and only if the following rank condition is satisfied for all integer k
rank (Ru(t, k)) = L+ 1 (4.12)
where + denote pseudo inverse. Condition (4.12) implies that P ≥ L. Hence Ru(t, k)
is a square or tall matrix.
In light of the fact that Ru(t, k) = Ru(t+P +1, k), it is easy to prove that Ru(t, k)
is a column-wise circulant matrix, which can be diagonalized by the discrete Fourier
transform (DFT) matrix. DenoteRu(k) = [Ru(t, k) Ru(t+ 1, k) · · · Ru(t+ P, k)]
T .
Then the DFT-based diagonalization of Ru(t, k) yields
Ru(t, k) = F
∗diag(FRu(k))F [0 : L], (4.13)
where F is the (P + 1)× (P + 1) discrete Fourier transform (DFT) matrix with the
(m,n)th entry [F ]m,n =
1√
P+1
exp(−j2pimn/(P + 1)), and F [0 : L] is formed by the
first L + 1 columns of F [20]. The following results establishes the sufficient and
necessary condition for the rank condition as required in equation (4.12).
Lemma 4.1 Suppose FRu(k) has N(k) ≤ P+1 nonzero entries. The channel second
order statistics is identifiable from the received signal, irrespective to the underlying
channel, if and only if
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N(k) ≥ L+ 1, (4.14)
holds true for all integer k.
Proof: Suppose that rank (Ru(t, k)) = L + 1. Since F is a unitary matrix and is
always full rank, we have
rank (Ru(t, k)) = L+ 1
= rank
(
F∗diag
(
FRu(k)
)
F [0 : L]
)
= rank
(
diag
(
FRu(k)
)
F [0 : L]
)
≤ min (N(k), L+ 1)
.
Thus N(k) ≥ L+ 1.
Conversely, assume that N(k) ≥ L + 1. From the above derivation, we know
that rank (Ru(t, k)) ≤ L + 1. We need to show that the equality holds. Let
diag(r0, r1, · · · , rP ) = diag(FRu(k)). Let Fi, i = 0, 1, · · · , P , denote the (i + 1)th
row of F [0 : L]. Then diag(FRu(k))F [0 : L] =
[
r0F
T
0 , r1F
T
1 , · · · , rPF
T
P
]T
. Since Fi’s
are the rows of a Vandermond matrix and at least L+1 elements of ri’s are non-zeros,
there exists at least L + 1 non-zeros rows in diag
(
FRu(k)
)
F [0 : L]. Any L + 1 of
these non-zero rows form an (L + 1) × (L + 1) submatrix that is full rank. Hence
rank (Ru(t, k)) = L+ 1.
Lemma 4.1 imposes some constraints on the precoder design. In the following, we
will derive the structure of the precoders that can generate the desired channel input
ut.
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4.2.2 Constraints on the Linear Precoders
We assume the linear precoder Ft to be FIR of order Lf . From the system model
in Figure 4.1, we obtain that
ut = Ft ? st =
Lf∑
i=0
Fist−i, (4.15)
where ut =
[
ut(P+1) ut(P+1)+1 · · · ut(P+1)+P
]T
and st =
[
st(M+1) st(M+1)+1 · · · st(M+1)+M
]T
are both block-wise stationary. The corresponding covariance matrix of ut is given
by
Φu(k) = E
[
utu
∗
t−k
]
= E
{[∑Lf
i=0Fist−i
] [∑Lf
j=0Fjst−k−j
]∗}
=
∑Lf
i=0
∑Lf
j=0FiE
[
st−is
∗
t−k−j
]
F∗j
=
∑Lf
i=0FiF
∗
i−k
. (4.16)
The last equation in (4.16) is obtained since the input signal st is white and has unit
variance. It is straightforward to prove that the elements of Φu(k) and Ru(t, k) are
related by
Ru(t, k) = Φu(τ ; i, j) (4.17)
where Φu(τ ; i, j) is the (i + 1, j + 1)th element of Φu(τ), i = mod(t, P + 1), j =
mod(i − k, P + 1) and τ = bk+j−i
P+1
c is the largest integer smaller than or equal to
k+j−i
P+1
. Let P ′ = P + 1. Thus
Φu(k) =


Ru(0, kP
′) Ru(0, kP ′ − 1) · · · Ru(0, kP ′ − P )
Ru(1, kP
′ + 1) Ru(1, kP ′) · · · Ru(1, kP ′ − P + 1)
... · · · · · ·
...
Ru(P, kP
′ + P ) Ru(P, kP ′ + P − 1) · · · Ru(P, kP ′)


(4.18)
.
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Define the infinite matrix
Φu =
[
· · · Φu(1) Φu(0) Φu(−1) · · ·
]
. (4.19)
Comparing (4.19) with (4.9), we find that Ru(t, k) is determined solely by the vectors
formed by the diagonals of Φu. These vectors will be called the diagonal vectors from
now on. For time-invariant channels, Rh(k) = Rh(0), k = 0,±1,±2, · · ·. The main
diagonal vector of Φu(0) contains all the information necessary to determine the SOS
of the channel. We have shown in Section 4.1 that even for time-varying channels,
Rh(0) along with Rh(1) and Rh(−1) are sufficient to characterize the dynamics of
the channel. Thus we can truncate (4.19) and redefine Φu as
Φu =
[
Φu(1) Φu(0) Φu(−1)
]
. (4.20)
The identifiability condition in Lemma 4.1 is therefore equivalent to that the following
two conditions hold simultaneously:
C1) Denote diag (Φu(0)) to be the main diagonal vector of Φu(0). Then the DFT of
diag (Φu(0)) must have at least L+ 1 nonzero entries.
C2) The DFT of the two neighboring diagonal vectors of diag (Φu(0)) in Φu must
have at least L+ 1 nonzero entries.
From (4.15), we know that Φu(k), k = −1, 0,+1, is determined by the precoder
{Fi}
Lf
i=0. Thus C1 and C2 actually serve as the design constraints on the linear
precoder. Fortunately, these constraints are not strict at all, as shown in the following
theorem.
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Theorem 4.1 Define F =
{
Ft : Ft =
∑Lf
i=0Fiδt−i
}
to be the set of all block FIR
precoders. Let F(1) denote the subset of F that contains all the precoders satisfying
C1 and C2. Then F(1) is a dense subset of F.
Proof: Let F(2) denote the subset of F that contains all the FIR precoders not
satisfying C1 and C2. Then F = F(1)
⋃
F(2). It is clear that F(1) is not empty.
For any nonzero scalar ξ, if Ft ∈ F
(1), then F′t = ξFt ∈ F
(1). Now consider
two arbitrary points p0 ∈ F
(2) and p1 ∈ F
(1). For any local neighborhood of p0,
B²(p0) = {p ∈ F
(2) : ‖p − p0‖ < ²}, we can always find a scalar ξ < ²/‖p1‖ such
that p′ = p0 + ξp1 falls into B²(p0), (i.e., p′ ∈ B²(p0)) and p′ ∈ F
(1). Thus p0 is an
adherence point of F(1). Since p0 is an arbitrary point in F
(2), so all the points in
F(2) are adherence points of F(1). Hence F(1) is a dense subset in F.
This completes the proof.
Theorem 4.1 assures us that even if the optimal precoder to be designed is ill-
conditioned (i.e., C1 and C2 are not satisfied), we can always obtain a suboptimal
precoder that guarantees channel SOS identifiability without sacrificing much its per-
formance.
4.2.3 Linear Precoder Example
Following the guidelines in Section 4.2.2, we construct linear precoders that guar-
antee channel SOS identifiability. Theorem 4.1 shows that, in theory, there exists
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infinite number of linear precoders that guarantee channel SOS identifiability. A
natural question is what kind of precoder has better performance.
It is well known that the time-varying multipath channel provides both temporal
and frequency diversities that can be exploited by the receiver to improve perfor-
mance. In [82], it shows that full frequency diversity can be achieved by simply
padding as many as L zeros at the end of each data block, where L is the channel
order. In light of C2, we also need the adjacent symbols to be correlated. Based on
these considerations, a simple linear precoder is as constructed
F
(1)
i =


[
FT(M+1)×(M+1) 0
T
L×(M+1)
]T
, i = 0;
0(M+L+1)×(M+1), i 6= 0.
(4.21)
where
F =
1
λ


1 0 0 · · · 0
α β 0 · · · 0
... · · · · · · · · ·
...
... · · · α β 0
0 · · · · · · α β


(M+1)×(M+1)
,
α+β = 1, and λ = ‖F‖ is the matrix norm of F. Division by λ normalizes the power
gain of the precoder so that it always has unit power gain.
It is easy to prove that the above precoder does satisfy the design constraints
C1 and C2. Due to the zero-padding, frequency diversity is achieved. Moreover, its
simple structure renders the corresponding receiver design simplified. This will be
clear when we discuss the equalizer design in the next section.
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Remark 4.2 Based on the considerations to guarantee channel SOS identifiability
and to achieve channel diversities, we intuitively construct a precoder F(1). However,
We do not establish the optimality of F(1). Better precoders may exist but it is beyond
the scope of this dissertation.
4.3 (Semi-)blind Tracking/Equalization of Time-
varying Channels
4.3.1 Time-varying Channels Tracking
Blind estimation of time-invariant channels is a well studied problem. In this sec-
tion, we focus on the more challenging problem of tracking the time-varying channels.
From equations (4.2) and (4.3), we have the following state-space representation of
the system 

ht+1 = Aht +Bwt
yt = r
T
t ht + vt
(4.22)
Given A, B, and rt, Kalman filtering can be employed to obtain the minimum mean
squared error (MMSE) estimate of ht. Due to the iterative structure of the Kalman
filter, this channel estimation method is suitable to track even fast fading channels.
We list the equations of the Kalman filter recursions below [34]:
et = yt − r
T
t hˆt
hˆt+1 = Ahˆt +Ktet
Kt =
(
APtr
T
t
)
R−1e (n)
Re,t = σ
2
vI+ r
T
t Pt(r
T
t )
∗
Pt+1 = APtA
∗ + σ2wBB
∗ −KtRe,tK∗p,t
e0 = y0, hˆt = 0 , P0 = hth
∗
0
. (4.23)
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The above channel estimation process can be implemented in a training-aided/decision-
feedback manner [36]. During the training phase, rt is exactly known to the receiver.
During the data transmission phase, rt must be replaced by its estimated value rˆt,
which is formed by the equalizer outputs. The Kalman filter assumes that the equal-
izer outputs are correct and uses them to estimate the next channel value, whereas the
equalizer assumes correct Kalman channel estimate and uses them in turn to equalize
the channel. However, the equalizer introduces a detection delay d. To make full use
of the multipath diversity, the optimal delay should be equal to or greater than the
channel order, i.e., d ≥ L. This delay causes a time gap in the iteration. When ht
needs to be estimated, what available to the measurement equation is rt−d. To bridge
this gap, Kalman prediction instead of Kalman filtering has to be used in the itera-
tions. For channels of large order (L is large), there is a tradeoff between the detection
delay and estimation accuracy. Large delay results in better equalization performance
but also causes larger channel prediction error, while small delay improves the channel
estimation but degrades the equalization performance. A thorough analysis of this
tradeoff is not pursued in this dissertation.
4.3.2 Channel Equalization
Due to the effects of the linear precoder, the transmitted signals become “colored”.
With the channel state information estimated online as shown in (4.23), we can use
the techniques discussed in Section 2.4 to construct the optimal realizable equalizer
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to obtain the information symbols before precoding. A detailed discussion is similar
to that in Section 2.4 and hence is omitted here.
4.4 Simulation Results
In this section, we evaluate the performance of the proposed methods through
simulations.
In all the simulations, BPSK signal constellation is used. The precoder size is
chosen to be P = 11, M = 9. The channel order is fixed at L = 2. This introduces
one step delay in the optimal equalizer output and requires the Kalman filtering to
predict two steps ahead of the current time to track the channel. All the channel
paths are initialized with zero-mean Gaussian random variables. Matrices A and B
in (4.2) are chosen to be
A =


0.996 0 0
0 0.996 0
0 0 0.996

 , (4.24)
B =


0.08935 0 0
0 0.08042 0
0 0 0.07238

 . (4.25)
This defines an exponentially decaying WSSUS channel that corresponds to a 2.4-GHz
transmission with baud rate 40 kHz and Doppler frequency fD = 200 Hz (equivalent
to vehicle speed at 90 kM/h or 56 mi/h) for all the three paths [36].
We first evaluate the performance of estimating the state equation parameters A
and B, using the precoder designed in Section 3.3. Figure 2 shows the estimates of
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A(1, 1), A(2, 2), and A(3, 3). We observe that the estimates converge to the desired
value after about 1500 blocks (each block corresponds to M + 1 data symbols). We
must note that no training symbol is required to obtain these estimates, although the
convergence speed is not fast.
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Figure 4.2: Estimates of matrixA. Upper is the real parts ofA(i, i), i = 1, 2, 3.
Lower is the imaginary parts.
The main advantage of the proposed methods is that only very short training is
needed to initialize the channel tracking/equalization process, as compared to other
methods where frequent and long training is necessary. The following examples illus-
trate the effectiveness of the proposed methods. The matrices A and B are estimated
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after 3000 data blocks to guarantee convergence. (Note that these received data blocks
are not training but any signal transmitted from the base station.) Then only one
training block is inserted to initialize the Kalman channel tracking/equalizatin iter-
ations. Figure 3 shows the channel tracking performance of the Decision-feedback
Equalizer when SNR=20 dB. Only the real part of the first channel path is shown
here. For the imaginary part and the other two channels, we observe similar per-
formance that is not included here. In Figure 3, we observe that in most cases, the
tracking is successful. Only occasionally the estimated channel is very different from
the true one. This can be explained by the error propagation of the DFE. However,
the DFE manages to recover from the errors quickly. Here, we do not plot the track-
ing performance of other methods for comparison, because all the other (not blind)
methods cannot converge to the true state equation parameters with only one training
block (M +1 data symbols) and the Kalman filtering iterations cannot be successful.
The overall performance of the proposed methods is evaluated through BER vs.
SNR curves. Figure 4 shows BER curves of the LE and the DFE. It is clear to see that
with perfect channel information, the DFE outperforms the LE largely. However, with
estimated channels, the performance gain of the DFE over the LE is not so much. We
also observe that both the DFE and the LE suffer error floors. This can be explained
by the error propagation in the tracking/equalization iterations.
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Figure 4.3: Channel tracking with DFE. SNR = 40 dB.
4.5 Chapter Summary
We proposed a semi-blind method for tracking and equalizing time-varying mul-
tipath channels. By using a linear precoder at the transmitter to introduce a priori
known correlation into the transmitted signals, the receiver can estimate the chan-
nel second order statistics (SOS) blindly. This allows the proposed channel tracking
method to be able to initialize with very short training sequences. This property is
extremely useful in applications like wireless broadcasting, where frequent and long
training is not possible. We established the channel SOS identifiability condition
and the design constraints on the linear precoders. Linear precoders that satisfy
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Figure 4.4: BER Performance of the LE and the DFE.
the constraints and achieve the temporal and frequency diversities are constructed.
Simulation results show the effectiveness of the proposed method.
4.6 Appendices
4.6.1 Proof of Equations (4.5) and (4.6)
By multiplying both sides of the state equation in (4.2) by h∗t and taking expec-
tation, we obtain
E [ht+1h
∗
t ] = AE [hth
∗
t ] +BE [wth
∗
t ] . (4.26)
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Since wt is zeros-mean, so E [wth
∗
t ] = 0. Since ht is uncorrelated scattering, so
E [hth
∗
t ] = Rh(t). It follows that
Rh(1) = ARh(0)
and
A = Rh(1)R
−1
h (0).
Similarly, multiplying both sides of the state equation in (4.2) by h∗t+1 and taking
expectation, we obtain
E
[
hn+1h
∗
n+1
]
= AE
[
hth
∗
t+1
]
+BE [wtw
∗
t ]B
∗ .
It follows that
Rh(0) = AR
∗
h(1) +BB
∗
and
BB∗ = Rh(0)−AR
∗
h(1).
4.6.2 Cyclostationarity of Precoder Outputs
Let st =
[
st(M+1) st(M+1)+1 · · · st(M+1)+M
]T
be the blocked input signal. Since st
is white with unit variance, we have
Rs(k) = E
[
sts
∗
n−k
]
= δkI. (4.27)
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Let ut =
[
ut(P+1) ut(P+1)+1 · · · ut(P+1)+P
]T
be the blocked precoder output. From
the system model in Figure 4.1, we obtain that
ut = Ft ? st =
Lf∑
i=0
Ftst−i (4.28)
where Lf is the order of the precoder. Let f
(m)
t , m = 0, 1, · · · , P be the (m + 1)th
row of Ft. Then any precoder output u` is given by u` = ut(P+1)+m =
∑Lf
i=0 f
(m)
i sn−i,
where m = mod(`, P + 1) and t = b `
P+1
c. The auto-correlation of u` can thus be
calculated by
Ru(`, `− `
′) = E [u`u∗`′ ]
= E
[
ut(P+1)+mu
∗
t′(P+1)+m′
]
=
∑Lf
i,j=1 f
(m)
i
[
f
(m′)
j
]∗
δn−n′−i−j
=
∑Lf
i=1 f
(m)
i
[
f
(m′)
t−t′−i
]∗
(4.29)
From (4.29), it is clear to see that the auto-correlation of u` depends on t in general.
Since t = b `
P+1
c, Ru(`, `− `
′) depends on ` too. Hence u` is in general not stationary.
However, note that mod(` + P + 1, P + 1) = mod(`, P + 1) and b `+P+1
P+1
c = b `
P+1
c.
Thus Ru(`) = Ru(`+ P + 1). Therefore Ru(`) is cyclostationary.
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Chapter 5
Conclusions
This dissertation provided solutions to two of the most important problems in wireless
communication systems design, namely, 1) the interference suppression, and 2) the
channel parameter estimation in wireless communication systems over time-varying
multipath fading channels.
The interference suppression problem was studied under a unified multirate trans-
multiplexing model. Employing the optimal estimation theory, we proposed the op-
timal realizable interference suppression schemes to cancel the ISI and the ICI en-
countered in various different communication systems. Our approach was based on
the state-space description of the communication system and channel. This allowed
us to use the famous Kalman filter to obtain the MMSE estimates of the transmitted
symbols, and equivalently, to optimally cancel the interferences in the MMSE sense.
We proposed the Kalman filter based decision-feedback equalizer and Kalman filter
based linear equalizer. The latter can be regarded as a special case of the Kalman
DFE. However, it was shown in this dissertation that the Kalman LE has quite dif-
ferent properties as compared to the Kalman DFE. Due to the recursive structure of
the Kalman filter, it has an IIR structure in general. We showed that, for the Kalman
LE, it does have infinite length. However, different from what normally believed, the
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Kalman DFE has an FIR structure. This result thus clarifies the optimality of the
conventional finite length DFE.
In addition, we also proposed a novel successive interference cancellation scheme to
remove the inter-channel interference encountered in MIMO systems. This method
only need a coarse estimate of the strong signal to initialize, and does not require
explicit calculation of the ICI or its subspace contributed by each user as in many
existing methods. Combined with the proposed optimal ISI suppression schemes, we
achieve the optimal realizable interference suppression. Our results are all derived
in the time domain, and can be applied to any linear channel that has a state-space
realization. To our knowledge, our results are the most general ever obtained.
The problem of time-varying channel tracking is very challenging, especially when
the channel also experiences multipath fading. A feasible approach to tackle this prob-
lem is to use a low order AR model to characterize the time variation of the channel
impulse response. We showed that the AR model parameters can be uniquely de-
termined by the channel second order statistics. We established the channel SOS
identifiability condition for SISO communication systems, based on which, we de-
signed linear precoders that render the blind estimation of channel SOS possible.
With the AR model estimated, a new channel tracking method was also proposed in
this dissertation.
There are still several issues that deserve further research. For example, at each
time instance, the proposed Kalman equalizers can estimate not only the desired
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symbols, but also all the other symbols contained in the state vector. However, the
information of other symbols are never properly used in our interference suppression
schemes or channel tracking schemes. We expect that if this information is employed,
the performance of combined interference suppression and channel tracking scheme
can be improved. Unfortunately, it is challenging to make use of the information of
other symbols contained in the state vector because the symbols before the desired
symbol are normally much unreliable than the desired one. Directly use these symbols
for channel estimation may cause the error propagation problem, which will further
deteriorate the symbol detection quality and cause poor channel estimation. One
possible solution to this challenge may be the constant gain channel estimator that
was proposed and analyzed in [42], [43], and [68]. This channel estimator is a constant
filter that is not determined by the detected symbols. Hence it avoids the error
propagation problem. Further study on how to combine this constant gain channel
estimator with our proposed optimal realizable interference suppressor is definitely
worth more exploration.
We have also mentioned that our proposed interference suppression method can
be applied to many different communication systems including OFDM, while our
proposed channel parameter estimation method can be applied to blindly estimate
the frequency offset between the transmitter and the receiver. Note that frequency
offset is also one of the causes of the ICI problem in an OFDM system. Hence both
the interference suppression scheme and the channel parameter estimation scheme
90
propose in this dissertation can be applied to ICI cancellation in OFDM systems.
However, a detailed implementation strategy still needs investigation.
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