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Resumen En la actualidad, la mejora de la eficiencia energetica se ha 
vuelto uno de los principales desafíos para el cómputo de alto rendimien­
to (HPC). La Raspberry Pi (RPi) es una Single Board Computer de bajo 
costo, la cual cuenta con múltiples núcleos, capacidad para conectarse 
en red y soporte a sistemas operativos y herramientas de programación 
paralela tradicionales. Aunque sus nucleos no son potentes, el bajo con­
sumo de potencia las vuelven una opción atractiva desde el punto de vista 
energetico. En este trabajo se analiza la viabilidad de usar un cluster de 
placas RPi para HPC. Mediante la ejecución de diferentes aplicaciones 
paralelas con alta demanda computacional, se identificaron fortalezas y 
debilidades del cluster RPi. Adicionalmente, se comparo su rendimiento 
y eficiencia energetica con el de un cluster x86.
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1. Introduccián
En la actualidad, los grandes sistemas HPC son dominados por procesado­
res de proposito general con dos conjuntos de instrucciones (x86 y Power) de 
tres empresas vendedoras (Intel, AMD e IBM) [5]. Estos procesadores han sido 
disenados especialmente para ofrecer un alto rendimiento por nácleo, pero con 
costo econámico (de cientos a miles de dálares) y demanda de potencia acordes 
(algunos puede requerir mas de 150W). En la básqueda de construir sistemas más 
grandes que nos permitan llegar a la escala de los Exaflops, resulta fundamental 
explorar otras estrategias que ofrezcan tasas de rendimiento costo-eficientes y 
que sean capaces de reducir el consumo energetico de estos sistemas [24].
Durante decadas, el desarrollo de plataformas HPC estuvo focalizado casi 
únicamente en mejorar el rendimiento de las mismas. Esto provocá un creci­
miento exponencial en los requerimientos de potencia de estos sistemas (no sálo 
para alimentarlos sino tambien para refrigerarlos), lo que a su vez repercutiá en 
el costo econámico de los mismos. Es por eso que, hoy en día, la reduccián del 
consumo energetico se ha vuelto uno de los principales desafíos para la comuni­
dad HPC.
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Entre las diferentes alternativas actualmente exploradas, se encuentra el uso 
de procesadores de bajo consumo como los ARM. Esta clase de procesadores ha 
sido especialmente diseñada para el mercado de dispositivos máviles y los siste­
mas embebidos. Recientemente, han entrado al mercado de PCs y servidores y 
se espera que en el futuro incrementen significativamente su poder de computo 
manteniendo el bajo consumo de potencia [18]. Para la comunidad HPC, este es­
cenario presenta una oportunidad de emplearlos para construir sistemas de alto 
rendimiento. En los ultimos anos, el uso de procesadores ARM se ha vuelto popu­
lar entre desarrolladores y entusiastas de la programacián debido al surgimiento 
de Single Board Computer’s (SBC) como la Beagleboard [4], la Raspberry Pi [7] 
y la Pandaboard [3]. Esto ha llevado a la formacián de varias comunidades de 
desarrollo que invierten tiempo y esfuerzo en portar una amplia gama de siste­
mas operativos, aplicaciones, librerías y herramientas a los sistemas ARM mas 
populares [9].
La RPi es una SBC de bajo costo desarrollada en el Reino Unido por la Fun- 
dacián Raspberry Pi, con el objetivo de estimular la enseñanza de las ciencias de 
la computacián en las escuelas. Desde su surgimiento, la RPi ha sido adoptada 
masivamente para una amplia gama de aplicaciones debido a su alto cociente 
rendimiento/precio, su tamaño reducido (similar al de una tarjeta de crédito) 
y su versatilidad [11]. En particular, desde el punto de vista del procesamien­
to paralelo, las RPi tienen multiples nucleos, pueden conectarse en red y dan 
soporte a sistemas operativos y herramientas de programacián tradicionales de 
HPC. Aunque sus nácleos no son potentes, el bajo consumo de potencia de las 
RPi ('3 .5W ) las vuelven una opcián atractiva desde el punto de vista energetico. 
Es por eso que resulta interesante analizar la viabilidad del uso de un cluster de 
RPi para HPC.
El resto del documento se organiza de la siguiente forma: la Seccián 2 des­
cribe las características del cluster de RPi utilizado en este estudio mientras 
que la Seccián 3 detalla las aplicaciones benchmark seleccionadas. La Seccián 4 
analiza los resultados obtenidos, seguido de la Seccián 5 que estudio los trabajos 
relacionados. Finalmente, la Sección 6 presenta las conclusiones y las posibles 
líneas de trabajo futuro.
2. Cluster de RPi
Existe en el mercado una amplia gama de variantes de las placas RPi. La 
familia original tiene 3 versiones. La primera RPi (versián 1) tuvo varios modelos:
A, B y B + , siendo B el más utilizado. La version 2 sálo tuvo un modelo (B). Por 
su parte, la version 3 tambien tuvo durante un largo tiempo un unico modelo 
(B), siendo presentado recientemente su sucesor (B + ) en marzo de 2018.
Para esta investigacián se ha desplegado un cluster de 20 placas RPi 3 modelo
B, las cuales se encuentran interconectadas por un switch 3COM 3C16475BS y 
alimentadas por una fuente estándar para PC de 250W. Como software de base, 
las placas cuentan con el sistema operativo Raspbian Stretch Lite. En la Figura 1 
se presenta una RPi 3 B mientras que en la Figura 2 se muestra una foto del 
cluster utilizado en este trabajo.
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La RPi 3 está conformada por un System-on-Chip (SoC) especialmente desa­
rrollado para este modelo (Broadcom BCM2837), el cual incluye 4 nácleos de 
procesamiento ARM Cortex-A53 de alto rendimiento que funcionan a 1.2GHz 
con 32Kb de cache de nivel 1 y 512Kb de nivel 2. Además, cuenta con un proce­
sador gráfico VideoCore IV que se encuentra conectado a un modulo de memoria 
LPDDR2 de 1 GB en la parte posterior de la placa.
Este modelo comparte el mismo chip SMSC LAN9514 que su predecesor, 
la RPi 2, agregando conectividad Ethernet 10/100 y cuatro canales USB a la 
placa. El chip SMSC se conecta al SoC a traves de un ánico canal USB, que 
funciona como un adaptador USB-a-Ethernet y un concentrador USB. Tambien 
se puede encontrar el chip Broadcom BCM43438 que proporciona conectividad 
LAN inalámbrica de 2.4GHz 802.11n y Bluetooth 4.1 de bajo consumo.
3. Aplicaciones Benchmark
Para poder realizar el análisis de rendimiento y eficiencia energetica, se se­
leccionaron 3 aplicaciones que se pueden considerar clásicas y representativas 
de aplicaciones científicas, que poseen alta demanda computacional pero con di­
ferentes características entre sí. Las implementaciones fueron desarrolladas en 
lenguaje C con la librería MPI. A continuacion, se describen las características 
distintivas de cada una de las aplicaciones junto a las tecnicas de programacián 
y optimizacián realizadas en cada una de las aplicaciones paralelas.
Multiplicación de Matrices (M M ). La implementacián paralela sigue el 
modelo master-worker, donde uno de los procesos es responsable de la distri- 
bucián del trabajo y la recuperacián de los resultados parciales. Para computar 
C  =  A x B , el master envía a cada proceso (inclusive a sí mismo) un bloque 
de filas de la matriz A y la matriz B  en forma completa. Luego, cada proceso 
será responsable de calcular un bloque de filas de C  computando las celdas de 
a bloques cuadrados para maximizar la localidad de datos. Por áltimo, resulta 
importante mencionar que los procesos emplean operaciones de comunicacion co­
lectiva para el intercambio de datos (MPI_Scatter para distribuir A, MPI_Bcast 
para enviar B y MPI_Gather para recuperar los resultados parciales de C).
Sinteticamente, MM es una aplicacion que demanda gran cantidad de cámpu- 
to regular y que requiere poca cantidad de comunicaciones al inicio y al final de 
cada tarea, pero de gran tamaño.
Figura 1: RPi 3 B
Figura 2: Cluster de RPi 3 B
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Método de Jacobi. Jacobi es un metodo iterativo para resolver sistemas 
de ecuaciones lineales. Durante un numero determinado de pasos, se actualizan 
dos matrices (M1 y M 2 ) en forma alternada. Esto significa que en el paso i, 
M1 se actualiza leyendo los valores de M2 mientras que, en el paso i+1, M2 se 
actualiza a partir de los valores de M1. El nuevo valor de una celda esta definido 
por el promedio de cuatro vecinos (el de arriba, el de abajo, el de la izquierda y 
el de la derecha).
La implementacián paralela sigue el modelo Single Program Multiple Data 
(SPMD). Cada proceso maneja un bloque de filas de cada matriz y necesita de 
espacio adicional para mantener las filas de los límites de sus vecinos. En cada 
paso, cada proceso actualiza el bloque de filas correspondiente y, a continuacián, 
intercambia con sus vecinos las filas de los límites de sus bloques.
En resumen, Jacobi es una aplicacián regular con alto grado de paralelismo y 
de dependencia a nivel de datos entre las distintas tareas y etapas de ejecucián. 
Esta gran cantidad de sincronizacián entre las tareas genera una considerable 
cantidad de comunicaciones de moderado tamaño a lo largo de toda la ejecucián.
N-Reinas. Este problema se basa en determinar la cantidad de formas dife­
rentes de ubicar N reinas en un tablero de N x N sin que se amenacen (no pueden 
convivir dos reinas en una misma fila, columna o diagonal). En la implementa­
cián paralela se generan todos los posibles tableros iniciales (tableros con las 4 
primeras reinas ubicadas) y se los distribuye bajo demanda entre los procesos 
utilizando el modelo master-worker. El proceso master se encarga unicamente 
de distribuir estos tableros y recibir los resultados. Cuando un worker recibe un 
tablero inicial para procesar, calcula todos las formas válidas de completar las N 
reinas en ese tablero (el trabajo para realizar ese cálculo varía considerablemente 
dependiendo del tablero inicial) y le responde al master.
En síntesis, N-Reinas es una aplicacion con alto grado de paralelismo, pero 
donde las tareas son irregulares y de gran tamaño, lo que obliga a realizar la 
distribucián dinamica de las mismas entre los procesos. Esto genera una gran 
cantidad de comunicaciones no estructuradas de tamano pequeno.
4. Resultados Experimentales
4.1. Diseno Experimental
Para realizar la experimentacián se utilizá el cluster de RPi descrito en la 
Seccion 2. Además, tambien se usá un cluster de computadoras x86, donde ca­
da nodo cuenta con un procesador Intel Core i5-4460 3.20Ghz, 8 GB RAM y 
conexián de red Gigabit Ethernet. Las pruebas fueron realizadas en tres etapas:
■ El objetivo de la primera etapa fue determinar los tiempos de ejecucion 
de los algoritmos secuenciales, variando el tamaño de problema. En el caso 
particular de MM, además se probaron diferentes tamaños de bloque a fin de 
obtener el optimo, el cual se utilizo posteriormente para correr las pruebas 
paralelas.
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Figura 3: Valores de Eficiencia obteni- Figura 4: Valores de Overhead obteni­
dos para MM en el cluster RPi dos para MM en el cluster RPi
■ La segunda etapa de pruebas se basó en determinar los tiempos de ejecución 
de los algoritmos paralelos en el cluster de RPi.
■ En la tercera etapa se ejecutaron los algoritmos paralelos en el cluster de 
computadoras x86.
Cada prueba fue repetida 10 veces y los valores reportados corresponden a 
la media de los datos obtenidos.
4.2. Resultados en el cluster RPi
Para evaluar el comportamiento de las aplicaciones benchmark al escalar el 
problema (N ) y /o  la arquitectura (P ) se analiza la Eficiencia. En la Figura 3 se 
grafican los valores de Eficiencia obtenidos para MM. Se puede apreciar como 
la Eficiencia se incrementa a medida que crece el tamaño del problema para 
un determinado nómero de nócleos y se degrada al incrementar el numero de 
nucleos para un tamaño de problema dado. Este óltimo decremento se debe 
principalmente al overhead que generan las comunicaciones, ya que a medida 
que aumenta P, se incrementan las interacciones entre procesos.
Resulta interesante analizar la incidencia de las comunicaciones en el rendi­
miento final considerando que la interacción entre procesos limita la Eficiencia 
alcanzada en las pruebas realizadas. En la Figura 4 se ilustran los porcentajes 
de tiempo de ejecución dedicados a comunicación para cada conjunto de pruebas 
realizadas de la aplicación MM. Se puede notar que, al aumentar P  y mantener 
fijo N, el porcentaje de comunicación se incrementa. A la inversa, el porcentaje 
de comunicacion disminuye cuando N  aumenta y P  se mantiene. Tambien se 
observan porcentajes elevados de overhead que obviamente penalizan el rendi­
miento. Esto se debe a la velocidad de la interfaz de red de la RPi (100Mbit), lo 
cual impone una fuerte limitación al rendimiento final de la aplicacion conside­
rando el volumen de las comunicaciones. La excepcion es cuando P  =  4, ya que 
no se genera comunicación real por la red (se utiliza una ónica RPi).
Resulta importante mencionar que, aunque se probó con tamaños de matrices 
más grandes, no fue posible reportar sus resultados debido a que el requerimiento 
de memoria supera ampliamente el espacio disponible en cada nodo del cluster, 
lo que produce fallas en la ejecucion.
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Figura 5: Valores de Eficiencia obteni- Figura6: Valores de Eficiencia obteni­
dos para Jacobi en el cluster RPi dos para N-Reinas en el cluster RPi
En la Figura 5 grafican los valores de Eficiencia obtenidos para Jacobi. De 
los resultados se aprecia un comportamiento similar al caso MM. Al mantener 
fijo el tamaño de la matriz y aumentar la cantidad de procesadores, la Eficiencia 
disminuye debido al overhead de comunicación que se al comunicar los bordes 
de la matriz a cada proceso y, en menor medida, a la distribucin inicial de 
datos. Al escalar N  manteniendo fijo P, la Eficiencia mejora en general, dado 
que el overhead mencionado anteriormente tiene menor peso en el tiempo total 
de ejecución.
Se debe notar que los valores de Eficiencia obtenidos con Jacobi son inferiores 
a los correspondiente a MM. Esto es debido a que, aunque manejen estructuras 
de datos mós pequeñas, deben realizarse mós comunicaciones (de pocos datos) y 
la relación cómputo-comunicación es mucho mas baja. Ademós, tambien es im­
portante mencionar que existen muchos puntos de sincronización que producen 
overhead (espera ociosa).
En la Figura 6 se presentan los valores de Eficiencia obtenidos para N-Reinas. 
Es posible notar un incremento de la Eficiencia a medida que aumenta N, lo cual 
se debe a que el componente paralelo del algoritmo crece a un ritmo mayor que 
el componente serie al aumentar el tamaño del tablero. Tambien se logra un 
incremento en la Eficiencia -mós suave- al incrementar el número de núcleos 
hasta 32, que luego se reduce (P  =  64). Este comportamiento no se da en todos 
los casos debido a la irregularidad propia de la aplicación.
Cabe recalcar que de las pruebas realizadas, N-Reinas fue la que mejores 
resultados arrojó (valores de Eficiencia cercanos a 1) y sus causas son multiples. 
En primer lugar, la aplicación trabaja con un conjunto reducido de datos, de 
tamano mucho menor al del resto de los benchmarks empleados. En segundo 
lugar, si bien requiere una gran cantidad de comunicaciones, las mismas son 
de pocos datos y no representan un porcentaje de tiempo significativo respecto 
al tiempo total de la aplicacion. Por ultimo, el algoritmo trabaja con nómeros 
enteros a diferencia de los anteriores que computan en punto flotante.
4.3. Comparación con cluster x86
Para poder comparar el rendimiento entre los diferentes clusters se requiere 
una metrica comón. Es por eso que se seleccionó la metrica GFLOPS para MM y
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Jacobi. Sin embargo, en el caso de N-Reinas, al ser una aplicación que computa 
con números enteros, se empleo una metrica ad-hoc. Esta metrica considera el 
nómero total de reinas posicionadas y se la denomino MQUEENS (millones de 
reinas posicionadas).
Como se puede apreciar en la Tabla 1, en ambos cluster y para todas las 
aplicaciones, el rendimiento global del sistema mejora al aumentar tanto el ta­
maño del problema como de la arquitectura. Como era de esperar, el cluster x86 
obtiene rendimientos superiores en las 3 aplicaciones. Esto se debe a que sus pro­
cesadores son más potentes y sofisticados, sus memorias RAM son más rápidas, 
su interfaz de red es mas veloz, entre otras características mós avanzadas de este 
cluster. Por otra parte, a nivel de aplicacion, la mayor diferencia se encuentra en 
MM con una diferencia promedio de 10.4x y una maxima de 18.2x, seguido por 
Jacobi con promedio de 9x y maxima de 18.8x; y por óltimo, N-Reinas donde 
la diferencia es mucho menor, promedio de 4x y móxima de 4.7x.
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En forma similar al anólisis anterior, para poder evaluar la eficiencia energeti­
ca se empleó la metrica FLOPS/W att para MM y Jacobi, mientras que 
MQUEENS/Watt fue utilizada para N-Reinas. Para estimar los Watt consumi­
dos por el cluster x86, se empleó el valor observado de consumo de su procesador 
en diferentes estudios realizados [10,17], el cual a su vez coincide con la Potencia 
de Diseño Termico (84W). Por otro lado, en el caso del cluster de RPi, se opto 
por emplear el valor observado como maximo en diferentes reportes disponibles 
(3.7W) [22,16,21].
La Tabla 2 muestra la eficiencia energetica de las aplicaciones benchmark 
en ambos clusters. A diferencia del anólisis de rendimiento, es el cluster de RPi 
quien obtiene los mejores cocientes de eficiencia energetica para todos las combi­
naciones (N ,P ). Esto se debe en gran medida a su bajo consumo de potencia. En 
particular, obtiene una diferencia promedio de 2.5x y una móxima de 5x para 
MM, 3.1 x con una maxima de 7.2x para Jacobi y 6.5x con maxima de 21.4x 
para N-Reinas. Es claro que la mayor diferencia se da en N-Reinas, ya que jus­
tamente es la aplicación en la que el cluster de RPi obtiene el mejor rendimiento 
y la menor diferencia con el cluster x86.
Resulta importante mencionar 2 cuestiones que podrían incidir en los resul­
tados encontrados. La primera es desfavorable para el cluster RPi debido a que 
existen procesadores x86 con mejores tasas de eficiencia energetica (por ejemplo, 
familia Xeon de Intel). Por el contrario, la segunda cuestión es beneficiosa para el 
cluster de RPi, ya que en el anólisis realizado se considero el consumo completo 
de la placa, mientras que en el de x86, solo el del procesador.
5. Trabajos Relacionados
Existen varios trabajos que realizan analisis de rendimiento y /o  eficiencia 
energetica de cluster de R Pi’s, ademós de comparaciones con otras arquitecturas.
Kiepert [19] describe el armado de un cluster de 32 R Pi’s. Para evaluar 
el rendimiento del mismo, ejecutó una aplicacion MPI que estima el valor del 
nómero Pi. Al ser una aplicacion embarazosamente paralela, el cluster obtiene 
aceleraciones muy cercanas al nómero de nodos empleados.
Die [15] desplegó un cluster de 8 R Pi’s, ejecutando OpenFOAM [2] y High- 
Performance Linpack (HPL) [1] para el anólisis de rendimiento. El cluster arma­
do mostró buenos rendimiento para OpenFOAM en los casos en que el volumen 
de comunicaciones era bastante menor que el de cómputo. Respecto a HPL, Die 
encontró niveles de prestaciones aceptables mientras los requerimientos de me­
moria no superaron la memoria RAM disponible. En este estudio se observaron 
resultados similares, aunque al contar con mas memoria RAM en cada placa, 
fue posible procesar problemas de mayor tamano.
Cox et al [14] armaron un cluster de 64 RPi modelo B (usando uno de ellas 
como frontend). Al igual que el caso anterior, emplearon HPL para evaluar el 
rendimiento alcanzando 1.14 GFLOPS con el sistema completo. En forma similar 
a este trabajo, observaron que la capacidad de memoria de las placas, impiden 
computar problemas mós grandes.
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Un cluster de 25 RPi modelo B fue construido por Pfalzgraf y Driscoll [23]. 
Usando 3 aplicaciones de ólgebra lineal (triada de vector, multiplicacion de 
matriz-vector y multiplicación de matrices) analizaron el rendimiento del clus­
ter armado. En el caso de la multiplicación de matrices, logran un pico de 
1.1 GFLOPS con 24 placas. En esta investigación, se alcanza un pico de 3.12 
GFLOPS con 16 placas, aunque obviamente se debe tener en cuenta la mayor 
potencia de las RPi 3 comparado a la RPi modelo B.
Cloutier et al [13] armaron un cluster de 25 RPi 2 modelo B. Una vez mas, 
HPL fue empleado para el analisis de rendimiento. En este caso ademas, eva­
luaron la eficiencia energetica del cluster midiendo el consumo a traves de un 
medidor WattsUp Pro. En la comparacion con un sistema basado en un Intel 
Haswell EP de 16 nucleos, observan que el cluster de RPi se ve superado por el 
sistema x86 en forma opuesta a lo observado al momento. Los autores indican 
que entre las principales causas se encuentra el profundo nivel de optimización 
de HPL como benchmark para medir rendimiento y la alta tasa de operaciones 
en punto flotante, lo que favorece a los procesadores x86 tradicionales.
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Cicirello [12] construyó un cluster de RPi 3 modelo B, seleccionando como 
casos de estudio la estimacion del numero Pi y la multiplicación de matrices. 
Lamentablemente, la ausencia de tiempos de ejecución o FLOPS impide la com­
paración directa con los resultados de este estudio. Mas alla de eso, y en sen­
tido similar a este trabajo, Cicirello detecta que el rendimiento del cluster esta 
significativamente limitado por la velocidad de la interfaz de red en aquellas 
aplicaciones que tienen comunicaciones de gran volumen. Ademas, encuentra 
aceptables tasas de aceleraciones en aplicaciones donde la cantidad y el volumen 
de comunicaciones tienen mucho menor peso que la proporción de computo.
Por óltimo, los mismos autores de [13] desplegaron un cluster de RPi 3 B 
en [20]. Al igual que en su trabajo previo, el uso de HPL como caso de estudio los 
lleva a encontrar que los sistemas x86 resultan superiores no solo en rendimiento 
pico sino tambien en rendimiento/watt.
6. Conclusiones y Líneas de Trabajo Futuro
En la actualidad, la reducción del consumo energetico se ha vuelto uno de 
los principales desafíos para la comunidad HPC. Entre las diferentes alternativas 
actualmente exploradas, se encuentra el uso de procesadores ARM. En este tra­
bajo se estudia la viabilidad del uso de un cluster de RPi. Del analisis realizado 
sobre los resultados obtenidos se puede concluir que:
■ Aquellas aplicaciones que demandan comunicaciones de gran volumen, pro­
bablemente sufran una degradación importante en su rendimiento debido a 
la limitada velocidad de la interfaz de red que tiene la RPi, como se observó 
en MM.
■ Aquellas aplicaciones que requieran una gran cantidad de comunicaciones de 
tamaño moderado, tambien penalizaran su rendimiento por la misma causa 
que el caso anterior, como se aprecio en Jacobi.
■ Aplicaciones que trabajen con volumenes de datos muy superiores a la ca­
pacidad disponible de la memoria RAM de las RPi, pueden sufrir errores en 
ejecucion, tal como se vio en MM.
■ Aplicaciones que demanden mucho computo pero con pequeños datos, que no 
tengan una incidencia significativa de comunicaciones, probablemente tengan 
muy buen rendimiento. Esto se ve reflejado en el caso de N-Reinas, donde 
sus resultados muestran niveles altos de eficiencia.
Como era de esperar, desde el punto de vista del rendimiento, el cluster 
RPi presenta tasas de prestaciones mós bajas en comparacion a un cluster x86 
(entre 4 y 10.4x de diferencia promedio). Sin embargo, desde la perspectiva de 
la eficiencia energetica, el cluster de RPi alcanza mejores resultados (entre 2.5 y 
6.5x de diferencia promedio). Considerando lo analizado, es posible decir que los 
cluster de RPi ofrecen capacidades para cómputo paralelo y pueden obtener tasas 
de eficiencia energetica superiores a los clusters x86. Sin embargo, debido a la 
gran diferencia de rendimiento pico que tiene con estos ultimos, no representan 
hoy una opcion viable para HPC si el objetivo principal es la reducción del 
tiempo de ejecución.
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Algunas de las líneas de trabajo futuro que se desprenden de esta investiga­
ción pueden ser:
■ Considerando que existen placas mós avanzadas que la RPi 3 (como pue­
den ser la Banana Pi M3 [6] o la ROCK64 [8]), interesa replicar el estudio 
realizado para continuar la bósqueda de alternativas viables basadas en pro­
cesadores ARM.
■ Como el consumo real puede diferir del estimado, sería interesante medir 
realmente el consumo en ambos clusters para hacer un estudio mas preciso 
del balance rendimiento/energía.
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