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ABSTRACT
We present data preprocessing based on an artificial neural network to estimate the
parameters of the X-ray emission spectra of a single-temperature thermal plasma. The
method finds appropriate parameters close to the global optimum. The neural network
is designed to learn the parameters of the thermal plasma (temperature, abundance,
normalisation, and redshift) of the input spectra. After training using 9000 simulated
X-ray spectra, the network has grown to predict all the unknown parameters with un-
certainties of about a few percent. The performance dependence on the network struc-
ture has been studied. We applied the neural network to an actual high-resolution
spectrum obtained with Hitomi. The predicted plasma parameters agreed with the
known best-fit parameters of the Perseus cluster within . 10% uncertainties. The re-
sult shows a possibility that neural networks trained by simulated data can be useful
to extract a feature built in the data, which would reduce human-intensive prepro-
cessing costs before detailed spectral analysis, and help us make the best use of large
quantities of spectral data coming in the next decades.
Key words: methods: data analysis – X-rays: galaxies: clusters – galaxies: clusters:
individual (Perseus)
1 INTRODUCTION
In X-ray astronomy, model-fitting is widely used to extract
physical implications such as model parameters from given
spectral data. Finding the global optimum of an objective
function, such as the minimum of χ2 or the maximum of a
likelihood function, is one of the major difficulties in model-
fitting. Typical optimization algorithms such as the Nelder–
Mead method (Nelder & Mead 1965) or the Levenberg–
Marquardt algorithm (More´ 1978) are designed to find only
a local optimum, and thus complex spectral features of the
model such as narrow emission lines make the fitting more
prone to fall into a local minimum compared to featureless
continuum models. In such a case, choosing appropriate ini-
tial parameters based on enough knowledge about the model
and experience of spectral fitting is required to help these
algorithms to find the global optimum.
Even if one acquires such a skill, the number of spec-
tra will increase by a few orders of magnitude over the next
decades – Athena will have ∼4000 pixels of TES (Transition
? E-mail: ichinohe@tmu.ac.jp
Edge Sensor) calorimeters (Nandra et al. 2013), and fur-
ther future calorimeter missions such as Lynx (Gaskin et al.
2016) and DIOS (Yamada et al. 2016) propose a few tens
of thousands of pixels. Therefore, data preprocessing will be
an essential step in mining large amounts of data in future,
and thus developing an automatic way to find appropriate
initial parameters is necessary to accommodate a growing
number of pixels of the microcalorimeters.
A frequently-used way to find the global minimum in
a multi-dimensional parameter space of the objective func-
tion is the method of grid search. Standard routines in X-
ray astronomy, such as XSPEC (Arnaud 1996), are usually
equipped with such a subroutine, which provides a function
of moving parameters to understand the shape of the multi-
dimensional surface in the parameter space (e.g. steppar
command in XSPEC). Although such an empirical method
has worked for a handful of data, it will face the limit of
the computational time over the next few decades. Let the
number of parameters, grids, and model components, be n,
m, and c, respectively, the amount of calculation would scale
as ∼ (mn)c . The exponential scaling would inevitably lead to
an increase of computational cost.
© 2018 The Authors
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Exploiting the prior knowledge obtained in different
ways, e.g. using the redshift obtained from optical spec-
troscopy as the plasma redshift of a galaxy cluster, or using
the best fit of a neighbouring pixel, probably helps well-
behaved initial guesses of the parameters to be set. However,
such methods might not work if for example line-of-sight ve-
locity shear exists in the galaxy cluster, which is often ex-
pected due to cold fronts, stripped tails, or filaments. There-
fore, a complementary method which can predict the initial
parameters independently from other knowledge would be
important.
An artificial neural network, which predicts initial pa-
rameters that are sufficiently close to the most optimal pa-
rameters from the dataset itself, might resolve the problem.
Artificial neural network is one of machine learning tech-
niques, which consists of multiple formal neurons (computa-
tional model of real human neurons) to mimic the operations
of human brain to achieve good performance in cognitive
tasks (see e.g. Lecun et al. 2015; Goodfellow et al. 2016, for
elaborate explanations). The idea dates back to 1940s, but
the high computational cost to train such artificial neural
networks has been the main problem that prevents them
from being popular. The recent evolutionary computational
progress, especially the growth of Graphics Processing Units
(GPUs) has made it possible to actually train the neural net-
work in a reasonable time, making the technique very pop-
ular in many areas. These areas include e.g. image recog-
nition (Krizhevsky et al. 2012), natural language process-
ing (Mikolov et al. 2013) and games (Silver et al. 2016) as
practical applications, and also astrophysical image analysis
(Hezaveh et al. 2017; Kimura et al. 2017; Caron et al. 2017),
light curve analysis (Shallue & Vanderburg 2017) and con-
densed matter physics (Tanaka & Tomiya 2017) as scientific
applications.
Once trained, such an artificial neural network would
automatically give the set of the parameters almost in-
stantly. This reduces the initial trial-and-error process,
which is significant in the big-data era of the next decades.
Most of the machine learning techniques necessitate a train-
ing and evaluation dataset of significant size (supervised
learning). Fortunately, the X-ray spectra in most cases can
be infinitely generated by using the detector response matri-
ces and a model that can be calculated by specifying required
parameters.
A similar concept has been considered by Larsen et al.
(1992), but was not practical at that time. In this paper, we
design the neural network to learn the parameters of single-
temperature thermal plasma (temperature, abundance, nor-
malisation, and redshift) of the input spectral data, and ac-
tually construct and train it to introduce neural networks
as a potential option for data processing automation in the
near future, by demonstrating that the network works on the
real astrophysical data. The setup of the network is shown
in Section 2. By training the network several hundred times,
it has grown to predict all the unknown parameters with un-
certainties of about a few percent. The dependence of the
network performance on its depth and width has been in-
vestigated. The performance for actual observational data
is confirmed by using the high energy-resolution spectrum
taken with the Hitomi satellite (Takahashi et al. 2016; Hit-
omi Collaboration et al. 2016), resulting in a good agree-
ment with the best-fitting values. These results are shown
in Section 3. The applicabilities and prospects of machine-
learning preprocessing before a canonical spectral analysis
are discussed in Section 4.
2 THE NEURAL NETWORK
2.1 Plasma model and training dataset
A training dataset is prepared for the supervised learning
of the neural network. We used the fakeit command in
XSPEC to simulate the instance of each given combination
of plasma parameters. As the input of the fakeit command,
we used the response files used in the data analysis of the
Hitomi Perseus observation (e.g., Hitomi Collaboration et al.
2017a,b,c). The spectra are simulated with the exposure
time of 1 Msec.
In the simulation, we adopted the model of a single-
temperature thermal plasma in collisional ionization equilib-
rium, attenuated by the Galactic absorption; TBabs*bapec
(Smith et al. 2001). 10000 spectra are randomly generated
with two fixed parameters and four randomly generated pa-
rameters as shown in the list below:
• the neutral hydrogen column density NH :
1.38 × 1021 cm2 (fixed to the value obtained in Lei-
den/Argentine/Bonn (LAB) survey (Kalberla et al. 2005))
• temperature kT : 1.0–10.0 keV
• Fe abundance Z : 0.1–1.5 solar
• redshift z : 0.0–0.1
• velocity broadening v : 160.0 km s−1 (fixed)
• normalisation N : 0.01–1.0,
where kT , Z and z are randomly generated from a uni-
form distribution in the above ranges, while N is sampled
in a log-uniform distribution. Note that, from the spec-
tral point of view, kT changes both the continuum shape
of bremsstrahlung and the ionization balance of heavy ele-
ments which leads to changes in emission line distributions,
while Z changes the strengths of the lines. Changes in z ap-
pear as a linear transformation (E → E/(1 + z)) along the
energy axis.
2.2 Network design
Our concept of the neural network is shown in Figure 1. Each
circle represents a “neuron” in the network. A neuron has n
inputs xi and one output y. The n inputs are linearly com-
bined by tunable parameters and nonlinearly transformed;
y = f (∑ni wi xi + b), where i is the index of the input, wi is
the ith weight parameter, b is the bias parameter, and f (x)
is a nonlinear function of x (activation function). Such neu-
rons are connected in a layered manner (a vertical series of
the neurons in Figure 1), where all the neurons in a layer
shares the same input, and all the outputs from the neu-
rons in this layer are used as the input to the next layer
(fully connected). The structure of the network is called as
a multilayer perceptron.
The input to the first layer is a 1.8–9.0 keV X-ray count
spectrum with the energy bin size of 1 eV, i.e., a single 7200-
dimensional vector. The maximum count among all the en-
ergy bins of all the simulated spectra was 60963, and thus
the input vector is scaled by 1/105 to restrict all the input
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Figure 1. Diagram of the neural network. The network struc-
ture of the example is 7200-64-64-64-4. Each circle represents a
“neuron” in the network. See the main text for the details of the
network.
values between 0 and 1. The output of the first layer is con-
nected to the next, fully connected layer. One to four hidden
layers, which are all fully connected layers, are present be-
fore the last layer. Each hidden layer neuron is activated
using a Rectified Linear Unit (ReLU; Nair & Hinton 2010),
which is a very commonly used activation function ( f (x)).
The output of the last layer is a four-dimensional vector,
each component of which corresponds to each one of the
plasma parameters shown in the previous section. These
output variables are converted so that every parameter is
uniformly distributed in the range of 0–1 in order to avoid a
biased learning toward the parameters with higher impacts.
The bias originates from the fact that variables with higher
numerical values have higher impacts on the loss function if
the outputs are not normalised.1
9000 out of 10000 simulated spectra are used for the net-
work training, while the rest are used for the evaluation of
the network performance. We used the high-level neural net-
work library Keras (Chollet et al. 2015) with the TensorFlow
backend (Abadi et al. 2015). The loss function was set to be
the mean squared error between the output and the training
data. Adaptive Moment Estimation (Adam; Kingma & Ba
2014) was used for optimization. The batch size was 50, and
the training was repeated only for 1000 epochs because the
value of the loss function converged before ∼500 epochs.2
We have tried several configurations of the network by
changing the depth (the number of the hidden layers) and
width (the number of the hidden units in a layer). The pat-
terns are shown in Table 1. The maximum width of the
first layer is set at 128. This width limit is empirically de-
rived by performing a principal component analysis for the
first 7200×256 weight matrix in a 7200-256-64-16-4 network,
which accepts a single 7200-dimensional vector as an input,
1 For example, the difference of the numerical values of tempera-
ture between 9 keV and 10 keV is 1, which is ten times the differ-
ence of the numerical values of Fe abundance between 0.9 solar
and 1.0 solar of 0.1. This means that, without normalisation, and
with the loss function of mean squared error in our case, a 10%
change of temperature has one hundred times larger impact on the
loss function compared to a same 10% change of Fe abundance.
2 Sample codes are available at https://github.com/
yutoichinohe/sample_codes.
has three fully-connected hidden layers with 256, 64, and 16
hidden units, and returns a four-dimensional vector as an
output. The contributing rate steeply decreases from ∼0.5 to
∼10−4, while the decline becomes almost flat below ∼10−4.
The number of components that have a contribution rate
above ∼10−4 is about 100. Note that even when the differ-
ent datasets, such as those with different plasma parameter
ranges, are used to create the input data, the number of
components was close to 100.
3 RESULT
3.1 Parameter estimation
We here describe the result obtained by the 7200-64-64-64-4
network. Figure 2 shows the result of the parameter esti-
mation using the network that attained the minimum value
of the loss function among sixteen trials with the same net-
work and shuffled dataset. We evaluated the reproducibility
of the parameters by ∆x68 ≡ (∆x84 − ∆x16)/2, where ∆xp is
the p% percentile of ∆x, which is defined by the formula:
∆x ≡ (xpred − xtrue)/xtrue, with xpred and xtrue being the pre-
dicted and the input values of the variable x, respectively.
Although the sigma of the best-fit Gaussian or the stan-
dard deviation are alternative choices to ∆x68, we chose this
because it can be calculated purely from the data and is
robust against the outliers of the predicted values. The re-
producibility is .3% for all the four output parameters. Al-
though the range of the parameter values and how the model
depends on the parameter are different for each parameter,
the attained reproducibilities are similar within a factor of 2.
This is probably because the renormalisation and conversion
of the input and output parameters reduce the diversities.
We also studied the dependence of the network perfor-
mance on the statistics of input data. We simulated X-ray
spectra in the same way as making the training datasets,
with lower exposure times of 100 (1/10) and 10 ksec (1/100).
1000 spectra were realised for each exposure time. The ob-
tained ∆T68,∆Z68,∆z68 and ∆N68 are 2.8%, 7.2%, 4.3% and
3.6% for the 100 ksec dataset, and 6.0%, 14.2%, 10.2%, and
7.1% for the 10 ksec dataset. We thus conclude that the
network works also on the data with lower statistics, with
natural degradation regarding the input data quality.
When the focus is moved onto the outlier events, Z and
z are slightly more distributed at the rim of the distribu-
tion. Such unsuccessful events tend to have lower kT so that
many lines do not show up distinctively. The reason for the
failure in finding the true Z and z is probably because the
spectra are generated with the Hitomi response and auxil-
iary files that has a strong absorption due to the gate valve
at low energies. However, such outlier events that deviate
from the true values by 20% are quite few, below 5% of the
total events. Thus, in contrast to visual inspection or empir-
ical trials, this network that gives us an initial guess of the
parameters at the accuracy of a few percent can accelerate
to grasp the features of lots of spectra.
3.2 Performance and the network design
We further studied the dependence of the network perfor-
mance on hyperparameters such as network depth or width
MNRAS 000, 1–7 (2018)
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Table 1. Summary of the neural networks and their results.
Networka best lossb ∆T68(%)
c ∆Z68(%)
c ∆z68(%)
c ∆N68(%)
c Remark
128-128-128-128-4 1.1×10−4 1.2 2.0 1.8 1.7
128-128-128-4 1.3×10−4 1.4 2.2 1.9 2.2
128-128-4 2.2×10−4 1.7 3.2 2.8 2.4
128-4 6.0×10−4 2.9 5.2 4.4 4.2
64-64-64-64-4 1.6×10−4 1.6 2.6 2.7 2.4
64-64-64-4 2.5×10−4 1.8 3.0 2.7 2.8 used in figure
64-64-4 4.2×10−4 2.4 4.3 4.6 3.3
64-4 10.9×10−4 5.0 8.1 7.3 8.5
32-32-32-32-4 3.6×10−4 2.5 3.7 4.0 3.5
32-32-32-4 4.4×10−4 2.3 4.7 4.4 3.8
32-32-4 8.1×10−4 3.7 6.3 6.5 6.3
32-4 19.3×10−4 6.1 10.2 8.5 9.4
16-16-16-16-4 9.3×10−4 3.4 6.6 8.0 5.3
16-16-16-4 14.2×10−4 6.3 8.7 8.2 9.0
16-16-4 20.6×10−4 7.5 11.0 10.6 10.2
16-4 58.7×10−4 10.4 19.0 19.7 17.9
a The dimension of the input vector is 7,200 in all cases.
b The best attained value of the loss function among sixteen trials.
c For the definition of ∆x68, see the main text.
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Figure 2. Top: correlation between the input parameters and the neural network predictions. Bottom: the relative deviations of the
predicted values from the input parameter.
to see if there are any better results obtained or how they
differ by the choice (Table 1). The tried widths are 128,
64, 32, and 16. The number of hidden layers is 1 to 4. The
number of the hidden units is the same in all the hidden lay-
ers. For the same number of hidden layers, a wider network
works better. Comparing constant width, deeper is better.
In short, a bigger network worked better, although the im-
provement of the performance due to adding another extra
layer is relatively less significant for deeper networks. This
indicates that the performance improvement is saturated by
the limit determined from the training dataset.
To estimate the reproducibility of the network perfor-
mance after the same set of training, we shuffled the entire
dataset sixteen times. Each time the dataset is split in 9000
and 1000, and same training procedure was performed, us-
ing the 9000 for training and the 1000 for evaluation. We
find that the best attained value of the loss function can be
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different by a factor of ∼5, with the typical difference being
a factor of ∼2.
Using a commercial graphics card, NVIDIA GeForce
GTX 1080 Graphics Card, the typical time, GPU memory
and the number of CUDA (Compute Unified Device Ar-
chitecture) cores needed to train a single network were 7–
12 minutes, 200–300 MiB, and less than 1000, respectively,
depending on the scale of the network.
3.3 Application to the observed data
We finally apply our network to actual high-resolution spec-
troscopic data. Figure 3 shows the Hitomi microcalorimeter
(SXS; Soft X-ray Spectrometer, Kelley et al. 2016) spec-
trum of the core of the Perseus cluster taken during Hit-
omi’s initial commissioning phase. Only the data of Obs 3
(ObsIDs 10040030, 10040040 and 10040050) are used and
the parabolic gain correction is applied to the data (see Ap-
pendix 1 of Hitomi Collaboration et al. 2017b, for details).
The net exposure is 146 ksec (0.146 Msec). The input Hit-
omi spectrum was therefore first scaled by 1/0.146 to match
the simulation input, then scaled by 1/105.
The predictions of the network were kT = 4.39 keV,
Z = 0.574 solar, z = 0.0168, and N = 0.184. The spectrum
computed using the predicted parameters and its residuals
from the data are shown in the top panel of Figure 3. Impor-
tantly, by performing the fitting with the initial parameters
using the above values, the fit converges on the true global
optimum as shown in the bottom panel of Figure 3, demon-
strating the effectiveness of the neural network for the initial
preprocessing of the high-resolution spectroscopic data.
The best-fit parameters obtained for the same model as
the simulation (i.e., TBabs*apec) are kT = 4.23 ± 0.02 keV,
Z = 0.518 ± 0.005 solar, z = 0.01729 ± 0.00001, and N =
0.190 ± 0.001. The predicted values are consistent with the
best-fitting values within .10%. The reason of the predic-
tion being not as good as the performance shown in Ta-
ble 1 is likely because of the presence of another power-law
continuum component and the neutral iron emission orig-
inating from the brightest cluster galaxy NGC 1275 (Hit-
omi Collaboration et al. 2017c). Despite this contamination,
the network returned the parameters with enough accuracy
to make the fitting find the global minimum. Therefore we
conclude that with contamination of this level, the network
works in practice.
4 DISCUSSION AND SUMMARY
We have constructed and tested a neural network to predict
the parameters of a single-temperature thermal plasma. The
actual spectra may be much more complicated and there
should be many issues related to calibration, atomic data
and so on. However even in those cases, the simplest mod-
elling such as modelling with single-temperature plasma us-
ing knowledge of atomic physics at that moment would be
an important first step, and even this step would suffer from
the growing amount of future data. Also, even in the ideal
(perfect calibration and purely single temperature plasma)
case, the same big-data problem will occur. We think it is
important to make this process more efficient.
The network learned the spectral features that are sensi-
tive to temperature, abundance, redshift, and normalisation,
and as a result could estimate them within a few percent
accuracy. This allows us to set the initial guess of the pa-
rameters to be the derived ones, which leads to a quick con-
vergence on the global minimum in the multi-dimensional
surface of the objective function, saving time for the initial
trial-and-error processes in X-ray spectral analysis. Impor-
tantly, the network is reusable; the parameters are easily dis-
tributable in a binary format such as a CALDB file. Once
such a pre-trained network (e.g. trained using typical re-
sponse files) is distributed (e.g. officially from the calibration
team), it would save a lot of individual human work.
Currently, choosing the model and providing initial val-
ues for a fit requires human interaction. Neural networks
could also be used in data analysis pipelines to do this
quick-look analysis in an automated way, providing a start-
ing point with which human astrophysicists could do a more
detailed and accurate analysis.
In general, each network has its specific task, deter-
mined by the policy with which the network is trained. In
our case, we trained the network so that it is able to predict
the parameters of one temperature plasma, and thus it can-
not do anything else as it is. Training a network to do more
complex tasks is probably possible, but it would be more dif-
ficult to properly train the network and would require more
training datasets.
Using neural network in science has often been a mat-
ter of debate. The major issue is that neural networks are in
general ‘black box’ because it is difficult to intuitively un-
derstand the behaviour of the network compared to written-
down algorithms. Unveiling what a ‘black box’ does is a sig-
nificant problem, while there have been attempts on it (e.g.,
Zeiler & Fergus 2013). As an attempt to understand how
our network acquired the ability to predict the underlying
parameters, we inspected the weight matrices of the hid-
den layers. We found that at the first layer, in some of the
rows of the weight matrix (which has 7200 elements corre-
sponding to 1.8–9 keV), the elements appear excited at the
energies corresponding to emission lines. It seems that some
important features especially related to the emission lines
are learned in the early phase. As the stage of the network
moves to the output, the matrix components seem feature-
less, which means either that the features learned in the
deeper layers are complex or that the features are simply
not apparent as they are shuffled because the role of each
hidden unit is randomly assigned in the course of training.
In response to the recent development of the technique
of deep convolutional neural network (CNN) and its applica-
tion to image recognition (see e.g., Krizhevsky et al. 2012),
there have already been many applications to a variety of as-
trophysical themes: e.g., strong gravitational lensing (Heza-
veh et al. 2017); supernovae (Kimura et al. 2017) or gamma-
ray surveys (Caron et al. 2017). Although spectral data are
one-dimensional unlike image data, we think the technique
of convolution is likely to be useful also for spectral data, be-
cause spectral lines are local structure and thus short-range
correlations must exist.
In addition to the short-range correlation due to local
structures such as emission lines, there should also be long-
range correlations because for example some emission lines
share the same origin; e.g, sometimes both the Fe-L com-
MNRAS 000, 1–7 (2018)
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Figure 3. Top: the model calculated based on the values predicted by the neural network for the actual Hitomi spectrum. Bottom: the
best-fit model found using the initial parameter estimation to be the predicted values above. Red curves are the models, and black data
points are the Hitomi spectrum and residuals. Note that the actual obtained spectrum (in the form of counts in each energy bin) is
normalised by the exposure time only for display.
plex and the Fe-K complex appear in the same spectrum
while the former appears in the low-energy band and the
latter appears in the high-energy band. In that sense spec-
tral data are similar to natural languages rather than image
data whose long-range correlation is not as strong as the
short-range one, and therefore techniques for natural lan-
guage processing such as recurrent neural network (RNN)
or long short-term memory (LSTM) might be applicable.
Although we have demonstrated the effectiveness of the
neural network for the regression of the parameters of a
single-temperature plasma, the actual plasma may not al-
ways consist only of a single component. For example, the
spectral data of the DIOS mission, which aims at the map-
ping of warm-hot intergalactic medium (WHIM), will consist
of a few components of different plasma in different redshifts.
We have tried to extend our methods to multi-component
plasma – classification by the number of plasma components.
Adjusting hyperparameters, we so far achieved an accuracy
of the classification of ∼80%, which would not be sufficient
for practical fitting routines. Such work that would require
different techniques will be covered by the following paper.
Using the Hitomi data, Hitomi Collaboration et al.
(2017a) demonstrated the importance of associating velocity
structures with morphological features. Future high-angular-
resolution calorimeter missions such as Lynx will enable spa-
tial mapping of velocity structures to be performed with a
few orders of magnitude higher number of spatial bins. It
is of vital importance to establish a data analysis strategy,
which has a few orders of magnitude higher efficiency. Arti-
ficial neural network-based preprocessing could play an es-
sential role to fully exploit the future, big astronomical data.
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