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Résumé
Ces travaux de reherhe ont pour objetif de ontribuer au développement et à
l'exploitation d'outils de vériation des problèmes de méanique linéaires dans
le adre des méthodes de déomposition de domaine sans reouvrement. Les
apports de ette thèse sont multiples.
 Nous proposons d'améliorer la qualité des hamps statiquement admis-
sibles néessaires à l'évaluation de l'estimateur par une nouvelle métho-
dologie de reonstrution des ontraintes en séquentiel et par des optimi-
sations du alul de l'intereort en adre sous-struturé.
 Nous démontrons des bornes inférieures et supérieures de l'erreur sépa-
rant l'erreur algébrique (due au solveur itératif) de l'erreur de disrétisa-
tion (due à la méthode des éléments nis) tant pour une mesure globale
que pour une quantité d'intérêt. Cette séparation permet la dénition
d'un ritère d'arrêt objetif pour le solveur itératif.
 Nous exploitons les informations fournies par l'estimateur et les espaes
de Krylov générés pour mettre en plae une stratégie auto-adaptative de
alul onsistant en une haîne de résolution mettant à prot remaillage
adaptatif et reylage des diretions de reherhe.
Nous mettons en appliation le pilotage du solveur par un objetif de préision
sur des exemples méaniques en deux dimensions.
Mots-lefs : Méthode des éléments nis, vériation, erreur en relation de om-
portement, quantité d'intérêt, méthodes de déomposition de domaine sans re-
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Dans les industries de onstrution méanique, les outils numériques sont de plus en
plus présents au sein des bureaux d'étude. Devenus indispensables, ils aompagnent les
ingénieurs dans les phases de oneption et de dimensionnement. Depuis quelques années,
es outils tendent même à remplaer les démarhes expérimentales. En eet, en allongeant
le temps de oneption, la validation par les essais s'avère très onéreuse et diile à mettre
en ÷uvre, notamment sur les strutures de grande taille pour lesquelles les tehniques
d'instrumentation lassiques sont parfois inenvisageables. Sans éliminer omplètement
la phase expérimentale qui sera toujours le seul lien ave le réel, les industriels tendent
à adopter le virtual testing, 'est-à-dire l'utilisation des simulations numériques pour
remplaer ertains essais.
De la modélisation de la physique observée déoulent des équations aux dérivées
partielles dont la solution est la réponse de la struture onsidérée aux solliitations
extérieures. Malheureusement, à l'exeption de rares as simples, la solution de telles
équations n'est pas aessible et des méthodes d'approximation sont alors employées
pour pouvoir fournir des solutions approhées dont la pertinene doit être relativisée.
L'adoption massive du virtual testing par les industriels ne peut se faire que si la
simulation et les aluls sont maîtrisés. De plus, es-derniers doivent répondre aux be-
soins des ingénieurs qui s'intéressent à des strutures omplexes (assemblage de plusieurs
pièes par exemple) dont le omportement est dérit par des lois d'évolution qui peuvent
être fortement non linéaires. Ces strutures peuvent également être soumises à des solli-
itations sophistiquées sur des éhelles de temps très ourtes ou très longues. Il est don
essentiel que les herheurs répondent à es enjeux en fournissant des outils de simulation
permettant de traiter des problèmes omplexes de grande taille tout en garantissant la
qualité du résultat fourni.
Depuis les année 1970, la vériation, dont l'objetif est la maîtrise de la qualité des
aluls numériques, a onnu de nombreux développements. Aujourd'hui, des outils éla-
borés et eaes sont disponibles pour ritiquer l'approximation issue d'une simulation.
La vériation fournit, entre autres, des informations sur l'erreur ommise lors de l'étape
de disrétisation (néessaire pour le passage d'une équation ontinue à une formulation
disrète, e qui est le as dans la méthode des éléments nis par exemple). Ainsi, l'erreur
de disrétisation peut être estimée tant au niveau global (sur l'ensemble de la stru-
ture) qu'au niveau loal (zone d'intérêt pour l'ingénieur) et e pour une large gamme
de problèmes. Dans les problèmes de méaniques, les prinipaux estimateurs d'erreur
sont eux qui se mettent en ÷uvre après la résolution ; ils sont alors dits a posteriori.
Les estimateurs sont lassés en trois atégories : eux qui exploitent la défaut d'équilibre
de la solution approhée, eux qui proposent de lisser la solution approhée et eux qui
exploitent l'erreur en relation de omportement. Pour des estimations d'erreurs loales
(sur des quantités d'intérêt) e sont sur les extrateurs et la dénition d'un problème ad-
joint que se basent la plupart des développements. Ces approhes permettent de mettre à
prot les outils développés pour l'estimation d'erreur globale. Bien sûr, l'obtention d'un
enadrement de l'erreur de disrétisation sur une quantité d'intérêt a un oût et tous les
estimateurs présents dans la littérature ne sont pas équivalents. En eet, la qualité, la
préision, la diulté d'implémentation, le suroût assoié sont autant de ritères qu'il
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onvient de prendre en ompte pour bien hoisir la méthode d'estimation de l'erreur.
Les méthodes d'approximation onduisent à onstruire des systèmes d'équations sous
forme matriielle que l'on doit ensuite résoudre. Lorsque es problèmes sont de grande
taille, l'utilisation d'un unique ÷ur n'est pas susante même en prenant en ompte
l'essor inroyable de la apaité des ordinateurs. Néanmoins, l'arhiteture parallèle ou
le regroupement en lusters des mahines permet de réer des super-alulateurs aux
performanes étourdissantes (plusieurs milliers de milliards d'opérations par seonde pour
les plus puissants d'entre eux). An de proter pleinement des apaité de es super-
alulateurs, la stratégie de résolution doit être adaptée à l'arhiteture du luster. Ainsi,
la ommuniation entre proesseurs étant une opération lente, l'algorithme, pour être
eae, doit entre autres limiter le nombre d'éhanges entre proesseurs. Les méthodes
de déomposition de domaine sont des outils robustes pour la résolution de système
de grande taille. Plus partiulièrement, les méthodes sans reouvrement de type Shur-
Krylov ont les propriétés d'extensibilité numérique attendues pour leur exploitation sur
des gros alulateurs. De plus, les éhanges néessaires se font uniquement entre sous-
domaines voisins et font intervenir des quantités relativement petites (de la taille de
l'interfae entre sous-domaines). Enn, les solveurs itératifs assoiés (solveurs de Krylov)
ont été très étudiés et sont maîtrisés.
Notre travail s'insrit dans la ontinuité de la réexion ommenée dans [110℄ et dans
la lignée des travaux portant sur la vériation dans le as de aluls intensifs [115℄.
Dans les travaux [110℄, une proédure d'estimation d'erreur en adre sous-struturé a été
développée. Cette proédure :
 permet d'obtenir une estimation d'erreur à haque itération du solveur
 est entièrement parallèle et s'inlut naturellement dans les prinipaux algorithmes
de déomposition de domaine
Les premiers résultats montrent une rapide onvergene de l'estimateur au ours des
itérations de l'algorithme de déomposition de domaine, e qui indique que seules les
premières itérations sont eaes. Se pose alors la question suivante : omment éviter
les itérations qui ne font pas diminuer le niveau d'erreur ? autrement dit : omment dé-
nir un ritère d'arrêt du solveur qui n'entraîne pas de sur-résolution ? Malheureusement,
l'évaluation de l'estimation de l'erreur à haque itération, qui donnerait une réponse à
ette question, entraînerait un oût prohibitif. Plus globalement, nous pouvons nous in-
terroger sur les stratégies à adopter pour onduire eaement un alul parallèle sur
un problème de méanique tout en fournissant une information sur la qualité du résultat
obtenu. Nos travaux tentent de répondre à es questions en suivant trois axes. Première-
ment, des améliorations quant à la reonstrution des hamps admissibles néessaires à
l'évaluation de l'estimateur ont été proposées dans un adre séquentiel et dans un adre
sous-struturé. Deuxièmement, une nouvelle majoration de la distane entre le hamp
solution exat et le hamp alulé séparant l'erreur due au solveur itératif de l'erreur de
disrétisation a été démontrée. Cette séparation est érite pour une estimation d'erreur
globale et une estimation d'erreur loale. Elle permet de piloter le solveur par l'erreur de
disrétisation. Troisièmement, dans le as de résolutions suessives en vue d'atteindre un
objetif de préision donné, des tehniques de remaillage et de reylage de l'information
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ont été développées et mises en ÷uvre sur des exemples issus de la méanique. L'en-
semble des développements logiiels a été eetué au sein d'un ode de alul parallèle
sous Otave.
Nos travaux s'organisent don autour de quatre axes qui sont développés dans quatre
parties.
La première partie a pour objetif de situer préisément le ontexte sientique dans
lequel se situent nos travaux. Pour ela, dans un premier temps, nous présentons le
problème de référene d'élastiité linéaire. Puis, un état de l'art sur les méthodes de
vériation est brossé : nous dénissons tout d'abord l'erreur de disrétisation et pré-
sentons les prinipales méthodes permettant d'estimer ette erreur tant au niveau global
que loal. Ensuite, nous dressons un état de l'art sur les méthodes de déomposition
de domaine sans reouvrement : nous présentons la sous-struturation et l'ériture du
problème d'interfae. Nous détaillons les résolutions dans le as des approhes primale et
duale et présentons aussi d'autres types d'approhes. Enn, nous résumons la proédure
d'estimation d'erreur en parallèle pour les déomposition de domaine proposée dans [111℄.
A partir des résultats, nous illustrons la néessité d'équilibrer les deux niveaux d'erreur
intervenant dans la résolution. Nous faisons également une brève revue des méthodes
employées pour séparer et omparer les soures d'erreur.
La deuxième partie présente des améliorations pouvant être apportées à l'estimation
d'erreur en séquentiel et en adre sous-struturé. Premièrement, nous présentons une
nouvelle méthode de reonstrution de hamps statiquement admissibles. Cette méthode
permet une étude de la pertinene de la ondition de prolongement forte, hypothèse à
la base d'une autre tehnique de reonstrution de hamps statiquement admissibles.
Puis, nous détaillons deux améliorations pour l'obtention de réations équilibrées entre
sous-domaines. En partiulier, nous soulignons le rle des points multiples et des points
situés sur un ontour de Dirihlet, où une optimisation est possible, e qui laisse la
plae à une meilleure eaité de l'estimateur. Ce traitement spéique est appliqué sur
l'algorithme FETI-DP pour lequel nous proposons une méthode de reonstrution des
hamps admissibles néessaires à l'évaluation de l'estimateur. Ainsi, tous les résultats de
la partie suivante pourront s'appliquer également aux algorithmes FETI-DP et BDDC.
Nous signalons que ette partie, traitant d'aspets tehniques et pointus, peut être évitée
dans un premier temps. Elle n'est pas néessaire à la ompréhension de la suite du
manusrit. Le leteur s'intéressant aux ontributions proposées pour la onstrution de
hamps admissibles pourra revenir sur ette partie à la n de sa leture du manusrit.
La troisième partie onstitue le ÷ur de nos travaux. Elle onsiste en l'énoné du
théorème fondamental de séparation des deux soures d'erreur (erreur de disrétisation
et erreur algébrique) dans la majoration de l'erreur vraie, tant pour une estimation de
l'erreur globale que de l'erreur loale. Le théorème est démontré et des résultats sur
des struture en deux dimensions illustrent la pertinene de la séparation. Un nouveau
ritère d'arrêt du solveur itératif est alors déni : nous pilotons le alul par l'erreur de
disrétisation. Nous présentons également omment il est possible d'obtenir une borne
inférieure de l'erreur de disrétisation globale à travers une proédure parallèle néessitant
un faible suroût si la borne supérieure est déjà alulée.
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La quatrième partie traite du remaillage et des aélérations de Krylov dans le as de
résolutions suessives du problème linéaire en vue d'obtenir un niveau d'erreur donné.
Nous examinons deux tehniques de remaillage dont l'une entraîne l'apparition de dis-
rétisations inompatibles aux interfae et montrons omment les mettre en ÷uvre. Puis,
nous rappelons les prinipes de reylage des espaes de Krylov générés et l'appliquons
sur des exemples.
Enn, dans la onlusion, nous faisons le bilan des apports de ette thèse en rappelant
les prinipaux résultats obtenus et donnons les diretions pouvant faire l'objet de futures
explorations.
La quasi totalité des illustrations numériques de ette thèse ont pour support deux
strutures présentées en annexe 9.4.2.
Première partie
Etat de l'art sur la vériation et les
méthodes de déomposition de




Dans ette première partie, nous dérivons l'environnement dans lequel vont s'insérer
les travaux de ette thèse. Dans le premier hapitre, nous faisons un état de l'art as-
sez général des méthodes permettant d'estimer l'erreur de disrétisation provenant d'un
alul éléments nis. Puis, dans le deuxième hapitre, nous présentons les prinipales mé-
thodes de déomposition de domaine sans reouvrement. Ces deux premiers points nous
permettent d'aborder ensuite, dans un troisième hapitre, la problématique de l'estima-
tion d'erreur en adre sous-struturé : nous dérivons la proédure proposée dans [111℄
et mettons en évidene la faiblesse du ritère d'arrêt du solveur itératif généralement
hoisi. Nous aboutissons naturellement à la néessité d'identier et de séparer les erreurs
intervenant dans la résolution an d'améliorer e ritère. Enn, nous dressons un état
des lieux des stratégies retenues dans la résolution de problèmes méaniques pour séparer
les diérentes soures d'erreur.
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Chapitre 1
Estimation de l'erreur de
disrétisation
Dans e hapitre, nous présentons le problème de référene onsidéré
dans ette thèse ainsi que la méthode des éléments nis. Nous donnons
ensuite la dénition de l'erreur de disrétisation et faisons un état de
l'art sur les méthodes d'estimation de ette erreur a priori ou a poste-
riori. Dans l'ensemble de e hapitre, la résolution du problème élément
ni est onsidérée séquentielle (pas de déomposition de domaine).
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Figure 1.1  Problème de référene
1.1 Problème de référene et méthode des éléments nis
Nous nous plaçons dans le adre de la méanique des milieux ontinus et le problème
de référene est un problème statique d'élastiité linéaire.
1.1.1 Problème modèle
Considérons une struture oupant un ouvert Ω Ă Rd (voir gure 1.1), où d désigne la
dimension de l'espae. Nous faisons l'hypothèse que la struture subit une évolution quasi-
statique et isotherme vériant l'hypothèse des petites perturbations. Le omportement
est supposé élastique et linéaire et est aratérisé par le tenseur de Hooke H. La struture
est soumise aux solliitations suivantes :
 une densité d'eort volumique f sur Ω
 une densité surfae d'eort g sur la partie Bg du bord BΩ
 un déplaement imposé ud sur la partie Bu du bord BΩ, ave mespBuΩq ‰ 0
L
2pΩq désigne l'espae des fontions de arré intégrable sur Ω et H1pΩq désigne l'espae
des fontions de arré intégrable dont la dérivée est de arré intégrable.
Notons u le hamp de déplaement inonnu, ε puq la partie symétrique du gradient
de u, σ le tenseur des ontraintes de Cauhy.
Le problème méanique onsiste à trouver un hamp de déplaement u et un hamp
de ontrainte σ vériant :
 Les équations d'admissibilité :
u “ ud sur BΩ
č
BuΩ et ε puq “ 1
2
pgradpuq ` gradT puqq sur Ω (1.1)
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 Les équations d'équilibre :
divpσq ` f “ 0 sur Ω et σn “ g sur BgΩ (1.2)
 La relation de omportement :
σ “ H : ε puq sur Ω (1.3)
Le tenseur de Hooke dénissant une forme bilinéaire symétrique positive et oerive, la
solution de e problème existe et est unique. Elle est notée puex, σexq.
Nous introduisons alors deux espaes anes et une forme positive :
 Espae des hamps inématiquement admissibles
CApΩq “
!
u P `H1pΩq˘d , u “ ud sur BΩč BuΩ) (1.4)
et nous notons CA0 l'espae vetoriel assoié :
CA0pΩq “
!
u P `H1pΩq˘d , u “ 0 sur BΩč BuΩ) (1.5)





; @v P CA0pΩq,
ż
Ω









 L'erreur en relation de omportement [71℄







x : H´1 : x
˘
dΩ




˘ P CApΩq ˆ SApΩq tel que eCRΩpu, σq “ 0 (1.8)
Cette formulation est équivalente à la préédente.
Enn, une troisième formulation faisant intervenir des formes linéaires s'érit :





ε puq : H : ε pvq dΩ (1.10)








g ¨ vdS (1.11)
est une forme linéaire ontinue.
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1.1.2 Disrétisation et résolution par la méthode des éléments nis
La solution exate de es équations n'est onnue que pour quelques problèmes simples.
En méanique, la méthode de résolution approhée la plus utilisée est sans auun doute
la méthode des éléments nis en déplaement, qui a été développée dans la deuxième
moitié du vingtième sièle [23, 142, 9℄.
An d'obtenir une approximation de la solution, elle-i est herhée dans un espae
de dimension nie CAHpΩq. La struture est disrétisée à l'aide d'un maillage noté ΩH .
Dans la suite, nous supposons que le maillage reouvre parfaitement Ω. A e maillage
sont assoiées des fontions de forme ontinues qui sont des polynmes de degré p sur
haque élément et qui forment une base de CAHpΩq.
Le problème éléments nis s'érit alors :
Trouver uH P CAHpΩq tel que @vH P CA0HpΩqż
Ω








En déomposant le déplaement uH sur la base des fontions de forme uH “ φHu, le


















où K est la matrie de rigidité symétrique dénie et positive et f est le veteur des eorts
généralisés. L'indie d représente les degrés de libertés situés là où des onditions de
Dirihlet ont été imposées et l'indie r représente le reste des degrés de liberté. λd est le
























est la matrie des fontions de forme restreintes aux n÷uds situés sur BuΩ.
A ondition que ΩH oïnide ave Ω et que le degré des fontions de forme soit
susamment élevé pour représenter le déplaement imposé (e qui est supposé ii), le
hamp de déplaement obtenu vérie uH P CAHpΩq Ă CApΩq. En revanhe, dans la
majorité des as, σ
H
R SApΩq et la solution obtenue n'est don pas la solution exate.
Le fait que σ
H
R SApΩq traduit que la solution éléments nis ne respete pas l'équilibre.
En eet, il peut y avoir :
 non-vériation de la ondition aux limites en eort sur BgΩ
 non vériation de l'équilibre interne
 non-vériation de l'équilibre entre deux éléments voisins
Dans la suite, nous notons T l'ensemble des éléments de ΩH , E l'ensemble des arêtes et
V l'ensemble des sommets (ou n÷uds). Introduisons également l'opérateur B qui extrait
les arêtes du bord d'un groupe d'éléments et les extrémités d'un groupe d'arêtes. La
notation PpXq désigne l'ensemble des sous-ensembles de X. La notation B´1 est utilisée
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pour désigner l'opération qui à un sommet assoie les arêtes qui y sont reliées et à une
arête assoie les éléments dont elle fait partie.
P pT q BÝÑ P pEq BÝÑ P pVq (1.15)
En partiulier, pour un n÷ud N, les éléments dans B˜´2N forment le star-path assoié.
La gure 1.2 illustre es opérateurs pour des as simples.
Figure 1.2  Illustration des opérateurs de bords
1.1.3 Erreur de disrétisation
Le ouple puH , σHq obtenu n'étant pas la solution exate, nous dénissons l'erreur de
disrétisation omme l'éart entre le hamp issu du alul éléments nis et le hamp solu-
tion. Ainsi ediscr “ uex´uH est le hamp assoié à ette erreur et ediscr “ }ε pediscrq }H´1,Ω
sa norme. Une propriété remarquable du hamp ediscr est qu'il est orthogonal à tout élé-




ε pediscrq : H : ε pvHq dΩ “ 0 (1.16)
Démonstration. Le problème étant linéaire, nous pouvons érire
@vH P CAHpΩq,ż
Ω
ε pediscrq : H : ε pvHq dΩ “
ż
Ω
ε puexq : H : ε pvHq dΩ´
ż
Ω
ε puHq : H : ε pvHq dΩ
(1.17)
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Une première analyse sur l'erreur de disrétisation peut être faite avant même de
mener un alul éléments nis. En eet, le résultat suivant, basé sur la onvergene de
la méthode des éléments nis, permet de donner une estimation de l'erreur a priori :
ediscr ď Chq (1.19)
où h est le plus grand diamètre des éléments du maillage. C désigne une onstante
indépendante de h. q un réel positif égal au degré p des fontions de forme hoisies pour
la résolution éléments nis si le problème est régulier et égal au minimum entre l'ordre
de la singularité du problème et p, si le problème est singulier. Malheureusement, la
onstante C est généralement impossible à déterminer si bien que e résultat ne permet
pas une estimation de l'erreur de disrétisation mais donne uniquement une indiation
sur la vitesse de onvergene de l'approximation.
1.2 Erreur globale
An d'estimer l'erreur de disrétisation, des approhes a posteriori ('est-à-dire mises
en plae après la résolution éléments nis) ont été développées. Ces méthodes ont pour
objetif de fournir une estimation de l'erreur de disrétisation via un estimateur d'er-
reur. La qualité de l'estimateur est donnée par le rapport de l'erreur estimée sur l'erreur
de disrétisation exate. Plus e quotient est prohe de 1, plus l'estimation est préise.
L'estimateur est dit garanti si e quotient est supérieur ou égal à 1. En eet, dans e
as, l'estimation fournie est obligatoirement une majoration de l'erreur de disrétisation.
Dans le as ontraire, le terme d'indiateur d'erreur est préféré à elui d'estimateur. En-
n, l'estimateur est dit onsistant si l'eaité de elui-i tend vers 1 lorsque h tend vers
0. Dans ette sous-partie, nous dressons un état de l'art non exhaustif des méthodes d'es-
timation d'erreur de disrétisation pour les problèmes de méanique pouvant se rapporter
au problème modèle.
1.2.1 Méthodes basées sur les résidus
Ces méthodes ont été introduites initialement dans [6, 5℄ et exploitent le défaut d'équi-
libre de la solution éléments nis pour proposer une estimation de l'erreur de disrétisa-
Erreur globale 35
tion. Elles se basent sur l'équation des résidus :
@v P CA0pΩq, apediscr, vq “ Lpvq ´ apuH , vq “ RHpvq (1.20)
où RH est appelé opérateur des résidus qui est une fontionnelle linéaire dépendant de
la solution éléments nis uH . Nous distinguons deux familles de méthodes : les méthodes
des résidus expliites et les méthodes des résidus impliites. Dans la première famille,
l'équation des résidus est exploitée diretement tandis que dans la seonde, des résolutions
de problèmes loaux sont néessaires.
1.2.1.1 Méthode des résidus expliites
Un premier développement en dimension 1 a été proposé dans [7℄, l'extension en
dimension 2 est réalisée dans [4℄. Dans ette méthode, le résidu est déomposé en ontri-













rT “ divσH ` f (1.22)









nT ´ g sur γ P BT X BgΩ
0 sur γ P BT X BuΩ
(1.23)
où γ est l'arête ommune à T et T 1. Ainsi rγ rend ompte du déséquilibre sur les arêtes.








où les normes utilisées sont les normes L
2
. Elle est démontrée en introduisant l'opérateur
de projetion ΠH qui projette tout hamp de CA
0
dans CA0H et en utilisant l'orthogonalité
de Galerkin, les inégalité de Cauhy-Shwarz, Poinarré et Korn. Malheureusement, ette
estimation fait intervenir une onstante C très diile à évaluer, voire inonnue. En
pratique, le hoix C “ 1 est eetué mais 'est au prix d'une perte du aratère garanti
de l'estimateur et d'une faible eaité (la onstante étant surrestimée si hoisie égale à
1).
Il est à noter qu'un estimateur basé sur les résidus, reprenant une partie des idées
préédentes, a été réemment développé dans [55℄. Se basant sur la théorie de Kondratiev
(théorie de régularité)[70℄, les majorations suessives aboutissant à l'estimateur ne font
plus intervenir de onstantes inonnues. Il en résulte un estimateur simple à mettre en
÷uvre et eae sur des problèmes d'élastiité linéaire.
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1.2.1.2 Méthode des résidus impliites
Puisque néessitant des résolutions de problèmes loaux, es méthodes sont plus oû-
teuses que les préédentes. Néanmoins, elles permettent l'obtention d'une estimation de
l'erreur de meilleure qualité. Le prinipe est d'érire l'équation des résidus sur un sup-
port loal qui peut être soit un star-path d'éléments (on parle de Subdomain Residual
Methods) soit un élément (on parle alors de Element Residual Methods). Les problèmes
loaux obtenus sont généralement mal posés et plusieurs solutions ont été proposées an
de les régulariser. An de présenter de manière synthétique les diérentes méthodes pré-
sentes dans la littérature nous regroupons les référenes dans le tableau à double entrée
1.2.1.2. Le leteur urieux des détails de es tehniques pourra se reporter aux référenes
indiquées dans le tableau. Deux méthodes de e tableau permettant la reonstrution de
hamps statiquement admissibles (Element Equilibration Tehnique et Flux-free) seront















Support problèmes loaux Path d'éléments Elément
Moyen régularisation
Conditions limites Dirihlet homo-
gène
[6℄ [30℄





Partition de l'unité des fontions de
forme
Flux-free[107℄
Espae régularisant [28℄ [1℄
Table 1.1  Synthèse des méthodes des résidus impliites
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1.2.2 Méthodes basées sur le lissage des ontraintes
Cette famille de méthodes fournit un indiateur de l'erreur de disrétisation. Le prin-
ipe est de onstruire un hamp de ontraintes optimisé, noté par la suite σ
opt
issu d'un
lissage du hamp de ontraintes éléments nis σ
H
. Alors, une indiation de l'erreur de














Distinguons deux types de reonstrution. Dans la première méthode [143℄, le hamp de





optφi. Les oeients σ
i
opt peuvent être obtenus de deux manières :
 En minimisant l'éart entre le hamp éléments nis et le hamp lissé au sens des
moindres arrés sur toute la struture. Cela onduit à résoudre un système de
taille N ˆN .
 En alulant la moyenne des ontraintes éléments nis sur B˜´2i.
Dans la seonde méthode [144, 145, 146℄, la propriété de superonvegene de ertains
points du maillage est exploitée. Il s'agit alors de herher, sur haque star-path du
maillage, une fontion polynomiale qui minimise l'éart au sens des moindres arrés
ave la solution éléments nis en utilisant les points de superonvergene omme points
d'éhantillonnage. En eetuant une moyenne sur l'ensemble des star-pathes, nous al-





nombreuses variantes ont été proposées autour de es méthodes. Failement implémen-
tables, e sont les méthodes données dans la plupart des ode de aluls industriels.
Néanmoins, la perte du aratère garantie de l'estimation (un indiateur peut donner
une borne inférieure ou supérieure de l'erreur vraie) fait de es indiateurs des outils trop
pauvres pour la qualiation d'un résultat éléments nis.
1.2.3 Méthodes basées sur l'erreur en relation de omportement
Pour un ouple (uˆ , σˆ) dont les hamps sont respetivement inématiquement et
statiquement admissibles, il est possible mesurer l'erreur ommise grâe à l'erreur en
relation de omportement. La notion d'erreur en relation de omportement se base sur
la onsidération que l'équation du omportement est la moins able des trois équations
dénissant le problème de méanique (les deux autres étant l'admissibilité inématique et
l'équilibre). Cette mesure de l'erreur assoiée au théorème de Prager-Synge [116℄ est à la
base d'une famille d'estimateurs d'erreur a posteriori. Ces estimateurs ont été très étudiés
et répondent aux questions posées par la vériation dans des adres divers. Citons [85℄
pour l'élastiité linéaire, [25℄ pour l'extension en trois dimensions, [82℄ pour des problèmes
d'évolution, [24, 99, 83, 77, 76℄ pour des problèmes non-linéaires (omportement plastique
ou élasto-viso-plastique), [92℄ pour des problèmes de ontat, [18℄ pour les problèmes
stohastiques.
Le théorème de Prager-Synge s'érit :
~uex ´ uˆ~2Ω ` }σex ´ σˆ}H´1,Ω






ε pxq : H : ε pxq˘ dΩ
Ainsi, si l'on dispose d'un ouple de hamps respetivement inématiquement et sta-
tiquement admissibles, une majoration de l'erreur de disrétisation de la forme
ediscr ď eCRΩpuˆ, σˆq (1.27)
est obtenue. Le hamp de déplaement issu de la résolution éléments nis étant inémati-
quement admissible, il est possible de faire le hoix uˆ “ uH . En revanhe, puisque la
solution éléments nis n'est pas la solution exate, il est néessaire de reonstruire un
hamp de ontraintes statiquement admissible. C'est là le point entral des estimateurs
basés sur l'erreur en relation de omportement. La reonstrution de hamp statiquement
admissible est un enjeu à deux titres. Tout d'abord, il s'agit d'un point tehnique pour
lesquelles les méthodes disponibles dans la littérature sont omplexes. D'autre part, 'est
de la qualité de e hamp que dépend la qualité de l'estimateur. Nous présentons les
méthodes permettant de reonstruire un hamp statiquement admissible à partir de la
solution éléments nis. A l'exeption de l'approhe en ontrainte, nous omparerons les
performanes des tehniques de reonstrution de hamps statiquement admissibles dans
le hapitre 4, à l'oasion de la présentation de la méthode que nous avons développée.
1.2.3.1 Approhe en ontrainte
Une première méthode permettant d'obtenir un hamp de ontrainte statiquement ad-
missible onsiste à eetuer une résolution éléments nis ave une approhe en ontrainte
du problème de référene. Cette résolution fournit un hamp de ontrainte statiquement
admissible et un hamp de déplaement disontinu. Elle néessite la onstrution de nou-
veaux types d'éléments en eort. Citons [67, 65, 66℄ dans lesquels sont développés de
tels éléments pour l'estimation d'erreur par analyse duale. Le développement est lourd
et omplexe mais permet de fournir des bornes garanties de l'erreur ommise grâe à
l'erreur en relation de omportement.
1.2.3.2 Flux-free tehnique
Cette tehnique, introduite dans [107℄ pour l'estimation d'erreur sur un problème de
méanique linéaire, a pour point de départ l'équation des résidus :
@v P CA0pΩq
apediscr, vq “ Lpvq ´ apuH , vq “ RHpvq
(1.28)
dans laquelle nous utilisons la propriété de partition de l'unité des fontions de forme et








Cela mène don à un ensemble de problèmes loaux haun posé sur le star-path B˜´2N
(le support de la fontion de forme φNH assoiée au n÷ud N P V).
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Trouver eN P CA0pB˜´2Nq tel que @v P CA0pB˜´2Nq
apeN , vq “ RHpφNHvq
(1.30)
An que e problème soit bien posé, il onvient de vérier que le seond membre est
bien orthogonal au noyau de l'opérateur a, 'est-à-dire que pour tout mode rigide us P
CA0pB˜´2Nq,
RHpφNHusq “ 0 (1.31)
Cette ondition est généralement vériée à l'exeption des rotations dans le as de pro-
blème vetoriel ave un degré d'interpolation des fontion de forme éléments nis égal à
1. Pour pallier ette non-vériation, le projeteur ΠH qui projette sur l'espae CA
0
HpΩq
est introduit et le problème loal sur le star-path est réérit :
Trouver eN P CA0pB˜´2Nq tel que @v P CA0pB˜´2Nq
apeN , vq “ RHpφNHpv ´ΠHvqq
(1.32)
Alors, quel que soit us P CA0pB˜´2Nq, nous avons RHpφNHpus ´ΠHusqq “ 0.
Le problème est ensuite résolu sur un espae CA0hpB˜´2Nq plus rihe que CA0HpB˜´2Nq
(fontions de forme de degré plus élevé ou maillage de B˜´2N et résolution par les méthode
des éléments nis).
L'évaluation du seond membre peut être ompliquée du fait que l'argument du résidu
n'appartient généralement pas à l'espae éléments nis. Dans [107℄, les auteurs suggèrent
d'utiliser le projeteur Πh sur l'espae CA
0
h et de aluler RHpΠhφNHvq. En eet, en
remarquant que :







on simplie l'évaluation du terme puisque l'on peut le aluler en faisant le produit terme
à terme de valeurs nodales de φNH par les valeurs nodales de v.
Remarque 1.1. L'astue préédente est également valable dans le as où l'on doit utiliser
le projeteur , 'est-à-dire dans le alul de RHpφNHpv ´ΠHvqq.
Dans [26℄ sur un problème d'élastiité et dans [108℄ pour l'équation de Poisson, les
problèmes loaux sont résolus par une approhe duale (réalisable en pratique si le harge-
ment volumique n'est pas trop omplexe). Dans [100℄, la propriété de partition de nullité
vériée par les dérivées des fontions de forme est exploitée e qui permet de systématiser
la résolution des problèmes loaux.
Enn, le hamp statiquement admissible est reonstruit de la façon suivante :









1.2.3.3 Element Equilibration Tehnique (EET)
Cette tehnique a été présentée dans [80℄ pour la première fois. La présentation que
nous faisons est assez originale et inspirée de la revisitation eetuée dans le hapitre 4.
La tehnique onsiste à herher un hamp de ontrainte σˆ vériant la relation suivante,
appelée ondition de prolongement forte :





q : ε pvq dΩ “ 0 (1.35)
Nous imposons don que le hamp reonstruit développe le même travail que le hamp
σ
H
issu du alul élément ni.
La reonstrution d'un hamp statiquement admissible se déompose alors en deux
étapes :
 Dans la première étape, pour haque arête, un hamp d'inter-eort Fˆ
Γ
satisfaisant
l'équilibre entre élément (prinipe d'ation réation) et la ondition de prolonge-
ment forte est déterminé.
 Dans la seonde étape, es inter-eorts sont utilisés omme ondition de Neumann
pour la résolution d'un problème loal par élément. Le hamp global obtenu est
alors statiquement admissible puisque les équations d'équilibre sont respetées.






¨ nΓ “ δΓT Fˆ
Γ
, @T P T , @Γ P BT
Fˆ








q : ε pvq dΩ, @v P CAH ,
(1.36)
Le oeient δΓT “ ˘1 est utilisé pour assurer le prinipe d'ation-réation de deux
éléments voisins #
@Γ P BΩH , T “ B´1Γ, δΓT “ 1
@Γ P EzBΩH , tT, T 1u “ B´1Γ, δΓT ` δΓT 1 “ 0
(1.37)
Puisque les mouvements de orps rigides appartiennent à l'espae CAHpΩq, la ondi-
tion de prolongement forte implique l'équilibre des éléments vis-à-vis des orps rigides.
L'alternative de Fredholm est vériée et σˆ est bien déni.
En développant la ondition de prolongement et en utilisant l'équilibre éléments nis :
















Dans la version originale de la EET [80℄, haque tration Fˆ
Γ
est supposée linéaire.
L'équation 1.38 est alors testée sur haque fontion de forme an que l'évaluation soit li-
mitée à leur support. Ce ne sont don plus des trations sur les arêtes qui sont reherhées
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mais des travaux. Le veteur Wˆ
Γ













La ondition de prolongement forte se réérit omme un ensemble de systèmes de petite
taille déouplés.
Pour haque n÷ud N
$’’’&’’’%
@T P B˜´2N, soit BT X B´1N “ tΓ1,Γ2u,
δΓ1T Wˆ
Γ1







Le système i-dessus ne fait intervenir que les inonnues pWˆΓiN qi assoiées au n÷ud N.
Chaque diretion de l'espae peut être traitée indépendamment. La nature du système
dépend de la position du n÷ud :
 Pour les n÷uds situés sur BgΩ, le système possède une unique solution
 Pour les n÷uds internes ou situés sur BuΩ, le système i-dessus est sous-déterminé.
Une ontrainte supplémentaire est don introduite. Un hoix peut être de minimi-
ser la distane DN entre le travail de la solution éléments nis et elui du hamp









où FΓH désigne le travail le long de l'arête par la solution élément ni vis-à-vis de la












θΓT pσHT ¨ n
Γ
T q ¨ φH dS
(1.42)
Une fois es systèmes résolus, il faut aluler les trations à partir des travaux WˆΓN .
En faisant l'hypothèse que les trations se déomposent sur l'espae éléments nis, il ne
reste alors qu'à inverser des matries de masse :
Fˆ







φlH ¨ φlH dS
ş
Γ
φrH ¨ φlH dSş
Γ
φrH ¨ φlH dS
ş
Γ



















Une fois les trations pFˆΓq déterminées, elles-i sont appliquées omme onditions
de Neumann pour haque élément. Pour des as simples de hargement volumique, le
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hamp de ontrainte élémentaire exat peut être obtenu en eetuant une résolution
polynmiale. Plus généralement, une solution numérique satisfaisante est obtenue ave
une approximation éléments nis plus préise en se plaçant dans un espae CATp plus

















“ 0, @Φ P CATp
σ
p
“ H : ε `up˘ , up P CATp (1.44)
Le hamp global statiquement admissible est obtenu en regroupant les hamps de
ontrainte σ
p
alulés sur haque élément.
Dans [81℄, la méthode est employée pour des éléments quadrangulaires Q4 et les dia-
grammes de Maxwell sont utilisés pour reonstruire plus simplement les eorts entre
éléments. Dans [87℄, les problèmes loaux sont résolus analytiquement. Le hamp de
ontrainte est reherhé sous forme polynmiale (le degré dépend de la fore volumique).
Notons que ette tehnique requiert la subdivision en trois sous-éléments de haque élé-
ment an de respeter la symétrie du hamp de ontrainte. Dans [48℄, pour les éléments
de type T6, les n÷uds au sommet du triangle et les n÷uds au milieu des arêtes sont trai-
tés diéremment. A l'étape de reonstrution de trations équilibrées, pour les n÷uds
sommets, une optimisation globale par minimisation de l'énergie omplémentaire est réa-
lisée.
1.2.3.4 Element Equilibration Star-Path Tehnique (EESPT)
Cette tehnique a été proposée dans [79℄ et [114℄ et utilise les deux ingrédients prin-
ipaux des méthodes dérites i-dessus, à savoir la ondition de prolongement forte et
la propriété de partition de l'unité des fontions de forme. Elle se déompose en deux
étapes :
 Constrution de trations pFˆΓq équilibrées sur les bords de haque élément
 Constrution d'un hamp statiquement admissible en résolvant un problème de
Neumann sur haque élément
La seonde étape est identique à la seonde étape de la méthode EET. En eet, elle
onsiste à résoudre le même problème 1.44. Nous détaillons don uniquement la première













q : ε pvq dT “ 0 (1.45)
où Pp désigne l'espae des fontions polynomiales de degré p sur haque élément T P T
mais pouvant être disontinues entre éléments. Puis, en onsidérant l'équilibre au sens
















: ε pvq ´ f ¨ vqdT “ 0 (1.46)
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Enn, en utilisant la propriété de partition de l'unité des fontions de forme φi, nous
dénissons un ensemble de problèmes loaux suivant (haque problème est posé sur le
support de la fontion de forme φi) : Trouver φiFˆ
Γ
tel que :
















q : ε pφivq ´ fφivdT q “ 0 (1.47)
En pratique, la quantité φiFˆ
Γ
est herhée sous une forme polynomiale de degré 1 et
les onditions aux limites de type Neumann sont prises en ompte par pénalisation. Il est
à noter que dans le as partiulier où le degré des fontion de forme p vaut 1, ertains
problèmes loaux sont mal posés. De la même manière que pour la méthode Flux-free,
l'opérateur de projetion est introduit. De plus, pour les n÷uds internes ou situés sur
BuΩ, la solution du problème 1.2.3.4 n'est pas unique. Une minimisation énergétique
loale similaire à elle faite dans la EET est alors eetuée.
1.2.4 Borne inférieure de l'erreur globale
La plupart des estimateurs d'erreur a posteriori fournissent une majoration de l'erreur
de disrétisation. Il est également possible de fournir une minoration de ette erreur. Si
la onnaissane d'une borne inférieure peut paraître inutile dans des problématiques
de ertiation de strutures, ette donnée permet, au moins pour un premier alul
numérique, de onnaître la marge d'erreur qui sera de toutes façons ommise.
Après avoir donné l'expression d'une borne inférieure de l'erreur de disrétisation,
nous présentons brièvement trois méthodes présentes dans la littérature permettant d'ob-
tenir une borne inférieure à l'issue d'une résolution éléments nis séquentielle.
Rappelons l'équation des résidus :
@w P CA0pΩq apediscr, wq “ Lpwq ´ apuH , wq “ RHpwq (1.48)
En exploitant l'inégalité de Cauhy-Shwarz dans l'équation des résidus, tout hamp





Cette borne peut également être obtenue à partir de hamps admissibles. En eet, en
hoisissant un hamp de déplaement inématiquement admissible uˆH qui ne soit pas le
hamp solution éléments nis ('est-à-dire uˆH ‰ uH) il est possible d'obtenir une borne
inférieure de l'erreur vraie. L'inégalité de Cauhy-Shwarz donne :ˇˇˇˇż
Ω
ε puex ´ uHq : H : ε puˆH ´ uHq dΩ
ˇˇˇˇ
ď ~uex ´ uH~Ω~uˆH ´ uH~Ω (1.50)
En utilisant le fait que uex´uH P CA0pΩq et l'admissibilité statique de σˆH , ette inégalité






q : ε puˆH ´ uHq dΩ
ˇˇˇˇ
ď ~uex ´ uH~Ω~uˆH ´ uH~Ω (1.51)
Erreur globale 45












































: ε pwq dΩ
“ Lpwq ´ apuH , wq
“ RHpwq
(1.53)
où nous avons utilisé le fait que σˆ
H
est statiquement admissible et que w P CA0pΩq.
Nous onstatons qu'il s'agit de la même borne inférieure que elle obtenue à partir de
l'équation des résidus. Distinguons à présent deux manières de reonstruire le hamp de
déplaement w néessaire à l'évaluation de ette borne.
1.2.4.1 A partir de la méthode des résidus impliites
Dans le as où une borne supérieure de l'erreur a déjà été obtenue, il paraît intéres-
sant d'exploiter les hamps reonstruits pour le alul de la borne inférieure. Dans [33℄,
les auteurs proposent la onstrution d'une borne inférieure à partir d'une préédente
estimation d'erreur par la méthode des résidus impliites. Un hamp de déplaement
ontinu v P CA0pΩqzt0u est reonstruit à partir des hamps alulés pour l'estimation
de la borne supérieure. Ces hamps n'étant pas ontinus le long des arêtes des éléments,
une moyenne est eetuée an de lisser le hamp. Dans [107℄, les hamps de déplaement
ei obtenus lors des résolutions de problèmes par star-path :
Trouver ei P CA0pB˜´2iq tel que @v P CA0pB˜´2iq
apei, vq “ RHpφiHvq
(1.54)
sont utilisés pour onstruire un hamp de déplaement ontinu w P CA0pΩqzt0u.
De manière pratique, le problème préédent est résolu sur un espae de dimension nie
CA0hpB˜´2iq plus rihe que CA0HpB˜´2iq :
Trouver ei P CA0hpB˜´2iq tel que @v P CA0hpB˜´2iq
apei, vq “ RHpφiHvq
(1.55)
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en utilisant le projeteur Πh sur l'espae CA
0
hpB˜´2iq. Les disontinuités sur le bord de
haque star-path sont supprimées en multipliant le hamp par la fontion de forme φiH
assoiée au n÷ud entral du path. La projetion sur CA0h assure que le alul de |RHpvq|
soit aisé.
Le hamp w obtenu est bien inématiquement admissible à 0.
1.2.4.2 A partir de hamps admissibles
Cette démarhe est dérite dans [50℄ pour des éléments quadratiques en deux dimen-
sions. La borne inférieure est surtout exploitée pour améliorer l'estimation d'un erreur
loale (en exploitant l'identité du parallélogramme). Dans [50℄, le hamp est obtenu
omme la somme des solutions de problèmes loaux posés par star-path ave des ondi-
tions de Dirihlet homogènes sur le bord du star-path. Ainsi, pour haque n÷ud i du
maillage, le problème loal s'érit :












φiσH : ε pvq dΩ (1.57)
où CA0,B˜
´2i
est l'espae des hamps de déplaements réguliers valant 0 sur le bord du







Nous avons vu qu'il existe diérentes tehniques permettant d'obtenir une approxi-
mation ou une borne supérieure de la norme énergétique de l'erreur de disrétisation.
Cependant, ette information globale peut être diile à exploiter. Les ingénieurs s'ap-
puyant sur la simulation dans le proessus de oneption sont davantage intéressés par des
zones spéiques de la struture (des régions d'intérêt) et par des quantités méaniques
préises dans es zones (quantités d'intérêt). Un autre aspet de la vériation onerne
l'estimation de l'erreur ommise sur es quantités d'intérêt et onsiste don en l'estima-
tion d'une erreur loale. Nous présentons par la suite quelques tehniques permettant
d'estimer es erreurs loales.
1.3.1 Erreur de pollution
Dans les travaux [8℄ en linéaire et [61℄ pour le non-linéaire, les auteurs déomposent
l'erreur sur une zone loale ω Ă Ω en deux ontributions. La première ontribution est
une ontribution dite interne ou erreur de tronature sur ω. Elle est due à la disrétisation
sur ω. La seonde ontribution est externe et est appelée erreur de pollution. Elle est due
à la disrétisation sur Ωzω. Elle illustre le fait que les erreurs ommises à l'extérieur de
la zone loale inuent et don polluent le résultat dans ω. L'estimateur d'erreur est alors
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déomposé en deux parties : une estimation de l'erreur de tronature et une estimation
de l'erreur de pollution. Il a été observée que l'erreur de pollution est généralement
négligeable devant l'erreur de tronature exepté dans les régions ayant une singularité
(ssure par exemple) ou dans le as de maillages non uniformes [61℄. Cette méthode
illustre bien la notion de l'erreur en pollution mais sa mise en ÷uvre néessite la résolution
de deux problèmes auxiliaires pour l'estimation des deux erreurs (tronature et pollution).
1.3.2 Estimation heuristique
Dans [88℄, une majoration heuristique de l'erreur loale a été proposée. L'estimation
repose sur l'utilisation de l'erreur en relation de omportement. Grâe à une reons-
trution améliorée d'un hamp statiquement admissible, une majoration heuristique de
l'erreur de disrétisation au niveau d'un élément du maillage est obtenue. Elle est de la
forme :
~uex ´ uH~E ď C}σˆ ´ σH}H,E (1.59)
où C est une onstante supérieure à 1. La qualité de l'estimateur dépend fortement de la
qualité du hamp statiquement admissible reonstruit. Plus elui-i est de bonne qualité,
plus la onstante C est prohe de 1. Cette tehnique a été mise en ÷uvre dans [49℄
pour l'estimation d'erreur sur la ontrainte équivalente de Von Mises. Ce résultat est
une première réponse quant à l'estimation d'une erreur loale en utilisant les outils de
l'estimation globale.
1.3.3 Estimation basée sur les extrateurs et le problème adjoint
1.3.3.1 Prinipe
Les outils d'extration sont utilisés dans le adre de l'estimation d'erreur an d'expri-
mer une quantité d'intérêt, loale par dénition, sous une forme globale. Les extrateurs
ont été utilisés dans e ontexte tout d'abord dans [12℄ et ont permis de nombreux déve-
loppements dans le adre de l'estimation d'erreur.
Le prinipe onsiste à érire une quantité d'intérêt I omme une fontionnelle rL du
hamp de déplaement u sous une forme globale. Dans le as linéaire, ela s'érit :











les extrateurs, qui sont fontion de la quantité d'intérêt hoisie. Par
exemple, si la quantité I est la moyenne de la omposante suivant l'axe y du déplaement
sur une zone ω alors σ
Σ
est la ontrainte nulle et f
Σ
“ y
mespωq dans ω et 0 ailleurs. Notons
que dans le as de ertaines quantités d'intérêt (par exemple la ontrainte équivalente de
Von Mises), la fontionnelle
rL n'est pas onnue de façon expliite et il onvient d'eetuer
des traitements spéiques an de la onstruire [63℄.
Ainsi, l'erreur de disrétisation sur la quantité d'intérêt ediscr,I est dénie par :
ediscr,I “ rLpuexq ´ rLpuHq (1.61)
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Si la fontionnelle
rL est linéaire, nous avons ediscr,I “ rLpediscrq. Dans le as ontraire,
nous pouvons approximer l'erreur sur la quantité d'intérêt en utilisant par exemple l'opé-
rateur tangent assoié à
rL, omme dans [63℄ par exemple. Cela onduit à eetuer une
approximation qui peut polluer l'estimation de l'erreur.
1.3.3.2 Dénition du problème adjoint
A l'aide de ette fontionnelle, un nouveau problème est déni et est appelé problème
adjoint ou auxiliaire. Introduisons le nouvel espae :
ĂSApΩq “ #τ P `L2pΩq˘dˆd
sym
; @v P CA0pΩq,
ż
Ω
τ : ε pvq dΩ “ rLpvq+ (1.62)
Le problème adjoint s'érit :
Trouver
´ruex, rσex¯ P CA0pΩq ˆ ĂSApΩq tels que eCRΩpruex, rσexq “ 0 (1.63)
Nous observons que e problème est très prohe du problème de référene. Les diérenes
résident dans :
 L'espae de reherhe du hamp de déplaement qui doit être inématiquement
admissible à 0
 L'espae des hamps statiquement admissibles : le hargement du problème de
référene a été remplaé par la fontionnelle
rL dénissant la quantité d'intérêt.
Ce problème peut également s'érire sous la forme suivante :
Trouver ru P CA0pΩq tel que @v P CA0pΩq, apru, vq “ rLpvq (1.64)
Tout omme le problème de référene, le problème adjoint est bien posé et admet une
solution unique. Les solutions du problème de référene et du problème adjoint vérient




ε puexq : H : ε pruexq dΩ “ rLpruexq (1.65)
due à la symétrie de l'opérateur de Hooke. On parle alors de problèmes auto-adjoints.
La solution du problème adjoint peut être herhée dans un espae de dimension nie
CA0rH par la méthode des éléments nis. Notons que et espae peut être diérent de
elui hoisi pour la résolution du problème de référene. En d'autres termes, le maillage
ΩH utilisé pour la résolution du problème de référene peut diérer du maillage Ω rH
utilisé pour le problème adjoint. Nous faisons toujours l'hypothèse que es maillages
reouvrent parfaitement le domaine initial Ω. Nous obtenons alors une solution approhée
notée pru rH , rσ rHq. Nous pouvons alors dénir une erreur de disrétisation pour le problème
adjoint : rediscr “ ruex ´ ru rH (1.66)
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ε prediscrq : H : ε pvHq dΩ “ 0 (1.67)
1.3.3.3 Estimation de l'erreur sur la quantité d'intérêt
Faisons l'hypothèse que les maillages utilisés pour la résolution du problème de réfé-
rene et du problème diret sont identiques. Dans e as, ediscr P CA0H et rediscr P CA0H
L'erreur de disrétisation sur la quantité d'intérêt I s'érit :
Iex ´ IH “ rLpediscrq “ apruex, ediscrq “ apediscr, rediscrq (1.68)
où l'on a utilisé l'orthogonalité de Galerkin sur le problème de référene. En utilisant
l'inégalité de Cauhy-Shwarz, nous obtenons la première majoration suivante :
|Iex ´ IH | ď ~ediscr~Ω~rediscr~Ω (1.69)
En notant θ l'estimation de l'erreur disrétisation du problème de référene et rθ l'esti-
mation de l'erreur de disrétisation du problème adjoint, nous obtenons :
|Iex ´ IH | ď θrθ (1.70)
Ce premier résultat montre que la onnaissane des erreurs de disrétisation globales
du problème de référene et de problème adjoint permettent l'estimation de l'erreur de
disrétisation sur la quantité d'intérêt, d'où l'importane des estimateurs d'erreur globale
présentés préédemment.
Dans [12℄, la première mise en ÷uvre des problèmes adjoints pour l'estimation d'erreur
loale a été faite en utilisant la méthodes des résidus impliites 1.2.1.2. Cependant, ette
méthode ne fournissant qu'une indiation d'erreur, la borne proposée de l'erreur loale
n'est pas garantie.
En utilisant l'identité du parallélogramme plutt que l'inégalité de Cauhy-Shwarz,
nous obtenons l'égalité suivante [117, 101℄ :$’’’’&’’’’%










rediscr~2Ω ´ ~sediscr ´ 1srediscr~2Ωs
(1.71)
où s est un paramètre salaire dont la valeur optimale s “ ~rediscr~Ω~ediscr~Ω permet de minimiser
la diérene et don améliorer la qualité de l'estimation. Si l'on dispose d'un enadrement
des quantités S` “ }sediscr ` 1srediscr}H´1,Ω2 et S´ “ }sediscr ´ 1srediscr}H´1,Ω2 de la forme :
β`inf ď S` ď β`sup (1.72)
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et
β´inf ď S´ ď β´sup (1.73)













Une minoration par 0 des termes S` et S´ est possible. Cependant, an d'avoir un
enadrement le plus préis possible, il est avantageux de onstruire une borne inférieure
pertinente de es quantités. L'identité du parallélogramme a notamment été utilisée dans
[50, 107℄ dans le adre des estimateurs basés sur la relation de omportement et dans
[102℄ en utilisant les méthodes des résidus.
Les estimateurs basés sur l'erreur en relation de omportement étant garantis, e
sont eux qui permettent d'obtenir des bornes strites de l'erreur sur la quantité d'intérêt.
Dans la suite, nous supposons que les maillages utilisés pour les résolutions du problème
de référene et du problème adjoint peuvent être diérents. Une majoration exploitant
l'erreur en relation de omportement a été proposée dans [74, 75℄ et se base sur l'égalité
suivante :
Iex ´ IH ´ IHH1 “
ż
Ω







´H : ε puˆHqqε
´rˆu rH¯ dΩ` rLpuˆH ´ uHq (1.76)
et où les hamps de ontrainte σˆ
H
et rˆσ rH sont statiquement admissibles. Les hamps de
déplaement issus des résolutions éléments nis étant inématiquement admissibles, nous
pouvons hoisir uˆH “ uH et rˆu rH “ ru rH . La majoration s'érit :
|Iex ´ IH ´ IHH1| ď eCRΩpuH , σˆHqeCRΩpru rH , rˆσ rHq (1.77)
Remarque 1.2. Dans le as où les deux maillages sont identiques, l'orthogonalité de
Galerkin donne IHH1 “ 0 et nous retrouvons la majoration lassique donnée en 1.70.






ε puHqq et 12 prˆσ rH `H : ε `ru rH˘q :
|Iex ´ IH ´ IHH2| ď 1
2







prˆσ rH `H : ε `ru rH˘q : H´1 : pσˆH ´H : ε puHqqdΩ (1.79)
Remarque 1.3. Dans le as où les deux maillages sont identiques, le terme IHH2 n'est
pas nul.
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Remarque 1.4. Ce résultat est le même que elui qui pourrait être dérivé de l'identité
du parallélogramme 1.74 en utilisant 0 omme borne inférieure des quantités S` et S´
et en utilisant les majorations suivantes :
β`sup “ 2eCRΩpuH , σˆHqeCRΩpru rH , rˆσ rHq`2 ż
Ω
prˆσ rH´H : ε `ru rH˘q : H´1 : pσˆH´H : ε puHqqdΩ
(1.80)
et
β´sup “ 2eCRΩpuH , σˆHqeCRΩpru rH , rˆσ rHq´2 ż
Ω
prˆσ rH´H : ε `ru rH˘q : H´1 : pσˆH´H : ε puHqqdΩ
(1.81)
qui sont les bornes supérieures proposées dans [107℄.
Dans le adre des problèmes linéaires, dans [86℄, es majorations ont été améliorées.
L'idée générale est de traiter la zone ω (la quantité d'intérêt) séparément de Ω. En
introduisant des domaines homothétiques à ω, et en exploitant le prinipe de Saint-
Venant, deux nouvelles majorations sont proposées. L'utilisation du prinipe de Saint-
Venant restreint leur appliation aux problèmes linéaires. Les majorations font intervenir
les erreurs en relation de omportement des deux problèmes alulées soit sur sur les
domaines homothétiques soit sur la struture entière privée de es domaines. Elles font
également intervenir des grandeurs géométriques (rapport d'homothétie et onstantes
alulables). L'estimation proposée est garantie et les domaines homothétiques peuvent
être hoisis de manière à obtenir des bornes préises.
L'utilisation des estimateurs d'erreur basés sur l'erreur en relation de omportement
permet l'extension de l'estimation d'erreur sur des quantités d'intérêt sur une large
gamme de problèmes, protant ainsi des extensions existantes des estimateurs de ette
famille. Citons, entre autres, l'appliation sur des problèmes de viso-élastiité linéaire
[20, 19℄, en dynamique transitoire [140, 139℄, en élastoplastiité [76℄, en viso-élasto-
dynamique [135℄.
La majoration faisant intervenir le produit des estimations des erreurs globales du
problème de référene et du problème adjoint, l'estimation sur la quantité d'intérêt est
améliorée lorsque l'une ou l'autre des estimations globales est améliorée. De par son a-
ratère loalisé, 'est le problème adjoint que l'on herhe à mieux résoudre. Une première
manière est d'utiliser un maillage non-uniforme, très n dans les zones de fort gradient de
la solution (près du hargement adjoint, 'est-à-dire près de la quantité d'intérêt). Cette
méthode est dite intrusive puisqu'elle modie le maillage du problème de référene et ne
permet pas de réutiliser les opérateurs onstruits et surtout fatorisés lors de la résolution
du problème de référene. Cette méthode est néanmoins faile à mettre en ÷uvre et a
été utilisée dans [19℄ par exemple. Une seonde approhe, dite non-intrusive, onsiste à
injeter la onnaissane a priori de la solution du problème adjoint. Il s'agit d'un enri-
hissement loal via la partition de l'unité près de la région d'intérêt. La onnaissane a
priori peut venir :
 D'une solution dite handbook qui provient d'une bibliothèque de solutions numé-
riques pré-alulées de manière préise.
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 D'une solution analytique provenant d'un développement asymptotique (as de
ssure, trou ou utilisation des fontions de Green pour les quantités d'intérêt
pontuelles).
Les bornes obtenues sont alors très préises ar la solution du problème adjoint est très
bien aptée. Cette méthode est dite non-intrusive ar elle ne néessite pas de remaillage
et don pas de nouvelle fatorisation d'opérateurs. Cependant, notons qu'une solution
handbook a été de toutes façons alulée et que l'introdution de ette onnaissane via
la partition de l'unité peut être oûteuse (en terme de points d'intégration par exemple).
De plus, la mise en plae de ette méthode onduit à prendre des préautions quant à la
reonstrution des hamps statiquement admissibles. En eet, un hargement en eort
est introduit sur le ontour de la zone enrihie [86℄.
Chapitre 2
Méthodes de déomposition de
domaine
Dans e hapitre, nous présentons les méthodes de déomposition de
domaine sans reouvrement pour le problème de référene. Nous don-
nons les prinipes des diérentes approhes ainsi que les algorithmes
qui en déoulent.
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2.1 Eriture ontinue
La paternité des méthodes de déomposition de domaine est attribuée à Hermann
Shwarz qui proposa de résoudre un problème aux dérivées partielles pour une géométrie
omplexe en utilisant une déomposition reouvrante du domaine en sous-domaines de
forme simple. Ces méthodes ont été utilisées dans le adre du alul numérique dans
les années 1980. Le développement des apaités de alul des ordinateurs et surtout
l'arhiteture parallèle de es ordinateurs font des méthodes de déomposition de domaine
un outil adapté aux problèmes industriels omplexes et de grande taille. Dans ette
partie, nous présentons le prinipe des méthodes de déomposition de domaine sans
reouvrement, la formulation du problème d'interfae et la résolution de elui-i.
Considérons une partition du domaine Ω en sous-strutures Ωpsq. Puisqu'il s'agit d'une
partition, les sous-domaines vérient les propriétés suivantes :
 Non-reouvrement : @s ‰ s1, Ωpsq X Ωps1q “ ∅
 Ω “ YsΩpsq
Notons Γs,s
1 “ BΩpsq X BΩps1q l'interfae entre le domaine (s) et le domaine (s'). Nous
dénissons également Γ “ Ys‰s1Γs,s1 l'interfae entre tous les sous-domaines. Les hamps
vivant sur le sous-domaine Ωpsq seront notés ave l'exposant (s). Nous introduisons éga-
lement l'opérateur trpsq permettant de passer du sous-domaines à son interfae :
trpsq : H1pΩpsqq Ñ H1{2pΩq pour les hamps de déplaement
: HdivpΩpsqq Ñ H´1{2pΩq pour les hamps de ontraintes
(2.1)
Le problème méanique sous-struturé s'érit :
Trouver upsq et σpsq tels que
 Pour haque sous-struture Ωpsq
upsq “ upsqd sur BΩpsq
č
BuΩ et ε puq “ 1
2
pgradpuq ` gradT puqq sur Ωpsq (2.2)
divpσpsqq ` f psq “ 0 sur Ωpsq et σpsqnpsq “ gpsq sur BgΩ
č
BΩpsq (2.3)





 Pour haque interfae Γs,s
1
 Le hamp de déplaement est ontinu : trpsqpupsqq “ trps1qpups1qq
 Les eorts sont équilibrés : σpsq ¨ npsq ` σps1q ¨ nps1q “ 0
Notons BgΩpsq “ BgΩ









u “ ud sur BuΩpsq
*
(2.5)








, u “ 0 sur BuΩpsq
*
(2.6)










; @v P CA00pΩpsqq,
ż
Ωpsq

















, u “ 0 sur BΩpsqzBgΩpsq
*
(2.8)
Le problème se reformule alors :







pupsq, σpsqq “ 0
et @ps, s1q
#
trpupsqq “ trpups1qq sur Γps,s1q
σpsq ¨ npsq ` σps1q ¨ nps1q “ 0 sur Γps,s1q
(2.9)
L'admissibilité globale (sur toute la struture) des hamps se traduit ainsi :
pupsqqs P CApΩq ô @s, upsq P CApΩpsqq et @ps, s1q, trpupsqq “ trpups1qq sur Γps,s1q (2.10)
pσpsqqs P SApΩq ô @s, σpsq P SApΩpsqq et @ps, s1q, σpsq ¨ npsq ` σps1q ¨ nps1q “ 0 sur Γps,s1q
(2.11)
Le hamp de déplaement inématiquement admissible dans haque sous-struture
mais ne vériant pas la ontinuité aux interfaes appartient à CApŤΩpsqq.





P CApΩq ˆ SApΩq tel que eCRΩppupsqqs, pσpsqqsq “ 0 (2.12)
2.2 Disrétisation et résolution
Considérons une disrétisation de Ω en un maillage ΩH tel que haque élément n'ap-
partienne qu'à un seul sous-domaine. Une telle disrétisation est appelée onforme. La
forme disrétisée des hamps est notée en aratère gras. A présent, pour haque domaine
Ωpsq, nous distinguons les degrés de liberté situés sur l'interfae du sous-domaine, ou bord
et qui sont indiés par la lettre b, des degrés de liberté intérieurs indiés par la lettre i.
Ainsi, la forme disrétisée de l'opérateur tr s'érit :
trpsqxpsq “ xbpsq (2.13)
Introduisons également, pour haque sous-struture Ωpsq, les opérateurs d'assemblage
suivants :











































































(d) Interface par connectivité
Figure 2.1  Exemples d'opérateurs de trae et d'assemblage (primaux et duaux)
 Apsq opérateur booléen permettant de passer de la numérotation loale de l'inter-
fae du sous-domaine Ωpsq à la numérotation de l'interfae globale Γ
 Bpsq opérateur booléen signé permettant de passer de la numérotation loale de
l'interfae du sous-domaine Ωpsq à la numérotation de l'interfae globale Γ
Une illustration de es opérateurs est faite en gure 2.1.
Remarque 2.1. Les opérateurs d'assemblage vérient la propriété suivante :ÿ
s
ApsqBpsq
T “ 0 (2.14)
La ondition de ontinuité des déplaements de 2.9 s'érit de manière disrétisée :ÿ
s
Bpsqtrpsqupsq “ 0 (2.15)
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Enn, en notant Kpsq la matrie de rigidité assoiée à haque domaine Ωpsq et f psq les


































où λpsq est le représentant nodal de l'inter-eort entre deux sous-domaines à l'interfae
Γps,s1q. La ondition d'équilibre en eort de 2.9 s'érit de manière disrétisée :ÿ
s
Apsqλpsq “ 0 (2.17)
Enn, pour haque sous-struture, notons Rpsq une base du noyau de Kpsq.
Le problème 2.12 s'érit sous forme disrétisée :






































Le prinipe des méthodes de déomposition de domaine repose sur la reformulation
du problème en un problème ne faisant intervenir que des quantités d'interfaes. Pour
ela, le problème méanique est reondensé ainsi :





Spsqupsqb “ bpsq ` λpsq
(2.19)


















Remarque 2.2. L'inversion de la matrie K
psq
ii orrespond à la résolution d'un problème
loal sur le sous-domaine
psq
ave des onditions de type Dirihlet sur l'interfae. Ce




est don bien dénie.
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Le problème obtenu 2.19 est don formulé uniquement en terme de quantités d'inter-
fae. Plusieurs hoix de résolution existent :
 Considérer une unique quantité d'interfae en déplaement U si bien que la onti-
nuité de déplaement entre sous-strutures est automatiquement vériée ; il s'agit







U “ 0 (2.22)
 Considérer une unique quantité d'interfae en eort Λ si bien que l'équilibre entre








Λ “ 0 (2.23)
 Autres approhes (détaillées en setion 2.5)
Le problème est ondensé à l'interfae et assemblé à l'aide des opérateurs d'assem-
blage. Cela mène à la résolution d'un système matriiel linéaire dont l'inonnue est un
veteur de taille réduite (puisque vivant uniquement aux interfaes). La résolution d'un
tel système ne se fait pas par un solveur diret puisque ela ferait perdre l'extensibilité de
la méthode. En eet, onsidérant qu'au traitement de haque sous-struture est assoié à
un ÷ur ou un ordinateur, assembler la matrie du système néessiterait de nombreuses
ommuniations entre sous-strutures réduisant drastiquement le parallélisme. En réa-
lité, le problème global d'interfae n'est jamais assemblé. Seuls des problèmes loaux par
sous-struture sont résolus par un solveur diret et en parallèle. Il est alors évident que
seule une approhe itérative peut être envisagée pour la résolution du problème d'inter-
fae global. Un algorithme de type GMRES ou gradient onjugué (selon les propriétés de
la matrie) est lassiquement employé. La onvergene de tels algorithmes est fortement
liée aux propriétés spetrales de la matrie. Ainsi, le plus souvent, des préonditionneurs
sont employés an d'améliorer les performanes du solveur.
Pour être réellement intéressantes et avantageuses, les méthodes de résolution paral-
lèles doivent posséder la propriété d'extensibilité numérique. Cette propriété est vériée
lorsque, pour un rapport de taille d'éléments sur taille de sous-domaines onstant, le
nombre d'itérations à onvergene ne dépend pas du nombre de sous-domaines. Cette
propriété est essentielle puisqu'elle assure que les bonnes propriétés de la méthode sont
onservées quelle que soit la taille du problème. Dans les méthodes de déomposition de
domaine, ette extensibilité est assurée par un problème grossier. L'objetif de e pro-
blème est de permettre, dès la première itération, une propagation rapide de la partie
basse du spetre de l'information sur toute la struture.
2.3 Approhe primale
2.3.1 Problème d'interfae
Cette approhe a été initialement proposée dans [93℄ puis développée dans [89℄, [90℄
pour les problèmes elliptiques en trois dimensions. Dans ette approhe, la ontinuité
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du déplaement aux interfaes est prise en ompte diretement par l'introdution d'une
unique inonnue d'interfae U. En éliminant les réations, l'équation 2.2 se réérit :
SpsqApsq
T
U “ bpsq ` λpsq (2.24)









2.3.2 Résolution du problème d'interfae
Dans l'approhe primale, le préonditionneur lassique est le suivant :ÿ
s
WpsqApsqpSpsqq`ApsqTWpsqT (2.26)
où les matries Wpsq sont des matries de pondération ou de saling. L'opérateur d'as-
semblage primal de pondération est noté
rApsq et est déni par :rApsq “WpsqApsq (2.27)
Pour les strutures homogènes, Wpsq sont hoisies diagonales et les oeients de ette
diagonale sont l'inverse de la multipliité de la sous-struture. Dans le as de forte hé-
térogénéité matériaux, le ratio des rigidités intervient dans les matries Wpsq [68, 125℄.
Notons que la pseudo-inverse du omplément de Shur primal pSpsqq` intervient dans le
préonditionneur. Le préonditionneur multipliant le résidu, il onvient de s'assurer que
le résidu r est bien dans l'image de l'opérateur, 'est-à-dire orthogonal à son noyau. Cela
se traduit par l'égalité suivante :
HT r “ 0 (2.28)
où H est la onaténation pour haune des sous-struture des Hpsq suivants :
Hpsq “WpsqApsqtrpsqRpsq (2.29)
Cette ondition peut être prise en ompte par une méthode de Krylov-augmenté.












Cela onduit à l'algorithme BDD (Balaned Domain Deomposition) 1 :
2.4 Approhe duale
2.4.1 Problème d'interfae
Cette approhe a été initialement proposée dans [45℄ puis développée dans [46, 47℄.
Les propriétés de onvergene ont été démontrées dans [43℄. Dans ette approhe, la
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αj “ prj , zjq{pqj ,wjq





wj`1 “ P1zj`1 ´ pqj ,P1zj`1q{pqj ,wjqwj
j “ j ` 1
end
ontinuité du déplaement aux interfaes est prise en ompte par l'introdution d'un
unique multipliateur de Lagrange Λ. En éliminant les déplaements des degrés de liberté
internes on obtient :
Spsqupsqb “ bpsq ` λpsq
Rpsq
T pbpsq ` λpsqq “ 0
(2.31)
où la deuxième équation traduit l'orthogonalité du seond membre vis-à-vis des modes
rigides. En utilisant la pseudo-inverse du omplément de Shur nous pouvons érire :
u
psq
b “ pSpsqq`pbpsq ` λpsqq `Rpsq
T
βpsq (2.32)
où βpsq est une amplitude de déplaement sur les modes rigides de la struture.
Soit β la onaténation pour haune des sous-strutures des βpsq . G est la onaté-
nation pour haune des sous-struture des Gpsq suivants :
Gpsq “ ApsqtrpsqRpsq (2.33)
e est la onaténation pour haune des sous-struture des epsq suivants :
epsq “ f psqTRpsq (2.34)














2.4.2 Résolution du problème d'interfae







L'opérateur d'assemblage dual de pondération est noté
rBpsq et est déni par :
rBpsq “WpsqBpsq (2.37)
La ontrainte traduite par la seonde ligne du système de l'approhe duale peut
être prise en ompte par une méthode de Krylov ontraint. Introduisons pour ela le
projeteur suivant :
P2 “ I´GpGTGq´1GT (2.38)
Cela aboutit à l'algorithme FETI 2.
Algorithme 2 : FETI
P2 “ I´GpGTGq´1GT
Initialisation Λ0 “ ´GpGTGq´1GTe

















αj “ prj , zjq{pqj ,wjq
Λj`1 “ Λj ` αjwj





wj`1 “ zj`1 ´ pqj , zj`1q{pqj ,wjqwj
end
2.5 Autres approhes
Nous abordons ii d'autres approhes utilisées dans les déomposition de domaine
de type Shur-Krylov. Bien que reprenant généralement les prinipes lassiques des ap-
prohes primale ou duale, elles améliorent les performanes des algorithmes lassiques
pour ertains problèmes.
Dans [39, 44℄, un algorithme FETI-2 niveaux est developpé. Il s'agit d'ajouter des
ontraintes optionnelles au problème grossier lassique de FETI an d'améliorer la onver-
gene dans le as de problème plaque ou oque. Ces ontraintes optionnelles sont ajoutées
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à l'aide d'un seond projeteur. Dans [109, 64℄, les auteurs proposent une variante de l'al-
gorithme FETI qu'ils appellent A-FETI (pour FETI algébrique) dans une volonté de dis-
tinguer le partitionnement algébrique du partitionnement diérentiel lassiquement fait
dans FETI. Les résultats obtenus dans es artiles montrent l'extensibilité de l'algorithme
A-FETI pour un problème de plaque. Cependant, jusqu'alors, seul FETI-2-niveaux avait
été eae pour résoudre de tels problèmes et et algorithme impliquait la résolution
d'un problème grossier enrihi. Ainsi, dans [126℄, les auteurs ontestent les étonnantes
performanes de A-FETI et montrent que et algorithme n'est pas numériquement ex-
tensible pour les problèmes plaque. Ils montrent également que A-FETI n'est qu'une
instane partiulière de la méthode FETI.
Dans [40, 41℄, les auteurs souhaitent remédier à deux launes de FETI-2 : des per-
formanes qui peuvent être améliorées pour les problèmes plaque et oque et l'absene
de lien entre le solveur pour les problèmes statiques et le solveur pour les problèmes dy-
namiques. Ils proposent alors un nouvel algorithme : FETI dual-primal ou FETI-DP. Le
prinipe de FETI-DP est d'imposer la ontinuité du déplaement à un ertain nombre de
degrés de liberté. Dans [96℄, la onvergene de FETI-DP équipée d'un préonditionneur
de type Dirihlet est démontrée pour des problèmes du deuxième et quatrième ordre
en deux dimensions. La version primale de FETI-DP a été développée dans [34℄ sous
le nom de BDDC (Balaning Domain Deomposition with Constraints), les ontraintes
étant la ontinuité aux n÷uds oins. De nombreux développements autour de FETI-DP
ont ensuite été eetués. Par exemple, dans [17℄ est proposée une formulation ontinue de
FETI-DP. Dans [69℄, une stratégie de hoix des ontraintes a été proposée et le ondition-
nement du problème a été étudié dans le as de grande variation de module d'Young entre
sous-strutures. Dans [94℄, une théorie algébrique de FETI, BDD, FETI-DP et BDDC
est détaillée ; en partiulier, les propriétés des opérateurs de transfert sont démontrées.
Dans [95℄, les auteurs montrent que P-FETI-DP est BDDC.
Une approhe qualiée d'hybride est proposée dans [56℄. Le prinipe est de laisser
la possibilité à haque degré de liberté d'interfae d'être traité de manière primale ou
duale. Cette approhe est avantageuse pour le traitement de problèmes multiphysiques
puisqu'elle permet de mieux respeter la physique du problème. Il en résulte de meilleures
performanes numériques. Un problème grossier pour ette approhe a été déni. Néan-
moins, l'extensibilité numérique potentielle de la méthode semble diile à démontrer
(pas de produit salaire déni par l'opérateur d'interfae qui est soit symétrique, soit
déni-positif mais pas les deux). De plus, le résidu GMRes est une quantité diile-
ment interprétable au sens méanique puisqu'elle mélange des grandeurs diérentes (par
exemple, onaténation d'une pression et d'un déplaement). La dénition d'un ritère
d'arrêt pertinent n'est don pas aisée.
Un autre type d'approhe est l'approhe mixte dans laquelle l'inonnue d'interfae
est une ombinaison linéaire d'un déplaement et d'un eort. Cette inonnue d'interfae
fait apparaître naturellement une rigidité d'interfae et onfère don à ette méthode
un fort sens méanique. Dans le as d'une seule struture sous-struturée pour la réso-
lution, les interfaes sont onsidérées omme parfaites et dans le as d'un problème de
ontat ave ou sans frottement, le omportement des interfaes entre solide peut être
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introduit. Dans [84, 73℄, ette approhe mixte porte le nom de LaTIn. Notons que, par
e hoix d'inonnue d'interfae, les problèmes loaux sont bien posés et il n'existe don
pas naturellement de problème grossier. Cela a pour onséquene une piètre onvergene
et une perte d'extensibilité numérique. Dans [84, 73℄ un problème grossier portant sur
les premiers modes (tration et isaillement) est introduit dans le but d'améliorer les
performanes de l'algorithme.
Les algorithmes FETI et BDD sont onnus pour leur mauvais omportement dans
le as de problèmes à forte hétérogénéité (hétérogénéité loalisée prohe des interfae)
et dans le as d'interfaes distordues (e qui peut être le résultat de l'utilisation d'un
partitionneur automatique). Réemment, dans [129℄, il a été montré que ette mauvaise
onvergene est due à la présene de modes propres non détetés par le préonditionneur.
An de apturer es modes propres, les auteurs de [129℄ proposent un algorithme appelé
FETI-Geneo et BDD-Geneo détetant automatiquement es modes oubliés. Il en résulte
une méthode robuste qui permet de reouvrir une bonne onvergene du solveur itératif.
Néanmoins, la détetion et l'analyse des valeurs propres entraîne un suroût. Dans [59℄,
deux nouveaux algorithmes appelés Simultaneous-FETI et Blok-FETI sont présentés.
Ils reposent sur des idées similaires à elles de FETI-Geneo mais n'entraînent qu'un faible
suroût numérique (ré-orthogonalisation omplète du gradient onjugué) et ont de bonnes
propriétés de onvergene dans le as d'interfaes distordues et de forte hétérogénéité près
des interfaes.
64 Méthodes de déomposition de domaine
Chapitre 3
Estimation d'erreur en adre
sous-struturé et soures d'erreur
Dans e hapitre, nous présentons la méthode d'estimation d'erreur en
adre sous-struturé développée dans [110℄. Nous redonnons les algo-
rithmes FETI et BDD en mettant l'aent sur les propriétés des hamps
reonstruits lors des itérations. A partir de résultats numériques tirés de
[110℄, nous exhibons la rapide onvergene de l'estimateur et la nées-
sité de séparer l'erreur provenant de la disrétisation de elle provenant
de l'utilisation d'un solveur itératif. Enn, nous faisons un bref état de
l'art des travaux ayant eu pour objetifs une telle séparation d'erreurs
en vue d'obtenir un algorithme adaptatif dont le ritère d'arrêt serait
déni en lien ave la disrétisation.
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3.1 Un estimateur parallèle basé sur l'erreur en relation de
omportement
La méthode dérite dans e paragraphe est issue des travaux de thèse [110℄. La mé-
thodologie proposée par l'auteur se base sur une reonstrution entièrement parallèle de
hamps admissibles néessaires à l'évaluation de l'erreur en relation de omportement et
don à la majoration de l'erreur vraie. L'estimateur proposé par l'auteur peut être évalué
aussi bien à onvergene qu'au ours des itérations.
An d'obtenir une borne garantie de l'erreur vraie, l'utilisation de l'erreur en re-
lation de omportement repose sur la apaité à onstruire un hamp de déplaement
inématiquement admissible et un hamp de ontraintes statiquement admissible. Dans
l'approhe duale, la ontinuité du hamp de déplaement n'est vériée qu'à onvergene
et dans l'approhe primale, des inter-eorts équilibrés ne sont obtenus qu'à onvergene.
Il paraît don diile d'obtenir, à haque itération, des hamps admissibles néessaires à
l'estimation d'erreur. An de présenter la méthodologie proposée dans [111℄, reformulons
les algorithmes BDD et FETI de manière à souligner les propriétés des hamps alulés
au ours des itérations.
Pour ela, nous introduisons les deux méthodes suivantes :
pλpsqD ,upsqD q “ SolveDpupsqb ,bpsqq :$&%Kpsqu
psq






pupsqN q “ SolveN pλpsqN ,bpsqq$&%K





où pλpsqN qs satisfont Rpsq
T pbpsq ` tpsqTλpsqN q “ 0
La méthode SolveD orrespond à la résolution sur haque domaine d'un problème de
Dirihlet : 'est-à-dire que des déplaements sont imposés sur l'interfae entre le domaine
Ωpsq et ses voisins. La méthode SolveN orrespond à la résolution sur haque domaine
d'un problème de Neumann : 'est-à-dire que des eorts sont imposés sur l'interfae entre
le domaine Ωpsq et ses voisins. Enn, la méthode Initialize orrespond à l'initialisa-
tion eetuée au début de haque algorithme. L'algorithme BDD et FETI se réérivent
respetivement omme présentés dans les algorithmes 3 et 4.
En ommentaire de es algorithmes est détaillée la onstrution des quantités sui-
vantes :





D qs P CApΩq.
 pλpsqD q : réations nodales assoiées à la ondition de Dirihlet. Ces réations ne
sont équilibrées qu'à onvergene.
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 pλpsqN qs : réations nodales assoiées à la ondition de Neumann. Ces réations sont
équilibrées à haque itération.
 pupsqN qs : veteur de déplaement assoié aux réation nodales pλpsqN qs. Le hamp de
déplaementpupsqN qs “ pφpsqH u
psq
N qs P CAp
Ť
Ωpsqq. Le hamp de ontraintes assoié
σ
psq








est utilisé (en plus de λ
psq
N ) pour reonstruire les hamps
σˆpsq
N
qui sont statiquement admissibles pσˆpsq
N
qs P SApΩq.
Démontrons pour l'algorithme BDD que les hamps onstruits ont bien les propriétés
énonées i-dessus.
Démonstration. Dans l'algorithme BDD, une seule inonnue d'interfae en déplaement
étant introduite, la résolution d'un problème de Dirihlet ave pour ondition ette in-
onnue d'interfae entraîne néessairement la onstrution de hamps de déplaement























ApsqλpsqD par orthogonalité des opérateurs d'assemblage
“ 0
(3.1)
et vis-à-vis des modes rigides pour haque sous-struture puisque :
Rpsq
T pbpsq ` tpsqTλpsqN q “ Rpsq








“ ´RpsqT tpsqT A˜psqT r par dénition de Rpsq
“ 0
(3.2)
où est utilisée, pour onlure, la ondition d'orthogonalité 2.28 du résidu assurée dans
l'algorithme BDD.
Démontrons pour l'algorithme FETI que les hamps onstruits ont bien les propriétés
énonées i-dessus.
Démonstration. Dans l'algorithme FETI, une seule inonnue d'interfae en eort étant
introduite, les réations nodales sont automatiquement équilibrées. Le hamp de déplae-
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BpsqupsqN par orthogonalité des opérateurs d'assemblage
“ 0
(3.3)
Remarque 3.1. Pour haque sous-domaine, la onstrution d'un hamp de ontraintes
statiquement admissible est tehniquement omplexe. Les méthodes présentées au para-
graphe 1.2.3 sont bien sûr utilisées pour la reonstrution. Néanmoins, leur mise en ÷uvre
n'est pas direte. En eet, plusieurs tâhes de prétraitement des réations nodales appa-
raissent :
 il est néessaire de onstruire un représentant ontinu de l'eort à partir des ré-
ations nodales équilibrées λ
psq
N
 dans le as de points multiples de multipliité supérieure ou égale à 4, il onvient
d'éliminer les ontributions pontuelles entre sous-strutures avant d'enlenher
les proédures de reonstrution.
 dans le as d'une interfae Γps,s1q oupant BuΩ, plusieurs hoix pour la reonstru-
tion d'un inter-eort équilibré sont possibles
Ces points tehniques seront détaillés au paragraphe 5.1 et des améliorations seront pro-
posées.
L'estimation de l'erreur est entièrement parallèle et se fait via l'estimateur suivant :
~uex ´ uD~2Ω “
ÿ
s





pupsqD , σˆpsqN q (3.4)
3.2 Convergene rapide de l'estimateur
Présentons à présent les résultats obtenus dans [111℄, lors de la mise en ÷uvre de la
proédure parallèle d'estimation de l'erreur présentée i-dessus.
La struture onsidérée est dérite sur la gure 3.1. Il s'agit d'une struture enastrée
à sa base et solliitée à la fois en tration et en isaillement sur le bord supérieur droit.
Le omportement est supposé élastique linéaire homogène et isotrope de module d'Young
2000 MPa et de ÷ient de Poisson 0.3. L'hypothèse des ontraintes planes a également
été faite. Le problème est résolu ave l'approhe primale ou duale. La méthode de reons-
trution de hamps statiquement admissible retenue est la méthode EET et les problèmes
loaux sont résolus en augmentant de 3 le degré d'interpolation des fontions de forme.
Nous donnons également sur ette même gure un exemple de sous-struturation.
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Algorithme 3 : BDD : onstrution des hamps équilibrés
U “ Initializepf psqq ;
pλpsqD ,upsqD q “ SolveDpApsq
T
U, f psqq;
Calul du résidu r “ řsApsqλpsqD ;
Réations loales δλpsq “ A˜psqT r ; // λpsqN “ λpsqD ´ δλpsq
δupsq “ SolveN pδλpsq, 0q ; // upsqN “ upsqD ´ δupsq
Résidu préonditionné z “ řs A˜psqδupsq ;
Diretion de reherhe w “ P1z;
while
?
rT z ą ǫ do
pδλpsqD , δupsqD q “ SolveDpApsq
T
w, 0q;
q “ řsApsqδλpsqD ;
α “ prT zq{pqTwq;
UÐ U` αw ; // u
psq
D Ð upsqD ` αδupsqD
λ
psq
D Ð λpsqD ` αδλpsqD
rÐ r´ αq;
δλpsq “ A˜psqT r ; // λpsqN “ λpsqD ´ δλpsq
δupsq “ SolveN pδλpsq, 0q ; // upsqN “ upsqD ´ δupsq
z “ řs A˜psqδupsqb ;
w Ð P1z´ pqTP1zq{pqTwqw
end
La gure 3.2 ompare les estimations parallèle et séquentielle. La gure 3.3 donne
l'évolution de l'estimation de l'erreur au ours des itérations pour les deux approhes et
pour diérentes sous-struturations. La gure 3.4 donne l'évolution au ours des itérations
de la arte d'erreur fournie par l'estimateur.
Ces résultats montrent que :
 L'estimateur parallèle proposé est aussi eae que l'estimateur séquentiel
 L'eaité est indépendante du nombre de sous-domaines et de l'approhe hoisie
(primale ou duale)
Nous onstatons également :
 Une onvergene rapide de l'estimateur
 Une onvergene rapide des artes d'erreur
Cette dernière observation montre que les itérations eetuées après la troisième ne font
pas diminuer l'erreur, autrement dit, ontinuer à itérer n'améliore pas la qualité globale
de la solution. Par onséquent, xer un ritère d'arrêt arbitraire portant sur la norme
du résidu entraîne une sur-résolution. An de dénir un ritère d'arrêt en lien ave la
disrétisation, il est néessaire de séparer les deux soures d'erreur qui sont mélangées
dans l'estimation : l'erreur de disrétisation qui vient du maillage et de l'approximation
éléments nis et l'erreur algébrique qui vient de l'utilisation d'un solveur itératif. Lors
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Figure 3.1  Gamma-shaped struture : hargement et sous-struturation
Figure 3.2  Gamma-shaped struture :
estimateurs séquentiel et parallèle pour dif-
férentes tailles de maillage (h)
Figure 3.3  Gamma-shaped struture :
évolution de l'estimateur parallèle au ours
des itérations
Figure 3.4  Gamma-shaped struture : évolution de la arte d'erreur fournie par l'esti-
mateur parallèle au ours des itérations
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Algorithme 4 : FETI : onstrution des hamps équilibrés






pupsqN q “ SolveN pλpsqN , f psqq;









pδλpsq, δupsqq “ SolveDpδupsqb , 0q ; //
u
psq
D “ upsqN ´ δupsq
λ
psq
D “ λpsqN ´ δλpsq




Diretion de reherhe w “ z;
while
?
rT z ą ǫ do






α “ prT zq{pqTwq;
ΛÐ Λ` αw ; // u
psq












pδλpsq, δupsqq “ SolveDpδupsqb , 0q ; //
u
psq
D “ upsqN ´ δupsq
λ
psq





w Ð z´ pqT zq{pqTwqw
end
d'un alul séquentiel, la résolution du système linéaire étant assurée par un solveur di-
ret : l'erreur algébrique n'existe pas. Ces diérentes erreurs sont shématisées gure 3.5.
A onvergene du solveur itératif (lorsque le résidu est prohe de zéro), seule est présente
l'erreur de disrétisation. A ontrario, au début de la résolution, 'est l'erreur algébrique
qui est prédominante. L'évaluation de la seule erreur de disrétisation au début des itéra-
tions permettrait de dénir un ritère d'arrêt du solveur itératif en lien ave le maillage
et éviterait la sur-résolution.
3.3 Séparation des soures d'erreur : un état des lieux
De nombreux travaux ont pour objet la séparation de diérentes soures d'erreur
lors d'un alul numérique sur un problème méanique. Nous dressons ii une liste non
exhaustive des prinipales ontributions à e sujet qui ont pour appliation un problème
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Figure 3.5  Les deux soures d'erreur (disrétisation et algébrique)
issu de la méanique. Nous distinguons :
 la séparation de l'erreur de disrétisation d'une autre soure d'erreur (due à la
gestion d'une non-linéarité, d'une inertitude ou d'une approximation modale)
dans le as de la méthode des éléments nis
 la mise en ÷uvre de séparations de soures d'erreur dans des méthodes de réso-
lution basées sur le sous-struturation (déomposition de domaine ou approhes
multigrilles)
 la mise en ÷uvre de séparations de soures d'erreur pour la méthode des volumes
nis
3.3.1 Erreur due à la gestion de la non-linéarité
Dans le adre de problèmes non-linéaires dépendant du temps dans [51, 52℄, les auteurs
ont pour objetif de séparer l'erreur de disrétisation de l'erreur introduite par le shéma
itératif utilisé pour résoudre le problème non-linéaire. Ce n'est pas l'erreur en relation de
omportement mais l'erreur au sens de Drüker [35℄ qui est exploitée. Un indiateur de
l'erreur en itération itemps est déni. Il est onstaté numériquement que elui-i dépend
peu du maillage et est très faible devant l'erreur totale. Il est postulé une égalité donnant
une séparation de la forme ǫ2 “ i2espace ` i2temps, où ǫ est l'erreur au sens de Drüker
estimée. L'inégalité ǫ2 ě i2temps est onstatée numériquement mais non démontrée. Deux
proédures adaptatives se basant sur ette séparation sont proposées pour obtenir un
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objetif d'erreur total de ǫ0. La première peut se résumer :
1. Première résolution sur [0 ;T℄ˆΩe (espae optimisé élastiquement) ave disréti-
sation en temps ∆t
2. Evaluation de itemps et de l'erreur totale ǫ
3. Si itemps ě θǫ0 l'erreur temporelle est négligeable devant la disrétisation et seul
le maillage est adapté
4. Sinon, une nouvelle disrétisation en temps est dénie : ∆t‹ tel que ∆t‹ “ θǫ0∆t
itime
5. Résolution ave ette disrétisation en temps puis retour au 2
où θ est un paramètre hoisi en pratique à θ “ 1
3
.
La seonde peut se résumer :
1. Première résolution sur [0 ;T℄ˆΩe (espae optimisé élastiquement) ave disréti-
sation en temps ∆t
2. Evaluation de itemps et de l'erreur totale ǫ
3. Nouveau maillage Ω‹ et nouveau pas de temps ∆t‹
dénis tels que ǫ‹ “ ǫ0 et i2temps “ αǫ0
4. résolution et nouvelle estimation d'erreur
où α est un paramètre hoisi en pratique à α “ 1
2
.
Les travaux [98℄ et [82℄ se basent sur les travaux de [51, 52℄ mais l'appliquent à l'erreur
en dissipation. Trois soures d'erreurs sont identiées : l'erreur de disrétisation spatiale,
l'erreur de disrétisation temporelle et l'erreur en itération due à la non onvergene de
l'algorithme de Newton. La séparation de es soures d'erreurs est proposée à travers la
dénition de trois indiateurs : un indiateur représentant l'erreur de disrétisation iespace,
un indiateur en temps itemps et un indiateur dépendant du shéma itératif utilisé iite.
Cependant, le alul de es indiateurs néessite la dénition de trois nouveaux problèmes
sur lesquels sont ensuite appliquées les proédures lassiques de reonstrution de hamps
admissibles et d'évaluation d'erreur. Numériquement, il est onstaté que itemps dépend
peu de la disrétisation en espae et que iespace dépend peu de la disrétisation temporelle
et que itemps`iespace » ǫ où ǫ désigne le niveau d'erreur total nal. Une proédure mettant
en lien les niveau d'erreur est proposée et peut se résumer ainsi : Pour obtenir un objetif
d'erreur total de ǫ0 :
1. Première résolution (au préalable optimisée dans le as purement élastique) ave
une tolérane sur les itérations θ xée a priori
2. Répartition des deux erreurs (dues à la disrétisation en temps et au maillage) en
minimisant une fontion oût sous la ondition itemps ` iespace “ ǫ. La fontion
oût est un produit de deux fontions oût en espae et en temps. Sont supposées
des évolutions en loi puissane vis-à-vis du nombre d'éléments et des pas de temps
3. Choix de la tolérane θ telle que iite soit petit devant les deux autres (iite est
onsidéré proportionnel à la tolérane)
4. Résolution ave les nouvelles disrétisations et nouvelle tolérane
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Cette proédure est appliquée sur un as en deux dimensions représentant un portique.
Dans le adre des problèmes de ontat, dans [91, 92℄, l'erreur en relation de om-
portement est déomposée en la somme d'une erreur de ontat (faisant intervenir des
quantités d'interfae de ontat) et une somme des erreurs sur les solides. Numérique-
ment, il est onstaté que l'erreur de ontat est loalisée aux interfaes entre solides. Pour
les stratégies de résolution par point xe et pénalisation, l'auteur propose un indiateur
en itération. Il est onstaté que et indiateur est indépendant de la disrétisation et l'au-
teur suggère que si l'indiateur en itération est une part importante de l'erreur totale,
alors le ritère d'arrêt du point xe doit être modié.
Citons également [53℄ qui développe un algorithme de Neumann Dirihlet pour traiter
un problème de ontat unilatéral sans frottement entre deux solides [10℄. Cet algorithme
onsiste à résoudre alternativement deux problèmes (un problèmes ave des onditions en
eort et un problème ave des onditions en déplaement). L'erreur due aux itérations
de et algorithme est distinguée de l'erreur de disrétisation via la dénition de deux
indiateurs :
 un indiateur mesurant l'erreur due à l'algorithme : il est obtenu par l'évaluation
de l'erreur en relation de omportement d'un troisième problème
 un indiateur mesurant l'erreur de disrétisation : il est obtenu par l'évaluation de
l'erreur en relation de omportement d'un quatrième problème lui-même séparé en
2 sous-problèmes : un problème d'élastiité linéaire sur le solide 2 et un problème
de ontat unilatéral ave fondations rigides sur solide 1
Numériquement, il est onstaté que le premier indiateur dépend peu du maillage et que
le seond dépend peu des itérations.
3.3.2 Erreur stohastique
Dans [13℄, une séparation est proposée dans le adre de problèmes de ontat multi-
paramètres. Les paramètres sont représentés à l'aide de variables aléatoires et de modèles
probabilistes et le problème est résolu en utilisant la méthode LaTIn [72℄. Une exten-
sion de l'erreur en relation de omportement est proposée dans le adre stohastique.
Deux indiateurs sont dénis : un indiateur de l'erreur due au modèle stohastique et
un indiateur de l'erreur due à la géométrie (qui est dénie omme le omplément à l'er-
reur totale). Numériquement, il est observé que l'indiateur géométrique déroît lorsque
le maillage est rané et est indépendant de l'approximation stohastique. Il est aussi
observé que l'indiateur stohastique déroît lorsque l'approximation stohastique est
enrihie mais il n'est pas indépendant du maillage. La seule proposition de proédure
d'adaptivité est faite à disrétisation xée.
Citons également les travaux [141℄ eetués pour oupler modèle déterministe et
stohastique grâe à la méthode Arlequin [29℄. Les trois ontributions à l'erreur totale
(erreur de modèle, erreur de disrétisation, erreur stohastique) sont évaluées séparément
e qui permet de proposer une proédure adaptative qui identie la soure d'erreur pré-
pondérante et redénit les paramètres de la résolution suivante. Malheureusement, ette
séparation néessite la résolution de deux problèmes intermédiaires et trois proédures
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d'estimation d'erreur.
3.3.3 Erreur PGD
Une autre soure d'erreur pouvant être identiée et séparée de l'erreur de disréti-
sation est l'erreur ommise lors de l'approximation de la solution sous forme d'une somme
de produits de fontions à variables séparées (Proper generalized deomposition [21℄, e
qui orrespond à la réation d'une base réduite onstituée de modes). En eet, la tron-
ature après un nombre m de modes entraîne une erreur dite erreur PGD. Dans [78℄,
une proédure est proposée pour estimer les deux soures d'erreur mais néessite l'intro-
dution et la résolution d'un nouveau problème e qui augmente le oût de l'estimation
d'erreur. D'autres travaux sont atuellement en ours dans et objetif de séparation
des soures d'erreur. Ils visent à répondre à la question du hoix de nombre de modes à
aluler et de la mise en relation de la préision de l'approximation PGD ave les autres
paramètres de la résolution.
3.3.4 Dans le as des méthodes de sous-struturation
Dans [11℄, l'équation de Poisson est résolue à l'aide d'une méthode multi-grille et
l'erreur de disrétisation est estimée en utilisant la méthode des résidus. Une majoration
de l'éart entre la solution du problème ontinu et la solution numérique approhée est
démontrée : elle-i met en jeu l'erreur de disrétisation et l'erreur due à la résolution
itérative mais également des onstantes qui ne sont pas failes à aluler. Une proédure
adaptant simultanément le maillage et le ritère d'arrêt des itérations est proposée. Elle
est mise en ÷uvre et permet d'éviter des itérations inutiles. Dans [97℄, 'est l'équation de
Stokes qui est étudiée et résolue par une méthode multi-grille. Les auteurs s'intéressent à
l'erreur ommise sur une quantité d'intérêt dénie par une fontionnelle linéaire J. Soit
u la solution exate et ruh la solution éléments nis non onvergée sur la grille la plus ne
issue d'un algorithme multi grille. La relation suivante est démontrée dans l'artile :
Jpuq ´ Jpruhq “ ηh ` ηm (3.5)
où ηh est une mesure de l'erreur de disrétisation et ηm une mesure de l'erreur dite
d'itération. Ce sont des indiateurs d'erreur alulés a posteriori. L'évaluation pratique
de es mesures d'erreur est détaillée : elle requiert plusieurs approximations pour évaluer
par exemple des diérenes entre deux veteurs de deux grilles diérentes. Plusieurs
méthodes pour évaluer ηm sont proposées et omparées entre elles. Les auteurs donnent
également la proédure suivante permettant d'adapter le ritère d'arrêt des itérations
ave pour objetif une erreur plus petite que ǫ0. Elle peut se résumer ainsi :
1. Choisir une disrétisation
2. Faire un yle de résolution multigrille
3. Evaluer les indiateurs ηh et ηm
4. Déterminer les niveaux soures d'erreur et augmenter le nombre de smoothing
steps jusqu'à ηm ď 110ηh
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5. Si ηh ` ηm ď ǫ, arrêt
6. Sinon, raner les éléments apportant le plus d'erreur et retourner à l'étape 2
Pour haque maillage, la quantité ηh n'est évaluée que deux fois. L'appliation de ette
proédure à diérents problèmes en une et deux dimensions permet d'observer un gain
en terme d'itérations et de temps CPU par rapport à un ritère lassique.
Dans [22℄, les auteurs étendent leur préédents travaux ([103, 105, 106, 104℄) qui
permettaient déjà une estimation a posteriori à moindre oût de bornes supérieures et
inférieures d'une quantité d'intérêt. La bound method onsiste à utiliser deux maillages :
un maillage grossier de travail et un maillage n. Le maillage grossier est vu omme une
sous-struturation du maillage n e qui permet de mettre en plae une formulation par
un lagrangien augmenté et d'utiliser des solveurs performants. Le problème étudié dans
[22℄ est un problème de thermique en trois dimensions ave onvetion et diusion. Il est
résolu par la bound method. La quantité d'intérêt est la moyenne de la température sur
une tranhe de la struture. Utilisant des indiateurs loaux, les auteurs proposent une
proédure d'adaptation de maillage permettant de satisfaire un objetif de préision sur
une quantité d'intérêt. Dans es travaux, e sont les erreurs sur le maillage grossier et
sur le maillage n qui sont séparées.
Enn, dans le as de problèmes elliptiques résolus à l'aide d'une méthode de déompo-
sition de domaine sans reouvrement multi-éhelle, dans [133℄, l'erreur ommise sur une
quantité d'intérêt est estimée. Les domaines ayant des disrétisations diérentes, les mé-
thodes de mortar [15, 16℄ sont utilisées pour raorder les disrétisations aux interfaes.
L'erreur totale est séparée en la somme de deux ontributions : une erreur due à la
tehnique mortar et une erreur sur les sous-domaines qui ne rend ompte que de la dis-
rétisation. Cette séparation est utilisée pour optimiser le remaillage adaptatif en faisant
dialoguer les diérentes disrétisations.
3.3.5 Dans le as de la méthode des volumes nis
Dans [62℄, les auteurs proposent une séparation des soures d'erreur pour un problème
elliptique de seond ordre résolu par la méthode des volumes nis. La première soure
d'erreur provient de la disrétisation et de l'utilisation de la méthode des volumes nis.
La seonde erreur provient de l'utilisation d'un solveur itératif type gradient onjugué.
Les auteurs utilisent ette séparation pour dénir le ritère d'arrêt du solveur itératif en
lien ave la disrétisation. Notons que es travaux ont fait l'objet de nombreuses exten-
sions. Nous pouvons iter le as de résolution mixte éléments nis, volumes nis dans
[60℄. Les résultats montrent que la séparation est pertinente et la mise en plae d'un ri-
tère d'arrêt intelligent évite les itérations inutiles. Dans [37℄, 'est pour un problème de
diusion du seond ordre quasi-linéaire que la séparation des erreurs de disrétisation et
de linéarisation est eetuée. Dans [137℄, pour un éoulement bi-phasique, un algorithme
de Newton est utilisé pour résoudre le problème non-linéaire. Les diérentes soures d'er-
reur (disrétisation, temporelle, linéarisation et algébrique) sont identiées et séparées e
qui permet de proposer une proédure adaptative de résolution. Dans [38℄, une méthode
de Newton inexate est mise en plae sur un problème de diusion non linéaire. Trois
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soures d'erreur sont séparées : l'erreur de disrétisation, l'erreur algébrique et l'erreur
due à la linéarisation. Les auteurs proposent d'adapter le ritère d'arrêt du solveur itéra-
tif (le solveur est stoppé quand l'erreur algébrique est petite devant les deux autres ou si
l'erreur de disrétisation est trop importante devant les deux autres). Citons également
[112, 113℄ qui traitent des problèmes multiphases et séparent les erreur spatiale, tempo-
relle, algébrique et de linéarisation et proposent des proédures adaptatives permettant
des gains en terme d'itération. Pour l'équation de Poisson résolue par une méthode de
Galerkin disontinue, une estimation d'erreur permettant la séparation de l'erreur de
disrétisation et de l'erreur algébrique est proposée an d'aboutir un algorithme itératif.
3.3.6 Commentaires
Tout d'abord, notons que l'ensemble de es travaux montre l'intérêt d'adapter le
ritère d'arrêt à la disrétisation, ou du moins à mettre en relation les diérents niveaux
d'erreur inhérents aux méthodes de alul employées. Faire le lien entre les niveaux
d'erreur permet, outre de onduire le alul de manière plus rééhie, de gagner en
terme de oût puisque les résolutions n'améliorant pas la qualité globale de la solution
sont évitées. Les travaux se basant sur l'erreur en relation de omportement permettent
d'obtenir des bornes garanties de l'erreur. De plus, l'erreur en relation de omportement
a fait l'objet de nombreuses extensions à d'autres types de problèmes, e qui rend et
outil puissant. En revanhe, la séparation des soures ne se base que sur des indiateurs
et néessite la résolution de problèmes auxiliaires e qui augmente beauoup le oût de
alul. L'emploi des méthodes de sous-struturation fait naturellement apparaître deux
niveaux d'erreur : un à petite éhelle spatiale due à la plus ne des disrétisations et
un à l'éhelle de la sous-struturation (grille). C'est ette même distintion qui apparaît
dans le adre des déomposition de domaine. Enn, pour les résolutions en volumes nis,
de réents et nombreux travaux montrent omment estimer séparément les diérentes
soures d'erreur an d'adapter la préision du solveur itératif pour une large gamme de
problèmes.
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Deuxième partie




La partie préédente souligne l'importane de la onstrution d'eorts équilibrés aux
interfaes et de la onstrution de hamps statiquement admissibles. Lors d'une estima-
tion d'erreur par la relation de omportement, la qualité de l'estimateur dépend très
fortement de la qualité des hamps reonstruits. C'est la raison pour laquelle ette par-
tie s'attahe à les améliorer. Dans le premier hapitre de ette partie, nous proposons
une nouvelle méthode de reonstrution de hamp statiquement admissible en séquentiel.
Cette méthode peut tout à fait être utilisée en parallèle dans le traitement de haque
sous-domaine. Dans le seond hapitre de ette partie, nous étudions les possibilités








Dans e hapitre, nous présentons une nouvelle méthode de reonstru-
tion de hamp statiquement admissible en séquentiel (il n'est don pas
question de déomposition de domaine). Cette méthode dière des teh-
niques lassiques dans le sens où elle remplae la résolution de nombreux
problèmes loaux par la résolution optimisée d'un unique problème.
Bien que pouvant paraître de taille prohibitive, nous montrons om-
ment l'utilisation des propriétés topologiques du maillage permet une
résolution astuieuse et peu oûteuse. La méthode que nous proposons
permet également d'étudier la pertinene de la ondition de prolonge-
ment forte. Ces travaux ont fait l'objet d'une publiation [122℄ et de
deux ommuniations [58℄ et [121℄.
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4.1 Prinipes
Comme nous l'avons présenté dans la première partie, la plupart des méthodes de
reonstrution de hamps statiquement admissibles néessite la résolution de nombreux
problèmes de petite taille. Dans la EET en partiulier, la nature de es problèmes et leur
résolution dépend de la position du entre du star-path e qui implique des nombreux
tests dans le ode et ralentit la proédure. Nous pouvons également nous interroger sur
la pertinene de la ondition de prolongement forte qui est le point de départ de ette
méthode. En eet, la ux-free method qui n'impose pas une telle ondition sur les hamps
montre de meilleurs résultats que la EET.
Forts de es onstats, nous proposons une nouvelle méthode basée sur les idées sui-
vantes :
 Une implémentation vetorisée qui s'aranhit des boules et des tests. Le ode
est simplié et peut être parallélisé au niveau des éléments.
 Une séparation des propriétés topologiques et des propriétés géométriques. Nous
faisons naturellement apparaître les star-pathes et expliquons leur rle.
 Une étude de la ondition de prolongement forte. La EET est un as partiulier
de la tehnique que nous proposons et nous donnons également la méthodologie
permettant de reonstruire le hamp vériant la ondition de prolongement forte
qui minimise l'estimateur.
La méthode que nous proposons est appelée STARFLEET pour Star free Lazy Ele-
ment Equilibration Tehnique et se déompose en deux étapes. La première étape onsiste
à onstruire des travaux équilibrés sur les arêtes internes, la seonde onsiste à résoudre
des problèmes loaux ave les travaux déterminés préédemment omme ondition de
Neumann sur un espae plus rihe. Présentons à présent les prinipaux ingrédients de la
méthode.
Nous rappelons les notations dénies dans le premier hapitre 1.3.3.3 et qui seront
utilisées dans la présentation de la méthode. Nous notons T l'ensemble des éléments de
ΩH , E l'ensemble des arêtes et V l'ensemble des sommets (ou n÷uds). Nous introduisons
également l'opérateur B qui extrait les arêtes du bord d'un groupe d'éléments et les
sommets d'un groupe d'arêtes. La notation PpXq désigne l'ensemble des sous-ensembles
de X. La notation |X| désigne le ardinal de X. La notation B´1 est utilisée pour désigner
l'opération qui à un sommet assoie les arêtes qui y sont reliées et à une arête assoie les
éléments dont elle fait partie.
P pT q BÝÑ P pEq BÝÑ P pVq (4.1)
En partiulier, pour un n÷ud N, les éléments dans B˜´2N forment le star-path assoié.
La gure 1.2 illustre es opérateurs pour des as simples.
4.1.1 Choix des inonnues et ontraintes assoiées
Le premier point de notre méthode est que nous ne supposons pas de forme a priori
des trations le long des arêtes (es trations sont herhées omme des fontions anes
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Γ ¨ vdS (4.2)
Pour l'implémentation, nous devons faire le hoix d'une base de CAHpΩq. Dans la EET, e
sont les fontions de forme éléments nis qui sont hoisies. Ii, an de garantir un traite-
ment systématique, nous hoisissons la base anonique B “ p1ex, xex, yex, 1ey, xey, yeyq.
Il faut noter que les travaux inonnus ne sont plus indépendants. En eet, les travaux
étant des formes linéaires sur des arêtes et les variables x et y étant reliées linéairement
sur une arête, nous devons avoir pour la diretion e :
aΓWˆ
Γpxeq ` bΓWˆΓpyeq ` cΓWˆΓpeq “ WˆΓ ppaΓx` bΓy ` cΓqeq “ 0 (4.3)
où paΓ, bΓ, cΓq sont les oeients de l'équation de l'arête Γ :
px, yq P Γðñ aΓx` bΓy ` cΓ “ 0
Sous forme matriielle, ette ontrainte s'érit :
`
cΓ aΓ bΓ
˘ ¨˚˝ WˆΓpexq WˆΓpeyqWˆΓpxexq WˆΓpxeyq
WˆΓpyexq WˆΓpyeyq
‹˛‚“ `0 0˘ (4.4)
dans laquelle nous remarquons que le déouplage des diretions ex et ey nous permet
d'utiliser un multiveteur.
Propriété 4.1. La ondition néessaire (4.4) est susante pour onstruire un eort de
tration Fˆ
Γ ¨ e assoié aux travaux pWˆΓpeq, WˆΓpxeq, WˆΓpyeqq.
Démonstration. Une innité de trations peuvent être assoiées à des travaux satisfai-
sant (4.4). Parmi eux, il n'existe qu'une seule tration linéaire. Les autres trations
peuvent être onstruites en ajoutant un terme orthogonal à l'espae des polynmes de
degré 1 au sens de la norme L
2pΓq, par exemple.
Considérons l'arête Γ de sommets A et B de oordonnées pxA, yAq et pxB , yBq. La
pente et le milieu O de l'arête peuvent être alulés :
aΓ “ yB ´ yA
bΓ “ xA ´ xB
cΓ “ xByA ´ yBxA
xO “ xA ` xB
2
yO “ yA ` yB
2
(4.5)
Nous introduisons l'absisse urviligne s P r´1{2, 1{2s et nous avons :
x “ xO ´ sbΓ, y “ yO ` saΓ et dS “ mespΓqds (4.6)










. Une simple intégration sur l'arête donne :
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FΓ1 “ aΓWˆΓpyeq ´ bΓWˆΓpxeq ´ paΓyO ´ bΓxOqWˆΓpeq
(4.7)
4.1.2 Elimination des arêtes externes et dénition du seond membre
Contrairement aux eorts, les travaux sont onnus sur toutes les arêtes de bord (id
est de BΩ). Ainsi, sur BuΩ, nous utilisons les réations nodales dans l'équation 4.8 et les
seuls travaux inonnus sont eux sur les arêtes internes.
















Ainsi, pour un hamp test vH P CAHpΩq :
 Si T est un élément interne alors RT pvHq “
˝
RT pvHq






g ¨ vH dS (4.9)








V λdpV q ¨ vHpV q (4.10)
où V représente les sommets de ΓD. λdpV q est assoié à la valeur de réation
nodale, onnue de la résolution éléments nis, et vHpV q est la valeur du hamp
test au sommet (αΓV étant une partition de l'eort nodal de réation entre les
éléments qu'il impate, voir Figure 4.1) et vériant :
@V P BuΩH ,
ÿ
ΓPB´1VXBuΩ
αΓV “ 1 (4.11)
Splitting
Figure 4.1  Séparation des réations entre deux éléments adjaents
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4.1.3 Eriture de la ondition de prolongement forte à l'éhelle globale
Nous réérivons la ondition de prolongement forte ave pour seules inonnues les
travaux sur les arêtes internes :










E est l'ensemble des arêtes internes (séparant deux éléments).
Sous forme matriielle, nous obtenons :















et ∆ est la matrie de taille |T | ˆ |
˝
E | des oeients pδΓT q
En utilisant la base anonique, les ontraintes 4.4 et la ondition de prolongement




















Le système est de grande taille (p3|T | ` |
˝
E |q ˆ 3|
˝
E |). Néanmoins, il est très reux et
n'est jamais assemblé. Nous exploitons ses propriétés pour la résolution.





(f P t1, x, yu et e P tex, eyu) la solution de 4.14. Il faut à présent
résoudre sur haque élément T le problème loal suivant :



















Nous proposons un p-ranement de l'espae initial pour obtenir CATp (une base une
degré plus élevé par exemple)
B2 “ pxex, yey, xey ` yex, xyex, xyey, x2ex, x2ey, y2ex, y2eyq (4.16)
Il est à noter que :
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 les mouvements de orps rigides p1ex, 1ey, xey ´ yexq peuvent être omis an que
le problème soit bien posé
 les travaux linéaires sont onnus depuis la résolution de 4.14
 la détermination des travaux de degré supérieur à 1 peut se faire en supposant
une tration linéaire (déterminée entièrement par les travaux linéaires)
4.2 Implémentation numérique
Dans ette setion, nous présentons omment résoudre le système 4.14. Nous intro-






‹˛‹‚ et WˆpBq “
¨˚





E est l'ensemble des arêtes internes et EB elui des arêtes externes.˝
V et VB sont respetivement les ensembles de n÷uds internes et externes.
Remarque 4.2. Un maillage valide pour la méthode éléments nis ne doit pas omporter
d'éléments ayant deux arêtes sur BΩ [54℄, e qui implique |EB| “ |VB|.
Rappelons l'identité d'Euler :
|T | ´ |E | ` |V| “ c´ h (4.18)
où c désigne le nombre de omposantes onnexes et h est le nombre de trous dans la
struture. Dans la suite, nous travaillons sur une seule omposante onnexe si bien que
c “ 1.
4.2.1 Propriétés de ∆
La matrie ∆ qui regroupe les oeients pδΓT q possède |T | lignes et |
˝
E | olonnes. Il
s'agit d'une matrie très reuse booléenne signée et est appelée matrie d'inidene en
topologie algébrique [118℄. Nous listons ii les propriétés de ette matrie et du système
global.
Propriété 4.3. Ayant davantage de olonnes que de lignes, la matrie ∆ n'est pas de
rang plein. Néanmoins le problème 4.13 est bien posé.
Démonstration. Nous supposons que tous les éléments ont la même orientation. Par
onséquent, toutes les arêtes internes sont omptées positivement par un élément et
négativement par l'autre élément. Ainsi, le noyau à gauhe de∆ est onstitué du veteur
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i “ `1 . . . 1˘T . Le problème 4.13 est bien posé ar l'équilibre élément ni de toute la





RT pvHq “ 0 (4.19)
Propriété 4.4. La taille du noyau à droite de ∆ est |
˝
V| ` h et une base N de e noyau
peut être onstruite en analysant le maillage (analyse de graphe ou topologie algébrique
[118℄). De plus, N “ rNV ,Nhs, où NV est assoié aux n÷uds internes et Nh est assoié
aux trous.
Démonstration. Le rang de la matrie ∆ est p|T | ´ 1q et la dimension de son noyau à
droite est p|
˝




E | ´ |T | ` 1 “ |E | ´ |EB| ´ |T | ` 1 “ |V| ´ |EB| “ |
˝
V | ` h (4.20)
Il est faile de onstruire une base du noyau à droite puisque elui-i orrespond aux
yles fermés dans le maillage (voir gure 4.2).
 Chaque n÷ud interne dénit un star-path ave des arêtes internes omme rayons.
En ombinant es arêtes, tous les éléments sont omptés deux fois (une fois posi-
tivement, une fois négativement).
 Les arêtes internes ayant pour sommet un n÷ud sur le bord d'un trou dénissent
une boule fermée autour de e trou.
Figure 4.2  Noyau de la matrie ∆ : star-pathes internes et trous
Etudions à présent l'eet de la ontrainte de onsistene géométrique. Pour ela, nous
donnons les propriétés de la matrie G.
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4.2.2 Etude de G
Propriété 4.5. Soit xV et yV les matries diagonales des oordonnées des n÷uds in-








Démonstration. Le noyau à droite kerpGq doit être herhé dans kerp∆q. Considérons
un star-path ayant pour sommet entral V de oordonnées pxV , yV q. Soit Γ l'arête entre
le sommet V et le sommet AΓ de oordonnées pxA, yAq. Le sommet V étant sur ette
arête alors aΓxV ` bΓyV ` cΓ “ 0 indépendamment sur Γ P B´1V . Notons NV l'élément








appartient au noyau de G.
Tous les n÷uds internes sont don assoiés à un élément du noyau haun. Ce n'est pas
le as des trous puisque les rayons autour du trou ne peuvent pas onourir en un même
point.
Propriété 4.6. La dimension du noyau à gauhe de G est égale au nombre de n÷uds
du maillage :
dimpkerpGT qq “ |
˝
V| ` |VB| “ |V| (4.22)
Il est possible de réer une base de kerpGT q.
Démonstration. Ce résultat est la ombinaison d'une part du théorème du rang appliqué
à la matrie GT , et d'autre part de l'utilisation de l'égalité 3|T | ´ p2|
˝
E | ` |EB|q “ 0 qui
traduit le fait que haque élément est onstitué de trois arêtes, que haque arête interne
appartient à deux éléments et que haque arête externe appartient à un élément.
Pour la onstrution d'un veteur de la base de kerpGT q, nous pouvons restreindre
notre analyse aux éléments et arêtes des star-pathes. Soit O un sommet quelonque.
Notons TSP “ B˜´2O les éléments du star-path assoié. Les arêtes du star-path sont les
arêtes rayons du star-path ESP,r “ B´1O et les arêtes du ontour du star-path ESP,b “
















où ∆˜T (respetivement c˜, a˜, b˜) est la sous-matrie de ∆T (respetivement c, a, b)
relative au star-path de taille |
˝
ESP | ˆ |TSP | (respetivement matries diagonales de
taille |
˝
ESP |). pα, β, γq sont les veteurs assoiés aux éléments, µ est assoié aux arêtes.
Notons l˜ la matrie diagonale onstituée des longueurs des arêtes de
˝
ESP , telles que
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Figure 4.3  Star-pathes, numérotation des éléments arêtes de bord (b) et arêtes radiales
(r)
0 ă l˜2 “ a˜2 ` b˜2. Les arêtes du ontour ESP,b (y ompris elle sur le bord de Ω) sont
toujours assoiées à un unique élément du star-path. Ainsi, nous numérotons es arêtes
et éléments omme illustré sur la gure 4.3.
Le leteur peut vérier que le veteur suivant appartient au noyau de G˜T .$’’’’’&’’’’’%
α “ e´1b ab
β “ e´1b bb




¯ où eb “ xOab ` yObb ` cb (4.24)
eb est une matrie diagonale de oeients non nuls puisque le entre d'un star-path ne
peut pas être aligné ave une arête du ontour.
Propriété 4.7. L'équation (4.14) a des solutions.
Démonstration. Nous devons seulement vérier que le seond membre est orthogonal
au noyau de G˜T . En utilisant un veteur de la base du noyau onstruit omme dérit
préédemment et en l'appliquant au seond-membre, nous somme en réalité en train de
aluler le résidu d'une fontion de forme élément ni. Ce résidu est nul par l'orthogonalité
de Galerkin. En eet, l'équation aratéristique d'une arête de bord, restreinte à l'élément
adjaent est exatement la pente de la fontion de forme. Le terme de normalisation e´1b
assure que toutes les pentes vaillent 1 au sommet O.
4.2.3 Résolution eae
L'analyse préédente montre que le système (4.14) est bien posé et admet des solu-
tions. Ces solutions étant dénies à un élément du noyau près, la résolution se déompose
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en deux étapes : à la première étape, une solution partiulière est trouvée ; à la seonde
étape, un élément du noyau est hoisi (objet de la sous-setion 4.2.4).
La matrie ∆ étant une desription algébrique du maillage, il existe une forme nor-
male de Smith :













0 . . . 0 0 . . . 0




La fatorisation est alors failement réalisable par un pivot de Gauss total. La matrie
étant très reuse, la omplexité de ette opération est linéaire.
An de simplier les notations, les olonnes de haque multiveteur sont assemblées
ave la notation e. Par exemple, Rp1eq : “ `Rp1exq Rp1eyq˘. En appliquant la trans-
formation de Smith au système (4.14) et en séparant les travaux en deux parties, nous














































‚˛“ ´ `cV˜U˜Rp1eq ` aV˜U˜Rpxeq ` bV˜U˜Rpyeq˘ (4.27)
La matrie à gauhe est de taille |
˝
E | ˆ 3p|
˝
V | ` hq. En se basant sur l'analyse ee-
tuée préédemment, nous savons que le noyau à droite est de dimension |
˝
V |. En uti-
lisant une base adaptée onnue du noyau à gauhe N “ rNV ,Nhs, nous savons que`
cNh aN bN
˘
est de rang plein. Notons que le hoix d'une base adaptée du noyau
permet de préserver la struture reuse de la matrie.
Nous devons trouver une solution du système retangulaire de taille |
˝
E | ˆ p2|
˝
V | ` 3hq









‚˛“ ´ `cV˜U˜Rp1eq ` aV˜U˜Rpxeq ` bV˜U˜Rpyeq˘ (4.28)
Il est possible d'utiliser une fatorisation LU ave pivot an de préserver la struture très
reuse de la matrie. Nous avons don déterminé une solution (3|
˝
E | lignes et 2 olonnes)



















4.2.4 Choix de l'élément du noyau
Puisque nous onnaissons une base Z du noyau à droite de G et une solution parti-
ulière Wˆ0pBq, tous les travaux respetant la ondition de prolongement forte s'érivent




où pγex , γeyq sont des veteurs de taille |
˝
V | pouvant
optimiser le hamp reonstruit. Choisir 0 omme élément du noyau est toujours possible
mais mène à un hamp de ontrainte de mauvaise qualité. Nous détaillons à présent trois
ritères guidant le hoix de l'élément du noyau.
4.2.4.1 Optimisation vis-à-vis de la solution éléments nis
A partir du hamp σ
H












θΓT pσHT ¨ n
Γ
T q ¨ φH dS
(4.30)




Puisque les ontraintes sont onstantes sur haque élément, la tration moyenne est
onstante le long de l'arête. Nous notonsWHpBq le veteur des travaux dans notre base.
Il est alors possible de herher des travaux satisfaisant la ondition de prolongement











En supposant que la norme M traite les olonnes indépendamment les unes des autres
et est représentée par une matrie symétrique dénie positive M, nous avons :
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“ ´ `ZTMZ˘´1ZTM´Wˆ0pBq ´WHpBq¯ (4.32)
L'utilisation de la norme 2 onduit à l'estimateur noté SF‖¨‖2 .
4.2.4.2 Lien ave la EET lassique
Le ritère utilisé dans la EET déouple les omposantes pex, eyq. An de simplier les
notations, nous ne raisonnons que sur une diretion.
Sur un path ayant pour n÷ud un n÷ud interne N , le problème est sous-déterminé.

























FˆΓ étant herhé omme une distribution linéaire, nous avons




où FˆΓ0 est la valeur moyenne de Fˆ
Γ
et FˆΓ1 sa variation le long de l'arête. ǫ
Γ
N vaut `1
sur une arête de Γ (néessairement interne) et ´1 sur l'autre. Soit pxΓ0 , yΓ0 q le milieu de
l'arête Γ. Après intégration, nous obtenons (le hamp test est désigné en index et WΓH




































aΓpWˆΓy ´ yΓ0 WˆΓ1 q ´ bΓpWˆΓx ´ xΓ0WˆΓ1 q
¯¸2 (4.36)
Nous pouvons distinguer les arêtes ayant deux sommets internes (
˝˝
E ) des arêtes ayant un

































aΓpWˆΓy ´ yΓ0 WˆΓ1 q ´ bΓpWˆΓx ´ xΓ0WˆΓ1 q
¯¸2 (4.37)
Ce ritère ouple les travaux pWˆΓ
1
, WˆΓx , Wˆ
Γ
y q sur la même arête, e qui orrespond à
une matrie M ave uniquement trois valeurs non nulles par ligne.
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4.2.4.3 Minimisation de l'estimateur
Cette stratégie mène au meilleur hoix mais est aussi très oûteuse. Elle permet
néanmoins d'étudier la pertinene de la ondition de prolongement forte.
Pare que les deux omposantes pex, eyq sont ouplées pour e ritère, nous adoptons
les notations suivantes :
Wˆ “
´














T la matrie de rigidité du problème élémentaire à résoudre (sur T ) et BT la
matrie dénissant les travaux d'ordre supérieur sur l'élément T à partir de Wˆ. L'énergie
de déformation s'érit :ż
ΩH

































Les oûts sont onentrés dans la onstrution et la fatorisation d'une matrie symé-














L'estimateur assoié est noté SF‖¨‖erdc .
4.3 Résultats sur la struture 2
Dans ette setion, nous présentons et analysons les performanes de notre nouvel
estimateur sur la struture 2 (voir l'annexe 9.4.2). Pour davantage d'illustrations nu-
mériques, le leteur peut se référer à [122℄. Nous omparons notre nouvelle tehnique de
reonstrution à la méthode lassique EET et à la ux-free method. Dans tous les as, lors
de la résolution des problèmes loaux, 'est un p-ranement (p+2) qui est mis en ÷uvre
(augmentation du degré des fontions de forme de 2). L'abbréviation SF est utilisée pour
désigner starfleet.
La gure 4.4 et le tableau 4.1 montrent la onvergene des estimateurs en fontion
de la taille du maillage.
Tout d'abord, nous observons une déroissane des estimateurs lorsque le maillage est
rané. L'estimation d'erreur ave la nouvelle tehnique de reonstrution starfleet‖¨‖2
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Une nouvelle méthode de reonstrution de hamps statiquement admissibles en
séquentiel



















Figure 4.4  Struture pré-ssurée : estimateurs
7 ddl EET SF‖¨‖2 SF‖¨‖erdc Flux-free ‖ε puHq‖H,Ω
740 0.45098 0.53401 0.42509 0.36538 0.86727
1330 0.34881 0.43558 0.32949 0.28817 0.88202
5638 0.22324 0.33203 0.17736 0.1707 0.89362
12160 0.17172 0.29363 0.13658 0.12724 0.89648
Table 4.1  Struture 2 : estimateurs pour diérentes méthodes de reonstrution de hamps
(EET, Flux-free, STARFLEET)
donne des résultats médiores lorsque le maillage est rané. Cela peut être dû à la singu-
larité du problème. Comme attendu, lorsqu'une minimisation de l'énergie omplémentaire
est eetuée, la stratégie optimale starfleet‖¨‖erdc donne de meilleurs résultats que la
EET lassique, en partiulier pour les maillages ns. Elle tend à être aussi performante




Dans e hapitre, nous proposons diverses améliorations pour la re-
onstrution des inter-eorts équilibrés entre sous-domaines. C'est une
étape néessaire avant l'enlenhement en parallèle des tehniques las-
siques de reonstrution de hamps statiquement admissibles. Tout
d'abord, nous montrons le rle lef que jouent les points multiples dans
ette reonstrution. Nous montrons également que l'attention qui est
portée en es points permet d'étendre l'estimation d'erreur parallèle
à l'algorithme FETI-DP. Enn, nous proposons d'améliorer la reons-
trution de l'inter-eort dans le as d'une interfae intersetant une
ondition de Dirihlet. L'ensemble de es travaux a été eetué en ol-
laboration ave Augustin Parret-Fréaud.
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5.1 Rappels sur la méthode de reonstrution d'un hamp
statiquement admissible en adre sous-struturé
Dans ette setion, nous détaillons la méthode permettant d'obtenir des hamps de
ontraintes statiquement admissibles pσˆpsq
N
qs P SApΩq à partir de réations nodales équi-
librées pλpsqN qs. La desription que nous faisons répond en partie à la remarque 3.1. Cette
méthodologie est elle dérite dans [111, 110℄.
La méthode peut se déomposer en trois étapes :
1. Obtenir pour haque domaine psq des réations nodales λpsqN
 équilibrées entre sous-domaines, 'est-à-dire vériantÿ
s
ApsqλpsqN “ 0 (5.1)
 équilibrées vis-à-vis des modes rigides, 'est-à-dire vériant
Rpsq
T pf psq ` tpsqTλpsqN q “ 0 (5.2)





3. Construire un hamp statiquement admissible pσˆpsq
N
qs P SApΩq à partir de Fˆ psqbN ,
de pupsqN qs et du hargement onnu de la struture (hargement volumique f et
surfaique g).
Nous détaillons à présent haune des étapes.
1 : Obtenir pour haque domaine psq des réations nodales λpsqN Si l'approhe
duale a été hoisie pour résoudre le problème sous-struturé, à haque itération, l'inonnue
d'interfae est une unique inonnue en eort Λ, si bien qu'à haque itération du solveurs,




Λ sont équilibrées aux interfaes et vis-à-vis des modes
rigides.
Si l'approhe primale a été hoisie pour résoudre le problème sous-struturé, les ré-
ations nodales pλpsqN qs sont reonstruites ainsi : λpsqN “ λpsqD ´ δλpsq (f algorithme 3).
Il a été démontré à la setion 3.1 que es réations nodales étaient bien équilibrées aux
interfaes et vis-à-vis des modes rigides.




N An de pouvoir enlenher
les proédures de reonstrution de hamps statiquement admissibles disponibles dans la




N . Cet eort
ontinu doit développer le même travail que les réations nodales λ
psq
N dans les hamps
de déplaement admissibles. Ainsi, l'hypothèse de déomposition de Fˆ
psq
bN sur la base des
fontions de forme est faite si bien que Fˆ
psq
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Figure 5.1  Constrution d'un représentant ontinu de l'eort
Exprimer Fˆ
psq
bN en fontion des réations nodales λ
psq
N revient alors, pour haque interfae,
à résoudre un système de petite taille faisant intervenir la matrie de masse assoiée aux
fontions de forme des n÷uds de l'interfae. Sur la gure 5.1, une illustration du passage
de réations nodales à un eort ontinu est donnée.
Dans [110℄, l'auteur souligne qu'une telle onstrution d'un représentant ontinu peut
onduire à un hamp statiquement admissible de moins bonne qualité que dans le as
séquentiel et don à un estimateur parallèle moins performant que le séquentiel dans le
as d'interfaes anguleuses. Toujours dans [110℄, une reonstrution diérente de Fˆ
psq
bN est
proposée an de résoudre à e problème. Nous ne la mettons pas en ÷uvre dans ette
thèse.
3 : Construire un hamp statiquement admissible pσˆpsq
N
qs P SApΩq
Enn, pour haque sous-domaine psq, un hamp de ontrainte statiquement admissible
est reonstruit en utilisant une des tehniques dédiées. Le hamp de déplaement u
psq
N est
solution du problème :$&%K





où pλpsqN qs satisfont Rpsq
T pf psq ` tpsqTλpsqN q “ 0
(5.4)
qui s'érit de manière ontinue :
Trouver u
psq



















bN ¨ vdS (5.5)
Puisque onstruit à partir des réations nodales équilibrées aux interfaes et vis-à-vis
des modes rigides, le représentant Fˆ
psq
bN vérie :





bN “ 0 sur Γs,s
1
(5.6)
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 L'équilibre vis-à-vis des modes rigides :













bN ¨ vdS (5.7)
Il est alors envisageable d'utiliser une tehnique séquentielle de reonstrution de hamp
statiquement admissible pour haque sous-domaine. Le hamp de ontraintes obtenu au
nal sur toute la struture est alors globalement statiquement admissible.
5.2 Le as partiulier des points multiples
Les points multiples sont les n÷uds de l'interfae partagés par plus de deux sous-
domaines. Par exemple, sur la gure 2.1, il y a un point multiple de multipliité 3. Ces
points multiples ont fait l'objet de traitement spéiques dans les méthodes de déom-
position de domaine (voir A-FETI et FETI-DP évoquées dans la paragraphe 2.5). Dans
ette setion, nous montrons que es points multiples peuvent jouer un rle ruial dans la
reonstrution d'inter-eorts équilibrés aux interfaes et don dans l'estimation d'erreur.
Nous revenons tout d'abord sur la dénition de l'opérateur d'assemblage dual et mon-
trons que ses diérentes éritures entraînent des reonstrution diérentes d'inter-eorts.
Nous proposons ensuite une optimisation de ette reonstrution aux points multiples.
Enn, nous mettons en ÷uvre ette optimisation sur une struture très hétérogène où
l'estimation d'erreur est médiore si auune attention n'est portée sur les points multiples.
5.2.1 Retour sur l'opérateur d'assemblage dual
La dénition de l'opérateur d'assemblage primal est aisée. Pour haque domaine psq,
l'opérateur s'érit sous la forme d'une matrie Apsq qui loalise les degrés du bord du
sous-domaine dans l'interfae géométrique globale (f gure 5.2). La dénition de l'opé-
rateur d'assemblage dual est plus omplexe puisqu'elle n'est pas unique. Classiquement,
l'opérateur d'assemblage est elui illustré en gure 5.3 où l'on donne B qui est la ona-
ténation des opérateurs d'assemblage. Dans la desription duale de l'interfae, il peut
y avoir une redondane dans le as de la présene d'un point multiple. Des opérateurs
non-redondants peuvent don être dénis omme illustré en gure 5.4 ave l'expression
de BNR. De plus, si le point est de multipliité 4, il apparaît une interation pontuelle
entre deux sous-domaines plans, e qui n'a pas, tel que, de sens physique d'un point de
vue ontinu. Il est également possible de dénir un opérateur d'assemblage qui ne prend



































































































































































































































































































































































































































Figure 5.5  Opérateurs d'assemblage dual non pontuels
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Nous proposons don, à partir d'une inonnue d'interfae globale Λ, de onstruire une
inonnue d'interfae globale ΛF qui ne fait plus apparaître des interations pontuelles.
Celles-i ont été distribuées sur les interations entre faes (la pure suppression de es
interations pontuelles entraînerait une perte de l'équilibre en eort au point multiple).
C'est ette distribution qui n'est pas unique. Dans le as de fortes hétérogénéités, une
mauvaise reonstrution de ΛF peut entraîner une surestimation de l'erreur.
Dans la suite de ette partie, nous nous appuierons sur les notations dérites dans les
gures itées préédemment et onsidérerons uniquement un degré de liberté au point
multiple, le traitement des deux diretions pouvant se faire indépendamment.
5.2.2 Gestion des points multiples pour l'estimation d'erreur
Considérons une struture arrée de module d'Young E1 omportant quatre inlusions
souples de module d'Young E2 “ E1 10´5. Le oeient de Poisson est hoisi égal à 0.3
pour les deux matériaux. La struture est déomposée en 36 sous-domaines homogènes et
est solliité en tration et isaillement sur l'arête supérieure alors que la base est enastrée,
omme illustré sur la gure 5.6. L'hypothèse des ontraintes planes est eetuée. Les
paramètres utilisés pour la résolution sont indiqués dans le tableau 5.1.
Figure 5.6  Struture à forte hétérogénéité : hargement (gauhe) et sous-struturation
(droite)
Sur la gure 5.7, nous donnons les artes de ontribution à l'erreur obtenues à onver-
gene après un alul sous-struturé (gure de gauhe) et après un alul séquentiel (-






pupsqH , σˆpsqH q et
θseq “ eCRΩpuH , σˆHq assoiés. La solution élément ni est la même pour les deux réso-
lutions mais nous observons lairement une erreur parasite située au points multiples au
niveau des inlusions ('est-à-dire en présene de saut de module d'Young). Cette erreur
parasite se réperute sur la borne supérieure de l'erreur disrétisation qui est 100 fois
plus importante en sous-struturé qu'en séquentiel.






Méthode reonstrution hamp statiquement admissible Flux-free
Espae de résolution des problèmes loaux
h
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Table 5.1  Struture ave forte hétérogénéité : paramètres
Figure 5.7  Cartes de ontribution à l'erreur après un alul par déomposition de do-
maine (gauhe) θDD “ 0.054233 et après un alul séquentiel (droite) θseq “ 0.00033852
Au point multiple, nous souhaitons onstruire ΛF tel que :
BTFΛF “ BTΛ (5.8)
Or, un yle d'eort tournant ne déséquilibre pas le point multiple mais peut hanger la
répartition des interations entre faes. Autrement dit, il existe un élément Λker tel que







Ainsi, nous pouvons érire que
ΛF “ Λpart ` βΛker (5.10)
où β est un salaire puisque la dimension du noyau de BTF est de 1.
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Remarque 5.1. Cette indétermination est de même nature que elle renontrée lors de
la reonstrution d'inter-eorts équilibrés dans la méthode EET dérite en setion 1.2.3.3.
Pour le traitement d'un n÷ud intérieur, il n'est pas possible de déterminer de manière
unique une solution au système 1.40.
Un solution partiulière Λpart est obtenue failement en alulant
Λpart “ pBFBTF q`BFBTΛ (5.11)
où pBFBTF q` désigne une pseudo-inverse de BFBTF .
Nous avons exhibé une laune de la proédure de reonstrution d'inter-eorts équi-
librés dans le as de sous-strutures très hétérogènes. An de remédier à e problème,
nous proposons de déterminer le oeient β en minimisant la quantité suivante :





































où k et l désignent les numéros des sous domaines ayant pour interfae l'arête Γi, où
ET ki
désigne le module d'Young de l'élément T ki et où φ
N
H désigne la fontion de forme
assoiée au n÷ud entral N du star-path reonstitué illustré en gure 5.8.
































Puisqu'elle fait intervenir des oeients matériaux, ette norme a davantage de sens
méanique qu'une norme 2 standard et permettra de mieux répartir les inter-eorts en
respetant les sauts de rigidité.
Une fois ΛF reonstruit, les réations nodales par sous-domaines sont dénies par
λpsq “ BpsqTF ΛF .
Remarque 5.2. Une forte hétérogénéité faisant souvent apparaître un mauvais ondi-
tionnement de la norme i-dessus, l'utilisation d'un Lagrangien augmenté pour résoudre
e problème d'optimisation sous ontrainte est ontre-indiquée. De plus, l'élément du
noyau pouvant failement être déterminé, il paraît plus pertinent et eae de herher
uniquement le oeient β satisfaisant la ondition d'optimalité.
106 Reonstrution améliorée des inter-eorts
Figure 5.8  Star-path reonstitué au point multiple
Remarque 5.3. La détermination de ΛF néessite des éhanges entre sous-domaines
puisqu'il faut reonstuire le star-path entré sur le n÷ud multiple. Néanmoins, les quan-
tités éhangées sont de petite taille.
Nous mettons en ÷uvre ette optimisation sur la struture fortement hétérogène
et donnons les artes de ontribution à l'erreur ainsi que la valeur des estimateurs en
séquentiel et en sous-struturé ave optimisation sur la gure 5.9. Nous onstatons que
la ontribution à l'erreur des points multiples aux sauts de module d'Young a fortement
diminué et est maintenant omparable à elle obtenue en séquentiel. L'estimateur d'erreur
global est alors omparable à elui obtenu en séquentiel.
5.3 Appliation à FETI-DP
Nous avons illustré dans la setion préédente l'enjeu que représentent les points
multiples dans l'estimation d'erreur. Il est onnu que es points multiples sont également
sujets de traitements spéiques dans les déompositions de domaine. Un des algorithmes
pouvant être employé dans e as est FETI-DP. Dans ette setion, nous détaillons l'al-
gorithme FETI-DP et étendons la proédure de reonstrution des hamps admissibles
à ette approhe.
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Figure 5.9  Cartes de ontribution à l'erreur après un alul séquentiel (gauhe)
θseq “ 0.00033852 et en sous-struturé ave optimisation au point multiple (droite)
θDDoptim “ 0.00046157
5.3.1 L'algorithme FETI-DP
Dans l'approhe FETI-DP, des points partiuliers font l'objet d'un traitement spéi-
que an d'améliorer la résolution. Pour les problèmes en deux dimensions, e sont géné-
ralement les sommets terminaux des interfaes. Dans la suite, nous appellerons es degrés
de liberté des oins et ils seront indiés par la lettre . Ainsi, pour haque sous-struture,






























r est l'opérateur permettant de passer de degrés de liberté r de la sous-struture
u
psq









c est l'opérateur permettant de passer de l'ensemble de degré de liberté de oin
uc aux degrés de liberté de oin pour la sous-struture (s) : B
psq
c uc “ upsqc

rBpsqr la matrie diagonale de saling du sous-domaine
Comme pour FETI, une unique inonnue d'interfae Λ est introduite. La diérene
est que ette inonnue n'est dénie que sur les degrés de liberté br puisque sur les oins,
108 Reonstrution améliorée des inter-eorts
'est la ondition de ontinuité en déplaement qui est imposée. Le problème d'interfae
s'érit :



















































































orrespond à la résolution du problème grossier, 'est-à-dire à la résolution d'un problème
où seuls les modes de oins interviennent et où les sous-strutures sont rigides.
En eetuant le bon hoix de oins, l'inversibilité de la matrie K
psq
rr est assurée ;
autrement dit, les problèmes de Neumann par sous-struture sont bien posés.
Les préonditionneurs proposés dans [40℄ sont les extensions des préonditionneurs


















L'algorithme obtenu est l'algorithme 5.
Lors d'une itération, nous pouvons mettre en évidene les hamps alulés suivants :

























 Résolution du problème grossier
K˚ccu2c “ λc1 (5.27)
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c ´ pKpsqrc Bpsq
T
r pKpsqrr q´1Kpsqrc Bpsqc s
Initialisation Λ0 “ 0
Résidu initial r0 “ř
sB
psq

















Résidu préonditionné z0 “ rLr0




r, z ą ǫ do
Résolution
αj “ prj , zjq{pqj ,wjq
Λj`1 “ Λj ` αjwj
rj`1 “ rj ´ αjqj
zj`1 “ rLrj
wj`1 “ zj`1 ´ pqj , zj`1q{pqj ,wjqwj
end
5.3.2 Reonstrution parallèle de hamps admissibles et estimation de
l'erreur
Dans e paragraphe, nous montrons omment il est possible de reonstruire à moindre
oût et de manière fortement parallèle les hamps admissibles néessaires au alul de
l'estimateur d'erreur.
5.3.2.1 Reonstrution des hamps de déplaement
Reonstrution d'un hamp de déplaement de Neumann Ce hamp dit de















est assoié à la résolution d'un problème de Neumann ave les inter-eorts imposés
qui sont B
psqT
r Λ sur les n÷ud de l'interfae et λ
psq
c sur les oins.

































































Reonstrution d'un hamp de déplaement de Dirihlet Un hamp de dépla-
ement pupsqD qs ontinu peut être reonstruit omme indiqué dans l'algorithme FETI 4 :
u
psq
D “ upsqN ´ δupsq. Puisque e hamp est la ombinaison linéaire de hamps issus de
résolutions loales alors e hamp est ontinu sur haque sous-domaines Ωpsq. De plus, e
















Nrq “ 0 (5.33)
La ontinuité est également vériée aux oins puisqu'elle est imposée fortement dans
ette approhe.
5.3.2.2 Reonstrution de réations équilibrées
La onstrution d'un hamp de ontrainte statiquement admissible requiert des réa-
tions nodales vériant l'équilibre à haque interfae entre sous-domaines et l'équilibre
global vis-à-vis des modes rigides. Dans FETI-DP, les oins ont justement été hoisis
an que les problèmes sur haque sous-struture soient bien posés. Puisqu'il n'y a pas de
mode rigide, vérier l'équilibre global vis-à-vis des modes rigides est inutile. Il reste don
uniquement la ondition d'équilibre aux interfaes à vérier.
En d'autres termes, pour haque sous-domaine, il est néessaire d'avoir un hamp de















































et l'équilibre entre sous-domaines.
La diulté est que les réations aux oins n'apparaissent pas lairement durant
la résolution puisque la ontinuité du déplaement est imposée en es oins. Néanmoins,
ette information est néessaire pour la reonstrution du hamp statiquement admissible















Puisque FETI-DP est une approhe de type dual, l'équilibre des réations est auto-
matiquement vériée aux degrés de libertés pbrq des interfaes. En eet, par dénition :
λ
psq
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Figure 5.10  Poutre retangulaire : hargement, onditions aux limites et sous-
struturation
Enn, en appliquant les tehniques détaillées en setion 5.2, il reste à reonstruire
des réations nodales aux oins sans les ontributions roisées. L'estimation de l'erreur
se fait de la même manière que pour les autres approhes. Cei prouve que les théorèmes
de séparation présentés pour FETI et BDD dans la partie 7.6.3 s'appliquent diretement
à FETI-DP et BDDC.
5.4 Cas d'une interfae intersetant un bord de Dirihlet
5.4.1 Mise en évidene
Nous nous intéressons dans ette partie à des strutures pour lesquelles la sous-
struturation entraîne la présene d'une interfae intersetant une ondition de Dirihlet,
'est-à-dire lorsqu'il existe une interfae Γps,s1q telle que Γps,s1qXBuΩ ‰ H. Dans e as là,
il est observé que l'estimation de l'erreur en adre sous-struturé n'est pas aussi eae
qu'en séquentiel. An d'illustrer e phénomène, onsidérons une struture enastrée à sa
base et solliitée en isaillement sur sa partie supérieure, omme illustré en gure 5.10. La
sous-struturation onsidérée est également donnée sur ette gure. Cette déomposition
ne omporte pas de points multiples (qui pourraient parasiter l'étude) et introduit des
interfaes oupant la base de la struture, 'est-à-dire la ondition d'enastrement. Le
oeient de Poisson est hoisi égal à 0.3 et le module d'Young est hoisi égal à 1Pa.
L'hypothèse des ontraintes planes est eetuée.
Dans le tableau 5.2, nous donnons les estimations d'erreur faites à onvergene en
séquentiel ou dans le as sous-struturé pour diérentes tehniques de reonstrution
de hamps statiquement admissibles. La gure 5.11 est omposée des artes d'erreurs
fournies par les estimateurs séquentiel et parallèle pour la EET.









Table 5.2  Poutre retangulaire : estimateurs parallèle et séquentiel
Ces résultats montrent que l'erreur de disrétisation est surestimée dans le as sous-
struturé par rapport au as séquentiel. Les artes d'erreur montrent que l'intersetion
entre interfae et enastrement est soure d'erreur en sous-struturé mais pas en séquen-
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Figure 5.12  Interfae intersetant une ondition de Dirihlet : anienne reonstrution
du représentant ontinu
tiel. C'est à ette erreur parasite qu'est due la diérene d'estimation d'erreur onstatée
au tableau 5.2
5.4.2 Amélioration proposée
An d'éviter les erreurs parasites mises en évidene paragraphe 5.4.1, nous proposons
de modier la reonstrution du représentant ontinu de l'inter-eort Fˆ bN .
Le n÷ud à l'intersetion entre l'interfae Γ et BuΩ n'est pas un degré de liberté.
Ainsi, il n'y a pas d'inter-eort entre les deux sous-domaines en e n÷ud (que nous
appellerons n÷ud 0). Jusqu'à présent, la reonstrution d'un représentant ontinu se
faisait en onsidérant qu'il y avait une réation nodale nulle en e n÷ud omme illustré
en gure 5.12.
Cependant, pour haque domaine situé de part et d'autre de ette interfae, il est
possible de onnaître la réation assoiée à l'enastrement. Notons f
psq
reac la réation au


























est la fontion de forme vetorielle (deux diretions) du n÷ud 0. Il est à remarquer
qu'au ours des itérations, il n'y a auune raison que es réations soient équilibrées entre
sous-domaines, 'est-à-dire que, a priori,
f p1qreac ` f p2qreac ‰ 0 (5.36)





Figure 5.13  Interfae intersetant une ondition de Dirihlet : nouvelle reonstrution
du représentant ontinu
Puisqu'il est néessaire d'avoir équilibre des eorts entre sous-domaines pour la reons-
trution d'un hamp statiquement admissible, nous proposons d'assoier au n÷ud 0 un









pf p2qreac ´ f p1qreacq (5.38)
Puis, le représentant ontinu est reonstruit de la même manière que préédemment mais
en utilisant λreac au n÷ud 0, omme illustré en gure 5.13
Le représentant ontinu vérie bien le prinipe d'ation réation à l'interfae. De plus,
l'équilibre vis-à-vis des modes rigides est évidemment vérié puisqu'il n'y a pas de mode
rigide pour de telles sous-strutures (présene de l'enastrement). Il est à noter qu'une
telle proédure implique des éhanges entre sous-domaines. Néanmoins es éhanges ne
onernent que peu de sous-domaines et peu de quantités sont éhangées (deux salaires
dans e as).
5.4.3 Mise en ÷uvre
Le tableau 5.3 montre que l'utilisation des réations permet d'améliorer l'estimation
et de se rapproher de la valeur obtenue dans le adre séquentiel, e qui se onstate
également sur les artes d'erreur (f gure 5.14).








) 0.15445 0.15879 0.15477
Table 5.3  Poutre retangulaire : estimateurs
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Figure 5.14  Poutre retangulaire : artes de ontributions à l'erreur (séquentiel et
sous-struturé ave optimisation)
Troisième partie
Séparation des soures d'erreur et
dénition du nouveau ritère d'arrêt
dans le adre des méthodes de
déomposition de domaine sans




Dans ette partie, nous présentons les prinipaux théorèmes et propriétés fournissant
des enadrements des erreurs globales et loales (sur des quantités d'intérêt). Dans es
enadrements, l'erreur de disrétisation et l'erreur algébrique sont séparées. Ces travaux




Dans e hapitre, nous présentons une nouvelle borne supérieure de l'er-
reur globale permettant de séparer l'erreur de disrétisation de l'erreur
algébrique dans le adre des méthodes de déomposition de domaine
sans reouvrement. Nous montrons omment ette séparation permet
la dénition d'un nouveau ritère d'arrêt du solveur itératif et illustrons
la séparation sur plusieurs exemples. Puis, en se basant sur des travaux
existant en vériation, nous proposons une méthodologie entièrement
parallèle permettant d'obtenir une borne inférieure de l'erreur globale
en adre sous-struturé. De plus, nous proposons une seonde borne
inférieure permettant la séparation des deux soures d'erreur au ours
des itérations.
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6.1 Borne supérieure de l'erreur globale
Dans ette setion, nous nous intéressons à une majoration de l'erreur globale en adre
sous-struturé. Nous montrons omment une borne supérieure séparant les diérentes
soures d'erreur permet un pilotage du solveur.
6.1.1 Nouvelle borne séparant les ontributions
Dans le hapitre 3.3.6, nous avons observé la onvergene rapide de l'estimateur sous-
struturé et don l'ineaité des dernières itérations pour l'amélioration de la qualité
globale de la solution. Notre objetif est de séparer les deux soures d'erreur présentes
dans la résolution : l'erreur de disrétisation due à la méthode des éléments nis et
l'erreur algébrique due à l'utilisation d'un solveur itératif. Ainsi, si dès les premières
itérations, nous sommes apables d'identier l'erreur de disrétisation, nous pourrons
dénir un ritère d'arrêt du solveur en lien ave e niveau d'erreur. Autrement dit, nous
n'eetuerons plus les itérations inutiles (elles qui rendent le résidu algébrique minusule
mais ne diminuent pas l'erreur de disrétisation).
Nous proposons une séparation dans le résultat fondamental suivant :
Théorème 6.1. En se référant aux notations des algorithmes 3 et 4







pupsqN , σˆpsqN q (6.1)







pupsqN , σˆpsqN q (6.2)
La preuve de e résultat fondamental est basé sur deux lemmes.
Lemme 6.2. Soit uex P CApΩq la solution exate du problème de référene, pupsqD qs P
CApΩq et pupsqN qs P CAp
Ť
Ωpsqq les hamps dénis à la setion 3.1, alors :





pupsqN , σˆpsqN q (6.3)
Démonstration. La preuve de e lemme est basée sur le résultat suivant, dont une dé-
monstration peut être trouvée dans [138℄ :
Propriété 6.3. Pour pu, vq P CApΩq ˆ CApΩq et ru P CApŤΩpsqq,




ε pu´ ruq : H : εˆ u´ v~u´ v~Ω
˙
dΩ (6.4)
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En appliquant e résultat ave u “ uex et ru “ pupsqN qs, et en notant ϕ “ uex´v~uex´v~Ω P










































































pupsqN , σˆpsqN q (6.6)
Il reste à hoisir v “ uD dans le premier terme de l'équation (6.4).
Lemme 6.4. En utilisant les notations des algorithmes 3 ou 4, nous avons :
‖uN ´ uD‖2H,Ω “ rT z (6.7)
Démonstration. Réérivons le premier terme en utilisant le théorème de Stokes et la
dénition (1.14) :
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pA˜psqT rqT δupsqb “ rT z (6.9)






















PT2 r “ rT z
(6.10)
Enn, la seonde inégalité du théorème est démontrée en remarquant que :
eCRΩpuD, σˆN q “ }σˆN ´H : ε puDq }H´1,Ω
“ }σˆ
N
´H : ε puN q `H : ε puN ´ uDq }H´1,Ω
ď }σˆ
N
´H : ε puN q }H´1,Ω ` ~uN ´ uD~Ω




La borne supérieure du théorème 6.1 fait apparaître deux termes :
 la norme induite par le préonditionneur du résidu du gradient onjugué : il s'agit
d'une erreur purement algébrique
 la somme sur l'ensemble des sous-domaines des erreurs en relation de ompor-





: il s'agit d'un terme représentant
prinipalement l'erreur de disrétisation
6.1.2 Dénition d'un nouveau ritère d'arrêt du solveur itératif
A l'aide de ette séparation des soures d'erreur, nous proposons un ritère d'ar-
rêt du gradient onjugué adapté à la disrétisation. La mise en ÷uvre est dérite dans
l'algorithme 6.
Ainsi, le solveur s'arrête lorsque la résidu algébrique est α fois plus petit (on pourrait
hoisir α “ 10 par exemple) que l'erreur de disrétisation. Le oeient β (typiquement
2) est là pour tenir ompte des éventuelles faibles variations dans l'estimateur de l'erreur
de disrétisation au ours des itérations.
6.1.3 Exemples numériques
Nous mettons en ÷uvre sur les deux strutures la séparation des soures d'erreur
présentée préédemment.
6.1.3.1 Struture à solution exate
Nous réalisons un alul sur la struture 1 ave les paramètres spéiés dans le ta-
bleau 6.1 an de vérier que le terme représentant l'erreur de disrétisation est bien un
majorant de l'erreur vraie.
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Algorithme 6 : Solveur de déomposition de domaine ave ritère d'arrêt adapté
à l'erreur de disrétisation globale
Dénir α ą 1 et β ě 1;
Initialiser et obtenir pupsqN ,λpsqN , r, zq;
Estimer l'erreur de disrétisation e2 “ řs e2CR
Ωpsq
pupsqN , σˆpsqN q ;
while
?
rT z ą e{α do
while
?
rT z ą e{pαβq do
Faire les itérations de Alg. 3 ou Alg. 4, obtenir pupsqN ,λpsqN q
end
Atualiser l'estimation de l'erreur e2 “ řs e2CR
Ωpsq






Méthode reonstrution hamp statiquement admissible Flux-free
Espae de résolution des problèmes loaux
h
22
Table 6.1  Struture 1 : paramètres
La gure 6.1 illustre la rapide onvergene des estimateurs et des erreurs vraies.
Les quantités ~uex ´ uN~Ω et ~uex ´ uD~Ω sont bornées par
?
rT z ` eCRΩpuN , σˆN q.
Evidemment, lorsque le solveur a onvergé, les erreurs vraies ~uex´uN~Ω et ~uex´uD~Ω
sont égales et les estimations sont les mêmes.
La gure 6.2 illustre la séparation des soures d'erreur. L'erreur algébrique
?
rT z
déroît régulièrement jusqu'à 10´9 tandis que l'erreur de disrétisation eCRΩpuN , σˆN q est
presque onstante.
6.1.3.2 Struture pré-ssurée
Sur la struture 2 (voir tableau 6.2 pour les paramètres de la simulation), nous illus-
trons la bonne séparation des soures d'erreur.
Nous observons sur la gure 6.3 que l'erreur de disrétisation eCRΩpuN , σˆN q évolue
très peu après la première itération et que le résidu
?
rT z devient très vite négligeable
devant l'estimation de l'erreur de disrétisation (même avant que le ritère lassique du
solveur itératif soit atteint).
La gure 6.4 permet de vérier que la distribution spatiale de l'erreur de disrétisation
est onvergée lorsque l'erreur algébrique est négligeable devant l'erreur de disrétisation
(10 fois plus petite). Les artes représentent la diérene relative entre les erreurs élé-
mentaires à l'itération 20 ave les erreurs élémentaires à l'itération 1 (à l'initialisation)
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Figure 6.1  Struture 1 : évolution des estimateurs au ours des itérations









eCRΩ puD, σˆN q?
rT z` eCRΩ puN , σˆN q














eCRΩ puN , σˆN q?
rT z` eCRΩ puN , σˆN q
Figure 6.2  Struture 1 : onvergene des estimateurs et séparation des soures d'erreur
ou à l'itération 7 (lorsque l'erreur algébrique est négligeable).
6.2 Borne inférieure de l'erreur globale
Nous étendons les résultats permettant d'obtenir une borne inférieure de l'erreur au
ontexte des déompositions de domaine. Pour ommener, nous donnons les théorèmes
démontrant les bornes inférieures de l'erreur. Deux de es théorèmes séparent les deux
soures d'erreur. Ensuite, nous expliquons omment reonstruire l'estimation d'erreur
ontinue néessaire à l'évaluation de es bornes, en nous appuyant sur les tehniques
dérites dans [107℄. Enn, nous mettons en appliation e résultat sur les strutures 1 et
2.






Méthode reonstrution 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Table 6.2  Struture 2 : paramètres
6.2.1 Borne inférieure de l'erreur globale en adre sous-struturé
La première propriété est l'extension triviale du résultat onnu à onvergene au as
où les hamps vériant les bonnes propriétés sont reonstruits au ours des itérations. Le
seond résultat est une borne inférieure onstituée de deux termes représentant les deux
ontributions à l'erreur : la part algébrique et la part de disrétisation.
6.2.1.1 Borne inférieure sans séparation des soures
Nous énonçons une première propriété donnant une borne inférieure de l'erreur :
Propriété 6.5. Soit uex P CApΩq la solution exate du problème de référene, pupsqD qs P
CApΩq le hamp de déplaement déni à la setion 3.1 et w P CA0pΩqzt0u alors



































Démonstration. Cette propriété est l'appliation du résultat 1.49 en remplaçant le hamp
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“ Lpwq ´ apuD, wq
(6.14)
6.2.1.2 Borne inférieure ave séparation des soures
Nous proposons à présent une borne inférieure séparant les soures d'erreur :
Théorème 6.6. Soit uex P CApΩq la solution exate du problème de référene, pupsqD qs P
CApΩq et pupsqN qs P CAp
Ť
Ωpsqq les hamps de déplaement dénis à la setion 3.1 et
w P CA0pΩqzt0u , alors







































Démonstration. La preuve est basée sur l'appliation de la propriété 6.5 et de l'inégalité
triangulaire.
~uex ´ uD~Ω ě
|RDpwq|bř
s ~wpsq~2Ωpsq
~uex ´ uD~Ω ě
|Lpwq ´ apuD, wq|bř
s ~wpsq~2Ωpsq
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Le seond terme de l'inégalité est nul à onvergene. Il représente don une erreur
algébrique. Ainsi, le premier terme de l'inégalité dépend prinipalement de l'erreur de
disrétisation. Nous donnons à présent une seonde borne inférieure un peu moins préise
que la première au début des itérations mais faisant apparaître lairement le résidu
algébrique du solveur ('est-à-dire la norme du résidu).
Théorème 6.7. Soit uex P CApΩq la solution exate du problème de référene, pupsqD qs P
CApΩq et pupsqN qs P CAp
Ť
Ωpsqq les hamps de déplaement dénis à la setion 3.1 et
w P CA0pΩqzt0u , alors











´ |apuD ´ uN , wq|bř
s ~wpsq~2Ωpsq
ˇˇˇˇ
ˇˇ ě |RN pwq|bř
s ~wpsq~2Ωpsq

































en utilisant deux fois l'inégalité de Cauhy-Shwarz.
Enn, en utilisant le résultat du lemme 6.7 :






Le seond terme de l'inégalité est nul à onvergene. Il représente don une erreur
algébrique. Ainsi, le premier terme de l'inégalité dépend prinipalement de l'erreur de
disrétisation. Il est à noter qu'au début des itérations, ette minoration est triviale et






rT z est négatif.
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En plus d'une minoration dès les premières itérations de l'erreur de disrétisation,
ette séparation peut permettre de xer de manière moins arbitraire le oeient α
présent dans la dénition du nouveau ritère d'arrêt du solveur itératif. En eet, dans
le as de la onnaissane d'une borne inférieure de disrétisation, le ritère pourrait être
d'arrêter le solveur quand le résidu algébrique est plus petit que le terme de disrétisation
de la borne inférieure.
6.2.2 Constrution d'un estimateur ontinu en adre sous-struturé
Dans le as où 'est la ux-free method qui est utilisée pour reonstruire, pour haque
sous-domaine, un hamp statiquement admissible σˆpsq
N
, nous proposons de reonstruire un
hamp de déplaement ontinu à partir des solutions sur les star-pathes, omme dérit
dans [107℄.




Trouver peiqpsq P CA0hpB˜´2iq tel que @v P CA0hpB˜´2iq






























bN est le représentant ontinu onstruit à partir des réations nodales à l'interfae
λ
psq
N (voir paragraphe 5.1).
En appliquant diretement la méthodologie développée dans [107℄, nous pouvons re-
onstruire des hamps de déplaement ontinus par sous-domaines et nuls sur BuΩ mais








An d'obtenir un hamp w P CA0pΩq, nous déidons d'imposer la nullité aux interfaes,
'est-à-dire :
trpsqpwpsqq “ 0 (6.24)
Pour ela, nous proposons de ne pas prendre en ompte dans la somme les n÷uds situés






Par onséquent, wpsq P CA00pΩpsqq et don w “ pwpsqqs “ pwpsqqs P CA0pΩq. Faire e
hoix permet de ne pas avoir d'éhanges à eetuer entre les sous-domaines pour la
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onstrution du hamp ontinu. Ainsi, tout omme l'obtention d'une borne supérieure,
l'obtention d'une borne inférieure est entièrement parallèle. De plus, onsidérant que les
déplaements ei ont été alulés pour la reonstrution de hamps statiquement admis-
sibles dans le adre de la ux-free method, le suroût pour obtenir une borne inférieure
est très faible.
Remarque 6.8. En e qui onerne l'implémentation numérique, l'utilisation des re-










regroupe les valeurs nodales de la fontion de forme φiH projeté sur l'espae plus
rihe utilisé pour résoudre le problème 6.22 dont ei
psq
est la solution disrétisée et où d
représente le produit terme à terme.
Si e n'est pas la méthode ux-free qui a été employée pour reonstruire un hamp
statiquement admissible, l'obtention d'un hamp de déplaement ontinu w est toujours
possible mais plus oûteuse. Par exemple, si la méthode EET a été employée, la résolution
des problèmes loaux se faisant par élément, il est possible de reonstruire, par sous-
domaine, un hamp de déplaement ontinu wpsq en faisant la moyenne sur les arêtes des
hamps issus des résolutions élémentaires.
6.2.3 Exemples numériques
Pour failiter la leture des légendes, nous notons :$’’’’’&’’’’’%
ρ “ |Lpwq ´ apuD, wq|bř
s ~wpsq~2Ωpsq
ρdiscr “ |Lpwq ´ apuN , wq|bř
s ~wpsq~2Ωpsq
ρalg “ |apuD ´ uN , wq|bř
s ~wpsq~2Ωpsq
ρbis “ ρdiscr ´
?










pupsqN , σˆpsqN q
(6.27)
Les quantités indiquées ave un exposant
seq
sont des grandeurs relatives à un alul
séquentiel.
6.2.3.1 Estimation à onvergene du solveur itératif
Dans ette partie, nous mettons en ÷uvre la reonstrution d'un hamp ontinu w
en adre sous-struturé lorsque la méthode ux-free a été utilisée pour la reonstrution
du hamp statiquement admissible. L'estimation de la borne inférieure est réalisée à
onvergene du solveur itératif.
Nous réalisons l'estimation de la borne inférieure à onvergene du solveur itératif
sur la struture 1 ave les paramètres données dans le tableau 6.3.




Méthode reonstrution hamp statiquement admissible Flux-free
Espae de résolution des problèmes loaux
h
22
Table 6.3  Struture 1 : paramètres
Nous étudions la onvergene de la borne inférieure en fontion du pas h du maillage.
Nous vérions sur la gure 6.2.3.1 que la borne inférieure est bien un minorant de l'erreur
exate pour les approhes primales et duales ainsi que pour un alul séquentiel. Les
estimations parallèles sont aussi préises que l'estimation séquentielle. La onvergene
en fontion du pas h du maillage est elle attendue pour un problème régulier omme
elui-i.
Puis, nous omparons les qualités des bornes inférieures alulées en séquentiel ave
elles alulées en parallèle et e pour diérentes sous-struturations omme illustré sur
la gure 6.6 à disrétisation xée. Nous onstatons dans le tableau 6.4 que la qualité de
la borne inférieure est indépendante de la sous-struturation.
a b  d e f
θ
θa
1 1.0002 0.9993 0.9989 1.0004 0.9993
ρ
ρa
1 0.9981 0.9964 0.9926 0.9958 0.9886
Table 6.4  Struture 1 : bornes supérieures et inférieures relatives pour diérentes
sous-struturations
6.2.3.2 Estimation au ours des itérations
Nous mettons en ÷uvre la séparation des soures d'erreur et étudions l'évolution des
diérents termes des théorèmes préédents au ours des itérations sur la struture 1. Les





Méthode reonstrution hamp statiquement admissible Flux-free
Espae de résolution des problèmes loaux
h
22
Table 6.5  Struture 1 : paramètres
Sur le premier graphique de la gure 6.7, nous vérions que les bornes supérieure θ et
inférieure ρ enadrent bien l'erreur vraie ~uex´uD~Ω tout au long des itérations. Une fois
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enore, nous observons la onvergene rapide de es deux bornes. Sur le même graphique,
nous donnons également la partie due à la disrétisation de es deux bornes : θdiscr et
ρdiscr. Nous onstatons que et enadrement est beauoup plus n que le préédent et
permet de rendre ompte dès les premières itérations de l'intervalle dans lequel sera
située l'erreur à onvergene. Dans le seond graphique de la gure 6.7, nous présentons
les termes provenant de l'erreur algébrique présent dans les théorèmes 6.6 et 6.7. La
grandeur
?
rT z étant la norme via le préonditionneur du résidu du solveur itératif, nous
observons logiquement sa déroissane au ours des itérations. La quantité ρalg déroît
également au ours des itérations. Néanmoins, nous observons que la déroissane n'est
pas strite.
Sur la gure 6.8 montre l'évolution des deux bornes inférieures de l'erreur présentées
dans les théorèmes 6.6 et 6.7. Une fois enore, les deux bornes inférieures minorent bien
l'erreur vraie tout au long du alul. Comme attendu, la seonde minoration est triviale
au début des itérations puisqu'elle revient à minorer une mesure de l'erreur positive par
une borne négative. Néanmoins, le zéro de ette borne permet de savoir à quelle itération
l'erreur algébrique devient plus petite que l'erreur de disrétisation.
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eCRΩ puD , σˆN q?
rT z` eCRΩ puN , σˆN q














eCRΩ puN , σˆN q?
rT z` eCRΩ puN , σˆN q
Figure 6.3  Struture 2 : onvergene des estimateurs et séparation des soures d'erreur
Figure 6.4  Struture 2 : onvergene de la distribution spatiale de l'erreur de disré-
tisation
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Figure 6.5  Struture 1 : évolution de la borne inférieure de l'erreur alulée à onver-
gene en fontion du pas h du maillage
a b c
d e f
Figure 6.6  Struture 1 : diérentes sous-struturations
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Figure 6.7  Struture 1 : séparation des soures d'erreur dans les bornes supérieure et
inférieure











Figure 6.8  Struture 1 : évolution des deux bornes inférieures et de l'erreur exate au
ours des itérations
Chapitre 7
Estimation d'erreur d'une quantité
d'intérêt
Dans e hapitre, nous présentons une estimation d'erreur sur une quan-
tité d'intérêt linéaire en adre sous-struturé. En utilisant les méthodes
basées sur les extrateurs, nous montrons qu'il est possible de résoudre
les problèmes de référene et adjoint (qui sont auto-adjoints) simulta-
nément. L'enadrement de l'erreur sur la quantité d'intérêt que nous
proposons sépare les diérentes ontributions (algébrique et de disré-
tisation) pour haun des problèmes, e qui nous onduit à dénir un
nouveau ritère d'arrêt pour le solveur. Nous illustrons ette sépara-
tion et le nouveau ritère sur des exemples numériques. Enn, nous
montrons omment la onnaissane d'une borne inférieure des erreurs
sur les problèmes diret et adjoint permet d'améliorer la préision de
l'estimation d'erreur sur la quantité d'intérêt.
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7.1 Résolution des problèmes de référene et adjoint
Considérons une quantité d'intérêt I dénie par une fontionnelle linéaire L˜ du dé-


























sont les extrateurs. Ainsi, la valeur exate de la quantité d'intérêt est donnée
par :
Iex “ L˜puexq (7.2)
7.1.1 Eriture ontinue sous-struturée du problème adjoint
Pour le problème adjoint, l'espae des hamps statiquement admissibles sur haque
sous-domaine Ωpsq est :
ĂSApsqpΩpsqq “ #τ P `L2pΩq˘dˆd
sym
; @v P CA00pΩpsqq,
ż
Ω










La formulation du problème adjoint à l'aide des sous-espaes de hamps admissibles
est :
Trouver rupsq et rσpsq tels que
@s
$’’&’’%
rupsq P CA0pΩpsqqrσpsq P ĂSApΩpsqq
eCR
Ωpsq
prupsq, rσpsqq “ 0 et @ps, s
1q
#
trprupsqq “ trprups1qq sur Γps,s1qrσpsq ¨ npsq ` rσps1q ¨ nps1q “ 0 sur Γps,s1q (7.4)
L'admissibilité globale (sur toute la struture) des hamps se traduit ainsi :
prupsqqs P CA0pΩq ô @s, rupsq P CA0pΩpsqq et @ps, s1q, trprupsqq “ trprups1qq sur Γps,s1q (7.5)
prσpsqqs P ĂSApΩq ô @s, rσpsq P ĂSApΩpsqq et @ps, s1q, rσpsq ¨ npsq ` rσps1q ¨ nps1q “ 0 sur Γps,s1q
(7.6)
Le hamp de déplaement inématiquement admissible dans haque sous-struture
mais ne vériant pas la ontinuité aux interfaes appartient à CA0pŤΩpsqq.
Le problème peut se réérire :
Trouver
´
prupsqqs, prσpsqqs¯ P CA0pΩq ˆ ĂSApΩq tel que eCRΩpprupsqqs, prσpsqqsq “ 0 (7.7)
La solution de e problème existe et est unique. Nous la notons prupsqex qs, prσpsqex qs
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7.1.2 Eriture disrète sous-struturée du problème adjoint
Plaçons-nous dans le as où la même sous-struturation et le même maillage sont
utilisés pour la résolution des deux problèmes. Bien sûr, le problème adjoint pourrait
être résolu sur une sous-struturation diérente mais, dans e as, il serait diile de
résoudre les deux problèmes simultanément. Puisque la déomposition est unique, le
problème disrétisé se réérit en fontion des opérateurs d'assemblage déjà dénis :





Spsqrupsqb “ rbpsq ` rλpsq
(7.8)
et rbpsq “ rf psqb ´Kpsqbi Kpsqii ´1rf psqi (7.9)
7.1.3 Résolution des problèmes
Si les deux problèmes sont résolus sur le même maillage, ils partagent la même matrie
de rigidité. Il est alors possible de les résoudre simultanément à l'aide d'un gradient
onjugué blo. Les grandeurs des problèmes de référene et adjoint sont onaténées et
alors
 le déplaement blo est U “ ru, rus
 le résidu blo est R “ rr, r˜s
 le résidu préonditionné blo est Z “ rz,rzs
 les diretions de reherhe blo sont W et Q
 α est une matrie de taille 2ˆ 2
Sous forme blo, les algorithmes BDD et FETI deviennent les algortihmes 7 et 8.
Remarque 7.1. Il est néessaire d'être attentif à une potentielle singularité de la matrie
pQTWq dont l'inverse doit être alulée. En eet, si les diretions de reherhe générées
pour les deux problèmes sont par malhane linéairement dépendantes alors les olonnes
de pQTWq sont liées. Des tehniques détetant ette possible déiene de rang sont
disponibles (voir [3℄ par exemple). Elles permettent d'éliminer les diretions de reherhe
redondantes.
7.2 Reonstrution des hamps admissibles au ours des ité-
rations
A haque itération du solveur, une onstrution, se basant sur [111℄, entièrement
parallèle des hamps suivants est possible :
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Algorithme 7 : BDD-blo. Inonnue d'interfae U “ ru, u˜s
U “ InitializepFpsqq ;
pΛpsqD ,UpsqD q “ SolveDpApsq
T
U,Fpsqq;
Calul du résidu R “ řsApsqΛpsqD ;
Réations loales δΛpsq “ A˜psqTR ; // ΛpsqN “ ΛpsqD ´ δΛpsq
δUpsq “ SolveN pδΛpsq, 0q ; // UpsqN “ UpsqD ´ δUpsq
Résidu préonditionné Z “ řs A˜psqδUpsq ;
Diretion de reherhe W “ P1Z;
while
?
RTZ ą ǫ do
pδΛpsqD , δUpsqD q “ SolveDpApsq
T
W, 0q;
Q “ řsApsqδΛpsqD ;
α “ pQTWq´1pRTZq;
UÐ U`Wα ; // U
psq
D Ð UpsqD ` δUpsqD α
Λ
psq
D Ð ΛpsqD ` δΛpsqD α
RÐ R´Qα;
δΛpsq “ A˜psqTR ; // ΛpsqN “ ΛpsqD ´ δΛpsq
δUpsq “ SolveN pδΛpsq, 0q ; // UpsqN “ UpsqD ´ δUpsq
Z “ řs A˜psqδUpsqb ;
WÐ P1Z´WpQTWq´1pQTP1Zq
end
 uD “ pupsqD qs P CApΩq et ruD “ prupsqD qs P CA0pΩq hamps de déplaement globale-
ment admissibles, pλpsqD , rλpsqD q sont les réations nodales assoiées qui ne sont pas
équilibrées avant onvergene.
 uN “ pupsqN qs P CAp
Ť
Ωpsqq et ruN “ prupsqN qs P CA0pŤΩpsqq : hamps de dépla-
ement assoiés aux onditions de Neumann λ
psq
N (resp.
rλpsqN ). Ces hamps de
déplaement ne sont pas ontinus aux interfaes avant onvergene.
 σ
psq






: le hamp de ontraintes assoié à u
psq
N . Il peut être utilisé (ave
λ
psq
N ) pour onstruire les hamps de ontraintes σˆ
psq
N





qs P SApΩq. Il est possible de faire de même pour le problème
adjoint rˆσN “ prˆσpsqN qs P ĂSApΩq.
Par onséquent, même si le solveur n'a pas onvergé, des hamps admissibles sont dis-
ponibles pour le problème de référene et le problème adjoint. Ces hamps sont utilisés
pour aluler des bornes supérieures de l'erreur pour haun des problèmes [111℄ :
~uex ´ uD~Ω ď eCRΩpuD, σˆN q
~ruex ´ ruD~Ω ď eCRΩpruD, rˆσN q (7.10)
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Algorithme 8 : FETI-blo. Inonnue d'interfae Λ “ rλ, λ˜s






pUpsqN q “ SolveN pΛpsqN ,Fpsqq;









pδΛpsq, δUpsqq “ SolveDpδUpsqb , 0q ; //
U
psq
D “ UpsqN ´ δUpsq
Λ
psq
D “ ΛpsqN ´ δΛpsq




Diretion de reherhe W “ Z;
while
?
RTZ ą ǫ do
pδUpsqN q “ SolveN pBpsq
T
W, 0q;





ΛÐ Λ`Wα ; // U
psq












pδΛpsq, δUpsqq “ SolveDpδUpsqb , 0q ; //
U
psq
D “ UpsqN ´ δUpsq
Λ
psq







7.3 Nouvelle borne séparant les ontributions
7.3.1 Enadrement fondamental
La résolution éléments nis fourni la valeur L˜puDq qui est une approximation de la
quantité d'intérêt. Nous démontrons deux résultats fournissant des bornes supérieures et
inférieures de la quantité d'intérêt exate Iex et séparant les soures d'erreur.
Théorème 7.2.
|Iex ´ L˜puDq ´ IHH,1| ď
´?
rT z` eCRΩpuN , σˆN q







´Hε puDqq : ε pruDq dΩ (7.12)
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Démonstration. Ce résultat est l'appliation direte des résultats démontrés dans [74,
75℄ :
|Iex ´ L˜puDq ´ IHH,1| ď eCRΩpuD, σˆN qeCRΩpruD, rˆσN q (7.13)
ave IHH,1 déni dans 7.12. En utilisant l'inégalité triangulaire et le lemme 6.4
eCRΩpuD, σˆN q “ }σˆN ´H : ε puDq }H´1,Ω
“ }σˆ
N
´H : ε puN q `H : ε puN ´ uDq }H´1,Ω
ď }σˆ
N
´H : ε puN q }H´1,Ω ` ~uN ´ uD~Ω




Une seonde majoration peut être déduite de la même manière en utilisant un autre
résultat de [74, 75℄.
Théorème 7.3.





rT z` eCRΩpuN , σˆN qqp












´rˆσN `Hε pruDq¯ dΩ (7.16)
Démonstration. La preuve est la même que préédemment. Nous appliquons juste un
autre résultat de [74, 75℄ :
|Iex ´ L˜puDq ´ IHH,2| ď
1
2







´Hε puDqq : H´1 : p
1
2
prˆσN `Hε pruDqqqdΩ (7.18)
7.3.2 Propriétés de la quantité IHH,1
Si le problème de référene et le problème adjoint sont résolus sur le même maillage,
le terme IHH,1 peut être réérit en terme de quantités d'interfae, e qui simplie gran-
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Démonstration. Les problèmes dont sont solutions uD P CApΩq et uex P CApΩq ave un










: H : ε
















: H : ε








¨ npsqq ¨ rupsqD dS (7.21)






¨ npsqq ¨ rupsqD dS “ 0 (7.22)
D'autre part, omme σˆ
N










´Hε puDqq : ε pruDq dΩ (7.23)
alors en soustrayant l'équation (7.20) à l'équation (7.21), nous obtenons (7.19).
Quand le solveur a onvergé, si les maillages pour le problème de référene et pour le
problème adjoint sont identiques, le terme IHH,1 est nul (onséquene de l'orthogonalité
de Galerkin). A l'aide de la nouvelle ériture de IHH,1, nous démontrons la propriété
suivante :
Propriété 7.5. Dans BDD, à haque itération, IHH,1 “ 0.
Démonstration. En utilisant les notations de l'algorithme 7, nous avons :
IHH,1 “ rT ru (7.24)
Les itérations du gradient onjugué par blo peuvent être dénies par le shéma
suivant [128℄ : #
Ui P U0 `Ki
Ri K Ki
(7.25)
oùU “ ru, u˜s etR “ rr, r˜s. Ki est l'espae de Krylov assoié à l'opérateur préonditionné
et au blo initial de résidus. Cette propriété implique que :
IHH,1 “ rT ru “ rT0 ru0 (7.26)
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?rTrz) est la mesure du résidu du problème de
référene (respetivement adjoint) : ela orrespond à l'erreur algébrique pure. Le terme
eCR
Ωpsq
puN , σˆN q (respetivement eCRΩpsq pruN , rˆσN qq) est une estimation parallèle de l'er-
reur de disrétisation du problème de référene (respetivement adjoint). Grâe à ette
séparation des ontributions, nous proposons un nouveau ritère d'arrêt du solveur ité-
ratif qui peut être illustré par l'algorithme 9 :
Algorithme 9 : Solveur de déomposition de domaine ave ritère d'arrêt adapté
à l'erreur de disrétisation loale
Dénir α ą 1, rα ą 1, β ě 1 et rβ ě 1;
Initialiser et obtenir pupsqN ,λpsqN , r, zq et prupsqN , rλpsqN ,r,rzq ;
Estimer l'erreur de disrétisation pour le problème de référene
e2 “ řs e2CR
Ωpsq
pupsqN , σˆpsqN q ;
Estimer l'erreur de disrétisation pour le problème adjointre2 “ řs e2CR
Ωpsq
prupsqN , rˆσpsqN q ;
while
?
rT z ą e{α et
?rTrz ą re{rα do
while
?
rT z ą e{pαβq et
?rTrz ą re{prαrβq do
Faire les itérations de Alg. 7 ou Alg. 8, obtenir pupsqN ,λpsqN q et prupsqN , rλpsqN q
end
Atualiser l'estimation de l'erreur pour le problème de référene
e2 “ řs e2CR
Ωpsq
pupsqN , σˆpsqN q ;
et pour le problème adjoint re2 “ řs e2CR
Ωpsq





Par simpliité, nous notons θdiscr “ eCRΩpuN , σˆN q et rθdiscr “ eCRΩpruN , rˆσN q. La
simulation a été eetuée dans la onguration donnée par le tableau 7.1. Les résultats
dans le tableau 7.2 sont donnés à onvergene. Ils montrent que l'estimation d'erreur en





Méthode reonstrution hamp statiquement admissible EET
Espae de résolution des problèmes loaux p+3
Table 7.1  Struture 1 : paramètres
as θdiscr rθdiscr L˜puDq IHH,2 12θdiscrrθdiscr Iex
Séquentiel 2.417 10.23 2.916 3.305 10´4 12.36 2.916
Sous-struturé 2.418 10.23 2.916 3.858 10´4 12.37 2.916





























eCRΩ pruN , rˆσN q
Figure 7.1  Struture 1 : estimateurs d'erreur ave séparation des soures
La gure 7.1 montre l'évolution des deux ontributions au ours des itérations pour
haun des problèmes. L'erreur de disrétisation est quasi onstante et l'erreur algébrique
déroît régulièrement au ours des itérations. Sur et exemple, après six itérations les
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erreurs algébriques sont négligeables devant les erreurs de disrétisation si bien que les
itérations supplémentaires sont inutiles et n'améliorent pas la qualité de la solution.
7.6 Amélioration de l'estimation d'erreur loale à l'aide d'une
borne inférieure
Nous nous plaçons toujours dans le as où problèmes diret et adjoint sont résolus
sur le même maillage et sur la même sous-struturation.
7.6.1 Rappels du as séquentiel
En utilisant l'identité du parallélogramme plutt que l'inégalité de Cauhy-Shwarz,
l'égalité suivante est démontrée :$’’’’&’’’’%










rediscr~2Ω ´ ~κediscr ´ 1κrediscr~2Ωs
(7.30)
où κ est un paramètre salaire dont la valeur optimale
κ “ eCRΩpruH , rˆσHq
eCRΩpuH , σˆHq
(7.31)
permet de minimiser la diérene et don améliorer la qualité de l'estimation. Ainsi,
si l'on dispose d'un enadrement des quantités S` “ ~κediscr ` 1κrediscr~Ω2 et S´ “
~κediscr ´ 1κrediscr~Ω2 de la forme :
β`inf ď S` ď β`sup (7.32)
et
β´inf ď S´ ď β´sup (7.33)













Notons RH le résidu du problème de référene déni par
RHpvq “ Lpvq ´ apuH , vq (7.35)
et
rRH le résidu du problème adjoint déni par :rRHpvq “ L˜pvq ´ apruH , vq (7.36)
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Dans [107℄, les bornes suivantes sont démontrées :
$’’’’’’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’’’’’’%




prˆσH ´Hε pruHqq : H´1 : pσˆH ´H : ε puHqqdΩ




prˆσH ´Hε pruHqq : H´1 : pσˆH ´H : ε puHqqdΩ
β`inf “
pκRHpz`q ` 1κ rRHpz`qq2
~z`~2
Ω




pκRHpz´q ` 1κ rRHpz´qq2
~z´~2
Ω




7.6.2 En adre sous-struturé
Soit pwpsqqs le hamp de déplaement ontinu onstruit omme dérit au paragraphe







f ¨ wpsqdΩpsq `
ż
BgΩpsq

































´rupsqD ¯ : H : ε´wpsq¯ dΩpsq‚˛
(7.39)
En adre sous-struturé et sans séparation des soures d'erreur, les bornes se réé-





































prˆσpsqN ´Hε´rupsqD ¯q : H´1 : pσˆpsqN ´H : ε´upsqD ¯qdΩ
β`inf “
pκRDpz`q ` 1κ rRDpz`qq2ř
s ~pz`qpsq~2Ωpsq




pκRDpz´q ´ 1κ rRDpz´qq2ř
s ~pz´qpsq~2Ωpsq




Il est néessaire d'être attentif au alul du paramètre κ qui implique des éhanges




prupsqD , rˆσpsqN qbř
s eCRΩpsq
pupsqD , σˆpsqN q
(7.41)
Il est à noter que et éhange entre sous-domaines (il s'agit d'une opération de rédution)
est de toute manière fait à la n de la proédure d'estimation d'erreur pour pouvoir
obtenir une quantité globale.
Il paraît diile de proposer un enadrement de l'erreur loale en se basant sur
l'identité du parallélogramme qui sépare omplètement les diérentes soures d'erreur. En
eet, s'il est possible de faire apparaître les deux ontributions présentes dans les termesbř
s eCRΩpsq
prupsqD , rˆσpsqN q etbřs eCRΩpsq pupsqD , σˆpsqN q en utilisant le résultat fondamental du




















qui est le quo-
tient d'erreurs mélangeant les ontributions algébrique et de disrétisation.
 exploiter la séparation issue du résultat fondamental 6.1 entraîne la majoration debř
s eCRΩpsq








pour onserver un enadrement garanti.
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Néanmoins, la séparation des soures au niveau du produit des erreurs globales sur
les deux problèmes permet le pilotage du solveur par objetif de préision sur la quantité
d'intérêt. Le alul des bornes inférieures après que le ritère soit atteint permet de
resserrer l'enadrement.
7.6.3 Illustration numérique
Nous proposons de mettre en ÷uvre sur la struture 2 l'identité du parallélogramme
à onvergene du solveur itératif. Nous omparons les bornes de la valeur exate de
la quantité d'intérêt obtenues dans le as où le théorème 7.3 est appliqué ave le as où
l'identité du parallélogramme 7.40 est exploitée. Les paramètres du alul sont réapitulés





Méthode reonstrution hamp statiquement admissible Flux-free
Espae de résolution des problèmes loaux p+3
Table 7.3  Struture 2 : paramètres
Nous obtenons les valeurs suivantes : IH “ 3.0019 ; β´inf “ 1.1025 ; β`inf “ 1.5765 ;
1
4
βs´up “ 14.5255 ; 14βs´up “ 3.3210.
Dans le tableau 7.4, nous donnons les bornes supérieure IH ` 14pβs`up´β´inf q et inférieure
IH ` 14pβ`inf ´ βs´upq de la valeur exate de la quantité d'intérêt rLpuexq. Nous observons
que l'exploitation des bornes inférieures (deuxième ligne) permet de réduire la largeur de
l'enadrement de 8.5% et de déterminer ainsi le signe de rLpuexq.
Borne supérieure de Iex Borne inférieure de Iex largeur
sans bornes inférieures 7.5274 -0.31918 7.8466
ave bornes inférieures 7.2518 0.07494 7.1768
Table 7.4  Struture 2 : enadrements de la quantité d'intérêt ave ou sans exploitation
des bornes inférieures des erreurs globales
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Quatrième partie
Amélioration de la qualité de la





Dans ette partie, nous onsidérons une haîne de résolutions répondant à un objetif
de préision sur l'erreur globale ou sur une quantité d'intérêt. Si le premier maillage
ne permet pas d'obtenir la préision souhaitée, le même problème méanique est résolu
sur un maillage plus n. Cette proédure peut néessiter plusieurs étapes qui forment
une haîne de résolutions. Le premier axe que nous étudions est elui du remaillage. En
exploitant les informations fournies par l'estimateur d'erreur nous mettons un ÷uvre un
remaillage adaptatif séquentiel et un remaillage parallèle à disrétisations imbriquées.
Ce seond point a été présenté dans la publiation [123℄. Dans les deux as, la sous-
struturation est onservée. Le seond axe que nous étudions est elui du reylage de
l'espae de Krylov généré pour la résolution suivante. Nous le mettons en ÷uvre sur les





Dans e hapitre, nous exploitons les informations fournies par l'esti-
mateur d'erreur parallèle an de de générer un maillage permettant de
faire diminuer l'erreur de disrétisation. Premièrement, nous mettons
en ÷uvre un remaillage adaptatif en exploitant la arte d'erreur. Bien
que ette opération ne soit pas parallèle, ette étape s'insère dans la
haîne de alul de la majorité des strutures industrielles pour les-
quelles existent des instanes monolithiques du problème. Dans un
seond temps, nous proposons un ranement hiérarhique des sous-
domaines ayant été identiés omme les ontributeurs majoritaires à
l'erreur. Cette opération parallèle génère une inompatibilité de disré-
tisation à l'interfae. Nous montrons omment gérer ette inompatibi-
lité sans diminuer les performanes de l'estimateur d'erreur.
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8.1 Remaillage adaptatif se basant sur une arte d'erreur
Les estimateurs de l'erreur de disrétisation globale fournissant une arte de ontri-
bution à l'erreur de la struture, il est possible d'identier les éléments ayant la plus forte
ontribution, 'est-à-dire les zones où la disrétisation est trop grossière. Ainsi, dans le as
où le niveau d'erreur obtenu n'est pas satisfaisant, exploiter ette information permet de
dénir un nouveau maillage qui n'est plus uniforme : il sera rané dans les zones maxi-
males d'erreur et éventuellement dérané dans les zones où l'erreur est négligeable. Nous
rappelons tout d'abord quelques généralités sur le remaillage adaptatif en séquentiel et
appliquons ensuite et outil sur la struture 2.
8.1.1 Le remaillage adaptatif en séquentiel
Le remaillage adaptatif requiert une information sur la répartition de l'erreur (grâe
à une arte d'erreur fournie par l'estimateur par exemple) et un ritère de remaillage.
L'exploitation du ritère et de la distribution spatiale de l'erreur entraîne la dénition
d'une onsigne de remaillage pour le mailleur. Nous ne faisons pas la liste des ritères et
onsignes de remaillage dans ette thèse. Pour davantage d'expliations sur le remaillage
adaptatif, le leteur urieux peut se référer à [136, 31, 101, 14, 32℄ et aux bibliogra-
phies assoiées. Nous donnons simplement deux ritères de remaillage répondant à deux
paradigmes diérents :
 minimiser le nombre d'éléments du nouveau maillage pour un niveau d'erreur
imposé ǫd uniforme. Dans e as, le ratio rE de la taille de l'élément du nouveau


















 d désigne la dimension de l'espae
 q désigne le taux de onvergene de la méthode éléments nis
 ǫE désigne la ontribution de l'élément E à l'erreur
 minimiser le niveau d'erreur qui sera uniforme pour un nombre d'éléments imposé

















Remarque 8.1. Lorsqu'il s'agit d'estimation d'erreur loale, le remaillage adaptatif est
une tâhe bien plus ardue. En eet, omme expliqué dans [36℄, les ontributions à l'erreur
loale sont signées et la distribution spatiale de l'erreur loale n'est pas unique. Pour es
raisons, nous n'investiguons pas dans ette thèse le maillage adaptatif pour l'estimation
d'erreur loale.
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8.1.2 Appliation au as sous-struturé
Nous mettons en ÷uvre le remaillage adaptatif présenté préédemment sur la stru-
ture 2. La arte d'erreur fournie par l'estimateur permet de dénir un nouveau maillage
à l'aide du logiiel gmsh. Cette opération n'est pas parallélisée. En eet, des logiiels
de remaillage adaptatif en parallèle existent (par exemple [27℄). Cependant, ette tâhe
est extrêmement ardue. En eet, les ontraintes de onservation des interfaes et de
ompatibilité de disrétisations à l'interfae imposent beauoup d'éhanges entre sous-
domaines. De plus, ette opération de remaillage est très diilement numériquement
extensible. Notre travail est pertinent dans le as de aluls où le problème monolithique
existe. Alors, le proessus de remaillage adaptatif que nous proposons peut s'insérer fa-
ilement dans une haîne de alul lassique où le preproess et postproess sont réalisés
en séquentiel.
Nous appliquons le premier ritère ave d “ 2 et q “ 1
2
(due à la présene de la
ssure). La ontribution des éléments à l'erreur est donnée par l'estimateur d'erreur. La
onsigne est de diviser l'erreur par 10. Dans le tableau 8.1, nous donnons les paramètres





Méthode reonstrution hamp statiquement admissible EET
Espae de résolution des problèmes loaux
h
22
Table 8.1  Struture 2 : paramètres
Sur la gure 8.1 sont donnés :
 Le maillage initial uniforme
 Le deuxième maillage obtenu après remaillage adaptatif à l'issu d'un alul sur le
premier maillage
 Le troisième maillage obtenu après remaillage adaptatif à l'issu d'un alul sur le
deuxième maillage
Enn, dans le tableau 8.2, nous donnons les résultats fournis par l'estimateur d'erreur
à onvergene pour les trois maillages de la gure 8.1 (Adaptatifs) et pour trois maillages
uniformes omportant environ le même nombre de degrés de liberté (Uniformes).
En observant la gure 8.1, nous remarquons que le maillage est rané là où l'estima-
teur d'erreur est maximal : près de la ssure et des zones anguleuses. Sur le tableau 8.2,
nous observons que le remaillage adaptatif permet d'obtenir une disrétisation menant à
un niveau d'erreur bien moindre que le remaillage uniforme pour un nombre de degrés
de liberté omparable. En eet, pour un même nombre de degrés de liberté, le maillage
adapté permet d'avoir une erreur réduite de 40 pourents par rapport au maillage uni-
forme. Malheureusement, nous observons également que la onsigne de diviser par 10
n'est pas respetée. Cela est probablement dû à l'inexatitude de l'estimateur d'erreur
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(a) Maillage initial (b) Deuxième maillage () Troisième maillage
Figure 8.1  Struture 2 : évolution du maillage au ours du remaillage adaptatif
7 ddl maillage ~uH~Ω θ
674 initial 86.65 38.978
„ 10 000 uniforme 89.591 15.591
adapté 89.874 9.4021
„ 117 000 uniforme 89.935 7.5679
adapté 89.993 4.5634
Table 8.2  Struture 2 : performanes du remaillage uniforme et du remaillage adaptatif
qui ne donne pas l'erreur vraie et au taux de onvergene qui n'est pas onstant sur la
struture. Notons que la ontrainte de onservation des interfaes et de disrétisations
onformes entre sous-domaines peut également expliquer ei.
8.2 Remaillage loal par sous-domaine
8.2.1 Motivations
Comme nous l'avons souligné préédemment, le remaillage adaptatif que nous avons
mis en ÷uvre n'est pas parallèle. Nous proposons dans ette setion une proédure plus
simple et parallèle de remaillage. Celle-i onsiste à eetuer un ranement hiérarhique
dans un ou plusieurs sous-domaines. Ce ranement hiérarhique peut être eetué en
augmentant le degré des fontions de forme hoisies ou en ranant le maillage par split-
ting. Dans les deux as, nous onsidérerons que ette opération mène à un maillage n
dont la disrétisation est imbriquée dans le maillage initial, dit maillage grossier. Par
onséquent, la trae de l'espae inématique initial (grossier) est un sous-espae de la
trae du nouvel espae inématique (n). Nous distinguons inématique d'interfae et i-
nématique des sous-domaines et nous onservons la inématique grossière sur l'interfae.
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Lors de ette opération, la disrétisation de l'interfae est inhangée, seule la disré-
tisation de l'intérieur du sous-domaine est modiée, omme illustré en gure 8.2. Les
sous-domaines remaillés sont eux ayant été identiés omme les ontributeurs majori-
taires à l'erreur globale. Pour ela, la arte d'erreur fournie par l'estimateur n'est plus
néessaire ('est une information spatiale trop rihe), nous omparons simplement les
valeurs fournies par l'estimateur d'erreur pour haque sous-domaine.
8.2.2 Gestion de l'inompatibilité de disrétisation
L'inompatibilité des disrétisation entre sous-domaines est un sujet qui a été large-
ment traité dans le adre des méthodes de déomposition de domaine. En partiulier,
itons les premiers travaux dénissant la méthode mortar [15, 16, 130℄ qui réalise un
raord au sens faible des quantités aux interfaes. Nous aurions également pu envisager
des méthodes ave raord mixte, telles que la méthode LaTIn [72℄. Malheureusement,
toutes es méthodes ne nous permettent pas de ré-exploiter la méthodologie de onstru-
tion de hamps admissibles en parallèle. C'est la raison pour laquelle nous hoisissons
une interpolation de type maître-eslave dans laquelle l'interfae impose le déplaement
à la sous-struture remaillée nement.
8.2.2.1 Nouvelle interpolation des eorts et déplaements
Considérons que quelques sous-domaines ont été remaillés de manière hiérarhique
(en p ou en h) ou enrihis, si bien que des n÷uds ont été insérés sur le bord de es
domaines tout en onservant les aniens n÷uds. La gure 8.2 illustre un ranement
hiérarhique où haque arête de Ωp1q a été subdivisée en deux arêtes. An de pouvoir
ontinuer à reonstruire des hamps admissibles, nous déidons que l'interfae maillée
grossièrement impose la inématique ou les eorts aux sous-domaines. Nous gardons les
opérateurs d'assemblage inhangés. Nous dénissions :








 une matrie d'interpolation Mpsq qui dénit les fores nodales nes λpsqF à partir






















les matries des fontions de forme grossières et nes. Les déplae-
ments grossiers s'érivent u
psq
C “ φpsqC u
psq








F les oordonnées des n÷uds ns. Nous avons φ
psq
F
pXpsqF q “ I. Imposer la onti-
nuité des déplaements s'érit :
u
psq
C “ φpsqC u
psq





pXF qpsqupsqC “ upsqF ,




La matrie Npsq impose simplement que les n÷uds ns ajoutés suivent le déplaement
grossier imposé par l'interfae.
Dans la reonstrution d'un hamp statiquement admissible, une étape onsiste à
onstruire un représentant ontinu de l'eort à l'interfae à partir des réations nodales
















































F sont les matries de masse L
2pΓq des interpolations grossières et nes.
Puisqu'il s'agit de disrétisation imbriquées, il sut de satisfaire l'égalité t
psq
F “ tpsqC sur
les n÷uds ns e qui mène à :
Mpsq “ GpsqF NpsqpGpsqC q´1 (8.5)

























En testant l'équilibre des trations dans les déplaements de l'interfae, nous obtenons la
lassique onservation du travail :
Npsq
T
Mpsq “ I (8.7)
Remarque 8.3. Bien sûr pour les sous-domaines dont la disrétisation n'a pas été mo-
diée, nous avons Npsq “Mpsq “ I.
8.2.2.2 Algorithmes ave interfaes non onformes
L'algorithme BDD est pratiquement inhangé (voir l'algorithme 10). Seuls les opé-
rateurs d'assemblage sont modiés selon s'ils sont appliqués sur des déplaements ou des
eorts :
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Algorithme 10 : BDD-blo ave inompatibilité. Inonnue d'interfae U “ ru, u˜s
U “ InitializepFpsqq ;
pΛpsqD ,UpsqD q “ SolveDpNpsqApsq
T
U,Fpsqq;
Calul du résidu R “ řsApsqNpsqTΛpsqD ;
Réations loales δΛpsq “MpsqA˜psqTR ; // ΛpsqN “ ΛpsqD ´ δΛpsq
δupsq “ SolveN pδΛpsq, 0q ; // UpsqN “ UpsqD ´ δUpsq
Résidu préonditionné Z “ řs A˜psqMpsqT δUpsq ;
Diretion de reherhe W “ P1Z;
while
?
RTZ ą ǫ do
pδΛpsqD , δUpsqD q “ SolveDpNpsqApsq
T
W, 0q;
Q “ řsApsqNpsqT δΛpsqD ;
α “ pQTWq´1pRTZq;
UÐ U`Wα ; // U
psq
D Ð UpsqD ` δUpsqD α
Λ
psq
D Ð ΛpsqD ` δΛpsqD α
RÐ R´Qα;
δΛpsq “MpsqA˜psqTR ; // ΛpsqN “ ΛpsqD ´ δΛpsq
δUpsq “ SolveN pδΛpsq, 0q ; // UpsqN “ UpsqD ´ δUpsq
Z “ řs A˜psqMpsqT δUpsqb ;
WÐ P1Z´WpQTWq´1pQTP1Zq
end
 l'opérateur d'assemblage devient ApsqNpsqT
 l'opérateur d'assemblage pondéré devient A˜psqMpsqT
Puisqu'il s'agit d'une approhe primale, le déplaement est ontinu.
Propriété 8.4. Les réations nodales Λ
psq
N sont équilibrées aux interfaes et vis-à-vis des
modes rigides.























T qR “ 0
(8.8)
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et que elles-i sont orthogonales aux modes rigides :
Rpsq
T pbpsq ` tpsqTΛpsqN q “ Rpsq








“ ´RpsqT tpsqT A˜psqT r par dénition de Rpsq
“ 0
(8.9)
L'algorithme FETI est également pratiquement inhangé (voir l'algorithme 11). Seuls
les opérateurs d'assemblage sont modiés selon si ils sont appliqués sur des déplaements
ou des eorts :
 l'opérateur d'assemblage devient BpsqMpsqT ,
 l'opérateur d'assemblage pondéré devient B˜psqNpsqT .
Puisqu'il s'agit d'une approhe duale, les réations aux interfaes sont équilibrées.
Propriété 8.5. Les déplaements U
psq
D sont ontinus aux interfaes.






















T qR “ 0
(8.10)
Remarque 8.6. Quand le solveur a onvergé et puisque les maillages sont inompatibles,
les hamps de déplaements pupsqD qs et pupsqN qs ne sont plus identiques.
8.2.3 Illustrations numériques
8.2.3.1 Pertinene du remaillage loal
Considérons la struture 1 et sa quantité d'intérêt. Le alul est eetué ave les
paramètres donnés dans le tableau 8.3.
Puisque le hargement du problème adjoint est situé dans le sous-domaine entral,
'est elui-i que nous allons raner. Trois as sont onsidérés : deux as ave des
maillages onformes (i) un maillage grossier (indie H) (ii) un maillage n (h “ H{4), et
un as ave maillages non-onformes omme shématisé en gure 8.3. Dans haun des
as, l'estimation d'erreur est faite à onvergene. Le nombre d'itérations du solveur est
de 9 pour les trois as. Les résultats sont résumés dans le tableau 8.4.
Lorsque le maillage du sous-domaine entral est modié, l'estimation d'erreur est plus
petite pour le problème adjoint et inhangée pour le problème diret. Par onséquent,
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Algorithme 11 : FETI-blo ave inompatibilité. Inonnue d'interfae Λ “ rλ, λ˜s






pUpsqN q “ SolveN pΛpsqN ,Fpsqq;









pδΛpsq, δUpsqq “ SolveDpδUpsqb , 0q ; //
U
psq
D “ UpsqN ´ δUpsq
Λ
psq
D “ ΛpsqN ´ δΛpsq




Diretion de reherhe W “ Z;
while
?
RTZ ą ǫ do







ΛÐ Λ`Wα ; // U
psq












pδΛpsq, δUpsqq “ SolveDpδUpsqb , 0q ; //
U
psq
D “ UpsqN ´ δUpsq
Λ
psq







l'utilisation d'un ranement loal de la disrétisation nous permet d'améliorer de 32%
l'estimation d'erreur sur la quantité d'intérêt pour 38% de degrés de liberté supplémen-
taires. L'utilisation d'un maillage n uniforme triple le nombre de degrés de liberté et
permet d'améliorer les bornes sur la quantité d'intérêt de 65%. Il est don plus avantageux
de préférer un ranement loal du maillage.
8.2.3.2 Inuene de la distane de la quantité d'intérêt à l'interfae
L'utilisation d'un remaillage loal peut être remise en question dans les as où la
soure d'erreur est prohe de la non-onformité. Nous proposons don d'étudier l'inuene
du ranement de maillage loal en fontion de la distane d entre le support de la quantité








s et l'interfae Γ.
A onvergene, pour haque onguration (aratérisée par la distane d), nous al-
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aux p+3
Table 8.3  Struture 1 : paramètres
Figure 8.3  Struture 1 : remaillage hiérarhique sur le sous-domaine entral
éléments nis) du problème adjoint ζHh (resp. ζh) quand h “ H{4 sur le sous-domaine
entral uniquement (resp. sur tous les sous-domaines)
Sur la gure 8.4, nous donnons l'évolution du ratio ζHh{ζh en fontion de d{d0
(où d “ d0 orrespond au as où la quantité d'intérêt est située au entre du sous-
domaine). L'estimation dans le as d'une non-onformité est dégradée uniquement lorsque
d{d0 ă 10´1, e qui orrespond à une quantité d'intérêt très prohe de l'interfae. Notre
approhe est don valable pour une large gamme de ongurations.
8.2.3.3 Mise en ÷uvre sur la struture 2
Sur la struture 2, nous mettons en ÷uvre le ranement hiérarhique. Le alul initial
est eetué ave les paramètres dérit dans le tableau 8.5. Notons ηpsq (respetivementrηpsq) la ontribution du sous-domaine (s) à l'erreur totale pour le problème diret (resp.









pupsqN , σˆpsqN q





prupsqN , rˆσpsqN q (8.11)
Sur la gure 8.5a, nous donnons les ontributions à l'erreur de haque sous-domaine
pour le maillage initial et pour le maillage rané loalement. Nous observons que pour
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as θdiscr rθdiscr rLpuHq IHH,2 12θdiscrrθdiscr #ddl
Maillage grossier (H) 2.418 10.23 2.916 3.8575 10´4 12.37 8738
Maillage n (h) 1.216 7.020 2.916 -9.695 10´4 4.268 34988
Remaillage loal (Hh) 2.404 7.020 2.9169 3.8575 10´4 8.438 12122













Figure 8.4  Inuene de la distane d
les deux problèmes, le sous-domaine 6 est le ontributeur majoritaire. Nous eetuons
don un remaillage hiérarhique sur e sous-domaine dans le but d'obtenir un niveau
d'erreur pour le problème diret omparable à elui du deuxième plus gros ontributeur
(le sous-domaine 8). Pour ela, il faudrait diviser par 3 l'erreur du sous-domaine 6. La
présene de la ssure impliquant une singularité jouant sur la onvergene de la méthode
éléments nis en
?
h, nous divisons haque arête en 16 arêtes.
Sur la gure 8.5b, nous onstatons qu'après le remaillage loal les estimations d'erreur
pour le problème diret sont quasiment identiques dans les sous-domaines 6 et 8. L'esti-
mateur montre que l'erreur du problème adjoint a également diminué. Les performanes
globales sont résumées dans le tableau 8.6. Au nal, la borne supérieure de la quantité
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Table 8.5  Struture 2 : paramètres







θ “ 26.215rθ “ 0.98905
ηpsqrηpsq
(a) Maillage intial







θ “ 16.662rθ “ 0.51378
ηpsqrηpsq
(b) Maillage rané loalement
Figure 8.5  Struture 2 : ontributions des sous-domaines à l'erreur pour les problèmes
diret et adjoint
Maillage θ rθ IH IHH,2 12θrθ
Uniforme 26.215 0.98905 2.4915 3.1935 12.964
Ranement loal 16.662 0.51378 3.2165 0.086055 4.2803
Table 8.6  Struture 2 : performanes du remaillage loal
Chapitre 9
Reylage des diretions de
reherhe
Dans e hapitre, nous déidons de proter de la base de l'espae de
Krylov onstruite lors de la première résolution pour aélérer les réso-
lutions suivantes. Utiliser les diretions de reherhe permet une bonne
initialisation pour la résolution suivante ainsi qu'un spetre de l'opé-
rateur préonditionné de meilleur qualité (plus tassé) e qui entraîne
un meilleur taux de onvergene. Après un bref rappel des tehniques
de reylages d'espaes de Krylov et la présentation des algorithmes de
déomposition de domaine ave ontraintes optionnelles, nous mettons
en ÷uvre la réutilisation des diretions de reherhe sur la struture 2
et montrons les gains obtenus.
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9.1 Motivations
Dans ette partie, nous nous plaçons toujours dans le as de résolutions suessives
d'un même problème. Le système matriiel résolu (il s'agit du problème d'interfae as-
semblé) est noté
S0x0 “ b0 (9.1)
Notons x00 l'initialisation. Le résidu initial est r
0
0 “ b0 ´ S0x00. La résolution de e
système est la onstrution itérative d'une base pVnqn de l'espae de Krylov Kn
Kn “ vectpr00, S0r00, S0S0r00, ...pS0qn´1r00q (9.2)
La solution x0n est dans x
0
0 ` Kn. Cette solution est reherhée itérativement en im-
posant que le résidu soit orthogonal à Kn.
D'une résolution à l'autre le maillage est modié mais le problème (struture, har-
gement, sous-struturation) est inhangé. Ainsi, les diretions de reherhe générées lors
de la premières résolution sont pertinentes pour la seonde. Autrement dit, l'espae de
Krylov assoié au nouveau système S1x1 “ b1 n'est pas très diérent de la projetion sur
le nouveau maillage de l'espae de Krylov assoié au système initial S0x0 “ b0.
9.2 Réutilisation des diretions de reherhe
L'appliation du nouveau ritère d'arrêt du solveur entraîne un arrêt rapide des ité-
rations (de l'ordre de 5 itérations). C'est la raison pour laquelle nous déidons de ne
pas mettre en plae une séletion des diretions de reherhe générées et d'utiliser tous
les veteurs omme ontraintes additionnelles pour la résolution suivante. Néanmoins, si
réutiliser la totalité de l'espae de Krylov généré est trop oûteux, il sera néessaire de
séletionner les veteurs à reyler. Dans e as, un ritère sur la pertinene d'un ve-
teur pour la prohaine résolution devra être énoné. Citons [57℄ qui, dans le adre d'un
problème non-linéaire ave matrie non invariante, suggère de séletionner les veteurs
assoiées aux hautes valeurs propres de l'opérateur préonditionné an d'améliorer le
spetre de l'opérateur suivant et don la onvergene. Dans notre as, la matrie repré-
sentant l'opérateur hange de taille entre deux résolutions. Il semble don ompliqué de
dénir un ritère.
9.3 Les méthodes Krylov-augmenté
La prise en ompte de ontraintes additionnelles se fait généralement par des métho-
des Krylov-augmenté [127℄. Notons C la matrie retangulaire supposée de rang plein et
représentant la ontrainte additionnelle. L'espae de Krylov-augmenté
rKn est alors déni
de la façon suivante :
rKn “ Kn ` ImpCq (9.3)
La solution est herhée dans x0
0
` rKn ave un résidu r0n orthogonal à rKn.
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L'espae de Krylov-augmenté est séparé en deux espae supplémentaires ImpCq et
KerpCTS0q. Le premier sous-espae est exploré à l'initialisation et le seond sous-espae
est exploré au ours des itérations. Cette séparation permet de omprendre l'intérêt du
reylage des diretions de reherhe par la méthode de Krylov-augmenté : si la ontrainte
additionnelle est susamment pertinente alors une solution de bonne qualité est aptée
dès l'initialisation et l'espae de reherhe à explorer itérativement est de taille réduite
et le spetre de l'opérateur préonditionné est plus tassé.
Donnons à présent les algorithmes orrespondant aux approhes primale et duale
ave prise en ompte de ontraintes additionnelles omme dérit préédemment. La prise
en ompte de l'optimalité du préonditionneur dans l'approhe primale se faisant déjà
par une méthode de Krylov augmenté, l'ajout de ontraintes optionnelles onsiste à
onaténer les modes rigides H ave la ontrainte C omme illustré sur l'algorithme
12
Algorithme 12 : BDD ave ontraintes optionnelles C

























αj “ prj , zjq{pqj ,wjq





wj`1 “ P1zj`1 ´ pqj ,P1zj`1q{pqj ,wjqwj
j “ j ` 1
end
Pour l'approhe duale, la prise en ompte de ontraintes additionnelles peut se faire
à l'aide d'un algorithme deux niveaux [42℄ omme illustré sur l'algorithme 13.
L'inonnue d'interfae est nalement Λ “ Λ00 `P2pΛ0 `P˚2Λjq.
Les proédures de reonstrution de hamps admissibles restent absoluement iden-
tiques : l'ajout de ontraintes optionnelles ne modie pas la méthodologie.
Le oût de l'ajout de la ontrainte optionnelle réside dans l'augmentation de la taille
du problème grossier qui est arue d'autant de veteurs que de diretions de reherhe
reylées. Le suroût réside don dans le alul du projeteur P2˚ en dual et dans le al-
ul d'un projeteur P1 de taille plus importante en primal. Ces aluls étant eetués
par blo, l'implémentation est faile et eae. Une itération de l'algorithme onsiste en
une résolution direte (produit opérateur par veteur d'interfae) et en une résolution
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“ I´C˚pC˚T řsBpsqpSpsqq`BpsqTC˚T q´1C˚T
Initialisation Λ00 “ GpGTGq´1GTe




Initialisation seond niveau Λ0 “ C˚pGTGq´1GT r00












r, z ą ǫ do




αj “ prj , zjq{pqj ,wjq
Λj`1 “ Λj ` αjwj





wj`1 “ zj`1 ´ pqj , zj`1q{pqj ,wjqwj
end
indirete (produit préonditionneur par veteur résidu). L'ajout d'une diretion de re-
herhe néessite une résolution direte (produit opérateur par veteur d'interfae). Nous
onsidérerons don que le reylage est avantageux si reyler n diretions de reherhe




Remarque 9.1. Dans le as de l'approhe duale, la projetion des ontraintes orthogo-
nalement aux modes rigides (C˚ “ P2C) n'est pas néessaire puisque les diretions de
reherhe ont été onstruites dans le bon espae. Ainsi C˚ “ C.
9.4 Mise en ÷uvre pour des résolutions suessives
Nous appliquons à présent l'ajout de ontraintes additionnelles sur la struture 2 dans
trois ongurations de résolutions suessives.
9.4.1 Ranement loal
Dans le as d'un ranement loal, la disrétisation de l'interfae est inhangée (voir
8.2). Ainsi, les veteurs d'interfae réupérés peuvent être diretement utilisés omme
ontraintes additionnelles. Il faut simplement utiliser les matries de passage Npsq et
Mpsq dans les algorithmes 13 ou 12.
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rT z sans reylage?
rT z ave reylage
Critère d'arrêt
Figure 9.1  Struture 2 : évolution des résidus après ranement du sous-domaine 6
ave ou sans reylage
9.4.1.1 Estimation d'erreur globale
Après une première résolution, nous identions le sous-domaine 6 omme étant elui
qui ontribue majoritairement à l'erreur et faisons un ranement hiérarhique pour lequel
haque arête du sous-domaine est divisée en quatre. Lors de ette première résolution, le
solveur a onvergé en inq itérations et nous sauvegardons alors inq veteurs d'interfae
orrespondant à es inq diretions de reherhe. Les autres paramètres sont donnés dans
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Table 9.1  Struture 2 : paramètres
les diretions de reherhe ont été utilisées omme ontraintes additionnelles et dans le




eCRΩpuN , σˆN q.
Nous observons la grande eaité du reylage qui permet d'atteindre le ritère en
une itération alors qu'il est néessaire d'aller jusqu'à la sixième itération sinon.
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rT z sans reylage?
r˜T z˜ sans reylage?
rT z ave reylage?
r˜T z˜ ave reylage
Critère d'arrêt diret
Critère d'arrêt adjoint
Figure 9.2  Struture 2 : évolution des résidus après ranement du sous-domaine 6
ave ou sans reylage
9.4.1.2 Estimation d'erreur loale
Nous onsidérons à présent la quantité d'intérêt assoiée à la struture 2. Le solveur
onverge en quatre itérations et puisque 'est un algorithme par blo qui a été utilisé
pour résoudre simultanément problèmes diret et adjoint, huit diretions de reherhe
ont été générées. Le sous-domaine 6 est toujours le ontributeur majoritaire à l'erreur
et il est rané de la même manière que préédemment. Sur la gure 9.2, nous donnons
l'évolution du résidu dans le as où toutes les diretions de reherhe ont été utilisées
omme ontraintes additionnelles et dans le as où auun reylage n'a été eetué. Nous
donnons également la valeur du ritère d'arrêt pour les problèmes diret et adjoint.
Nous observons que dès la première itération le problème adjoint est résolu de manière
susante (au sens du ritère d'arrrêt) ave ou sans reylage. Nous onstatons sur e
même graphique qu'ave reylage, une itération sut pour atteindre le ritère alors
qu'il est néessaire d'itérer six fois pour atteindre le ritère si auun reylage n'a été
fait.
9.4.2 Remaillage adaptatif
Dans le as d'un remaillage adaptatif omme dérit au hapitre préédent, la disréti-
sation de l'interfae est modiée si bien qu'il est impossible d'utiliser diretement les
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rT z sans reylage?
rT z ave reylage
ritère d'arrêt
Figure 9.3  Struture 2 : évolution des résidus après remaillage adaptatif ave ou sans
reylage
veteurs assoiés aux diretions de reherhe. La solution que nous proposons est la
projetion de es veteurs sur la nouvelle disrétisation d'interfae. Cette projetion est
simple à mettre en ÷uvre, peu oûteuse puisque e sont des veteurs de taille réduite qui
sont projetés et ne requiert pas d'éhange entre les sous-domaines.
Après une première résolution, nous utilisons la arte d'erreur et eetuons un re-
maillage adaptatif ave pour onsigne de diviser l'erreur par dix. Lors de ette première
résolution, le solveur a onvergé en inq itérations et nous sauvegardons alors inq ve-
teurs d'interfae orrespondant à es inq diretions de reherhe. Les autres paramètres
sont donnés dans le tableau 9.2. Sur la gure 9.3, nous donnons l'évolution du résidu
dans le as où toutes les diretions de reherhe ont été utilisées omme ontraintes ad-
ditionnelles et dans le as où auun reylage n'a été eetué. Nous donnons également
la valeur du ritère d'arrêt, à savoir
1
10
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Table 9.2  Struture 2 : paramètres
Nous observons que dès l'initialisation, le résidu est divisé par 5 lorsque le reylage
des diretions de reherhe a été mis en ÷uvre. Ensuite, ave une proédure de reylage,
le solveur onverge plus vite vers la solution : seules quatre itérations sont néessaires
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Nos travaux ont porté sur la résolution de problèmes méaniques en deux dimensions
par des méthodes de déomposition de domaine et sur l'estimation d'erreur globale et
loale de ette résolution.
Dans un premier temps, nous avons dressé un état de l'art de la vériation et des
méthodes de déomposition de domaine avant de rappeler les bases d'une estimation
d'erreur garantie et parallèle développée dans les travaux d'Augustin Parret-Fréaud. Ses
résultats illustrent la néessité d'adapter le ritère d'arrêt du solveur itératif à la disré-
tisation. Nous avons montré que, dans le adre de l'erreur en relation de omportement
et pour des méthodes de sous-struturation, des travaux ayant pour objetif d'éviter la
sur-résolution ont proposé des méthodes pour séparer les soures d'erreur. Néanmoins, la
majorité des réponses apportées néessitent la résolution de problèmes auxiliaires (e qui
augmente le oût de alul) ou n'orent que des indiateurs (perte du aratère garanti).
Les apports de ette thèse sont multiples. Tout d'abord, puisque l'estimation d'erreur
est réalisée par l'erreur en relation de omportement, nous avons herhé à améliorer la
qualité du hamp statiquement admissible reonstruit. Pour ela, nous avons développé
une tehnique inédite permettant de tester la pertinene de la ondition de prolongement
forte qui est l'hypothèse à l'origine de la méthode EET. Notre approhe globale permet
de trouver le meilleur hamp (optimisation globale au sens de l'estimateur) vériant
ette ondition. Bien sûr, ette optimisation est oûteuse mais montre la pertinene de
la ondition de prolongement qui reste toutefois moins eae que la méthode ux-free.
Notre approhe propose une version vetorisée évitant les tests et remplaçant la résolution
de nombreux problèmes loaux par la résolution eae d'un problème global. Pour
l'estimation d'erreur en parallèle, nous avons également proposé des améliorations quant
à la reonstrution des réations nodales équilibrées aux interfae en soulignant le rle
des points multiples et des n÷uds situés aux enastrements dont le mauvais traitement
peut engendrer une perte de préision de l'estimateur d'erreur.
Puis, pour l'estimation d'erreur globale, nous avons démontré des bornes supérieure
et inférieure strites de l'erreur vraie séparant l'erreur de disrétisation de l'erreur algé-
brique. Ce résultat fondamental permet de onnaître dès les premières itérations l'inter-
valle dans lequel l'erreur vraie sera située à onvergene. Ainsi, un nouveau ritère d'arrêt
en lien ave la disrétisation est déni et la sur-résolution est évitée. Nous avons appliqué
e résultat fondamental dans les bornes lassiques d'estimation d'erreur sur les quan-
tités d'intérêt. Problèmes diret et adjoint sont résolus sur la même sous-struturation
simultanément et nous avons déni une nouvelle fois un ritère d'arrêt plus pertinent.
Enn, dans une séquene de résolutions suessives d'un même problème méanique,
nous avons mis en plae des proédures de remaillage exploitant les informations fournies
par l'estimateur d'erreur (artes d'erreur ou répartition de l'erreur entre sous-domaines).
Pour un ranement menant à des disrétisations imbriquées entre sous-domaines, nous
avons mis en plae une méthode gérant l'inompatibilité aux interfaes. Nous avons
également exploité la base du sous-espae de Krylov onstruite à une résolution pour
aélérer la résolution suivante sur un maillage plus n à l'aide des tehniques de Krylov
augmenté.
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Nos travaux ouvrent la voie à plusieurs perspetives. Premièrement, il nous paraît
primordial de traiter un problème industriel en trois dimensions omportant plusieurs
millions de degrés de liberté. En eet, bien que nos travaux aient été illustrés sur des
exemples numériques, les appliations se sont limitées à des démonstrateurs. La résolution
de problèmes de grande taille sera l'oasion de mesurer les gains de nos ontributions.
Néanmoins, nous préisons que ela requiert une implémentation eae et rapide de la
reonstrution des hamps statiquement admissibles. La mise en ÷uvre d'une adaptivité
de maillage sur un problème industriel soulignera l'importane de l'équilibrage des harges
sur les diérents n÷uds de alul. Inévitablement, la question de la modiation de la
sous-struturation au fur et à mesure des résolutions sera posée.
Dans un deuxième temps, il serait intéressant d'étendre nos travaux à d'autres types
d'approhes sous-struturées. Les approhes hybrides semblent orir une possibilité d'ex-
tension de la méthodologie de reonstrution des hamps admissibles plus immédiate que
les approhes mixtes ou que pour les méthodes de déomposition ave reouvrement (type
Additive Shwarz ).
Enn, nos travaux sont restreints puisqu'ils n'envisagent que des problèmes linéaires.
Le traitement de la non-linéarité, impliquant généralement l'utilisation d'un algorithme
de type Newton-Raphson, introduit un nouveau ritère d'arrêt et devra don être déni
en lien ave elui du solveur de Krylov et ave la disrétisation. En vue de généraliser
notre approhe au non-linéaire, il faudra étendre l'estimation d'erreur en parallèle en
se basant sur les tehniques existantes de vériation pour des problèmes non-linéaires
(erreur en dissipation, ...). Des travaux de thèse sont atuellement en ours au LMT-
Cahan sur l'adaptivité des ritères de l'algorithme de Newton-Raphson (algorithmes de





Figure 9.4  Struture 1 : déomposition en 9 sous-domaines
Struture 1 Struture arrée Ω “ r´3l; 3ls ˆ r´3l; 3ls soumise à une fore volumique
polynomiale et à des onditions de Dirihlet homogènes sur le bord. Le oeient de
Poisson vaut 0.3 et le module d'Young est égal à 1 Pa. L'hypothèse des déformations
planes est faite. Les eorts volumiques sont hoisis de façon que la solution exate soit :
uex “ px` 3lqpx´ 3lqpy ` 3lqpy ´ 3lq
`py ´ 3lq2ex ` py ` 3lqey˘ (9.4)
Dans le as d'estimation d'erreur loale, la quantité d'intérêt onsidérée est la moyenne






pey b eyq : ε puq dω (9.5)
Nous donnons la déomposition en neuf sous-domaines sur la gure 9.4 ainsi que les
solutions des problèmes de référene et adjoint sur la gure 9.5. La solution du problème
adjoint est nulle presque partout sauf dans le sous-domaine entral dans lequel est le
support du hargement adjoint.
Figure 9.5  Amplitude de la solution en déplaement (problème diret à gauhe et adjoint à
droite)
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Ce as aadémique a l'avantage d'avoir une solution exate onnue si bien que nous
pourrons omparer les bornes obtenues à l'erreur vraie. L'erreur vraie sera alulée ainsi :
evraie “
b
~uex~2Ω ´ ~uH~2Ω (9.6)
Struture 2 La seonde struture, illustrée en gure 9.6, est un as lassique des
publiations de vériation ([107℄ en partiulier). Il s'agit d'une struture présentant
une amore de ssure, e qui entraîne une loalisation de l'erreur de disrétisation. Les
déplaements sont imposés nuls à la base et sur le trou entral. Le seond trou est
soumis à une pression onstante unitaire p0. Un eort de tration unitaire t est appliqué
normalement à la surfae sur le bord gauhe. Les autres bords sont libres d'eorts. Une
ssure est également initiée au niveau du petit trou. Le module d'Young est égal à 1
Pa et le oeient de Poisson est 0.3. L'hypothèse des ontraintes planes est faite. La
sous-struturation hoisie est elle illustrée en gure 9.6.
Sur ette struture, la quantité d'intérêt onsidérée est la moyenne de la omposante

























Figure 9.6  Chargement du problème diret (bleu) et adjoint (orange) et déomposition.
Sur la gure 9.7, nous donnons en ouleur les ontraintes de Von Mises de la solution
éléments nis. La déformée présente sur la gure est elle due au déplaement solution.
Nous onstatons une onentration de ontraintes au niveau de la ssure, omme attendu.
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Figure 9.7  Contraintes de Von Mises pour le problème diret (gauhe) et adjoint (droite).
Nous donnons également le déplaement adjoint sur la gure 9.8 ainsi qu'un zoom sur
le sous-domaine 6. A l'exeption du sixième sous-domaine, les déplaements du problème
adjoint sont quasiment nuls sur toute la struture.
Dans la suite, pour haune des strutures nous préiserons uniquement l'approhe
utilisée (primale ou duale), l'algorithme itératif (BDD ou FETI), le préonditionneur et
le projeteur. Nous donnerons également la méthode utilisée pour la reonstrution du
hamp statiquement admissible ainsi que la manière dont ont été résolus les problèmes
loaux : soit par augmentation du degré des fontions de forme (p+k) soit par sous-
déoupage de l'élément en sous-éléments (
h
2k
) omme illustré en gures 9.9, 9.10, 9.11.
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