A n important, but seldom investigated, issue in the field of dynamic vehicle routing and dispatching is how to exploit information about future events to improve decision making. In this paper, we address this issue in a real-time setting with a strategy based on probabilistic knowledge about future request arrivals to better manage the fleet of vehicles. More precisely, the new strategy introduces dummy customers (representing forecasted requests) in vehicle routes to provide a good coverage of the territory. This strategy is assessed through computational experiments performed in a simulated environment.
Introduction
The rapid growth in communication and information technologies, as well as the increased interest in just-in-time distribution systems, have recently led researchers to focus on dynamic vehicle routing and scheduling problems. In the static version of these problems, the goal is to design a set of minimum-cost routes to satisfy the demand while satisfying various constraints. In a real-time setting, service requests arise continuously and randomly over time and must be assigned to vehicles. In this context, any decision is based on incomplete information, given that some requests have not arisen yet. Furthermore, the actual demand or time to start service at customer locations may be prone to random variations over time. In this context, uncertainty is an inherent characteristic of the problem.
Fortunately, future events often arise in a somewhat predictable way (e.g., probability distributions can be derived from historical data). An important issue that has seldom been investigated in the field of dynamic vehicle routing and dispatching is how to exploit probabilistic knowledge about future events to improve decision making. Actually, exploiting information about future events is likely to result in better management of the resources at the current time, which implies that future needs will be met more efficiently.
The work reported in this paper is motivated from the local operations of long-distance express mail services (like Federal Express). Here, customers call a central office when their mail is ready to be delivered abroad. These requests are collected by vehicles and brought back to a central office for further processing and shipping. With regard to this practical problem, our contribution is the development, integration within a previously myopic approach, and empirical evaluation of a threshold-based heuristic that accounts for future customer requests, in a realistic context where multiple vehicles are involved.
The paper is organized as follows. First, §2 provides a brief literature review dedicated to stochastic and dynamic vehicle routing problems, with a particular emphasis on the exploitation of knowledge about future customer requests. In §3, a dynamic programming framework is used to formally introduce our problem. This is followed in §4 by a description of a problem-solving strategy that accounts for future requests. Section 5 briefly describes the original tabu search heuristic of Gendreau et al. (1999) and explains how it was modified to integrate the new strategy. Computational results are reported in §6. Finally, §7 summarizes our major findings.
Literature Review
In the field of vehicle routing and scheduling, the issue of exploiting knowledge about future demands to improve decision making has sparked a lot of interest in the last decade. This issue has been addressed Transportation Science 40(2), pp. 211-225, © 2006 INFORMS in the literature under two different problem classes (which are associated with two different ways of tackling the uncertainty, one static, the other dynamic). The existing work for each class is reported in the two following subsections.
Static Stochastic Vehicle Routing Problems
In this problem class, the customers and/or their demand are discrete or continuous random variables. Probabilistic information about future events is used to construct an a priori solution that optimizes the expected value of a given objective function. The probabilistic traveling salesman problem (PTSP), the vehicle routing problem with stochastic demands (VRPSD), the vehicle routing problem with stochastic customers (VRPSC), and the vehicle routing problem with stochastic customers and demands (VRPSCD) all belong to this class. A survey of these problems can be found in Gendreau, Laporte, and Séguin (1996a, b) . In the following, these problems are briefly described and an overview of some related work is provided.
The PTSP is derived from the classical TSP by assigning to each potential customer a probability that this customer will require service. The goal is to find a single tour of minimum expected length. This problem was first introduced by Jaillet (1985 Jaillet ( , 1988 and investigated by many researchers (e.g., Jezequel 1985; Bertsimas and Howell 1993; Laporte, Louveaux, and Mercure 1994) . In the VRPSD, vehicles of fixed capacity must service customers with stochastic demands. Some recent papers have been devoted to this problem (Bertsimas 1988; Dror, Laporte, and Trudeau 1989; Séguin 1994; Gendreau, Laporte, and Séguin 1995; Yang, Mathur, and Ballou 2000; Secomandi 1998 Secomandi , 2000 . In the VRPSC, each customer has some probability of requiring service, but the demand is deterministic (Bertsimas 1988; Waters 1989) . The VRPSCD combines the characteristics of the VRPSC and VRPSD, as both customers and demands are stochastic. This problem has been investigated in Bertsimas, Jaillet, and Odoni (1990) , Bertsimas (1992) , Séguin (1995, 1996) , and Séguin (1994) .
Apart from the work of Secomandi (1998 Secomandi ( , 2000 on the VRPSD, it is generally assumed that the probability distributions are known and are exploited to construct a solution in two stages. In the first stage, a planned (or "a priori") route is constructed that minimizes an objective function related to some expectancy measure, like the expected length. When the routes are actually executed in the second stage, recourse actions are applied to the first-stage solution when needed to address the current realization (e.g., "jumping over" a customer who does not show). The interested reader will find more details about this kind of solution approach in Dror, Laporte, and Trudeau (1989) and Gendreau, Laporte, and Séguin (1996) . Secomandi (1998 Secomandi ( , 2000 addressed a variant of the VRPSD for a single vehicle. Here, customer demands are assumed to follow a discrete probability distribution. It is also assumed that the actual demand is revealed on arrival at each customer location. In the case of a route failure (i.e., the vehicle capacity is exceeded at a customer location), a recourse action is taken that consists of sending the vehicle back to the depot before it resumes its tour. The author presents a stochastic shortest path formulation of the problem based on a Markov decision process. Different dynamic programming formulations are developed and analyzed. State-space decompositions, which can optimally solve small instances, are also derived. For large instances, suboptimal policies are developed using different heuristics based on a neurodynamic programming (NDP) approachwhich is aimed at approximately solving large or complex dynamic programming problems; see Bertsekas and Tsitsiklis (1996) , and Sutton and Barto (1998) for more details on NDP. The heuristics developed by the author assume that a set of states and "cost-to-go" values belonging to an initial policy can be generated through simulation. The current policy is then iteratively improved until a given policy is reached or a prespecified number of iterations is reached. At each iteration, the current policy is applied to derive a least-square approximation of the cost-to-go values. A simulation is then performed to generate a new set of states and the least-square approximation is used to evaluate the cost-to-go values of the next policy. Secomandi (2000) compared two variants of these heuristics: the rollout policy (RP) and the optimistic approximate policy iteration (OAPI). The former is a simple, yet more robust, variant of NDP. In OAPI, the cardinality of the generated sets is smaller than what is typically found in NDP, thus allowing more iterations to be performed. Computational experiments on small instances with 5, 10, and 15 customers show, however, that RP outperforms OAPI.
Dynamic Stochastic Vehicle Routing Problems
In this section, we consider problems where new events occur over time. Thus, no solution is constructed "a priori" in this case. Assuming that some probabilistic knowledge about future events is available, two different ways of exploiting this information are reported in the literature. This is the subject of the following subsections.
2.2.1. Analytical Studies. Here, the only source of uncertainty is the occurrence of new requests and/or the service (or dwell) times at customers. The probability distribution of these random variables is used to perform analytical studies aimed at examining the robustness and asymptotic behavior of different deterministic and myopic dispatching strategies. Bertsimas and Simchi-Levi (1996) pointed out that this kind of work also provides new insights into the solution structure, thereby offering valuable guidelines for the design of efficient deterministic algorithms. An example is found in Bertsimas and van Ryzin (1991) , where the authors consider the dynamic traveling repairman problem (DTRP). In this problem, a vehicle is used to service customer demands that occur according to a Poisson process. The service time at each customer is also a random variable. The goal is to find a routing policy that minimizes the expected system time, which is the time spent in the system by each customer. Using results from geometrical probability, combinatorial optimization and queuing theory, the authors provide an analytical study of the problem in the case of light traffic and heavy traffic. First, the authors derive lower bounds for the average system time. Then they analyze several simple policies (e.g., first-come-first-served) and compare their performance with these lower bounds. In 1993, the same authors (Bertsimas and van Ryzin 1993) extend their findings to the case of a homogeneous fleet of vehicles where each vehicle cannot visit more than a given number of customers before returning to the depot. The uncapacitated version of this problem is also investigated. The authors partition the given area into subregions and use the results of the first paper to propose and analyze new policies in case of light and heavy traffic, respectively. The work in Larsen, Madsen, and Solomon (2002) also focuses on routing policies for the (partially dynamic) DTRP, where only a subset of requests occurs in real time. Their study indicates that the nearest neighbor (NN) policy, where the repairman always goes to the nearest demand, is superior to the other tested policies, including an approach where the service area is first partitioned into subregions and a first-come-first-served policy is applied within each subregion. Swihart and Papastavrou (1999) introduce a new variant of the DTRP where each service request has a pickup and a delivery location. The objective is to minimize the expected system time. The authors consider the unit-capacity case where the vehicle can carry no more than one item, as well as the case where the vehicle can carry an arbitrarily large number of items. In each of these two cases, lower bounds are derived for the average system time in light and heavy traffic conditions. Several policies are also proposed and compared. Thomas and White (2004) addressed a variant of the vehicle routing problem with pickup and delivery, where a single vehicle travels from a known origin to a known destination. A penalty is incurred if the destination is reached after a fixed deadline. It is assumed that potential customers may request service while the vehicle is in transit. The probability that a customer will request a pickup before time t is assumed to be known. The problem is to determine a policy for selecting the next destination that minimizes the expected total cost (travel time plus penalty for lateness). The problem is modeled as a finite-horizon Markov decision process. Some fundamental structural features of the optimal policy are established. These results are then used to characterize the behavior of policies that optimally select routes in anticipation of future service requests (for one to three dynamic requests). Numerical experiments compare these policies with a reactive strategy that ignores potential customer requests. Experiments were also performed in the case of a single dynamic request. However, the results did not clearly show the efficiency of the proposed anticipatory policies due to significant data dependencies.
In his dissertation, Rubio Maqueo (1995) studied the vehicle routing and inventory problem (VRIP). In this problem, a single capacitated vehicle operates out of a single warehouse and services a finite set of retailers. The arrival of customer requests at a given retailer is modeled as an independent renewal process while the demand magnitude is stochastic. Furthermore, the travel times between retailers are random variables. The objective is to minimize the expected inventory and transportation costs. Assuming that the system operates in heavy traffic, the author analyzes two models. In the first one, the vehicle follows a predefined routing scheme: deliver full loads to either a single retailer (direct shipping (DS)), or along a prespecified TSP tour. In the second model, which is based on the current inventory levels, the controller dynamically chooses whether the vehicle should follow a TSP or DS routing scheme. Using simulation and queuing theory, the author fully characterizes a dynamic control policy that is asymptotically optimal for the fixed routing scheme. In addition, the author investigates the importance of various operational decisions (e.g., TSP versus DS, fixed versus dynamic routing), thereby giving insights into the nature of the optimal solution to the VRIP. Kleywegt (1996) , Kleywegt and Papastavrou (1998, 2001) , and Papastavrou, Rajagopalan, and Kleywegt (1996) considered a problem called the dynamic and stochastic knapsack problem (DSKP). In this problem, demands for a given resource occur according to some stochastic process. Each demand requires a random amount of resource and has a random profit. Demands can be either accepted or rejected. If a demand is accepted, an associated reward is gained. Otherwise, a penalty is incurred. There is also a deadline, possibly infinite, after which demands can no longer be accepted (although the process can be stopped at any time before this deadline). The objective is to determine an optimal policy for accepting the demands and for stopping the process while maximizing the expected reward value. The authors consider both the infinite and finite-horizon cases. They establish a number of theoretical characteristics for the optimal accepting rule and for the optimal value function, and use these characteristics to derive an optimal policy for the problem. In the second part of his thesis, Kleywegt (1996) formulates and analyzes the dynamic and stochastic distribution problem (DSDP) with a network of terminals and a fleet of vehicles. In this problem, customers call at random times for the transportation of a set of loads from given origins to given destinations. Each accepted request generates a reward and each rejected request incurs a penalty. There is also a holding cost per unit of time that depends on the number of vehicles and number of loads waiting at each terminal. The objective is to maximize the expected total value (rewards minus costs). The problem is formulated as a Markov decision process. Equations are derived for the optimal expected value and some fundamental structural characteristics of the solution are established. A twostage algorithm is also proposed. The first stage is a threshold acceptance rule, which is shown to be optimal, and the second stage is an optimal dispatching rule.
Stochastic
Algorithms. This line of research has sought to develop explicit stochastic and dynamic algorithmic approaches that incorporate the current information and probabilities of future events to produce more efficient solutions than those obtained through myopic deterministic strategies. The only work that we are aware of in this category is that of Powell and his team (Powell 1988 (Powell , 1996 Godfrey and Powell 2002; Powell and Topaloglu 2003; Spivey and Powell 2004 ) and a research done in Larsen (2000) and Larsen, Madsen, and Solomon (2002) . In the following, we briefly discuss these studies.
The problem considered by Powell is motivated from long-haul truckload trucking applications. In this context, the problem consists of dynamically assigning drivers to loads that arise randomly over time. Each load is characterized by its origin, its destination, and its time window. At any time, a vehicle can be either empty or carrying a single load. Furthermore, a demand may be rejected if it cannot be serviced within reasonable time. Powell (1988) first addressed the issue of relocating vehicles in anticipation of future demands. He proposed a dynamic network model based on a time-space graph where the nodes correspond to known and forecasted demands in different zones at different time periods. In addition to arcs that represent moves between regions, a dummy arc from each origin to a super-sink captures the impact of the current time period on the future. The cost on this arc is the expected reward value of having an additional vehicle in the associated region at the beginning of the next time period. This model has some limitations because a forecasted load may be serviced even if it never materializes. To overcome this weakness, the author then proposed a stochastic, dynamic model where the demand between two nodes at a given time period is a random variable. Hence, the flows of loaded and empty vehicles moving between the two nodes are also random variables. This model is written as a two-stage stochastic program where the objective function combines a deterministic cost that corresponds to the first time period (the present) and the value of the recourse function that represents the expected cost from the next time period to the end of the time horizon (the future).
In Powell (1996) , the author investigates in the same context a hybrid model for solving a combined assignment and fleet management problem. The model is based on a dynamic-stochastic network with two components. The first one is the assignment network aimed at assigning drivers to loads during the current time period. The second is the forecast network, which represents the remainder of the time horizon and includes all forecasted demands, as well as known loads to be picked up in the future. Arcs in this part of the network represent loaded and empty moves or waiting times from one period to the next. A set of links connecting the two parts of the network represent empty relocation moves in anticipation of future loads. The expected recourse function is represented by a cluster of "recourse links" that capture the expected marginal contribution of vehicles located in a given region during a given time period. An approximation of this function value is added to the arc costs, and the resulting transportation problem is then solved with a network simplex algorithm on a rolling horizon basis.
In Godfrey and Powell (2002) and Powell and Topaloglu (2003) , a new approach is proposed for solving large-scale stochastic and dynamic problems, such as integer multicommodity flow problems. In these problems, new decisions are made continuously over time in response to new information. The approach is first presented within a general framework. Then, the authors report its application in different contexts, like vehicle dispatching. The proposed approach combines techniques from dynamic programming and multistage stochastic programming. More precisely, it uses the forward dynamic programming techniques of Bertsekas and Tsitsiklis (1996) , which step forward in time to avoid an evaluation of all possible states. In Spivey and Powell (2004) , the authors provide a mathematical model for a general class of dynamic assignment problems that integrate an explicit representation of the exogenous information process. They propose adaptive dynamic programming algorithms for solving these problems, where sequences of assignment problems are iteratively solved, using linear approximations to evaluate future states.
The issue of relocating an empty vehicle in anticipation of future demands through exploitation of probabilistic knowledge is addressed in Larsen (2000) and Larsen, Madsen, and Solomon (2004) . The problem studied is a dynamic TSP where the goal is to find a minimum-cost tour through a set of dynamic requests. The requests, each with a soft time window, unfold over time in a number of subregions according to a Poisson process with different arrival rates. Each subregion may have one or more resting locations (idle points) for the vehicles. Moreover, all requests must be serviced, even if some vehicles arrive late at the depot. The objective function is a weighted sum of total travel time and total lateness over all requests. Whenever a new service request occurs, the current tour is reoptimized using a simple heuristic based on an exchange procedure. Once the vehicle has finished serving its current customer, the algorithm determines the best resting location for the vehicle if the time window at its next destination does not allow immediate service (and assuming that the probability of having at least one request in the chosen location is high enough). This is achieved using the following online policies: (i) the vehicle goes to the nearest resting location; (ii) the vehicle goes to the busiest resting location (i.e., in the subregion with the largest arrival rate); (iii) the vehicle goes to the resting location that belongs to the subregion with the highest expected number of customers. Simulations on problems with about 40 customers were used to compare the different relocation policies, including a "no-rest" policy where the vehicle systematically waits at its current position.
Problem Definition
A static and deterministic version of our problem can be stated as follows. Let G = be a complete directed graph where = ∪ 0 is the set of nodes, with = 1 L the set of customers, 0 the depot, and the set of arcs i j , i j ∈ , i = j, with associated travel times t ij . Each customer i ∈ has a time window i = w i w i where w i is the earliest time and w i the latest time to start service. These time windows are "soft," as a vehicle can arrive before w i or after w i . If the vehicle is too early, it must wait to start its service; if the vehicle is too late, a penalty for lateness is included into the objective. The time window at the depot is 0 = w 0 w 0 = 0 T , where T is a hard deadline for the return of all vehicles to the depot.
K be the set of identical, uncapacitated vehicles to be routed and scheduled to service the customers. The goal is to design a set of routes of minimum cost such that:
• each vehicle serves one route;
• each vehicle route originates from and terminates at the depot;
• each customer is served at most once by one vehicle;
• the feasibility of the time schedule is satisfied. The solution cost typically relates to the number of unserved customers, total travel time, and lateness at customer locations. Mathematical programming formulations for this type of problem can be found, for example, in Toth and Vigo (2002) .
In the dynamic version of the problem, which is the problem of interest here, new customer requests continuously unfold over time and must be dispatched in real time to vehicles. A dynamic programming formulation for this problem is proposed in the following (mathematical models for related dynamic and stochastic problems, like vehicle assignment and inventory routing, can be found in Adelman 2003 Adelman , 2004 Kleywegt, Nori, and Savelsbergh 2004; Spivey and Powell 2004) . Although intractable, the formulation is useful as it provides a formal setting for our study. The underlying system is clearly continuous, but to simplify the presentation we assume a discretetime model where the time intervals are sufficiently small. We also assume the following:
• the distribution area is partitioned into a number of geographic zones;
• the time windows for the customers are grouped into a number of (possibly overlapping) time periods (e.g., all customers with a time window from 8:00 to 10:00 AM are in one group, all customers with a time window from 9:00 to 9:30 AM are in another group, etc.);
• a geographic zone plus a time period defines a customer type;
• request arrivals for each customer type are independent and follow a known distribution;
• a fixed number of vehicles is available and, at any given instant, they may be free or busy (traveling to or serving a customer);
• a vehicle is committed to a given customer when it departs from its current location to serve that customer. Accordingly, -at any time before departure, the vehicle can be dispatched otherwise, -after departure, the vehicle cannot be redirected elsewhere;
• a vehicle is not allowed to arrive at a given customer before the earliest time to start service. Instead, the vehicle must wait at its current location. As a vehicle is not committed to a customer until it departs to serve it, this allows the vehicle to be dispatched otherwise, if the system changes in the mean time (due to new customer request arrivals).
The discrete model is now formally introduced in the following subsections.
Notation
set of vehicles indexed from 1 to K; t f set of free vehicles at instant t; t b set of busy vehicles at instant t; set of geographic locations or zones; + set of geographic locations, including the depot location; set of periods for time windows, with = w w ∈ ; set of customer types indexed from 1 to L, where type l ∈ corresponds to l l ∈ × ; + set of customer types, including the depot; c t kl cost of assigning a customer of type l ∈ + to vehicle k ∈ at instant t; p l penalty for unassigned customer of type l ∈ ; T deadline at the depot; all vehicles should be back at the depot by that time. In our case, the cost c t kl , k ∈ , l ∈ is the travel time from the current location of vehicle k, denoted t k , to a customer of type l plus any lateness at the customer. That is,
When the depot is assigned to a vehicle, the latter is simply sent back to the depot to end its workday. In this case, we have , by traveling immediately and directly from its current location to a customer of that type, reaches it at or after the earliest time to start service. A customer type is said to be closed otherwise. In the case of the depot, it opens for a vehicle if the latter, by traveling immediately and directly to the depot, reaches it at instant T . The first two constraints set decision variables associated with forbidden commitments to 0. The third constraint specifies that a free vehicle can be committed to at most one customer, including the depot. The last constraint specifies that the number of newly committed vehicles to customers of a particular type cannot exceed the number of unassigned requests of that type. where E X denotes the expected value of random variable X. In practice, a policy is evaluated according to (3), on the basis of a particular realization (or an average over a number of realizations). This is what we have done with the policy introduced in §4.
Transitions
In the following, we assume that the penalty p l is set to the same large value for every customer type l ∈ . The goal is thus to maximize the number of served customers and, for the same number of served customers, to minimize travel time plus lateness.
Optimality Equations
Although intractable in practice, the optimality equations associated with our dynamic programming framework provide a way to compute an optimal policy. This is illustrated for a particular distribution of request arrivals, where each customer type l is associated with a distinct nonstationary Poisson process, based on a continuous arrival rate function l t (continuity is assumed here to facilitate the mathematical developments). Let be the set of all possible customer arrivals in t t + 1 ; that is,
For every customer type l, the probability of observing exactly o l arrivals is given by For t = T , we have
where T is the set of admissible final states at instant T , where all vehicles are back at the depot. Clearly, we are interested in f * 0 S 0 , the optimal value from state S 0 .
A Vehicle-Waiting Heuristic
The problem-solving approach described in the following solves the dynamic version of our problem approximately. In particular, unassigned customer requests are included into planned routes that are generated with a tabu search heuristic. These planned routes can be considered as an "algorithmic feature" used to (heuristically) decide about the next destination of each vehicle. The original contribution here is the inclusion of a threshold-based vehicle-waiting heuristic that takes into account future customer requests. The proposed approach exploits probabilistic knowledge about those future requests to better manage the fleet of vehicles and provide good coverage of the territory.
Here, a restricted case of the general formulation of §3 is considered. A customer type is defined by its Transportation Science 40(2), pp. 211-225, © 2006 INFORMS geographic location only, and each customer type is associated with a Poisson process, where the arrival rate is a step function of a number of time periods defined over the horizon. These choices come from practical considerations related to the development of the simulator, which dynamically generates new requests over time (see §6).
Basic Assumptions
We assume that the distribution area is partitioned into J geographic zones 1 2 J and that the time horizon is divided into M time periods 1 2 M . Furthermore, the probabilities that (at least) one request will occur in a zone j , j = 1 J during time period m , m = 1 M can be calculated by assuming independent Poisson processes with arrival rates jm , j = 1 J , m = 1 M. With this information, it might be better to require a vehicle to wait in its current zone instead of directing it towards its next planned destination (in another zone) if it appears that new customer requests are likely to unfold in the near future. In the following, the various elements of our vehicle-waiting strategy are discussed.
Waiting Time
Actually, it can be useless for the vehicle to wait at its current location if the probability of occurrence of a new request in its neighborhood in the near future is not high enough. Moreover, while the vehicle is forced to wait, some "real" requests might suffer important service delays. To overcome this problem, a vehicle k is kept at its current location only for some amount of time t k . The value of k is important. If it is too small, there may not be enough time for forecasted requests to materialize. If it is too large, the vehicle may wait for a long time for nothing, while allowing service requests to build up in other areas.
In our implementation, t k = min t k − t = t k − t + . The first component is a fixed parameter that is simply aimed at avoiding too-large values. The second component is the difference between the latest feasible departure timet k (which allows vehicle k to return before the upper bound of the time window at the depot) and the current time t. The third component is the difference between the latest departure time that does not induce any additional lateness on the vehicle route = t k and the current time t, plus a given parameter . This last parameter represents some tolerance to additional lateness.
Probability of Occurrence of a New Request
In our strategy, a given vehicle k may be forced to wait at its current position for some amount of time t k . However, due to the probabilistic nature of the available information, the requests may never Figure 1 Vehicle Neighborhood materialize. In this case, the vehicle will wait for nothing. Thus, waiting is allowed only if the probability for a request to occur in the vehicle neighborhood during time interval t t + t k is greater than or equal to a given threshold. In the following, the probability calculation is explained. Let us assume that vehicle k has just finished serving its current customer in some geographic zone at time t. Then, the neighborhood N k of vehicle k is defined as a square centered at the current vehicle location. In our experiments, N k has the same dimension as a geographic zone, although it does not need to be in general. This is illustrated in Figure 1 for a distribution area divided into nine zones. In this figure, the current vehicle location is represented by the large dot.
Let us also assume that vehicle k is ready to leave its current location at instant t. Then, the probability p t k that at least one request will occur in time inter-
is the probability that no new request occurs in time interval t t + t k in N k . If we suppose that t belongs to time interval m 1 and t + t k to time interval m 2 , 1 ≤ m 1 ≤ m 2 ≤ M, then the interval t t + t k can be partitioned into m 2 − m 1 + 1 intervals, each belonging to time period r with length t r k , r = m 1 m 2 . This is illustrated in Figure 2 , where the time horizon is partitioned into three time periods. In this figure, t belongs to time period 1 and t + t k belongs to time period 3 .
Partitioning t k 
Coverage of the Territory
While applying the waiting heuristic, vehicles will tend to cluster in a few zones with large request arrival rates. Thereby, new requests that appear in other zones might incur excessive service delays (or no service at all). To prevent too many vehicles from clustering in the same zone, an upper bound on the number of vehicles is associated with each zone. Figure 3 provides a pseudocode description of the proposed approach for some vehicle k that has just completed its service in some zone j and is now ready to leave for its next destination.
Summary
In the pseudocode, d is the average distance between two consecutive customer locations and d k is the distance between the current location of vehicle k and its next destination. Also, v j is the number of vehicles in the current zone j and V is an upper bound on the number of vehicles in each zone. Finally, and s are user-defined parameters. Thus, a vehicle waits at its current location if its next destination is far enough, the probability of a request arrival in the vehicle's neighborhood in the next t k time units is high enough, and there are not too many vehicles in the current zone.
The effectiveness of this strategy is assessed using a parallel tabu search heuristic, previously reported in Gendreau et al. (1999) . The next section will briefly describe the original algorithm and explain how it was modified to integrate the proposed approach.
A Parallel Tabu Search Algorithm

The Original Algorithm
In a dynamic context, a solution at any instant t is a set of planned routes, each beginning with the current destination of the associated vehicle. This current destination is fixed and cannot be modified (i.e., the vehicle must reach it). The algorithm proposed in Gendreau et al. (1999) is a parallel tabu search heuristic with an adaptive memory (Rochat and Taillard 1995) . The tabu search is an iterative local search technique where a neighborhood is generated around the current solution and the best solution in this neighborhood becomes the new current solution, even if a degradation is observed. By allowing such degradation, it is possible to escape from bad local optima, as opposed to pure descent methods. The interested reader will find more details about this approach in Glover and Laguna (1997) . The algorithm used in Gendreau et al. (1999) can be summarized as follows.
• Construct H different initial solutions with a stochastic insertion heuristic (where the choice of the next customer to be inserted is randomized).
• Apply tabu search to each solution and store the resulting routes in the adaptive memory.
• While a stopping criterion is not met, do: -Combine routes stored in the adaptive memory to create an initial solution.
-Decompose the problem into subproblems through a geographic decomposition procedure.
-Apply tabu search to each subproblem.
-Add the routes of the resulting solution in the adaptive memory.
The procedure for generating the neighborhood of the current solution is based on CROSS exchanges (Taillard et al. 1997) . Basically, two segments of variable lengths are taken from two different routes and are swapped, as illustrated in Figure 4 .
To speed up the algorithm, a parallel implementation on a network of workstations was developed. The parallelization of the procedure was achieved at two levels:
• Different tabu search threads run in parallel, each starting from a different initial solution.
• Within each search thread, many tabu searches run independently on the subproblems obtained through the decomposition procedure.
A CROSS Exchange Whenever a new event occurs, the tabu search threads are interrupted. Then, after an appropriate update of the adaptive memory to reflect the current state of the system, the search is restarted with new solutions obtained from the updated memory. Thus, the tabu search improves the current planned routes between the occurrence of new events. An event may be either the occurrence of a new request, in which case the request must first be inserted in the current solution, or the completion of service at a given customer (as a new destination must be indicated to the driver).
During schedule generation, a vehicle never departs from its current location if, by doing so, a waiting time at its next destination is incurred. Instead, the vehicle waits at its current location to exploit potential opportunities offered by new request arrivals. In a sense, this implementation is not totally myopic, given that this waiting strategy can be viewed as an implicit way of accounting for future arrivals. Other ways to implicitly account for future arrivals through the definition of different objectives or waiting strategies can be found in Mitrović-Minić and and Mitrović-Minić, Krishnamurti, and Laporte (2004) .
With regard to the objective, the number of served customers is maximized as the algorithm always inserts a customer when it is feasible to do so. For a given number of customers, the sum of total travel time and total lateness over all customers is minimized.
Implementing the Vehicle-Waiting Heuristic
The waiting approach described in §4.5 basically modifies the way new events are handled. This is explained in the following.
(a) When vehicle k has finished serving a customer, the new strategy is used to decide whether or not to wait. In the latter case, the vehicle is directed toward its next destination, as in the original algorithm. In the former case, a dummy customer D t k is created at the current vehicle location. The intent is to force the vehicle to wait at its current location during time interval t t + t k , where t is the current time and t k is calculated as in §4.2, based on the best solution in adaptive memory. Then, the dummy customer D t k is inserted at the beginning of the planned route of vehicle k in every solution in adaptive memory, and solutions that become infeasible are discarded (due to the hard time window at the depot, it may not be possible to wait for t k time units at the current vehicle location). Finally, the search threads are restarted with new solutions constructed from the updated memory and the optimization is performed with the assumption that vehicle k restarts at time t + t k .
(b) When a new request occurs, we first see if it is included in the neighborhood of some waiting vehicles. Among all such vehicles, only those that can start service as soon as they reach the new request are kept. Then, among the remaining vehicles, we choose the one for which the inclusion of the new request leads to the smallest additional cost. The new request then replaces the dummy customer associated with the chosen vehicle route. If no vehicle qualifies for the new request, the latter is handled as in the original algorithm. Note that the new strategy offers additional insertion points for a new incoming request. These are located between the current vehicle location and its next destination for each waiting vehicle.
If vehicle k was not used to service any incoming request when time t + t k is reached (either because no new request occurred in its neighborhood or because it was never chosen), the dummy customer D t k is removed from its route and the vehicle is sent to its next planned destination, as indicated by the best solution in adaptive memory.
Computational Results
In this section, we empirically demonstrate the value of the vehicle-waiting heuristic, when integrated within our previous tabu search implementation. To this end, we first briefly describe the simulator used to generate problem instances, before reporting the results obtained under different operating scenarios.
Simulation Framework
A simulator was developed to produce different operating scenarios that reflect as closely as possible what is observed in the real world. In the following, we describe the components of this simulator.
6.1.1. Time Horizon. The simulator first sets up a time horizon that represents the entire labor day. For example, a labor day running from 10h00 to 15h00 is represented by a time horizon of 300 minutes. Within this horizon, the simulator produces discrete time events that correspond to either a request arrival or the end of service at a given customer location. The new request arrivals take place only in the first 240 minutes of the time horizon, to allow vehicles to service their planned routes before returning to the depot.
6.1.2. Generation of New Service Requests. Typically, the arrival rate of new requests varies over time (e.g., peak hours) and space (e.g., densely populated areas). Hence, time-space Poisson processes are used. We recall that the distribution area is partitioned into J zones 1 2 J and that the time horizon is divided into M time intervals 1 2 M . Also, jm denotes the request arrival rate in zone j during time period m , j = 1 J ; m = 1 M. The characteristics of a new service request are generated as follows. Given the current time interval m , the arrival rate m = J j=1 jm in the whole distribution area over time interval m is used to determine the arrival time of the next request. Then the zone j , where the new request will appear, is determined using the following cumulative probabilities P m j 0≤j≤J :
where u is drawn from a uniform distribution U 0 1 . To generate the time window associated with a new request i, the earliest time to start service w i is first generated in the interval t t + T 1 , where t is the current time and T 1 is a constant. Then w i is possibly adjusted to avoid exceedingt i = T − t i0 , where T is the deadline at the depot (i.e., the end of the day) and t i0 is the travel time from i to the depot. Clearly, it is not possible to return to the depot on time if the service at request i starts aftert i . Once the earliest time w i is determined, the latest time w i is set to w i + T 2 , where T 2 is a constant. The value w i is adjusted like w i if necessary.
Testing Scenarios
Different sets of problems were generated to perform numerical tests. In these problems, the fleet size is set to four or six vehicles with all vehicles moving at a constant average speed of 30 kms/hour. Parameters T 1 and T 2 are both set to 30 minutes. The time horizon is set to 300 minutes (i.e., five hours) and is divided into three time periods: morning 1 , lunch time 2 , and afternoon 3 . The lunch-time period is one hour long and the two others are two hours long. The distribution area is a 5 kms × 5 kms square area and the depot is located at (3.3 kms, 4.5 kms). Nine "active" zones are considered in the distribution area and are divided into two categories: Category 1 contains the intense central zone where the request arrival rate is high, while Category 2 contains the remaining peripheral zones where the arrival rate is low. Moreover, in each problem the set of requests is divided into two subsets. The first subset contains requests that are known at the beginning of the day (i.e., 25% of the total number of requests). The second subset contains requests that unfold in real time. In this case, the arrival time of each request is calculated using a 3 × 2 time-dependent arrival rate matrix c 1≤c≤2 1≤ ≤3 , where c is the arrival rate in a zone of category c during time period . The entries Tables 1  and 2 , respectively. It is worth noting that in real life, new requests rarely unfold in the intense zone (associated with downtown) during lunch time. Therefore, the corresponding rate is set to 0 for the two scenarios during that time period.
Experiments
The experiments reported in this section were performed on a network of three SUN UltraSparc-IIi workstations (300 MHz). Each process is programmed in C++, and communication between the processes is handled by the Parallel Virtual Machine Software. The parameter values in the original tabu search algorithm are kept as in Gendreau et al. (1999) . Parameters related to our vehicle-waiting heuristic are examined in the following.
6.3.1. Preliminary Tests. To determine the best values for parameters , s, , V , and (see Figure 3) , tests were performed with four vehicles over a sample of four problems. Several values had to be tested for every problem in the sample. Therefore, a significant amount of computation time is required if the size of the sample is too large. On the other hand, this size has to be large enough to get a correct calibration. Because Scenarios 1 and 2 are different, separate tests were conducted for both of them. Tables 3  and 4 present a sample of results obtained with different combinations of values using Scenario 1 and Scenario 2, respectively. We show only the best combinations of values in these tables (i.e., fewer than 5 unserved customers on average for Scenario 1 and fewer than 23 unserved customers on average for Scenario 2). In these tests, parameter V was set to 1 for the peripheral zones, while different values were tested for the intense central zone. The four numbers in each entry in Tables 3 and 4 are the average number of unserved customers, travel time, lateness, and sum of travel time and lateness, respectively. Based on the results obtained, the values 1 = 0 20, s 1 = 0 80, 1 = 200 sec., 1 = 300 sec., and V 1 = 1 for Scenario 1, and 2 = 0 40, s 2 = 0 80, 2 = 100 sec., 2 = 180 sec., and V 2 = 1 for Scenario 2 were finally kept for further investigations (they are shown in boldface in the tables). In these experiments, we also found that t k is about 4.50 minutes for Scenario 1 and 2.90 minutes for Scenario 2.
6.3.2. Numerical Results. We performed 10 different simulation runs with each scenario, using a fleet of four vehicles. Then we repeated the experiments, but with a fleet of six vehicles. The results are reported below. Scenario 1. Tables 5 and 7 report the results of each simulation run with the original algorithm (Gendreau et al. 1999) , using four and six vehicles, respectively; Tables 6 and 8 report the same results, but with the new algorithm. These tables show that the new algorithm performs well against the original one. More precisely: Table 4 Best Experiments with four vehicles. The new algorithm leads to an improvement in 8 out of 10 runs. In the two other runs, the results obtained with the new algorithm are very close to those obtained with the original algorithm. Note that among the eight runs where an improvement is observed, the original algorithm succeeds in serving all customers in five cases. In these cases, the new algorithm reduces the sum of total travel time and lateness by 1.1% to 12.2%. In the three other cases, the number of unserved customers is reduced and, in two cases, this reduction is achieved at the cost of a marginal increase in the sum of total travel time and lateness. Overall, the latter is improved by 4.1% on average. Experiments with six vehicles. Because these problems are easier to solve, the original algorithm succeeds in serving all customers in 9 runs out of 10; the new one succeeds in all runs. The results obtained with the original algorithm are slightly better than those obtained with the new algorithm in two cases only. Overall, the new algorithm improves the sum of total travel time and lateness in seven cases and the number of served customers in one case. The sum of total travel time and lateness is reduced by 2.3% on average over the 10 runs.
Scenario 2. These instances are harder than those of Scenario 1 due to higher arrival rates. Tables 9  and 11 report results obtained with the original algorithm, with four and six vehicles, respectively, while Tables 10 and 12 report the results obtained with the new algorithm. As expected, the new approach clearly improves the results obtained with the original algorithm.
Experiments with four vehicles. In three cases, the two algorithms lead to the same number of unserved customers, but the new algorithm improves the sum of total travel time and lateness. Conversely, in two cases, an increase in the sum of total travel time and lateness is observed, but this is rather marginal when compared with the improvement observed in the number of unserved customers (cf. 0.2% versus 3.0% and 0.4% versus 6.3%, respectively). In the five remaining cases, the new algorithm improves the original algorithm on both accounts. The reduction ranges from 3.4% to 29.0% for the number of unserved customers, and from 2.0% to 16.0% for the sum of total travel time and lateness. Over the 10 runs, the average improvement is 9.0% and 4.2%, respectively.
Experiments with six vehicles. Here also, the new algorithm leads to larger improvements when compared to Scenario 1. While the two algorithms both succeed in serving all customers, the new algorithm reduces the sum of total travel time and lateness in 9 runs out of 10. The reduction ranges from 2.0% to 11.0%, with an average of 3.0%.
In conclusion, the experiments show that the proposed vehicle-waiting heuristic is effective, even if it is incorporated into a powerful algorithm, and even if it is enforced only a few times over the scheduling horizon, namely, one to four times per run for Scenario 1, and one to six times per run for Scenario 2. This strategy is also more effective when it is applied on harder problems (i.e., smaller fleet size or higher request arrival rates).
Conclusion
In this paper, a new strategy that exploits probabilistic knowledge about future request arrivals to better manage a fleet of vehicles is proposed. Some issues related to this strategy were addressed and investigated. Then, experiments were performed to assess its effectiveness within a previously reported tabu search heuristic. The results show that the proposed approach provides significant improvements over the original algorithm, especially in some "critical" situations involving a small fleet size and high request arrival rates.
