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Abstract
We study the average-case hardness of the algorithmic problem of exact computation of the
partition function associated with the Sherrington-Kirkpatrick model of spin glasses with Gaussian
couplings and random external field. We establish that unless P = #P , there does not exist a
polynomial time algorithm to exactly compute the partition function on average, by showing that if
there exists a polynomial time algorithm, which exactly computes the partition function for inverse
polynomial fraction (1/nO(1)) of all inputs, then there is a polynomial time algorithm, which exactly
computes the partition function for all inputs, with high probability, yielding P = #P .
The ingredients of our proof include the random and downward self-reducibility of the partition
function with random external field; an argument of Cai et al. [CPS99] for establishing the average-
case hardness of computing the permanent of a matrix; a list-decoding algorithm of Sudan [Sud96],
for reconstructing polynomials intersecting a given list of numbers at sufficiently many points; and
near-uniformity of the log-normal distribution, modulo a large prime p.
1 Introduction
The subject of this paper is the algorithmic hardness of the problem of exact computation of the
partition function associated with the Sherrington-Kirkpatrick (SK) model of spin glasses, a mean
field model that was first introduced by Sherrington and Kirkpatrick in 1975 [SK75], to propose a
solvable model for the ’spin-glass’ phase, an unusual magnetic behaviour predicted to occur in spatially
random physical systems. The model is as follows. Fix a positive integer n, and consider n sites
i ∈ {1, 2, . . . , n}, a naming motivated from a site of a magnet. To each site i, assign a spin, σi ∈ {−1, 1},
and define the energy Hamiltonian H(σ) for this spin configuration σ = (σi : 1 ≤ i ≤ n) ∈ {−1, 1}n via
H(σ) = β√
n
∑
1≤i<j≤n Jijσiσj, where the parameters J = (Jij : 1 ≤ i < j ≤ n) ∈ Rn(n−1)/2 are called
spin-spin interactions (or shortly, couplings), and the parameter β is called the inverse temperature.
The associated partition function is given by, Z(J, β) =
∑
σ∈{−1,1}n exp
(
− β√
n
∑
1≤i<j≤n Jijσiσj
)
. The
SK model corresponds to the case, where the couplings Jij are iid standard normal; and the partition
function, Z(J, β) carries useful information about the underlying physical system. The SK model is a
mean-field model of spin glasses, namely the interaction between any two distinct sites, 1 ≤ i < j ≤ n,
is modeled with a random coupling parameter Jij , that does not depend on the spatial location of i
and j. The rationale behind the scaling
√
n is to ensure that the average energy per spin is roughly
independent of n, and consequently, the free energy limit, limn n
−1 logZ(J, β) is non-trivial. Despite
the simplicity of its formulation, it turns out that the SK model is highly non-trivial to study, and that,
∗This paper is a strengthened version of an earlier unpublished manuscript [Gam18].
†MIT; e-mail: gamarnik@mit.edu. Support from ONR Grant N00014-17-1-2790 is gratefully acknowledged.
‡MIT; e-mail: kizildag@mit.edu.
1
analyzing the behaviour of a more elaborate model (such as, a model where the spatial positions of the
sites are incorporated, by modelling them as the vertices of Z2 and the couplings are modified to be
position-dependent) is really difficult. For a more detailed discussion on these and related issues, see
the books by Panchenko [Pan13] and Talagrand [Tal10].
In this paper, we focus on the SK model with the (random) external field, which was studied by
Talagrand [Tal10] (equation 1.61 therein), namely, the model, where the energy Hamiltonian is given
by,
H(σ) =
β√
n
∑
1≤i<j≤n
Jijσiσj +
n∑
i=1
Aiσi. (1)
Here, the iid standard normal random variables J = (Jij : 1 ≤ i < j ≤ n) ∈ Rn(n−1)/2 are the couplings,
and the independent zero-mean normal random variables, A = (Ai : i ∈ [n]) ∈ Rn incorporate the
external field contribution. In order to compute the partition function of this model, we study the
following equivalent model with the energy Hamiltonian:
H(σ) =
β√
n
∑
1≤i<j≤n
Jijσiσj +
n∑
i=1
Biσi −
n∑
i=1
Ciσi, (2)
where J = (Jij : 1 ≤ i < j ≤ n) ∈ Rn(n−1)/2 are the couplings as above, B = (Bi : i ∈ [n]) ∈ Rn
and C = (Ci : i ∈ [n]) ∈ Rn are independent zero-mean normal random variables, which we still refer
to as external field components. Observe that, if A1 is an oracle, which, for input (J,A), computes
the partition function for the model whose Hamiltonian is given by (1), then A1 with input (J,B−C)
computes the partition function of the model whose Hamiltonian is given by (2). Similarly, if A2 is an
oracle, which, for input (J,B,C) computes the partition function of the model in (2), then A2 with
input, (J, A+G
2
, G−A
2
), where G = (Gi : i ∈ [n]) is an iid copy of the random vector A = (Ai : i ∈ [n]),
computes the partition function of the model in (1), recalling that if Ai and Gi are iid Gaussian random
variables, then Ai + Gi and Ai − Gi are independent. In spite of being equivalent, the model in (2),
however, is more convenient to work with, in particular, for establishing a a certain downward self-
recursive formula which expresses the partition function of an n-spin SK model as a weighted sum of
the partition functions of two (n−1)-spin SK models, with properly adjusted external field components.
The algorithmic problem is the problem of computing the partition function Z(J,B,C) associated
to the modified model in (2), when (J,B,C) ∈ Rn(n−1)/2+2n is given as a (random) input. The (worst-
case) algorithmic problem of computing Z(J,B,C) for an arbitrary input (J,B,C) is known to be
#P-hard for a much broader class of statistical physics models and associated partition functions,
see e.g. [Bar82] and [Ist00]. On the other hand, the classical reduction techniques that are used for
establishing worst-case hardness do not seem to transfer to the problems with random inputs. The
subject of this paper is the case of Gaussian random inputs, (J,B,C). The computational model that
we will adopt throughout is the finite-precision arithmetic, and therefore the real-valued vector (J,B,C)
cannot be used as a formal algorithmic input. In order to handle this issue, we consider a model, where
the algorithm designer first selects a level N of digital precision, and the values of Jij , Bi, Ci, or more
concretely, Ĵij = exp(
βJij√
n
), B̂i = exp(Bi), and Ĉi = exp(Ci) are computed, up to this selected level
N of digital precision: Ĵ
[N ]
ij , B̂
[N ]
i , and Ĉ
[N ]
i , where x
[N ] = 2−N⌊2Nx⌋. The task of the algorithm
designer is to exactly compute the partition function, associated with the input (Ĵ
[N ]
ij : 1 ≤ i < j ≤ n),
(B̂
[N ]
i : 1 ≤ i ≤ n), and (Ĉ [N ]i : 1 ≤ i ≤ n) in polynomial (in n) time.
The main result of this paper is as follows. Let k > 0 be any arbitrary constant. If there exists
a polynomial time algorithm, which computes the partition function exactly with probability at least
1/nk, then P = #P . Here, the probability is taken with respect to the randomness of (J,B,C).
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The approach we pursue here aims at capturing a worst-case to average-case reduction, and is similar
to establishing the average-case hardness of other problems involving counting, such as the problem of
counting cliques in Erdo¨s-Re´nyi hypergraphs [ABB19], or the problem of computing the permanent
of a matrix modulo p, with entries chosen independently and uniformly over finite field Zp. Lipton
observed in [Lip89] that, for a suitably chosen prime p, the permanent of a matrix can be expressed as
a univariate polynomial, generated using integer multiples of a random uniform input. Hence, provided
this polynomial can be recovered, the permanent of any arbitrary matrix can be computed. Therefore,
the average-case hardness of computing the permanent of a matrix modulo p equals the worst-case
hardness of the same problem, which is known to be #P-hard. Lipton proves his result, by assuming
there exists an algorithm, which correctly computes the permanent for at least 1 − O(1/n) fraction of
matrices over Zn×np . Subsequent research weakened this assumption to the existence of an algorithm
with constant probability of success [FL92], and finally, to the existence of an algorithm with inverse
polynomial probability (1/nO(1)) of success, Cai et al. [CPS99], a regime, which is also our focus. The
proof technique that we follow is similar to that of Cai et al. [CPS99], and is built upon earlier ideas
from Gemmell and Sudan [GS92], Feige and Lund [FL92], and Sudan [Sud96].
More specifically, the argument of Cai et al. [CPS99] is as follows. The permanent of a given
matrix M ∈ Zn×np equals, via Laplace expansion, a weighted sum of the permanents of n minors
M11,M21, . . . ,Mn1 of M , each of dimension n − 1. Then a certain matrix polynomial is constructed,
whose value at k is equal to Mk1, by incorporating two random matrices, independently generated from
the uniform distribution on Z
(n−1)×(n−1)
p . The permanent of this matrix polynomial is a univariate
polynomial over a finite field with a known upper bound on its degree, and the problem boils down to
recovering this polynomial from a list of pairs of numbers intersecting the graph of the polynomial at
sufficiently many points. This, in fact, is a standard problem in coding theory, and the recovery of this
polynomial is achieved by a list-decoding algorithm by Sudan [Sud96], which is an improved version of
Berlekamp-Welch decoder.
The method that we use closely follows the proof technique of Cai et al. [CPS99], with several
additional modifications. First, to avoid dealing with correlated random inputs, we reduce the problem
of computing the partition function of the model in (2) to computing the partition function of a different
object, where the underlying cuts and polarities induced by the spin assignment σ ∈ {−1, 1}n are incor-
porated. Second, a downward self-recursion formula for computing the partition function, analogous to
Laplace expansion for permanent, is established; and this is the rationale for using the aforementioned
equivalent model whose Hamiltonian is given by (2). This is achieved by recursing downward with
respect to the sign of σn, and expressing the partition function of an n-spin system, with a weighted
sum of the partition functions of two (n − 1)-spin systems, with appropriately adjusted external field
components. Third, recalling that, we are interested in the case of random Gaussian inputs, we establish
a probabilistic coupling between truncated version of log-normal distribution, and uniform distribution
modulo a large prime p. Towards this goal, we establish that the log-normal distribution is ”sufficiently”
Lipschitz in a small interval and near-uniform modulo p. Finally, we also need to connect modulo p
computation to the exact computation of the partition function, in the sense defined above, i.e., trun-
cating the inputs up to a certain level N of digital precision, and computing the associated partition
function. This is achieved by using a standard Chinese remaindering argument: Take prime numbers
p1, . . . , pK , compute Z (mod pi), for every i, and use this information to compute compute Z (mod P )
where P =
∏K
k=1 pk, via Chinese remaindering. Provided P > Z, Z (mod p) is precisely Z. The ex-
istence of sufficiently many such primes of appropriate size that we can work with is justified through
the prime number theorem.
We close this section with the set of notational convention. The set of integers and positive integers
are respectively denoted by Z and Z+. The set, {1, 2, . . . , n} is denoted by [n], and the set {0, 1, . . . , p−
1}, namely the set of all residues modulo p, is denoted by Zp. Given a real number x, the largest
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integer not exceeding x is denoted by ⌊x⌋. We say a ≡ b (mod p), if p divides a − b, abbreviated as
p | a − b. Given an x > 0, log x denotes logarithm of x, base 2. Given a (finite) set S, denote the
number of elements (i.e., the cardinality) of S by |S|. Given a finite field F, denote by F[x] the set of
all (finite-degree) polynomials, whose coefficients are from F. Namely, f ∈ F[x] if there is a positive
integer n, and a0, . . . , an ∈ F, such that for every x ∈ F, f(x) =
∑n
k=0 akx
k. The degree of f ∈ F[x]
is, deg(f) = max{0 ≤ k ≤ n : ak 6= 0}. Finally, Θ(·), O(·), and Ω(·) are standard (asymptotic) order
notations for comparing the growth of two sequences.
2 Model and the Main Result
Our focus is on computing the partition function of the model, whose Hamiltonian for a given spin
configuration σ ∈ {−1, 1}n at inverse temperature β is given by:
H(σ) =
β√
n
∑
1≤i<j≤n
Jijσiσj +
n∑
i=1
Biσi −
n∑
i=1
Ciσi,
where the random variables J = (Jij : 1 ≤ i < j ≤ n) ∈ Rn(n−1)/2 are the couplings; and the random
variables B = (Bi : i ∈ [n]) ∈ Rn, and C = (Ci : i ∈ [n]) ∈ Rn are the external field components.
For simplicity, we study the case, where (J,B,C) consists of iid standard normal entries. However, our
analysis also applies to the case, where (J,B,C) consists of independent normal entries with zero-mean
and possibly different variances. Associated partition function (at the temperature 1/β) reads as:
Z(J,B,C) =
∑
σ∈{−1,1}n
exp(−H(σ)).
We now incorporate the cuts and polarities induced by σ ∈ {−1, 1}n. Observe that,
H(σ) =
β√
n
∑
i<j,σi=σj
Jij +
n∑
i=1,σi=+1
Bi +
n∑
i=1,σi=−1
Ci −
 β√
n
∑
i<j,σi 6=σj
Jij +
n∑
i=1,σi=−1
Bi +
n∑
i=1,σi=+1
Ci
 .
For convenience, we will denote the first part above by Σ+σ , and the second part inside the brackets by
Σ−σ . Observe that, the object, Σ ,
∑
iBi +
∑
i Ci +
β√
n
∑
i<j Jij = Σ
+
σ +Σ
−
σ , is independent of σ, and
trivially computable. Now, note that, Σ−H(σ) = 2Σ−σ , and therefore,
Z(J,B,C) =
∑
σ∈{−1,1}n
exp(−Σ) exp(2Σ−σ ).
Namely, Z(J,B,C) is computable, if and only if,
∑
σ∈{−1,1}n exp(2Σ
−
σ ) is computable. The presence of
the factor 2 is, again, a minor detail that we omit in the sequel, since our techniques transfer without
any modification. Thus, our focus is on computing
∑
σ∈{−1,1}n exp(Σ
−
σ ); and denoting exp(βJij/
√
n)
by Ĵij , exp(Bi) by B̂i, and exp(Ci) by Ĉi, the object we are interested in computing is given by,
Z(Ĵ, B̂, Ĉ) =
∑
σ∈{−1,1}n
( ∏
i:σi=−
B̂i
)( ∏
i:σi=+
Ĉi
) ∏
i<j:σi 6=σj
Ĵij
 .
Our focus is on algorithms, that can compute Z(Ĵ, B̂, Ĉ) exactly, in the following sense. The algorithm
designer first selects a certain level N of digital precision, and computes these numbers, up to the selected
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precision level. Given a real number x ∈ R, let x[N ] = 2−N⌊2Nx⌋ be the number obtained by keeping
only first N binary bits of x after the binary point. The computational goal of the algorithm designer
is to compute Z(Ĵ[N], B̂[N], Ĉ[N]) exactly, where Ĵ[N] = (Ĵij
[N ]
: 1 ≤ i < j ≤ n), B̂[N] = (B̂i
[N ]
: i ∈ [n]),
and Ĉ[N] = (Ĉi
[N ]
: i ∈ [n]).
We now switch to a model with integer inputs. For convenience, let J˜ij = ⌊2N Ĵij⌋ = 2N Ĵij
[N ]
,
B˜i = ⌊2N B̂i⌋ = 2N B̂i
[N ]
, C˜i = ⌊2N Ĉi⌋ = 2N Ĉi
[N ]
; and define f(n, σ) to be
f(n, σ) =
n(n− 1)
2
− n− In(σ), (3)
where In(σ) = |{(i, j) : σi 6= σj , 1 ≤ i < j ≤ n}|. Equipped with this, we will focus on computing the
following object with integer-valued inputs,
Zn(J˜, B˜, C˜) =
∑
σ∈{−1,1}n
2Nf(n,σ)
( ∏
i:σi=−
B˜i
)( ∏
i:σi=+
C˜i
) ∏
i<j:σi 6=σj
J˜ij
 , (4)
where the subscript n highlights the dependence on n, indicating that the system consists of n spins.
Observe that, Zn(J˜, B˜, C˜) = 2
Nn(n−1)/2Z(Ĵ[N], B̂[N], Ĉ[N]). As a sanity check, note that |In(σ)| + n ≤
max0<k<n k(n − k) + n < n(n − 1)/2 for n > 6, and every σ ∈ {−1, 1}n. Thus the model is indeed
integral-valued.
We now state our main result, for the average-case hardness of computing Zn(J˜, B˜, C˜).
Theorem 2.1. Let k, α > 0 be arbitrary fixed constants. Suppose that, the precision value N satisfies,
C(α, k) log n ≤ N ≤ nα, where C(α, k) is a constant, depending only on α and k. Suppose that there
exists a polynomial in n time algorithm A, which on input (J˜, B˜, C˜) produces a value ZA(J˜, B˜, C˜)
satisfying
P(ZA(J˜, B˜, C˜) = Zn(J˜, B˜, C˜)) ≥ 1
nk
,
for all sufficiently large n, where Zn(J˜, B˜, C˜) is defined in (4). Then, P = #P .
Quantitatively, the constant C(α, k) can be taken as 3α + 21k/2 + 10 + ǫ, where ǫ > 0 is arbitrary.
The probability in Theorem 2.1 is taken with respect to the randomness of (J˜, B˜, C˜), which, in turn,
is derived from the randomness of (J,B,C). The logarithmic lower bound on the number of bits is
imposed to address the technical issues when establishing the near-uniformity of the random variables
(J˜, B˜, C˜) modulo an appropriately chosen prime. The upper bound on the number of bits that we retain
is for ensuring that the input to the algorithm is of polynomial length in n.
3 Proof of Theorem 2.1
For any given Ξ ∈ Zn(n−1)/2+2n (note that, any algorithm computing the partition function of an n-spin
system with external field accepts an input of size n(n− 1)/2 +2n), let Zn(Ξ, pn) ∈ Zpn denotes Zn(Ξ)
(mod pn), and similarly let ZA(Ξ; pn) denotes ZA(Ξ) (mod pn). Let U ∈ Zn(n−1)/2+2npn be a random
vector, consisting of iid entries, drawn independently from uniform distribution on Zpn . The following
result is our main proposition, and establishes the average-case hardness of computing the partition
function defined in (4) modulo pn, when the entry to the algorithm is U. This, together with a coupling
argument will establish Theorem 2.1.
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Proposition 3.1. Let k > 0 be an arbitrary constant. Suppose A is a polynomial in n time algorithm,
which for any positive integer n, any prime number pn ≥ 9n2k+2, and any input a = (aJ,aB,aC) ∈
Z
n(n−1)/2+2n
pn produces some output ZA(a; pn) ∈ Zpn; and satisfies
P(ZA(U; pn) = Zn(U; pn)) ≥ 1
nk
,
where U = (UJ,UB,UC) ∈ Zn(n−1)/2+2npn consists of iid entries chosen uniformly at random from Zpn,
and the probability is taken with respect to the randomness in U. Then, P = #P .
Proof. (of Proposition 3.1) We will use as basis the #P-hardness of computing the partition function,
for arbitrary inputs. Namely, if there exists a polynomial time algorithm computing Z(j,b, c) for any
arbitrary input j,b, c with probability bounded away from zero as n→∞, then P=#P.
Let q ≥ 1/nk be the success probability of A, and a = (aJ,aB,aC) ∈ Zn(n−1)/2+2npn be an arbitrary
input, whose partition function we want to compute. For convenience, we drop a, denote (aJ,aB,aC)
by (J,B,C). The following lemma establishes the downward self-recursive behaviour of the partition
function (modulo pn) by expressing the partition function of an n-spin system as a weighted sum of
partition functions of two (n− 1)-spin systems, with appropriately adjusted external field components.
Lemma 3.2. The following identity holds:
Zn(J,B,C; pn) = C
′
nZn−1(J
′,B+,C+; pn) +B′nZn−1(J
′,B−,C−; pn),
where, Zn(J,B,C; pn) = Zn(J,B,C) (mod pn) with Zn defined in (4); J
′ ∈ Z(n−1)(n−2)/2pn is such that
J ′ij = Jij for every 1 ≤ i < j ≤ n−1; B+,B−,C+,C− ∈ Zn−1pn are such that B+i = 2−NBiJin, B−i = Bi,
C+i = Ci, and C
−
i = 2
−NCiJin, for every 1 ≤ i ≤ n− 1; and C ′n = Cn2(n−2)N , B′n = Bn2(n−2)N .
The proof of this lemma is provided in Section 5.2. Namely, provided we can compute Zn−1(J′,B+,C+; pn)
and Zn−1(J′,B−,C−; pn), we can compute Zn(J,B,C; pn). Note that, since we are interested in modulo
pn computation, the number 2
−N is nothing but gN , where g ∈ Zpn satisfies 2g ≡ 1 (mod pn), that is,
g is the multiplicative inverse of 2 modulo pn.
Next, let v1 = (J
′,B+,C+) ∈ ZTpn , and v2 = (J′,B−,C−) ∈ ZTpn ; where the input dimension
(n−1)(n−2)/2+2(n−1) of the algorithm computing partition function for a model with (n−1)-spins
is denoted by T for convenience. Now, we construct the vector polynomial
D(x) = (2− x)v1 + (x− 1)v2 + (x− 1)(x − 2)(K + xM), (5)
of dimension T , where K,M are iid random vectors, drawn from uniform distribution on ZTpn . The
incorporation of this extra randomness is due to an earlier idea by Gemmell and Sudan [GS92].
Next, consider φ(x) = Zn−1(D(x); pn), namely, the partition function of an (n − 1)-spin system,
associated with the vector D(x) (where the first (n− 1)(n− 2)/2 components correspond to couplings,
the following (n − 1) components correspond to Bi’s, and the last (n − 1) components correspond to
Ci’s), which is a univariate polynomial in x. We now upper bound the degree of φ(x). Note that,
d = deg(φ) ≤ 3
(
max
σ∈{−1,1}n−1
|I(σ)|+ n− 1
)
= 3
(
max
1≤k≤n−1
k(n− 1− k) + n− 1
)
< n2,
for n large. Observe also that, φ(1) = Zn−1(D(1); pn) = Zn−1(J′,B+,C+; pn), φ(2) = Zn(D(2); pn) =
Zn−1(J′,B−,C−; pn), hence, Zn(J,B,C; pn) = C ′nφ(1) + B′nφ(2). Therefore, provided that we can
recover φ(·), Zn(J,B,C; pn) can be computed. With this, we now turn our attention to recovering the
polynomial φ(·). Let D be a set of cardinality pn − 2, defined as D = {D(x) : x = 3, 4, . . . , pn}. We
claim that, D consists of pairwise independent samples.
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Lemma 3.3. For every distinct x1, x2 ∈ {3, 4, . . . , pn}, the random vectors D(x1) and D(x2) are inde-
pendent and uniformly distributed over ZTpn. That is, for every such x1, x2 and every y1, y2 ∈ ZTpn; it
holds that P(D(x1) = y1) = 1/p
T
n = P(D(x2) = y2), and
P(D(x1) = y1,D(x2) = y2) = 1/p
2T
n = P(D(x1) = y1)P(D(x2) = y2),
where the probability is taken with respect to the randomness in K and M .
The proof of this lemma is provided in Section 5.3. Now, we run A on D, and will use the indepen-
dence to deduce via Chebyshev’s inequality that, with high probability, A runs correctly, on at least q/2
fraction of inputs in D, where q ≥ 1/nk is the success probability of our algorithm. This is encapsulated
by the following lemma.
Lemma 3.4. Let the random variable N be the number of points D(x) ∈ D, such that A(D(x)) =
φ(x) = Zn−1(D(x); pn), namely A correctly computes the partition function at D(x). Then,
P(N ≥ (pn − 2)q/2) ≥ 1− 1
(pn − 2)q2 ,
where q is the success probability of A, and the probability is taken with respect to the randomness in
D, which, in turn, is due to the randomness in K and M .
The proof of this lemma can be found in Section 5.4. Now, let G(f) = {(x, f(x)) : x = 1, 2, . . . , pn}
be the graph of a function f ∈ Zpn [x]. Define the set S = {(x,A(D(x))) : x = 3, 4, . . . , pn}, and let F
be a set of polynomials, defined as,
F = {f ∈ Zpn [x] : deg(f) < n2, |G(f) ∩ S| ≥ (pn − 2)q/2}.
Namely, f ∈ F if and only if, its coefficients are from Zpn , it is of degree at most n2 − 1; and its graph
intersects the set S on at least (pn − 2)q/2 points. Due to Lemma 3.4, we know that φ(x) ∈ F , with
probability at least 1 − 1
(pn−2)q2 . We now show that this set F of candidate polynomials contains at
most polynomial in n many polynomials.
Lemma 3.5. If pn ≥ 9n2k+2, then |F| ≤ 3/q, where q is the success probability of A. In particular, F
contains at most polynomial in n many polynomials, since q ≥ 1/nk.
The proof of this lemma is provided in Section 5.5.
In what remains, we will show how to explicitly construct all such polynomials, through a randomized
algorithm, which succeeds with high probability. To that end, we use the following elegant result, due
to Cai et al. [CPS99].
Lemma 3.6. There exists a randomized procedure running in polynomial time, through which, with
high probability, one can generate a list L = (xi, yi)Li=1 of L pairs, such that, yi = φ(xi), for at least
t pairs from the list with distinct first coordinates, where t >
√
2Ld, with d = deg(φ), and φ(x) =
Zn−1(D(x); pn).
The proof of this lemma is isolated from the argument of [CPS99], and provided in Section 5.6 for
completeness. Of course, these discussions are all based on the assumption that we condition on the
high probability event that {N ≥ (pn − 2)q/2}, where N is the random variable defined in Lemma 3.4.
Having obtained this list, we now turn our attention to finding all polynomials (where, by Lemma
3.5, there is at most polynomial in n many of those), whose graph intersects the list at at least t points
with distinct first coordinates (for the specific values of t depending on the magnitude of pn, see the
proof of Lemma 3.6 in Section 5.6). For this, we use the following list-decoding algorithm of [Sud96],
introduced originally in the context of coding theory, which is an improved version of Berlekamp-Welch
decoder.
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Lemma 3.7. (Theorem 5 in [Sud96]) Given a sequence {(xi, yi)}Li=1 of L distinct pairs, where xis and
yis are an element of a field F, and integer parameters t and d, such that t ≥ d⌈
√
2(L+ 1)/d⌉ − ⌊d/2⌋,
there exists an algorithm which can find all polynomials f : F → F of degree at most d, such that the
number of points (xi, yi) satisfying yi = f(xi) is at least t.
The algorithm is a probabilistic polynomial time algorithm. For the sake of completeness, we briefly
sketch his algorithm here. For weights wx, wy ∈ Z+, define (wx, wy)-weighted degree of a monomial
qijx
iyj to be iwx + jwy. The (wx, wy)-weighted degree of a polynomial, Q(x, y) =
∑
(i,j)∈I qijx
iyj is
defined to be max(i,j)∈I iwx + jwy . Let m, ℓ ∈ Z+ be positive integers, to be determined. Construct
a non-zero polynomial Q(x, y) =
∑
i,j qijx
iyj, whose (1, d)-weighted degree is at most m + ℓd, and
Q(xi, yi) = 0, for every i ∈ [L]. The number of coefficients qij of any such polynomial is at most,∑ℓ
j=0
∑m+(ℓ−j)d
i=0 1 = (m+ 1)(ℓ + 1) + dℓ(ℓ + 1)/2. Hence, provided (m+ 1)(ℓ + 1) + dℓ(ℓ+ 1)/2 > L,
we have more unknowns (i.e., coefficients qij) than equations, Q(xi, yi) = 0, for i ∈ [L], and thus,
such a Q(xi, yi) exists, and moreover, can be found in polynomial time. Now, we look at the following
univariate polynomial, Q(x, f(x)) ∈ F[x]. This polynomial has degree, at most m+ ℓd. Note that, for
every i such that f(xi) = yi, Q(xi, f(xi)) = Q(xi, yi) = 0. Hence, provided that, m, ℓ are chosen, such
that m+ ℓd < t, it holds that, this polynomial has t > m+ ℓd = degQ(x, f(x)) zeroes, hence, it must
be identically zero. Now, viewing Q(x, y) to be Qx(y), a polynomial in y, with coefficients from F[x],
we have that whenever Qx(ξ) = 0, it holds that, (y − ξ) divides Qx(y), hence, for ξ = f(x), we get
y − f(x) | Q(x, y). Provided that Q(x, y) exists (which will be guaranteed by parameter assumptions)
and can be reconstructed in polynomial in n time, it can also be factorized in probabilistic polynomial
time [Kal92], and y − f(x) will be one of its irreducible factors. For a concrete choice of parameters,
see [Sud96]; or [CPS99], which also has a brief and different exposition of the aforementioned ideas. We
will use this result with t >
√
2Ld, where d = deg(φ) < n2.
Now, we have a randomized procedure, which outputs a certain list K of at most 3/q polynomials,
one of which is the correct φ(x) = Zn−1(D(x); pn). The idea for the remainder is as follows. We will
find a point x, at which, all polynomials from the list K disagree. Towards this goal, define a set T of
triples,
T = {(x, f(x), g(x)) : f(x) = g(x), x ∈ Zpn , f, g ∈ K}.
We now use a double-counting argument. Note that, every pair (f, g) of distinct polynomials from
the list K can agree on at most n2 − 1 points. Since, the total number of such pairs (f, g) of distinct
polynomials from K is less than (3/q)2, we deduce |T | < 9n2k+2. Since |Zpn | > |T |, it follows that,
there exists a v, such that, no triple, whose first coordinate is v belongs to T . Clearly, this point v
can be found in polynomial time, since pn and the size of the list are polynomial in n. Thus, there
is at least one point on which all polynomials from the list K disagree. It is possible now to identify
φ(x) = Zn−1(D(x); pn), by evaluating Zn−1(D(v); pn), since whp, φ(·) ∈ K, and all polynomials from
list K take distinct values at v. Provided φ(x) can be identified, we can compute Zn(J,B,C; pn), the
original partition function of interest, simply via C ′nφ(1) +B′nφ(2), as mentioned in the beginning.
Therefore, Zn(J,B,C; pn) can be computed, provided that Zn−1(D(v); pn) can be computed, a
reduction from an n−spin system, to an (n − 1)−spin system. Note that, the probability of error in
this randomized reduction is upper bounded, via the union bound, by the sum of probabilities that, N ,
defined in Lemma 3.4 is less than (pn−2)q/2, which is of probability at most 1(pn−2)q2 , which is c/n2 for
some constant c > 0, independent of n; plus, the probability of failure during the construction of a list of
L pairs (xi, yi)
L
i=1 with t >
√
2Ld, which, conditional on the high probability event, {N ≥ (pn− 2)q/2},
is exponentially small in n; and finally, the probability that we encounter an error during generating
the list of polynomials through factorization, per Lemma 3.7, which can again be made exponentially
small in n. Thus, the overall probability of error for this reduction is c′/n2, for some absolute constant
c′ > 0, independent of n. Next, select a large H and repeat the same downward reduction protocol
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n→ n− 1, n − 1→ n− 2, · · · ,H + 1→ H, such that the total probability of error ∑nj=H c′/j2 during
the entire reduction is less than 1/2 (note that, the reduction step, n − 1 → n − 2 aims at computing
φ(v) = Zn−1(D(v); pn), where v is the element of Zpn discussed earlier; and each step, we reduce the
problem of recovering the associated polynomial to evaluating the partition function of a system with
one less number of spins, at a single input point). Once the system has H spins, compute the partition
function by hand. This procedure yields an algorithm computing Zn(J,B,C; pn), the partition function
value we wanted to compute in the beginning of the proof of Proposition 3.1, with probability greater
than 1/2. Now, if we repeat this algorithm R times, and take the majority vote (i.e., the number
that appeared the majority number of times), the probability of having a wrong answer appearing as
majority vote is, by Chernoff bound, exponentially small in R. Taking R to be polynomial in n, we
have that with probability at least 1− e−Ω(n) this procedure correctly computes Zn(J,B,C; pn).
We have now established that, provided, there is a polynomial time algorithm A, which exactly
computes the partition function on 1/nk fraction of inputs (from Z
n(n−1)/2+2n
pn ), then there exists a
(randomized) polynomial time procedure, for which, for every a ∈ Zn(n−1)/2+2npn (including, in particular,
the adversarially-chosen ones), it correctly evaluates Zn(a) (mod pn) with probability 1−o(1). We now
use this procedure to show, how to evaluate Zn(a) (without the mod operator). We use the Chinese
Remainder Theorem, which, for convenience, is stated below.
Theorem 3.8. Let p1, . . . , pk be distinct pairwise coprime positive integers, and a1, . . . , ak be integers.
Then, there exists a unique integer m ∈ {0, 1, . . . , P} where P = ∏kℓ=1 pℓ, such that, m ≡ ai (mod pi),
for every 1 ≤ i ≤ k.
In particular, letting Pi = P/pi, m =
∑k
ℓ=1 ciPiai (mod P ) works, where ci ≡ P−1i (mod pi). The
number ci can be computed by running Euclidean algorithm: Since gcd(Pi, p) = 1, it follows from
Be´zout’s identity that, there exists integers ci, b ∈ Z such that, ciPi + pb = 1, and thus, ciPi ≡ 1
(mod p). Now, we proceed as follows. Fix a positive integer m. If we can find a collection {p1, . . . , pℓ}
of primes such that the corresponding product P =
∏ℓ
k=1 pk exceeds m, then we can recover m, from
(ri)
ℓ
i=1, where ri ∈ Zpi is such that m ≡ ri (mod pi), namely, ri is the remainder obtained upon dividing
m by pi, for each i.
For this goal, we now establish a bound, where with high probability, the original partition function
is less than this bound. Recall the standard Gaussian tail estimate, P(Z > t) = O(exp(−t2/2)). Using
this,
P(eβn
−1/2J > t) = O(exp(−n log2(t)/(2β2))),
which, for t = n, gives a bound, o(n−2). Now, for external field contribution, we have P(eB > t) ≤
O(exp(− log2(t)/(2β2))) (also for C), which, for t = n, gives O(n− logn/(2β2)), which is, again, o(n−2).
Hence, with high probability, the n(n − 1)/2 + 2n-dimensional vector, V = (J,B,C) is such that,
‖V‖∞ ≤ n. Therefore, with high probability, the partition function is at most sum of 2n terms, each
of which is a product of at most n2 terms (since, we have n terms for external field, and at most n2/2
terms for spin-spin couplings) each bounded by 2Nn. This establishes, the partition function is at most
2n(2Nn)n
2
= 2Nn
2+n2 log2 n+O(n).
It now remains to show that, there exists sufficiently many prime numbers of appropriate size, that
we can use for Chinese remaindering.
Lemma 3.9. Let k, α > 0 be a fixed constants, and N satisfies Ω(log n) ≤ N ≤ nα. The number of
primes between 9n2k+2 and 2(2 + α+ 2k)Nn2k+2 log n is at least Nn2k+2, for all sufficiently large n.
The proof of this lemma can be found in Section 5.7.
Having done this, we will find a sequence of Nn2k+2 primes via brute force search in polynomial time,
since N ≤ nα for some constant α, with pj > Ω(n2k+2). This will establish,
∏
j pj > Ω((n
2k+2)Nn
2k+2
) =
9
Ω(2Nn
2k+2(2k+2) logn). Since the partition function is at most 2Nn
2+n2 log2 n+O(n) and sinceN = Ω(log2 n),
we therefore conclude that the product of primes we have selected is, whp, larger than the partition
function itself, and therefore, by running A with each of these prime basis, and Chinese remaindering,
we can compute the partition function exactly. Therefore, the proof of Proposition 3.1 is complete.
We now establish that the density of log-Normal distribution is Lipschitz continuous within a finite
interval, and will bound the Lipschitz constant, to establish a certain probabilistic coupling.Recall that
Jij , 1 ≤ i < j ≤ n are i.i.d. standard normal and Ĵij = e
β√
n
Jij . Let f
Ĵ
denote the common density of
Ĵij .
Lemma 3.10. For every 0 < δ < ∆ satisfying log∆ > β2 and every δ ≤ t, t˜ ≤ ∆, the following bound
holds.
exp
(
−2n log ∆
β2δ
|t˜− t|
)
≤ fĴ(t˜)
f
Ĵ
(t)
≤ exp
(
2n log∆
β2δ
|t˜− t|
)
. (6)
The proof of this lemma is provided in Section 5.1. Furthermore, letting B̂i = e
Bi and Ĉi = e
Ci , and
denoting the (common) densities by f
B̂
and f
Ĉ
, we have that the same Lipschitz condition holds also
for fB̂(t) and fĈ(t), and therefore, the result of Lemma 3.10 applies also to the exponentiated version
of the external field components, see Remark 5.1.
The idea for the remaining part is as follows. We will establish that, the algorithmic inputs (obtained
by exponentiating the real-valued inputs and truncating at an appropriate level N), are close to uniform
distribution (modulo pn), in total variation sense, which will establish the existence of a desired coupling
to conclude the proof of Theorem 2.1. To that end, we now establish an auxiliary result, showing that
the log-Normal distribution is nearly uniform, modulo pn.
Lemma 3.11. The following bound holds for every A ∈ {J˜ij : 1 ≤ i < j ≤ n}∪ {B˜i : i ∈ [n]}∪{C˜i : i ∈
[n]}:
max
0≤ℓ≤pn−1
|P(A ≡ ℓ mod (pn))− p−1n | = O(N−1n−5k−4).
The proof of this lemma is provided in Section 5.8. We now return to the proof of Theorem 2.1.
Using Lemma 3.11, the total variation distance between any A ∈ {J˜ij , B˜i, C˜i} and U ∼ Unif(Zpn) is at
most, O(pnN
−1n−5k−4), which, using the trivial inequality pn ≤ O(Nn3k+2), is O(n−2k−2). We now
use the following well-known maximal total variation coupling result.
Theorem 3.12. Let the random variables X,Y have marginal distributions, µ and ν, and let dTV (µ, ν)
denotes the total variation distance between µ and ν. Then, for any coupling (namely, any joint
distribution with marginals of X and Y being µ and ν, respectively) of X and Y , it holds that,
P(X = Y ) ≤ 1 − dTV (µ, ν). Moreover, there is a coupling of X and Y , under which, we have the
equality P(X = Y ) = 1− dTV (µ, ν).
Using this maximal coupling result, we now observe that, we can couple A (where, A ∈ {J˜ij , B˜i, C˜i})
with a random variable U , uniformly distributed on Zpn , such that
P(A = U) ≥ 1−O(n−2k−2).
Now, let Uij, U
B
i , and U
C
i be random variables, uniform over Zpn, such that,
P(J˜ij 6= Uij) ≤ O(n−2k−2), and P(B˜i 6= UBi ) ≤ O(n−2k−2), and P(C˜i 6= UCi ) ≤ O(n−2k−2).
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In particular, using union bound, we can couple Ξ = (J˜, B˜, C˜), with a vector, U = (UJ,UB,UC) ∈
Z
n(n−1)/2+2n
pn , such that, P(Ξ = U) ≥ 1−O(n−2k). Now, we define several auxiliary probabilistic events.
Let E1 = {Zn(Ξ; pn) = Zn(U; pn)}, E2 = {ZA(Ξ; pn) = ZA(U; pn)}, and E3 = {ZA(Ξ) = Zn(Ξ)}.
Observe that, due to the coupling, we have P(E1),P(E2) ≥ 1−O(n−2k). Now, suppose, the statement of
the Theorem 2.1 holds, and that, P(E3) ≥ 1/nk. Observe that, E1∩E2∩E3 ⊆ {Zn(U; pn) = ZA(U; pn)}.
Hence, A satisfies,
P(Zn(U; pn) = ZA(U; pn)) ≥ P(E1 ∩ E2 ∩ E3)
= 1− P(Ec1 ∪ Ec2 ∪ Ec3)
≥ P(E3)− P(Ec1)− P(Ec2)
≥ 1
nk
−O(n−2k) ≥ 1
nk′
,
using union bound, where k′ obeys: k < k′ < 2k and n2k
′+2 log n = O(n3k+2). This contradicts with
Proposition 3.1, with the probability of success taken to be as 1/nk
′
for this value of k′.
4 Conclusion and Future Work
In this paper, we have studied the average-case hardness of the algorithmic problem of exactly computing
the partition function associated with the Sherrington-Kirkpatrick model of spin glass with Gaussian
couplings and random external input. We have established that, unless P = #P , there does not
exists a polynomial time algorithm which exactly computes the partition function on average. We have
established our result by combining the approach of Cai et al. [CPS99] for establishing the average-
case hardness of computing the permanent of a (random) matrix, modulo a prime number p; with a
probabilistic coupling between log-normal inputs and random uniform inputs over a finite field. To the
best of our knowledge, our result, proven under the assumption on existence of an algorithm with success
probability 1/nO(1), is the first such result, pertaining the statistical physics models. We also note that,
our results are not limited to the case of Gaussian inputs: For random variables with sufficiently well-
behaved density, for which, one can establish a coupling as in Lemma 3.11 to a prime of appropriate
size, our techniques transfer.
Several future research directions are as follows. The proof sketch outlined in this paper, as well
as in the previous works [CPS99, FL92, Lip89] do not transfer to the several other fundamental open
problems aiming at establishing similar hardness results related to SK model. One such fundamental
problem is the problem of exactly computing a ground state, namely, the problem of finding a state σ∗ ∈
{−1, 1}n, such that, H(σ∗) = maxσ∈{−1,1}n H(σ). Arora et al. [ABE+05] established that the problem of
exactly computing a ground state is NP-hard in the worst case sense. Furthermore, Montanari [Mon18]
recently proposed a message-passing algorithm, which, for a fixed ǫ > 0 finds a state σ∗ such that
H(σ∗) ≥ (1− ǫ)maxσ∈{−1,1}n H(σ) with high probability, in a time at most O(n2), assuming a widely-
believed structural conjecture in statistical physics. Namely, it is possible to efficiently approximate
the ground state of SK model within a multiplicative factor of 1 − ǫ. The proof techniques of Cai et
al. [CPS99], as well as Lipton’s approach [Lip89], do not, however, seem to be useful in addressing
the average-case hardness of the algorithmic problem of exactly computing the ground state since the
algebraic structure relating the problem into the recovery of a polynomial is lost, when one considers
the maximization; and this problem remains open.
Another fundamental problem, which remains open, is the average-case hardness of the problem of
computing the partition function approximately, namely, computing Z(J, β) to within a multiplicative
factor of (1± ǫ), which has been of interest in the field of approximation algorithms. It is also not clear,
whether the techniques of this paper transfer for establishing similar average-case hardness guarantees
11
under different computational models, such as the Blum-Shub-Smale machine operating over real-valued
inputs [BSS88], [BCSS12]. There is no clear obstacle for extending the techniques to real-valued com-
putational model, except that the finite field structure Zp utilized for the proof is lost, upon passing to
real-valued computation model.
As we have noted, our techniques are not restricted to the Gaussian inputs, as long as the distribu-
tions involved are well-behaved. The current method, however, does not address the case of couplings
with iid Rademacher inputs, and the average-case hardness of the exact computation of partition func-
tion with iid Rademacher couplings remains open. It is also interesting to note that, the average-case
hardness of the problem of computing the permanent of a matrix with 0/1 entries remains open, as well.
5 Appendix : Proofs of the Technical Lemmas
5.1 Proof of Lemma 3.10
Proof. The density of Ĵij is given by
f
Ĵ
(t) =
d
dt
P
(
e
β√
n
J ≤ t
)
=
d
dt
P
(
J ≤ √n log t
β
)
=
√
n√
2πβt
e
−n log2 t
2β2 .
Here J denotes the standard normal random variable. It is easy to see that
fĴ(t) = O
(√
nt
)
, (7)
as t ↓ 0 since elog2 x diverges faster than xc for every constant c as x→∞. Also
f
Ĵ
(t) = O
(√
n
t2
)
, (8)
as t→∞. Both bounds are very crude of course, but suffice for our purposes.
We have for every t, t˜ > 0
| log f
Ĵ
(t˜)− log f
Ĵ
(t)| ≤ | log(t˜)− log t|+ n
2β2
| log2(t˜)− log2(t)|.
Now since |d log tdt | = 1/t ≤ 1/δ for t ≥ δ, we obtain that in the range 0 < δ ≤ t, t˜ ≤ ∆
| log fĴ(t˜)− log fĴ(t)| ≤ (1/δ)|t˜ − t|,
| log2(t˜)− log2(t)| ≤ 2 log∆
δ
|t˜− t|.
Applying these bounds, exponentiating, and using the assumption on the lower bound on log∆ and
n > β2, we obtain
exp
(
−2n log ∆
β2δ
|t˜− t|
)
≤ fĴ(t˜)
f
Ĵ
(t)
≤ exp
(
2n log∆
β2δ
|t˜− t|
)
. (9)
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Remark 5.1. Let B̂i = e
Bi and Ĉi = e
Ci ; and denote the (common) densities by fB̂ and fĈ . fB̂(t) =
fĈ(t) =
1√
2πt
exp
(
− log2 t2
)
, and therefore, as t ↓ 0, fB̂(t) = O(t) = O(
√
nt), and furthermore, as
t→∞, fB̂(t) = O(1/t2) = O(
√
n/t2). Similarly, the same Lipschitz condition holds, also for fB̂(t) and
fĈ(t), and therefore, the result of Lemma 3.10 applies also to the exponentiated version of the external
field components. Note also that, we still have the same asymptotic behaviour, even if the external field
components Bi and Ci have a constant variance, different than 1.
5.2 Proof of Lemma 3.2
Proof. We begin by deriving a downward self recursion formula for In(σ) = |{(i, j) : 1 ≤ i < j ≤ n, σi 6=
σj}|. Note that, for a given spin configuration σ ∈ {−1, 1}n if σn = +1, then In(σ) = In−1(σ) + |{i :
σi = −1, 1 ≤ i ≤ n− 1}|, where we take the projection of σ onto its first (n− 1) coordinates. Similarly,
if σn = −1, then In(σ) = In−1(σ) + |{i : σi = +1, 1 ≤ i ≤ n− 1}|. For a given spin configuration σ, and
dimension n− 1, recalling the definition of f(n, σ) in (3), we observe that for σn = +1
f(n, σ)− f(n− 1, σ) = (n− 2)− |{i : σi = −1, 1 ≤ i ≤ n− 1}|,
and similarly, for σn = −1,
f(n, σ)− f(n− 1, σ) = (n− 2)− |{i : σi = +1, 1 ≤ i ≤ n− 1}|.
Now, observe that, using the relation between f(n, σ) and f(n− 1, σ) with respect to polarity of σn, we
have:
Zn(J,B,C; pn) = Cn2
(n−2)N ∑
σ∈{−1,1}n−1
σn=+1
2Nf(n−1,σ)
 ∏
1≤i≤n−1
σi=−
2−NBiJin

 ∏
1≤i≤n−1
σi=+
Ci

 ∏
1≤i<j≤n−1
σi 6=σj
Jij

+Bn2
(n−2)N ∑
σ∈{−1,1}n−1
σn=−1
2Nf(n−1,σ)
 ∏
1≤i≤n−1
σi=−
Bi

 ∏
1≤i≤n−1
σi=+
2−NCiJin

 ∏
1≤i<j≤n−1
σi 6=σj
Jij

= C ′nZn−1(J
′,B+,C+; pn) +B′nZn−1(J
′,B−,C−; pn).
5.3 Proof of Lemma 3.3
Proof. Fix an 1 ≤ i ≤ T , and let ξi denote the ith component of an arbitrary vector ξ. Note that, the
event {D(x1) = y1,D(x2) = y2} implies:
(y1)i = (2− x1)(v1)i + (x1 − 1)(v2)i + (x1 − 1)(x1 − 2)(Ki + x1Mi)
(y2)i = (2− x2)(v1)i + (x2 − 1)(v2)i + (x2 − 1)(x2 − 2)(Ki + x2Mi).
Since this is a pair of equations with two unknowns (namely, Ki andMi), it has a unique solution, which
holds with probability 1/p2n (note that, x1, x2 /∈ {1, 2}, hence for i = 1, 2, (xi − 1)(xi − 2) terms are not
zero, and thus their modulo pn inverse exists). Finally, using independence across i ∈ {1, 2, . . . , T}, we
get P(D(x1) = y1,D(x2) = y2) = 1/p
2T
n . For P(D(x1) = y1), it is not hard to show by conditioning
that, this event has probability 1/pTn .
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5.4 Proof of Lemma 3.4
Proof. Let Nx ∈ {0, 1}, x = 3, 4, . . . , pn, be random variables, where Nx = 1 iff A(D(x)) = φ(x) =
Zn−1(D(x); pn). Namely, Nx ∼ Ber(q). Note that, N =
∑pn
x=3Nx. Let Z = N/(pn − 2). We have
E[Z] = q. Hence,
P(N < (pn − 2)q/2) = P
(∑pn
x=3Nx
pn − 2 < q/2
)
= P(Z − E[Z] < −q/2)
≤ P(|Z − E[Z]| > q/2)
≤ Var(Z)
(q/2)2
≤ 1
(pn − 2)q2 ,
by Chebyshev’s inequality, and the trivial inequality, 4q − 4q2 ≤ 1. Note that, since we only have
pairwise independence as opposed to iid, a Chernoff-type bound do not apply.
5.5 Proof of Lemma 3.5
Proof. Assume the contrary, and take a subset F ′ ⊆ F with |F ′| = ⌈3/q⌉. Let, GS(f) = {i : (i, f(i)) ∈
G(f)∩S}. Note that, ⋃f∈F GS(f) ⊆ {3, 4, . . . , pn}, and furthermore, for any distinct f, f ′ ∈ F ′, it holds
that, |GS(f) ∩ GS(f ′)| ≤ n2 − 1. Indeed, if not, define f̂ = f − f ′, and observe that deg(f̂) ≤ n2 − 1.
If |GS(f) ∩ GS(f ′)| ≥ n2, then, on at least n2 values of i, f(i) = f ′(i), and thus, f̂(i) = 0, yielding
that f̂ has at least n2 distinct zeroes (modulo pn), a contradiction to the degree of f̂ . Now, using
inclusion-exclusion principle,
pn − 2 ≥
∣∣∣∣∣∣
⋃
f∈F ′
GS(f)
∣∣∣∣∣∣ ≥
∑
f∈F ′
|GS(f)| −
∑
f,f ′∈F ′,f 6=f ′
|GS(f) ∩GS(f ′)|
≥ ⌈3
q
⌉(pn − 2)q
2
− 1
2
⌈3
q
⌉(⌈3
q
⌉ − 1)(n2 − 1)
=
1
2
⌈3
q
⌉ ((pn − 2)q − (⌈3/q⌉ − 1)(n2 − 1))
≥ (pn − 2) + pn − 2
2
− 3
2q
(⌈3/q⌉ − 1)(n2 − 1).
However, contradicting with this inequality, we claim that in fact pn − 2 > 3q (⌈3/q⌉ − 1)(n2 − 1).
Since ⌈3/q⌉ < 3/q + 1, it is sufficient to show that, pn − 2 > 9q2 (n2 − 1). Since q ≥ 1/nk, we have
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q2 (n
2 − 1) ≤ 9n2k(n2 − 1) = 9n2k+2 − 9n2k < pn − 2, for n large (for any k). Hence, we arrive at a
contradiction.
5.6 Proof of Lemma 3.6
Proof. We condition on the high probability event, {N ≥ (pn−2)q/2}, where N is the random variable
defined in Lemma 3.4. We divide the construction, into two cases, depending on the magnitude of pn
that we are working at.
First, suppose 9n2k+2 ≤ pn ≤ 161n3k+2. Apply A on D(x), for every x = 3, 4, . . . , pn (which, due
to magnitude constraint on pn, takes at most polynomial in n many operations). By Lemma 3.4, with
probability at least 1 − 1(pn−2)q2 , A(D(x)) = φ(x) = Zn−1(D(x); pn) for at least
(pn−2)q
2 points. Now,
since q ≥ 1/nk, we have a list (xi, yi)Li=1 (where L = pn−2 and yi = A(D(x))), and there is a polynomial
f of degree d less than n2 (namely, φ(x) = Zn−1(D(x); pn)), such that, the graph of f intersects the
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list at at least t = pn−2
2nk
points. As pn ≥ 9n2k+2, it holds that t >
√
2Ld. Clearly, for all such pairs, the
first coordinates are all distinct.
Next, suppose p ≥ 161n3k+2. In this case, it is not clear, whether running the algorithm on {D(x) :
x = 3, 4, . . . , pn} takes polynomial in n many calls to A. To handle this issue, we apply the following
resampling procedure (where the choice of numbers is to make sure the argument works). Select L =
40n2k+2 numbers x1, x2, . . . , xL, uniformly and independently from {3, 4, . . . , pn}. Our goal is to find a
lower bound on the number of xi’s, for which with high probability we have at least a certain number
of distinct xi’s, on which A run correctly. We claim that, with high probability, we will end up with at
least 9nk+2 distinct xi’s on which A(D(xi)) = Zn−1(D(xi); pn). We argue as follows. Define a collection
{Ej : 1 ≤ j ≤ L} of events,
Ej = {xj 6= xi, for i ≤ j − 1, A(D(xj)) = φ(xj) = Zn−1(D(xj); pn)}.
Namely, Ej is the event that, (xj , yj) is a ’nice’ sample, in the sense that, xj is distinct from all preceding
xi’s, and yj = φ(xj) = Zn−1(D(xj); pn). Now, we can change the perspective slightly, and imagine that,
(xj , yj) is samples from a set, where xj ∈ {3, 4, . . . , pn}, and yj = A(D(xj)). Recall that, among the
set {D(x) : x = 3, . . . , pn}, the algorithm computes the partition function on at least (pn−2)q2 ≥ pn−22nk
locations (conditional on the high probability event {N ≥ (pn − 2)q/2} of Lemma 3.4). Note that,
P(Ej) ≥
pn−2
2nk
− L
pn − 2 =
1
2nk
− 40n
2k+2
161n3k+2 − 2 ≥
1
4nk
,
since, the worst case for Ej is that, all preceding chosen entries are distinct, leaving less number
of choices for xj, and we repeat the procedure L times. With this, we now claim that with high
probability, at least 9nk+2 of events (Ej)
L
j=1 occur. To see this, we note that, the event of interest
(9nk+2 of events (Ej : j ∈ L) occur), is stochastically dominated by the event that, a binomial random
variable Bin(L, 1/4nk), whose expectation is L/4nk = 10nk+2 is at least L = 9nk+2, which, by a
standard Chernoff bound, is exponentially small. At the end , we have a list of L = 40n2k+2 pairs,
(xi, yi)
L
i=1, on which we have at least t ≥ 9nk+2 correct evaluations (whp), where t ≥ 9nk+2 >
√
2Ld
with d = n2.
5.7 Proof of Lemma 3.9
Proof. Suppose, this is false, and the number of primes between 9n2k+2 and 2(2 + α+ 2k)Nn2k+2 log n
is at most Nn2k+2, for all large n. Recall that, prime number theorem (PNT) states,
lim
m→∞
π(m)
m/ logm
= 1,
where π(m) =
∑
p≤m,p prime 1 is the prime counting function. Now we have, for m , 2(2 + α +
2k)Nn2k+2 log n, π(m) ≤ Nn2k+2 + 9n2k+2 = Nn2k+2(1 + o(1)). Now, using N ≤ nα, we have,
logm ≤ (2 + α+ 2k + o(1)) log n, and therefore,
m
logm
≥ 2(2 + α+ 2k)Nn
2k+2 log n
(2 + α+ 2k + o(1)) log n
= 2(1 − o(1))Nn2k+2,
and since π(m) ≤ Nn2k+2(1 + o(1)), we get a contradiction with PNT, for n large enough.
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5.8 Proof of Lemma 3.11
Proof. We have for every ℓ ∈ [0, pn − 1]
P(A = ℓ mod (pn)) =
∑
m∈Z
∫ mpn+ℓ+1
2N
mpn+ℓ
2N
fX (t) dt.
We now let,
M∗(n) =
n5k+9/2N2N
pn
and M∗(n) =
2N
Nn5k/2+3pn
.
Note the following bound on the size of pn = o(Nn
3k+2), due to Lemma 3.9. We now consider separately
the case m ∈ [M∗(n),M∗(n) − 1] and m /∈ [M∗(n),M∗(n) − 1]. For m ∈ [M∗(n),M∗(n) − 1] applying
Lemma 3.10 with
δ =
M∗(N)pn
2N
∆ =
M∗(N)pn
2N
,
we have for very t and t˜ such that
2N t˜ ∈ [mpn + ℓ,mpn + ℓ+ 1]
2N t ∈ [mpn,mpn + 1]
fX
(
t˜
)
fX (t)
≤ exp
2n2N log
(
M∗(n)pn
2N
)
β2M∗(n)pn
|t˜− t|
 .
Since |t˜− t| ≤ pn/2N , we obtain
fX
(
t˜
)
fX (t)
≤ exp
2n log
(
M∗(n)pn
2N
)
β2M∗(n)
 .
Applying the value of and M∗(n) we have log
(
M∗(n)pn
2N
)
= O(log n). Given an upper bound pn =
O(Nn3k+2), we have that the exponent is
O
(
n log n
M∗(n)
)
= O
(
n11k/2+6N2
2N
)
.
It is easy to check that
O
(
n11k/2+6N2
2N
)
= O
(
N−1n−5k−4
)
.
Indeed, this holds, provided that we ensure:
2N > CN3n21k/2+10 ⇐⇒ N > 3 logN + (21k/2 + 10) log n+ log C,
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for some constant C. Since N ≤ nα, by assumption, it follows that, 3 logN ≤ 3α log n, hence, it boils
down verifying,
N > (3α+ 21k/2 + 10) log n+ log C,
which is due to the hypothesis on N stating N ≥ C(α, k) log n with C(α, k) = 3α+ 21k/2 + 10 + ǫ, for
some ǫ > 0. Thus the term above is
O
(
N−1n−5k−4
)
.
We obtain a bound
exp
(
O
(
N−1n−5k−4
))
= 1 +O
(
N−1n−5k−4
)
.
Similarly, we obtain for the same range of t, t˜
fX
(
t˜
)
fX (t)
≥ 1−O
(
N−1n−5k−4
)
.
Thus
|
∑
M∗(n)≤m≤M∗(n)
(∫ mpn+ℓ+1
2N
mpn+ℓ
2N
fX(t)dt−
∫ mpn+1
2N
mpn
2N
fX(t)dt
)
|
|
∑
M∗(n)≤m≤M∗(n)
∫ mpn+1
2N
mpn
2N
(
fX
(
t+
ℓ
2N
)
− fX(t)
)
dt|
≤ O
(
N−1n−5k−4
) ∑
M∗(n)≤m≤M∗(n)
∫ mpn+1
2N
mpn
2N
fX(t)dt
= O
(
N−1n−5k−4
)
,
as the sum above is at most the integral of the density function, and thus at most 1.
We now consider the case m ≤M∗(n). We have applying (7)∫ M∗(n)pn
2N
0
fX(t)dt = O
((
M∗(n)pn
2N
)2√
n
)
which applying the value of M∗(n) is O
(
N−2n−5k−6+1/2
)
= O
(
N−1n−5k−4
)
.
Finally, suppose m ≥M∗(n). Applying (8)∫
t≥M∗(n)pn
2N
fX(t)dt = O
( √
n
M∗(n)pn
2N
)
= O(N−1n−5k−4).
We conclude that
max
0≤ℓ≤pn−1
|P(Aij = ℓ mod (pn))− P(Aij = 0 mod (pn))| = O(N−1n−5k−4).
Thus
P(Aij = ℓ mod (pn))− p−1n
=
pnP(Aij = ℓ mod (pn))−
∑
ℓ P(Aij = ℓ mod (pn))
pn
≤ pn
(
P(Aij = 0 mod (pn)) +O(N
−1n−5k−4)
)− pn (P(Aij = 0 mod (pn))−O(N−1n−5k−4))
pn
= O(N−1n−5k−4),
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completing the proof of the lemma. A lower bound O(N−1n−5k−4) is shown similarly.
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