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RE´SUME´
L’objectif est d’e´tudier l’e´talement spectral dans un re´seau cognitif sans fil afin de carac-
te´riser le concept pour des recherches futures.
La recherche en te´le´communication s’oriente vers une utilisation du spectre fre´quentiel
moins rigide. Des e´tudes ont montre´ que malgre´ une re´servation comple`te et fixe de cette res-
source, son utilisation en reste tre`s ine´gale ; il y a pre´sence d’encombrements ou d’inactivite´
en fonction du lieu, des fre´quences et de la pe´riode. C’est pourquoi l’acce`s a` des usagers non
licencie´s est tre`s e´tudie´ de nos jours. Une grande partie des e´tudes s’oriente vers la commu-
nication dans les trous de spectre.
Cependant, ces dernie`res requie`rent une complexite´ importante lie´e a` l’e´coute du canal
pour e´viter les superpositions qui nuiraient a` l’usager ayant les droits. De plus, la populari-
sation d’une telle technique augmenterait les risques de collisions ce qui rendrait l’e´coute et
la strate´gie plus complexe. Nous de´sirons donc e´tudier une technique diffe´rente qu’est l’e´tale-
ment de spectre et plus particulie`rement le facteur d’e´talement permettant cet e´largissement
spectral.
En effet, le fait de communiquer avec une densite´ de puissance faible permet la superpo-
sition des usagers entre eux. Il y a donc une suppression des e´coutes du canal pour e´viter
les collisions et donc une diminution de la complexite´ du syste`me vis-a`-vis de l’inte´gration.
Malgre´ les contraintes de puissances applique´es aujourd’hui par les autorite´s, le concept reste
prometteur pour un usage dans les communications de demain.
Dans ce travail, nous e´tudions le facteur d’e´talement ne´cessaire pour obtenir des interfe´-
rences blanches et gaussiennes ainsi que pour inse´rer un usager sous contraintes de qualite´
de service (Quality of Service (QoS) en anglais) au niveau des usagers ayant les droits. Nous
traitons aussi l’influence des divers parame`tres du syste`me (diversite´, puissance, QoS) ainsi
que de la capacite´ usager que l’on peut obtenir a` l’aide de cette technique. Les e´quations
obtenues a` l’aide des raisonnements effectue´s sont ensuite valide´es par simulations.
vABSTRACT
The goal of this project is to study spread spectrum technique in a cognitive network in
order to understand this paradigm for future research.
Telecommunication is moving toward a flexible use of spectral ressource. It has been
shown that even if frequencies are bought, their use is largely unbalanced ; there are overload
or inactivity depending on the location, frequencies and time. That is why, unlicensed access
to users is very interesting nowadays. A lot of researches deal with the white spectrum holes.
Unfortunately, this approach is linked to a high complexity owing to the sensing of the
channels and to avoid collision. Moreover, popularization of such a technique can lead to
an increase in the strategic complexity to access the medium. We want to study a different
technique than overlay which is underlay. Most specificly, we want to dig into the analysis of
the spreading factor allowing this type of insertion.
Communicating with a low spectral density allows superposition of users without the use
of sensing techniques. This is leading to a lower complexity. Despite power constraint im-
posed by authorities this paradigm is very encouraging and deserves a thorough analysis.
In this work, we are going to study the spreading factor which is needed to get white
gaussian interference and to allow access to one Secondary user under the quality of service
(QoS) constraint from the Primary and the Secondary user. We are discussing the impact
of several parameters (diversity, power, QoS) and the user capacity of the system. Finally,
theoretical bounds obtained will be verified by simulations.
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1CHAPITRE 1
INTRODUCTION
Durant l’anne´e 2002, la Federal Communication Commission (FCC) a publie´ deux do-
cuments importants apportant de nouvelles orientations de recherches dans le domaine des
te´le´communications.
Le premier [1], concerne des re´sultats et des conseils sur une vision d’avenir de l’utilisation
du spectre. En effet, selon les e´tudes du rapport, bien qu’une grande partie du spectre ait e´te´
vendue, celui-ci n’en reste pas moins peu utilise´. En d’autres termes, les bandes de fre´quences
sont de´tenues par des proprie´taires et sont non accessibles par des tiers qui ne posse`dent
pas de licences pour les utiliser (comme un forfait mobile). Ce syste`me est tre`s rigide et il
en re´sulte une inefficacite´ spectrale. Il faut donc revoir la manie`re de les ge´rer. Les termes
importants sont l’accessibilite´, la flexibilite´ et le partage. Ces trois derniers mots sont le
re´sultat d’un concept de´crit par Mitola [2] en 1998-99 et nomme´ radio cognitive ( Cognitive
Radio (CR)).
Le second document [3] met en place les re`gles a` respecter concernant les te´le´communi-
cations. La partie 15 de celui-ci autorise l’utilisation des techniques d’e´talement tre`s large
bande sur le spectre. Ce document indique les limites de puissances a` ne pas de´passer. Par
exemple, sur la bande (3.1 Ghz – 10.6 Ghz), un Equivalent Isotropic Radiated Power (EIRP)
de -41.3 dBm/MHz maximum est autorise´. Cette annonce a eu deux effets contradictoires.
Le premier est le de´veloppement de sujets de recherches sur le tre`s large bande (Ultra Wide
Band (UWB) en anglais) comme la mode´lisation des canaux dans diffe´rents milieux de pro-
pagation (inte´rieurs, exte´rieurs, industriels), mais aussi des e´tudes sur les interfe´rences de
ces syste`mes tre`s large bande avec les technologies de communications actuelles (WiFi, Di-
gital Video Broadcasting (DVB), re´seaux cellulaires) qui fonctionnent dans ces bandes de
fre´quences. Le deuxie`me effet est une diminution de l’inte´reˆt de l’UWB dans les re´seaux cog-
nitifs de longues et moyennes porte´es sans fil a` cause de la limitation en puissance drastique
impose´e par la FCC.
Ce me´moire pre´sente l’e´valuation d’indicateurs permettant de quantifier les performances
de l’e´talement spectral et constitue une premie`re de´marche d’analyse globale de cette tech-
nique applique´e au CDMA dans un contexte cognitif. La particularite´ et l’inte´reˆt re´sident
dans l’innovation de cet axe de recherche ayant e´te´ de´laisse´ par la communaute´ suite aux
limites de puissance d’un syste`me a` e´talement et a` l’expansion des techniques de de´tections
de trous spectraux, appele´s blancs de spectre, qui en a re´sulte´. Cette dernie`re technique peut
2s’ave´rer complexe duˆ a` la ne´cessite´ d’e´couter continuellement le canal. Elle peut le deve-
nir encore plus si elle est de´veloppe´e et applique´e par de multiples terminaux inde´pendants
partageant les ressources.
1.1 Concepts de base
Avant de de´crire le proble`me, il est ne´cessaire de de´tailler trois concepts qui constituent
les e´le´ments de base du projet afin d’en comprendre les particularite´s. Le premier rappelle le
contexte de l’e´tude, le second, les limites et le troisie`me la technique employe´e.
1.1.1 Re´seau cognitif
Le terme re´seau de´crit un syste`me compose´ d’usagers capables de communiquer entre eux.
Le re´seau que nous utiliserons sera non centre´. Il n’y a pas de regroupement des donne´es en
un point particulier, les communications se font entre pairs. Ce re´seau posse`de la particularite´
d’eˆtre partage´ par deux groupes d’usagers.
Les e´le´ments du premier groupe sont nomme´s les usagers Primaires (Primary User (PU)
en anglais), ils ont paye´ pour obtenir un droit de communiquer sur cette bande de fre´quence,
a` cet instant et dans ce lieu. Si ce premier groupe est seul alors le syste`me e´quivaut aux
anciens re´seaux et les recommandations de la FCC concernant l’utilisation du spectre ne sont
pas applique´es.
Les e´le´ments du deuxie`me groupe s’appellent les usagers Secondaires (ou SU en anglais,
nous garderons cette notation pour le reste du me´moire). Ils ne posse`dent pas de licence pour
acce´der aux ressources du re´seau de PUs.
Dans un re´seau cognitif, les deux types d’usagers mentionne´s utilisent les meˆmes res-
sources. C’est ici qu’entre en compte le terme cognitif dans le but d’inte´grer le deuxie`me
groupe et de partager les ressources avec le premier. Ce terme se rapporte a` la connaissance
et a` l’apprentissage du contexte pour des e´metteurs et re´cepteurs sans fil. Il est relatif a`
l’intelligence des terminaux et de´crit le concept de Mitola. Le terme de Radio Cognitive (que
nous noterons CR en anglais) est de´crit dans l’article [4] de Haykin. De manie`re basique, la
CR a la capacite´ d’obtenir des informations sur le me´dium de communication et le contexte
dans le but de s’y adapter et d’effectuer des communications fiables malgre´ les contraintes
impose´es par les autres usagers ou le me´dium de communication.
Le SU n’ayant pas la priorite´, il ne doit pas de´grader la qualite´ des communications des
PUs. La quantification de ces limites est pratique et de´pend des services utilise´s par les
usagers. Elle doit eˆtre accepte´e par les de´tenteurs des licences. Si c’est le cas, le partage est
possible en respectant les contraintes fournies. A` l’aide de ces limites et des connaissances
3acquises sur le contexte par les technologies cognitives, le SU est capable de repe´rer des
opportunite´s et de communiquer en meˆme temps et sur la meˆme bande de fre´quence que les
PUs. Ainsi la flexibilite´ des re`gles impose´es par la FCC permet le partage du spectre a` travers
l’accessibilite´ des CRs et cre´e une harmonisation dans l’utilisation du spectre.
1.1.2 Qualite´ de service
Pour pouvoir s’inse´rer correctement, le SU doit connaˆıtre les contraintes du syste`me des
Primaires. Il ne peut en aucun cas empeˆcher ou de´te´riorer significativement les communi-
cations de PUs. Nous de´finissons un seuil a` partir duquel la communication est conside´re´e
comme trop de´te´riore´e au PU, la qualite´ de service (Quality of Service QoS en anglais). Cette
valeur peut eˆtre de´finie de plusieurs manie`res en utilisant des indicateurs de performances
qui de´pendent des services utilise´s. Dans la majeure partie du me´moire, cet indicateur est
de´fini par une probabilite´ d’erreur. La communication est conside´re´e comme non viable si le
taux d’erreur passe au dessus d’une valeur fixe´e qui est la QoS du syste`me. Il est a` noter que
cet indicateur peut eˆtre diffe´rent, par exemple, on peut conside´rer la capacite´ du syste`me,
le de´lai de transmission, la latence, la probabilite´ de panne a` la place du taux d’erreur et
changer les raisonnements en conse´quence.
1.1.3 E´talement spectral
Nous avons parle´ du contexte, mais nous n’avons pas de´crit la me´thode d’acce`s des usagers
Secondaires aux ressources des Primaires. Comme il est explique´ dans l’article de Haykin,
l’intelligence des CRs peut permettre de de´tecter des trous dans le spectre, c’est-a`-dire des
moments et/ou des lieux ou` les PUs n’utilisent pas les ressources, ce qui se traduit par une
non-occupation du spectre et donc un ”trou”; ceux-ci sont appele´s des blancs de spectre.
Une fois ces blancs de´tecte´s, l’usager Secondaire peut choisir d’y acce´der. Cette me´thode est
aujourd’hui tre`s e´tudie´e et ne´cessite une grande complexite´ pour e´couter en permanence le
spectre. De plus, il est fort probable que la complexite´ augmente avec le nombre d’usagers
si ceux-ci tentent d’acce´der en meˆme temps au me´dium en utilisant les techniques d’e´coute.
La partie 15 du rapport de la FCC permet l’utilisation des fre´quences licencie´es via des
techniques d’e´talement spectral pour des usagers non licencie´s. L’inte´reˆt est de re´duire la
densite´ de puissance tout en e´largissant la bande spectrale, ce qui permet une superposition
avec des usagers utilisant la meˆme technique (SUs) ou avec des usagers en bande e´troite
(PUs). Lors de la re´ception au SU, l’usager est capable de re´cupe´rer la puissance du signal en
le de´se´talant (re´cupe´ration de la densite´ de puissance initiale) et en e´talant les interfe´rences
en bande e´troite (diminution de leur densite´ de puissance). Lors de la re´ception au PU, ce
4dernier perc¸oit une densite´ d’interfe´rence faible due a` l’e´talement spectral du SU ce qui ne
de´grade pas sa QoS.
Diminuer la densite´ de puissance peut se traduire de deux manie`res. Cela peut eˆtre a`
meˆme puissance moyenne soit e´mettre un pulse tre`s rapide de puissance e´leve´e soit re´partir
la puissance sur tout le temps symbole en effectuant des variations rapides comme pour la
technique d’e´talement spectral a` se´quence direct (Direct Sequence Spread Spectrum Direct
Sequence Spread Spectrum (DSSS) en anglais). Nous travaillerons avec le dernier cas. L’usa-
ger utilisant cette technique devra connaˆıtre le contexte et adapter son e´talement spectral
dans le but de ne pas de´grader la QoS du Primaire et des autres Secondaires pre´sents. Enfin,
les inte´reˆts principaux de l’e´talement de spectre, sont l’augmentation de la pre´cision tempo-
relle qui permet de de´tecter les multi trajets en e´vitant le fading (superposition d’un grand
nombre de multi trajets menant a` l’e´vanouissement du signal), la diminution de puissance
des composantes fre´quentielles du signal qui permet sa superposition avec d’autres usagers
et la diminution de la complexite´ lie´e a` l’e´coute du canal et aux risques de collisions.
1.2 Description du proble`me
Le syste`me e´tudie´ est base´ sur un concept qui consiste a` utiliser simultane´ment deux
technologies d’acce`s au canal de communication pour deux types d’usagers diffe´rents (re´seau
cognitif). D’un coˆte´ il y a les PUs, et de l’autre, les SUs . Le principe est de partager le
canal pour que les PUs et SUs communiquent en meˆme temps et sur les meˆmes bandes de
fre´quences. La particularite´ consiste a` re´partir les SUs sur une bande tre`s large et a` conside´rer
les PUs comme e´tant en bande e´troite. Cet e´talement permettrait de re´duire la puissance du
signal et de faire passer sous le seuil du bruit du Primaire les usagers non licencie´s. Cepen-
dant, les utilisateurs posse´dant une licence doivent en permanence avoir une qualite´ de service
satisfaisante. Ils ne doivent pas subir d’interfe´rences destructrices (QoS en dessous d’un seuil
de´fini dans les contrats) de la part des usagers non licencie´s. Toutefois, cette superposition
de´grade ine´vitablement le signal du primaire.
Afin de mettre en place la re´flexion, le contexte du projet sera plus souple que les re`gles
de la FCC. En effet, un des objectifs est d’ouvrir la re´flexion sur ce the`me pour de futures
recherches.
1.3 Contributions
Les contributions obtenues dans ce projet sont les suivantes :
51. Analyse des crite`res gaussien et blanc des interfe´rences cause´es par un SU a` un re´cep-
teur PU en fonction des rapports des largeurs de bandes des deux types d’usagers et
de leur position fre´quentielle relative. Ceci est ne´cessaire pour valider les hypothe`ses
d’interfe´rences blanches et gaussiennes utilise´es dans les calculs des contributions 2 et
3.
2. E´valuation de l’e´talement spectral Gs d’un SU en fonction du rapport signal a` bruit
sans interfe´rence au re´cepteur PU pour deux types de canaux (AWGN, Rayleigh).
Description d’une me´thode permettant le calcul d’une borne minimale sur Gs et de
l’e´nergie par symbole du SU sur le bruit thermique ambiant (SsNR) permettant au SU
de communiquer sur les meˆmes ressources qu’un PU sans diminuer la QoS de ce dernier.
Analyse de l’influence des parame`tres de QoS, de diversite´ et des rapports signal a` bruit
des diffe´rents types d’usagers sur la valeur de la borne Gs.
3. E´valuation de la capacite´ usager d’un re´seau cognitif. Dans la continuite´ de la contri-
bution 2, nous de´terminons une borne maximale sur le nombre Ns de SUs pouvant
partager les ressources spectrales et temporelles en fonction du nombre de PUs ac-
tifs dans la bande des SUs. Nous analysons l’impact de la variation des parame`tres
mentionne´s dans la contribution 2 sur la borne de Ns.
1.4 Plan du me´moire
Ce me´moire est compose´ de cinq chapitres en plus de celui-ci. Tout d’abord, dans le
chapitre 2 nous e´tudions plus en profondeur certaines notions et de´finitions lie´es a` l’e´tude.
Les trois chapitres suivants sont classe´s dans un ordre spe´cifique d’une situation tre`s pre´cise
concernant l’analyse statistique d’interfe´rences provoque´es par un SU a` un re´cepteur PU a`
une situation plus globale traitant de la capacite´ usagers d’un syste`me. Dans le chapitre 3,
nous analysons les limites des hypothe`ses d’interfe´rences blanches et gaussiennes. Une fois
ces limites connues, nous e´tudions au chapitre 4 l’e´talement du SU dans un proble`me simple
comportant une paire de Primaires et une paire de Secondaires pour deux types de canaux
de communications. Le chapitre 5 e´tablit la capacite´ usagers pour un seul type de canal
(AWGN). Enfin, le dernier chapitre comporte une conclusion sur le travail effectue´ et des
ouvertures pour la suite de cette recherche qui constitue, comme nous l’avons dit, un de´but
concernant ce proble`me.
6CHAPITRE 2
REVUE BIBLIOGRAPHIQUE
Dans cette partie, nous regroupons des informations plus pre´cises lie´es a` la recherche
dans le domaine des re´seaux cognitifs et du partage des ressources qui ont un rapport avec
les concepts de base e´nonce´s dans l’introduction. La premie`re section explique la terminologie
employe´e dans le domaine des re´seaux cognitifs, la seconde partie de´veloppe les techniques
d’e´talement spectral. Enfin, nous parlerons des types de canaux de communication conside´re´s.
2.1 Taxonomie
Afin de bien de´buter, utiliser des termes spe´cifiques est d’une grande importance pour
orienter et comprendre les recherches. Ces expressions concernent le vocabulaire du partage
des ressources dans un syste`me. Elles sont apparues au fur et a` mesure, et certains articles
comme celui de Qing et Swami [5] les recensent. Le sujet principal est l’acce`s dynamique au
spectre, la figure 2.1 regroupe les diffe´rentes terminologies qui de´coulent de cette expression.
Droits de Propriété
Spectrale
Allocation Dynamique
Du Spectre
Underlay
UWB
Interweave Overlay
Accès Opportuniste
Modèle 
à usage exclusif
Modèle de Partage
Ouvert
Accès Hiérarchique
Accès Dynamique au 
Spectre
Figure 2.1 Taxonomie
Tout d’abord, du coˆte´ du mode`le a` usage exclusif qui reste tre`s peu flexible, le groupe droit
de la proprie´te´ spectrale consiste a` laisser aux de´tenteurs de licences le droit de sous-louer les
bandes. La partie Allocation dynamique de spectre, plus flexible, permet d’allouer les bandes
a` des services particuliers, en fonction du temps, des lieux et des statistiques d’occupations
7de ces services. On remarque que la premie`re notion repre´sente les syste`mes d’aujourd’hui et
est destine´e a` e´voluer.
Le mode`le de partage ouvert est tre`s bien illustre´ par l’essor du WiFi dans les bandes libres.
Les terminaux ge`rent eux-meˆmes l’acce`s au canal dans les bandes de fre´quences alloue´es.
La partie qui nous inte´resse le plus est le mode`le d’acce`s hie´rarchique. Cela regroupe
les termes concernant le partage de spectre entre deux types d’usagers (les Primaires et
Secondaires). Dans notre cas, ou` l’on e´tale sous le bruit le signal, cela consiste a` effectuer de
l’underlay, cette technique est le plus souvent lie´e aux techniques tre`s large bande (UWB).
Dans la meˆme branche, on retrouve l’interweave qui a volontairement e´te´ ajoute´e par rapport
a` la figure 1 de l’article [5]. Ce terme plus re´cent apparait dans les articles [6, 7, 8]. Avant
cela, overlay regroupait ce qui se passe dans interweave. Interweave consiste a` placer le signal
dans les bandes ou` le Primaire n’est pas pre´sent. Cela ne´cessite une e´coute permanente du
canal, et une de´tection des trous car une superposition n’est pas permise.
La dernie`re case concerne l’overlay, le Secondaire peut communiquer en meˆme temps
que le Primaire et parvient par des techniques cognitives non pas a` diminuer sa propre
interfe´rence au Primaire mais a` maintenir le rapport signal sur bruit plus interfe´rence (Signal
to Interference plus Noise Ratio (SINR) en anglais) du Primaire ne´cessaire pour assurer une
qualite´ de service donne´e en e´mettant sur une partie de ses ressources le signal du PU.
La figure 2.2 regroupe l’explication graphique des trois dernie`res technologies cognitives
avec en haut a` gauche l’interweave, directement a` droite l’overlay et en dessous l’underlay.
PU PU PUSU SU
Bande Primaire
f
DSP
PU PU PU
SU
Bande Primaire
f
DSP
PU PU SU SU
Bande Primaire
f
DSP
Interweave
Underlay
Overlay
Figure 2.2 Illustration des diffe´rents termes concernant le partage des ressources dans un
re´seau cognitif
La technique overlay concerne un proble`me pour le moment plus the´orique ou` l’on suppose
8que le terminal intelligent connait le message de l’usager Primaire avant l’e´mission [9]. C’est
pourquoi nous allons nous concentrer sur les deux autres techniques interweave et underlay.
2.1.1 Interweave
Interweave fut la premie`re technique conside´re´e pour la radio cognitive [2]. De fait, lors de
la publication du rapport de la FCC [1] concernant l’existence de trous fre´quentiels, temporels
et spatiaux son e´tude fut approfondie. Comme nous l’avons pre´cise´ pre´ce´demment, aucune
superposition du signal Secondaire avec le Primaire n’est permise en interweave. En effet, si
une collision apparaissait, les signaux posse´dant des e´nergies du meˆme ordre de grandeur,
les performances des deux syste`mes auraient chute´ brutalement. Par conse´quent, le terminal
intelligent doit re´aliser une analyse des ressources fre´quentielles pre´cise afin de de´tecter les
zones ou` il peut s’inse´rer. Cette e´tape doit eˆtre re´alise´e re´gulie`rement. L’article [8] de´crit
quelques techniques d’e´coute de canal comme la de´tection d’e´nergie, de filtre adapte´, ou de
signal cyclostationnaire. Pour plus de pre´cisions, le lecteur peut se re´fe´rer a` l’article de Yucek
et Arslan [10] concernant une revue des diffe´rents algorithmes d’e´coute de canal.
L’article [9] mentionne que l’e´coute ne´cessite une grande quantite´ d’information sur l’oc-
cupation fre´quentielle des usagers Secondaires et Primaires. La complexite´ du syste`me est
lie´e a` cette quantite´. De plus, il existe plusieurs difficulte´s concernant l’analyse fre´quentielle.
Tout d’abord, le signal perc¸u a` un re´cepteur est atte´nue´ par la distance qui se´pare les usagers
ainsi que par l’effet d’ombre du milieu de propagation. Plus le rapport signal sur bruit (Signal
to Noise Ratio (SNR) en anglais) a` de´tecter est faible dans une certaine bande de fre´quence,
plus l’analyse est longue si il n’y a pas d’incertitude sur la mesure. En pre´sence de marges
d’erreur, il existe une limite en SNR en dessous de laquelle la de´tection d’interfe´rences est
peu fiable meˆme apre`s un temps infini de mesure [11]. Une solution pour combattre ces pro-
ble`mes de manque de puissance et d’incertitude consiste a` utiliser une technique d’e´coute
coope´rative avec d’autres usagers intelligents [12]. Pour eˆtre efficace, cette coope´ration doit
tenir compte d’informations statistiquement inde´pendantes.
Ensuite, l’e´coute de canal peut pre´venir la superposition lorsqu’un usager Secondaire
souhaite utiliser une bande de fre´quence. L’usager Primaire pouvant acce´der aux ressources
quand il le souhaite, cette e´coute doit eˆtre effectue´e re´gulie`rement.
Enfin, la popularisation d’une telle technique peut rendre la probabilite´ de collision entre
Secondaires plus importante. On comprend donc l’importance d’un sondage tre`s fiable du
spectre et de la coope´ration entre les usagers intelligents.
92.1.2 Underlay
C’est dans le but d’e´viter ces difficulte´s et cette complexite´ lie´es a` l’e´coute que, dans ce
projet, nous nous sommes concentre´s sur la technique underlay.
La quantite´ d’information requise par les SUs pour communiquer se limite a` la quantite´
d’interfe´rences cause´es aux re´cepteurs PUs, le rapport signal sur bruit au PU et a` la connais-
sance de leurs QoS. Underlay ne ne´cessite pas d’e´coute de canal car il s’agit de superposer les
usagers Secondaires sur les usagers Primaires en causant des interfe´rences plus faible qu’un
certain seuil. Aujourd’hui, ce seuil est fixe´ aux USA par la FCC (il l’est aussi sur d’autres
continents par d’autres agences de re´gulations) dans certaines bandes de fre´quences comme
pre´cise´ dans la sous section 2.2.3. Ces contraintes limitent son utilisation a` des usages a`
courtes porte´es.
Si l’on imagine un sce´nario optimal hors des limites impose´es, il est ne´cessaire, comme nous
venons de l’expliquer, de connaitre la quantite´ d’interfe´rence cause´e au re´cepteur Primaire
afin de toujours respecter la QoS des PUs. C’est dans cette optique que s’inscrit notre projet.
Ce seuil d’interfe´rence est appele´ tempe´rature d’interfe´rence et a d’abord e´te´ fixe´ dans le
rapport [1]. Il est de´fini comme e´tant la puissance des signaux provenant de sources de bruit et
d’interfe´rences a` une antenne re´ceptrice. Cependant, cet indicateur a souleve´ de nombreuses
questions quant a` son efficacite´ [13, 9]. En effet, il existe des ambigu¨ıte´s sur la prise de mesure
de ce dernier au niveau des antennes et sur sa fiabilite´ pour prote´ger l’usager Primaire. De
plus, les scientifiques craignent une ge´ne´ralisation des interfe´rences lie´es a` l’utilisation de ce
parame`tre et critiquent le manque de rigueur concernant sa spe´cification. Il est certain que
pour autoriser l’implantation de cette technique, la tempe´rature d’interfe´rence ou bien la
quantification de l’interfe´rence admissible est un concept cle´ a` spe´cifier et a` faire valider par
tous.
Dans ce projet, nous allons imposer une probabilite´ d’erreur maximale aux diffe´rents
re´cepteurs qui fixera une valeur d’interfe´rence maximale.
L’underlay ne´cessite moins d’informations exte´rieures que interweave pour acce´der au
spectre. Cependant, l’utilisation de cette technique est ge´ne´ralement lie´e a` l’e´talement spectral
de´crit dans la section 2.2 et aux techniques UWB de´crites dans la section 2.2.3. La complexite´
ne se situe plus au niveau de l’algorithme d’insertion et de l’e´tude du contexte (comme
dans interweave) mais au niveau de la re´alisation de tels terminaux. En effet, l’utilisation
de telles largeurs de bandes requiert beaucoup plus de dynamisme des composants et de
nouveaux proble`mes, de´crits dans la sous section 2.2.4, apparaissent. Un tel e´talement confe`re
au syste`me une capacite´ a` lutter efficacement contre les e´vanouissements (Emami , chapitre
1 [14]) ainsi qu’une re´sistance aux interfe´rences en bandes e´troites [15].
L’e´cart entre la the´orie et la pratique dans la technique UWB est encore grand a` cause des
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limites physiques des syste`mes actuels [15]. Toutefois, cette technologie reste tre`s prometteuse
et d’actualite´ [15], c’est pourquoi l’e´tude de underlay et du facteur d’e´talement spectral prend
tout son sens.
2.2 Principes de l’e´talement spectral
Dans le but de comprendre la suite, nous devons introduire les me´thodes courantes d’e´ta-
lement spectral. Tout d’abord, nous pre´sentons le DSSS (Direct Sequence Spread Spectrum
en anglais), ensuite l’OFDM (Orthogonal Frequency Divison Multiplexing en anglais) et
finalement l’UWB. Du point de vue historique, il n’est pas e´vident de recenser la premie`re in-
tervention concernant l’e´talement, ne´anmoins, on peut de´finir l’apparition de ces techniques
dans la premie`re moitie´ du XXe sie`cle. Un grand pas dans leur de´veloppement eut lieu
dans le contexte militaire friand des communications confidentielles et robustes. L’article de
Scholtz [16] retrace l’historique sur l’e´talement de spectre et quelques pre´cisions temporelles
sur les premiers travaux. Concernant les balbutiements de la technologie, il cite le brevet
de Guanella [17] datant de 1938 a` propos de l’e´valuation de la distance en observant l’aller-
retour de pulses : le signal contient « de multiples fre´quences dont l’e´nergie est plus faible
que l’e´nergie totale du signal ».
2.2.1 OFDM
L’apparition du concept d’OFDM dans les anne´es 1960 permet la superposition de canaux
sans qu’ils interfe`rent entre eux comme illustre´ sur la figure 2.3. On y observe 5 canaux
inde´pendants en noir (au niveau des pics, les canaux n’interfe`rent pas entre eux) et le spectre
total en bleu. L’accumulation des sous-porteuses conduit a` l’e´talement spectral.
Chang [18] ge´ne´ralise les signaux qui se superposent en 1966 et la combinaison avec la
transforme´e de Fourier discre`te par Weinsten et Ebert [19] en 1970 simplifia le syste`me qui
le fut plus encore par l’utilisation de la transforme´e rapide de Fourier. Une explication plus
de´taille´e de l’histoire est disponible dans l’article de Lasorte, Bames et Refai [20].
Les symboles sont e´mis sur des sous-porteuses orthogonales entre elles par une ope´ration
de transforme´e de Fourier rapide inverse. L’inte´reˆt re´side dans la lutte face aux interfe´rences
et dans l’imple´mentation. Si les bandes des sous-canaux sont infe´rieures a` la bande de cohe´-
rence du canal alors le symbole rec¸u n’interfe`re pas avec les autres (canal plat en fre´quence).
Cependant, chaque symbole va subir des e´vanouissements de Rayleigh, mais comme les ca-
naux sont inde´pendants, on peut faire appel a` des techniques de diversite´ pour surmonter ce
proble`me.
La somme de sinuso¨ıdes pour chaque symbole cre´e des proble`mes de variation de puis-
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sances importantes qui causent des difficulte´s pour la dynamique du mate´riel de re´ception. De
plus, il est difficile de garder l’interfe´rence entre porteuses nulle. La solution consiste a` ajouter
des intervalles de gardes pour re´tablir l’orthogonalite´, ce qui diminue l’efficacite´ temporelle.
Aujourd’hui, l’OFDM est pre´sente dans de nombreux syste`mes tre`s de´veloppe´s (Wifi, LTE,
Wimax) et peut eˆtre combine´e a` la technique de´crite dans la section suivante (MC-CDMA).
Concernant OFDM et le concept UWB que nous allons de´velopper dans la section 2.2.3, la
technique MultiBand-OFDM (MB-OFDM) a e´te´ de´veloppe´e dans le cadre du projet 802.15.
Cela consiste a` se´parer la bande 3.1-10.6 GHz en 14 bandes de 528 MHz, qui conviennent
chacune a` la notion UWB selon la norme FCC pre´sente´e dans la section 2.2.3. Dans la norme
MB-OFDM, il y a 120 sous porteuses par bande. Ces 14 bandes sont ensuite se´pare´es en
sous-groupes, tel que de´taille´ dans l’article [21].
2.2.2 Direct Sequence Spread Spectrum
Une des premie`res applications de la me´thode par se´quence directe (Direct Sequence (DS)
en anglais) dans le domaine civil concerna les re´seaux cellulaires en 1993 avec l’apparition de
la norme IS-95 pour le CDMA e´mise par la Telecommunication Industry Association (TIA)
[22].
Le DSSS est tre`s diffe´rent de l’OFDM. Dans une pe´riode symbole (Tb) est place´, un nombre
de fois e´gal au facteur d’e´talement G, des re´pe´titions de ce symbole de dure´e Tc = Tb/G.
Ces re´pe´titions, appele´es chips, sont de meˆme amplitude que le symbole, et posse`dent des
variations tre`s rapides (Tc << Tb) diminuant ainsi la densite´ de puissance. Afin de re´aliser
l’e´talement de spectre, ces chips sont module´s par un code pseudo ale´atoire (Pseudo Noise
(PN) en anglais) compose´ de {-1,+1}. La figure 2.4 (a) affiche les symboles avant e´talement
(’+’) et la courbe pointille´e les meˆmes apre`s e´talement d’un facteur G = 16 sur un code PN.
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Sur la figure 2.4(b), l’impact fre´quentiel de l’e´talement est visible sur la courbe pointille´e
fonce´e qui est la transformation de la densite´ spectrale en bande e´troite apre`s l’e´talement. Le
filtre utilise´ est de type racine de cosinus sure´leve´.
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Figure 2.4 Illustrations de l’e´talement fre´quentiel avec un code PN de taille 16
Le nombre de chips contenus dans la pe´riode d’un bit d’information non e´tale´ est appele´
gain d’e´talement ou de traitement. La formule (2.1) exprime le lien entre le gain d’e´talement
G, la bande occupe´e par le signal avant (W ) et apre`s l’e´talement (Wetale), ainsi qu’avec le
de´bit d’informations Ri et le de´bit de chips Rc.
G =
Wetale
W
=
Rc
Ri
(2.1)
Plutoˆt que d’eˆtre limite´ en largeur de bande le syste`me est limite´ en interfe´rences, car il
supporte la superposition d’usagers sur la meˆme bande de fre´quence. En effet, en re´ception,
l’usager fait l’ope´ration inverse de celle de l’e´talement en utilisant le code PN identique a`
l’e´mission, ce qui permet de de´se´taler l’usager et de garder e´tale´s les autres signaux ainsi
que d’e´taler les interfe´rences en bandes e´troites ; le syste`me est robuste. Au-dela` de cette
superposition, le re´cepteur est capable d’annuler les interfe´rences entre symboles, car les
codes d’e´talement ne sont pas corre´le´s (ou tre`s faiblement), et de diminuer son impact sur
d’autres syste`mes avec lesquels il interfe`re. De plus, l’utilisation d’un re´cepteur Rake permet
de re´cupe´rer des multi-trajets en exploitant cette non-corre´lation. Enfin, l’utilisation des codes
d’e´talement PN rend tre`s difficile la compre´hension du signal par une personne tierce, ce qui
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garantit la protection de l’information. Toutes ces informations sont pre´cise´es dans le livre
de Viterbi [22].
Cette technique est tre`s de´veloppe´e dans les syste`mes cellulaires (CDMA2000, WCDMA,
IS-95 ) et commence a` eˆtre combine´e avec la technique OFDM (MC-CDMA, 4G).
Remarque
Lorsque l’on parle du DSSS dans un contexte multi-usager, on fait re´fe´rence au DS-CDMA.
En plus de multiplier les chips par un code PN, on ajoute un autre code PN pour distinguer
les usagers qui sont orthogonaux entre eux, d’ou` l’apparition du terme CDMA (Code Division
Multiple Access en anglais).
2.2.3 UWB
Depuis que la FCC a autorise´ l’utilisation de certaines bandes de fre´quences, l’UWB s’est
de´veloppe´. Dans la figure 1 de l’article de Sipal, Allen, Edwards et Honary [15], on observe
les limites en EIRP impose´es aux applications UWB sur diffe´rents continents. On constate
que les contraintes sont assez fortes (-41.3 dBm/MHz) dans la bande 3.1 GHz-10.6 GHz aux
USA. Avec un seuil de bruit a` -114dBm/MHz, cela laisse une marge de 70 dB de gain pour
transmettre le signal, ce qui restreint pour le moment, l’utilisation de cette technique a` des
distances de l’ordre de 30 m lorsque la fre´quence centrale est fc = 3GHz et a` 10 m lorsque
fc = 10 GHz ([23], p225).
De´finition de la FCC
En 2002, la FCC transmet les contraintes de puissance dans le rapport [3]. De plus, elle
de´finit plusieurs variables. Pour une fre´quence porteuse fc infe´rieure a` 2.5 GHz, un signal
est conside´re´ comme tre`s large bande si sa bande W est supe´rieure a` 20% de la fre´quence
porteuse fc. Un signal dont la fre´quence porteuse est supe´rieure a` 2.5 GHz est conside´re´ tre`s
large bande si W est plus e´leve´e que 500 MHz. Les parame`tres utilise´s sont les suivants :
W = fmax − fmin et fc = (fmax + fmin)/2.
Technologies UWB
Les technologies UWB peuvent eˆtre classe´es en trois groupes comme le mentionnent Chiani
et Giorgetti [21]. Le premier est la modulation sans porteuse(s), le second et le troisie`me
concernent respectivement la modulation avec porteuse comme le DSSS de´veloppe´ dans la
section 2.2.2 et les techniques OFDM de´veloppe´es dans la section 2.2.1. Nous allons, ici, de´-
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velopper le premier groupe.
Les techniques de radio par impulsion (Impulsive Radio (IR)) consistent a` e´mettre des
impulsions successives sans porteuse. Chaque pulsation est tre`s courte ce qui rend le signal
tre`s large bande. Cette nouveaute´ fut de´veloppe´e dans le cadre des te´le´communications sans
fil notamment par Sholtz [24] en 1993 apre`s que les concepts soient devenus publics, car tout
se de´veloppe depuis les anne´es 50 dans le domaine militaire expliquent Rashvand, Allen et
Ghavami [25].
Tout d’abord, conside´rons les technologies avec un facteur d’utilisation tre`s faible. Le
pulse est contenu dans une trame dont la longueur temporelle est bien plus grande que la
longueur du pulse (i.e. facteur d’utilisation faible). Le temps du pulse est infe´rieur a` 2% du
temps de la trame. Il existe trois me´thodes connues pour l’acce`s multi-usager :
– Le saut de temps (Time Hopping Time Hopping (TH) en anglais) : plusieurs pulses
transmettent la meˆme information et chacune posse`de une position particulie`re dans
la trame qui est re´gie par un code pseudo ale´atoire appele´ code de saut temporel (TH
code en anglais).
– La se´quence directe (DS) : il y a toujours un taux d’utilisation tre`s faible et plusieurs
pulses (chips) constituent un symbole d’information (bit). Cette fois-ci, ce n’est pas leur
position qui est code´e, mais leur amplitude avec un code PN.
Avec ces deux techniques, il est possible de transmettre l’information de trois manie`res :
– Le Pulse Position Modulation (PPM) consiste a` placer le pulse par rapport a` une
re´fe´rence temporelle. Un de´calage de +δ (−δ) dans le temps du pulse par rapport a` une
re´fe´rence, entraine l’e´mission d’un 1 (0).
– La seconde consiste a` changer l’amplitude des pulses (Pulse Amplitude Modulation
(PAM)).
– La troisie`me est une modulation On-Off Keying (OOK).
Les techniques TH et DS peuvent eˆtre combine´es pour augmenter le gain de traitement.
La figure 2.5 illustre le sche´ma des symboles IR-UWB des deux premie`res techniques. Le
pulse est rectangulaire, Tc est le temps de chip qui peut contenir ce dernier, Tf est le temps de
trame, chaque trame contient un pulse maximum (Tpulse/Tf << 1). Tb est le temps symbole
ou du bit.
La troisie`me manie`re de transmettre l’information par pulses est la suivante :
– Le facteur d’utilisation n’est plus tre`s faible. Cette technique est similaire a` la me´thode
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Figure 2.5 Sche´ma de la trame de symboles IR UWB
DSSS de´crite dans la section 2.2.2 sauf que les chips sont des pulses non mises en por-
teuse.
L’utilisation de pulses avec un facteur d’utilisation faible implique une forte concentration
de puissance ; par conse´quent, les interfe´rences cause´es dans les deux premie`res me´thodes
peuvent ne pas eˆtre gaussiennes. Par exemple, si le temps de trame est de l’ordre de grandeur
du temps symbole interfe´re´, le the´ore`me central limite peut ne pas eˆtre valide. Cela constitue
une difficulte´ supple´mentaire pour la conception des re´cepteurs [26].
Enfin, il est aussi inte´ressant de cre´er des pulses qui s’adaptent au masque de spectre de
la FCC [27, 28, 29] dans le but d’optimiser l’utilisation des fre´quences.
2.2.4 Enjeux actuels de UWB
La largeur de bande importante de tels syste`mes repre´sente des de´fis technologiques.
Dans le cas des syste`mes non-OFDM, lorsque la fre´quence devient tre`s e´leve´e, le taux de chip
augmente ainsi que le taux d’e´chantillonnage. Il faut donc des convertisseurs analogiques
nume´riques tre`s performants [21]. Cette rapidite´ implique aussi une synchronisation tre`s
pre´cise et une re´solution accrue des multi-trajets complexifiant le re´cepteur [15]. D’autres
enjeux concernent la robustesse contre les interfe´rences en bande e´troite ainsi que les taux
d’informations e´leve´s, la fiabilite´ et la porte´e des syste`mes [15].
2.2.5 Applications
Bien que l’UWB doive faire face a` plusieurs de´fis technologiques, plusieurs applications fu-
tures sont cible´es par ces recherches comme le souligne Chong, Watanabe et Inamura dans [30]
ou Rashvand, Allen et Ghavami dans [25].
16
Du coˆte´ des applications multime´dias, la contrainte de la FCC oriente les recherches dans
les communications a` faible porte´e ainsi que vers les capteurs ou de´tecteurs sans fil. De plus,
la pre´cision temporelle importante permettrait d’effectuer de la localisation pre´cise. Les deux
dernie`res particularite´s nous permettent de penser que le domaine me´dical fera partie des
applications UWB.
2.3 Canaux de communication
Les techniques d’acce`s au me´dium de communication utilise´es par les PUs et les SUs
posse`dent des ordres de grandeur de bandes de fre´quences tre`s diffe´rents, c’est pourquoi
l’effet du canal sur chacun des signaux ne sera pas le meˆme. La mode´lisation de canal, dans
le cas UWB, est complexe. La pre´cision temporelle devient tre`s pre´cise ce qui implique que
pour avoir une mode´lisation juste il faut tenir compte de phe´nome`nes spe´cifiques tels que
l’effet filtre des antennes. De plus, le signal ne peut plus eˆtre conside´re´ comme e´troit et
les formules usuelles d’atte´nuations ne sont plus valides. Cela de´passe largement le cadre
de notre e´tude qui se limitera a` mode´liser simplement le canal de manie`re macroscopique
comme le fit Gilhousen et al. dans [31]. Cependant, avoir des informations sur l’e´tat de
l’art lie´ au milieu de propagation est important dans notre contexte pour comprendre les
difficulte´s et recherches actuelles. La mode´lisation d’un canal de communication se se´pare en
trois parties : les pertes en espace libre, qui concernent les tre`s grandes distances, ensuite les
pertes moyennes e´chelles dues aux de´placements sur quelques dizaines de longueurs d’onde,
enfin les pertes petites e´chelles.
2.3.1 Pertes en espace libre
Ce sont les pertes qui de´pendent de la distance entre les deux usagers qui communiquent.
Ge´ne´ralement, elles sont valides en ligne de vue directe (Line Of Sight (LOS)), mais peuvent
repre´senter une atte´nuation moyenne si ce cas n’est pas pre´sent. Dans l’analyse, il faut consi-
de´rer les situations en bande e´troite (Narrow Band (NB)) et UWB comme nous l’avons pre´cise´
plus haut.
Bande e´troite
On peut conside´rer la formule (2.2) d’atte´nuation du gain en fonction de la distance [32,
33].
G(d) = G(d0)− 10 n log10
(
d
d0
)
, (dB) (2.2)
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Ou` d0 = 1 m, n est compris entre 2 et 7 (n = 2, LOS) et G(d0) est le gain mesure´ a` 1 m
de l’antenne e´mettrice. On peut constater que cette formule ne de´pend pas de la direction
des antennes. De plus, elle est valide uniquement pour les signaux en bandes e´troites. Des
mode`les de´terministes sont connus, mais ils ne correspondent pas aux bandes de fre´quences
implique´es (Okumura model (jusqu a` 3 GHz), Hata Model (jusqu’a` 1.5 Ghz), Cost-231 e´tend
Hata jusqu‘a` 2 Ghz comme il est explique´ dans le livre de Molisch [34]).
Tre`s large bande
Bien souvent, pour commencer une re´flexion sur les canaux de communications, la formule
de Friis est utilise´e (2.3). Gtx et Grx repre´sentent respectivement les gains des antennes
d’e´mission et de re´ception. Ptx et Prx repre´sentent respectivement les puissances des signaux
au niveau des antennes d’e´mission et de re´ception. c, f et d repre´sentent respectivement la
vitesse de la lumie`re, la fre´quence centrale du signal et la distance entre les deux antennes
conside´re´es.
Prx
Ptx
= GtxGrx
(
c
4pidf
)2
(2.3)
Tout d’abord, ceci est valide uniquement pour les signaux en ligne directe et a` bandes
e´troites. De plus, aucune conside´ration de direction n’est incluse. Dans le cas UWB, les
antennes ne posse`dent pas de gain constant sur toute la bande et selon les informations du
livre de De la Roche, Glazunov et Allen [23], il peut eˆtre inte´ressant de conside´rer les aires
effectives (Arx pour l’antenne de re´ception et Atx pour celle d’e´mission) (2.4) constantes.
Arx(f) = Grx
(
c
4pif
)2
(2.4)
En conside´rant la meˆme formule avec Atx(f), on peut re´e´crire (2.3) :
Prx
Ptx
= AtxArx
(
f
cd
)2
(2.5)
On observe que l’atte´nuation est inversement proportionnelle a` la fre´quence. La de´pen-
dance en fre´quence de la formule de Friis provient des antennes et non de la propagation elle-
meˆme. On constate a` travers cette courte analyse entre les e´quations (2.3) et (2.5) qu’e´tudier
un signal tre`s large bande avec la formule (2.3) est tre`s approximatif a` cause de l’inconnue
sur la de´pendance en fre´quence qui peut eˆtre selon l’hypothe`se proportionnelle a` f 2 ou f−2.
On comprend aussi qu’il convient d’ajouter une de´pendance en fre´quence a` la propagation.
Molisch [32, 35] propose avec l’e´quation (2.6) de se´parer la de´pendance en fre´quence et la
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de´pendance en distance. Cela n’est pas encore ve´rifie´, mais cela peut s’ave´rer inte´ressant pour
e´tudier la propagation.
G(d, f) ≈ G(d)G(f) (2.6)
En posant :
G(f) ≈ f 2α (2.7)
Le facteur α provient des phe´nome`nes subis par les diffe´rents trajets : la diffraction, la
re´fraction et la re´flexion. Chaque phe´nome`ne va influencer le signal suivant sa fre´quence, et
comme UWB couvre un large spectre leur influence de´pend de f. Dans le cas de´terministe,
le livre [23] mentionne certaines valeurs de α. Pour une e´tude plus ge´ne´rale, la valeur de α
peut eˆtre une variable ale´atoire suivant une loi uniforme comprise entre -2 et 2.
2.3.2 E´vanouissement moyenne e´chelle
Pour les moyennes e´chelles, le mode`le est un peu plus simple, car il est semblable dans
les deux cas (UWB et NB). L’atte´nuation peut eˆtre mode´lise´e par une variable ale´atoire de
moyenne nulle et suivant une loi log normale de variance comprise entre 2 et 6 dB pour le
cas NLOS (No LOS en anglais) et de 1 a` 2 dB pour le cas LOS [35].
2.3.3 E´vanouissement petite e´chelle
Comme dans la section 2.3.1, il faut distinguer le cas NB du cas UWB, car les pre´cisions
temporelles ne sont pas du tout du meˆme ordre de grandeur. Comme de multiples trajets
arrivent au re´cepteur, la performance de celui-ci va de´pendre de sa capacite´ a` re´cupe´rer de
manie`re cohe´rente ces multi-trajets, ou a` e´viter les interfe´rences entre symboles. Un canal a`
bande e´troite est aussi capable de re´cupe´rer des trajets diffe´rents si la bande de cohe´rence est
plus faible que sa bande de communication. Rappelons que la bande de cohe´rence est donne´e
par la formule suivante [36] :
Wc ≈ 1
τRMS
Ou` τRMS est la re´partition temporelle de l’e´nergie des multi-trajets donne´e par :
τRMS =
√
τ¯ 2 − τ¯ 2
Avec :
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τ¯n =
∑
i |ai|2τni∑
i |ai|2
– |ai| est l’amplitude rec¸ue du ie trajet.
– τi est le retard du ie trajet par rapport au premier.
Bande e´troite
Dans ce cas, les multi-trajets se somment en re´ception formant une seule composante (ca-
nal plat en fre´quence) ou plusieurs suivant le retard entre les trajets et la pre´cision temporelle.
L’amplitude de cette composante suit une loi de Rayleigh dans le cas NB, car on suppose que
la sommation des multi-trajets est assez importante pour suivre une loi normale (the´ore`me
central limite) dans les deux dimensions ce qui donne la loi mentionne´e (voir Annexe D.3).
Tre`s large bande
The´oriquement, la pre´cision temporelle augmente et il est possible de se´parer les diffe´rents
trajets qui ne se somment plus entre eux. L’atte´nuation due a` leur somme en re´ception a de
moins en moins d’importance au fur et a` mesure que la bande du signal augmente. Sipal,
Allen et Edwards dans l’article [37] observent la re´partition des amplitudes en fonction de la
largeur bande du signal dans une pie`ce de 25 m2. Sur la figure 1 de l’article, on remarque que
plus la largeur de bande du syste`me est importante moins l’e´vanouissement est visible.
Dans le but de repre´senter les canaux tre`s large bande, le mode`le de Saleh-Valenzuela [38]
a e´te´ de´veloppe´ dans le cadre 802.15.4a pour mode´liser les e´vanouissements a` petite e´chelle.
Cela part du principe que dans un environnement (inte´rieur) les objets sont regroupe´s et que
les multi trajets arrivent par groupe (Clusters). Dans le mode`le, il faut de´finir les lois de tous
les parame`tres (de´lais entre cluster, de´lais entre multi trajets, profil de puissance des clusters
en fonction du de´lai, profil de puissance des multi trajets en fonction du de´lai). La lecture
de l’article de Molisch et al. [39] montre qu’il faut environ une quinzaine de valeurs pour
de´terminer le mode`le complet (pertes en espace libre et pertes petite e´chelle). Cependant,
l’article de Sipal, Allen et Edwards [40] repris dans le livre [23] montre que la forme des
clusters provient du diagramme de l’antenne. L’antenne joue le roˆle d’un filtre spatial. Par
conse´quent, le mode`le peut eˆtre simplifiable en conside´rant seulement les multi-trajets (sans
clusters).
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CHAPITRE 3
E´tude statistique des interfe´rences d’un usager Secondaire au re´cepteur
Primaire
Le but de ce chapitre est d’e´tudier les proprie´te´s statistiques du signal SU dans la bande
PU afin de trouver une valeur d’e´talement Gs a` partir de laquelle l’interfe´rence perc¸ue au
re´cepteur Primaire soit blanche et gaussienne. Dans le chapitre suivant, a` l’aide de cette hy-
pothe`se, il est possible de calculer une borne minimale sur Gs afin que l’interfe´rence produite
par le SU ne de´grade pas les performances requises au PU. Selon Viterbi [41], dans un syste`me
de te´le´communication, les interfe´rences ne doivent pas eˆtre pires qu’un bruit gaussien a` puis-
sance e´quivalente. De plus, la blancheur du bruit est un crite`re important pour la conception
de re´cepteurs efficaces. Le fait d’e´taler le signal permet de se rapprocher de ces conditions.
Dans les chapitres suivants du me´moire, nous aurons besoin de connaitre une valeur du gain
de traitement minimal remplissant ces crite`res car ils sont la base de nos hypothe`ses de cal-
cul. Nous tentons donc de de´terminer une valeur minimale a` cet e´talement en e´tudiant des
indicateurs caracte´risant les caracte`res gaussien et blanc des interfe´rences cause´es par le SU
au re´cepteur PU. Dans le but de rendre l’analyse pertinente, nous appliquons ces meˆmes
indicateurs a` un bruit blanc gaussien rec¸u par le PU et nous effectuons une comparaison avec
ceux applique´s aux interfe´rences.
3.1 Mode´lisation
3.1.1 Contexte
Afin de quantifier cette valeur minimale d’e´talement Gs, nous e´tudions une situation
basique constitue´e d’un usager Primaire perturbe´ par le signal provenant d’un usager Se-
condaire. L’usager Secondaire e´met ce signal sur deux voies en quadratures (note´es I pour
Inphase et Q pour Quadrature) avec un gain d’e´talement Gs et une fre´quence porteuse fs.
Le re´cepteur Primaire rec¸oit l’interfe´rence du SU sur I et Q a` la fre´quence porteuse fp. Les
deux syste`mes ne sont pas synchronise´s. Les de´bits binaires sont les meˆmes. Cela n’a pas de
conse´quences, car nous faisons varier le rapport des largeurs de bandes entre les deux sys-
te`mes via le parame`tre Gs. Le bruit thermique ge´ne´re´ en tant que signal te´moin posse`de la
meˆme variance que l’interfe´rence provenant du SU afin de pouvoir comparer leurs statistiques
a` puissance e´quivalente.
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3.1.2 E´mission du Secondaire
Séquence 
PN p(t)
Séquence 
walsh Wi(t)
exp(j 2 π  fc t)
Information 
usager i
Tc
Signal usager i
Si(t)
Re()
Figure 3.1 Sche´ma E´mission du SU
La figure 3.1 repre´sente la chaˆıne d’e´mission du Secondaire, utilise´e dans nos simulations,
qui applique la technique d’e´talement de spectre par se´quence directe (DSSS). Tout d’abord,
le signal est multiplie´ par un code PN, le choix de celui-ci est effectue´ a` l’aide de la fonction
rand dans Matlab, ensuite il est multiplie´ par un code de Walsh pour l’usager, cette fonction
n’est pas ne´cessaire dans un contexte a` un usager. Ensuite, les chips sont filtre´s avec des
rectangles de taille Tc puis avec un filtre passe bas pour retirer les lobes secondaires. Cette
dernie`re ope´ration est effectue´e pour e´mettre le signal sur une fre´quence porteuse assez faible
afin de ne pas augmenter excessivement la complexite´ des calculs effectue´s sous Matlab. Ces
simulations ont aussi e´te´ effectue´es avec un filtre en racine de cosinus sure´leve´.
3.1.3 Re´ception au Primaire
exp(-j 2 π  fp t)
Interférences 
Statistiques
Filtrage passe 
bande (FIR)
Tb
Tb
Figure 3.2 Chaˆıne de re´ception au Primaire
La figure 3.2 illustre la chaˆıne de re´ception au Primaire. Tout d’abord, le signal est filtre´
autour de la fre´quence centrale du PU. Ensuite, le signal est translate´ autour de 0 Hz a`
l’aide d’une exponentielle complexe a` la fre´quence identique que celle utilise´e par l’e´metteur
PU (de´modulation synchrone), puis est filtre´ avec le formant afin d’e´liminer les fre´quences
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doubles qui apparaissent. Le filtre formant est le meˆme pour les deux types d’usagers. Les
statistiques sont obtenues apre`s le sous-e´chantillonnage et avant la de´cision. La figure 3.3 est
une repre´sentation fre´quentielle de la se´lection de la bande du Primaire dans la bande du
Secondaire et du retour en bande de base. fs repre´sente la fre´quence porteuse du SU et fp la
fre´quence porteuse du PU. Wp est la bande du PU et Ws la bande du SU.
f
Wp
0
f
DSP
Ws
Wp
fpfs
0
Figure 3.3 Illustration de la se´lection de la bande du Primaire
3.1.4 Simulateur utilise´
Le logiciel utilise´ dans nos simulations est Matlab. Par conse´quent, le contexte analogique
de la simulation est mode´lise´ nume´riquement. Les syste`mes d’e´mission-re´ception des PUs et
SUs ont e´te´ teste´s se´pare´ment. Les probabilite´s d’erreurs ont e´te´ mesure´es et compare´es a` la
the´orie. Cependant, lors de l’e´mission avec le SU et de la re´ception avec le PU il faut bien
faire attention a` ce que les e´chelles de temps concordent afin qu’il y ait une cohe´rence ; il faut
que les taux d’e´chantillonnages soient e´gaux.
3.2 Parame`tres de simulation
Le spectre du Secondaire n’est pas exactement un rectangle dans la re´alite´, il faut donc
e´tudier plusieurs valeurs de fp par rapport a` fs. Nous de´sirons analyser l’impact de l’e´talement
sur les interfe´rences dans le but de valider les hypothe`ses de bruit blanc gaussien ne´cessaires
dans la suite du me´moire. Deux parame`tres importants seront ne´cessaires lors des simulations
en plus des parame`tres annexes (taille du filtre, nombre d’e´chantillons par symbole..).
Le premier est le pourcentage de bande occupe´e par le PU dans la bande du SU :
r =
Wp
Ws
(3.1)
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Plus cette valeur est e´leve´e, plus le PU occupe un pourcentage important de la bande du
Secondaire. Si une valeur minimale de ce parame`tre validant les hypothe`ses (bruit blanc
gaussien) est obtenue, avec la connaissance du de´bit binaire, il sera possible de de´terminer
une valeur minimale de Gs.
Le second parame`tre repre´sente le de´calage de la fre´quence centrale du PU par rapport a`
celle du SU :
rc =
fp − fs
Ws/2
(3.2)
Si fp = fs + Ws/2 alors rc = 100%, de meˆme si fp = fs −Ws/2 alors rc = −100%. Donc
plus rc est grand en valeur absolue plus la fre´quence centrale du PU est e´loigne´e de celle
du SU. La valeur de rc permettant la validation des hypothe`ses nous donnera la largeur de
bande du Secondaire dans laquelle on peut placer des usagers Primaires tout en causant des
interfe´rences blanches et gaussiennes a` leurs re´cepteurs.
3.3 Indicateurs
Le but de cette section est de de´crire trois indicateurs permettant de comparer la « blan-
cheur » et la distribution des interfe´rences a` celles d’un bruit blanc gaussien. Ces trois indica-
teurs nous donnent des re´sultats concernant l’autocorre´lation, l’intercorre´lation et le caracte`re
gaussien des interfe´rences au re´cepteur Primaire. Ceci est ne´cessaire pour obtenir une valeur
de Gs minimum et la largeur de bande de SU validant les hypothe`ses de travail (interfe´rences
blanches et gaussiennes) des chapitres suivants. Nous commencerons par de´finir un signal
ale´atoire blanc et gaussien, puis nous de´finirons les indicateurs mentionne´s. Enfin, nous in-
terpre´terons les re´sultats.
3.3.1 De´finition d’un processus blanc gaussien
Soit un signal ale´atoire x blanc et gaussien. x peut avoir deux repre´sentations, une com-
plexe (3.3) et une vectorielle (3.4).
x = xI + jxQ (3.3)
X = [xI xQ]
t (3.4)
– xI est la partie en phase de x
– xQ est la partie en quadrature de x
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Un bruit est de´fini blanc si sa matrice d’autocovariance est diagonale, c’est-a`-dire que
sa variance est un Dirac en 0 (3.5), (3.6) et que son intercovariance est nulle (3.7). Cela se
traduit par un spectre de puissance constante. On supposera par la suite qu’il est centre´. De
plus, il est gaussien si les densite´s de probabilite´ des signaux qui le composent suivent une
loi normale.
E[x2I ] = σ
2
Iδ(τ) (3.5)
E[x2Q] = σ
2
Qδ(τ) (3.6)
E[xQ xI ] = 0,∀τ (3.7)
3.3.2 Crite`re Gaussien
Pour savoir si l’interfe´rence posse`de une distribution gaussienne, nous comparons la den-
site´ de probabilite´ du signal (courbe pointille´e sur la figure 3.4) a` une gaussienne de meˆme
variance (trait plein). La diffe´rence est repre´sente´e par e(ai) a` l’abscisse ai. L’indicateur est
l’inte´grale de cette erreur absolue e(ai) (3.8). Plus cette indicateur est important, moins le
signal se comporte de manie`re gaussienne.
DDP
aai
e(ai)
Figure 3.4 Comparaison des densite´s de probabilite´
Indg =
∫ ∞
−∞
e(ai) dai (3.8)
3.3.3 Crite`res de « blancheur »
Comme explique´ a` la section 3.3.1, un signal blanc se caracte´rise par un dirac pour l’auto-
corre´lation et par une intercorre´lation nulle, ce qui se traduit par un spectre plat sur toute la
bande de fre´quence. Si le signal blanc est filtre´ alors ce spectre prend la forme d’un rectangle
et l’autocorre´lation sera une fonction sinus cardinal ; le passage du signal dans un filtre, lui
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fait perdre son crite`re de « blancheur ». Cependant, lorsque ce signal est sous e´chantillonne´
aux instant Tb (pe´riode d’un bit d’information au re´cepteur PU), l’autocorre´lation redevient
un dirac en τ = 0. Les calculs qui suivent repre´sentent le cas ou un filtre rectangulaire est
utilise´. L’e´quation (3.9) repre´sente l’autocorre´lation du signal avant e´chantillonnage et apre`s
le filtrage en bande de base si ce dernier est plat dans la bande du filtre.
R(τ) = Γ(fp − fs) Wp sinc(piτWp) (3.9)
– Γ(.) repre´sente la densite´ spectrale de puissance du signal du Secondaire centre´ en
f = 0 (3.10). (la de´monstration est fournie en annexe A)
Γ(f) =
Es
Gs
sinc2
(
2pi
f
Ws
)
(3.10)
– Es est l’e´nergie d’un symbole e´mis par le SU.
Pour mesurer l’erreur vis-a`-vis de l’autocorre´lation, on calcule l’autocorre´lation du si-
gnal e´chantillonne´ puis on somme les valeurs absolues pour τ 6= 0. On compare ensuite ces
valeurs a` celles de l’indicateur applique´ a` un bruit blanc ge´ne´re´ dans Matlab. Le calcul de
l’indicateur pour l’autocorre´lation se fait selon l’e´quation (3.12). La figure 3.5 (a) repre´sente
l’e´quation (3.9) et 3.5 (b) repre´sente l’e´quation (3.11).
R
(
k
Wp
)
= Γ(fp − fs).Wp.δ(k) , k ∈ Z (3.11)
τ 
Autocorrelation
τ 
e(τi)
Autocorrelation
Wp
Interférences
Bruit Blanc 
τi
Échantillonnée
(a) (b)
Figure 3.5 Autocorre´lation
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Indauto =
N∑
i=−N 6=0
|e(τi)| (3.12)
– e(τi) repre´sente la valeur prise par l’autocorre´lation a` l’abscisse τi.
De plus, pour caracte´riser la « blancheur » d’un bruit, il faut observer l’intercorre´lation
des voies I et Q pour voir si elle est nulle. The´oriquement, les voies I et Q sont non corre´le´es,
mais ce n’est pas le cas en pratique meˆme pour un bruit blanc, il faut donc examiner son
importance par rapport a` l’autocorre´lation pour voir si elle est ne´gligeable. Plutoˆt que de faire
une e´tude microscopique, nous allons nous concentrer sur les ordres de grandeur. L’indicateur
pour l’intercorre´lation est repre´sente´ par l’e´quation (3.13), le signal utilise´ est x provenant
de l’e´quation (3.3).
Indinter =
max(|RxIxQ |)
max(|RxI |)
(3.13)
– RxIxQ repre´sente l’intercorre´lation des parties re´elles et imaginaires.
– RxI repre´sente l’autocorre´lation de la partie re´elle.
Si ce rapport devient trop grand, c’est que l’importance de l’intercorre´lation ne peut eˆtre
ne´glige´e et qu’il ne peut y avoir « blancheur » de celle-ci. La valeur du crite`re est arbitraire ;
dans notre cas, nous prendrons Indinter ≤ 0.1. Si la largeur de bande du PU est assez faible,
on peut approximer le spectre des interfe´rences du SU par un trape`ze comme repre´sente´ sur
la figure B.1 de l’annexe B.
En calculant la transforme´e de Fourier inverse d’un trape`ze ayant pour densite´ de puis-
sance la partie du sinus cardinal contenue dans la bande du PU, on peut alors connaitre
la corre´lation the´orique des interfe´rences au PU (3.14) (les de´monstrations sont fournies en
annexe B) :
γ(τ) = WpΓ(fp − fs)sinc(piτWp) + j pWp
2piτ
(cos(piτWp)− sinc(piτWp)) (3.14)
– p est la pente de la densite´ spectrale (3.10) a` la fre´quence mentionne´e.
p =
2Γ(fp − fs)
(fp − fs)sinc(2pi (fp−fs)Ws )
(
cos
(
2pi
(fp − fs)
Ws
)
− sinc
(
2pi
(fp − fs)
Ws
))
(3.15)
Dans l’e´quation (3.14), on reconnait la partie re´elle et imaginaire de γ comme e´tant
respectivement l’autocorre´lation et l’intercorre´lation des interfe´rences au PU. On peut donc
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calculer un indicateur the´orique qui sera donne´ par les e´quations (3.15) et (3.16) (pour le
filtre rectangulaire) :
Indth =
max
τ
(Imag(γ(τ)))
max
τ
(Re(γ(τ)))
(3.16)
Cet indicateur est valide juste avant l’e´chantillonnage. Par conse´quent, il repre´sente une
borne supe´rieure a` la valeur de l’indicateur (3.13) applique´ aux signal interfe´rant, provenant
du SU, e´chantillonne´ au re´cepteur PU. En effet, lors de l’e´chantillonnage, max
k∈Z
(Re(γ(kTb)))
reste constant tandis que max
k∈Z
(Imag(γ(kTb))) peut diminuer car les de´calages kTb ne prennent
pas toutes les valeurs de la fonction continue γ (3.14).
3.4 Re´sultats de simulation
Nous allons observer l’application de ces trois indicateurs aux interfe´rences et a` un bruit
blanc gaussien au re´cepteur PU afin de valider les hypothe`ses de processus blanc et gaussien
ne´cessaires dans les deux chapitres suivants. Les re´sultats ont e´te´ obtenus pour l’e´mission du
SU et la re´ception du PU sur deux voies en quadratures avec un filtre rectangulaire.
D’autres simulations ont e´te´ effectue´es avec l’e´mission du SU sur une seule voie et la
re´ception au PU sur deux voies en quadratures, ainsi qu’avec un filtre de type racine de
cosinus sure´leve´. Afin de ne pas alourdir l’e´tude, les re´sultats de ces analyses sont pre´cise´s
si ne´cessaires dans le texte et des figures supple´mentaires concernant les indicateurs e´tudie´s
(autocorre´lation, intercorre´lation, indicateur de crite`re gaussien) mais dont l’e´tude alourdit
le rapport sont fournies dans l’annexe C.
Pour rappel, nous avons de´fini deux parame`tres. Le premier, r (3.1), concerne la largeur
de bande relative du Primaire par rapport a` celle du Secondaire et le deuxie`me rc (3.2)
repre´sente la position relative de la fre´quence centrale du PU par rapport au SU. Nous allons
examiner les indicateurs en fonction de ces parame`tres.
3.4.1 Analyse de l’indicateur gaussien
Comme on peut le voir sur les figures C.1 (a) et (b) de l’annexe C, l’indicateur gaussien
est similaire pour les interfe´rences et pour le bruit blanc gaussien pour toute valeur de rc.
Seul l’e´cart entre l’indicateur applique´ a` un bruit blanc et celui applique´ aux interfe´rences
varie avec r. Par conse´quent, nous examinons son e´volution en fonction de r a` rc fixe sur la
figure 3.6. Les parame`tres des simulations sont compris dans le tableau 3.1.
Plus r augmente, c’est a` dire plus la largeur de bande du PU est importante par rap-
port au SU, plus l’e´cart entre l’indicateur applique´ aux interfe´rences et celui au bruit blanc
28
Tableau 3.1 Parame`tres de simulation pour le crite`re Gaussien en fonction de rc
Fess(KHz) [8, 2.8] Gs [20, 7]
NechP 20 r (%) [5, 15]
Wp (Hz) 40 Ws (Hz) [800, 280]
fs [2000, 700] β 1
Ps(W) 1 rc(%) 20
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Figure 3.6 Observation de l’indicateur gaussien en fonction de r
gaussien est important ; le caracte`re gaussien diminue. Cette observation est encore plus fla-
grante lorsque le SU e´met sur une seule voie, comme l’on peut l’observer sur la figure C.2 de
l’annexe C. Lorsque r = 10%, l’ajout d’une voie en quadrature fait passer l’erreur relative
d’environ 300% sur la figure C.2 a` approximativement 30% sur la figure 3.6. Arbitrairement,
le choix de r < 5% pour justifier le caracte`re gaussien des interfe´rences acceptables semble
judicieux. En effet, en r = 5%, l’erreur relative est plus faible, environ 15% sur la figure 3.6
et approximativement 30% dans le cas de l’e´mission sur une voie de la figure C.2, ce qui est
bien faible compare´ aux erreurs relatives lorsque r > 10% dans le cas d’e´mission sur une seule
voie (> 300%).
De plus, la simulation de la re´ception d’un signal par le PU avec l’interfe´rence du SU que
l’on peut observer sur la figure F.1 en annexe F nous conforte dans ce choix de r. En effet,
on observe le respect de la probabilite´ d’erreur the´orique lorsque Gs > 20 ce qui confirme le
caracte`re gaussien (et blanc) des interfe´rences.
Enfin, lorsque le SU e´met sur une seule voie I, il apparaˆıt des phe´nome`nes de battements
des interfe´rences disparaissant lors de l’e´mission sur deux voies. Autour de ces valeurs de
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rc la distribution des interfe´rences au re´cepteur PU n’est plus gaussienne. La figure C.3 de
l’annexe C met en e´vidence ce phe´nome`ne.
3.4.2 Analyse de l’indicateur d’autocorre´lation
La variation de l’indicateur de « blancheur » en fonction de r ou rc est toujours la meˆme.
Elle est semblable a` celle d’un bruit blanc gaussien. Par conse´quent, l’impact de la largeur
de bande sur cet indicateur au re´cepteur Primaire semble ne´gligeable pour ces valeurs de r.
La figure C.4 de l’annexe C illustre la variation de l’indicateur en fonction de rc pour deux
valeurs de r.
3.4.3 Analyse de l’indicateur d’intercorre´lation
Comme explique´ a` la section 3.3.3, la « blancheur » de l’interfe´rence se de´finit par un
dernier crite`re : l’intercorre´lation des signaux I et Q de l’interfe´rence doit eˆtre nulle au
re´cepteur PU. Comme elle ne l’est pas vraiment en re´alite´, on compare les ordres de grandeur
entre l’autocorre´lation et l’intercorre´lation avec l’e´quation (3.13). Cette partie se base sur une
autre approximation qui consiste a` assimiler la densite´ d’interfe´rences a` un trape`ze si la bande
du PU est assez faible devant celle du SU.
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Figure 3.7 Observation de l’indicateur d’intercorre´lation lorsque le SU e´met sur une voie avec
r = 11%
Sur la figure 3.7, on observe l’indicateur donne´ par l’e´quation (3.13) applique´ a` un bruit
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blanc (courbe ’+’) et aux interfe´rences du SU (courbe ’o’) en fonction de rc et pour r=10%.
Ces courbes sont compare´es a` la valeur the´orique de l’indicateur donne´ par l’e´quation (3.16)
(courbe trait plein).
Tout d’abord, on remarque que la courbe the´orique majore comme pre´vu (voir sec-
tion 3.3.3) la courbe des interfe´rences du Secondaire. Cela signifie que l’influence de la pente
du spectre du SU devient le facteur de perte du crite`re de non-corre´lation entre I et Q
au re´cepteur PU. La courbe concernant l’interfe´rence (’o’) de´passe la valeur 0.1 autour de
rc = 67%. Comme indique´ dans la section 3.3.3, au-dela` de cette valeur de rc, I et Q ne
sont pas conside´re´s inde´pendants selon l’indicateur 3.13 ; le signal n’est pas conside´re´ comme
blanc au-dela` de ces valeurs. Cependant, il peut toujours suivre une distribution gaussienne.
Une diminution de r entraˆıne une perception plus « plate » de la densite´ de puissance
au re´cepteur Primaire ce qui cre´e une diminution de l’intercorre´lation. Lorsque r=5%, la
nouvelle valeur limite de rc devient 80% (figure C.5 de l’annexe C). Le seul moyen de rendre
l’intercorre´lation nulle est d’avoir un SU tre`s e´tale´ vis a` vis du PU.
Le cas ou` un filtre de type racine de cosinus est a` mentionner, car les performances sont
bien meilleures qu’avec un filtre rectangulaire ; les interfe´rences sont conside´re´es « blanches »
pour toute valeur de rc avec r = 5% (figure C.6 de l’annexe C).
3.5 Conclusion
En voulant ve´rifier les hypothe`ses de bruit blanc gaussien, nous avons brie`vement e´tudie´
plusieurs indicateurs, en particulier le caracte`re gaussien du bruit et sa « blancheur ». Ces
re´sultats ont e´te´ affiche´s et interpre´te´s en fonction de deux parame`tres : r et rc. Ils nous
permettent d’obtenir les conditions ne´cessaires sur Gs pour valider les hypothe`ses utilise´es
dans les chapitres suivants.
Concernant le crite`re gaussien, plus r est faible, plus le signal posse`de une distribution qui
tend vers une gaussienne. Ce dernier point est encore ame´liore´ avec l’e´mission d’interfe´rences
sur deux voies. Si on quantifie ce crite`re a` l’aide des valeurs de r, on peut voir que lorsque
r ≤ 5%, la qualite´ gaussienne des interfe´rences s’approche de celle d’un bruit thermique
mode´lise´ dans Matlab avec une erreur relative plus faible que ≈ 20%.
Pour ce qui est du caracte`re blanc des interfe´rences, on a remarque´ que l’e´le´ment pertur-
bateur des indicateurs est principalement la forme du spectre. Concernant l’autocorre´lation,
l’indicateur donne des re´sultats similaires pour les interfe´rences et le bruit blanc.
L’intercorre´lation est un facteur limitant beaucoup plus important, l’utilisation d’un filtre
en racine de cosinus permet de valider le crite`re d’intercorre´lation pour r ≤ 5% pour toute
valeur de rc.
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On peut ajouter que la superposition d’un signal tre`s e´tale´ a` un bruit thermique risque de
couvrir les interfe´rences et donc d’atte´nuer davantage toutes ces contraintes. Les variations du
spectre perturbant la « blancheur » ont des chances d’eˆtre couvertes par un bruit thermique
plus important.
De plus, selon les re´sultats obtenus avec les indicateurs mentionne´s dans cette e´tude, il
est pre´fe´rable qu’un SU qui de´sire s’inse´rer en causant le moins de perturbations possible
utilise une e´mission sur les voies I et Q simultane´ment. Ceci est recommande´ afin d’e´viter
les phe´nome`nes de battements et pour augmenter le caracte`re gaussien des interfe´rences.
Par conse´quent, dans la suite de ce me´moire, l’hypothe`se d’interfe´rences « blanches » et
gaussiennes sera conside´re´e comme valide si Ws ≥ 20 Wp (r ≤ 5%) sur toute la largeur de
bande du Secondaire. Cette relation nous permet donc de fixer une valeur de Gs minimum
et de faciliter quelque peu les calculs.
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CHAPITRE 4
Analyse et E´valuation de l’Interfe´rence Admissible au Primaire et de
l’E´talement Spectral du Secondaire
Ce chapitre concerne l’analyse et l’e´valuation des interfe´rences admissibles au PU ainsi
que de l’e´talement spectral du SU. Ce dernier souhaite communiquer sur les meˆmes ressources
spectrales et temporelles qu’un usager Primaire sans cependant provoquer de de´gradation de
la QoS. Le SU utilise le concept d’e´talement spectral afin de re´duire les interfe´rences qu’il
cause au re´cepteur PU. Les objectifs de ce chapitre se rapportent a` caracte´riser ces interfe´-
rences admissibles au PU, l’e´talement minimal d’un SU ainsi que l’influence des parame`tres
tels que la diversite´ et la QoS. On supposera les interfe´rences « blanches » et gaussiennes ce
qui implique l’utilisation des limites introduites dans le chapitre pre´ce´dent. De plus, comme
le SU se superpose au PU, il diminue les performances de ce dernier. Par conse´quent, il
est ne´cessaire de fixer la limite entre une communication nuisible et une autre qui ne l’est
pas. Nous fixerons cette limite selon une performance d’erreur (qualite´ de service du PU)
impliquant un niveau de densite´ d’interfe´rence a` ne pas de´passer par le SU.
Dans un premier temps, nous spe´cifions le contexte de transmission. Dans un second
temps, nous calculons les interfe´rences admissibles au PU pour un canal AWGN et un canal
Rayleigh. Ensuite, nous encadrons l’e´nergie par symbole au SU ce qui permet de trouver une
valeur minimale de son gain d’e´talement Gs. Dans un quatrie`me temps, nous interpre´tons
les re´sultats the´oriques et les simulations. Enfin, nous discutons de l’influence de parame`tres
supple´mentaires.
4.1 Le contexte de transmission
Le contexte de transmission est suppose´ non synchrone entre les deux re´seaux. Le Secon-
daire souhaite communiquer tout en assurant une QoS au Primaire. Nous traduisons cette
dernie`re notion par un taux d’erreur maximum ne devant pas eˆtre franchi au re´cepteur PU.
Ce taux d’erreur fixe une quantite´ d’interfe´rence maximum dans la bande du PU qui ne doit
pas eˆtre de´passe´e par la somme de l’interfe´rence provenant du SU et du bruit thermique.
Le SU est capable, a` son re´cepteur, d’e´taler l’interfe´rence en bande e´troite provenant
du PU. Il doit choisir son e´nergie par symbole et son e´talement spectral afin, a` la fois, de
respecter la QoS du PU mais aussi celle ne´cessaire a` sa propre communication. La QoS du
SU sera aussi de´finie comme un taux d’erreur.
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On suppose que les interfe´rences provenant du SU sont blanches et gaussiennes et que le
bruit thermique est de meˆme densite´ aux re´cepteurs PU et SU.
La figure 4.1 illustre les liens de communication possibles ainsi que les interfe´rences entre
les diffe´rents usagers du syste`me. Le re´seau contient deux paires d’usagers pouvant tous eˆtre,
soit re´cepteur, soit e´metteur. Les fle`ches en pointille´s concernent les interfe´rences entre les
usagers, les fle`ches pleines a` un coˆte´ de´crivent une communication sur un meˆme re´seau et les
doubles fle`ches de´signent un e´change ne´cessaire a` l’insertion des Secondaires. Le SU a besoin
d’une connaissance apriori d’informations de la part du PU (SpINR, QoS) pour pouvoir
communiquer en meˆme temps et dans la meˆme bande de fre´quences dans le but d’e´viter la
de´gradation de la QoS du PU. Afin de ne pas tenir compte de conside´rations sur la ge´ome´trie
du proble`me, tous les canaux sont similaires et de distance e´gale a` l’unite´.
S
S
P
P
Figure 4.1 Illustration des diffe´rents liens de communications et interfe´rences.
4.2 Calcul des interfe´rences admissibles au PU
Les de´tails des calculs de probabilite´ sont de´finis a` l’annexe D. Nous pre´sentons ici, les
re´sultats de l’analyse des interfe´rences « blanches » et gaussiennes admissibles au PU selon
des contraintes de QoS que nous allons de´tailler pour un canal AWGN et un canal de Ray-
leigh. Tout d’abord, nous allons de´finir mathe´matiquement la QoS, ce qui permet ensuite, de
majorer la quantite´ d’interfe´rence au re´cepteur Primaire puis, nous analysons les re´sultats
the´oriques.
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4.2.1 De´finition de la Qualite´ de Service
Conside´rons le seuil d’erreur maximal τp tole´re´ au PU, son rapport signal a` bruit sans
interfe´rence SpNR et le meˆme ratio contenant des interfe´rences Ip blanches et gaussiennes en
plus du bruit thermique note´ SpINR.
SpINR =
SpNR
1 + IpNR
(4.1)
L’IpNR repre´sente le rapport de la densite´ d’interfe´rences sur la densite´ de bruit thermique
au PU en re´ception.
Afin de satisfaire le crite`re de QoS du PU, la probabilite´ d’erreur (note´ Pe) au re´cepteur
PU doit eˆtre majore´e par le taux maximal d’erreur τp de la manie`re suivante :
Pe(|α|2SpINR) ≤ τp (4.2)
Ou` |α|2 repre´sente la variation de puissance du signal en re´ception due a` la propagation
dans le milieu de communication. Cette variation est e´gale a` 1 dans le cas AWGN ou suivre une
loi de probabilite´ (Exponentielle). Dans le cas ou |α|2 suit la loi de probabilite´, nous utiliserons
un calcul de probabilite´ de re´ussite de´pendant d’un ratio temporel que nous noterons Tp pour
un PU. La probabilite´ de re´ussite s’exprime de la fac¸on suivante :
P (a ≥ b) ≥ Tp (4.3)
L’interpre´tation de (4.3) est la suivante : la probabilite´ que a soit supe´rieur a` b est supe´-
rieure a` Tp pourcent du temps.
Par la suite, nous conside´rerons que le Primaire communique en BPSK cohe´rent et qu’il
existe une valeur SpNRmin pour que le signal soit de´code´ en ayant au plus τp erreurs. La
fonction Q(.) est de´finie dans l’annexe D. On obtient donc :
SpNRmin =
Q−1(τp)
2
(4.4)
Par conse´quent, dans le cas d’un canal ou` la puissance du signal suit une loi de probabilite´,
la satisfaction du crite`re de QoS au PU s’exprimera comme la minoration du SpINR instan-
tane´ multiplie´ par la variation de puissance ale´atoire du canal, par le SpNRmin au moins Tp
pourcent du temps comme e´crit dans l’e´quation suivante :
P (|α|2SpINR ≥ SpNRmin) ≥ Tp (4.5)
35
Nous conside´rerons que le PU est capable de re´cupe´rer de la diversite´ (note´ Lp) pour
ame´liorer ses performances.
4.2.2 Canal a` Bruit Blanc Additif Gaussien (AWGN)
En reprenant (4.2) et en sachant qu’en BPSK, la probabilite´ d’erreur sur un canal AWGN
s’e´crit (voir annexe D.2) :
Pe(|α|2SpINR) = Q
(√
2|α|2SpINR
)
(4.6)
De plus, le PU re´cupe`re une quantite´ de diversite´ |α|2 = Lp dans le cas AWGN, par conse´quent
en utilisant (4.6), on obtient :
Lp SpINR ≥ SpNRmin (4.7)
Et en utilisant (4.1) et (4.7), on obtient une borne majorant l’IpNR admissible au re´cep-
teur PU dans le cas d’un canal AWGN :
0 ≤ IpNR ≤ Lp SpNR
SpNRmin
− 1 (4.8)
4.2.3 Canal de Rayleigh
Le cas du canal exponentiel correspond au cas ou` le signal subit des e´vanouissements de
Rayleigh de variance 1 et de moyenne nulle au re´cepteur primaire. |α|2 suit une loi exponen-
tielle de parame`tre 1 (annexe D.3). De plus, le PU re´cupe`re de la diversite´ note´e Lp. Analysons
dans un premier temps la distribution de puissance en re´ception. |α|2 contient la somme des
Lp variables exponentielles inde´pendantes. Par conse´quent, |α|2 suit une loi gamma de para-
me`tres Lp et 1 note´e γ(Lp, 1) (voir annexe E.1). Il est possible de de´velopper l’e´quation (4.5)
en utilisant la fonction de re´partition comple´mentaire de |α|2 (E.6) de l’annexe E et note´e
ΓLp . Rappelons que ΓL(x) =
Γ(x,L)
(L−1)! ou` Γ de´signe la fonction gamma incomple`te supe´rieure.
En reprenant (4.5), on peut re´e´crire :
P
(
|α|2 ≥ SpNRmin
SpINR
)
≥ Tp = ΓLp
(
SpNRmin
SpINR
)
≥ Tp (4.9)
Puisque la fonction ΓLp est inversible et de´croissante sur R+, (4.9) se transforme en :
0 ≤ IpNR ≤ Γ−1Lp (Tp)
SpNR
SpNRmin
− 1 (4.10)
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4.2.4 Interpre´tations des re´sultats
L’intensite´ maximale d’interfe´rences blanches et gaussiennes a e´te´ calcule´e dans les deux
sections pre´ce´dentes pour un canal AWGN et un canal de Rayleigh. Ces intensite´s sont
relatives a` notre de´finition de la QoS comme un taux d’erreur maximal repre´sente´ par l’e´qua-
tion (4.2) pour le canal AWGN et l’e´quation (4.5) pour le canal de Rayleigh. Afin d’analyser
les re´sultats, nous devons fixer les parame`tres (τp,Tp) spe´cifiant cette QoS dans nos exemples.
Cependant, ce sont les ope´rateurs (ou les fournisseurs de services) qui spe´cifieront ces va-
leurs. Dans un premier temps, nous analysons l’impact de la variation de τp sur la quantite´
maximale d’interfe´rences au PU, puis nous effectuons une e´tude similaire avec la variation
du parame`tre Lp.
Variation de τp
Les parame`tres de simulation permettant d’observer la quantite´ d’interfe´rences maximum
au PU sont contenus dans le tableau 4.1.
Tableau 4.1 Parame`tres de la simulation pour l’INR
Parame`tres τp Tp SpNRmin (dB) Lp
Valeurs 10−3, 10−5, 10−7 0.99 6.79, 9.59, 11.31 1
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Figure 4.2 Limite de l’IpNR au PU en fonction du SpNR
Les courbes (a) et (b) de la figure 4.2 repre´sentent les valeurs maximales du rapport
d’interfe´rences sur le bruit thermique au re´cepteur Primaire (IpNR), pour les deux canaux
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mentionne´s (AWGN et Rayleigh), que peut recevoir un PU a` son re´cepteur avec les contraintes
de QoS utilise´es pre´ce´demment. En abscisse, il y a le SpNR au re´cepteur Primaire, et en
ordonne´e il y a l’IpNR en de´cibels. On peut observer pour les deux canaux, trois courbes,
une pour chaque valeur de τp, ayant des comportements similaires.
En e´tudiant l’e´chelle des abscisses dans les deux cas, tel que pre´visible, nous pouvons
voir que les valeurs de SpNR croient a` mesure que τp diminue. De plus, a` meˆme τp un e´cart
d’environ 30 dB diffe´rencie le cas AWGN du cas Rayleigh. Cela indique une de´gradation des
performances du PU due aux e´vanouissements du signal.
En observant les deux ine´galite´s concernant l’IpNR (4.8) et (4.10), on remarque la pre´sence
d’un facteur devant le SpNR que nous nommerons βA pour le canal AWGN, βR pour le canal
de Rayleigh et β lorsque les deux types de canaux sont conside´re´s. La partie droite des
ine´galite´s est positive si SpNR > 1/β, cette ine´galite´ caracte´rise l’espace ou` des interfe´rences
sont possibles au PU (IpNR > 0).
En ce qui concerne le canal de Rayleigh, plus les e´vanouissements sont importants et
plus βR est faible, donc il faut un SpNR de plus en plus grand pour observer un espace
d’interfe´rence accessible au PU. De meˆme manie`re, quelque soit le type de canal, plus la QoS
au PU est importante (plus τp est faible) et plus βR et βA sont faibles. Pour avoir un IpNR
positif, il faut avoir un SpNR suffisamment grand pour que la QoS soit respecte´e. Enfin,
les bornes sur IpNR (4.8)(AWGN) et (4.10)(Rayleigh) sont des e´quations line´aires en SpNR
ou` β repre´sente la de´rive´e par rapport au SpNR. Par conse´quent, plus la valeur de β est
faible plus la croissance de l’espace d’interfe´rences est lente. Les valeurs de β correspondent a`
l’inverse des asymptotes verticales de IpNR dont les valeurs de SpNR sont regroupe´es dans le
tableau 4.2. Lorsque le SpNR est plus faible que les valeurs mentionne´es l’ajout d’interfe´rences
au re´cepteur PU n’est pas possible selon les crite`res fixe´s. Meˆme sans interfe´rences, la valeur
de SpNR ne permet pas au PU de respecter la QoS fixe´e dans l’exemple.
Dans chaque cas, lorsque des interfe´rences sont possibles, alors leur intensite´ augmente
avec SpNR. La valeur de l’IpNR affiche´ correspond au cas ou` l’on maintient la performance
du PU la plus faible possible tout en respectant ses crite`res de QoS. Cette valeur maximale
d’IpNR correspond a` un SpINR constant au re´cepteur PU. Par conse´quent, si l’on choi-
sit de remplir l’espace d’interfe´rence, la performance au PU reste constante lorsque SpNR
augmente.
Variation de Lp
Observons l’influence de la diversite´ sur les interfe´rences acceptables au Primaire. Le
tableau 4.3 pre´sente les parame`tres de la simulation pour l’analyse de IpNR.
Les figures 4.3 (a) et (b) rassemblent les re´sultats de cette analyse pour les deux types
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Tableau 4.2 Valeurs en SpNR des asymptotes pour les diffe´rents types de canaux
τp AWGN (dB)
Rayleigh (dB)
Tp = 0.99
10−3 6.7895 26.7677
10−5 9.5879 29.5661
10−7 11.3081 31.2869
Tableau 4.3 Parame`tres de la simulation pour l’INR avec diversite´ au PU
Parame`tres τp Tp Lp
Valeurs 10−5 0.99 1, 2, 4
de canaux. Les abscisses et les ordonne´es sont similaires a` la simulation pre´ce´dente. On note
la ressemblance des figures 4.3 et des figures 4.2. On en de´duit que la diversite´ modifie un
parame`tre qui a une influence similaire a` celle de la QoS.
La principale diffe´rence avec la situation pre´ce´dente 4.2.4 provient des rangs de valeurs de
SpNR. La diversite´ permet de lutter efficacement contre les e´vanouissements, par conse´quent
les valeurs de SpNR se chevauchent presque entre les deux types de canaux. Par exemple, le
cas Lp = 4 pour le canal de Rayleigh donne une quantite´ d’IpNR acceptable du meˆme ordre
de grandeur que pour AWGN avec Lp = 1.
En reprenant la meˆme de´marche que dans la partie pre´ce´dente, observons l’inverse du
coefficient β devant le SpNR. Comme le montre le tableau 4.4, ce coefficient correspond aux
valeurs des asymptotes en termes de SpNR et on remarque que la diversite´ au PU les re´duit
conside´rablement ; l’espace d’interfe´rences accessible au PU commence pour de plus faibles
valeurs de SpNR lorsque Lp augmente. De plus, l’e´cart entre le cas AWGN et exponentiel a
tendance a` se re´sorber avec la diversite´ au PU. Pour Lp = 1 il est de 20 dB tandis que pour
Lp = 4 il n’est plus que de 7 dB.
Tableau 4.4 Valeur de 1/β lorsque le PU utilise la diversite´
XXXXXXXXXXXXCas
Diversite´
1 2 4
AWGN (dB) 9.58 6.58 3.57
Exponentiel (dB) 29.57 17.87 10.43
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Figure 4.3 Limite de l’INR au PU avec de la diversite´ en fonction du SpNR
4.2.5 Remarque
La pre´sence des asymptotes verticales observe´es n’est pas viable dans un monde physique.
Avant ces asymptotes verticales, l’interfe´rence admissible au PU est nulle. Dans les syste`mes
re´els, cela doit eˆtre une limite plus douce. Cependant, dans certaines situations, le Secondaire
ne peut s’inse´rer si le canal du Primaire est mauvais car le moindre ajout d’interfe´rence
diminue la QoS du PU. Toutefois, on voit que si celui-ci peut e´changer de l’information selon
la QoS fixe´e, alors il existe un espace d’interfe´rences accessible par les SUs.
4.3 Calcul de la puissance d’e´mission du SU
Pour pouvoir communiquer correctement le SU doit e´mettre assez de puissance pour eˆtre
de´code´ par le re´cepteur SU selon les contraintes des QoS de´finies dans la section 4.2.1. Le
re´cepteur SU e´tale les interfe´rences en bande e´troite provenant de l’e´metteur PU et rec¸oit le
bruit thermique environnant (N0). Ne´anmoins, plus sa densite´ de puissance est grande plus
les interfe´rences cause´es au PU sont importantes. Dans un premier temps, nous re´glons son
e´nergie par symbole pour qu’il puisse communiquer et dans un second temps, son e´talement
pour que sa densite´ d’interfe´rence au PU ne soit pas supe´rieure aux valeurs calcule´es dans la
section 4.2. On supposera que le SU connait le SpNR du re´cepteur PU, sa QoS τp, ainsi que
le comportement du canal entre l’e´metteur SU et le re´cepteur PU.
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4.3.1 Calculs de puissance
Le rapport signal a` bruit au re´cepteur Secondaire est note´ SsNR et le taux d’erreur maxi-
mal au re´cepteur SU est note´ τs. Toutes les interfe´rences subies par les usagers sont suppose´es
blanches et gaussiennes. Sous l’hypothe`se que les communications se font en BPSK, le SNR
minimum a` respecter au re´cepteur SU est donne´ par l’e´quation :
SsNRmin =
Q−1(τs)
2
(4.11)
Concernant la de´finition mathe´matique de la QoS, le raisonnement de la section 4.2.1 est
repris. Les e´quations (4.2) et (4.5) repre´sentent respectivement les conditions a` respecter au
re´cepteur SU pour le canal AWGN et le canal Rayleigh. SpINR, τp, Tp et Lp deviennent
respectivement SsINR, τs, Ts et Ls.
L’interfe´rence provenant du PU au re´cepteur SU est e´tale´e par le facteur d’e´talement Gs
du Secondaire. Le rapport de ces interfe´rences au re´cepteur SU sur le bruit thermique (IsNR)
peut donc eˆtre exprime´ de la fac¸on suivante :
IsNR =
SpNR
Gs
(4.12)
Canal AWGN
En utilisant l’e´quation (4.2) applique´e a` un SU ainsi que la limite minimum en SsNR
(4.11) et l’interpre´tation mathe´matique de l’interfe´rence du PU au SU (4.12), on obtient une
borne infe´rieure du SsNR lui permettant de respecter la QoS :
SsNR ≥ SsNRmin|α|2
(
1 +
SpNR
Gs
)
(4.13)
|α|2 = Ls (4.14)
Canal de Rayleigh
Comme pre´ce´demment, en utilisant l’e´quation (4.5) applique´e a` un SU avec la manipula-
tion mathe´matique de´crite dans la section 4.2.3 concernant la somme de lois exponentielles
inde´pendantes ainsi que la limite minimum en SsNR (4.11) et l’interpre´tation mathe´matique
de l’interfe´rence du PU au SU (4.12), on obtient une minoration du SsNR lui permettant de
respecter la QoS pour un canal de Rayleigh :
SsNR ≥ SsNRmin
Γ−1Ls (Ts)
(
1 +
SpNR
Gs
)
(4.15)
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4.4 Calcul de l’e´talement du SU
Une fois que le SU a re´gle´ sa puissance d’e´mission pour respecter les conditions de la
section 4.3.1, il doit re´gler son e´talement de manie`re a` suivre la densite´ d’interfe´rences maxi-
mum calcule´e dans la partie 4.2, car l’objectif consiste a` superposer le SU sur le PU en
utilisant tout l’espace d’interfe´rence disponible. Si les ine´quations (4.8) pour le canal AWGN
et (4.10) pour le canal de Rayleigh ne peuvent eˆtre respecte´es par le SU alors ce dernier ne
peut communiquer sur les meˆmes ressources. Tout d’abord, nous pre´ciserons la valeur des
interfe´rences que le SU e´met puis, nous calculerons une borne sur le SsNR nous permettant
d’obtenir une valeur minimale pour le gain de traitement Gs. Par la suite, nous analyserons les
re´sultats the´oriques en faisant varier la QoS, la diversite´ et les ratios temporels (Tp,Ts). Enfin,
nous validerons les re´sultats par simulations et nous discuterons de l’impact de parame`tres
supple´mentaires.
4.4.1 Interfe´rences cause´es par le SU au re´cepteur PU
L’e´talement spectral du SU lui confe`re une densite´ de puissance plus faible dans la bande
du PU. Cette densite´ d’interfe´rence perc¸ue par le PU est e´gale la densite´ de puissance e´mise
par le SU divise´e par le gain de traitement de ce dernier. L’ine´galite´ suivante indique la
condition a` respecter par le SU et son e´talement pour ne pas cre´er d’interfe´rences nuisibles
au PU selon la QoS de´finie dans la section 4.2.1 :
SsNR
Gs
≤ IpNR (4.16)
4.4.2 Canal AWGN
En utilisant les e´quations (4.16) et (4.8) concernant la majoration des interfe´rences et
l’e´quation (4.13) repre´sentant une borne minimale sur SsNR pour que le SU communique en
respectant sa QoS, on obtient un encadrement pour SsNR (4.17) puis une borne minimale
pour Gs (4.19).
SsNRmin
Ls
(
1 +
SpNR
Gs
)
≤ SsNR ≤ Gs IpNR = Gs
(
Lp SpNR
SpNRmin
− 1
)
(4.17)
En reliant les bornes infe´rieures et supe´rieures de (4.17), ce qui signifie que le SU adapte
sa puissance, il apparait que Gs doit ve´rifier l’ine´quation suivante :
G2sIpNR−Gs
SsNRmin
Ls
− SsNRmin
Ls
SpNR ≥ 0 (4.18)
La partie gauche de l’ine´galite´ (4.18) est un polynoˆme du second ordre en Gs. En posant
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a = IpNR, b = −SsNRminLs et c = bSpNR, le comportement de cette e´quation est analysable.
Comme a ≥ 0, et si a > 0 dans le cas ou` des interfe´rences sont possibles au re´cepteur PU,
alors c
a
< 0 et il existe deux solutions (∆ = b2 − 4ac > 0). Graˆce aux relations entre racines
et coefficients, on obtient Gs1Gs2 = c/a (Gs1 et Gs2 sont les racines du polynoˆme). Par
conse´quent, les racines sont de signes oppose´s et la valeur positive de Gs, que l’on notera
Gs+, est directement calculable (4.19).
Gs+ =
−b+√∆
2a
=
SsNRmin
2LsIpNR
(
1 +
√
1 + 4
Ls.IpNR.SpNR
SsNRmin
)
(4.19)
Pour que les conditions de l’e´quation (4.19) et du chapitre pre´ce´dent concernant les hy-
pothe`ses d’interfe´rences blanches et gaussiennes, il faut que Gs ≥ Gs+ ≥ 20 lorsque les taux
de transmissions du PU et SU sont les meˆmes. Une diffe´rence dans ces de´bits binaires sera
discute´e dans la section 4.6.2. L’e´talement minimum atteignable avec l’e´quation (4.19) est
repre´sente´ par l’e´galite´ (4.20) lorsque SpNR tend vers l’infini.
Gmin =
√
SsNRminSpNRmin (4.20)
4.4.3 Canal de Rayleigh
Dans ce cas, qui est similaire au pre´ce´dent sur la me´thode, on utilise la borne supe´rieure
sur IpNR (4.10) et (4.15) pour connaitre le SsNR maximum ainsi que la borne infe´rieure sur
le SsNR (4.16) permettant d’obtenir un encadrement de l’e´nergie par symbole du PU (4.21)
pour en de´duire une borne minimale sur Gs (4.22).
SsNRmin
Γ−1Ls (Ts)
(
1 +
SpNR
Gs
)
≤ SsNR ≤ Gs.
(
Γ−1Lp (Tp).SpNR
SpNRmin
− 1
)
(4.21)
La forme de l’ine´quation (4.21) est similaire au cas du canal AWGN (4.17), le meˆme
raisonnement concernant l’e´tude d’un polynoˆme du second ordre est applicable. Cela permet
d’obtenir une borne minimale appele´e Gs+ sachant que Gs ≥ Gs+ si INR > 0 :
Gs+ =
SsNRmin
2.Γ−1Ls (Ts)INR
1 +
√
1 + 4
Γ−1Ls (Ts).INR.SpNR
SsNRmin
 (4.22)
Calculons la valeur minimum de la borne (4.22) en faisant tendre SpNR vers l’infini :
Gs+ =
√
SsNRminSpNRmin
√
Γ−1Ls (Ts)Γ
−1
Ls
(Tp)
Γ−1Ls (Ts)
(4.23)
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4.4.4 Interpre´tations des Re´sultats
Les re´sultats pre´ce´dents pre´sentent un encadrement du SsNR (4.17) et (4.21) ainsi qu’une
borne minimale sur le gain de traitement du SU (4.19) et (4.22) pour le canal AWGN et
Rayleigh respectivement. Le SU doit utiliser ces e´quations si il de´sire communiquer, a` l’aide
d’une technique d’e´talement spectral, sur les meˆmes ressources que le PU tout en respectant
les QoS de´finies dans la section 4.2.1.
Si le SU utilise l’e´talement Gs+ donne´ par (4.19)et (4.22) alors il ne be´ne´ficie d’aucune
liberte´ pour son choix de puissance, car les bornes gauche et droite de (4.17) ou (4.21)
sont e´gales. Cependant, comme mentionne´ plus toˆt, les valeurs de Gs calcule´es sont des
bornes minimales. Si l’usager choisit d’utiliser une valeur plus importante alors le choix de
la puissance du SU devient plus large car l’encadrement de SsNR n’est plus strict. Dans ce
dernier cas, pour eˆtre plus pre´cis, si le SU choisit de suivre la borne gauche des ine´galite´s (4.17)
ou (4.21), il e´met avec le moins d’e´nergie possible et de´cide de maintenir sa QoS a` sa valeur
minimale, tandis que celle du PU s’ame´liore avec le SpNR. Dans l’autre cas extreˆme, si le SU
de´cide de suivre la borne de droite alors il de´cide d’ame´liorer sa QoS et de remplir totalement
l’espace d’interfe´rence du PU, c’est-a`-dire que SpINR reste constant avec l’e´volution de
SpNR.
Les valeurs des parame`tres de QoS sont fixe´es dans les analyses qui vont suivre, cependant,
si un tel syste`me est applique´ dans la re´alite´, leur spe´cification sera faite par des autorite´s
compe´tentes (FCC aux E´tats Unis, ANFR en France..) ou par les ope´rateurs ou les fournis-
seurs de service.
Tout d’abord, nous e´tudions l’impact de SpNR sur l’e´talement Gs et le SsNR, par la suite
nous allons observer l’impact de la diversite´ aux re´cepteurs SU et PU, ainsi que les variations
de QoS et des ratios temporels (Tp et Ts).
Evaluation de Gs et SsNR au SU
Dans cet exemple, nous allons observer de manie`re simple la variation de la borne sur
le gain d’e´talement au SU pour deux types de canaux en fonction du SpNR. De plus, nous
examinons le comportement du SsNR en fonction du SpNR.
Les parame`tres de simulation sont montre´s dans le tableau 4.5. Dans le cas du canal de
Rayleigh la limite Gs < 20 n’est jamais atteinte car Gmin = 655.7 (4.20). Par conse´quent,
on ne peut observer le fait que les bornes de SsNR se se´parent juste en observant la borne
infe´rieure de Gs.
Sur la figure 4.4, on observe la variation des gains de traitement lorsque le SpNR varie
pour le canal de Rayleigh et le canal AWGN. On perc¸oit deux courbes de´croissantes situe´es
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Tableau 4.5 Parame`tres d’affichage des re´sultats
τp 10
−5 τs 10−3
Tp 0.99 Ts 0.99
Lp 1 Ls 1
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AWGN
Rayleigh
Figure 4.4 Gs en fonction du SpNR pour les deux cas
a` des e´chelles diffe´rentes. Chacune des courbes commence par une asymptote verticale situe´e
a` un emplacement bien particulier (9.59 dB pour AWGN et 29.57 dB pour Rayleigh) cor-
respondant au SpNR minimum permettant l’ajout d’interfe´rences au PU dans les conditions
du proble`me. En dessous de la valeur de SpNR correspondante a` cette asymptote verticale,
l’ajout d’interfe´rences n’est pas possible selon les crite`res de QoS. Par conse´quent, il n’y a
pas de valeur possible pour Gs. Les valeurs de ces limites sont contenues dans le tableau 4.4
pour L = 1.
Lorsque l’ajout d’interfe´rence devient possible Gs se met a` de´croitre en fonction du SpNR,
cette diminution entraine une augmentation de la densite´ d’interfe´rence au PU qui est accep-
table car le SpNR augmente. Dans le cas AWGN, on atteint tre`s rapidement apre`s l’asymptote
(3.5 dB apre`s) la valeur minimale de Gs vis-a`-vis des interfe´rences ; c’est-a`-dire Gs = 20 (cha-
pitre 3). Dans le canal de Rayleigh, cette valeur (4.23) n’est jamais atteinte comme pre´cise´
pre´ce´demment.
Sur les figures 4.5 (a) et (b), on peut observer la variation du SsNR. Lorsque l’insertion
du SU est possible, le SsNR est une fonction croissante de SpNR. En effet, la valeur de Gs
minimum de´croit lorsque le SpNR augmente ce qui entraine une augmentation des interfe´-
rences au re´cepteur SU qui doit accroˆıtre le SsNR pour conserver sa QoS. Dans le cas AWGN,
quand la limite de Gs est atteinte, les bornes de SsNR ne concordent plus et par conse´quent,
il existe une zone de variation du SsNR (e´cart entre la borne minimum et maximum sur la
figure 4.5(a)). Si la limite basse est utilise´e alors le SU fait en sorte de conserver sa QoS au
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Figure 4.5 SsNR en fonction du SpNR pour les deux cas
minimum (SsINR constant). Dans le cas contraire, il suit la limite haute, il essaie de remplir
l’espace d’interfe´rence du PU et de maintenir la QoS du PU au minimum. Cela signifie que
le SpINR reste constant a` sa valeur la plus faible possible quelque soit le SpNR.
Lorsque Gs = Gs+ > 20, il n’y a pas de variation possible de SsNR. Cependant, l’usager
Secondaire peut choisir d’augmenter volontairement son gain de traitement Gs, auquel cas,
il peut augmenter sa liberte´ de choix de l’e´nergie par symboles.
Les figures 4.6 (a) et (b) pre´sentent l’impact d’une multiplication par deux de la borne
minimale de Gs sur le SsNR pour les deux canaux e´tudie´s. Les courbes plus e´paisses re-
pre´sentent les valeurs minimales et maximales possibles de SsNR lorsque Gs = 2Gs+. Tout
d’abord, on note l’augmentation de la borne supe´rieure de SsNR dans les deux cas de 3 dB,
car Gs = 2 Gs+ et qu’elle est proportionnelle a` Gs. De plus, la borne minimale de SsNR
tend vers une valeur basse a` mesure que Gs augmente. Cette valeur repre´sente le SsNR mi-
nimum ne´cessaire au respect de la QoS au re´cepteur SU. En prenant la borne gauche des
e´quations (4.17) ou (4.21) et enlevant le terme correspondant aux interfe´rences du PU sur le
SU on peut calculer la valeur minimale de ce SsNR minimum.
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Figure 4.6 SsNR en fonction du SpNR lorsque Gs est multiplie´ par 2
E´valuation de Gs et diversite´ au SU
Dans cet exemple, toujours avec les parame`tres du tableau 4.5, nous allons e´tudier l’impact
de la variation de la diversite´ au niveau du re´cepteur SU (Ls) sur la borne infe´rieure du gain
d’e´talement du SU et le SsNR pour les deux types de canaux conside´re´s dans ce chapitre.
Les figures 4.7 (a) et (b) pre´sentent la borne minimale sur Gs dans le cas AWGN (4.19) et
de Rayleigh (4.22). Pour chaque canal, les courbes se diffe´rencient par la diversite´ accessible
au SU.
Comme pre´ce´demment, les ordres de grandeur en SpNR ne sont pas les meˆmes d’un canal a`
l’autre. Les e´vanouissements pour le canal de Rayleigh impliquent un SpNR minimum d’acce`s
aux interfe´rences par le SU bien plus important que pour un canal AWGN.
L’augmentation de la diversite´ au SU permet de diminuer l’e´talement. En effet, cette
diversite´ est perc¸ue comme un gain de puissance de la part des re´cepteurs ce qui permet de
lutter plus facilement contre les interfe´rences provenant du PU et donc de diminuer le gain
d’e´talement. Afin de diminuer l’interfe´rence cause´e au PU, le SU doit re´duire la puissance
d’e´mission comme cela s’observe sur les figures 4.8 (a) et (b) pre´sentant la variation du SsNR
pour les deux types de canaux et les parame`tres de l’exemple. Sur la figure 4.8 (a), on observe,
dans le cas AWGN, les bornes infe´rieures en traits fin et les bornes supe´rieures traits e´pais.
Cette distinction n’apparait pas dans le cas Rayleigh car la valeur de Gs est toujours supe´rieur
a` 20.
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Figure 4.7 Gs en fonction du SpNR pour les deux cas avec diversite´ au SU
On note l’importance de la de´croissance de Gs sur les figures 4.7 (a) et (b) avec l’augmen-
tation de 1 de la diversite´ au SU et plus particulie`rement dans le cas du canal de Rayleigh
(≈ 6 dB) compare´ au canal AWGN (≈ 2dB). Cette variation est aussi visible sur les courbes
de SsNR des figures 4.8 (a) et (b). Cela justifie l’importance de la diversite´ dans un syste`me
subissant des e´vanouissements de Rayleigh.
De plus, sur la figure 4.8 (a), dans le cas du canal AWGN et lorsque Gs = 20, les bornes
supe´rieures des deux courbes (Ls = 1 et 2) sont semblables, car la borne droite des e´qua-
tions (4.19) et (4.22) ne de´pend pas de Ls. La zone de variation de puissance du SU s’en
retrouve augmente´e car la borne minimale de SsNR diminue.
Enfin, la diversite´ du coˆte´ du SU n’a aucun impact sur la zone d’accessibilite´ des interfe´-
rences par les Secondaires. Celle-ci est de´finie par la QoS du PU qui de´pend uniquement du
re´cepteur PU et du SpNR.
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Figure 4.8 SsNR en fonction du SpNR pour les deux cas avec diversite´ au SU
E´valuation de Gs et diversite´ au PU
On e´tudie maintenant l’impact de la diversite´ Lp au re´cepteur Primaire sur la borne
minimale de l’e´talement du Secondaire Gs et le SsNR. Les parame`tres de l’exemple sont
contenus dans le tableau 4.5.
Les figures 4.9 (a) et (b) pre´sentent la variation de Gs en fonction du SpNR pour les deux
types de canaux et pour deux valeurs de diversite´ au PU. L’augmentation de la diversite´ au
PU permet d’inse´rer des usagers plus toˆt en terme de SpNR. Les asymptotes sont situe´es
aux meˆmes valeurs de SpNR donne´es par le tableau 4.4. De plus, dans le cas du canal de
Rayleigh, la valeur de Gs minimale est plus faible lorsque Lp augmente. Dans le cas du canal
AWGN on n’observe pas cette diminution de l’asymptote horizontale en Gs car la valeur
minimale permettant les hypothe`ses de bruit blanc gaussien est supe´rieure a` ces asymptotes.
Concernant le SsNR repre´sente´ sur les figures 4.10 (a) et (b), on constate aussi la dimi-
nution du SpNR minimum d’insertion lorsque Lp augmente. Sur la figure 4.10 (a), les bornes
infe´rieures (courbes plus fines) se rejoignent lorsque Gs = 20 quelque soit Lp. En effet, les
bornes gauches des e´quations (4.19) et (4.22) ne de´pendent pas de Lp contrairement aux
bornes droites. De plus, l’augmentation de la diversite´ au PU augmente la zone de variation
de SsNR lorsque le gain d’e´talement Gs est supe´rieur a` la borne minimale (Gs = 20 > Gs+).
Enfin, lorsque Gs suit la borne minimale Gs+ donne´e par l’e´quation (4.19) pour AWGN et
par (4.22) pour le cas Rayleigh, le SsNR croˆıt avec Lp car le PU est capable de subir plus
d’interfe´rences graˆce a` sa diversite´ et le SU doit lutter face aux interfe´rences perc¸ues plus
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Figure 4.9 Gs en fonction du SpNR pour les deux types de canaux avec diversite´ au PU
e´leve´es a` cause d’une diminution de Gs .
E´valuation de Gs et QoS
Dans cette partie, on discute de l’impact de la variation de QoS des PUs et des SUs sur
le gain Gs et le SsNR en fonction du SpNR. Sur les figures 4.11 et 4.12, les courbes de la
colonne de gauche (a) et (c) repre´sentent la variation de QoS au Primaire et celles de droite
(b) et (d) au Secondaire. Sur la figure 4.12, les courbes plus e´paisses repre´sentent la borne
supe´rieure du SsNR. Notons qu’elles n’apparaissent pas dans le cas de Rayleigh car la valeur
de l’e´talement minimum Gs = 20 ne´cessaire a` la validation des hypothe`ses de bruit blanc
gaussien n’est pas atteinte dans cet exemple. Par conse´quent, la valeur indique´e est toujours
la borne minimum Gs = Gs+. Lorsque la QoS est fixe au SU alors τs = 10
−3 et lorsqu’elle est
fixe au PU τp = 10
−5.
Une diminution de τp, peut eˆtre vue comme une augmentation de la contrainte au PU, et
entraine l’apparition d’une valeur pour Gs pour de plus grandes valeurs de SpNR. Autrement
dit, l’entre´e du SU dans le re´seau se fait pour des valeurs plus importantes de SpNR a` mesure
que τp diminue. On retrouve les asymptotes de la partie 4.2 dont les valeurs sont contenues
dans le tableau 4.2.
Lorsque l’insertion d’un SU est possible, plus la QoS du PU est importante, c’est-a`-dire
τp est faible et plus le Secondaire doit diminuer son SsNR car l’interfe´rence admissible au
PU de´croit avec la diminution de τp. Dans le cas AWGN, lorsque les e´talements sont les
meˆmes (Gs = 20 pour diffe´rentes valeurs de τp), les bornes minimales sont les meˆmes comme
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Figure 4.10 SsNR en fonction du SpNR pour les deux cas avec diversite´ au PU
dans l’analyse pre´ce´dente lorsque Lp varie. Les bornes maximales diminuent avec τp, ce qui
implique que la liberte´ de variation du SsNR du SU de´croit.
Lorsque τs varie, l’asymptote verticale de SpNR d’insertion ne varie plus. Par contre, plus
la contrainte est faible au re´cepteur SU (τs augmente) plus le gain d’e´talement diminue. En
effet, la performance de´sire´e e´tant plus faible, l’e´talement des interfe´rences requis au re´cepteur
SU est moins important. Dans le cas du canal de Rayleigh, la variation de τs fait aussi varier
l’asymptote horizontale de Gs ; plus τs est faible plus elle est e´leve´e. En ce qui concerne
le SsNR, un τs faible requiert une puissance plus importante (ainsi qu’un e´talement plus
important pour diminuer l’interfe´rence cause´e au PU) pour satisfaire la QoS au SU. Encore
une fois, la zone de variation de SsNR dans le cas AWGN diminue lorsque la QoS au SU est
plus importante.
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Figure 4.11 Gs en fonction du SpNR pour les deux cas avec diversite´ au SU et au PU
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Figure 4.12 SsNR en fonction du SpNR pour les deux cas avec diversite´ au SU et au PU
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E´valuation de Gs et ratios temporels
Dans le cas du canal de Rayleigh, l’indicateur de performance concerne la probabilite´
de re´ussite un certain ratio du temps (4.5). Par conse´quent, la valeur donne´e par τp ou τs
ne repre´sente pas la probabilite´ d’erreur moyenne, mais la probabilite´ de succe`s un certain
pourcentage du temps. Nous allons donc observer l’influence du ratio temporel dans le cas du
canal de Rayleigh sur l’e´talement Gs et le SsNR en fonction du SpNR au PU. Par exemple,
conside´rons les parame`tres de l’analyse fournis au tableau 4.5 : si Tp varie alors Ts = 0.99 et
inversement.
– variation de Tp et Ts = 0.99 :
Sur les figures 4.13 (a) et (b), on observe la variation de Gs et de SsNR lorsque Tp
varie. Lorsque la contrainte de QoS augmente au PU (Tp augmente) alors la valeur de SpNR
permettant l’insertion d’un SU augmente. L’e´cart est environ 10 dB chaque fois. L’impact de
cette augmentation est semblable a` celui de la diminution de τp ou de Lp. Quand la QoS au
PU augmente, le SU doit diminuer son e´nergie par symbole et augmenter son e´talement pour
diminuer son interfe´rence au PU. La valeur de l’asymptote verticale du SpNR d’insertion est
donne´e par l’e´quation (4.24).
SpNRasymptote =
SpNRmin
Γ−1Lp (Tp)
(4.24)
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Figure 4.13 Variation de Tp
– variation de Ts et Tp = 0.99
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Sur les figures 4.14 (a) et (b), on observe la variation de Gs et de SsNR lorsque Ts varie.
L’augmentation de Ts a le meˆme effet sur Gs et le SsNR que la diminution de τs ou de Ls,
seuls les e´carts sont diffe´rents.
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Figure 4.14 Variation de Ts
– Pre´cisions sur la QoS :
Dans le cas du canal de Rayleigh la spe´cification de τp (ou τs) comme taux d’erreur ne
suffit pas, il faut ajouter une pre´cision sur le ratio temporel de validite´ de l’e´quation (4.5). En
effet, selon la valeur de ce ratio, l’erreur moyenne se trouve modifie´e. Afin de rester cohe´rent
avec le cas du canal AWGN, nous allons chercher les valeurs de Tp et Ts pour que l’erreur
moyenne des simulations de la prochaine section correspondent a` τp et τs respectivement.
Tout d’abord, observons la de´marche mathe´matique et les re´sultats d’erreur moyenne
lorsque, par exemple, T = 0.99. La me´thode qui va suivre est valide pour un PU ou un SU
donc les indices ne sont pas pre´cise´s. L’e´quation (4.25) repre´sente la probabilite´ de re´ussite
T pourcent du temps et l’ine´galite´ (4.26) repre´sente le SINR minimum pour avoir un taux
τ d’erreur moyen dans un canal de Rayleigh lorsque L = 1.
ΓL
(
SNRmin
SINR
)
≥ T (4.25)
SINR ≥ (1− 2τ)
2
1− (1− 2τ)2 (4.26)
En se plac¸ant a` l’e´galite´ et en fixant τ on peut trouver la valeur de T dont nous avons
besoin pour atteindre la performance moyenne de´sire´e. On obtient :
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T = Γ1
(
SNRmin(1− (1− 2τ)2)
(1− 2τ)2
)
(4.27)
Dans le tableau 4.6, nous observons la probabilite´ d’erreur moyenne lorsque Tp(s) = 0.99.
Tableau 4.6 Comparaison de τ avec la probabilite´ d’erreur pour Tp(s) = 0.99
τ Pe
10−3 5.25 10−4
10−5 2.76 10−4
10−7 1.86 10−4
On voit que la valeur moyenne ne correspond par a` τ . Le tableau 4.7 montre les valeurs
de Tp(s) afin de faire co¨ıncider les valeurs de τ avec la probabilite´ d’erreur moyenne.
Tableau 4.7 Calcul de T et de la valeur SpNR de l’asymptote verticale relatifs a` la probabilite´
d’erreur moyenne τ dans un canal de Rayleigh
τ T SpNR (dB)
10−3 0.98102 23.966
10−5 0.99964 44.00
10−7 0.99999459 63.979
On remarque que si l’on veut faire correspondre les valeurs de probabilite´s moyennes avec
le parame`tre τ , il faut diminuer T lorsque τ = 10−3 alors que pour les deux autres valeurs, il
faut l’accroitre.
4.5 Simulations
Dans cette section, on valide les valeurs the´oriques de la borne minimale du gain Gs
et du SsNR calcule´es dans la section 4.4. Par conse´quent, nous allons choisir la valeur de
Gs selon les e´quations (4.19), (4.22) et la valeur de SsNR du SU selon les e´quations (4.13)
et (4.15) pour des canaux AWGN et Rayleigh respectivement. Ensuite, nous allons simuler les
interfe´rences selon les hypothe`ses de bruit blanc et les ajouter au signal qui va eˆtre transmis
dans les conditions du canal. Finalement, chaque simulation sera compare´e a` la formule
the´orique de probabilite´ d’erreur moyenne pour chaque type de canal. Pour observer si les
QoS sont respecte´es, nous utiliserons les valeurs de Tp(s) et τp(s) du tableau 4.7 dans le cas
Rayleigh. Enfin, nous supposerons que lorsque le SU peut diminuer sa puissance il le fait,
c’est-a`-dire que le SsNR suit la borne minimale des ine´galite´s (4.17) et (4.21). Les parame`tres
de simulation sont contenus dans le tableau 4.8. N repre´sente le nombre de symboles utilise´s
pour mesurer la probabilite´ d’erreur a` chaque valeur de SsNR.
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Tableau 4.8 Parame`tres de simulations
N 106 Lp 1
Ls 1 τp 10
−5
τs 10
−3 PPU 1
4.5.1 Canal AWGN
Les figures 4.15 (a) et (b) pre´sentent la probabilite´ d’erreur au PU et au SU respectivement
le tout en fonction du SpNR. Les figures 4.15 (c) et (d) pre´sentent respectivement le gain
d’e´talement Gs et le SsNR utilise´s pour obtenir les probabilite´s d’erreur des figures (a) et
(b). La valeur utilise´e pour Gs est donne´e par l’e´quation (4.19) et celle du SsNR par la borne
gauche de (4.21).
Tout d’abord, sur la figure 4.15 (a), on remarque que lorsque le PU atteint la QoS fixe´e
dans le tableau 4.8 a` SpNR = 9.6 dB (voir tableau 4.4 pour Ls = 1 = Lp) alors le SU peut
communiquer. Avant cette valeur, la probabilite´ d’erreur au PU de´croit selon SpNR mais
n’est pas suffisante pour permettre l’interfe´rence par un SU (absence de probabilite´ d’erreur
sur (b)) selon les crite`res de QoS de l’exemple.
Une fois le SU inse´re´ (SpNR > 9.6 dB) en utilisant la borne minimum de Gs de la
figure 4.15 (c) et la borne infe´rieure de SsNR (d), le SpINR et le SsINR sont constants
ce qui explique le maintien de la probabilite´ d’erreur a` une valeur fixe au PU et au SU
alors que le SpNR augmente. Cependant, lorsque l’e´talement atteint la valeur 20 (SpNR =
11 dB sur (c)) ce dernier devient supe´rieur a` la borne minimum (4.19) (Gs > Gs+) afin de
continuer a` respecter les hypothe`ses (blanches et gaussiennes) concernant les interfe´rences.
Par conse´quent, le SU posse`de une liberte´ de choix de SsNR comme nous l’avons explique´
dans la sous section 4.4.4. Dans cet exemple, nous avons choisi d’utiliser la borne gauche
de l’ine´galite´ (4.17), ce qui signifie que le SU e´met le moins d’e´nergie par symbole possible
pour respecter sa QoS. Cela se traduit par un SsINR constant, donc une probabilite´ d’erreur
constante au SU(b) selon le SpNR et un SpINR croissant (une probabilite´ d’erreur qui
diminue (a)) car le SU de´cide de ne pas remplir totalement l’espace d’interfe´rence disponible
au PU.
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Figure 4.15 Simulations avec un canal AWGN
4.5.2 Canal Exponentiel
La meˆme expe´rience que pre´ce´demment est effectue´e avec un canal de Rayleigh. Les
figures 4.16 regroupent les re´sultats organise´s comme dans le cas du canal AWGN ; (a) et (b)
repre´sentent respectivement la probabilite´ d’erreur au re´cepteur PU et SU, tandis que (c) et
(d) repre´sentent respectivement le gain de traitement Gs et le SsNR utilise´s par le SU pour
re´aliser sa superposition sur les ressources du PU. Les seuils d’erreurs au PU(a) et au SU
(b) sont respecte´s lorsque le SU peut s’inse´rer (pre´sence de probabilite´ d’erreur (b) ) a` partir
de 44.1 dB (voir tableau 4.7). Lorsque le SU est pre´sent, les SINR sont constants ce qui
explique que la QoS est constante. Le SU fait en sorte de remplir tout l’espace d’interfe´rence
coˆte´ PU tout en minimisant sa QoS. Le SU utilise constamment la borne Gs minimale (4.22)
ainsi que la valeur de SsNR donne´e par les bornes gauche et droite de (4.21) qui sont e´gales.
Par conse´quent, il ne posse`de pas de liberte´ de choisir son SsNR dans ce cas tre`s particulier.
Cependant, il pourrait augmenter son gain de traitement dans le but d’avoir plus de liberte´
comme nous l’avons explique´ dans la sous section 4.4.4.
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Figure 4.16 Simulations avec un canal de Rayleigh
4.5.3 Bilan des simulations
Les e´quations de la section 4.4 et le raisonnement utilise´ pour inse´rer un SU sur les meˆmes
ressources que le PU ont e´te´ ve´rifie´s par simulation et permettent au syste`me de respecter
les QoS de chacun. Le fait que la probabilite´ d’erreur au SU comme au PU reste constante
lorsque tout le monde communique est duˆ au fait que l’on maintient les SINR constants
quelque soit le SpNR. En d’autres termes, le SU tente d’occuper tout l’espace d’interfe´rence
avec les ressources dont il dispose.
Cependant, c’est un cas the´orique, dans la re´alite´, il y a peu de chances que l’usager SU
soit seul et puisse profiter de tout l’espace d’interfe´rences. Par conse´quent, il devra utiliser
un gain d’e´talement supe´rieur a` la borne minimale et faire en sorte de minimiser sa propre
QoS en diminuant sa puissance ou de minimiser celle du PU (tout en la respectant) et des
autres usagers en l’augmentant.
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4.6 Discussions supple´mentaires
Dans cette section, on discute de l’influence de parame`tres qui ont e´te´ fixe´s pour simplifier
l’e´tude. Tout d’abord, on observe l’impact de l’ajout d’une contrainte de puissance au SU,
ensuite, nous discutons de l’incidence sur le syste`me d’une modification des de´bits binaires
jusque la` conside´re´s comme e´gaux au PU et au SU. Enfin, nous faisons une ouverture sur la
variation du nombre d’usagers dans le re´seau.
4.6.1 Contrainte de puissance au SU
Dans la sous section 4.4.4 traitant de l’analyse des re´sultats the´oriques, quelque soit le cas
conside´re´, la puissance du SU augmente toujours avec le SpNR ce qui peut ne pas eˆtre le cas
dans la re´alite´. Supposons que cette puissance soit limite´e relativement au bruit thermique
et appelons cette limite Γs. L’objectif est de de´terminer la borne minimale sur Gs tout en
tenant compte de cette limite de puissance au SU. La re´flexion se fera uniquement dans le
cas d’un canal AWGN et avec les parame`tres du tableau 4.9.
Tableau 4.9 Parame`tres d’affichage des re´sultats
τp 10
−5 τs 10−3
Lp 1 Ls 1 et 2
Tout d’abord, tant que le SU n’a pas atteint sa puissance maximale, le comportement est
similaire au proble`me e´tudie´ sans contrainte de puissance et, la borne minimale de l’e´tale-
ment du SU est donne´e par l’e´quation (4.19) et le SsNR ne´cessaire est encadre´ selon l’in-
e´galite´ (4.17). Cependant, lorsque le seuil Γs est atteint les valeurs changent. Au re´cepteur
Primaire, il faut respecter l’ine´galite´ suivante :
Γs
Gs
≤ IpNR (4.28)
Le re´cepteur Secondaire doit faire face aux interfe´rences provenant du PU, ce qui est
repre´sente´ par l’ine´galite´ suivante :
Γs ≥ SsNRmin
Ls
(
1 +
SpNR
Gs
)
(4.29)
Par conse´quent, on obtient deux ine´galite´s (4.28) et (4.29) que doit ve´rifier l’e´talement
spectral et on doit prendre le maximum de l’une d’elle si SsNR = Γs.
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Gs ≥ max
(
Γs
IpNR
,
SpNR
LsΓs
IpNR
− 1
)
(4.30)
Sur les figures 4.17 (a) et (b), nous observons respectivement le comportement de la borne
minimum sur l’e´talement spectral Gs et du SsNR lorsque Γs = 7 dB dans un canal AWGN
avec une variation de diversite´ au SU. On peut remarquer que la grande diffe´rence provient
d’une croissance de la borne infe´rieure du gain Gs a` partir d’une certaine valeur de SpNR.
Cette croissance s’interpre`te comme la lutte du SU face aux interfe´rences cause´es par le PU.
En effet, le Secondaire ne peut augmenter son e´nergie par symbole pour maintenir sa QoS.
Par conse´quent, il doit maintenir le SsINR constant en diminuant l’impact des interfe´rences
a` son re´cepteur graˆce a` l’augmentation de l’e´talement spectral Gs. Cette croissance apparait
pour un SpNR plus grand lorsque Ls augmente, car le SU dispose d’un SsINR plus important
quand la diversite´ augmente.
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Figure 4.17 Variation de Gs et de SsNR avec limite de puissance au SU
4.6.2 Variation des de´bits binaires
L’hypothe`se utilise´e concernant les meˆmes de´bits binaires au SU et au PU est tre`s res-
trictive. Il est fort probable que le SU communiquera avec des de´bits binaires plus faibles ou
e´gaux a` celui du PU. Si le Secondaire diminue son de´bit binaire, il pourrait utiliser un e´tale-
ment plus important (pour acce´der a` la meˆme largeur de bande qu’auparavant avec la meˆme
complexite´). Par conse´quent, a` meˆme e´nergie par symbole, la densite´ d’interfe´rence cause´e au
PU diminue si la nouvelle largeur de bande est e´quivalente au cas ante´rieur ; le nouveau gain
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d’e´talement est plus important pour atteindre l’ancienne largeur de bande. S’il augmente son
de´bit binaire et garde la meˆme largeur de bande alors le raisonnement est inverse et le SU
cause plus d’interfe´rences au PU. Nous allons observer ces phe´nome`nes et leur impact sur la
borne minimale de l’e´talement Gs et le SsNR pour permettre au SU de se superposer a` un
PU. Pour de´buter, effectuons un raisonnement mathe´matique dans le cas du canal AWGN.
Le SU doit respecter l’e´quation suivante au re´cepteur pair pour respecter la QoS de sa
communication :
SsNR ≥ SsNRmin
Ls
(
1 +K
SpNR
Gs
)
(4.31)
Ou` le facteur K est le rapport des de´bits binaires du PU sur le SU. K = Rp/Rs ou` Rp
est le de´bit binaire du PU et l’autre celui du SU.
Il doit aussi respecter le seuil d’interfe´rence ne´cessaire au bon de´roulement des communi-
cations des Primaires :
SsNR
Gs
≤ IpNR (4.32)
Par conse´quent, on peut trouver une borne minimum sur Gs en tenant compte du facteur
K en re´solvant l’e´quation du second ordre en Gs comme pour (4.18) si IpNR > 0 :
Ls
INR
SsNRmin
G2s −Gs −KSpNR ≥ 0 (4.33)
Ce qui donne :
Gs ≥ Gs+ = SsNRmin
LsINR
(√
1 + 4Ls
K.SpNR.INR
SsNRmin
)
(4.34)
Nous allons analyser la borne minimale sur le gain de traitement Gs et le SsNR pour deux
valeurs de K (K = 1 & 2). Les parame`tres de l’analyse sont contenus dans le tableau 4.9 avec
Ls = 1. Lorsque K = 2, le taux d’information du SU est deux fois plus faible que celui du
PU. Les figures 4.18 (a) et (b) pre´sentent respectivement la variation de la borne minimale
de Gs et du SsNR permettant l’insertion du SU sur les ressources du PU en fonction du
SpNR et pour les deux valeurs de K discute´es. Les courbes plus e´paisses de (b) repre´sentent
la borne supe´rieure du SsNR et les courbes plus fines la borne infe´rieure.
Afin de lutter efficacement contre les interfe´rences, le SU doit plus e´taler son signal lorsque
K > 1 que lorsque K = 1 (voir ine´quation (4.31)). En faisant cela, il diminue d’autant plus
l’interfe´rence qu’il cause au PU. En observant la figure 4.19 qui pre´sente l’e´volution de Wp/Ws
en fonction du SpNR, tant que les rapports des largeurs de bande PU et SU ne sont pas
e´gaux (ici Wp/Ws = 5%), la largeur de bande du SU est toujours plus faible quand K = 2
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comparativement a` K = 1 car, l’e´talement n’est pas proportionnel a` K. Par conse´quent,
compare´ au cas ou K = 1, meˆme avec un gain d’e´talement un peu plus important, tant que
la bande du SU est plus faible, la densite´ d’interfe´rence au re´cepteur Secondaire reste plus
importante. Ce dernier doit alors augmenter son SsNR pour maintenir le SsINR constant
comme montre´ a` la figure 4.18 (b).
Enfin, a` rapport de largeur de bande constant, celui-ci est e´gal a` 5% a` partir de SpNR =
8 dB, on peut constater que les bornes minimales de SsNR sur (b) sont semblables car, la
valeur des interfe´rences au re´cepteur SU est la meˆme quelque soit K. De plus, dans ce cas,
lorsque l’on transmet a` un de´bit plus faible (K > 1), il y a une plus grande variation de
SsNR (≈ 3 dB pour K = 2) possible que dans le cas ou` K = 1 a` meˆme complexite´. En effet,
quand K = 2, l’e´talement est plus important et donc la densite´ d’interfe´rences cause´es par le
SU au PU s’en retrouve plus atte´nue´e autorisant un plus grand SsNR.
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Figure 4.18 E´tude variation du taux d’information
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4.7 Conclusion
Dans le cas ou` deux PUs (un e´metteur et un re´cepteur) communiquent avec un certain
SpNR, et deux SUs (un e´metteur et un re´cepteur) de´sirent communiquer sur les meˆmes
ressources, nous avons observe´ l’impact de la QoS, de la diversite´, du de´bit binaire, du ratio
temporel sur les interfe´rences admissibles, la borne minimale du gain d’e´talement et le SsNR
ne´cessaires a` cette superposition.
L’augmentation de la diversite´ ou le relaˆchement des contraintes de QoS du coˆte´ PU
permet a` un usager SU de s’inse´rer pour des valeurs plus faibles de SpNR, d’augmenter
son e´nergie par symbole et de diminuer son e´talement car l’espace d’interfe´rence au PU est
plus important. De plus, si la variation de SsNR est possible alors cette zone augmente.
L’augmentation de la diversite´ ou le relaˆchement de la QoS du coˆte´ SU ne modifie pas la zone
d’accessibilite´ des interfe´rences, mais permet d’utiliser un e´talement plus faible et l’utilisation
d’une puissance plus faible car le SU peut accepter plus d’interfe´rences a` son re´cepteur. Si
une valeur plus e´leve´e de la borne minimale de Gs est utilise´e, alors le SsNR varie entre deux
bornes et peut diminuer jusqu’a` un seuil minimal fixe´ par la QoS du re´cepteur SU.
L’asymptote verticale concernant Gs observe´e dans les analyses pre´ce´dentes est the´orique
et non atteignable dans la re´alite´. Cependant, on voit qu’avec des valeurs importantes d’e´ta-
lement (1000 ou 10000), qui ne sont pas irre´alisables comme le souligne Viterbi dans [22], on
peut s’approcher de cette asymptote verticale. De plus, la re´cupe´ration de diversite´ comme
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les multi-trajets ou le codage correcteur d’erreur permettent de re´duire cet e´talement spectral
minimum requis pour effectuer l’insertion du SU sur les ressources du PU.
Le terme opportunite´ est souvent employe´ pour parler d’un blanc de spectre (interweave).
Or on remarque qu’avec un e´talement important, il est possible d’inse´rer des usagers dans
l’espace d’interfe´rence accessible. La quantite´ d’interfe´rence de´pend de la QoS qui doit eˆtre
de´finie au pre´alable. Si l’on part du principe que l’usager prioritaire n’est pas parfait et ne
peut faire en sorte d’approcher exactement sa puissance du seuil de fonctionnement minimal
alors, il existe un espace meˆme tre`s faible qui peut eˆtre comble´ par un usager non licencie´.
L’opportunite´ devient non plus un espace de spectre, mais un espace d’interfe´rences.
La partie 4.5 a consiste´ a` valider le travail the´orique au travers de simulations effectue´es
sous Matlab. Maintenant, il est possible de mieux comprendre la cohabitation deux types
d’usagers sur les meˆmes ressources spectrales et temporelles. Lorsque le rapport signal a`
bruit augmente au PU, l’espace d’interfe´rence augmente aussi et permet au SU de diminuer
son e´talement et d’augmenter sa puissance. Cet espace d’interfe´rence peut eˆtre occupe´, si
l’e´talement le permet, par plusieurs usagers Secondaires.
En effet, les e´quations et raisonnements de cette partie se limitent uniquement a` deux usa-
gers PUs et deux usagers SUs. Lorsque le Secondaire utilise une valeur d’e´talement supe´rieure
a` la borne minimale, il est alors possible d’avoir une liberte´ sur le SsNR. Cette liberte´ peut
s’interpre´ter comme une capacite´ supple´mentaire a` laquelle on peut acce´der en transmettant
plus d’information ou en ajoutant des usagers SUs et PUs. Le proble`me de l’ajout de SUs est
plus complexe et nous le traitons dans le chapitre suivant.
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CHAPITRE 5
Capacite´ en termes d’usagers
Dans ce chapitre, nous e´tudions le nombre d’usagers Secondaires pouvant communiquer,
en utilisant une technique d’e´talement spectral, sur les ressources temporelles et fre´quentielles
d’usagers Primaires actifs. De plus, nous allons observer, comme dans le chapitre pre´ce´dent,
l’influence de parame`tres tels que la variation de la QoS, de la diversite´, ainsi que la varia-
tion du SpNR et de l’e´talement spectral Gs du Secondaire sur le nombre de SUs pouvant
utiliser les ressources des PUs. Ce chapitre est inspire´ de deux articles, le premier de Gyo,
Dongwoo et Geun et le second de Gilhousen et al. [42, 31] qui ont permis le fondement de
la re´flexion. Tout d’abord, nous allons spe´cifier le contexte de l’e´tude ainsi que certaines no-
tions de vocabulaire, par la suite nous de´taillons les diffe´rentes techniques d’acce`s au spectre
des PUs. Dans une troisie`me section, nous de´veloppons les valeurs des interfe´rences perc¸ues
aux re´cepteurs PUs et SUs afin de trouver analytiquement, dans la section 5.4, le nombre
d’usagers SUs pouvant communiquer en fonction du nombre d’usagers PUs utilisant les res-
sources. Dans la section 5.5, nous analysons les re´sultats the´oriques et l’influence des divers
parame`tres mentionne´s pre´ce´demment, afin, de mieux comprendre les re´sultats des simula-
tions de la section 5.6 qui nous permettent de valider la me´thode the´orique employe´e dans la
section 5.4.
5.1 Contexte de l’e´tude
Le syste`me est compose´ de Np usagers Primaires et Ns usagers Secondaires. Les PUs et les
SUs posse`dent une QoS de´finie dans la sous section 4.2.1 du chapitre 4 par un taux d’erreur
τp aux PUs et τs aux SUs. Les canaux de communications sont de type AWGN et les usagers
Primaires peuvent utiliser plusieurs techniques d’acce`s au me´dium que nous allons de´tailler
dans la section 5.2. Les deux re´seaux ne sont pas synchrones et toutes les interfe´rences sont
suppose´es blanches et gaussiennes sur toute la largeur de bande des SUs comme nous l’avons
montre´ dans le chapitre 3.
Par la suite, nous distinguons plusieurs approches de communications. Tout d’abord, si
un usager utilise plusieurs canaux se´pare´s en fre´quences, la technique est dite multi-porteuses
(Multi-Carrier (MC) en anglais), s’ils en utilisent qu’un alors rien n’est spe´cifie´. Toutefois,
notons que la technique OFDM contient de´ja` la notion MC. Si les usagers utilisent la meˆme
bande de fre´quence et sont se´pare´s par des codes orthogonaux alors, ils utilisent le CDMA.
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Une premie`re approche de transmission possible que le PU peut utiliser est FDMA. Cela
veut dire que chaque usager Primaire utilise un canal de communication fre´quentiel, et que
les usagers sont se´pare´s sur des porteuses diffe´rentes ; ils ne se chevauchent pas. Une seconde
technique consiste a` utiliser MC-FDMA, c’est-a`-dire que les PUs posse`dent plusieurs canaux
se´pare´s entre eux en fre´quences et que les usagers sont aussi se´pare´s entre eux en fre´quences.
La troisie`me technique est l’OFDM-FDMA ou` chaque usager utilise la technique OFDM
pour communiquer et les usagers sont se´pare´s entre eux de manie`re FDMA ; le terme FDMA
est enleve´ ensuite, car il est e´vident. La quatrie`me technique est le CDMA. Dans ce cas,
tous les PUs utilisent la meˆme bande de fre´quence. Les usagers sont alors se´pare´s entre eux
par des codes d’e´talement PN diffe´rents. Cette technique ne permet pas aux PUs d’utiliser
toute la largeur de bande du SU, il faut ajouter d’autres groupes de CDMA se´pare´s en
fre´quences. Chaque groupe CDMA de PUs contient un nombre maximum d’usagers. Cette
dernie`re technique sera nomme´e le CDMA-FDMA
D’autre part, l’usager SU utilise la technique d’e´talement spectral avec un gain d’e´talement
Gs et une QoS τs.
L’objectif est de quantifier le nombre d’usagers SUs Ns, que le syste`me peut accommo-
der sachant qu’il y a de´ja` Np PUs pre´sents utilisant les meˆmes ressources fre´quentielles et
temporelles. Le nombre de SUs pre´sents ne doit jamais diminuer le nombre de PUs utilisant
le me´dium ni faire passer la QoS des PUs et des SUs au dessus des taux d’erreur τp et τs
respectivement. Les SUs occupent la largeur de bande en bande de base Ws et les PUs Wp.
Par conse´quent, lorsque le SU s’e´tale, la largeur de bande du signal passe bande est WsGs (il
en est de meˆme, avec les indices p, pour le PU si ce dernier s’e´tale). Tout d’abord, e´tudions
la re´partition des usagers PUs sur le spectre afin de comprendre le nombre maximum qui
peut eˆtre contenu dans la bande des SUs. Cela permettra de caracte´riser ensuite le niveau
d’interfe´rence que les PUs imposent aux SUs et re´ciproquement.
5.2 Les diffe´rents types d’acce`s au me´dium concernant le Primaire
5.2.1 Acce`s FDMA
Dans le cas ou` les usagers PUs ne sont pas e´tale´s en fre´quences, qu’ils transmettent un
taux Rp d’information et qu’ils sont se´pare´s en fre´quences, si on fait l’hypothe`se simplificatrice
que l’usager Secondaire transmet le meˆme de´bit binaire que le Primaire (i.e. Ws = Wp, cette
hypothe`se est discute´e dans la section 5.5.5), que son e´talement est Gs, que le roll-off est le
meˆme pour tous et que les largeurs de bandes en bande de base sont note´es Wp et Ws au PU
et au SU respectivement, alors le nombre maximum d’usagers PUs contenus dans la bande
du SU est donne´ par l’e´quation suivante :
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Npmax =
WsGs
Wp
= Gs (5.1)
Si Np > Npmax, les usagers supple´mentaires n’interfe`rent pas avec le SU.
S
P P P P P
f
DSP
Wp
Figure 5.1 Re´partition des PUs en FDMA
La figure 5.1 pre´sente les densite´s spectrales de puissance (DSPs) des PUs se´pare´s selon
la technique d’acce`s au spectre FDMA dans la bande des SUs. Puisque les interfe´rences sont
suppose´es blanches, la densite´ spectrale du SU est constante sur tout le spectre des PUs.
Un canal FDMA peut ne pas eˆtre suffisant pour transmettre efficacement l’information
et plusieurs canaux sont alors ne´cessaires pour chaque usager. On appelle cette technique
MC-FDMA. Par exemple, la figure 5.2 pre´sente le cas ou` l’on attribue 2 canaux a` chaque
usager PU. Il y a deux fois moins d’usagers que dans le cas pre´ce´dent. Cependant, le but est
de re´cupe´rer de la diversite´ pour faire face aux e´vanouissements, ou bien de transmettre plus
d’information.
S
P
f
DSP
P
Wp
Figure 5.2 Re´partition des PUs en MC-FDMA avec 2 canaux chacun
Note : On gardera les notations e´nonce´es dans cette section pour la suite de l’e´tude.
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5.2.2 Acce`s OFDM
Dans le cas d’un acce`s OFDM au spectre, les canaux d’un meˆme PU se recoupent sans
qu’il y ait d’interfe´rences entre porteuses. Cette approche conduit a` une ame´lioration de
l’efficacite´ spectrale. Les usagers entre eux sont se´pare´s en FDMA. Wp est la bande d’un
sous-canal. La figure 5.3 illustre ce principe.
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DSP
P
WpWp/2
Figure 5.3 Re´partition des PUs en OFDM avec 2 canaux chacun
La bande W occupe´e pour chaque usager avec Nc sous-canaux de largeur Wp s’e´crit :
W =
(Nc + 1)Wp
2
(5.2)
L’ame´lioration de l’efficacite´ spectrale par rapport au cas FDMA pour chaque usager est :
A =
NcWp
W
=
2Nc
Nc + 1
(5.3)
On remarque que cette ame´lioration est proche d’un facteur 2 si Nc devient tre`s grand
devant 1. Le nombre d’usagers Primaires utilisant l’OFDM pouvant eˆtre ajoute´ dans la bande
du Secondaire est donne´ par :
Npmax =
WsGs
W
=
2WsGs
Wp(Nc + 1)
(5.4)
Si Nc = 1, on retrouve le meˆme re´sultat que pour le cas FDMA non multi porteuses.
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5.2.3 Acce`s CDMA-FDMA
Lorsque les PUs utilisent une technique d’acce`s CDMA, ils sont superpose´s dans les meˆmes
bandes de fre´quences. Il y a un nombre maximal de PUs par porteuse et ce nombre ne doit pas
eˆtre diminue´ par l’interfe´rence provenant des SUs. Cette bande de fre´quences ou` sont situe´s
les PUs ne constitue pas la totalite´ de la largeur de bande du SU qui est au moins 20 fois
plus e´tale´ que les PUs, il est donc possible d’utiliser d’autres porteuses pour y placer d’autres
groupes de PUs. La figure 5.4 illustre le principe dans le domaine fre´quentiel. Pre´cisons
que les valeurs de Gp, Wp et Ws qui sont employe´es permettent de re´aliser une analyse des
exemples, cependant, ces parame`tres seront fixe´s selon les besoins des fournisseurs du service
de communication. Le nombre de groupes CDMA compose´s de PUs pouvant occuper la bande
des SUs est donne´ par l’e´quation suivante :
Ngroupe =
⌊
WsGs
WpGp
⌋
(5.5)
Si l’on appelle Npimax le nombre de Primaires maximum dans chaque groupe CDMA, alors
le nombre d’usagers dans la bande du Secondaire ne peut exce´der :
NMax = NpimaxNgroupe (5.6)
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Figure 5.4 Re´partition des PUs en CDMA-FDMA
5.3 Interfe´rences
Les manie`res dont les PUs utilisent le spectre viennent d’eˆtre de´crites. Par conse´quent, il
est possible de mode´liser les interfe´rences perc¸ues aux re´cepteurs des PUs et SUs selon les
techniques employe´es par les PUs. Ces interfe´rences peuvent eˆtre intra (entre SUs ou entre
PUs) et inter (entre SU et PU) groupes d’usagers.
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Pour simplifier les calculs, nous allons supposer que toutes les interfe´rences cause´es par
chaque PU sont e´gales et que celles cre´e´es par les SUs sont aussi identiques. Dans un premier
temps, nous allons de´crire les interfe´rences rec¸ues aux re´cepteurs PUs puis, nous effectuons
la meˆme de´marche aux re´cepteurs SUs.
5.3.1 Interfe´rences au re´cepteur Primaire
Lorsqu’un PU est en bande e´troite ((MC)-FDMA, OFDM), il perc¸oit l’interfe´rence du/des
Secondaire(s) mais pas des autres PUs.
Es/Gs
P P P P P
f
DSP
Wp
Ep
Figure 5.5 Mode´lisation des interfe´rences au PU non e´tale´
L’interfe´rence provenant d’un SU (note´e Ip) aux re´cepteurs PUs en bande e´troite peut
s’observer sur la figure 5.5. Ep repre´sente l’e´nergie par symbole des PUs et Es celle des SUs.
L’interfe´rence provenant des SUs est de´finie mathe´matiquement a` chaque re´cepteur PU de la
manie`re suivante :
Ip =
Es
Gs
(5.7)
Remarque : S’il y a Ns usagers Secondaires, il suffit de multiplier Ip par Ns.
Si les PUs utilisent une technique d’e´talement avec un facteurGp, alors ceux qui re´cupe`rent
leur signal en se de´se´talant rec¸oivent les interfe´rences des PUs et des SUs pre´sents sur les
meˆmes ressources. La figure 5.6 pre´sente cette situation. Npi est le nombre de PUs contenus
dans la bande i.
Soient Np PUs et Ns SUs pre´sents dans la bande spectrale de l’usager Primaire qui
re´cupe`re son signal en le de´se´talant, en se basant sur l’hypothe`se d’interfe´rences blanches et
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Npi+1Ep/Gp
NpiEp/Gp
Figure 5.6 Mode´lisation des interfe´rences au PU e´tale´
gaussiennes, la valeur des interfe´rences a` son re´cepteur est :
Ip =
(Np − 1)Ep
Gp
+Ns
Es
Gs
(5.8)
5.3.2 Intefe´rences au re´cepteur Secondaire
Apre`s avoir de´crit mathe´matiquement, les interfe´rences perc¸ues aux re´cepteurs PUs, nous
appliquons le meˆme principe aux re´cepteurs SUs. Les SUs perc¸oivent les PUs comme des usa-
gers en bande e´troite, meˆme si ces derniers sont e´tale´s avec un gain Gp. Pour bien comprendre
le niveau des interfe´rences, il convient de raisonner en fonction du rapport des puissances du
signal sur bruit au SU puis de le repre´senter en fonction du rapport de la densite´ d’e´ner-
gie par symbole Es sur la densite´ de bruit plus interfe´rences N , par la transformation de
l’e´quation (5.9). Rs repre´sente le de´bit binaire du SU, Ep est l’e´nergie par symbole aux PUs.
Ps
Pn
WsGs
Rs
=
Es
N
(5.9)
Avec :
Ps
Pn
=
EsRs
Np
Ep
Gp
WpGp +N0WsGs +
(Ns−1)ES
Gs
WsGs
(5.10)
Pour bien comprendre (5.10), repre´sentons la DSP sur la figure 5.7 apre`s le de´se´talement
effectue´ par un SU. Les PUs sont e´tale´s par le code PN du SU. En utilisant les e´quations (5.9)
et (5.10), on obtient le ratio Es/N au re´cepteurs SUs de´crit dans l’e´galite´ (5.11).
Es
N
=
Ps
Pn
WsGs
Rs
=
Es
Np
Ep
Gp
WpGp
WsGs
+N0 +
(Ns−1)ES
Gs
(5.11)
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(Ns-1) Es/Gs
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DSP
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Np Ep/Gp  [Wp Gp /(Ws Gs)]
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Figure 5.7 Mode´lisation des interfe´rences au SU apre`s de´se´talement
Par la suite, nous de´finissons α = WpGp
WsGs
, le facteur d’e´talement du signal Primaire par le
re´cepteur Secondaire.
5.4 Mode´lisation du proble`me et re´solution analytique
Apre`s avoir pose´ les bases de l’analyse dans les sections 5.2 et 5.3, il est possible de de´crire
mathe´matiquement le sce´nario ou` Np PUs utilisent le spectre et Ns SUs souhaitent utiliser
les ressources en meˆme temps en fonction de leur e´talement.
L’impact des SUs ne doit pas faire en sorte que le nombre de PUs diminue. De plus, les
SUs doivent re´gler leur nombre Ns et leur e´nergie par symbole afin que les QoS des PUs et
SUs soient respecte´es. On suppose que chaque SU utilise le meˆme gain d’e´talement Gs et la
meˆme e´nergie par symbole Es.
Le respect de la QoS de chacun impose des contraintes sur les rapports des e´nergies par
symbole sur le bruit plus interfe´rences, Ep/N , et, Es/N aux PUs et aux SUs respectivement.
Les transmissions utilisant du BPSK, les rapports signal sur bruit minimums a` respecter aux
re´cepteurs sont de´crit par les deux e´galite´s suivantes aux PUs et aux SUs respectivement.
γp =
Q−1(τp)
2
(5.12)
γs =
Q−1(τs)
2
(5.13)
Par conse´quent, les hypothe`ses d’interfe´rences blanches et gaussiennes nous permettent
d’e´crire deux ine´galite´s (5.14) et (5.15) qui doivent eˆtre respecte´e en tout temps aux re´cepteurs
PUs et SUs respectivement.
Ep
N
≥ γp (5.14)
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Es
N
≥ γs (5.15)
Ces deux ine´galite´s nous permettent de de´crire analytiquement la situation de´veloppe´e
dans la section 5.1 pour diffe´rentes techniques d’acce`s au spectre utilise´es par le PU. Rap-
pelons que l’objectif est de quantifier le nombre d’usagers Ns SUs pouvant communiquer en
fonction des QoS, des diversite´s, de l’e´talement spectral des SUs Gs, du SpNR sachant qu’il
y a de´ja` Np PUs pre´sents utilisant les meˆmes ressources fre´quentielles et temporelles.
5.4.1 Primaire utilisant le FDMA
Dans cette section, les PUs se partagent la bande de fre´quence en utilisant la technique
d’acce`s multiple FDMA de´crite a` la sous section 5.2.1. Remplac¸ant la densite´ de bruit plus
interfe´rences N des ine´galite´s (5.14) et (5.15) par les valeurs obtenues dans les sous sec-
tions 5.3.1 et 5.3.2 et tenant compte des diversite´s aux re´cepteurs (Lp au PU et Ls au
SU), (5.14) et (5.15) s’e´crivent de la manie`re suivante :
LpEp
NsEs
Gs
+N0
≥ γp (5.16)
LsEs
(Ns−1)Es
Gs
+N0 +NpEpα
≥ γs (5.17)
D’apre`s l’e´galite´ (5.1), les PUs supple´mentaires qui font que l’ine´galite´ Npα ≤ 1 n’est plus
respecte´e n’interfe`rent pas dans la bande des SUs. Les ine´galite´s (5.16) et (5.17) permettent
d’obtenir une borne sur Es/N0 comme montre´ dans l’ine´galite´ (5.18).
Ep
N0
Npα + 1
Ls
γs
− (Ns−1)
Gs
≤ Es
N0
≤ Gs
Ns
Ep
N0
(
Lp
γp
− 1
Ep
N0
)
(5.18)
A` meˆme de´bit binaire pour les diffe´rents types d’usagers, on a que α = 1/Gs lorsque les
PUs acce`dent en FDMA aux ressources. L’encadrement (5.18) permet d’obtenir une borne
maximale donne´e par (5.19) sur les Ns SUs pouvant utiliser les ressources spectrales en fonc-
tion du nombre d’usagers, Np, PUs pre´sents et des parame`tres du mode`le (τs, τp, Gs, Ls,
Lp, SpNR). L’e´galite´ des de´bits binaires est e´videmment une hypothe`se simplificatrice pour
l’analyse des re´sultats. Pour des syste`mes re´els cette hypothe`se ne s’applique pas ne´cessaire-
ment. Nous discutons de l’impact d’une diffe´rence de ces taux entre les types d’usagers dans
la sous section 5.5.5.
0 ≤ Ns ≤
(
GsLs
γs
+ 1
) (Lp
γp
− 1Ep
N0
)
Lp
γp
+ Np
Gs
(5.19)
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Dans l’ine´galite´ (5.19), le terme Ep/N0 repre´sente le rapport signal sur bruit aux re´cepteurs
PUs sans les interfe´rences. On note que le nombre Ns de SUs de´pend e´troitement de la
diffe´rence entre l’inverse du rapport signal a` bruit minimum aux PUs (5.12) et de l’inverse
du rapport signal a` bruit perc¸u sans les interfe´rences. Par conse´quent, les SUs vont s’inse´rer
dans cet e´cart graˆce a` leur e´talement spectral Gs e´leve´.
De la meˆme manie`re que dans le chapitre pre´ce´dent, l’ine´galite´ (5.18) permet de trouver
une borne minimale sur Gs. En effectuant la meˆme re´solution que dans la sous section 4.4.2
du chapitre 4, on obtient une borne minimale sur Gs donne´e par (5.21). Posons :
A =
SpNR
Ns
(
Lp
γp
− 1
SpNR
)
(5.20)
(5.20) permet de simplifier la borne infe´rieure sur Gs de la manie`re suivante :
Gs ≥ γs
2LsA[(Ns− 1)A+ 1]
[
1 +
√
1 + 4ALsNp
SpNR
γs[(Ns− 1)A+ 1]2
]
≥ 20 (5.21)
Tout d’abord, si Np = Ns = 1 la formule (5.21) est similaire a` celle du chapitre pre´ce´-
dent (4.19). Dans le cas ou` Wp = Ws en bande de base, le nombre maximal de PUs pre´sents
dans la bande fre´quentielle des SUs est e´gal a` Gs. Si le gain Gs obtenu par le calcul de (5.21)
est tel que Np > Gs, alors certains PUs ne sont pas contenus dans la bande du SU et donc
cette valeur d’e´talement est surestime´e. Par conse´quent, lors des simulations, la performance
des SUs sera supe´rieure a` celle espe´re´e car les interfe´rences subies aux re´cepteurs SUs seront
plus faibles que pre´vu. Par la suite, nous raisonnons avec l’ine´galite´ (5.19) et Gs devient un
parame`tre du mode`le afin d’e´viter cette erreur d’appre´ciation.
5.4.2 Primaire utilisant la technique MC-FDMA
Tout comme dans la sous section pre´ce´dente, les PUs partagent toujours les ressources
en FDMA sauf que chaque PU posse`de plusieurs canaux leur permettant d’e´mettre le meˆme
de´bit binaire Rp. Celui-ci a donc deux choix : le premier est d’augmenter son de´bit binaire en
e´mettant des messages diffe´rents sur chacun des canaux, le deuxie`me est de re´pe´ter l’informa-
tion sur les canaux, en augmentant sa diversite´ si, ces derniers subissent des e´vanouissements
inde´pendants. Le choix des strate´gies de´pend du contexte dans lequel se trouve l’usager. Dans
les deux cas, les PUs utilisent plusieurs sous-porteuses (Nc). Le proble`me est similaire au cas
pre´ce´dent et l’e´quation ((5.19)) devient :
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0 ≤ Ns ≤
(
GsLs
γs
+ 1
) (Lp
γp
− 1Ep
N0
)
Lp
γp
+ Nc.Np
Gs
(5.22)
Le nombre maximum de PUs qui peuvent communiquer dans la bande du Secondaire
respectent la contrainte suivante :
Nc.Np ≤ WsGs
Wp
(5.23)
Les ine´galite´s (5.22) et (5.23) concate`nent les deux strate´gies mentionne´es possibles. Tout
d’abord le PU peut faire varier sa diversite´ fre´quentielle ou non. Ensuite, il peut re´pe´ter
l’information sur plusieurs porteuses (Nc > 1) en augmentant Lp. Chaque PU supple´mentaire
ajoute Nc porteuses interfe´rant avec les SUs ce qui re´duit le nombre Ns maximum. L’e´volution
de Ns est similaire au cas pre´ce´dent, mais avec une contraction de l’e´chelle Np car moins de
Primaires peuvent s’ajouter dans la bande du SU.
5.4.3 Primaire utilisant la technique OFDM
Ce cas est similaire aux deux pre´ce´dents a` la diffe´rence ou` il y a une ame´lioration de
l’efficacite´ spectrale du syste`me PU par l’utilisation de la technique OFDM combine´e a` une
se´paration des usagers sur le spectre de type FDMA ( voir la sous section 5.2.2). Il est donc
ne´cessaire d’adapter la valeur de α (voir e´quation (5.24)) de´finie dans la sous section 5.3.2 de
la manie`re suivante :
α =
(Nc + 1)Wp
2GsWs
=
Nc + 1
2Gs
(5.24)
Le nombre maximum de PUs interfe´rant dans la bande du Secondaire respecte toujours
l’e´quation (5.23) et en re´utilisant l’e´quation (5.22), on obtient une majoration de Ns lorsque
les PUs utilisent la technique OFDM (5.25).
0 ≤ Ns ≤
(
GsLs
γs
+ 1
) (Lp
γp
− 1Ep
N0
)
Lp
γp
+ αNp
(5.25)
5.4.4 Primaire utilisant la technique CDMA-FDMA
Dans cette analyse, le PU est e´tale´ de la meˆme manie`re que le SU mais sur une bande
beaucoup plus faible (20 fois moins grande au minimum pour respecter les hypothe`ses de
bruit blanc gaussien de´finies dans le chapitre 3). De plus, les diffe´rents groupes CDMA de PUs
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sont re´partis sur le spectre avec une technique de type FDMA comme explique´ dans la sous
section 5.2.3. Utilisant les meˆmes notations que dans la partie pre´ce´dente, et en conside´ration
les calculs d’interfe´rences de la sous section 5.3.2, on obtient les deux ine´galite´s (5.14) et (5.15).
LpEp
NsEs
Gs
+N0 +
(Np−1)Ep
Gp
≥ γp (5.26)
LsEs
(Ns−1)Es
Gs
+N0 +Np
Ep
Gp
α
≥ γs (5.27)
Le nombre d’usagers SUs va de´pendre du groupe de PUs qui contient le plus d’usagers car,
c’est ce groupe qui va imposer l’espace d’interfe´rences minimal aux SUs. Si, lors de l’ajout
des PUs, chaque groupe est entie`rement rempli avant le suivant, alors l’espace d’interfe´rence
devient minimal, voire nul de`s que le premier groupe de PUs est rempli. A` l’oppose´e, en sup-
posant que les usagers PUs se re´partissent e´quitablement dans tous les groupes disponibles,
l’espace d’interfe´rence diminuera moins vite que dans le cas pre´ce´dent.
Appelons le nombre maximum d’usagers PUs dans les groupes Npmax et le nombre d’usa-
gers contenus dans la bande la plus remplie Npimax tel que Npimax ≤ Npmax. Le nombre total
de PUs contenus dans la bande des SUs est note´ Np. Puisque c’est le groupe de PUs qui
contient le plus d’usagers (Npimax ) qui contraint l’espace d’interfe´rence accessible par les
SUs, l’ine´galite´ (5.26) devient :
LpEp
NsEs
Gs
+N0 +
(Npimax−1)Ep
Gp
≥ γp (5.28)
Graˆce aux ine´galite´s (5.28) et (5.27), il est possible d’encadrer le rapport Es/N0 :
Ep
N0
Np
Gp
α + 1
Ls
γs
− (Ns−1)
Gs
≤ Es
N0
≤ Gs
Ns
Ep
N0
(
Lp
γp
− Npimax − 1
Gp
− 1
Ep
N0
)
(5.29)
Ce qui donne en reliant les termes oppose´s :
0 ≤ Ns ≤
(
GsLs
γs
+ 1
) (Lp
γp
− Npimax−1
Gp
− 1Ep
N0
)
Lp
γp
+
αNp−Npimax+1
Gp
(5.30)
Ou` α = WpGp/WsGs. Le groupe avec le plus de PUs impose Npimax. La me´thode qui
consiste a` re´partir les usagers e´quitablement entre les groupes est celle qui fait augmenter
cette valeur le plus lentement.
Npmax ne peut de´passer une certaine valeur limite´e par la valeur de l’interfe´rence possible
dans chaque bande de PUs. Celle-ci pourrait de´pendre du SU mais il ne doit pas diminuer
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la performance du PU. Cette valeur provient de l’ine´galite´ (5.28) en enlevant l’influence du
Secondaire :
Lp
γp
− Npimax − 1
Gp
− 1
Ep
N0
≥ 0 (5.31)
On obtient donc le nombre maximal de PUs dans chaque groupe CDMA :
Npmax =
⌊(
Lp
γp
− 1
Ep/N0
)
Gp + 1
⌋
(5.32)
5.5 Interpre´tations des re´sultats
L’objectif de cette section est d’analyser les re´sultats the´oriques concernant la borne
maximale de Ns et l’encadrement de SsNR obtenus dans la section 5.4 pour divers types
d’acce`s du PU aux ressources fre´quentielles. Ces techniques d’acce`s au spectre par le PU e´tant
tre`s varie´s, il convient de les e´tudier en deux groupes. Le premier concerne les techniques
de type FDMA (FDMA, MC-FDMA, OFDM) et le second le CDMA (CDMA, CDMA-
FDMA). Les trois techniques du premier groupe sont similaires et par conse´quent, on e´tudiera
seulement FDMA. La diffe´rence entre les techniques FDMA et CDMA re´side dans le nombre
d’usagers PUs ayant acce`s a` la bande du SU. Pour le deuxie`me groupe, on se concentre sur
la technique CDMA-FDMA avec re´partition e´quitable des usagers PUs.
Nous allons observer l’influence de la variation du SpNR, de la QoS et de la diversite´ des
deux types d’usagers ainsi que de l’e´talement Gs des SUs sur les bornes obtenues de Ns et
SsNR en fonction de Np. Le taux de transmission de l’information est le meˆme pour tous les
usagers. Comme dans les analyses pre´ce´dentes du chapitre 4, les parame`tres de l’e´tude sont
fixe´s, cependant, il revient aux fournisseurs de services ou aux autorite´s de les spe´cifier.
5.5.1 Influence de SpNR
Dans cet exemple, on e´tudie la variation du nombre de SUs, Ns, e´tale´s avec un gain Gs et
de leur SsNR en fonction du nombre de PUs, Np, utilisant les meˆmes ressources spectrales
pour trois valeurs de SpNR. L’e´tude sera se´pare´e en deux parties. Tout d’abord, on observe le
comportement des variables mentionne´es pour les types d’acce`s FDMA puis, pour les types
d’acce`s CDMA des PUs. De plus, les parame`tres de cette analyse sont contenus dans le
tableau 5.1.
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Tableau 5.1 Parame`tres d’affichage dans un contexte sans diversite´
τp 10
−5 τs 10−3
Gp (PU-CDMA) 128 Gs 2560
SpNR (dB) [10, 15, 20] Lp = Ls 1
PU-FDMA
Les figures 5.8 (a) et (b) pre´sentent respectivement l’influence de la variation du SpNR a`
la fois sur le nombre d’usagers SUs mais aussi sur la variation du SsNR le tout en fonction
de Np. Sur la figure (a), l’e´cart concernant Ns est plus important entre SpNR = 10 dB et
SpNR = 15 dB qu’entre 15 dB et 20 dB. Ceci provient de la proximite´ entre le SpNR et la
limite de respect de la QoS du PU qui donne SpNR = 9.6 dB en utilisant l’e´quation (5.12)
et les parame`tres de l’exemple. Par la suite, on constate que des meˆmes e´carts en SpNR
n’augmentent pas aussi significativement la marge Ns pour de plus grandes valeurs de SpNR.
Ns est une fonction de´croissante de Np contrairement au SsNR. Si le nombre de Primaires
augmente alors les interfe´rences aux Secondaires augmentent aussi ce qui limite l’insertion
de ces derniers, qui, pour faire face aux interfe´rences, augmentent leur e´nergie par symbole.
Ensuite, une augmentation du SpNR permet une variation semblable du SsNR ce qui permet
de tole´rer plus d’interfe´rences pour chacun des usagers.
Les valeurs observe´es de Ns sont des bornes supe´rieures et lorsqu’elles sont atteintes la
valeur en SsNR est tre`s fortement contrainte entre deux bornes tre`s proches (5.18). Sur la
figure 5.8 (b) seule la borne infe´rieure est affiche´e car l’autre est similaire. Les le´ge`res diffe´-
rences de valeurs entre les deux bornes proviennent de la valeur entie`re de Ns. Le tableau 5.2
donne les valeurs extreˆmes prises par Ns dans cet exemple.
Tableau 5.2 Valeurs limites du nombre d’usagers
SpNR(dB) 10 15 20
Nsmax 48 381 486
Nsmin 4 37 48
Npmax 2560 2560 2560
PU-CDMA-FDMA
Les figures 5.9 (a) et (b) pre´sentent l’e´volution des meˆmes variables que pre´ce´demment
lorsque le PU utilise le type d’acce`s CDMA aux ressources. Les usagers se re´partissent e´qui-
tablement selon tous les groupes disponibles dans la bande du SU. On constate, sur la figure
(a), comme dans le cas FDMA, une de´croissance Ns en fonction de Np. Les valeurs initiales
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Figure 5.8 Variation de Ns et de SsNR en fonction de Np pour diffe´rentes valeurs de SpNR
lorsque le PU utilise FDMA
de Ns sont les meˆmes que dans le cas FDMA. Le tableau 5.1 regroupe les valeurs utilise´es
pour l’analyse.
Les diffe´rences proviennent du nombre maximal de Primaires pouvant interfe´rer dans la
bande du Secondaire, de l’e´volution de SsNR et de l’allure des courbes en escalier pour Ns
et en dents de scie pour SsNR. La variation de SpNR change le nombre de PUs maximal
pouvant eˆtre pre´sents au meˆme moment dans chaque groupe (voir e´galite´ (5.32)) et par
conse´quent le nombre total d’usagers dans la bande du SU. Le tableau 5.3 regroupe les valeurs
du nombre maximal d’usagers PUs par groupe en fonction du SpNR ainsi que le nombre de
SUs pouvant eˆtre pre´sent lorsque cette valeur est atteinte. Dans le cas ou` SpNR = 15 dB le
gain de traitement des SUs n’est pas assez e´leve´ pour exploiter l’espace d’interfe´rence lorsque
Npimax = Npmax (lorsque Np ≥ 204 dans l’exemple). Pour comprendre ce comportement, il
faut analyser la formule (5.30). Si un groupe CDMA est rempli par les PUs et, que dans les
conditions du proble`me le nume´rateur est tre`s petit alors, une valeur trop faible de Gs ne
permet pas d’avoir de valeur entie`re pour Ns.
On notera la constance du SsNR qui peut s’expliquer par le fait que les usagers PUs
ajoute´s interfe`rent avec les usagers de leur groupe en plus des SUs ce qui oblige ces derniers
a` maintenir leur puissance. En d’autres termes, ce qui a e´te´ enleve´ en nombre Ns de SUs est
compense´ par l’ajout de PUs et, par conse´quent, l’interfe´rence subite aux PUs est maintenue
presque constante. La forme en dents de scie vient du fait que le groupe limitant (contenant
Npimax PUs) est augmente´ de fac¸on pe´riodique.
79
Tableau 5.3 Valeurs limites du nombre d’usagers
SpNR(dB) 10 15 20
Npmax 40 220 260
Ns 9 0 28
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Figure 5.9 Variation de Ns et de SpNR en fonction de Np pour diffe´rentes valeurs de SpNR
lorsque le PU utilise CDMA
5.5.2 Influence de la QoS
Dans cette section, nous e´tudions l’influence des valeurs de τp et τs sur le nombre d’usagers
SUs pouvant acce´der aux ressources des PUs tout en respectant les contraintes de QoS des
deux types d’usagers. Comme dans l’exemple pre´ce´dent, nous allons e´tudier le cas FDMA et
CDMA concernant le type d’acce`s aux ressources fre´quentielles des PUs. Les parame`tres de
l’analyse sont contenus dans le tableau 5.4. Lorsque τp varie alors τs = 10
−3 et dans l’autre
cas τp = 10
−5.
Tableau 5.4 Parame`tres d’affichage dans un contexte sans diversite´
Gp (PU-CDMA) 128 Gs 2560
SpNR (dB) 12 Lp = Ls 1
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PU-FDMA
Les figures 5.10 illustrent l’e´volution du nombre d’usagers Ns de SUs sur (a) et (b) interfe´-
rant avec un certain nombre Np de PUs se re´partissant sur le spectre en utilisant la technique
FDMA ainsi que l’e´volution du SsNR sur (c) et (d) ne´cessaire a` cette insertion. Les fi-
gures 5.10 (a) et (c) de la colonne de gauche contiennent l’influence de τp et les figures 5.10
(b) et (d) de la colonne de droite contiennent l’influence de τs.
Lorsque la QoS du PU varie ((a) et (c)), la valeur de SpNR minimum pour l’insertion des
SUs varie, ce qui a une influence importante sur le nombre d’usagers SUs pouvant utiliser
les ressources. Ceci est conforme a` l’analyse de la variation du SpNR pre´sente´e a` la sous
section 5.5.1.
Lorsque la contrainte sur la QoS est relaˆche´e au PU (τp augmente), l’espace d’interfe´rence
accessible par le SU s’accroˆıt permettant ainsi d’ajouter des SUs et l’obligeant a` augmenter
sa puissance pour compenser cet ajout d’interfe´rence provenant des SUs supple´mentaires.
Lorsque la QoS est relaˆche´e au SU (τs augmente), il est possible d’ajouter des SUs et ces
derniers doivent diminuer leur puissance afin de ne pas augmenter l’interfe´rence cause´e aux
PUs. Le tableau 5.5 re´capitule les valeurs prises par Ns (NpMax = 2560 dans tous les cas
pre´sente´s).
Tableau 5.5 Nombre d’usagers - FDMA
τp 10
−3 10−5 10−7
Nsmax 374 228 78
Nsmin 64 22 5
τs 10
−3 10−5 10−7
Nsmax 228 119 80
Nsmin 22 11 8
PU-CDMA/FDMA
Les figures 5.11 pre´sentent les meˆmes variables et influences des parame`tres de QoS que
pre´ce´demment lorsque le PU utilise le CDMA. La variation de τs visible sur les figures (b)
et (d) a un impact qualitatif similaire au cas du partage des ressources FDMA par les PUs
(voir figures 5.10). La variation de τp visible sur les figures (a) et (c) entraˆıne une variation
du nombre maximum de PUs dans chaque groupe CDMA tout comme lorsque le SpNR
varie (voir figures 5.9). Le raisonnement qualitatif quant a` la position des courbes les unes
par rapport aux autres est le meˆme que dans le cas FDMA (figures 5.10). Le tableau 5.6
re´capitule les valeurs extreˆmes du nombre d’usagers pour cet exemple. Dans ce cas, le nombre
81
0 500 1000 1500 2000 2500
0
100
200
300
400
Ns−FDMA, SpNR=12 dB
Np dans la bande du SU
N
s
 
 
τp=1e−03
τp=1e−05
τp=1e−07
0 500 1000 1500 2000 2500
10
15
20
S
s
NR −FDMA, SpNR=12 dB
Np dans la bande du SU
S s
N
R
 (d
B)
0 500 1000 1500 2000 2500
0
50
100
150
200
250
Ns−FDMA, SpNR=12 dB
N
s
 
 
Np dans la bande du SU
τ
s
=1e−03
τ
s
=1e−05
τ
s
=1e−07
0 500 1000 1500 2000 2500
10
15
20
S
s
NR −FDMA, SpNR=12 dB
Np dans la bande du SU
S s
N
R
 (d
B)
(c) (d)
(b)(a)
Figure 5.10 Variation de Ns et de SsNR en fonction de Np pour diffe´rentes valeurs de QoS
lorsque le PU utilise FDMA
d’usagers SUs pouvant acce´der aux ressources lorsque tous les PUs les utilisent de´pend de
l’espace d’interfe´rence laisse´ apre`s remplissage du groupe par ces derniers. Si la somme des
interfe´rences des PUs dans un meˆme groupe occupe tout l’espace disponible, alors meˆme
un e´talement tre`s important du Secondaire ne lui permettrait pas de s’inse´rer, ce qui peut
impliquer Nsmin = 0.
Tableau 5.6 Nombre d’usagers-CDMA
τp 10
−3 10−5 10−7
Nsmax 374 228 78
Nsmin 14 35 20
Npmax 380 120 40
τs 10
−3 10−5 10−7
Nsmax 228 119 80
Nsmin 35 18 12
Npmax 120 120 120
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Figure 5.11 Variation de Ns et de SsNR en fonction de Np pour diffe´rentes valeurs de QoS
lorsque le PU utilise CDMA
5.5.3 Influence de l’e´talement du Secondaire
Dans cet exemple, nous allons observer l’influence de l’e´talement spectralGs du Secondaire
sur le nombre d’usagers Ns pouvant partager les ressources de Np PUs ainsi que sur le
SsNR requis pour obtenir ces valeurs. Comme dans les exemples pre´ce´dents, les PUs peuvent
partager les ressources spectrales en FDMA ou en CDMA. Les parame`tres de l’analyse sont
contenus dans le tableau 5.7.
Tableau 5.7 Parame`tres d’affichage
τp 10
−5 τs 10−3
Gp (PU-CDMA) 128 Gs 2560, 5120, 12800
SpNR (dB) 12 Lp = Ls 1
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PU-FDMA
Les figures 5.12 (a) et (b) pre´sentent respectivement la variation de Ns et du SsNR en
fonction du nombre d’usagers PUs utilisant les ressources pour diffe´rentes valeurs de Gs.
L’augmentation de l’e´talement du Secondaire Gs permet d’accroˆıtre le nombre Np de PUs
pouvant interfe´rer dans la bande du SU. En effet, a` meˆme taux de transmission, Npmax = Gs,
cette augmentation permet, pour chaque valeur de Np, d’augmenter significativement Ns
(figure (a)) car chaque SU diminue l’interfe´rence qu’il e´met aux PUs ainsi que l’interfe´rence
qu’il rec¸oit des PUs et des SUs lorsqu’il se de´se´tale .
Les variations des bornes minimales de SsNR visibles sur la figure 5.12 (b) sont diffe´rentes.
En effet, plus Gs est important et plus la croissance de SsNR est lente. Le gain d’e´talement
e´tant plus e´leve´, la capacite´ du syste`me augmente obligeant les SUs a` diminuer leur puissance
pour ne pas augmenter la valeur des interfe´rences ajoute´es aux PUs. Cette diminution de
SsNR est aussi possible car les SUs luttent mieux face aux interfe´rences quand Gs augmente.
Avec les parame`tres de l’exemple, la valeur maximum de SsNR est la meˆme dans les trois
cas, repre´sentant alors une limite maximum au-dela` de laquelle les QoS des PUs et SUs
ne peuvent plus eˆtre respecte´es. Le tableau 5.8 regroupe les valeurs extreˆmes de Ns pour
les diffe´rents Gs. On peut remarquer l’importance des valeurs obtenues qui sont dues a` la
grandeur de Gs. En effet, pour superposer un syste`me de SUs sur un syste`me de PUs il faut
que Gs > 20WpGp/Ws selon l’e´tude du chapitre 3. De plus, plus le SU est e´tale´ et plus il y a
un nombre important, Np, de PUs pouvant s’inse´rer sur sa largeur de bande.
Tableau 5.8 Nombre d’usagers
Gs 2560 5120 12800
Nsmax 228 456 1142
Nsmin 22 45 113
Npmax 2560 5120 12800
PU-CDMA
Les figures 5.13 pre´sentent l’e´volution des meˆmes variables que pre´ce´demment pour diffe´-
rentes valeurs de Gs lorsque les PUs utilisent le CDMA pour acce´der aux ressources. L’impact
de Gs sur Ns visible sur la figure 5.13 (a) est similaire au cas pre´ce´dent : plus Gs est impor-
tant, plus le nombre Np de PUs pouvant interfe´rer dans la bande des SUs est important et
plus Ns est important.
Le SsNR, visible sur les courbes 5.13 (b), (c) et (d) pour les diffe´rentes valeurs de Gs,
est compris dans les meˆmes plages de valeurs quelque soit Gs comme dans le cas FDMA et il
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Figure 5.12 Variation de Ns et de SsNR en fonction de Np pour diffe´rentes valeurs de Gs
lorsque le PU utilise CDMA
se comporte en dents de scie comme dans les analyses pre´ce´dentes. L’abscisse est contracte´e
(ou dilate´) en fonction du nombre de PUs pouvant eˆtre pre´sents dans la bande fre´quentielle
du SU. Le tableau 5.9 regroupe les valeurs extreˆmes de Ns et Np prises dans l’exemple.
Tableau 5.9 Nombre d’usagers - cas CDMA
Gs 2560 5120 12800
Nsmax 228 456 1142
Nsmin 35 71 177
Npmax 120 240 600
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Figure 5.13 Variation de Ns et de SpNR en fonction de Np pour diffe´rentes valeurs de Gs
lorsque le PU utilise CDMA
5.5.4 Influence de la diversite´
Dans cet exemple, nous allons discuter de l’influence de la diversite´ aux re´cepteurs SUs
et PUs sur la capacite´ usager (PUs et SUs) du syste`me et sur le SsNR lorsque ces derniers
partagent les meˆmes ressources spectrales et temporelles. Le tableau 5.10 pre´sente les para-
me`tres utilise´s dans cet exemple. Lorsque l’on fait varier la diversite´ d’un des usagers, celle
de l’autre est e´gale a` l’unite´.
Tableau 5.10 Parame`tres d’affichage
Gp (PU-CDMA) 128 Gs 2560
SpNR (dB) 12 τp 10
−5
τs 10
−3
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PU-FDMA
Les figures 5.14 montrent la variation de Ns, visible sur (a) et (b) et du SsNR, sur (c) et
(d), avec les figures 5.14 (a) et (c) illustrant l’impact de Lp et les figures 5.14 (b) et (d) celle
de Ls.
L’augmentation de la diversite´ au Primaire permet d’accroˆıtre Ns (figure 5.14 (a)). En
effet, le PU est capable de re´cupe´rer plus d’e´nergie et par conse´quent, l’espace d’interfe´rence
accessible par les SUs s’en trouve ame´liore´. L’augmentation de Ns impose aux SUs de com-
muniquer avec une puissance plus importante (figure 5.14 (c)) ce qui est possible car, les PUs
disposent de plus d’e´nergie au re´cepteur.
L’augmentation de Ls permet aussi une plus grande capacite´ de SUs tel que montre´ sur
la figure 5.14 (b). Le comportement du SsNR relativement a` la diversite´ Ls sur la figure 5.14
(d) est oppose´ a` celui relatif a` la diversite´ Lp de la figure 5.14 (c), car le Secondaire, lorsque Ls
augmente, be´ne´ficie d’un gain d’e´nergie lui permettant d’augmenter la capacite´ du syste`me
tout en diminuant son e´nergie par symbole pour respecter la QoS des PUs. Le tableau 5.11
regroupe les valeurs extreˆmes de Ns (Npmax = 2560 dans notre exemple).
Tableau 5.11 Nombre d’usagers - cas FDMA
Lp 1 2 4
Nsmax 228 382 459
Nsmin 22 69 140
Ls 1 2 4
Nsmax 228 455 911
Nsmin 22 45 90
PU-CDMA
Les figures 5.15 pre´sentent les meˆmes informations que pre´ce´demment pour le cas des PUs
utilisant CDMA avec (a) et (c) illustrant l’influence de Lp et, (b) et (d) l’influence de Ls.
Aux valeurs pre`s, les meˆmes comportements que pre´ce´demment concernant Ns (figures 5.15
(a) et (b)) et SsNR (figures 5.15 (c) et (d)) apparaissent. De plus, nous observons toujours
ce comportement en dents de scie duˆ a` la variation de nombre de PUs dans le groupe de
Primaires CDMA en contenant le plus (Npimax).
La diffe´rence avec le cas pre´ce´dent ou` les PUs utilisent la technique de re´partition FDMA
provient du nombre maximum d’usagers Np que peut contenir la bande des SUs. En effet, la
variation de Lp entraˆıne une modification du nombre d’usagers PUs dans chaque groupe, due
a` une ame´lioration de Npmax ( e´quation (5.32)) faisant ainsi varier l’abscisse comme lorsque
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Figure 5.14 Variation de Ns et de SpNR en fonction de Np pour diffe´rentes valeurs de Lp et
Ls lorsque le PU utilise FDMA
le SpNR (sous section 5.5.1) ou τp (sous section 5.5.2) varie. Le tableau 5.12 regroupe les
valeurs extreˆmes observe´es dans ce cas particulier.
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Tableau 5.12 Nombre d’usagers-cas CDMA
Lp 1 2 4
Nsmax 228 382 459
Nsmin 35 1 2
Npmax 120 420 980
Ls 1 2 4
Nsmax 228 455 911
Nsmin 35 71 142
Npmax 120 120 120
200 400 600 800
0
100
200
300
400
500
Ns−CDMA−FDMA, SpNR=12 dB
Np
N
s
 
 
Lp=1
Lp=2
Lp=4
0 200 400 600 800
10
12
14
16
S
s
NR−CDMA−FDMA SpNR=12dB
Np
S s
N
R
 (d
B)
20 40 60 80 100 120
0
200
400
600
800
1000
Ns−CDMA−FDMA, SpNR=12 dB
Np
N
s
 
 
Ls=1
Ls=2
Ls=4
0 20 40 60 80 100 120
4
6
8
10
S
s
NR−CDMA−FDMA SpNR=12dB
Np
S s
N
R
 (d
B)
(a)
(c)
(b)
(d)
Figure 5.15 Variation de Ns et de SpNR en fonction de Np pour diffe´rentes valeurs de Lp et
Ls lorsque le PU utilise CDMA
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5.5.5 Discussions supple´mentaires
Variation du de´bit binaire
Dans le contexte pre´ce´dent, le de´bit binaire est le meˆme aux PUs comme aux SUs (i.e.
Wp = Ws), ce qui est tre`s restrictif et peu probable. En reprenant la discussion 4.6.2 du
chapitre 4, lorsque le SU utilise un de´bit tel que Ws < Wp, un gain d’e´talement plus important
est ne´cessaire afin d’atteindre la meˆme complexite´ (GsWs e´quivalent) que lorsque Ws = Wp.
Par conse´quent, a` meˆme GsWs, l’interfe´rence observe´e au PU diminue quand Ws de´croˆıt et
le SU peut augmenter son e´nergie par symbole, ce qui augmente davantage la capacite´ du
syste`me.
Dans le cas ou` les PUs se re´partissent avec la technique FDMA, il suffit de modifier la
valeur α = Wp/(WsGs) utilise´e dans la section 5.4.1 (Gp = 1), ce qui transforme la majoration
de Ns de l’ine´galite´ (5.19) comme suit :
0 ≤ Ns ≤
(
GsLs
γs
+ 1
) (Lp
γp
− 1Ep
N0
)
Lp
γp
+ NpWp
WsGs
(5.33)
Dans la majoration (5.33), lorsque GsWs obtenu avec le nouveau de´bit binaire, tel que
Ws < Wp, est le meˆme qu’avec Ws = Wp, la nouvelle valeur de Gs est plus e´leve´e que la
pre´ce´dente. Par conse´quent, le de´nominateur Lp/γp +NpWp/(WsGs) est similaire a` celui du
cas ou` Ws = Wp (Wp/WsGs n’est pas modifie´) alors que le nume´rateur est proportionnel a`
Gs.
Dans le cas CDMA, il suffit de transformer α = (WpGp)/(WsGs) dans l’ine´galite´ (5.30)
et d’effectuer un raisonnement similaire.
Autres types de canaux
Dans ce chapitre, nous n’avons pas conside´re´ un canal de Rayleigh. Il est cependant
possible d’en de´duire les effets en utilisant les e´quations (5.14) et (5.15) et en effectuant une
probabilite´ de re´ussite sur ces ine´galite´s comme dans le chapitre 4 et en utilisant la de´finition
de la QoS de la section 4.2.1. La suite du raisonnement est similaire a` celui de la section 5.4. Il
est a` noter que cette me´thode (avec utilisation de probabilite´ de re´ussite) est ge´ne´rale et peut
eˆtre applique´e a` tout canal dont on peut connaitre la fonction de re´partition de la puissance.
5.6 Simulations
Dans cette section, plusieurs re´sultats de simulations sont pre´sente´s afin de valider les
bornes (5.19), (5.30) sur Ns et les bornes (5.18), (5.29) concernant le SsNR dans les cas des
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Primaires utilisant FDMA et CDMA respectivement. Par souci de concision, nous pre´sentons
un re´sultat dans le cas FDMA et un autre dans le cas CDMA, d’autres re´sultats sont place´s
en annexes I concernant la variation de QoS (τs et τp) et de diversite´ (Ls et Lp) pour les deux
types d’acce`s aux ressources des PUs. L’objectif est d’afficher les probabilite´s d’erreurs aux
re´cepteurs PUs et SUs en fonction de Np afin de ve´rifier que les QoS sont bien respecte´es.
Les simulations sont effectue´es sous Matlab et les interfe´rences provenant des PUs ou des SUs
sont mode´lise´es par un processus blanc et gaussien conforme´ment aux re´sultats du chapitre 3.
5.6.1 PU FDMA
Les figures 5.16 pre´sentent la probabilite´ d’erreur aux PUs ((a) et (c)) et aux SUs ((b)
et (d)) lorsque l’on fait varier la quantite´ Np des PUs contenus dans la bande spectrale des
SUs pour deux valeurs diffe´rentes de Gs. Les figures (a) et (b) illustrent le cas ou` Gs = 2560
et les figures (c) et (d) celui ou` Gs = 5120. Les valeurs de Ns et SsNR sont donne´es par
les e´quations (5.19) et (5.18) respectivement. Les parame`tres de la simulation sont contenus
dans le tableau 5.13. La simulation s’approche de la the´orie a` la variance pre`s, ce qui est duˆ
au nombre d’e´chantillons N = 106 de la simulation. De faibles variations sont observables au
niveau de la the´orie, mais la QoS the´orique n’est jamais de´passe´e. Elles sont la conse´quence
des prises de valeurs entie`res de Np, ce qui implique que la borne gauche et droite de (5.18)
ne sont plus e´gales et donc que la valeur prise par SsNR permet une ame´lioration de la
QoS au PU ou au SU si ce dernier suit la valeur gauche ou droite de l’encadrement (5.18)
respectivement. Enfin, on remarque la variation du nombre de PUs en abscisse de´pendante
de Gs.
Tableau 5.13 Parame`tres d’affichage -cas FDMA
τp 10
−5 τs 10−3
SpNR (dB) 12 Gs 2560 & 5120
Lp 1 Ls 1
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Figure 5.16 Probabilite´ d’erreur au PU et au SU pour diffe´rentes valeurs de Gs dans le cas
FDMA
5.6.2 PU CDMA
Dans cette simulation, nous pre´sentons dans les figures 5.17, les probabilite´s d’erreur
lorsque les PUs utilisent la technique CDMA pour deux valeurs de SpNR. Les figures 5.17 (a)
et (b) pre´sentent respectivement les probabilite´s d’erreur au PUs et au SUs lorsque SpNR =
10 dB et les figures (c) et (d) ces meˆmes probabilite´s d’erreur lorsque SpNR = 15 dB. Les
ine´galite´s utilise´es sont (5.30) pour le choix de Ns et (5.18) pour le choix de SsNR permettant
la superposition de Ns SUs sur les ressources des Np PUs. Les parame`tres de simulation sont
contenus dans le tableau 5.14. Les QoS fixe´es au PU et au SU sont respecte´es. De plus, on
peut aussi observer la variation du nombre d’usagers PUs dans la bande du SU. En effet,
plus le SpNR est important, plus le nombre maximum de PUs tole´re´s par groupe CDMA
augmente.
92
Tableau 5.14 Parame`tres d’affichage-cas CDMA
τp 10
−5 τs 10−3
SpNR (dB) 10,15 Gs 2560
Lp 1 Ls 1
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Figure 5.17 Probabilite´ d’erreur au PU et au SU pour diffe´rentes valeurs de SpNR dans le
cas CDMA
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5.7 Conclusion
L’analyse de la capacite´ usager Primaire et Secondaire du syste`me apporte une dimension
supple´mentaire dans l’e´tude et l’analyse de l’impact de l’e´talement spectral dans un re´seau
cognitif sans fil. Tout d’abord, nous avons e´tudie´ les e´quations analytiques obtenues dans la
section 5.4 afin de comprendre l’influence des parame`tres utilise´s (SpNR, τp,τs,Lp,Ls,Gs) sur
la borne maximale du nombre Ns de SUs partageant les ressources avec Np PUs et sur la
valeur SsNR permettant l’usage de cette borne. Notons que lorsque la borne maximale de Ns
est utilise´e, les valeurs gauches et droites de (5.18) (cas FDMA) et (5.29) (cas CDMA) sont
e´gales. Si une valeur plus faible que Ns est utilise´e alors une liberte´ sur SsNR est possible
et ce, de la meˆme manie`re que lorsque l’on prend Gs plus grand que la borne minimale (voir
figures 4.6) pre´sente´e au chapitre pre´ce´dent.
Les deux cas e´tudie´s (FDMA et CDMA) conduisent a` des re´sultats ayant des ordres
de grandeur similaires mais, avec des variations diffe´rentes. Dans le cas d’un canal AWGN,
l’utilisation d’une re´partition des PUs par la technique FDMA conduit a` des re´sultats souvent
supe´rieurs au cas CDMA en termes de capacite´ usagers (SU et PU) car nous n’avons pas
tire´ profit des avantages de l’e´talement face aux multi-trajets et aux e´vanouissements. Ces
deux me´thodes d’acce`s au spectre sont difficilement comparables a` partir de cette e´tude.
Cependant, on peut de´ja` obtenir un ordre de grandeur de la capacite´ usagers ainsi que l’effet
des parame`tres de la mode´lisation sur Ns et SsNR.
En ce qui concerne l’impact des parame`tres mentionne´s, l’assouplissement des contraintes
aux re´cepteurs des SUs ou PUs (FDMA ou CDMA) peut se traduire par, une augmentation
de la diversite´ (Lp et Ls), une augmentation de τ (τp et τs) et une augmentation de SpNR.
Lorsque ces contraintes se relaˆchent au re´cepteur PU, on constate une augmentation de la
capacite´ en terme d’usagers SUs et aussi le fait que ces derniers doivent augmenter leur
puissance pour faire face aux interfe´rences des usagers supple´mentaires. Cette augmentation
de Es est possible car les PUs disposent de plus de liberte´s (E´nergie ou QoS) pour faire
face aux interfe´rences. Ce relaˆchement des contraintes aux re´cepteurs SUs entraˆıne aussi une
ame´lioration de la capacite´ de SUs et oblige ces derniers a` utiliser moins de puissance dans le
but de superposer plus d’usagers sans augmenter la quantite´ d’interfe´rences au PUs. Dans le
cas CDMA, le relaˆchement des contraintes aux re´cepteurs PUs permet d’augmenter le nombre
d’usagers Primaire dans chaque groupe CDMA.
La variation de Gs est particulie`re car, lorsque celui-ci augmente, la largeur de bande des
SUs augmente. Les SUs se superposent a` plus de PUs dans les deux cas e´tudie´s (FDMA ou
CDMA). Cette augmentation deGs ame´liore la capacite´ du syste`me (Ns) proportionnellement
a` Gs.
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Les simulations pre´sente´es suite a` l’analyse des re´sultats the´oriques valident le raisonne-
ment et les formules de´duites de celui-ci dans la section 5.4. Des re´sultats supple´mentaires
tenant compte de la variation des QoS et des diversite´s sont pre´sente´s dans l’annexe I. On
constate le potentiel de l’utilisation de l’e´talement spectral pour le SU lui permettant de
communiquer par-dessus les ressources du Primaire tout en adaptant l’intensite´ des interfe´-
rences qu’il e´met en fonction des contraintes des PUs et des SUs. Cette e´tude nous pre´sente
un ordre de grandeur du maximum d’usagers que peut contenir une cellule, bien e´videmment
le contexte n’est jamais aussi parfait et le nombre re´el a de fortes chances d’eˆtre diffe´rent.
Toutefois, cela procure une ide´e sur les valeurs de l’influence (et de l’importance) de la varia-
tion de certains parame`tres tels que la diversite´, la QoS et l’e´talement spectral sur la capacite´
usager pouvant conduire a` l’adoption de certains comportements intelligents de la part des
SUs.
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CHAPITRE 6
Conclusion
6.1 Synthe`se des travaux
Trois grandes parties ont e´te´ e´tudie´es dans ce projet. Tout d’abord, dans le chapitre 3,
nous avons valide´ les hypothe`ses d’interfe´rences blanches et gaussiennes. Dans cette analyse,
on en de´duit que pour un filtre en racine de cosinus sure´leve´, un gain d’e´talement relatif du
SU d’au moins 20 fois celui du PU est ne´cessaire afin de valider, sur toute la largeur de bande
utilise´e par le SU, le caracte`re gaussien et « blanc » des interfe´rences au re´cepteur PU. Ces
hypothe`ses nous ont permis d’effectuer l’analyse mathe´matique de deux situations.
La premie`re situation, qui constitue le contenu du chapitre 4, e´tudie la superposition
d’un SU sur les ressources temporelles et fre´quentielles d’un PU avec deux types de canaux
diffe´rents (AWGN, Rayleigh). Dans un premier temps, nous avons e´tudie´ les valeurs d’inter-
fe´rences blanches et gaussiennes admissibles au re´cepteur PU, puis nous nous sommes servi
de cette limite pour controˆler les interfe´rences produites par le SU. Tout cela a permis l’e´va-
luation d’une borne minimale sur le gain d’e´talement du SU afin qu’il respecte la QoS du PU
ainsi que la sienne. L’analyse des re´sultats et l’observation des simulations ont valide´ l’e´tude
du concept et de´taille´ l’impact des parame`tres (τp,τs,SpNR,Ls,Lp) de la mode´lisation sur le
comportement du SU a` adopter. Le relaˆchement des contraintes dans le syste`me peut s’inter-
pre´ter aux deux re´cepteurs comme une augmentation de τ ou de L. S’il s’effectue du coˆte´ PU,
cela permet a` un usager SU de s’inse´rer pour des valeurs plus faibles de SpNR et de diminuer
son gain d’e´talement car l’espace d’interfe´rence au PU est plus important. Par conse´quent,
comme le SU lutte moins efficacement face aux interfe´rences, il doit alors augmenter son
e´nergie par symbole Es. Le relaˆchement des contraintes du coˆte´ SU ne modifie pas la zone
d’accessibilite´ des interfe´rences, mais permet d’utiliser un gain d’e´talement plus faible et doit
utiliser une puissance plus faible car le SU bien qu’il puisse accepter plus d’interfe´rences a`
son re´cepteur, doit diminuer celle qu’il cause au PU.
La deuxie`me situation explique´e dans le chapitre 5 est le de´veloppement de la premie`re.
Nous ajoutons des PUs et observons ce qui se passe sur le nombre maximum de SUs pouvant
communiquer sur les meˆmes ressources. A` l’instar de la premie`re situation, nous avons e´value´
l’impact des parame`tres du mode`le sur le comportement des variables du syste`me (Ns, SsNR).
Le relaˆchement des contraintes s’interpre`te de la meˆme manie`re que pre´ce´demment et, qu’il
s’effectue aux PUs ou aux SUs, permet l’augmentation de la capacite´ usager du syste`me.
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De plus, la puissance du SU augmente si ce relaˆchement se produit coˆte´ PU car comme la
capacite´ du syste`me augmente tout comme l’espace d’interfe´rence au PU, le SU doit faire en
sorte de lutter face aux interfe´rences ajoute´es. Si ce relaˆchement des contraintes se produit du
coˆte´ SU, ce dernier peut accepter plus d’interfe´rences et doit diminuer sa puissance pour que
tous les SUs supple´mentaires puissent se superposer ensemble sans augmenter l’interfe´rence
cause´e aux PUs.
L’usage de valeurs minimales de Gs (chapitre 4) ou maximales de Ns (chapitre 5) est tre`s
restrictif pour le choix de SsNR par le SU. Nous avons pu observer dans le chapitre 4, que si
ce dernier utilise des valeurs diffe´rentes des bornes dans les ensembles de´finis par les ine´galite´s
alors, le SU dispose de liberte´s dans le choix de SsNR. Ces liberte´s sont augmente´es avec le
relaˆchement des contraintes a` l’un ou l’autre des usagers.
Nous avons donc observe´ que le concept d’e´talement permet d’utiliser les ressources spec-
trales en meˆme temps que des PUs. Le gain d’e´talement permet de manie`re douce de cre´er
de l’interfe´rence sans la ne´cessite´ d’utiliser des techniques d’e´coutes complexes. Le proble`me
est que cette complexite´ se retrouve aujourd’hui dans la conception des terminaux et la des-
cription des canaux de transmission tre`s large bande. La beaute´ de la technique d’e´talement
spectral re´side dans la douceur de l’interfe´rence cre´e´e et l’adaptabilite´ du syste`me aux inter-
fe´rences. Ceci provient du fait que chacun prend sur lui une fraction de l’interfe´rence ajoute´e.
Nous avons de´crit un syste`me adaptatif au sens de l’e´talement spectral pour les SUs mais
rigide concernant la QoS avec les taux d’erreurs. Les contraintes impose´es par la FCC en
terme de puissance sont aujourd’hui aussi tre`s rigides. Il y a encore du chemin vers cette
adaptabilite´ et cette e´lasticite´ qui entoure les concepts phares comme le CDMA et qui sont
oublie´s par des paradigmes comme interweave qui re´alisent difficilement que la perfection
(interdiction de collision) ne´cessite une complexite´ importante. Dans les anne´es a` venir, il
sera possible de re´pondre aux exigences du tre`s large bande et c’est pourquoi la compre´hen-
sion des comportements de l’acce`s par e´talement de spectre est primordiale afin de choisir
les parame`tres du SU en fonction des donne´es du contexte lui permettant l’acce`s simultane´
aux ressources du PU. Cependant, dans ce projet, nous avons de´veloppe´ des cas ide´aux avec
certaines hypothe`ses pouvant constituer des limitations dans les solutions propose´es.
6.2 Limitations des solutions propose´es
Afin de bien interpre´ter les re´sultats, il est ne´cessaire de les placer dans leur contexte et
de signaler les limites des hypothe`ses utilise´es et des re´sultats obtenus.
Dans le chapitre 3, l’e´tude des statistiques a e´te´ faite sur un signal e´mis par un seul SU et
sans la pre´sence de bruit thermique au re´cepteur PU en plus des interfe´rences. Cependant, il
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est possible que la pre´sence de bruit blanc en plus des interfe´rences ainsi que l’ajout d’usagers
ne soit pas ne´faste aux crite`res statistiques requis. En effet, l’ajout de signal bruite´ amplifie
le caracte`re gaussien et couvre les parties variables du spectre qui provoquent la coloration
des interfe´rences.
Dans le chapitre 4 et 5, nous avons suppose´ que le SU occupe tout l’espace d’interfe´-
rence admissible au PU. C’est un comportement ide´aliste optimisant l’usage des ressources
fre´quentielles par les SUs. Cependant, pour ce faire, il faut que les connaissances requises par
le SU (SpNR, τp, IpNR) soient tout a` fait exactes car aucune erreur ne lui est permis. Pour
reme´dier a` ce proble`me, il est judicieux d’utiliser des marges sur les parame`tres estime´s afin
de ne pas risquer de diminuer la QoS des PUs. De plus, nous avons aussi suppose´ la parfaite
orthogonalite´ des codes d’e´talement PN, avec eux meˆme quel que soit le de´calage, et entre
les codes d’e´talement des diffe´rents usagers qu’ils soient Secondaires ou Primaires. Dans la
re´alite´ cette orthogonalite´ de´pend des performances du code d’e´talement PN employe´, mais
elle n’est jamais parfaitement nulle ce qui peut entrainer des diminutions de performances
surtout lors de la superposition de nombreux usagers comme nous l’avons fait.
Les solutions aborde´es dans le chapitre 5 sur la capacite´ usager sont des limites et, ne repre´-
sentent pas exactement les performances d’un syste`me re´el. De plus, les hypothe`ses concernant
des densite´s d’interfe´rences e´gales provenant de chaque types d’usagers et le meˆme compor-
tement de tous les Secondaires et Primaires, bien que simplificatrices, sont peu probables.
Cependant, les valeurs obtenues sont l’image d’un ordre de grandeur qui pourrait permettre
le de´veloppement, de la the´matique et des normes en vigueur, ainsi que de la compre´hension
des comportements underlay intelligents.
Nous avons e´tudie´, quelque soit le chapitre, des cas tre`s statiques qui ne tiennent pas
compte de certains aspects contenus dans la liste non exhaustive suivante : diffe´rents com-
portements usagers, dispositions et de´placements des usagers dans l’espace, porte´e spatiale,
quantite´ et types de donne´es transfe´re´es, d’une de´finition de la QoS autre que le taux d’erreur,
des normes actuelles, des erreurs sur les connaissances a` priori des parame`tres des PUs ne´-
cessaires a` l’insertion des SUs. Si cette ide´e est de´veloppe´e, il faudra prendre en conside´ration
tous ces cas et bien d’autres...
6.3 Ame´liorations futures
6.3.1 Ajout de codage correcteur d’erreur
Un aspect important qui n’a pas e´te´ discute´ est l’utilisation des codes correcteurs d’erreur
et plus particulie`rement leur usage au re´cepteur SU. Nous avons parle´ des syste`mes de com-
munication sans nous inte´resser a` une forme autre que la re´pe´tition pour le codage. Il est aussi
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possible d’ajouter du codage correcteur d’erreur au SU sans modifier son e´talement et donc
l’interfe´rence qu’il cre´e´e au PU. Tout d’abord, expliquons le principe du codage concate´ne´.
Cette partie est inspire´e du chapitre 13 du livre de Proakis [36].
Le codage concate´ne´
On sait que le codage d’e´talement du CDMA consiste a` e´taler un bit d’information sur G
chips. Maintenant, ajoutons un code line´aire (n1, k) tel que l’on code k bits d’information sur
n1 bits de code. Puis e´talons chaque bit de code sur n2 chips tel que n2.n1 = kG, on conserve
donc le gain d’e´talement par la concate´nation des deux codes.
Compromis re´pe´tition/codage
En effectuant du codage concate´ne´, on diminue le gain d’e´talement, par conse´quent, la
capacite´ du SU a` e´taler les interfe´rences a` son re´cepteur diminue. L’ide´e consiste a` augmen-
ter le SsINR au re´cepteur SU avec le gain d’e´talement puis a` utiliser le gain de codage
convolutionnel ensuite.
Approche mathe´matique avec le codage convolutionnel
Le codage convolutionnel est tre`s puissant, car les performances ne sont pas limite´es par
la distance minimum des mots de code, mais plutoˆt par la distance libre dfree qui est bien
souvent plus grande que la premie`re. De plus, il est possible de gagner en modularite´ en
utilisant la perforation. L’avantage est que la performance du nouveau code perfore´ e´quivaut
a` celle d’un code de taux de codage e´quivalent sans perforation (p497, [36]).
L’avantage d’une concate´nation est obtenu si la probabilite´ d’erreur avec le code concate´ne´
(PeSUC) est plus faible que la probabilite´ d’erreur avec uniquement de l’e´talement (PeSU)
comme montre´ dans l’ine´galite´ (6.1).
PeSUC < PeSU (6.1)
Si la transmission s’effectue en BPSK, PeSU s’e´crit :
PeSU = Q
(√
2SsNR
1 + SpNR
G
)
(6.2)
On peut borner PeSUC avec la formule (6.3) tire´e de [36] (p535).
PeSUC ≤ BdfreeQ (2dfreeRcSsINR) (6.3)
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Ou` Bdfree est le nombre de bits d’informations non nuls associe´s au mot de code de poids dfree
divise´ par le nombre de bits d’informations par unite´ de temps. Pour simplifier le raisonnement
supposons que Bdfree ≈ 1.
On de´sire observer la valeur de dfree minimum pour un certain taux de codage Rc ne´ces-
saire pour avoir un inte´reˆt de remplacer de l’e´talement par du codage. Ensuite, nous allons
comparer celle-ci aux valeurs de dfree possibles the´oriques pour de tels taux de codage Rc.
Cela nous permet d’obtenir la borne (6.4) sur dfree en utilisant l’e´quation (6.1) :
dfree ≥ 1
Rc
1 + SpNR
RcG
1 + SpNR
G
(6.4)
Par la suite, calculons les valeurs de dfree atteignables avec les codes convolutionnels pour
les valeurs de Rc. Pour ce faire, nous employons deux bornes. La premie`re est la borne de
Heller (1968) (6.5) tire´e du livre [36], elle est utile pour les codes avec un taux 1/n. La seconde
borne (6.6) est celle tire´e de l’article de Daut, Modestino et Wismer [43], qui est utile pour
les codes avec un taux de codage k/n.
dfree ≤ min
l≥1
⌊
2l−1
2l − 1(K + l − 1)n
⌋
(6.5)
– K est le nombre de registres a` de´calage total du codeur.
dfree ≤ min
l≥I
⌊
2l−1
2l − b(K + l − 1)
n
b
⌋
(6.6)
I =
{
1 , K < 2b− 1
b , K ≥ 2b− 1 (6.7)
Sur la figure 6.1, on observe la variation des bornes mentionne´es dans les e´quations (6.4)
(dfree minimum) et (6.6) + (6.7) (Borne dfree) en fonction de Rc. Le gain d’e´talement consi-
de´re´ au re´cepteur SU est G = 200 et il y a K = 6 registres dans l’encodeur. Il y a deux
groupes de courbes correspondant aux deux types de bornes affiche´es.
Le groupe dfree minimum correspond aux valeurs de dfree minimums ne´cessaires avec le
taux de codage en abscisse et le reste en e´talement. Les diffe´rentes courbes correspondent a`
diffe´rentes valeurs d’interfe´rences subies par le SU.
Le groupe Borne dfree correspond aux bornes de dfree sur un code convolutionnel de taux
Rc avec 6 registres. La diffe´rence entre les trois courbes est la valeur de n.
On peut remarquer que pour des taux de codage convolutionnel assez e´leve´s, il semble
qu’il existe une zone dans laquelle changer de l’e´talement pour du codage impute peu aux
performances directes (sans tenir compte des effets du canal) de l’e´talement. De plus, dans
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Figure 6.1 Variation des bornes sur dfree en fonction de Rc
cette zone il existe une marge entre la distance libre ne´cessaire et celle atteignable. Celle-ci
peut eˆtre augmente´e en fonction de l’encodeur. L’existence de cette marge nous indique que
l’utilisation d’un code convolutionnel nous apporte un gain suˆr sans baisser significativement
les performances de l’e´talement, et ce, pour une large gamme d’interfe´rences.
6.3.2 Strate´gie
Le canal de communication varie dans le temps et il faut souvent ajouter une strate´gie
de communication dynamique. L’emploi d’une technique d’e´talement permet de lutter effi-
cacement face aux interfe´rences et aux canaux multi-trajets sans force´ment employer une
technique de variation de puissance dynamique. De plus, dans un cadre cognitif, l’e´talement
permet d’e´viter le sensing permanent du canal. Toutefois, il requiert certaines informations
de la part du Primaire (SNR, QoS). On comprend donc que la complexite´ non utilise´e pour
l’e´coute du canal peut eˆtre mise au profit de la simplification du syste`me ou bien dans une
autre technique dynamique. La variation du gain de traitement et du gain de codage constitue
une approche inte´ressante.
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6.3.3 Coope´ration
Un re´seau cognitif ne se re´sume pas a` un groupe de Primaires et de Secondaires uni-
quement, mais aussi aux possibilite´s d’ame´liorations qui y sont lie´es. La coope´ration entre
usagers est une vision d’avenir dans le contexte intelligent comme montre´ dans la the`se de
Jaafar [44]. Le fait que les terminaux soient capables de communiquer ensemble permet de
tirer des avantages de chacun, mais pas chacun pour soi. L’ajout de cette technique a` un
syste`me permet d’en augmenter sa capacite´.
6.3.4 Informations sur l’e´tat du syste`me
L’e´tude mene´e dans ce me´moire a e´te´ re´alise´e dans un cas ide´aliste pour en e´tudier le
concept. Lorsque l’on travaille avec un canal de Rayleigh, on suppose que l’on peut calculer
les statistiques du canal car on en posse`de l’information. De plus, l’usager Secondaire peut
s’inse´rer graˆce a` des informations sur le contexte telles que la QoS du Primaire, son SNR,
l’interfe´rence du SU perc¸ue par le PU par exemple. Dans la re´alite´ obtenir ces informations
est complexe et l’obtenir de manie`re fiable, encore plus. En effet, afin d’avoir les bonnes
informations pour communiquer celle-ci doit d’abord eˆtre transmise de manie`re fiable, ensuite
elle doit eˆtre traite´, mais au moment ou` elle est utilise´e, est-elle similaire a` ce qui a e´te´ rec¸u
l’instant auparavant ? C’est pourquoi il faut tenir compte de cette difficulte´ dans l’e´tude
future de ce concept.
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ANNEXE A
DSP d’un signal ale´atoire rectangulaire
On suppose que le Secondaire e´met des rectangles (chips) de longueur Tc (notons H la
transforme´e de Fourier des rectangles). La moyenne du signal est nulle et la se´quence des
symboles est une variable ale´atoire de variance σ2c et d’autocovariance γc. Calculons la DSP
(note´ Γ) d’un tel signal a` l’aide de la formule de Benett (1958).
Γ(f) =
1
Tc
|H(f)|2σ2c +
1
Tc
|H(f)|2
∑
n6=0
γc(n) exp(−2jpifnTc) (A.1)
En supposant l’autocorre´lation nulle pour des de´calages diffe´rents de n = 0 (on peut le
justifier par l’utilisation des code PN) on peut simplifier l’e´quation (A.1) en :
Γ(f) =
1
Tc
|H(f)|2σ2c (A.2)
La transforme´e de Fourier prise en valeur absolue et mise au carre´ des formants rectan-
gulaires de taille Tc est :
|H(f)|2 = T 2c sinc(pifTc)2 (A.3)
De plus, la variance σ2c dans le cas BPSK lorsque le Secondaire est e´tale´ avec un coefficient
Gs et e´met une e´nergie Es sur les symboles est :
σ2c =
Es
Ts
(A.4)
Et,
Tc =
Ts
Gs
(A.5)
Par conse´quent, la densite´ spectrale de puissance du signal Secondaire devient :
Γ(f) =
Es
Gs
sinc(pifTc)
2 (A.6)
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ANNEXE B
Calcul de l’autocorre´lation d’un signal ayant un trape`ze pour densite´ spectrale
de puissance
La figure B.1 repre´sente la DSP d’un trape`ze de largeur Wp, de hauteur au centre Γc et de
pente p. Le but est de calculer la transforme´e de Fourier inverse qui donne alors la corre´lation
complexe (note´ γ) d’un tel signal, qui comprend dans sa partie re´elle, l’autocorre´lation, et
dans sa partie imaginaire l’intercorre´lation.
f
DSP
0
Γ 
p
Wp
Figure B.1 DSP en forme de trape`ze
B.1 Calcul de la transforme´e de Fourier inverse d’un trape`ze
Commenc¸ons par calculer la transforme´e de Fourier inverse du trape`ze repre´sente´e sur la
figure B.1. La nouvelle variable est τ qui est le de´calage temporel de la corre´lation :
γ(τ) =
∫ Wp/2
−Wp/2
(Γc + pf) exp(j2pifτ) df (B.1)
La line´arite´ de l’inte´grale nous permet de se´parer (B.1) en deux termes tels que :
γ(τ) = A(τ) +B(τ) (B.2)
A(τ) =
∫ Wp/2
−Wp/2
Γc exp(j2pifτ) df (B.3)
B(τ) =
∫ Wp/2
−Wp/2
pf exp(j2pifτ) df (B.4)
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On obtient avec l’e´quation (B.3) :
A(τ) = ΓcWpsinc(piWpτ) (B.5)
Effectuons une inte´gration par partie pour calculer l’e´quation (B.4).
B(τ) = p
([
f exp(j2pifτ)
j2piτ
]Wp/2
−Wp/2
−
∫ Wp/2
−Wp/2
exp(j2pifτ)
j2piτ
df
)
(B.6)
Ce qui donne :
B(τ) = p
(
Wp
2
1
j2piτ
2 cos(piτWp)− 1
j2piτ
1
j2piτ
2j sin(piτWp)
)
(B.7)
B(τ) =
pWp
j2piτ
(cos(piτWp)− sinc(piτWp)) (B.8)
La formule (B.8) ne posse`de pas de points particuliers, car elle prolongeable par continuite´
en τ = 0, elle est donc de´finie sur R. On sait que la partie re´elle repre´sente l’autocorre´lation
et la partie imaginaire l’intercorre´lation, on observe tout de suite que la pente du spectre va
contribuer a` l’intercorre´lation.
On obtient donc graˆce a` (B.8), (B.5) et (B.2) :
γ(τ) = ΓcWpsinc(piWpτ) +
pWp
j2piτ
(cos(piτWp)− sinc(piτWp)) (B.9)
B.2 Lien avec le proble`me
Les e´quations pre´ce´dentes ont e´te´ calcule´es avec certains parame`tres comme la pente p
ou Γc qui n’ont pas encore de valeurs car nous n’avons pas mis en place le contexte. On
e´tudie un trape`ze cense´ repre´senter l’interfe´rence en bande de base au Primaire. Ce trape`ze
provient de la partie de la bande du Secondaire qui a e´te´ se´lectionne´e selon la largeur de
bande du Primaire et sa fre´quence centrale fp. Nous avons rappele´ que la DSP du Secondaire
est donne´e par l’e´quation (A.6). Si l’on centre cette fonction en fs, la fre´quence centrale du
SU, alors la DSP de celui-ci s’e´crit :
Γs(f) = Γ(f − fs) = Es
Gs
sinc(pi(f − fc)Tc)2 (B.10)
Dans la suite, on suppose que la largeur de bande du PU est assez faible pour conside´rer
la DSP dans sa bande comme un trape`ze en prenant la valeur de la pente au centre de sa
bande.
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B.2.1 Calcul de la valeur Γc
En utilisant l’hypothe`se pre´ce´dente et l’e´quation (B.10), on obtient la valeur recherche´e :
Γc = Γs(fp) =
Es
Gs
sinc(pi(fp − fs)Tc)2 (B.11)
Or en utilisant le parame`tre rc donne´ par (3.2) on obtient :
Γc = Γs(fp) =
Es
Gs
sinc(pirc)
2 (B.12)
B.2.2 Calcul de la pente p
Le calcul de la pente p se fait en la valeur fp de Γs.
p =
dΓ(f)
df
∣∣∣∣
fp−fs
(B.13)
En utilisant l’e´quation (A.6) :
dΓ(f)
df
=
Es
Gs
dsinc2(pifTc)
df
(B.14)
dΓ(f)
df
=
Es
Gs
2
f
sinc(pifTc) (cos(pifTc)− sinc(pifTc)) (B.15)
En utilisant les e´quations (B.13), (B.14) et (B.15) et le fait que Tc = 2/Ws
p =
Es
Gs
2
fp − fs sinc
(
2pi(fp − fs)
Ws
)[
cos
(
2pi(fp − fs)
Ws
)
− sinc
(
2pi(fp − fs)
Ws
)]
(B.16)
On reconnait encore le parame`tre donne´ par (3.2) :
p =
Es
Gs
2
fp − fs sinc (pirc) [cos (pirc)− sinc (pirc)] (B.17)
Ou encore en utilisant (B.12) :
p =
4
Ws.rc
.Γc. [cos (pirc)− sinc (pirc)] (B.18)
En remplac¸ant (B.18) et (B.12) dans (B.9) on obtient l’e´quation finale de´sire´e. L’indica-
teur (3.16) est obtenu en calculant les maximums des e´quations pre´ce´dentes lorsqu’elles sont
e´chantillonne´es en 1/Wp.
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ANNEXE C
Re´sultats comple´mentaires du chapitre 3
C.1 Indicateur Gaussien
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Figure C.1 Observation de l’indicateur gaussien en fonction de rc pour diffe´rentes valeurs de
r le SU e´met sur ses deux voies
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Figure C.2 Observation de l’indicateur gaussien en fonction de r lorsque le SU e´met sur une
voie
Sur la figure C.3, on observe l’indicateur gaussien dans le cas d’une e´mission du SU sur
une seul voie. Les parame`tres de Simulation sont situe´s dans le tableau C.1.
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Tableau C.1 Parame`tres de simulation pour le crite`re Gaussien en fonction de rc
Fess(KHz) 8 et 4 Gs 20, 10
NechS 20 r (%) 5,10
NechP 400, 200 N 100 000
Wp (Hz) 40 Ws (Hz) 800,400
fs 2000,1000 β 1
Ps(W) 1 rc(%) 0⇒ 90
– Fess repre´sente la fre´quence d’e´chantillonnage de la simulation.
– Nech est le nombre d’e´chantillons par symbole de l’usager mentionne´ en indice.
– N est le nombre de symboles e´mis lors de la simulation.
– Ps est la puissance d’e´mission du SU.
(a)
(b)
Figure C.3 Observation de l’indicateur gaussien en fonction de rc pour diffe´rentes valeurs de
r
C.2 Indicateur sur l’autocorre´lation
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Tableau C.2 Parame`tres de simulation pour le crite`re d’autocorre´lation en fonction de rc
Fess(KHz) 2 Gs 10
NechS 20 rc(%) 0⇒ 99
Wp (Hz) 20 Ws (Hz) 200
fs 500 β 1
N 100000 NechP 200
Ps(W) 1 r(%) 11
– N nombre de symboles e´mis pour la simulation
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Figure C.4 Observation de l’indicateur d’autocorre´lation lorsque le SU e´met sur une voie,
r = 11% et 20%
C.3 Indicateur sur l’Intercorre´lation
Pour obtenir la figure C.5, les parame`tres utilise´s sont les meˆmes que dans le tableau C.2
mais avec Gs = 20 et Ws = 400 Hz.
Sur la figure C.6, on observe l’intercorre´lation des interfe´rences au re´cepteur PU utilisant
un filtre en racine de cosinus sure´leve´.
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Figure C.5 Observation de l’indicateur d’intercorre´lation lorsque le SU e´met sur deux voies,
r = 5%
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Figure C.6 Observation du crite`re d’intercorre´lation lorsque le SU e´met sur une voie avec
r = 5% et 10%, filtre racine de cosinus sure´leve´
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ANNEXE D
Pre´cisions sur les calculs de probabilite´s
Dans toute cette partie l’utilisation de la fonction P (.) signifie probabilite´.
D.1 Fonction Q
La fonction Q est de´finie pour une loi normale et sur R. Supposons que x, une variable
ale´atoire (v.a.), suive une loi normale centre´e et normalise´e et a ∈ R alors Q est de´finie
comme ceci :
Q(a) = P (x ≥ a) =
∫ +∞
a
1√
2pi
exp
(
−x
2
2
)
dx (D.1)
De meˆme manie`re si x suit une loi normale de moyenne µ et de variance σ2 alors :
P (x ≥ a) =
∫ +∞
a
1√
2piσ2
exp
(
−(x− µ)
2
2σ2
)
dx (D.2)
En effectuant le changement de variable u = (x−µ)
σ
on obtient :
P (x ≥ a) =
∫ +∞
(a−µ)
σ
1√
2pi
exp
(
−u
2
2
)
dx = Q
(
a− µ
σ
)
(D.3)
D.2 Probabilite´ d’erreur en BPSK
Soit x une v.a. repre´sentant deux e´tats H1 (le signal x1 est e´mis) et H0 (Le signal x0 est
e´mis) avec e´quiprobabilite´. L’observation y peut appartenir a` deux re´gions (R1 pour H1 et
R0 pour H0) qui vont nous permettre de prendre une de´cision, c’est a` dire de savoir si ce qui
est e´mis est x1 ou x0.
La probabilite´ d’erreur s’e´crit :
Pe = P (H0)
∫
H1
P (y|H0)dy + P (H1)
∫
H0
P (y|H1)dy (D.4)
La variable d’observation dans notre cas s’e´crit comme la somme du signal x d’e´nergie Eb
par symbole et d’un bruit blanc additif gaussien n de variance bilate´rale N0/2.
y = x+ n (D.5)
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Par conse´quent, on sait que :∫
H1
P (y|H0)dy =
∫
H1
Pn(y − x0)dy =
∫
H0
P (y|H1)dy (D.6)
L’e´galite´ (D.6) est due au fait que la constellation est syme´trique et que les signaux sont
e´quiprobables. De plus, on connait la densite´ Pn car le bruit est suppose´ blanc et gaussien et
on sait que comme le signal est de moyenne nulle que :
∫
H1
P (y|H0)dy =
∫ +∞
− x0√
N0/2
1√
2pi
exp
(
−x
2
2
)
dx = Q
(
− x0√
N0/2
)
(D.7)
Ce qui donne en sachant que x0=-x1=-
√
Eb
Pe = Q
(
− x0√
N0/2
)
= Q
(√
2Eb
N0
)
= Q
(√
2SNR
)
(D.8)
D.3 De la loi de Rayleigh a` la loi exponentielle
Lorsque l’on dit que le signal subit des e´vanouissements de Rayleigh, cela veut dire que son
amplitude suit une loi de Rayleigh qui provient d’un complexe ayant ses deux composantes
i.i.d suivant une loi normale. De plus, nous savons dans ce cas que la puissance suit une
loi exponentielle. Ces notions sont utiles dans le me´moire c’est pourquoi nous refaisons le
cheminement mathe´matique de la loi normale a` la loi exponentielle.
Tout d’abord, posons trois variables ale´atoires A, B et Z distinctes des valeurs qu’elles
peuvent prendre que l’on notera en minuscule. Les variables sont de´finies comme suit :
z ∈ C, (a, b) ∈ R2 i.i.d. ∼ N(0, σ2)| z = a+ jb (D.9)
La densite´ de A, B est :
pA(x) =
1√
2piσ2
exp
(
− x
2
2σ2
)
= pB(x), x ∈ R (D.10)
La densite´ de probabilite´ de Z est :
pZ(z) = pA,B(a, b) = pA(a)pB(b) =
1
2piσ2
exp
(
−a
2 + b2
2σ2
)
(D.11)
Ce qui donne :
pZ(z) =
1
piσ2z
exp
(
−||z||
2
σ2z
)
, σ2z = 2σ
2 (D.12)
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Par la suite, tout se passe avec des changements de variables. E´tablissons le lien entre la
loi de rayleigh et la loi d’un vecteur complexe avec des composantes i.i.d. normales.
Posons :
a = r cos(θ), b = r sin(θ), r ∈ R+, θ ∈ [0, 2pi[ (D.13)
Effectuons le changement de variable :∫ ∫
R2
pA,B(a, b)dadb =
∫
R+
∫
[0,2pi[
pA,B(r, θ)rdrdθ (D.14)
L’apparition du r dans l’inte´grale de la deuxie`me partie est due au Jacobien lors du change-
ment de variable (D.13).∫ ∫
R2
pA,B(a, b)dadb =
∫
R+
pZ(r)rdr
∫
[0,2pi[
dθ (D.15)
Ce qui donne finalement la densite´ de probabilite´ concernant la variable d’amplitude r :∫ ∫
R2
pA,B(a, b)dadb =
∫
R+
2r
σ2z
exp
(
− r
2
σ2z
)
dr (D.16)
On retrouve la loi de Rayleigh concernant l’amplitude :
pR(r) =
r
φ
exp
(
− r
2
2φ
)
, φ = σ2z/2 (D.17)
Continuons notre de´marche pour atteindre la densite´ de probabilite´ de puissance en ef-
fectuant un autre changement de variable u = r2 :∫
R+
2r
σ2z
exp
(
− r
2
σ2z
)
dr =
∫
R+
1
σ2z
exp
(
− u
σ2z
)
du (D.18)
On retrouve la loi exponentielle concernant la puissance :
pP (p) = λ exp (−λp) , λ = 1/σ2z (D.19)
Ge´ne´ralement, on utilise une loi de rayleigh de parame`tre 1 ce qui donne la densite´ de
probabilite´ de la puissance suivante :
pP (p) = exp (−p) (D.20)
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ANNEXE E
Canal avec diversite´
Lorsque l’on somme des variables ale´atoires inde´pendantes, le comportement ale´atoire de
cette somme peut changer comme dans le cas d’une somme de variable inde´pendantes et
identiquement distribue´es suivant une loi exponentielle dans le cas d’un canal de Rayleigh.
E.1 Canal exponentiel
Soient les variables ale´atoires i.i.d. αi suivant une loi exponentielle de parame`tre 1. Nom-
mons αT , la somme de ces variables pour tout i jusqu’au degre´ de diversite´ L.
αT =
L∑
i
αi (E.1)
On sait que pour obtenir la loi de αT , on peut faire les produits de convolutions de αi
L− 1 fois. Effectuons ce produit de convolution deux fois :
P2 = pαi ⊗ pαi(x) =
∫ ∞
−∞
pαi(τ)pαi(x− τ)dτ = exp(−x)
∫ x
0
dτ = x exp(−x) (E.2)
Effectuons-le une deuxie`me fois :
P3 = pαi ⊗ P2(x) =
∫ ∞
−∞
P2(τ)pαi(x− τ)dτ = exp(−x)
∫ x
0
τdτ =
x2
2
exp(−x) (E.3)
On voit bien apparaitre les termes (une de´monstration par re´currence n’est pas ne´cessaire)
de la fonction gamma qui a pour forme :
γ(x, L, 1) = xL−1
exp(−x)
(L− 1)! (E.4)
Donc :
pαT (x) = γ(x, L, 1) (E.5)
Pour obtenir la fonction de re´partition comple´mentaire, il faut inte´grer une nouvelle fois :
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P (αT ≥ x) =
∫ +∞
x
γ(x, L, 1) =
Γ(x, L)
(L− 1)! (E.6)
Γ de´signe la fonction gamma incomple`te supe´rieure et est une fonction connue que l’on
peut exprimer sous forme de somme en effectuant des inte´grations par parties. Matlab est
capable d’inverser directement cette fonction. Dans le me´moire nous notons Γ(x,L)
(L−1)! = ΓL(x).
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ANNEXE F
Simulation cas AWGN
La simulation pre´sente´e dans cette annexe est importante car elle a e´te´ re´alise´ avec le
simulateur du chapitre 3. D’une part elle valide la structure des chaˆınes d’e´missions employe´es
dans l’e´tude des interfe´rences mais aussi elle valide le caracte`re « blanc » et gaussien lorsque
l’e´talement spectral du SU Gs est supe´rieur a` 20 lorsque les taux d’informations sont les
meˆmes au PU et au SU. Le tableau F.1 regroupe les parame`tres de la simulation.
Tableau F.1 Valeurs de la simulation
SpNR(dB) 8 SsNR(dB) 8
Lp 1 Ls 1
QoSp 10
−3 SpNRmin(dB) 4.9
SsNRmin(dB) SsNR
Avec ces parame`tres, on trouve que Gs ≥ 19.63 pour avoir un taux d’erreur plus faible
que 10−3. On peut observer sur la figure F.1 la variation du taux d’erreur au PU en fonction
de l’e´talement du SU. La courbe e´paisse horizontale situe´e a` Pe = 10
−3 repre´sente la limite
de QoS au PU comme au SU. La courbes en pointille´s fin repre´sente le taux d’erreur binaire
sans interfe´rences au PU tandis que celle en pointille´s e´pais repre´sente le taux d’erreur au
PU avec les interfe´rences du SU.
On remarque que les courbes the´oriques et de simulations se superposent correctement. On
observe surtout la de´croissance du taux d’erreur au PU avec l’augmentation de l’e´talement.
La the´orie est respecte´e dans ce cas tre`s simple, donc on peut supposer que les interfe´rences
sont blanches et gaussiennes.
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Figure F.1 Taux d’erreur au PU en fonction de Gs du SU
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ANNEXE G
Probabilite´s d’erreurs
Dans cette section, nous affichons les me´thodes employe´es pour calculer les probabilite´s
d’erreurs de la partie 4.5 du chapitre 4. Tout d’abord, commenc¸ons par de´finir certains termes.
Lp et Ls de´signent la diversite´ au PU et au SU respectivement. Les rapports signal sur bruit
plus interfe´rence sont donne´s par les formules suivantes :
SpINR =
SpNR
1 + SsNR/Gs
(G.1)
SsINR =
SsNR
1 + SpNR/Gs
(G.2)
G.1 Canal AWGN
Dans ce cas, voici les signaux transmis en tenant compte des interfe´rences blanches et
gaussiennes.
yRxSU = yTxSU +
√
N0
2
nb +
√
Ep
2Gs
nI (G.3)
– yRxSU les donne´es rec¸ues au SU.
– yTxSU les donne´es e´mises au SU.
– nb et nI sont des processus ale´atoires blancs et gaussiens de moyenne nulle et de variance
1.
yRxPU = yTxPU +
√
N0
2
nb +
√
Es
2Gs
nI (G.4)
– yRxSU les donne´es rec¸ues au PU.
– yTxSU les donne´es e´mises au PU.
– nb et nI sont des processus ale´atoires blancs et gaussiens de moyenne nulle et de variance
1.
La probabilite´ d’erreur est calcule´e respectivement au SU et au PU :
PSU = Q(
√
2LsSsINR) (G.5)
122
PPU = Q(
√
2LpSsINR) (G.6)
G.2 Canal exponentiel
La puissance du canal est encore modifie´e avec une variable ale´atoire suivant une loi de
puissance exponentielle de parame`tre 1.
yRxSU = βyTxSU +
√
N0
2
nb +
√
Ep
2Gs
nI (G.7)
– β de´signe une variable ale´atoire gaussienne complexe circulaire et syme´trique tout
comme nI et nb.
yRxPU = βyTxPU +
√
N0
2
nb +
√
Es
2Gs
nI (G.8)
Dans ce cas, la de´cision est prise sur les statistiques suffisantes.
y˜RxSU =
β∗
||β||yRxSU (G.9)
y˜RxPU =
β∗
||β||yRxPU (G.10)
Notons α = ||β|| qui suit une loi de Rayleigh. Les autres statistiques ne sont pas change´es.
Encore une fois, s’il y a de la diversite´, il faut recommencer L fois les processus du dessus et
sommer.
On sait que :
PαL(x) = γ(x, L, 1) (G.11)
Donc on peut calculer la probabilite´ d’erreur moyenne :
Pk(SkINR) =
∫ +∞
0
Q(
√
2xSkINR)PαL(x)dx (G.12)
Ce qui donne selon[45] ( p62) :
Pk(SkINR) =
(
1− µ
2
)L L−1∑
i=0
(
L− 1− i
i
)(
1 + µ
2
)i
(G.13)
µ =
√
SNR
1 + SNR
(G.14)
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ANNEXE H
Simulation Gs : comple´ments
Dans cette annexe nous afficherons les re´sultats concernant les simulations de validation
des e´quations du chapitre 4. Nous effectuons les simulations pour une diversite´ supe´rieure a`
1 dans les cas de Rayleigh et AWGN.
H.1 Canal AWGN
Nous allons observer les probabilite´s d’erreur au PU et au SU lorsqu’une diversite´ de deux
est obtenue pour chaque usager. Les parame`tres sont contenus dans le tableau H.1. On peut
observer les re´sultats sur la figure H.1.
Tableau H.1 Parame`tres de simulations
N 106 Lp 2
Ls 2 τp 10
−5
τs 10
−3 PPU 1
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Figure H.1 Taux d’erreurs aux PU et au SU en fonction de SpNR lorsque Ls = Lp = 2
H.2 Canal Rayleigh
Nous effectuons la meˆme ope´ration que pre´ce´demment avec un canal de Rayleigh. Les
parame`tres sont contenus dans le tableau H.1. Il faut cependant modifier les valeurs de Tp
et Ts pour obtenir la QoS de´sire´e. On utilise la meˆme me´thode qu’avec les e´quations (4.26)
et (4.27) pour obtenir Ts(p) et la valeur de l’asymptote en SpNR. La diffe´rence provient du
calcul de la probabilite´ d’erreur ou` l’on utilise (G.13). Le tableau H.2 regroupe les valeurs
calcule´es pour atteindre les performances moyennes d’erreurs. Le calcul de la borne d’insertion
en SpNR avec les valeurs du tableau donne 21.34 dB.
Tableau H.2 Parame`tres de simulations
N 2.106 Lp 2
Ls 2 τp 10
−5
τs 10
−3 PPU 1
Ts 0.9459 Tp 0.9979
La figure H.2 regroupe les re´sultats de probabilite´s d’erreurs ainsi que l’e´talement et
le SsNR utilise´s. On peut observer la borne d’insertion correspondant a` la valeur calcule´e
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ainsi que les probabilite´s d’erreurs qui satisfont les QoS. Contrairement au cas pre´ce´dent, la
probabilite´ d’erreur ne diminue plus apre`s insertion. La borne minimum Gs = 20 n’est jamais
atteinte, par conse´quent les bornes de SsNR sont toujours e´gales ce qui implique que les
SINR sont constant. Pour faire un rappel, si les bornes ne sont plus e´gales alors il y a une
marge sur le SsNR. On peut choisir la valeur minimum pour maintenir le SsINR constant
ou la borne maximum pour maintenir le SpINR constant.
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Figure H.2 Taux d’erreurs aux PU et au SU en fonction de SpNR lorsque Ls = Lp = 2
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ANNEXE I
Simulations supple´mentaires : capacite´ usager
Dans cette annexe, nous allons afficher les re´sultats supple´mentaires validant les e´qua-
tions (5.18)(FDMA) et (5.29)(CDMA) concernant la valeur de SsNR et (5.19)(FDMA)
et (5.30)(CDMA) concernant la valeur de Ns.
I.1 Variation de la QoS au PU
Le tableau I.1 regroupe les parame`tres des simulations.
Tableau I.1 Parame`tres de simulations
N [104, 105, 106] Lp = Ls 1
Gp 128 τp [10
−3, 10−4, 10−5]
τs [10
−3, 10−4, 10−5] Gs 2560
I.1.1 Le PU utilise FDMA
La figure I.1 regroupe les re´sultats de cette partie.
I.1.2 Le PU utilise CDMA
La figure I.2 regroupe les re´sultats de cette partie.
I.2 Variation de la QoS au SU
Le tableau I.1 regroupe les parame`tres des simulations.
I.2.1 Le PU utilise FDMA
La figure I.3 regroupe les re´sultats de cette partie.
I.2.2 Le PU utilise CDMA
La figure I.4 regroupe les re´sultats de cette partie.
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I.3 Variation de la diversite´ au PU
Le tableau I.2 regroupe les parame`tres des simulations.
Tableau I.2 Parame`tres de simulations
N [104, 105, 106] Lp 2, 4
Gp 128 τp = τs 10
−3
Ls 2, 4 Gs 2560
I.3.1 Le PU utilise FDMA
Seul ces re´sultats seront affiche´s, car l’influence de la diversite´ n’apparait pas sur les
courbes de probabilite´s d’erreurs ce qui fait qu’elles sont toutes similaires.
La figure I.5 pre´sente les re´sultats pour le cas mentionne´. Ils sont les meˆmes pour tous les
autres avec les valeurs du tableau I.2.
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Figure I.1 Taux d’erreurs aux PU et au SU en fonction de Np, SpNR = 12 dB, Ls = 1,
Lp = 1, variation de QoS au PU FDMA
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Figure I.2 Taux d’erreurs aux PU et au SU en fonction de Np, SpNR = 12 dB, Ls = 1,
Lp = 1, variation de QoS au PU CDMA
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Figure I.3 Taux d’erreurs aux PU et au SU en fonction de Np, SpNR = 12 dB, Ls = 1,
Lp = 1, variation de QoS au SU FDMA
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Figure I.4 Taux d’erreurs aux PU et au SU en fonction de Np, SpNR = 12 dB, Ls = 1,
Lp = 1, variation de QoS au SU CDMA
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Figure I.5 Taux d’erreurs aux PU et au SU en fonction de Np lorsque la diversite´ varie au
PU
