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Outline
This thesis describes theoretical investigations of universality and finite-
range corrections in few- and many-boson systems. The major part of this
work concerns ultra-cold trapped atomic gases, but some of the results and
methods may be applicable to small molecules, and nuclei too.
In the introductory chapter 1 we briefly describe some of the basic con-
cepts and phenomenology used in this dissertation such as universality, Bose-
Einstein condensation, Efimov physics, and Borromean binding. The typical
experimental systems of interest are also described.
Chapter 2 reviews the relevant theoretical background and methods for
few-body systems as well as mean-field models for condensates. The nu-
merical procedures we implement are also described. This gives a common
background for the rest of the dissertation. The main chapters 3–8 can be
read almost independently, but they often refer back to chapter 2.
In chapter 3 we investigate universal finite-range corrections to Efimov
physics in three-boson systems. Connections to Borromean binding are
made. We also describe the effects of putting the system in a finite trap.
Chapter 4 continues this line by investigating the conditions for Efimov
physics, in particular for large effective range. The content of chapter 3 and
4 was published in [TFJ08c, TFJ+09], but new material is also presented.
(See page xiii for a list of publications.)
In chapter 5 we show the existence of a many-body Efimov effect based
on two-body correlations. The features of the effect and experimental sig-
natures are discussed. This chapter is based on [TFJ08a, FJT08] as well as
some new results.
In chapter 6 we numerically consider trapped few-boson systems of or-
der 10–30 particles including two-body correlations. Condensate-type states
are identified. We investigate energies and correlations for these condensate
states and discuss possible experimental signatures. Appendix A and B con-
tains some technical details used in this chapter. The content of this chapter
is composed of selected material from [TFJ07, TFJ08b, FJT08, JKTF07].
Chapter 7 approaches the question of effective range corrections in con-
densates from the mean-field point of view. A modified Gross-Pitaevskii
equation is combined with a higher-order Feshbach resonance model. Effects
on stability and decay mechanisms are predicted. In chapter 8 we continue
the mean-field analysis of condensates. We present the Thomas-Fermi ap-
proximation in the case of higher-order interactions. Some details are found
in appendix C. Chapter 7 and 8 are based on [TZJ09, ZT09b, ZT09a].
Conclusions and outlook are given in chapter 9. The back-matter con-
tains appendices and the bibliography.
ix
The results presented in [FJT+09] do not fit in the line of this thesis and
is omitted.
Online information: This dissertation is available online at the address
http://www.martint.dk/thesis, as well as on the arXiv preprint server.
The bibliography for the thesis is also available on the above address, in-
cluding abstracts and direct (doi) links to all referenced articles. This will
hopefully be useful for the reader.
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Chapter 1
Introduction
Universality or model-independence is desirable in theoretical and experi-
mental physics because the scope becomes broader and the applications more
transparent and flexible. Universality generally refers to systems determined
by only a few large-distance parameters, implying that they become inde-
pendent of the specific short-range interactions and structure. Thus, once
theoretical formulations are established they can be applied to a wide range
of fields, e.g. nuclear, atomic, and molecular physics. Much effort has there-
fore been devoted to extract universal features in many branches of physics.
1.1 Ultra-Cold Atomic Gases
One system in which universality can be found is Bose-Einstein condensates
(BEC) where cold massive bosons occupy the same quantum-mechanical
state. The BEC concept was proposed almost a century ago [Ein24], but
remained an elusive goal for atomic gas experiments for many years. The
quest for this cold grail was motivated by several factors. The idea of a
macroscopic number of particles in the same single-particle ground state is
simple, elegant, and easy to grasp. Also, it is direct evidence of quantum
mechanics and particle-wave duality on a macroscopic scale.
Since the experimental realization of the first BEC atomic 87Rb two
decades ago [AEM+95] the field of ultra-cold atomic gases has picked up
speed. Bose-Einstein condensation has now been achieved for most of the
alkali gases in numerous experimental groups, typically with 7Li, 23Na,
39K, 41K, 85Rb, 87Rb, and 133Cs [PS02]. In the wake of the BEC mile-
stone [AEM+95] a tremendous variety of experiments has been realized
[BDZ08, GPS08]. This includes the interference between two condensates
proving full coherence [ATM+97], structured arrays of quantized vortices in
rotating condensates [ASRVK01], and propagating solitons and sound-like
waves [PS03]. Besides standard (harmonic) traps, numerous experiments
have been performed with different external confinement, including one-
1
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and two-dimensional gases and optical lattices with e.g. Mott-insulating
phases [BDZ08]. Experiments with ultra-cold fermions have also given rise
to new physics, e.g. BEC-BCS crossover and super-fluidity have been re-
alized [GPS08]. Moreover, it is possible to produce cold gases with a wide
range of mixed bosonic and fermionic species [SZS+04, IGO+04]. Produc-
tion of bosonic gases with a small definite number of atoms is also in progress
[DRN07].
Currently, one of the most important experimental tools for ultra-cold
gases is the use of Feshbach resonances [KGJ06, CGJT09], which are found
in virtually any atomic system. This allows for arbitrary tuning of atomic
scattering lengths (i.e. low-energy interaction strengths) by varying an ex-
ternal magnetic field. Tunable scattering lengths have been a key ingredient
for controlling the production, macroscopic stability, and decay of conden-
sates [DGPS99]. The Feshbach resonance method also allows for production
of weakly bound diatomic molecules (shallow dimers) [KGJ06, CGJT09].
Figure 1.1: Experimental realization of Bose-Einstein condensation in trapped al-
kali gases. Left: The characteristic “spike” of condensed 87Rb atoms emerges from
the thermal cloud as the temperature is lowered below a critical value. Right: A
rotating 23Na BEC with vortices arranged in a highly ordered structure. From
ETH Zurich (2002) and MIT (2001) [ASRVK01].
From the perspective of universality the scattering length is the decisive
parameter for ultra-cold gases. Most features of the above experiments can
be understood in terms of this parameter alone. This simplifies the theo-
retical descriptions immensely and makes the interpretations of the physical
effects extremely sharp and clear. Most of the theoretical models for con-
densates are based on some sort of mean-field approximation with a con-
tact interaction proportional to the scattering length. This means that all
high-energy effects are integrated out and short-range model-dependent cor-
relations are neglected. Thus it gives simple models which by definition are
strictly universal.
When such universal models are used it is of course essential to know the
2
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precise “window” where the results can be applied to experiments. In many
realistic cases this window is in fact very narrow. It is therefore important
to know the qualitative significance of higher-order effects at the border of
this window. The higher-order effects may ultimately be expressed in terms
new model-independent parameters, but can also be strictly non-universal.
1.2 Few-Body Systems and the Efimov Effect
Another long-standing prediction of universality is the Efimov effect, which
was presented in the early 1970s [Efi70, Efi71, AN71, AN72, Efi73] and
has been discussed thoroughly since [FRS79, FJ93, FJR94, AFT97, NFJ99,
FJ01b, NFJG01, BH06]. It is an anomalous effect which occurs in neutral
three-body systems when at least two of the underlying subsystems have
resonant s-wave interactions, i.e. a diverging scattering length (or at least
much larger than the range of the physical force). This corresponds to the
subsystems being close to the threshold for binding. Under these conditions
an exceptional sequence of infinitely many geometrically spaced three-body
bound states occurs, with an accumulation point at zero energy. Moreover,
the ratio between the energies is a universal constant depending only on the
mass ratios and the particle statistics. For three identical bosons the famous
ratio is [NFJG01]
E
(n)
T
E
(n+1)
T
= e2pi/s0 ' 515.0 . (1.1)
We emphasize that this specific scaling factor is independent of the mass,
and that the same effect in principle can be found at all physical scales.
The Efimov states have large sizes which are also geometrically spaced with
ratios 515.01/2 = 22.7, and lie outside the classically allowed region.
The effect was initially proposed by V. Efimov within the field of nuclear
physics and has been searched for over many years in nuclei – unfortunately
this search has been futile. The only possible three-body candidate with-
out Coulomb interactions is two neutrons and a (positively charged) core.
The possible resonant s-wave interactions should then be between each of
neutrons and the core1. Such three-nucleon systems, called two-neutron
halos, do in fact exist. Common examples are 6He (α + n + n) and 11Li
(9Li+n + n) [JRFG04] where the essential degrees of freedom correspond
to the core+n+n structure. Unfortunately the heavy-light-light mass ratio
gives an extremely large scaling factor (as compared to the already large
factor in eq. (1.1)) [JF03]. Thus one can only hope for “accidental fine-
tuning” of the neutron-core scattering length to see the Efimov effect. One
of the few candidates is 20C [AFT97, BH06]. The Efimov effect has also
1Two neutrons with a spin-singlet function can be in a relative s-wave state. However,
the singlet n–n scattering length is ∼ 20fm, which is not large enough.
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been searched for in atomic systems. There is a general theoretical con-
sensus [LDD77, ELG96, EG06, NFJ98] that the first excited state of the
atomic helium trimer 4He3 is an Efimov state, although the experimental
observation so far proved elusive [BKK+05].
Another concept closely related to the Efimov effect is Borromean bind-
ing. The phrase refers to atypical bound few-body systems where none of
the individual subsystems are bound. This is often symbolized by the inter-
locked Borromean rings, see fig. 1.2. Borromean systems are typically weakly
bound with large spatial probabilities in classically forbidden regions. This
implies that the structure is mainly determined by the binding energy alone,
and are thus good universal candidates. The Efimov effect can be seen as
a critical limit of Borromean binding: Here the two-body subsystems are
exactly at the threshold but infinitely many bound three-body states exists.
Examples of Borromean systems are the two-neutron halos 6He and 11Li
discussed above as well as 9Be (α+ α+ n) [JRFG04].
Figure 1.2: Left: Schematic two-neutron halo nucleus with the neutrons weakly
bound to the core. Right: Interlocked Borromean rings: If one ring is removed
the others fall apart. The name “Borromean” is historical and comes from the
aristocratic Italian Borromeo family who used the rings in their coat of arms.
1.3 Efimov Physics in Atomic Gases
The obstacles for observing the Efimov effect in nuclei are three-fold: i)
nuclei are electrically charged, ii) the are no methods for tuning the interac-
tions externally so one must rely on accidental tuning, and iii) the remaining
candidates have very unfortunate mass ratios. Instead, the approach of ob-
serving the Efimov effect indirectly via three-body recombination losses in
ultra-cold atomic gases attract much attention currently. As compared to
nuclei, atomic gases are very promising for several reasons: i) atoms are elec-
trically neutral, ii) scattering lengths can be tuned by magnetic Feshbach
resonances, and iii) by using different species with appropriate mass ratios
(heavy-heavy-light) the universal scaling factor can be reduced. Concern-
ing the last part, specific proposals for ultra-cold atomic gas mixtures were
4
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given in [DE06], for example the realized boson-fermion mixtures 23Na-6Li
[SZS+04] or 87Rb-40K [IGO+04], or even better 133Cs-6Li or 87Rb-6Li.
The basic idea for observing Efimov states using Feshbach resonances is
to measure the bound state spectrum indirectly. When the scattering length
is tuned around large values, a series of resonance and interference effects
occurs in the three-body recombination rate [EG06, BH06]. These features
are located at critical scattering lengths with the same scaling factor as
the Efimov sequence, i.e. 22.7 for identical bosons. The first experimental
indications of such features has been found recently in cold 133Cs gases
[KMW+06, KFM+09]. Also, a universal trimer state is reported in a three-
component 6Li Fermi gas [WLO+09]. Recent theoretical [DvSG09, vSDG09]
and experimental [FKB+09] work indicate the existence of a universal four-
body effect where an atom is weakly bound to an Efimov trimer.
The phrase “Efimov physics” was introduced recently in the context
of atomic gases and Feshbach resonances [DE05], but is now used more
and more frequently. We will adopt this phrase to the extent possible: By
“Efimov effect” we refer to the infinite accumulation of trimers states at the
threshold, while by “Efimov physics” we mean the broader concept in cold
gases using Feshbach resonances and recombinations loss for observing the
Efimov effect and related features.
The experiments performed until now strongly indicate that individual
features of Efimov states have been found. However, the results are yet not
conclusive [LKJ07]. Definite evidence requires two, or even better a whole
sequence, of the states with the correct relative scaling to be observed. The
universal window is still quite small and experimental control is not at its
final level yet. Theoretical physics can help at this point by predicting quan-
titatively the regions where universality occurs, as well as the corrections at
the border of these regions.
The subject of universality in atomic gases will face many new challenges
during the next decades. In the most recent review on universality in few-
body systems [BH06], three subjects were marked as the frontiers of this
field: The N -body problem for N ≥ 4, effective range corrections, and large
p-wave scattering length. These issues are clearly within reach in ultra-cold
gases and indicate a promising future.
1.4 Angle of this Thesis
In this dissertation we carry out theoretical investigations of universality and
its limits in few- and many-boson systems. We focus on ultra-cold trapped
atomic gases, but strive to present the results in universal terms and via
model-independent parameters. Thus, much of the work may hopefully be
used or continued in other areas of physics.
We will investigate effective range corrections and trap effects to Efimov
5
1.4. ANGLE OF THIS THESIS
physics, as well as the limits of the universal predictions. Next we investi-
gate the possibility of an Efimov effect in N -body systems. We also consider
trapped BEC-like states from the few-body level, where we will be concerned
with model-independence and two-body correlations. The approach to an-
swer these questions will be from the pure few-body level, keeping in mind
only to include the degrees of freedom needed for physical relevance. Fi-
nally, we approach Bose-Einstein condensates from the angle of standard
mean-field theory, but with higher-order interaction terms included.
Note added. The observation of an Efimov spectrum in an ultra-cold
gas has just been published [ZDD+09], giving the first definite proof of the
universal scaling factors. This happened at the very final stage of writing
this dissertation (I, the author, only became aware of the results a few days
before handing in the thesis). To keep the chronological order, no contents
or conclusions have been modified at all. A more elaborate note is found in
the summary chapter.
6
Chapter 2
Theoretical and Numerical
Background
In this chapter we consider some of the theoretical background for few-body
systems. For the two-body systems we discuss basic universal behavior, as
well as some results on Feshbach resonances, atomic interactions, and model
potentials. Specifically we discuss the large effective range. For the three-
body systems we derive the Efimov effect in the hyper-spherical adiabatic ap-
proximation and explain experimental consequences for recombination rates.
We also briefly review some mean-field concepts. Finally we describe the
stochastic variational method which is one of the main numerical tools for
our work.
2.1 Two-Body Systems
2.1.1 Low-Energy Scattering
Let us briefly review some relevant low-energy concepts for two-body scat-
tering and bound states. We will be concerned with the limit where where
only the lowest partial waves, l = 0, contribute [BJ03]. Here the scattering
can be described by the radial Schro¨dinger equation(
∂2
∂r2
− U(r) + k2
)
u(r) = 0, (2.1)
where r = |r1 − r2| is the inter-particle distance, U(r) = 2mV (r)/~2 is the
two-body interaction, m the particle mass, u(r) = R(r)r the s-wave radial
function, k =
√
2mE/~ the wave number, and E the relative energy. The
asymptotic behavior
u ∼ sin(kr + δ(k)) (2.2)
defines the s-wave phase shift δ(k) as function of the incident energy. The
scattering amplitude f(k), defined as the ratio of outgoing spherical waves
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and ingoing plane waves, is in this case spherically symmetric and related
to the phase shift by
f(k) =
1
k cot δ(k)− ik . (2.3)
The total cross-section is then given by σ = 8pi|f(k)|2 for identical bosons.
For small energies one traditionally employ the effective range expansion for
the phase shift,
k cot δ(k) = −1
a
+
Re
2
k2 + . . . , (2.4)
where a is the scattering length1 and Re is the effective range.
The poles of the scattering amplitude f(k) defines the bound states,
virtual states, and resonances for the two-body problem. The bound states
are located on the positive imaginary axis in the complex k-plane, i.e. k =
iκ, κ > 0. The binding wave number κ is then determined by the equation,
iκ cot δ(iκ) + κ = 0. (2.5)
The corresponding energy is given by2
ED =
~2k2
m
= −~
2κ2
m
, (2.6)
where the binding energy is BD = |ED|. Contrary to the bound states, the
virtual states (or anti-bound states) are located on the negative imaginary
k-axis, i.e. k = iκ, κ < 0. The corresponding energy is also real and
negative,
EV =
~2k2
m
= −~
2κ2
m
, (2.7)
however, the pole is located on the second Riemann sheet, and can thus only
be measured indirectly via analytic continuation of the cross section.
2.1.2 Universal Bound States
Using only the lowest scattering length term in the effective range expansion
of eq. (2.4) and inserting in eq. (2.5), we find a single pole with wave number
κ = 1/a. For a > 0 this gives a bound state with energy
ED = − ~
2
ma2
, (2.8)
which holds when the scattering length is much larger than the inter-atomic
potential range, r0. In atomic physics such a weakly bound two-body state
is often referred to as a shallow dimer. This type of state is universal,
1We use this sign convention for a throughout this dissertation, i.e. a weakly bound
state corresponds to a > 0.
2the subscript D referring to “dimer”, i.e. a two-body bound state.
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or model-independent, in the sense that it depends only on the scattering
length and not the details of the short-range potential: The major part of the
wave-function is an exponential tail located outside r0, which is an essential
example of universality. The state can also be described in a zero-range
model where the usual boundary condition u(0) = 0 is replaced by
1
u
∂u
∂r
∣∣∣∣
r=0
= k cot δ(k)|k→0 = −
1
a
. (2.9)
This leads to the wave number κ = 1/a and exponentially decreasing wave-
function u ∼ exp(−r/a).
If we also include the effective range in eq. (2.4), the binding wave number
is determined by Reκ2/2− κ+ 1/a = 0. This gives
κ =
1
Re
(
1−
√
1− 2Re/a
)
, (2.10)
where we have chosen the negative root. The state corresponding to the
positive root is unphysical, since it is strongly bound with energy E ∼
~2/(mR2e) comparable to the potential depth [BH06]. Thus for a > 0 we
have a bound dimer with energy
ED = − ~
2
mR2e
(
1−
√
1− 2Re/a
)2
. (2.11)
The virtual state energy EV is given by the same expression for a < 0.
Equation (2.11) holds when the higher-order shape terms in the effective
range expansion are negligible. Expanding it to lowest order in Re/a gives
ED = − ~
2
ma2
(
1 +
Re
a
+O(
R2e
a2
)
)
, (2.12)
which is then a small correction to eq. (2.8).
2.1.3 Feshbach Resonances
Feshbach resonances is one of the most important experimental tools for
ultra-cold atomic gases, see [CGJT09] for a recent review. These resonances
allows for arbitrary tuning of scattering lengths, in particular the s-wave
scattering length which is relevant for our purpose. This has been a major
key for controlling macroscopic stability and decay of condensates [DGPS99],
and for creating shallow molecular dimers [CGJT09].
In the zero-range approximation, the scattering length of a Feshbach res-
onance can be described by the phenomenological magnetic field dependent
expression
a(B) = abg
(
1− ∆B
B −B0
)
. (2.13)
9
2.1. TWO-BODY SYSTEMS
Here abg is the background scattering length away from resonance, B0 is
the position of the Feshbach resonance and ∆B the width. Experimentally,
these resonance parameters are usually determined indirectly via peaks in
the loss rate of condensates.
∆B
magnetic field B
sc
at
te
ri
ng
le
ng
th
a
B0
abg
Figure 2.1: Scattering length a(B) for the Feshbach resonance model eq. (2.13) as
function of magnetic field B. The resonance is centered around B0 with width ∆B
and has background scattering length abg.
The phenomenological behavior in eq. (2.13) can be reproduced in vari-
ous models, a common example is the two-channel model described in [PS02].
In this model the resonance width ∆B turns out to be proportional to the
matrix element connecting the open and closed channels that overlap in
energy and cause the resonant behavior, see fig. 2.2.
resonant coupling
closed channel
open channel
interatomic distance, r
en
er
gy
,E
single channel resonance
interatomic distance, r
en
er
gy
,E
Figure 2.2: Left: Schematic representation of a Feshbach resonance. A bound
state of the closed channel has energy close to the (zero) incoming energy of the
open channel. The relative position of the channels can be changed by an external
magnetic field, thereby tuning the coupling. Right: A schematic (shape) resonance
of a single-channel model. The Feshbach resonance can be modeled by a shape
resonance if the elastic (open-open channel) scattering is the only contribution.
10
CHAPTER 2. THEORETICAL AND NUMERICAL BACKGROUND
The scattering length, eq. (2.13), is obtained when a two-channel model
is reduced to an effective single-channel model. The related effective range
of the effective single-channel zero-range model is determined from the res-
onance width as (see e.g. [BJK05]),
Re0 = −2 ~
2
m∆µ∆Babg
, (2.14)
where ∆µ is the difference between the magnetic moments in the open and
closed channel. This result holds on-resonance, i.e. near |a| =∞. In terms
of common experimental units the effective range reads
Re0 =
−5.16 · 106a0(
m
mu
)(
abg
a0
)(
∆µ
µB
) (
∆B
G
) , (2.15)
where a0 is the Bohr radius, mu is the unified atomic mass unit, µB the Bohr
magneton, and ∆B is measured in Gauss. The effective range is always neg-
ative but can be arbitrarily large for narrow resonances. This is consistent
with our observations for the zero-range limit of finite-range potentials, see
below.
The effective range, eq. (2.14), is constant (independent of magnetic field
strength, B) and only holds near |a| =∞. In chapter 7 we derive the more
general B-dependent effective range,
Re = Re0
(
1− abg
a(B)
)2
. (2.16)
2.1.4 Atomic Interactions and Model Potentials
van der Waals Interaction
The real atomic potential between neutral atoms can in the Born-Oppenhei-
mer approximation mainly be described by a short-range and a long-range
part. The short-range repulsive core arises from the overlapping electron
clouds, while the attractive long-range van der Waals interaction is due to
the polarizability of the electron clouds. Asymptotically this van der Waals
tail goes as
V (r) ' −C6
r6
+O
(
1
r12
)
. (2.17)
For ultra-cold gases, where the relative momentum between the atoms is
small, this is the dominating part of the interaction. The C6 coefficient
defines the van der Waals length
lvdW =
(
mC6
~2
)1/4
, (2.18)
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which is the typical interaction length scale between neutral atoms. Ex-
amples of lvdW are 44.93a0 for 23Na and 82.58a0 for 87Rb [CGJT09]. The
effective range for the single-channel van der Waals interaction can be esti-
mated to Re ' 1.39lvdW for a lvdW [CGJT09].
Model Potentials
Low energy scattering can be described by model potentials of finite range.
Typical choices are the finite square well or a van der Waals tail with a
hard core which can be solves analytically. For example, the square well has
scattering length and effective range
a
r0
= 1− tan s
s
,
Re
r0
= 1− 1
3
(r0
a
)2 − 1
s2
r0
a
, (2.19)
in terms of the finite range r0 and dimensionless depth s = r0
√
mV0/~ > 0.
Each time a bound state is at the threshold, a diverges (s = pi/2 + npi) and
the effective range equals the finite range Re = r0. When a→ 0 the effective
range diverges as −1/a2. The scattering length and effective range for the
van der Waals tail (−C6/r6 for r > r0) with hard core (∞ for r < r0) is
found in [BH06].
Another common choice is the Gaussian potential
V (r) = V0 exp(−r2/r20), (2.20)
which we will use later for numerical calculations. The scattering length
have features similar to the square well, but the effective range is always
positive for the attractive case, see fig. 2.3.
Re/r0
a/r0
V0mr
2
0/h¯
2
20151050-5-10-15-20
10
5
0
-5
Figure 2.3: Scattering length and effective range for the Gaussian interaction,
eq. (2.20), in units of the range r0. The first bound state occurs at V0 =
−2.68~2/(mr20).
Feshbach resonances can also be modeled by single-channel potentials.
This is of course only possible if the energy is low and elastic scattering is
12
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considered. The model potential should have the same low-energy phase
shift as the real Feshbach resonance. The diverging scattering length can be
be modeled by any potential, just by tuning a two-body bound state to zero
energy. However, as we saw in eq. (2.16) the effective range for a Feshbach
resonance can be very large and negative. Only certain single-channel model
potentials can reproduce this.
In general the effective range of a finite-range potential is given by
Re = 2
∫ ∞
0
[
v20(r)− u20(r)
]
dr, (2.21)
where u0 is the zero-energy wave-function normalized asymptotically as
u0 → 1 − r/a, and v0 = 1 − r/a is the asymptotic solution extended to
all r. When considering a potential of finite range r0, we have u0 = v0 in
the outer region and the integral only runs to r0. Performing the integration
over v20 and noting that the integral over u
2
0 is positive we get the bound
[PC97]
Re ≤ 2r0
(
1− r0
a
+
r20
3a2
)
. (2.22)
In the resonant limit a = ∞, we find Re ≤ 2r0, in particular the effective
range must be negative if we also approach the zero-range limit.3 We note
that the large negative effective range occurs when the amplitude of u is
considerably larger inside the potential as compared to the asymptotic value
(v0 = 1).
This means that to reproduce a large negative effective range with a
single-channel finite-range potential we need to have a (shape) resonance
around zero energy, see e.g. fig. 2.2. The simplest way to do this is by having
an attractive inner region and a repulsive barrier. This could for example
be the square well with a square barrier, which can be solved analytically
[JNW06]. We instead consider the softer potential with barrier
V (r) = D sech2
(
χ
r
r0
)
+B exp
(
−2(χ r
r0
− 2)2
)
, (2.23)
which is shown in fig. 2.4. By tuning the depth of the pocket and height of
the barrier we can make both a and |Re| much larger than r0. This leads to
a large amplitude of the zero-energy wave-function u0 inside the potential,
as compared to the asymptotic region. In the limit |a| → ∞, Re → −∞
all probability is located inside the potential. This means that universal
features of the two-body problem can be lost for Re → −∞ even within the
normal universal limit of large scattering length. We investigate this point
for the three-body Efimov effect in chapter 4.
3The “Wigner bound” [Wig55, PC97] says that for zero-range interactions k cot δ is
monotonically decreasing with energy, i.e. d(k cot δ(k))/d(k2) ≤ 0. Using eq. (2.4) this
also leads to Re ≤ 0.
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V (r)
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Figure 2.4: Soft two-body potential V with barrier, eq. (2.23). The parameters
D = −138.27, B = 128.49 (in units ~2/(mr20)), and χ = 4.6667 are tuned to give
large scattering length a = 556.88 and large negative effective range Re = −142.86.
The zero-energy wave-function u0(r) (arb. units) has large amplitude inside the
barrier.
In conclusion, when we talk about effective range it means higher-order in
the two-body scattering dynamics, i.e. the k2 term of the phase shift expan-
sion eq. (2.4). It can either be related to the finite range of a single-channel
model potential (such as the van der Waals interaction) or the higher-order
term of a coupled-channel Feshbach resonance, eq. (2.16). However, large
effective range (compared to the interaction range r0) can only occur near
a Feshbach or shape resonance, and must be negative in this case.
2.2 Three-Body Systems
We now describe the three-body problem with the hyper-spherical adia-
batic approximation. We consider the zero-range limit with a Faddeev-type
decomposition and appropriate boundary conditions to derive the effective
hyper-radial potential responsible for the Efimov effect. Applications and
experiments are outlined.
2.2.1 Hamiltonian and Coordinates
Let us first describe the hyper-spherical adiabatic approximations, details
can be found in [NFJG01, FJ01b]. We consider the three-body system with
the center-of-mass (cm) Hamiltonian
Hˆ = Tˆ +
∑
i<j
V (rij), (2.24)
where Tˆ is the kinetic energy operator in the center-of-mass frame and V
is the two-body interaction. We denote the vector from particle j to i by
14
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rij = ri − rj , and the vector from the center-of-mass of the pair (j, k) to
particle i by ri,(jk) = ri− (rj + rk)/2. In the equal mass system the Jacobi
coordinates (xi,yi) for i = 1, 2, 3 are defined as4
xi =
1√
2
rjk, yi =
√
2
3
ri,(jk), (2.25)
where {i, j, k} is a cyclic permutation of {1, 2, 3}, see fig. 2.5.
1
2
3
r12
r13
r23
1
2
3
∝ y1
∝ x1
Figure 2.5: Relative coordinates rij and one set (i = 1) of Jacobi-coordinates
x1,y1.
The six hyper-spherical coordinates (ρ, αi,Ωxi,Ωyi) are defined as
xi = ρ sinαi, yi = ρ cosαi, (2.26)
where ρ ≥ 0 is the hyper-radius, αi ∈ [0, pi/2] is the hyper-angle, Ωxi =
{ϑi, ϕi} the angles describing the direction of xi, and similarly Ωyi for yi.
The hyper-radius
ρ2 = x2i + y
2
i =
1
3
(r212 + r
2
13 + r
2
23) (2.27)
is independent of the chosen Jacobi-set and describes the average size of
the three-body system. It is the only dimension-full coordinate of the
hyper-spherical coordinates. All the angles are denoted together by Ωi =
(αi,Ωxi,Ωyi). For fixed ρ, the hyper-angle αi describes (together with
(Ωxi,Ωyi)) the internal configuration. For αi ∼ 0 particles j, k are close
to each other, and for αi ∼ pi/2 particle i lies between j and k, see fig. 2.6.
The volume elements of the Jacobi and hyper-spherical coordinates are
related by
dxi dyi = ρ
5 dρdΩ,
dΩ ≡ sin2 αi cos2 αi dΩxi dΩyi.
(2.28)
The kinetic energy operator in hyper-spherical coordinates is given by
T =
~2
2m
(
− ∂
2
∂ρ2
− 5
ρ
∂
∂ρ
+
Λˆ2
ρ2
)
, (2.29)
4Different proportionality factors are used in literature, we use this one to be consistent
with later definitions for N > 3.
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1
2
3
1
2
3
Figure 2.6: Two configurations with the same hyper-radius ρ but different hyper-
angles α1. Left: α1 ∼ 0. Right: α1 ∼ pi/2.
where the square of the grand angular momentum operator Λˆ is
Λˆ2 = − 1
sin 2αi
∂2
∂α2i
sin(2αi)− 4 + lˆ
2
xi
sin2 αi
+
lˆ2yi
cos2 αi
. (2.30)
Here l2xi and l
2
yi are the angular momentum operators corresponding to xi
and yi. We only consider zero total angular momentum, i.e. lxi = lyi = 0.
Two different sets of Jacobi coordinates i and j are connected through the
so-called kinematic rotation [NFJG01](
xj
yj
)
=
(− cos γij sin γij
− sin γij − cos γij
)(
xi
yi
)
. (2.31)
For three identical particles the “rotation angle” is γij = σ{i, j, k}pi/3, where
σ{i, j, k} is the sign of the permutation {i, j, k}. By calculating x2i from
eq. (2.31) and using eq. (2.26), the different hyper-angles are then related
by
sin2 αj = cos2 γij sin2 αi + sin2 γij cos2 αi
− 2 sin γij cos γij sinαi cosαi cos θi,
(2.32)
where θi ∈ [0, 2pi] is the angle between xi and yi. Using | cos θi| ≤ 1 one can
show that for a fixed hyper-angle αi in the coordinate set i, the hyper-angle
in set j is restricted by∣∣∣pi
3
− αi
∣∣∣ ≤ αj ≤ pi2 − ∣∣∣pi6 − αi∣∣∣ . (2.33)
2.2.2 Hyper-Spherical Adiabatic Expansion
In the hyper-spherical adiabatic expansion one first solve the angular part
(Ω) of the Schro¨dinger equation for fixed ρ,(
Λˆ2 +
2m
~2
ρ2
3∑
i=1
V (
√
2ρ sinαi)
)
Φn(ρ,Ω) = λnΦn(ρ,Ω). (2.34)
16
CHAPTER 2. THEORETICAL AND NUMERICAL BACKGROUND
This gives a complete set of eigenfunctions Φn(ρ,Ω) and corresponding eigen-
values λn(ρ) as functions of ρ. We expand the total wave function as5
Ψ =
∑
n
ρ−5/2fn(ρ)Φn(ρ,Ω). (2.35)
Inserting this into the full Schro¨dinger equation gives a coupled set of hyper-
radial equations for the coefficients fn(ρ),(
− ∂
2
∂ρ2
+
2m
~2
(Veff,n(ρ)− E)
)
fn(ρ) =
∑
n′ 6=n
(2Pnn′
∂
∂ρ
+Qnn′)fn′(ρ), (2.36)
where the effective hyper-radial potentials are
Veff,n(ρ) =
~2
2m
λn(ρ) + 15/4
ρ2
−Qnn, (2.37)
and the non-adiabatic couplings are
Pnn′(ρ) =
〈
Φn(ρ,Ω)
∣∣∣∣ ∂∂ρ
∣∣∣∣Φn′(ρ,Ω)〉
Ω
,
Qnn′(ρ) =
〈
Φn(ρ,Ω)
∣∣∣∣ ∂2∂ρ2
∣∣∣∣Φn′(ρ,Ω)〉
Ω
.
(2.38)
The brackets denote integration over Ω. The angular wave-functions are
normalized to unity for fixed ρ, i.e. 〈Φ(ρ,Ω)|Φ(ρ,Ω)〉Ω = 1. The identity
Pnn = 0 also holds. In the strict adiabatic limit where all the off-diagonal
coupling terms Pnn′ and Qnn′ vanish, the hyper-radial equations, eq. (2.36),
decouple.
2.2.3 Hyper-Angular Faddeev Decomposition
Let us first rewrite the angular equation eq. (2.34) as(
− ∂
2
∂α2i
− ν2 +
3∑
i=1
U(αi)
)
(sin(2αi)Φ) = 0, (2.39)
where the reduced interaction is U(αi) = 2m~2 ρ
2V (
√
2ρ sinαi), the eigenvalue
is ν2 = λ + 4, and we have omitted the subscripts n. We now split the
hyper-angular wave-function into three identical Faddeev components,
Φ(αi) =
ψi + ψj + ψk
sin(2αi)
, (2.40)
5The phase-factor ρ−5/2 is simply conventional to simplify equations below.
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which fulfill the three Faddeev equations(
− ∂
2
∂α2i
− ν2
)
ψi + U(αi)(ψi + ψj + ψk) = 0. (2.41)
Adding these equations leads to eq. (2.39). The components ψi, ψj , ψk have
the same functional form, but are expressed in different Jacobi sets. If one
function, say ψ = ψi, is given we obtain the “rotated” component R[ψ] = ψj
by expressing ψ in coordinates j and projecting onto s-waves. Since we have
identical particles the two rotated components are identical and we may
write
Φ(αi) =
ψ + 2R[ψ]
sin(2αi)
. (2.42)
Specifically, the rotation operator is given by
R[ψ](αi)
sin(2αi)
=
∫∫
1
(4pi)2
ψ(αi)
sin(2αj)
dΩxi dΩyi
=
1
2
∫ 2pi
0
ψ(αj)
sin(2αj)
sin θi dθi,
(2.43)
where αj depends on θi via eq. (2.32) (with fixed αi). From eq. (2.32) we
also find sin(2αi) sin θi dθi = (4/
√
3) sin(2αj) dαj . The rotation operator
can then be written as
R[ψ](αi) = 2√
3
∫ pi
2
−|pi
6
−αi|
|pi
3
−αi|
ψ(αj) dαj . (2.44)
The new integration limits were obtained from eq. (2.33). The limits are
also shown in a useful form in fig. 2.7.
2.2.4 Zero-Range Solution
We now take the zero-range limit, i.e. U = 0 in eq. (2.41). The solutions
with boundary condition ψ(pi/2) = 0 are
ψ(αi) = N (ρ) sin(ν(αi − pi2 )), (2.45)
with normalization N (ρ) depending on the eigenvalue ν(ρ). It is straight-
forward to rotate this solution with eq. (2.44) and we obtain
R[ψ](αi) = N 4√
3ν
{
sin(−ναi) sin(ν pi6 ) , 0 ≤ αi ≤ pi3
sin(ν(αi − pi2 )) sin(ν pi3 ) , pi3 ≤ αi ≤ pi2 .
(2.46)
Note that this function is zero at αi = 0 and pi/2. It is continuous but not
differentiable at αi = pi/3, which comes from the fact that the zero-range
18
CHAPTER 2. THEORETICAL AND NUMERICAL BACKGROUND
pi/2pi/3pi/60
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α
j
Figure 2.7: Integration limits for the rotation operator eq. (2.44). For a given αi
the shaded region determines the interval of integration for αj . A specific value of
αi is indicated by the thick blue line.
model has ψ(0) 6= 0 (in contrast to any finite-range potential). However,
the total wave-function Φ is smooth everywhere.
We also need to impose a boundary condition at αi = 0 to determine
the eigenvalue ν. In the two-body case the asymptotic radial wave-function
is given by u(r) = rR(r) ∝ sin(kr + δ(k)). The zero-range limit can be
formulated as the free problem with boundary condition
∂ ln(rR(r))
∂r
∣∣∣∣
r=0
= k cot δ(k)|k=0 = −
1
a
. (2.47)
For the three-body problem we apply the same boundary condition in each
of the three Jacobi sets (for fixed ρ),
∂ ln(rjkΦ)
∂rjk
∣∣∣∣
rjk=0
= −1
a
. (2.48)
In the limit rjk → 0 we have to lowest order rjk =
√
2xi '
√
2ραi. Using
eq. (2.42) the logarithmic derivative then becomes
∂ ln(rjkΦ)
∂rjk
∣∣∣∣
rjk=0
' 1√
2ρ
∂ ln(ψ + 2R[ψ])
∂αi
∣∣∣∣
αi=0
(2.49)
to lowest order in αi. By inserting eq. (2.45) and eq. (2.46) we obtain
1√
2ρ
−ν cos(ν pi2 ) + 8√3 sin(ν
pi
6 )
sin(ν pi2 )
= −1
a
, (2.50)
19
2.2. THREE-BODY SYSTEMS
which determines the angular eigenvalues νn(ρ). This equation was first
obtained by V. Efimov [Efi71].
2.2.5 The Efimov Effect, |a| =∞
Let us consider the resonant limit |a| = ∞. Then eq. (2.50) has a single
imaginary solution6 ν0 ' 1.00624i determined by
− ν cos(ν pi
2
) +
8√
3
sin(ν
pi
6
) = 0. (2.51)
We will refer to ν0 or the related effective potential 1/ρ2 as the Efimov
solution.7 The related effective hyper-radial potential becomes
Veff,0(ρ) = − ~
2
2m
ξ2 + 1/4
ρ2
, (2.52)
where ξ = |ν0| = 1.60024. Since the angular solutions only depend on ρ via
the constant eigenvalues νn, all non-adiabatic couplings Pn,n′ , Qn,n′ vanish
and the adiabatic approximation becomes exact in this limit. The lowest
hyper-radial equation becomes(
− ∂
2
∂ρ2
− ξ
2 + 1/4
ρ2
)
f0(ρ) = 0, (2.53)
where κ =
√
2m(−E)/~. Scaling the variables as f˜0 = f0/√ρ, ρ˜ = κρ
eq. (2.53) turns into a Bessel equation. The solution is the modified Bessel
function of the second kind (of imaginary order) f˜0(ρ˜) = Kiξ(ρ˜) [AS95,
sec. 9.6.1]. Thus the hyper-radial solutions with binding wave number κ(n)
become
f
(n)
0 (ρ) =
√
ρKiξ(κ(n)ρ) ' √ρ|Γ(iξ)| sin
(
ξ ln(κ(n)ρ) + θ
)
. (2.54)
The last approximation is for the low-distance limit κρ 1 where we used
several identities and expansions for the Γ function. The phase θ is given
by θ = arg{Γ(−iξ)2−iξ}+ pi/2 ' 0.874pi, and |Γ(iξ)| ' 0.5148.
We see that the solutions have infinitely many nodes at short distances,
meaning that there are infinitely many low-lying states. This is the well
known Thomas effect in the three-body problem with zero-range interac-
tions and fixed two-body binding energy (or scattering length a) [Tho35,
NFJG01].
The Thomas collapse is unphysical since the real short-distance details
must be taken into account. Thus, we need to introduce a regularization,
6The equation also have real (continuum) solutions νm = 2m, where m is a positive
integer, except m = 2 which is spurious.
7Although it should also be attributed to G. S. Danilov [Dan61], see [Efi71].
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e.g. by setting f0(ρ0) = 0 at some short arbitrary distance ρ0. Using
eq. (2.54) this leads to κ(n) = exp(−npi − θ)/ρ0, giving the characteristic
scaling between the energies,
κ(n)
κ(0)
= e−pin/ξ ' 22.7−n, or E
(n)
E(0)
= e−2pin/ξ ' 515.0−n. (2.55)
This is the essence of the Efimov effect, where infinitely many loosely bound
states (Efimov trimers) accumulate a zero energy. Three hyper-radial wave-
functions are shown in fig. 2.8. The root-mean-square hyper-radii of the
Efimov states scale accordingly as
〈ρ2〉1/2n
〈ρ2〉1/20
= epin/ξ ' 22.7n. (2.56)
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Figure 2.8: Hyper-radial wave-functions, eq. (2.54), for the Efimov states in the
effective 1/ρ2 potential eq. (2.52). The scale κ0 is the binding wave number for
state n = 0. The solutions have infinitely many nodes as ρ→ 0, see inset.
2.2.6 Universal Scaling, |a| <∞
Let us finally discuss the case of finite but large scattering length. The
constant solution ν0 in eq. (2.50) still holds, but now only for ρ . |a|, thus
the effective 1/ρ2 potential will be modified at ρ & |a|. This means that
all the Efimov states with hyper-radii larger than |a| (see e.g fig. 2.8) will
be affected. However, Efimov states with hyper-radii smaller than |a| only
have exponential tails in the affected region and are therefore essentially
unchanged. Note also, that the regularization can be considered fixed: The
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Figure 2.9: Discrete universal scaling of Efimov states. Trimer energy levels, E(n)T
are shown as functions of scattering length, a. Points indicate the critical scattering
lengths where the trimer crosses the trimer and atom-dimer thresholds. Both axes
were scaled by a power of 1/8 to reduce the large scaling factor 515.0 to 2.18, i.e. the
axes actually show [~2/(ma2E∞)]1/8 and [ET /E∞]1/8, with E∞ being an arbitrary
regularization scale modulo 515.0 (the energy of a trimer at a =∞).
infinite scattering length is tuned by adjusting the two-body energy infinites-
imally around zero leaving the underlying finite-range potentials fixed.
The resulting behavior of the Efimov trimer energies, E(n)T , are shown
in fig. 2.9 as function of inverse squared scattering length 1/a2. On the
a > 0 side the two-body system has a shallow bound state (dimer) with
energy ED = −~2/ma2, eq. (2.8) (indicated by the blue diagonal line). For
the three-body case this defines the atom-dimer fragmentation threshold.
For a < 0 the two-body system has a shallow virtual state EV and the
three-body system has a three-body fragmentation threshold at zero energy
(indicated by the red horizontal line). At |a| = ∞ the infinite sequence of
Efimov trimers is shown.
When a is decreased from infinity to a < 0 the effective hyper-radial
potential moves up at large distances ρ & |a|, and the most loosely bound
Efimov trimers are pushed into the continuum. For a > 0 the effective poten-
tial decreases, now converging to the dimer binding energy Veff → ED < 0
for larger hyper-radii. Each Efimov trimer moves down correspondingly,
until it disappear into the atom-dimer continuum.
Because of the scale-invariant 1/ρ2 potential all the Efimov trimer en-
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ergies scale the same way, and only a single universal function needs to be
calculated. The specific form can be found by solving the Schro¨dinger or
Faddeev equations numerically for short-ranged potentials (as done in chap-
ter 3), or by using effective field theory (EFT) [BH03, BHK03, BH06]. In
the exact universal limit the energy E(n)T of the n’th trimer state can be
parametrized as
E
(n)
T −
~2
ma2
= e∆(ϕ)/ξe−2pin/ξE∞, (2.57)
where ξ = 1.00624, ∆(ϕ) is a universal function [BH06] of the angle ϕ ∈
[−pi;−pi/4] given by tan2 ϕ = −E(n)T ma2/~2 (i.e. ϕ is the polar angle in the
coordinates of fig. 2.9). E∞ is the regularization scale (here the energy of
state n = 0 at a = ∞) which cannot be determined within the zero-range
theory. It has to be supplied from phenomenological information.
The two critical scattering lengths a(n)Z and a¯
(n)
Z where the Efimov trimer
E
(n)
T disappears into the three-body and atom-dimer continuum, see fig. 2.9,
are given explicitly in the zero-range limit by [BH06, GME08]
a
(n)
Z = −1.50763/κ(n), a¯(n)Z = 0.0707645/κ(n), (2.58)
where κ(n) =
√
−mE(n)T (a =∞)/~ is the wave number for the n’th trimer
energy at infinite scattering length.
Three-Body Recombination in Experiments
The critical scattering lengths a(n)Z and a¯
(n)
Z can be observed via maxima and
minima in the atom loss rate of cold gases [KMW+06]. In the ultra-cold limit
the loss due to two-body collisions B + B → B2 are suppressed by energy-
momentum conservation. Therefore three-body collisions B + B + B →
B+B2 can be considered as the dominant mechanism for the total loss rate.
The general behavior for the three-body recombination rate is |a|4 for large
a [NM99, EGB99, BH06]. On top of this background additional resonance
or interference effects effects from the Efimov trimers should be seen.
The first case where the Efimov trimer disappear into the three-body
continuum (a < 0) leads to a resonant peak in the recombination rate. In
numerical hyper-spherical descriptions this is explained by a tunneling into
a small ρ-region and subsequent decay into strongly bound molecular states
[EG06]. The second case where the trimer crosses the atom-dimer threshold
(a > 0) leads to a minima in the recombination rate.8 This can be explained
as two interfering pathways from the incoming hyper-spherical channel to
the weakly bound atom-dimer channel [EG06].
8These minima are actually located between the positions where the Efimov trimer hit
the threshold.
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Until now, only a few experiments measuring such effect have been per-
formed, namely in 133Cs gases [KMW+06, KFM+09] and also in a three-
component 6Li Fermi gas [WLO+09]. The experiments will be conclusive
when the scaling factor 22.7 is observed (or a correspondingly smaller factor
for unequal mass systems).
2.3 Mean-Field Condensates
The Gross-Pitaevskii (GP) equation is based on a mean-field ansatz with
the condensate wave-function (or order parameter) Ψ(r) together with the
zero-range contact interaction
VZR(r) = U0δ(r), U0 =
4pi~2a
m
. (2.59)
The coupling constant U0 is chosen such that the correct energy shift is
reproduced, see chapter 7. This is equivalent to a Born approximation where
aborn is replaced by the physical scattering length a. This leads to the GP
energy functional
E(Ψ) =
∫
dr
(
~2
2m
|∇Ψ|2 + Vext(r)|Ψ|2 + U02 |Ψ|
4
)
, (2.60)
which includes kinetic energy, the external trapping potential Vext, and the
interaction term from eq. (2.59). A variation of this functional with the
constraint of fixed particle number N leads to the GP equation(
− ~
2
2m
∇2 + Vext(r) + U0|Ψ(r)| − µ
)
Ψ(r) = 0, (2.61)
where µ is the chemical potential.
The GP equation (or variations and extensions of it) has been able to
describe a wide variety of BEC phenomena, e.g. the spatial condensate pro-
file in different traps, solitons in homogeneous condensates, rotating BECs
with vortex profiles, stability of low-energy modes etc. [PS02, PS03]. A
specific useful approach is the Thomas-Fermi (TF) approximation where
the kinetic energy term is neglected and analytical solutions are possible.
The approximation holds for repulsive gases (a > 0) with many particles
(e.g. Na/bt  1 in the harmonic trap of size bt =
√
~/(mω)). See chapter 8
for elaborate discussions.
From the perspective that the contact interaction eq. (2.59) should pro-
duce correct energy shifts, it is only the lowest order approximation. In chap-
ter 7 we derive the higher-order interaction term proportional to δ(r)∇2 +
∇2δ(r), and the related modified GP equation with an extra term. The
purpose of chapter 7 is to investigate possible effects of such higher-order
terms via variational and numerical solutions. Chapter 7 approaches the
same question analytically in the TF limit.
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2.4 Stochastic Variational Method
The stochastic variational method (SVM) [SV98, Sor05] is a numerical min-
imization technique to find approximate solutions of few- and many-body
problems. The method is based on two basic ingredients, i) stochastic ran-
dom sampling and ii) deterministic linear variation.
One of the major advantages of the SVM is that one can calculate a large
number of bound states, obtaining both the spectrum and wave-functions
directly. Another feature is that one can control the amount of inter-particle
correlations allowed in the calculated states – depending on the application
one may e.g. look for highly correlated few-body states or weakly correlated
many-body states. The method is also numerically efficient and it can be
parallelized with close to linear scalability.
2.4.1 The Linear Variational Principle
Let us consider the stationary many-body Schro¨dinger equation HˆΨ = EΨ
and denote the eigenfunctions and eigenvalues by Ψn and En, respectively.
The well-known Rayleigh-Ritz variational principle states that the varia-
tional energy E evaluated with an arbitrary trial-function Ψ gives an upper
bound to the exact ground state energy of the Hamiltonian Hˆ, i.e.
E = 〈Ψ|Hˆ|Ψ〉〈Ψ|Ψ〉 ≥ E1. (2.62)
The approach below extends this principle to any number of excited states.
To find approximate variational solutions to the full Schro¨dinger equa-
tion we first restrict the problem to a smaller space spanned by a (possibly
over-complete) set of K basis functions ψk. Let us first express the wave-
function in this space, i.e.
Ψ =
K∑
k=1
ckψk, (2.63)
where ck are expansion coefficients. These coefficients determine Ψ com-
pletely within the space {ψk}, although the expansion may not be unique.
By inserting eq. (2.63) in the Schro¨dinger equation and projecting onto the
j’th basis state ψj we obtain
K∑
k=1
Hjkck = E
K∑
k=1
Sjkck. (2.64)
Here the Hamiltonian matrix elements and the overlap matrix in the basis
{ψk} are given by
Hjk = 〈ψj |Hˆ|ψk〉, Sjk = 〈ψj |ψk〉, (2.65)
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where the brackets mean integration over all coordinates in ψk. In terms of
matrix multiplication, eq. (2.65) reads Hc = ESc, where c = (c1, . . . , cK)T
andH,S have the matrix elements Hjk, Sjk. This is a generalized eigenvalue
equation of size K with K real eigenvalues E1 ≤ · · · ≤ EK and corresponding
eigenfunctions c1, . . . , cK .
The above procedure shows how to find approximate solutions to the full
Schro¨dinger equation within a smaller subspace. Let us now specify what
we mean by the term “approximate”. We take the space {ψk} to be fixed,
and treat the linear coefficients ck in eq. (2.63) as variational parameters.
The variational energy, eq. (2.62), expressed in the basis {ψk} then becomes
E = c
†Hc
c†Sc
, (2.66)
where c† = (c∗1, . . . , c∗K). The stationary solutions within our subspace cor-
respond to ∂E/∂ci = ∂E/∂c∗i = 0 for all i. We multiply eq. (2.66) by c†Sc
and take the partial derivative ∂/∂c∗i (with fixed ci and cj , c
∗
j , j 6= i). This
leads directly to the generalized eigenvalue equation
Hc = ESc. (2.67)
Thus, the energies E found by projecting the Schro¨dinger equation onto the
fixed subspace {ψk} are actually the best possible energies as seen from the
variational perspective.
Furthermore, it can be shown rigorously [SV98] that the generalized
(ordered) eigenvalues E1 ≤ · · · ≤ EK are strict upper bounds to the exact
(ordered) eigenvalues E1 ≤ · · · ≤ EK ≤ . . . , namely
E1 ≤ E1, · · · , EK ≤ EK . (2.68)
It can also be shown [SV98] that by adding another basis state ψK+1, while
keeping the first ψ1, . . . , ψK fixed, the upper bounds in eq. (2.68) can only
get better. This linear variational principle extends the Rayleigh-Ritz vari-
ational principle to an arbitrary number of bound states.
2.4.2 Basis States and Minimization Procedure
To employ the variational principle above we must generate a set of basis
states ψk. These states should form a complete set, or at least be able to
describe the physical degrees of freedoms of interest. For the approach to be
numerically tractable one should also be able to evaluate the matrix elements
Hij and Sij analytically. Common choices [SV98, Sor05] are exponential
functions or Gaussians (see below). Each basis state ψk is then parametrized
by one or more nonlinear parameters, which we denote by the single symbol
α(k).
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There are many different minimization strategies for the SVM. The sim-
plest one is to randomly pick a large number of functions φk (i.e. nonlinear
parameters {αk}) and solve (2.67). This approach has two minor disad-
vantages, i) many of the random basis states φk may not be necessary to
describe the real eigenstates, and ii) solving the full generalized eigenvalue
equation of large dimension is numerically very inefficient. Luckily both
issues can be solved by adding or modifying only a single state at a time.
Let us assume that the generalized eigenvalue equation has been solved
in the K-dimensional space spanned by ψ1, . . . , ψK with resulting eigenval-
ues E1, . . . , EK and eigenstates φ1, . . . , φK . We now expand the space by a
single basis state ψK+1. Using the Gram-Schmidt process we construct φK+1
from ψK+1 which is orthogonal to all other φ’s. In the basis φ1, . . . , φK+1
the generalized eigenvalue problem (2.67) is almost diagonal and reduces to
finding the roots of the simple function
D(E ′) =
K∑
k=1
|hk|2
Ek − E ′ − E
′ − hK+1, (2.69)
where hk = 〈φk|Hˆ|φK+1〉. D(E ′) has exactly K+1 roots E1, . . . , EK+1 which
are the new eigenvalues. Thus, by adding only a single basis state at a time,
the generalized eigenvalue problem reduces to one-dimensional root-finding.
Let us give a short example on how the minimization procedure can be
done within the SVM, as shown schematically in fig. 2.10. We start by
adding one basis state at a time, minimizing the ground state. For the k’th
basis state ψk we stochastically generate a set {βm} of candidates for the
parameters {α(k)}. For each candidate we solve the generalized eigenvalue
equation eq. (2.67) from eq. (2.69). We choose the βm giving the lowest
ground state E1. All other eigenvalues are also guaranteed to be improved.
After all K eigenstates are found one may refine the basis: Redundant basis
states can be replaced by new ones still optimizing E1.9 The entire procedure
can then be repeated for excited states.
This example is quite simple compared to the actual SVM implementa-
tion we use [Sor05], but it contains the essential details. The method can be
tuned in many ways, e.g. continuous optimization of the random sampling
algorithm and selection of appropriate basis states [Sor05].
2.4.3 Center-of-Mass and Symmetrization
The specific many-body Hamiltonian used with the SVM is given by
H = − ~
2
2m
N∑
i=1
∂2
∂r2i
+
mω2
2
N∑
i=1
r2i +
∑
i<j
V (|ri − rj |), (2.70)
9This is at the expense of the excited states which almost certainly go up.
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k = 1, . . . ,K
Generate random set
{βm} for basis ψk({α(k)})
Solve generalized eigenvalue
problem for each βm
Choose the βm giving lowest
energy E1. Set α(k) = βm
Output: E1, . . . , Ek
Possible refining: Cycle through
{α(k)}, replacing redundant
basis states with new ones.
Optimization of excited
state n: Add new basis
states k = K + 1, . . .K ′,
minimizing En instead of E1.
for
do
done
Figure 2.10: A simple example of the SVM minimization procedure. The ground
state is found first, followed by a possible refining and minimization of excited
states. Since this strategy only changes one basis state at a time, the generalized
eigenvalue problem eq. (2.67) reduces to a faster root-finding problem.
with a harmonic oscillator trap with angular frequency ω and trap length
bt =
√
~/(mω), and two-body interactions V (rij) chosen either as the zero-
range or Gaussian model potentials, eqs. (2.59) and (2.20). Since the con-
fining trap is harmonic, the center-of-mass (cm) R =
∑N
i=1 ri/N can be
separated out. We will only consider the center-of-mass ground state mo-
tion, i.e.
Ψcm(R) = exp(−NR
2
2b2t
), (2.71)
with corresponding energy Ecm = 32~ω.
Since we consider identical bosons the total wave-function must be com-
pletely symmetric with respect to interchange of every pair. This is accom-
plished with the symmetrization operator
Sˆ =
1√
N !
∑
σ
Pˆσ. (2.72)
Here Pˆσ is the permutation operator corresponding to the permutation σ,
and the sum is over all possible permutations. The symmetrization does
not affect the conclusions of subsection 2.4.1 and 2.4.2 since it is a linear
operation. The specific wave-function is then represented as
Ψ(r1, . . . , rN ) = Ψcm(R) Sˆ
K∑
k=1
ck ψk({α(k)ij }, {rij}). (2.73)
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The basis functions, ψk, depend on all the internal coordinates {rij}, and
are parametrized by a, possibly large, number of variables {α(k)ij }.
2.4.4 Correlated Gaussians
As the specific basis functions ψk we use the so-called explicitly correlated
Gaussians,
Ψfull = Ψcm Sˆ
K∑
k=1
ck exp
−1
2
N∑
i<j
α
(k)
ij r
2
ij
 . (2.74)
This will also be referred to as the full correlated basis. The basis is complete
for zero total angular momentum states and it allows all types of clustering in
the system. This basis choice allows analytical evaluation of matrix elements
for the Gaussian interaction, see [SV98, Sor05]. However, because of the
symmetrization the computational complexity is of order O(N !), and the
method is only possible for relatively small number of particles, say N . 5.
The zero-range potential, eq. (2.59), requires an uncorrelated wave-func-
tion which we choose in the form of the linear combination of the hyper-
radial basis-functions
Ψρ = Ψcm
K∑
k=1
ck exp
(
−1
2
Nα(k)ρ2
)
, (2.75)
where ρ is the hyper-radius for N particles,
ρ2 =
1
N
N∑
i<j
r2ij =
N∑
i=1
(ri −R)2 =
N∑
i=1
r2i −NR2, (2.76)
generalizing the N = 3 definition, eq. (2.27). This function is totally sym-
metric and thus does not require the symmetrization operator Sˆ. It is a spe-
cific choice for the parameters of eq. (2.74) where the different pairs of par-
ticles have the same parameters α(k) = α(k)ij , see eq. (2.76). This is reminis-
cent of a mean-field approximation, since all particles are treated identically.
Note that only one basis function K = 1 with α(1) = 1/Nb2t corresponds
to the single-particle product of the non-interacting case. The zero-range
potential with the hyper-radial variational wave-function eq. (2.75) provides
results similar to the Gross-Pitaevskii equation [SFJ05].
For a typical system of trapped atoms even when the scattering length is
large the density of the system remains small, nr30  1, and one can assume
that only binary collisions play a significant role in the system dynamics.
In this approximation the variational wave-function can be simplified by
allowing only two-body correlations in the basis-functions,
Ψ2B = Ψcm Sˆ
K∑
k=1
ck exp
(
−1
2
Nα(k)ρ2 − 1
2
β(k)r212
)
, (2.77)
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where α(k) and β(k) are the nonlinear parameters. This form is equiva-
lent to the Faddeev-Yakubovski expansion Ψ = F (ρ)
∑
i<j φ(ρ, rij) used in
[SSJF05a, SSJF05b] where each of the two-body amplitudes only depend on
the distance between two-particles. The symmetrization of this function can
be done analytically [Sor05, SFJ05] by collecting similar terms which greatly
simplifies the numerical calculations. The two-body correlated approach is
therefore very useful in dilute many-body systems.
In the trap of size bt with interactions of range r0, the non-linear param-
eters α(k)ij are typically optimized stochastically in an interval from 1/b
2
t to
1/r20, or even larger. This allows both short and long-range correlations in
the system.
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Efimov Physics: Finite
Range and Trap Effects
3.1 Introduction
Much effort has been devoted to extract universal features in many branches
of physics, because the applications become more transparent. Several top-
ics concerned with Efimov physics are of special interest here: i) the Efi-
mov effect [Efi70, Efi90] where anomalous three-body properties arise at
the threshold of binding of two particles, ii) halos and Borromean systems
[JRFG04] where required scaling properties are equivalent to large probabil-
ities in non-classical regions, iii) universality for few-body systems derived
from a zero-range interaction [AFT97, FTDA99, BH06], iv) general prop-
erties of Bose-Einstein condensates [PS02], and v) their instability due to
three-body recombination [KMW+06].
In all these five cases the two-body s-wave scattering length a is the cru-
cial and only characterizing parameter which is independent of the details of
the responsible potentials. In fact the same scattering length can be achieved
by disparate potentials. It is highly desirable to assess the uncertainties in
the results from the leading order terms and extend to include correction
terms. An extension inevitably needs more details which again should be
expressed in terms of model-independent parameters. The obvious choice is
then to exploit the effective range expansion of the two-body phase shifts
where the leading term containing a is given by the zero-energy limit, and
the second term is proportional to the energy and the effective range Re.
Inclusion of even higher-order terms is usually not productive because it is
either inefficient or difficult, conceptually and practically.
The purpose of this chapter is to go beyond the scattering length ap-
proximation for Efimov physics. We express the corrections in terms of the
model-independent, low-energy scattering parameters, scattering length and
effective range. For negative scattering lengths an attempt in this direction
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was made by varying the form of the potentials and computing the critical
strengths for few-body binding [RF94, MFK+00]. This was aimed at find-
ing the Borromean window where three particles are bound even though all
the two-body systems are unbound. The results in [MFK+00] are however
not expressed in terms of model-independent parameters. Other attempts
to include effective range terms within effective field theory are reviewed in
[BH06].
Specifically, we calculate the low-lying energy spectrum for three trapped
identical bosons interacting via finite-range two-body potentials. The spec-
trum is compared to results from the zero-range model. The thresholds for
trimer binding and atom-dimer binding are extracted and related to effective
range corrections. Effective range corrections to Efimov physics and Bor-
romean binding are two aspects of the same effect, and we connect these two
regions qualitatively. The Borromean window becomes slightly narrower for
substantial effective ranges. The structure at the atom-dimer threshold is
an atom far away from the dimer and the major energy correction is due
to the change of dimer energy with effective range. This structure becomes
less pronounced when the effective range increases. Comparisons with recent
results from effective field theory are carried out.
3.2 Procedure
We consider N = 3 identical bosons with mass m and coordinates ri in
a spherical harmonic trap with frequency ω and corresponding trap length
bt =
√
~/mω. As the two-body interaction we mainly use an attractive
Gaussian, eq. (2.20), of fixed range r0, see fig. 2.3. We also include results for
many other potential shapes based on input from [MFK+00]. The strength
V0 is varied within the interval where the potential either cannot support
bound states (scattering length a < 0) or have only one bound state (a > 0).
The positive effective range Re is then also a given function of V0. However,
near the resonance, |a| =∞, Re varies slowly as function of V0. We choose
the trap to be much larger than the potential range, bt/r0 = 3965.
The wave functions and energies are found with the stochastic varia-
tional method described in chapter 2 using the fully correlated Gaussians,
eq. (2.74). The non-linear parameters [α(k)ij ]
−1/2 in eq. (2.74) are optimized
stochastically in a large interval covering values of order r0 up to values of
order bt. This allows both short and long-range correlations. The separated
center-of-mass motion is given by the lowest oscillator wave function with
the energy Ecm = 32~ω.
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3.3 Zero-Range Approximation
Let us briefly refresh the results of the zero-range model in chapter 2. In the
zero-range limit of the two-body potential, the scattering length a is the only
remaining interaction parameter. For a > 0 the weakly bound dimer has an
energy ED = −~2/(ma2), eq. (2.8), while the virtual state EV is given by
the same expression for a < 0. The correction to ED and EV in the effective
range expansion is given by eq. (2.11). In all numerical applications in this
chapter we have found agreement with eq. (2.11) and higher-order terms on
the two-body level are not needed.
For three particles many bound Efimov trimers may exist even when the
two-body system cannot support any bound states or is weakly bound. The
energies E(n)T of these states are given in the zero-range limit by eq. (2.57),
see also fig. 2.9. The energies scale geometrically with a factor of 515.0,
while the hyper-radii scale with 22.7. The energies are only determined up
to a three-body regularization scale, E∞ ≡ E(0)T (a = ∞), which cannot be
determined within the zero-range theory. It must be fixed by real finite-
range calculations or experimental data.
For a < 0 the Efimov trimers cross the threshold for three-body binding,
while in the opposite direction of a > 0 the thresholds are crossed for binding
of the atom-dimer system. The two corresponding critical scattering lengths
a
(n)
Z and a¯
(n)
Z , corresponding to E
(n)
T = 0 and E
(n)
T = ED, are given in the
lowest-order zero-range limit by eq. (2.58),
a
(n)
Z = −1.50763/κ(n), a¯(n)Z = 0.0707645/κ(n). (3.1)
Here κ(n) = (−mE(n)T (a =∞))1/2/~ is the wave number for the n’th trimer
energy at infinite scattering length. The critical scattering lengths a(n)Z (a¯
(n)
Z )
can be observed via maxima (minima) in the three-body recombination rate
of cold atomic gases [KMW+06] as described in chapter 1 and 2. Since, in
this lowest order model, the wave number is given by κ = 1/a, eq. (3.1) can
instead be written as
1/κ(n)Z = −1.50763/κ(n), 1/κ¯(n)Z = 0.0707645/κ(n), (3.2)
where κ(n)Z and κ¯
(n)
Z are the respective critical wave numbers.
3.4 Results
3.4.1 Three-Body Energies: Overview
We compute the energies and wave-functions corresponding to the Hamil-
tonian in eq. (2.70) with a Gaussian interaction by variation of the form
in eq. (2.74). The resulting three-body energies are shown in fig. 3.1 as
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function of scattering length. The center-of-mass energy is subtracted and
the axes have been scaled by a power of 1/8 in order to obtain a well pro-
portioned figure. The critical scattering lengths and effective ranges for our
finite-range calculations are denoted, in analogy to (3.1), with a subscript
F , i.e. a(n)F , a¯
(n)
F , R
(n)
F and R¯
(n)
F .
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Figure 3.1: Three-body energy levels, E(n)T measured relative to the center-of-mass
energy Ecm, as function of scattering length, a. Finite- and zero-range results
are shown as points and curves, respectively. As finite-range interaction we use
a Gaussian with adjustable depth. The upper and lower parts, corresponding to
positive and negative energies, are shown separately. The central value of |a| =∞
corresponds to the threshold for binding two particles. The smallest a (far left and
far right) corresponds to the interaction range, |a| = r0. There is a quasi-continuum
for a > 0 (shaded) which shows the threshold for atom-dimer binding (individual
states are not shown).
The three-body energies obtained in the zero-range model are charac-
terized by the arbitrary regularization scale E∞. We choose it to equal
our second trimer energy, i.e. E∞ = E
(2)
T (a = ∞). The lowest energy,
E
(1)
T (a =∞), is avoided for regularization because the ground state energy
could be influenced by the finite-range properties of the potential whereas
the excited spectrum must have the features of the Efimov sequence. How-
ever, in fig. 3.1 also the lowest energy coincides with the zero-range result
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for |a| =∞.
The finite-range calculation only shows three bound trimer states of neg-
ative energy in contrast to the infinite series of Efimov states in the free
zero-range model. This reflects that the higher lying states are pushed up
by the walls of the external field. They now appear in the region of positive
energies, still corresponding to bound states, but now determined by the
properties of the trap and not the two-body potential.
For a < 0 the trimer states become less bound and cross the trimer
threshold. Deviations from the zero-range model is largest for the lowest
state, n = 1, which is moved to the right in the plot, i.e. towards larger
|a|. The states n = 2, 3 move in the same direction, but the corrections are
much smaller.
For a > 0 the straight diagonal line shows the atom-dimer zero-range
threshold for binding. The corresponding finite-range result is lower and
quantitatively in agreement with the dimer energy in eq. (2.11). Only effec-
tive range corrections are needed for an accurate description of the dimer
energy here. Above the atom-dimer threshold a quasi-continuum is present
arising from the dense atom-dimer spectrum confined by the harmonic oscil-
lator potential. The small spacing between these levels is then of order ~ω.
The three Efimov trimers near the atom-dimer threshold lie below the zero-
range result. This is mainly explained by corrections on the dimer energy,
as we discuss later.
3.4.2 The |a| =∞ Spectrum
We already commented on the energies at |a| =∞ above, let us now consider
the quantitative features. The energies E(n)T /~ω for n = 1, . . . , 7 are given
in the first row of tab. 3.1. The normal Efimov scaling sequence without
a trap, is also shown in tab. 3.1. It can of course only describe the lowest
bound Efimov states, n = 1, 2, 3, and not the trap-like state for n ≥ 4.
Our finite-range results agree well with these zero-range values. The ground
state energy, n = 1, is remarkably close to the zero-range result. The purely
attractive Gaussian interaction gives a slightly lower energy, but one could
have expected more model-dependence for the ground state. The n = 3
energy is slightly higher, which is due to the trap, see below. The energy
ratios for the finite-range calculations are (E(n)T − Ecm)/(E(n+1)T − Ecm) =
530, 522 for n = 1, 2, also in agreement with the zero-range result, e2pi/s0 =
515.0.
In [JHP02] the energy of three identical bosons in a harmonic trap was
considered. Only zero-range interactions and s-waves were included. In the
limit |a|/bt = ∞ the three-body energies, E(n)T , are given semi-analytically
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from the equation
θ = −arg
Γ(12)−
E
(n)
T
2~ω − s02
Γ(1− s0)
 , (3.3)
where s0 = 1.00624i and θ is a free regularization parameter or three-body
phase shift (equivalent to E∞). We fix θ = 0.404pi to match E
(2)
T of our
finite-range calculations. The resulting spectrum is given in tab. 3.1. All
energies agree perfectly with our finite-range results, the deviations being
due to numerical errors only (except for the ground state).
Efimov states Trap-like states
n 1 2 3 4 5 6 7
FR (trap) −3.744 · 106 −7067 −12.04 2.78 5.10 7.05 7.47
ZR (free)† −3.64 · 106 −7067? −13.72 – – – –
ZR (trap)‡ −3.64 · 106 −7067? −12.20 2.76 5.05 6.97 7.20
† Zero-range model in free space, i.e. universal 515.0 scaling.
‡ Zero-range model in trap, [JHP02], with θ = 0.404pi equivalent to E∞.
? This value was used to fix the three-body scale, E∞.
Table 3.1: Efimov trimer energies E(n)T in a trap in units of ~ω for a = ∞. The
finite-range (FR) calculations are compared with the zero-range (ZR) theory.
3.4.3 Trap-Like States
We already commented on the trap-like states for |a| = ∞. Let us now
consider the positive energy spectrum for a < 0 in the upper part of fig. 3.1.
This is a “quasi-continuum” with the spacing of order ~ω. The asymptotic
limit at small |a| is simply the oscillator spectrum for three particles which
remains when the two-body interaction is negligibly small. The lowest pos-
itive energy level for a = 0 is 3 × 3~ω/2 and the excitation spectrum is
obtained by adding 2~ω. The almost vertical lines for the Efimov states,
continuing into the positive energy region, cross the oscillator states. For
small |a| the coupling is also small and the avoided crossing appears like
true crossings. As a increases the couplings increase and smooth avoided
crossings appear. For a > 0 a similar spectrum exists, but the huge amount
of avoided crossings is not computed.
More generally, the avoided crossings in the upper part of fig. 3.1 resem-
ble the Zel’dovich level rearrangement for two particles, where an attractive
long-range potential is perturbed by a strong attractive short-range poten-
tial [CKR+07]. In our case the long-range interaction is the harmonic trap,
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and we have three particles instead of two. Also, in [FJT+09] we showed
how to calculate narrow resonances of three-body systems. The approach
was to discretize the continuum by introducing a large artificial oscillator
trap. When varying the trap size avoided crossings occurred, and resonance
energies and widths could be extracted. Such avoided crossing are closely
related to the crossings in fig. 3.1. The only difference is whether the trap
or interaction is varied, while the other is fixed.
Recently, Efimov physics in a finite square box with large positive scatter-
ing length has been investigated within effective field theory. In the preprint
[KH09a] it is concluded that “By decreasing the box size, the binding en-
ergy decreases and eventually the state is shifted into the positive energy
regime. The finite volume corrections are most important for the shallowest
states which are largest in size and feel the finite volume first”. These two
conclusions agree with our results above where all but the three lowest Efi-
mov states were pushed up by the harmonic trap. It is also consistent with
[JHP02]. The behavior is easily understood from the fact that a confining
volume induces extra kinetic (zero-point) energy. However, in the published
version [KH09b] the figures were changed and the conclusion was replaced
by “If the box size is decreased, the binding increases[ed.]”. This conclusion
contradicts all physical intuition and is not elaborated in [KH09b].
3.4.4 Finite-Range Borromean Window Corrections
The differences between finite- and zero-range results for a < 0 can be
extracted from fig. 3.1. We focus on the measurable quantities expressing
that an energy threshold has been crossed.
The finite-range results for the negative critical scattering lengths a(n)F
are shown in tab. 3.2 for n = 1, 2, 3 together with the corresponding effective
ranges R(n)F . The related zero-range values a
(n)
F were calculated from eq. (3.1)
with the regularization fixed by the finite-range energies E(n)T − Ecm from
tab. 3.1. The values are shown in fig. 3.2, where we plot the relative shift in
critical scattering lengths as functions of effective range. The systematics is
discussed below.
We note that the first threshold, a(1)F , is also significant by marking the
interval of scattering lengths where two particles cannot bind while three
particles can. This Borromean window between the threshold and |a| =∞,
has been calculated in [MFK+00] for a number of different radial shapes of
the two-body potentials. Their results are expressed as ratios, S = g3/g2, of
critical strengths required precisely to bind the two and three body systems,
respectively. This ratio is limited to 2/3 ≤ S ≤ 1, but for most ordinary
potentials S ' 0.8. We find S = 0.793 for the the Gaussian potential in
agreement with 0.79 in [MFK+00]. With the critical potential strengths
given in [MFK+00] we calculate a(1)F and R
(1)
F . The results are compared to
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Efimov states
n 1 2 3
a
(n)
F −4.376 −74.09 −1631
a
(n)
Z −3.089 −71.10 −1625
R
(n)
F 1.670 1.449 1.436
Table 3.2: Critical negative scattering lengths, a(n)F , for binding of the n’th Efimov
trimer state. The finite-range interaction (F) is a Gaussian with range r0. The
zero-range (Z) results are fixed by the trimers energies at |a| = ∞. The effective
range at the position for binding is also shown. All values are in units of r0.
the Gaussian values a(n)F and the zero-range results in fig. 3.2. As in fig. 3.1,
the effect of the positive effective range is a systematic shift of the critical
scattering length towards larger absolute values. The difference decreases
with increasing n which implies that most significant effects are related to
small |a|-values. The available systematics in fig. 3.2 can be described by a
straight line, i.e.
a
(n)
F − a(n)Z
a
(n)
Z
= 1.3
R
(n)
F
|a(n)F |
. (3.4)
The wide range of potential shapes used, indicate that this result most
probable is model-independent. Although the conclusions are based on cal-
culations with Re > 0 only, we speculate that eq. (3.4) has the same form
for Re < 0. This implies that the shift of critical scattering length changes
sign, i.e. the energies move to the left in fig. 3.1.
The shift in eq. (3.4) should be measurable for cold atomic gases as
positions of extrema of the three-body recombination rate near a Feshbach
resonance [KMW+06]. For broad resonances the background channel (the
van der Waals interaction) will determine the effective range. Thus Re will
be positive and of the order lvdW , and the shift will be toward larger |a|. On
the other hand, for narrow Feshbach resonances Re is negative and given by
eq. (2.14), so the shift will be towards smaller |a|.
3.4.5 Finite-Range Atom-Dimer Corrections
The effective range corrections are more complicated for a > 0 because the
atom-dimer threshold is also shifted, see fig. 3.1. This effect is investigated
in fig. 3.3 (upper part) where the trimer energy is now shown as function of
the finite-range dimer energy, ED. Then the thresholds coincide for finite-
and zero-range models.
The ground state size is comparable to the range of the attractive finite-
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Figure 3.2: The relative shift between finite- and zero-range critical scattering
lengths, a(n)F and a
(n)
Z as function of the corresponding critical effective range R
(n)
F .
The Gaussian data from fig. 3.1 are shown with numerical error bars. The other
data are for the ground states of different finite-range potentials from [MFK+00].
The zero-range energy scale E(n)T (a =∞) was chosen equal to the individual finite-
range energies at |a| =∞. The fit is given in eq. (3.4).
range potential, and hence decreases more strongly with increasing ED. As
expected this state remains in the discrete region below the atom-dimer
threshold. The energies of the excited trimer states n = 2, 3 are in perfect
agreement with the zero-range prediction. Only E(2)T is slightly below the
zero-range model near the atom-dimer threshold. We conclude that the
major shift in trimer energies and threshold scattering lengths are due to
effective range corrections to the dimer energy alone.
This is consistent with the explanation in [Efi70, Efi90] that these Efi-
mov states disappear into the atom-dimer continuum. As also described
in [BH06] this implies that their structure, as the threshold is approached,
converges to the dimer-state with a loosely bound atom at large distance.
This understanding is tested by computing the root-mean-square hyper-
radii ρrms = 〈ρ2〉1/2, eq. (2.27), shown in the lower part of fig. 3.3 as function
of ED. We first consider the n = 3 state. When ED increases, both the en-
ergy and the size of the Efimov state decreases. However, when the state
approaches the atom-dimer threshold, the structure changes rather abruptly
towards a dimer and a free atom, and hence the radius increases correspond-
ingly fast towards the upper limit, bt, defined by the trap. From Fig 3.3,
this occurs at (a¯(3)F , R¯
(3)
F ) = (84.59, 1.423)r0. This is consistent with the
zero-range result a¯(3)Z = 80.9r0 (indicated by the arrow), since the effective
range is small compared to the scattering length. The energy of the n = 2
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Figure 3.3: Top: Three-body energies, E(n)T , as in fig. 3.1, but plotted as function of
two-body energy instead of scattering length. On the right part (a > 0) E2 = ED
is the weakly bound dimer, eq. (2.11), while on the left part (a < 0) E2 = EV is the
shallow virtual dimer (also eq. (2.11)). Bottom: The root-mean-square hyper-radii,
ρrms, as function of two-body energy. The zero-range predictions of the crossing of
the Efimov states with the atom-dimer threshold are indicated by arrows.
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Efimov state in fig. 3.3 is also in good agreement with the zero-range result.
However, when the state approaches the atom-dimer threshold no drastic
increase in size is observed, as for ordinary Efimov states. This can be as-
cribed to the effective range which is comparable to the scattering length
in this regime, namely (a¯(2)F , R¯
(2)
F ) = (4.1, 1.18)r0. This effect needs a more
careful analysis in the future.
3.4.6 Effective Range Corrections in EFT
After the publication of the above results in [TFJ08c], many of these results
have been confirmed qualitatively by effective field theory [PJP09, Pla09].
In this subsection we sum up the common effects and also give quantitative
comparisons. In [PJP09] the linear effective range corrections to the three-
body energies were calculated for Re > 0. The main features are presented
in their fig. 1, which essentially is identical to fig. 3.3 in this chapter. The
following conclusions are given in [PJP09, Pla09]:
i) The three-body spectrum at |a| =∞ is unperturbed when introducing
a linear effective range correction.
ii) For a < 0 the critical scattering lengths at the trimer threshold move
towards higher |a|. The effect is largest for the lowest states.
iii) For a > 0 the effects are in general small (after the dimer energy
correction is taken into account). The trimer only becomes slightly
more bound.
All these qualitative effects are in perfect agreement with the previous con-
clusions of this chapter.
Let us now turn to a quantitative comparison of the shift in critical
scattering length for a < 0. Since [PJP09] use the two-body bound state
pole (i.e. energy) instead of scattering length, we must repeat the analysis
of subsection 3.4.4 using κ−1 instead of a. We include the full effective range
corrections in κ as given as in eq. (2.10). The result is shown in fig. 3.4.
The use of κ−1, as compared to fig. 3.2, mostly affects the n = 1 data. The
linear relationship becomes marginally better using κ−1 instead of a. The
linear fit gives
1/κ(n)F − 1/κ(n)Z
1/κ(n)Z
= 2.4R(n)F |κ(n)F |. (3.5)
We extract values for the same shift in fig. 1 of [PJP09]. By reading off
the critical values for the lowest curve1 we estimate their lowest order result
to be κLO/κ0 = −5.68 and the next-to-lowest order result (including linear
1Note that they use the notation γ instead of κ, and use a scaled plot.
41
3.5. CONCLUSIONS AND OUTLOOK
Linear fit
n = 3
n = 2
n = 1
RF |κF |
(κ
−
1
F
−
κ
−
1
Z
)/
κ
−
1
Z
10.10.010.001
1
0.1
0.01
0.001
Figure 3.4: Same data as fig. 3.2, but with scattering length a replaced by inverse
binding wave number, κ−1. Legends are the same as in fig. 3.2 and the fit is given
in eq. (3.5).
Re) to be κNLO/κ0 = −5.19. Here κ0 is an arbitrary momentum scale. The
effective range was chosen to be constant, Reκ0 = 0.01. This gives
κ−1NLO − κ−1LO
κ−1LO
/Re|κNLO| = 1.8± 0.5. (3.6)
This value agrees with the coefficient in eq. (3.5). The difference can be
attributed to numerical and read-off errors. Also, the models are based on
very different backgrounds and formalisms: In [PJP09] only linear effects
in Re are included in an EFT approach, while our finite-range calculations
in principle can have minor effects from higher-order shape parameters (i.e.
potential model-dependence) and the trap. Taking all these remarks in
consideration, the agreement is actually extraordinarily good.
The discussion above is only based on a single value from [PJP09], i.e.
the predictions of the linear relationship in eq. (3.5) is not confirmed by EFT
yet. Such work is currently in progress, and preliminary results confirm the
linear prediction with the correct coefficient2.
3.5 Conclusions and Outlook
We have used a basis of correlated Gaussians to calculate the spectrum for
three identical bosons for a finite-range potential and an external trap. The
scattering length was tuned to arbitrary values, and the many excited states
were computed accurately as function of scattering length. The universal
2Private communications, David L. Canham, Universita¨t Bonn, Germany.
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spectrum at infinite scattering length was in perfect agreement with analyt-
ical models.
We then focused on two thresholds at negative and positive scattering
lengths, i.e. the Borromean window where two particles cannot bind while
three can form many bound states, and the atom-dimer threshold where
dimers can bind and an atom may be bound to the dimer.
We have extracted the universal behavior of both these thresholds, in-
cluding corrections expressed in terms of effective range divided by scattering
length. We also conclude that effective range corrections to Efimov physics
and Borromean binding are two aspects of the same effect and these two
regions can be connected quantitatively. The linear shift in critical scatter-
ing lengths at the trimer threshold agrees quantitatively with effective field
theory. The main effect is that the universal scaling factor becomes smaller
for the lowest Efimov states (smallest scattering length) on the negative
scattering length side.
We also show that the structure as the atom-dimer threshold is ap-
proached is a weakly bound atom moving away from the dimer. The main
effective range correction to the trimer energies near the atom-dimer thresh-
old then comes from the dimer only. This seems to induce a larger scaling
factor for the lowest Efimov states.
The results have observable consequences for three-body recombination
rates in atomic Bose-Einstein condensates and should be taken into account
when the scattering length is comparable to the effective range [KMW+06,
KFM+09]. The effects are also applicable for halo nuclei and Borromean
systems.
Future investigations could repeat a similar analysis with potentials of
negative effective range, which could be useful for modeling narrow Feshbach
resonances. We speculate that the linear relationship eq. (3.4) also holds for
negative effective range. This conjecture is strongly supported in the next
chapter, where we analytically derive bounds for the Efimov effect in the
case of large negative effective range.
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Chapter 4
Conditions for Efimov
Physics
4.1 Introduction
We have seen in previous chapters how universal scaling properties in three-
body systems arise when the scattering length a is much larger than the
range r0 of the underlying two-body potential. In this regime several three-
body observables are universal. The universal scaling of Efimov trimers is
usually said to exist for rms-sizes between r0 and a [Efi73, Efi91, BH06,
KMW+06]. The effective range Re from a low-energy phase shift expansion
is sometimes used instead of r0 in this statement [FJ01b, TFJ08c, PJP09].
This ambiguity occurs because r0 and Re are often of the same order. How-
ever, for narrow Feshbach resonances in atomic gases Re can be much larger
than r0 [BJK05], and the implications for such systems need to be explored.
Zero-range models, in particular in combination with the hyper-spherical
approximation [FJ01b, Jon04, BH06], have been successful in semi-quanti-
tative descriptions of three-body systems in the universal regime. Semi-
rigorous finite-range corrections have been attempted by including higher-
order terms in the effective range expansion [FJ01b, PJP09] as a step towards
the full finite-range calculations as in [SEGB02, TFJ08c] while maintaining
the conceptual and technical simplicity of the zero-range approximation.
The obvious generalization of the zero-range model, eqs. (2.48)–(2.50),
is to substitute −1/a with −1/a+ (Re/2)k2, where k is the two-body wave
number, in the relevant expressions for the logarithmic derivative of the total
wave-function at small separation of the particles. However, in three-body
systems neither the two-body wave number nor the small separation are
uniquely defined, and rigorous inclusion of all terms of the given order is non-
trivial. The lack of rigor in previous works could have serious implications for
applications where finite-range effects are important, such as the stability
conditions for condensates in traps, and in particular for Efimov physics.
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Experimental progress [KMW+06, KFM+09] will soon require this increased
accuracy near the boundaries of the universal regime.
In this chapter we consider a system of three identical bosons near a Fesh-
bach resonance in the universal regime with large scattering length usually
described by model-independent zero-range potentials. We employ the adi-
abatic hyper-spherical approximation described in chapter 2 and derive the
rigorous large-distance equation for the adiabatic potential for finite-range
interactions. The equation is suitable for the analytic studies of the finite-
range corrections in the three-boson problem. We investigate the finite-range
corrections to the adiabatic potential and the non-adiabatic term and com-
pare with the zero-range approximation. The effective range correction to
the zero-range approximation must be supplemented by a new term of the
same order. The non-adiabatic term can be decisive. Efimov physics is al-
ways confined to the range between effective range and scattering length.
Our analytical results agree with numerical calculations for realistic poten-
tials.
4.2 Adiabatic Eigenvalue Equation
We first generalize the adiabatic eigenvalue equation, eq. (2.50), to arbitrary
finite-range potentials. The derivation is similar to that of chapter 2, but
with some modifications.
We consider three identical bosons of mass m and coordinates ri inter-
acting via a finite-range two-body potential V , where we assume V (rjk) = 0
for rjk = |rj − rk| > r0. Only relative s-waves are included. We use
the hyper-radius ρ2 = (r212 + r
2
13 + r
2
23)/3, eq. (2.27) and hyper-angles
tanαi = (rjk/ri,(jk))
√
3/2, where ri,(jk) = |ri − (rj + rk)/2|. In the fol-
lowing we shall use one set of coordinates and omit the index.
The adiabatic hyper-spherical approximation treats the hyper-radius ρ
as a slow adiabatic variable and the hyper-angle α as the fast variable. The
eigenvalue λ(ρ) ≡ ν2(ρ) − 4 of the fast hyper-angular motion for a fixed
ρ serves as the adiabatic potential for the slow hyper-radial motion. The
eigenvalue is found by solving the Faddeev equations, eq. (2.41), for fixed ρ,[
− ∂
2
∂α2
− ν2 + U
]
ψ = −2UR[ψ]. (4.1)
Here ψ(ρ, α) is the Faddeev hyper-angular component,
U(ρ, α) = V (
√
2ρ sinα)
2mρ2
~2
(4.2)
is the rescaled potential, and
R[ψ](ρ, α) ≡ 2√
3
∫ pi
2
−|pi
6
−α|
|pi
3
−α|
ψ(ρ, α′) dα′ (4.3)
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is the operator that rotates a Faddeev component into another Jacobi system
and projects it onto s-waves, eq. (2.44). The hyper-angular wave-function
of the three-body system is
Φ(ρ, α) =
ψ(ρ, α) + 2R[ψ](ρ, α)
sin 2α
. (4.4)
In the adiabatic approximation the hyper-radial function f(ρ) satisfies the
ordinary hyper-radial equation, eq. (2.36), with the effective potential
Veff(ρ) =
~2
2m
(
ν2 − 1/4
ρ2
−Q
)
, Q = 〈Φ| ∂
2
∂ρ2
|Φ〉 , (4.5)
where Q is the non-adiabatic term and Φ is normalized to unity for fixed ρ.
We first divide the α-interval [0;pi/2] into two regions: (I) where U 6= 0,
and (II) where U = 0. The regions are separated at α = α0 where sinα0 ≡
r0/(
√
2ρ).
Region (II): Here U = 0 and we have the free solution to eq. (4.1),
ψII(α) = N (ρ) sin(ν(α− pi
2
)), (4.6)
with the boundary condition ψII(pi/2) = 0 and normalization N (ρ).
Region (I): We now restrict the problem to be outside the “collapsed” region
defined by ρ ≥ ρc ≡
√
2r0. This implies that α0 ≤ pi/6. Since α ≤ α0 the
rotation operator, eq. (4.3), only integrates over the free solution ψII , see
fig. 4.1. Equation (4.1) then simplifies to[
− ∂
2
∂α2
− ν2 + U
]
ψI = −2UR[ψII ]. (4.7)
The solution is ψI = ψIh − 2R[ψII ], where ψIh and −2R[ψII ] are homoge-
neous and inhomogeneous solutions, respectively. ψIh is the regular solution
to [
− ~
2
m
∂2
∂r2
− ~
2k2ρ
m
+ Vρ(r)
]
ψIh = 0, (4.8)
Vρ(r) ≡ V (
√
2ρ sin(
r√
2ρ
)), (4.9)
where kρ = ν/(
√
2ρ) and r =
√
2αρ. When α→ α0,
ψIh ∝ sin(kρr + δρ), (4.10)
where the modified phase shift δρ(kρ) arises from the modified two-body
potential, Vρ.
The solutions Φ in region (I) and (II) are now matched smoothly, giving
∂
∂α
lnψIh
∣∣∣∣
α0
=
∂
∂α
ln
(
ψII + 2R[ψII ])∣∣∣∣
α0
. (4.11)
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Figure 4.1: Integration limits for the rotation operator eq. (4.3). For ρ > ρc the
shaded regions does not overlap and the three-body problem reduces to an effective
two-body problem. When α ≤ α0 ≤ pi/6 the integration limit for α′ is strictly
outside the potential range [0 : α0] giving R[ψ] = R[ψII ].
After inserting eqs. (4.6) and (4.10), this equation becomes
1√
2ρ
−ν cos(ν pi2 ) + 8√3 sin(ν
pi
6 )
sin(ν pi2 )
= kρ cot δρ(kρ), (4.12)
which defines ν as function of ρ. This generalizes the −1/a expression for
the lowest-order zero-range model, eq. (2.50).
The right-hand-side deviates from the zero-range approximations [Jon04,
PJP09] which use the normal two-body phase shift, i.e. the right-hand-side
is kρ cot δ(kρ). We use the rigorously defined phase shift δρ for Vρ instead of
δ. Our result is exact for ρ ≥ ρc.
4.3 Effective Range Expansion
In the limit ρ ρc, the ρ-dependent potential, Vρ(r), approaches V (r), and
consequently δρ approaches δ. The ρ-dependent low-energy effective range
expansion corresponding to Vρ is then to second order
kρ cot δρ(kρ)
∣∣∣
kρ→0
≈ − 1
a(ρ)
+
Re(ρ)
2
k2ρ, (4.13)
where a(ρ) and Re(ρ) are functions of 1/ρ2 that converge to a and Re for
ρ→∞. Up to 1/ρ2 in eq. (4.13) we get
1
a(ρ)
≈ 1
a
+RV
1
2ρ2
, Re(ρ) ≈ Re. (4.14)
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The model-dependent expansion parameter RV , which we shall call the
“scattering length correction”, is found to be1
RV =
m
6~2
〈V ′r3〉u = m6~2
∫ r0
0
V ′(r)r3u(r)2 dr, (4.15)
where u is the zero-energy two-body radial wave-function, asymptotically
equal to 1− r/a. Equation (4.12) then becomes
1√
2ρ
−ν cos(ν pi2 ) + 8√3 sin(ν
pi
6 )
sin(ν pi2 )
= −1
a
+
Re
2
ν2
2ρ2
− RV
2ρ2
. (4.16)
This equation without the last two finite-range terms has the well-known
purely imaginary solution ν0 = 1.00624i, or λ0 = −5.0125, for
√
2ρ 
|a|. This solution gives Veff ∝ −1/ρ2 which is the basis of Efimov physics.
The Re-term was included in [FJ01b, PJP09], but not the model-dependent
RV -term. The latter term makes the finite-range corrections to the zero-
range adiabatic eigenvalues explicitly non-universal. The last two terms in
eq. (4.16) restrict the solution λ0 to the region |R0| 
√
2ρ |a|, where
R0 ≡ Re2 ν
2
0 −RV , (4.17)
as seen in fig. 4.2 where the lowest solution to eq. (4.16) is shown for dif-
ferent parameter choices. Thus, naively one would think that the lower
limit for Efimov physics is determined by the model-dependent length |R0|.
However, we will show later that Q restores universality and recovers the
model-independent effective range, Re.
First, to illustrate the necessity of both 1/ρ2-terms in eq. (4.16) we con-
sider a large negative effective range corresponding to a narrow Feshbach
resonance [BJK05]. To model the large |Re| we pick the attractive potential
with barrier, eq. (2.23),
V (r) = D sech2
(
χ
r
r0
)
+B exp
(
−2(χ r
r0
− 2)2
)
, (4.18)
where D = −138.27, B = 128.49 in units of ~2/(mr20), and χ = 4.6667.
The potential is negligible outside the range r0. The low-energy parameters
are a = 556.88, Re = −142.86, RV = 73.031, and R0 = −0.71 in units of
r0. In fig. 4.3 we compare λ(ρ) obtained by exact numerical solution of the
Schro¨dinger equation [SEGB02] containing the interaction eq. (4.18) with
1The integral representation of the effective range, eq. (2.21), is usually proved by
integrating and subtracting the radial equation for two different energies, comparing to
the free solutions, and then letting the energies go to zero. Equation (4.15) can be proved
in a similar manner by using different potentials (V and Vρ) at the same energy and letting
ρ→∞.
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Figure 4.2: Adiabatic eigenvalues λ(ρ) from eq. (4.16) as function of hyper-radius
ρ, for large scattering length a and negative Re. Different values of the model-
dependent length R0 are used, showing that the universal solution λ0 exists in the
region |R0| 
√
2ρ |a|. Lengths are in units of |Re|.
the solution of eq. (4.16). In the zero-range model (including only 1/a),
the −ρ2 divergence for large ρ is below the numerical solution. At small
distances, λ approaches λ0, above the numerical solution. Inclusion of the
Re-term, as in [FJ01b, PJP09], provides a better large-distance behavior
(since the dimer binding energy is corrected), but overshoots dramatically
for
√
2ρ . a by approaching λ = −4. Including consistently both Re- and
RV -terms leads to complete numerical agreement with the exact numerical
solution except for very small ρ-values near ρc where higher-order terms are
needed in eq. (4.16).
4.4 Non-Adiabatic Corrections
We now show that the non-adiabatic term restores model-independence and
recovers |Re| as the limit for the region of Efimov physics. For simplicity we
only consider the limit |a| =∞ and assume |R0|  |Re|.2 We first consider√
2ρ  |Re| (region A in fig. 4.2). Expansion of eq. (4.16) to first order in
(ν − ν0) gives a small constant correction
ν = ν0 − R0
ν0Re
(
1 +O(
ρ
Re
)
)
. (4.19)
This correction is marked by the arrow in fig. 4.3 (it is out of the range of
fig. 4.2). This gives
Veff(ρ) =
~2
2m
(
ν20 − 1/4− 2R0/Re
ρ2
−Q
)
. (4.20)
2This assumption holds for the potential eq. (2.23) as well as many other potentials
with large effective range.
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Figure 4.3: Exact numerical adiabatic eigenvalues λ(ρ) for a potential with bar-
rier, eq. (4.18) (solid red line), compared to solutions of the eigenvalue equation,
eq. (4.16). The zero-range model (dotted line) includes only a. Crosses include
a,Re-terms and circles include a,Re, RV -terms. The inset shows details around λ0.
The arrow indicates the effect of the correction λ0− 2R0/Re. The shaded region is
ρ < ρc.
To evaluate Q we note that a large negative effective range (for |a| = ∞)
implies that the two-body wave-function u is localized mainly inside the
potential range, as discussed in chapter 2. Then the angular three-body
wave-function Φ can be approximated by u/ sin(2α), i.e. ψ ' u and ne-
glecting rotated terms R[ψ]. The result is Q = c/ρ2, where c ' −5/4 as
confirmed numerically. This term cancels the main 1/ρ2-part in eq. (4.20)
and hence prohibits Efimov physics for
√
2ρ  |Re|. The intuitive reason
is that the two-body wave-function is essentially zero outside the potential,
despite the large scattering length, and hence three particles can not interact
at large distances.
When
√
2ρ |Re| (region B in fig. 4.2) we find
ν = ν0 + ν0c0
R0√
2ρ
(
1 +O(
Re
ρ
)
)
, (4.21)
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where
c0 =
sin(ν0 pi2 )/ν0
4pi
3
√
3
cos(ν0 pi6 )− cos(ν0 pi2 ) + ν0 pi2 sin(ν0 pi2 )
' −0.671. (4.22)
This gives the effective hyper-radial potential
Veff(ρ) =
~2
2m
(
ν20 − 1/4
ρ2
+
c0ν
2
0√
2ρ3
(
Reν
2
0 − 2RV
)−Q) . (4.23)
The 1/ρ3 dependence of the correction to the Efimov potential 1/ρ2 was
expected [Efi91]. The model-independent term proportional to Re/ρ3 was
recently calculated in [PJP09]. However, we also get a model-dependent
term RV /ρ3 which is of the same order. Q generally receives contributions
both from distances inside and outside the finite-range potential. Zero-range
models only have the external part of the wave-function, which depends on
ρ only though the eigenvalue ν(ρ). The zero-range result for Q is then
QZR = M0(
∂ν
∂ρ
)2 = M0c20ν
2
0
R20
2ρ4
, (4.24)
where M0 = 〈Φ|∂2Φ/∂ν2〉|ν=ν0 . This fourth order correction can be ne-
glected in eq. (4.23), as was done in [PJP09]. However, the internal part
of the wave-function contributes to order 1/ρ3. To estimate this 1/ρ3-term
we take the analytically solvable finite square well potential of range r0 and
|a| =∞. This fixes Re = r0 and RV = n2pi2r0/24 where n is the number of
bound states (including the zero-energy state). We find
Qbox = c0ν20(
Re
2
− 2RV ) 1√
2ρ3
, (4.25)
neglecting 1/ρ4-terms. The model-dependent RV -terms in eqs. (4.23) and
(4.25) cancel exactly, giving
V boxeff (ρ) =
~2
2m
(
ν20 − 1/4
ρ2
+ c0ν20(ν
2
0 −
1
2
)
Re√
2ρ3
)
. (4.26)
So the effective potential receives a Re/ρ3 correction where the model-
dependent coefficient is different from zero-range models [PJP09] because
of the inclusion of Q. We also expect the RV -terms to cancel for general
potentials. In conclusion, the Efimov effect persists for
√
2ρ |Re|.
4.5 Atom-Dimer Potential
We have seen that model-dependent corrections to λ0 are cancelled by equiv-
alent terms in Q. A similar effect occurs for the atom-dimer channel poten-
tial. Suppose the binding energy is BD = ~2k2D/m with corresponding wave
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number kD > 0. Then ν = ikD
√
2ρ is an asymptotic solution to eq. (4.12)
and λ diverges as −ρ2 corresponding to a bound dimer and a free particle.
For this solution, the effective range expansion eq. (4.13) does not hold, since
asymptotically kρ → ikD is finite. Instead eq. (4.8) reduces to the radial
two-body equation, with a normalized bound state s-wave function uD(r).
Treating Vρ − V ∝ 1/ρ2 as a perturbation gives the correction
λ+ 4
2ρ2
= −k2D −
1
2
∫ ∞
0
r3u2D
mV ′(r)
6~2
dr
1
ρ2
+O(
1
ρ4
). (4.27)
Since R[ψ] is exponentially small for the atom-dimer solution, Q can be
computed using the unperturbed wave-function ψ =
√
ρuD(
√
2αρ), giving
Q = − 1
4ρ2
+
∫ ∞
0
uD(ru′D + r
2u′′D) dr
1
ρ2
+O(
1
ρ4
). (4.28)
The term −1/(4ρ2) for the atom-dimer solution is well-known and sometimes
referred to as the Langer correction [NM99].
By using the two-body radial equation and partial integration the two
integrals in eqs. (4.27) and (4.28) cancel. Thus the 1/ρ2-terms in the effective
potential eq. (4.5) cancel exactly, giving Veff(ρ) = −BD up to order 1/ρ4.
Thus Veff only depends on Re through BD.
4.6 Applications near Feshbach Resonances
The effective range near a narrow Feshbach resonance can be estimated as
in eq. (2.14). As an example with a noticeable effect we take the alkali
atoms 39K with the very narrow Feshbach resonance at B = 825G having
parameters ∆B = −32mG, ∆µ = −3.92µB, and abg = −36a0 [DZF+07].
This gives the large effective range Re = −2.93 × 104a0. For 39K, r0 is of
the order of the van der Waals length lvdW = 1.29 × 102a0 [BH06]. Since
|Re|  r0, |Re| determines the lower limit for Efimov physics and corrections
to the universal regime are of order Re/a (not lvdW/a). Thus, the window
for universal physics is reduced.
Another example is the Feshbach resonance at B0 = −11.7G (∆B =
28.7G, abg = 2.30a0, ∆µ = 2.3µB [CGJT09]) in 133Cs where [KMW+06]
apparently have observed a single Efimov state. In this case the effective
range estimated from the Feshbach model, eq. (2.14), is Re = −0.34a0. This
is much smaller than lvdW = 202.0a0 [CGJT09], thus lvdW is the dominating
scale for effective range corrections. The linear effective range corrections of
chapter 3 could be applied here.
4.7 Conclusions and Outlook
We have considered a three-body system of identical bosons with large scat-
tering length modeling a Feshbach resonance. The Efimov physics occurring
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in this universal regime is customarily accounted for by zero-range models.
We used the adiabatic hyper-spherical approximation and derived rigorously
a transcendental equation to determine the adiabatic potential for a general
finite-range potential. We have solved this equation for large scattering
length, investigated finite-range effects, and compared with exact numerical
results.
Inclusion of the effective range correction to the adiabatic potential is
insufficient in general. Crucial corrections of the same order must also
be included from both a “scattering length correction” (RV ) and the non-
adiabatic term. These two contributions may separately be large but they
tend to cancel each other. Accurate results in zero-range models must ac-
count for these new corrections. In conclusion, for large negative effective
range the window for Efimov physics is precisely open between the effective
range (not the potential range) and the scattering length.
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Chapter 5
N-Body Efimov Effect
5.1 Introduction
The Efimov effect appears in quantum three-body systems when attractive
interactions between at least two pairs of particles are such that the scatter-
ing length is much larger than the range of the interaction; in other words
two of the three two-body subsystems are close to the threshold of binding.
Under these conditions a characteristic series of weakly bound and spatially
extended Efimov states appears in the system. These states appear due to
specific long-range two-body correlations between particles caused by the
large scattering length. The effect is easiest to see in the hyper-spherical
adiabatic approximation, chapter 2, where the slow adiabatic variable is the
hyper-radius ρ. It has been shown [FJ93] that close to the two-body thresh-
old the effective adiabatic potential Veff(ρ) is attractive and asymptotically
proportional to the inverse square of the hyper-radius,
Veff(ρ) = − ~
2
2m
ξ2 + 1/4
ρ2
, (5.1)
where m is the atomic mass, and ξ is a constant depending on masses of
the particles [NFJG01, NFJ98]. For three identical bosons this constant is
given by ξ3 = 1.00624 leading to the scaling factors
S3 = exp(pi/ξ3) ' 22.7 and S23 ' 515.0, (5.2)
for radii and energies, respectively. This is equivalent to a geometric series
of bound states with exceedingly small energies, En ∝ e−2pin/ξ3 , and exceed-
ingly large root-mean-square hyper-radii, 〈ρ2〉1/2n ∝ epin/ξ3 , where n is the
state number.
It was shown by Amado and Greenwood that in an N -body system with
N > 3 the Efimov effect does not exist at the N − 1 threshold [AG73]. In
particular, for N = 4 there is no infinite sequence of four-body states at
the trimer threshold. This does not rule out an N -body Efimov effect at
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the two-body threshold where the scattering length a is infinite. Of course,
weakly bound N -body states at a =∞ can not be true bound states, since
at this point the clusters with three and higher number of particles are
generally deeply bound. The states would then be unstable due to lower
lying thresholds and would decay into deeply bound cluster states.
However it has been suggested in [SFJ02] that a sequence of meta-stable
N -body states with the characteristic exponential energy dependence can
yet show up at the two-body threshold. Using the N -body hyper-spherical
method it has been shown that an N -body system at the two-body threshold
has a hyper-spherical adiabatic potential with inverse-square dependence.
This peculiar adiabatic potential appears due to the same mechanism as for
three particles and thus gives rise to N -body Efimov states with a structure
similar to that of three-body Efimov states: An (otherwise) uncorrelated
system with very specific two-body correlations caused by the large scatter-
ing lengths.
This specific hyper-spherical adiabatic potential is not the lowest one as
different bound clusters with lower thresholds create lower lying adiabatic
potentials. However, although not truly bound, these N -body Efimov states
might still exist as meta-stable states slowly decaying into clusters, much
like the Bose-Einstein condensate states. The structure of the Efimov states
is determined by the long-range two-body correlations and is thus quite
dissimilar to the structure of clusterized states with short-range many-body
correlations. Therefore the overlap between Efimov states and clusterized
states should be small and consequently the life-time should be large.
The conclusions about meta-stable N -body Efimov states were obtained
in [SFJ02] in an hyper-spherical adiabatic approximation where the cou-
plings to all other channels were neglected. In this chapter we report
on a more realistic calculation of N -body Efimov states with a different
method, namely the two-body correlated Gaussian stochastic variational
method where no adiabatic approximation is assumed. We calculate spec-
tra of trapped systems of N = 3, 4, 5, 6, and 7 bosons: For each system the
calculations reveal a series of Efimov states where the energies and the radii
exhibit the characteristic exponential dependence upon the state number.
We obtain the new scaling factors for N > 3 and compare with analyti-
cal results from the hyper-spherical adiabatic approach. Finally, we discuss
observable consequences.
5.2 Numerical Results
5.2.1 The System and Procedure
We consider a system of N identical bosons with mass m and coordinates
ri in a spherical harmonic trap with frequency ω and trap length bt =√
~/(mω). The two-body potential is an attractive Gaussian, eq. (2.20),
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with range r0 and depth V0. As in chapter 3 we choose the trap to be much
larger than the potential range, bt/r0 = 3965. The depth is tuned around
V0 ' −2.68~2/(mr20) where the first bound state is at the threshold, giving
|a|  bt.
The Schro¨dinger equation for the Hamiltonian in eq. (2.70) is solved
numerically with the stochastic variational method of chapter 2, using the
two-body correlated basis, eq. (2.77). The non-linear parameters in the
wave-function are optimized stochastically by random sampling in a region
that covers the spatial distances from r0 to bt, which allows us to describe
states over many length scales and energies.
We look for N -body Efimov states with the structure analogous to that
of the three-body Efimov states. The spatial extension of such state should
be much larger than the range of the potential r0 and smaller than the trap
length bt.
5.2.2 Universal Energies and Radii
The energies of Efimov states in a trap should be on one hand much larger
than the typical energy scale of a cluster state, ~2/(mr20), and on the other
hand smaller than the oscillator energy ~ω = ~2/(mb2t ). We have calculated
the spectrum for N = 3, 4, 5, 6, and 7 bosons. The calculated energies are
shown in fig. 5.1. Indeed, in the indicated energy region each of the N -body
systems have a series of states with exponential dependence upon the state
number, En ∝ e−2pin/ξN . The exponential fits give the scaling constants
SN = exppi/ξN , namely S3 = 23.6(4), S4 = 5.47(40), S5 = 2.45(4), S6 =
1.93(2), and S7 = 1.66(1). The indicated statistical errors are from the fits,
while the uncertainty related to numerical convergence is not included. This
is expected to be largest for N = 3, 4 which use only a few states for the fit.
The N = 3 result agrees with the known analytical result of 22.694 [BH06].
The spatial extension of Efimov states in trapped systems must also be
much larger than the interaction range r0 and much smaller than the trap
length bt. The average size of the state can be described with the (N -body)
hyper-radius ρ,
ρ2 =
1
N
N∑
i<j
r2ij =
N∑
i=1
(ri −R)2 =
N∑
i=1
r2i −NR2, (5.3)
where rij is the pair distance and R the center-of-mass. On fig. 5.2 are
shown the calculated r.m.s. hyper-radii 〈ρ2〉1/2n as function of state number
n. The radii of the Efimov states identified on fig. 5.1 are reproduced well
with the exponentials 〈ρ2〉1/2n ∝ epin/ξN where the parameters ξN are taken
from the fits on fig. 5.1. Apparently all these states fall within the correct
boundaries and the values of the radii follow the correct exponential trend.
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Figure 5.1: Energy En as function of the state number n for negative energy states
of a system of N bosons in a harmonic trap with length bt interacting via an
attractive potential of range r0 with scattering length much larger than bt. The
horizontal lines demarcate the region where the Efimov states can exist in trapped
gases. The lines show the exponential fits of the form En ∝ e−2pin/ξN drawn through
the points in the indicated region.
There are a few states in the N = 6 and 7 systems with radii much
smaller than those of the typical states in the series with similar energies,
see fig. 5.2. Clearly these states are not Efimov states but rather relatively
compact states with a different structure. We believe that these states are
caused by missing convergence or numerical inaccuracies.
5.3 Comparison with Analytic Results
The geometric scaling found in the previous subsection indicates that an
underlying 1/ρ2 effective potential exists. In this section we briefly outline
the N -body results of [SSJF05a, SSJF05b] and find analytical scaling factors
SN = exp(pin/ξN ) for arbitrary N .
5.3.1 N-Body Hyper-Radial Potential
In [SSJF05a, SSJF05b] the N -body zero-range problem was investigated
within the hyper-spherical adiabatic approximation. The method is equiv-
alent to the N = 3 discussion in chapter 2, still using the hyper-radius
as the adiabatic variable and denoting all other coordinates by Ω. The
basic approach is now to use a Faddeev-Yakubovski expansion Φ(ρ,Ω) =∑
i<j φ(ρ, rij) for the angular wave-function where each of the identical two-
body amplitudes only depend on the distance between two-particles. This
58
CHAPTER 5. N -BODY EFIMOV EFFECT
const× epin/ξN
N=7
N=6
N=5
N=4
N=3
state n
〈ρ
2
〉1/
2
n
/
b t
242220181614121086420
10
1
10−1
10−2
10−3
Figure 5.2: Root-mean-square hyper-radius 〈ρ2〉1/2n as function of the state number
n of a system of N bosons from fig. 5.1. The lines show the fitting curves of the
form const×epin/ξN drawn through the same points and with the same parameters
ξN as on fig. 5.1.
approximation is equivalent to our two-body correlated basis, eq. (2.77),
used in the previous section.
The adiabatic eigenvalue is denoted ν˜(ρ,N) which is similar to the eigen-
value ν(ρ) for the three-body case. If the effective hyper-radial poten-
tial is written in the form eq. (5.1), the relation between ξ(ρ) and ν˜(ρ)
is 4ν˜ = 5− 3N + 2
√
−ξ2 (note that ξ2 is real). By imposing the zero-range
boundary condition similar to eq. (2.48) and collecting similar terms from
the two-body amplitudes φ, the adiabatic eigenvalue equation becomes
1√
2ρ
B(ν˜) +R(ν˜)
A(ν˜)
= −1
a
. (5.4)
This form is similar to eq. (2.50) in the three-body case. The terms A and
B are found to be [SSJF05a, SSJF05b]
A = −sin(piν˜)√
pi
Γ(ν˜ + 3N−62 )
Γ(ν˜ + 3N−52 )
, B =
2 cos(piν˜)√
pi
Γ(ν˜ + 32)
Γ(ν˜ + 1)
, (5.5)
while the “rotated” terms R = 2(N − 2)R34 + 12(N − 2)(N − 3)R34 are
R13 =
2√
pi
Γ(3N−62 )
Γ(3N−92 )
(
2
3
)(3N−8)/2
I13, (5.6)
R34 =
4√
pi
Γ(3N−62 )
Γ(3N−92 )
(
1
2
)(3N−6)/2
I34, (5.7)
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with the integrals I13 and I34 given by
I13 =
∫ 1/2
−1
dx
√
1 + x (
1
2
− x)(3N−11)/2P (3N/2−4,1/2)ν˜ (x),
I34 =
∫ 1
−1
dx
√
1 + x (1− x)(3N−11)/2P (3N/2−4,1/2)ν˜ (x).
(5.8)
Here P (a,b)ν˜ are the Jacobi functions, see e.g. [NFJG01, App. A]. Equa-
tion (5.4) defines ξ(ρ) and hence the effective hyper-radial potential.
5.3.2 Scaling Factors
The solutions of eq. (5.4) was discussed in [SSJF05a, SSJF05b], but only
in the asymptotic limit N → ∞. We now solve the equation numerically
for finite N and infinite scattering length. The solutions are defined by the
roots of the real function
ZN (ξ2) = −B(ξ
2) +R(ξ2)
A(ξ2)
, (5.9)
which is calculated numerically and shown in fig. 5.3 for N = 3, . . . , 10.
Each root defines a constant solution ξN , leading to the corresponding scale
factor SN = exp(pi/ξN ) (see section 2.2.5).
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Figure 5.3: Roots ξN of the function ZN (ξ) for boson number N = 3, . . . , 10. Only
the lowest adiabatic potential (largest ξ) is shown.
The values are summarized in tab. 5.1 and in fig. 5.4, where we also
compare with the numerical results. There is generally very good agreement
between analytic and numerical results. We note that the scaling factors
decrease with increasing N . Already for four particles it has been reduced
to 4.29 as compared to 22.7. We also show the asymptotic expression for
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large N ,
ξN =
√
5
3
N
7
3
(
1− 2
N
)
− (3N − 4)(3N − 6)
4
− 1
4
, (5.10)
which was established in [SSJF05a, SFJ03]. Our results are consistent with
the asymptotic estimate.
N ξN SN S2N SN (SVM)
3 1.00624 22.6942 515.028 23.6(4)
4 2.15584 4.29413 18.4396 5.47(40)
5 3.40602 2.51523 6.32638 2.45(4)
6 4.74528 1.93875 3.75877 1.93(2)
7 6.15939 1.66537 2.77347 1.66(1)
8 7.63821 1.50878 2.27641 –
9 9.17426 1.40837 1.98352 –
10 10.7618 1.33900 1.79291 –
Table 5.1: Scaling factors SN = exp(pi/ξN ) for the N -body Efimov effect. Both
analytical and numerical (SVM) results are shown. Indicated errors are from the
fits in fig. 5.1. The deviation from the analytical results is largest for N = 3, 4
which use only a few states for the fit.
5.4 N-Body Recombination
The N -body Efimov states could in principle be identified by their contribu-
tion to the recombination rates in a cold gas as function of scattering length.
As the scattering length is increased (using the Feshbach technique), the N -
body Efimov states should produce peaks in the recombination rate when
crossing the threshold similar to the three-body case. Such features would
occur at critical scattering lengths spaced by the scaling factors SN .
The non-resonant background rate for N -body recombination can be
estimated as follows. Let us first consider a three-body reaction. The rate
of the loss of particles from a cold gas due to the three-body recombination
reaction into a shallow dimer with the energy ~2/(ma2) is given by Fermi’s
golden rule,
− dN0
dt
= 3
N30
6
2pi
~
|Tfi|2 dνf
dEf
, (5.11)
where the factor 3 is there since each recombination reaction removes three
particles from the cold gas, N30 /6 is the number of triples in the gas of N0
particles, dνf is the number of final states (dimer plus atom) with relative
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Figure 5.4: The scaling factors SN as function of the boson number N . Both
analytical roots and numerical (SVM) results are shown. The N = 3 value is the
well-known factor 22.7. The asymptotic form is given by eq. (5.10).
momentum qf = 2/(
√
3a) and the relative kinetic energy
Ef ≡
~2q2f
2(23m)
=
~2
ma2
, (5.12)
and Tfi is the transition matrix element from the initial three-body state to
the final atom-dimer state. The number of final states is given by
dνf =
V d3qf
(2pi)3
=
2
3
√
3pi2
V m
~2a
dEf . (5.13)
In the typical experimental regime, where the scattering length is still much
smaller than the size of the trap, a  bt, the transition matrix element
for the non-resonant three-body recombination rate from a cold gas state
into a shallow dimer state can be estimated perturbatively, substituting the
asymptotic expressions for the initial and final wave-functions,
Tfi =
∫
dr dR
[
ψd(r)
eiqfR√
V
]
×
(
U(R− r
2
) + U(R +
r
2
)
)[eikr√
V
eiqR√
V
]
,
(5.14)
where r is the distance between two particles, R is the distance between
their center-of-mass and the third particle, V ∝ b3t is the normalization
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volume, k and q (k ∼ q ∝ b−1t  a−1) are the initial momenta of the
cold gas particles, and ψd(r) is the s-wave function of the shallow dimer
with binding energy ~2/(ma2). Using the zero-range approximation for the
transition interaction, U(r) = U0δ(r), U0 = 4pi~2a/m and for the dimer
wave-function, ψd(r) ∝ exp(−r/a)/(ra1/2), the matrix element eq. (5.14) in
the limit k ∼ q  a−1 is estimated as (cf. [FRS96])
Tfi ∝ ~
2a5/2
V 3/2m
. (5.15)
Finally, the non-resonant factor of the three-body recombination rate be-
comes (cf. [NFJG01, FRS96])
−dn
dt
∣∣∣∣
3−body
∝ n3~a
4
m
, (5.16)
where n = N0/V is the density.
For an N -body recombination reaction into a shallow N − 1 body Efi-
mov state with the binding energy of the order of ~2/(ma2) the modifica-
tions to the expression for the rate in eq. (5.11) include the extra 3(N − 3)
spatial dimensions in the integral in eq. (5.14), which gives an extra factor
(a3/2V −1/2)2(N−3), and also the factor N30 /6 is substituted by NN0 /N !. Thus
for the N -body recombination rate (N ≥ 3) we have
−dn
dt
∣∣∣∣
N−body
∝ n3~a
4
m
(na3)N−3 . (5.17)
We emphasize that these simple estimates only refer to the non-resonant
contributions and they also do not include other types of decays where the
final state structure might be substantially different from the shallow N − 1
cluster plus one particle. The result eq. (5.17) was recently confirmed in
[MRD+09].
Although in the regime na3  1 the N -body recombination has an
additional small factor (na3)N−3 it might still be possible to observe the
N -body Efimov states as a sequence of resonant peaks in the recombination
rate as function of scattering length, scaling as SN .
5.5 Connection to Universal Four-Body States
Recent theoretical work [vSDG09, DvSG09, MRD+09] has predicted a uni-
versal four-body effect where a single atom is loosely bound to an Efimov
trimer. For each trimer energy two four-body states should exist below.
This leads to two extra recombination peaks at the critical scattering lengths
[vSDG09]
a4B,1 ' 0.43a3B, a4B,2 ' 0.90a3B, (5.18)
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relative to the Efimov trimer resonance a3B (denoted a
(n)
Z in chapter 2). The
second state a4B,2 is very close to the Efimov trimer. Two such features were
reported experimentally in [FKB+09].
The universal scaling factor for this atom-Efimov effect is identical to the
three-body case, i.e. a(n+1)4B,j /a
(n)
4B,j = 22.7 for j = 1, 2, since these positions
simply scale with the three-body states. This is different from our four-body
Efimov effect which have the scaling factor S4 = 4.29413. However, we note
that twice the ratio of the two special four body states is 2a4B,2/a4B,1 '
4.2. This is very close S4 and probably within the numerical accuracy of
[vSDG09]. It could indicate an underlying fundamental relationship or be a
mere coincidence.
We point out that the two four-body effects are distinct, since different
degrees of freedom are considered. For both of the effects the four-body
states are embedded in the complete Efimov spectrum and in this respect
all four-body states are meta-stable states. To treat these states as bound
states one must pick out the relevant degrees of freedom, and this is where
the models differ. The degrees of freedom in the atom-Efimov model is
obvious, while the four-body Efimov effect presented in this chapter includes
full two-body correlations.
Both effects could be relevant for Borromean four-body systems, as also
pointed out in [MRD+09]. The connections and applications need to be
explored.
5.6 Conclusions and Outlook
We have calculated the spectrum of trapped N -boson systems with N =
3, 4, 5, 6, 7 using the stochastic variation method with a correlated Gaussian
basis. Only two-body correlations were allowed in the variational space.
Thus the cluster states were a priori mostly excluded from the variation
space, which made the calculations technically possible. Inclusion of the
cluster states would turn the Efimov states into meta-stable states. However
the life-time of these states should be comparable with that of Bose-Einstein
condensates which have similar structure and decay modes.
For each system a series of states is found with specific exponential de-
pendence of the energies and r.m.s hyper-radii on the state number, which is
a characteristic feature of Efimov states. For the N = 3 system the obtained
scaling factor agrees well with the known analytical value. We also calcu-
lated the scaling factors analytically for finite N by employing a specific
Faddeev-Yakubovski decomposition in two-body amplitudes. The results
are in perfect agreement with the numerical results.
It might be possible to observe the four-body Efimov states as peaks in
the recombination rate of a condensate as function of the scattering length,
similar to the three-body case. For a dilute gas the four-body recombination
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rate is a factor na3 smaller than the three-body rate, therefore the accuracy
constraints on the experiment would be higher. On the other hand, the
large scaling factor 22.7 for three-body recombination is reduced to 4.29 for
four-body recombination. This would make the universal scaling easier to
observe. The four-body case may be related to other recently investigated
atom-Efimov states and could be applicable to Borromean systems.
We finally note that if the N -body Efimov states are found, the higher-
order corrections can be derived by combining the Faddeev-Yakubovski de-
composition of this chapter with the analysis of chapter 4. This would lead
to shifts in the critical scattering lengths as discussed in chapter 3.
In conclusion we have lent theoretical support to the possibility of exis-
tence of long lived meta-stable N -body Efimov states in trapped Bose gases.
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Chapter 6
Two-Body Correlations in
Condensates
6.1 Introduction
The density of trapped cold gases is generally low under typical experimental
conditions [PS02], such that the parameter nr30 is small, where n is the
particle density and r0 is the range of the inter-particle potential. In other
words the typical distance between particles is much larger than the range of
the potential, and the typical relative momentum between particles is much
smaller than the inverse range of the potential.
In this regime the system of particles exhibits universality (also called
model-independence or shape independence) [BH06]. The system is not
sensitive to the details of the potential and the properties of the system are
essentially determined by only a few low-energy parameters of the potential.
Very different interaction models then provide quantitatively similar results
as soon as the low-energy parameters are the same.
In a two-body system the universality is manifested in the well known
effective range expansion, where the low-energy s-wave phase shift δ is deter-
mined by only two parameters, the scattering length a and the effective range
Re, see eq. (2.4). The effective range is typically of the order of the range
of the potential while the scattering length can vary greatly. In three-body
systems the universality manifests itself in the Thomas collapse [Tho35], the
Efimov effect [Efi70], the Phillips line [CPFG91, BHvK00, FJ02], and other
low-energy phenomena [NM99], also in two dimensions [NFJ97].
Cold gases also exhibit universality: In the dilute limit their properties,
in particular the energy per particle, are independent of the shape of the
inter-particle potential and are determined by the scattering length alone.
This universality is customarily employed by using the zero-range (pseudo)
potential for theoretical descriptions of Bose-Einstein condensates. The
zero-range potential has only one parameter, the scattering length. Com-
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bined with the Hartree-Fock product wave-function the zero-range potential
leads to the Gross-Pitaevskii equation [DGPS99, PS03].
The limits of the zero-range model have been tested by numerical calcu-
lations with finite-range potentials. In particular, repulsive potentials have
been employed with Monte-Carlo methods [BG01, GBC99, DG01] in the
case of large positive scattering length. These investigations showed that as
the scattering length is increased the energy of the Bose gas with a repul-
sive potential exceeds the zero-range predictions and the condensate fraction
becomes considerably depleted.
However, repulsive potentials have a problem when modeling an increas-
ingly large positive scattering length: The potential range, r0, has to be
increased essentially linearly with the scattering length. This does not seem
to match the experimental conditions where the scattering length is adjusted
by tuning the atomic resonances in an external magnetic field. The range
of the inter-atomic interaction is then left essentially unchanged.
Instead, an attractive finite-range potential might be a more realistic
interaction model for descriptions of trapped Bose gases with Feshbach res-
onances. Indeed, with an attractive potential an arbitrary large positive
scattering length can be achieved by fine-tuning the energy of the bound
two-body state around the threshold, while maintaining the given realistic
potential range. However, attractive potentials with bound states bring in
a major complication for numerical calculations: A large number of many-
body self-bound negative-energy states appears in the system and the con-
densate state in the trap becomes a highly excited state.
For a homogeneous Bose gas an approximate Jastrow-type wave-function
was employed where the pair-correlation function was essentially a solu-
tion of the two-body equation [CHM+02, GBC99]. In contrast we propose
a direct numerical diagonalization of the many-body Hamiltonian where
the condensate state of trapped bosons appears as a many-body excited
state which is automatically orthogonal to all the self-bound negative-energy
states. This proposal opens up the possibility to investigate the correlations
which are completely absent in standard zero-range mean-field models.
When correlations are allowed in the BEC wave-function these may in-
duce a depletion of the fully condensed state. The complete qualitative
connection between the correlations and the condensate fraction still needs
to be understood in detail.
The purpose of this chapter is to investigate the energy, correlations,
and condensate fraction of a system of trapped bosons. The interaction is
attractive and supports a single two-body state, i.e. the scattering length is
positive. We will show that when the scattering length is small compared
to the trap length the system is model-independent: All potential models
– attractive, repulsive and zero-range – provide similar results. When the
scattering length is large the attractive model differs qualitatively from the
repulsive and zero-range models. In this regime the system with attractive
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potential becomes independent of the scattering length, with both the energy
and the condensate fraction converging towards finite constants. The pair-
correlation function is shown to reflect the two-body interaction at short
distances and the mean-field solution at larger distances.
6.2 Condensation and Correlations
Let us start by introducing the rigorous definitions of condensation and
correlations. This is done via the one-body density matrix and the two-
body correlation function. The results apply to the T = 0 formalism used
in this dissertation. We also comment on some subtleties for condensation
in attractive systems.
6.2.1 One-Body Density Matrix and Condensate Fraction
Assume we have a pure state described by the symmetric many-body wave-
function Ψ(r1, . . . , rN ), which is normalized to N . The one-body density
matrix (OBDM) is then defined as
n(1)(r1, r′1) =
∫
Ψ∗(r1, r2, . . . , rN )Ψ(r′1, r2, . . . , rN ) dr2 . . . drN . (6.1)
The diagonal part of the OBDM is the density, n(r) = n(1)(r, r), which en-
sures that the trace equals N . The OBDM is hermitian so we can diagonalize
it, ∫
n(r, r′)χi(r′) dr′ = Niχi(r), (6.2)
obtaining a complete set of orthonormal eigenfunctions χi(r) and corre-
sponding eigenvalues Ni. The OBDM can then be expanded uniquely as
n(r, r′) =
∑
i
Niχ
∗
i (r)χi(r
′). (6.3)
The eigenvalues Ni are non-negative, and taking the trace of the OBDM in
the χ-basis gives ∑
i
Ni =
∫
n(r, r) dr = N. (6.4)
This allows us to interpret Ni as the occupation numbers of the single par-
ticle states or natural orbitals χi. We can now define a system to be a
Bose-Einstein condensate if the largest eigenvalue, say N0, is of order N ,
while all other eigenvalues are of order 1 [PO56, Yan62]. This means that
just one single-particle state, χ0, is macroscopically occupied. The ratio
λ0 = N0/N is referred to as the condensate fraction.
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If more than one single-particle state is macroscopically occupied, the
system is called a fragmented condensate [Bay01, MHUB06]. The factor-
ization of the OBDM into a single product χ∗(r)χ(r′) is also referred to as
perfect first order coherence [NG99].
From the OBDM we can get the expectation values of all one-body ob-
servables, such as position or momentum density. Equation (6.1) can be
interpreted as the amplitude to stay in the same state, if we destroy a parti-
cle at r′1 and create one at r1. It can be related to the contrast of interference
fringes measured in spatial coherence experiments [BHE00].
In practice we calculate the condensate fraction by expressing the OBDM
in the harmonic oscillator basis and diagonalize numerically. Details can be
found in appendix A.
6.2.2 Condensation in Attractive and Bound Systems
The definition of condensation introduced above is the conventional one.
However, [WGS98] considered a gas of weakly attractive bosons in a har-
monic trap with fixed angular momentum. They found that the angular
momentum is absorbed by the center-of-mass motion, and that the system
is fragmented, i.e. non-condensed, according to the definition used above.
This is quite surprising, because the system is just a Bose-Einstein con-
densed ground state performing a center-of-mass motion. Ref. [PP00] then
proposed an alternative definition in terms of an internal density matrix,
where the center-of-mass is integrated out. According to this definition the
system will be a pure condensate. However, [Gaj06] argued that the internal
density matrix is only useful when describing observables that are indepen-
dent of the center-of-mass. It is not useful when measuring global properties
of a gas such as condensation.
These subtleties are easily explained in terms of conditional measure-
ments. In a perfect BEC two subsequent measurements of individual parti-
cles are completely uncorrelated. The spatial probability distribution for the
first particle is determined by the mean-field density, and so is the second.
However if all the particles move around in a correlated way, e.g. because
the system is bound, a measurement of the first particle will determine the
systems center-of-mass with high accuracy. A measurement of a second
particle will be close to the center-of-mass, and condensation is lost.
A concrete example on this is given in appendix B, where we show that
strong hyper-radial correlation can deplete the condensate completely if the
internal length scale is very different from the center-of-mass scale. Also see
appendix B for a discussion on how other types of correlation affects the
condensate fraction.
In the light of all these subtleties we have chosen to use the conventional
criterion for Bose-Einstein condensation.
70
CHAPTER 6. TWO-BODY CORRELATIONS IN CONDENSATES
6.2.3 Two-body Correlation Function
The two-body correlation function is defined as
n(2)(r1, r2) =
∫
Ψ∗(r1, r2, . . . , rN )Ψ(r1, r2, . . . , rN ) dr3 . . . drN , (6.5)
and is interpreted as the joint probability of detecting two particles at r1
and r2 simultaneously. If the particles are totally uncorrelated the two-body
correlation function factorizes as n(2)(r1, r2) = n(r1)n(r2). The normalized
two-body correlation function1 is defined as
C(2)(r1, r2) =
n(2)(r1, r2)
n(r1)n(r2)
. (6.6)
It describes the tendency of particles to cluster (C(2) > 1) or to stay sepa-
rated (0 ≤ C(2) < 1). If no two-body correlations are present, C(2) equals 1
identically.
In a homogeneous gas the correlation function (6.6) is translational in-
variant and depends only on r12 = |r1−r2|. In a spherically symmetric trap
it also depends on the lengths r1 and r2. However, for relative distances r12
much smaller than the density variations and the trap length, the correlation
function will only depend on r12. Thus we will typically take r2 = 0.
The correlation function in quantum gases can be measured via noise
correlations [ADL04, BDZ08]. The experimental procedure is to release
the gas from the trap and let it expand. The expanded density profile is
then measured by light absorption imaging, and correlations in the noise
are extracted. It is preferable that the gas is weakly interacting during the
expansion. For Feshbach resonance experiments this is usually obtained by
also ramping the scattering length down to zero when the trap is turned off.
The technique of noise correlations have recently been used to measure
the correlations for fermionic gases and for bosons in optical lattices [ADL04,
BDZ08], but it also works for normal trapped BECs.
6.3 System and Numerical Techniques
We consider a system of N identical bosons with mass m and coordinates
ri, i = 1, . . . , N , in a spherical harmonic trap with frequency ω. The Hamil-
tonian of the system is given by eq. (2.70), where the system parameters are
taken from [BG01]: m = 86.909amu (87Rb) and ω = 2pi × 77.87Hz, giving
the trap length bt =
√
~/(mω) = 23095au=1.22µm.
The zero-range model potential, eq. (2.59), has the scattering length a
as the only length parameter. For dilute bosonic systems this parameter is
1Simply referred to as the (two-body) correlation function below. Note that several
different (but equivalent) definitions and notations are used in the literature.
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customarily chosen to be equal to the inter-atomic scattering length. The
zero-range potential provides the correct low-energy scattering amplitude in
the first order Born approximation. The zero-range potential can only be
used with an appropriate non-correlated functional space, like the Hartree-
Fock product wave-functions. Using the zero-range potential in a correlated
space will lead to a complete Thomas collapse of the system [FJ01a].
For the finite-range potential model we use a Gaussian, eq. (2.20), with
the range r0 = 11.65au and a varied negative strength V0. The variation of
the strength is limited to the region where the potential provides exactly one
two-body bound state and has a positive scattering length. The range of the
interaction is much smaller than the trap length, i.e. r0/bt = 5.04× 10−4.
Our numerical procedure is the stochastic variational method described
in chapter 2. The wave-function of the system is represented as a linear
combination of basis-functions taken in the form of symmetrized correlated
Gaussians, eq. (2.74). The non-linear parameters α(k)ij in eq. (2.74) are op-
timized stochastically by random sampling from a region that covers the
distances from r0 to bt. The center-of-mass motion is assumed to be in the
oscillator’s ground state.
The zero-range potential eq. (2.59) requires an uncorrelated variational
wave-function, and we use the hyper-radial wave-function Ψρ in eq. (2.75).
The zero-range potential with this variational space provides results similar
to the Gross-Pitaevskii equation [SFJ05].
The calculation of a highly excited state with the fully correlated basis
Ψfull, eq. (2.74), is a difficult numerical task and is only possible for rela-
tively small number of particles. However, for a typical system of trapped
atoms even when the scattering length is large the density of the system
remains small, nr30  1, and one can assume that only binary collisions
play a significant role in the system’s dynamics. In this approximation the
variational wave-function can be simplified by only allowing two-body cor-
relations in the basis-functions as in Ψ2B, eq. (2.77). The symmetrization of
this function can be done analytically [SFJ05] which greatly simplifies the
numerical calculations.
During the calculation of a given system the number of Gaussians in the
basis is increased and the stochastic optimization is carried out until the
number of negative energy states and the energy of the lowest state with
positive energy is converged. The convergence within four digits typically
requires about 5× 102 Gaussian and about 105 random trials per nonlinear
parameter. When the energies are converged, the relevant properties of the
wave-function can be extracted. We choose to consider densities, condensate
fractions, and two-body correlation functions.
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6.4 Results
6.4.1 Obtaining the BEC State
For repulsive potential models it is simply the ground state of the trapped
many-boson system that is identified as the Bose-Einstein condensate (BEC)
state. With deep attractive two-body potentials, however, the many-body
system in a trap has a large number of self-bound negative-energy states
and identification of the BEC-state is not obvious.
The typical spectrum of a trapped many-body system with attractive
potentials and including two-body correlations is shown in fig. 6.1. The
system has a number of deeply bound states with negative energies and then
a positive quasi-continuum spectrum which starts at about (3N/2)~ω and
has the characteristic distance between levels of the order ~ω  ~2/(2mr0)2.
Apparently the BEC-state should then be the lowest state of the quasi-
continuum spectrum or, equivalently, the lowest state with positive energy.
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Figure 6.1: A typical spectrum (in the vicinity of zero energy) of a system of
N = 20 bosons in an oscillator trap, eq. (2.70), interacting via an attractive two-
body potential, eq. (2.20), with one bound state and a positive scattering length.
The inset shows the beginning of the so-called quasi-continuum spectrum.
To verify this conjecture we calculate the central density, n0, of the
system for the negative- and positive-energy states around zero energy. The
results are shown in fig. 6.2 in the form of the inverse central density (the
volume per particle) n−10 . In the BEC-state the atoms should occupy the
whole volume of the trap and thus the volume per particle should be close
to one (in the correspondingly scaled oscillator units). The states with
negative energy are self-bound states with much higher density and thus
much smaller volume per particle. And indeed that is what fig. 6.2 shows –
a sharp increase in the volume per particle from a small value to about unity
exactly at the lowest state with positive energy where the quasi-continuum
starts.
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Figure 6.2: The inverse central density n−10 (in oscillator units nosc = pi
−3/2Nb−3t )
for a system of N bosons in an oscillator trap, eq. (2.70), interacting via an attrac-
tive two-body potential, eq. (2.20), with scattering length a = 119au as function of
the state number. The lowest state with positive energy is numbered zero.
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Figure 6.3: The condensate fraction of a system of N trapped bosons from fig. 6.2.
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Another test is the condensate fraction, shown for several states around
zero energy in fig. 6.3. The self-bound states with negative energy must have
smaller condensate fraction compared to the BEC-state, and the excitations
from the BEC-state must gradually deplete the condensate fraction. Ap-
parently this is what is seen in fig. 6.3 – a sharp increase of the condensate
fraction to about 100% at the lowest state with positive energy with the
subsequent gradual depletion.
We have thus verified that in the case of attractive potentials the BEC-
state of a system of trapped bosons is the lowest state with positive energy.
6.4.2 Accuracy of the Two-Body Correlated Basis
In [BG01] the energies of several low-density systems of trapped bosons were
calculated using the Gross-Pitaevskii equation as well as repulsive hard-
sphere models, both with the same scattering length of 100 au. In this
regime the systems exhibit universality and the energies calculated in both
models were very close.
To test the accuracy of our two-body correlated basis, eq. (2.77), (which
is expected to be a good approximation in the low-density regime) as well
as the identification of the BEC-state for attractive potentials we consider
the same systems with the same scattering length but with the attractive
Gaussian potential, eq. (2.20), and calculate the energy of the BEC-state
according to our prescription: The BEC-state is now an excited state and
is identified in the calculations as the lowest state with positive energy. We
also calculate the energies for the zero-range potential model, eq. (2.59),
with the hyper-radial trial wave-function, eq. (2.75).
The results are given in tab. 6.1. As expected, these low-density systems
with relatively short scattering length seem to exhibit universality as all the
potential models give essentially the same results. We conclude that our
identification of the BEC-state is correct and that the two-body correlated
basis has an adequate accuracy.
To check the accuracy of the two-body correlated basis also for large
scattering lengths we perform a test calculation forN = 4 particles with fully
correlated and with two-body correlated basis for vastly different scattering
lengths. The results are given in tab. 6.2. Although the accuracy of the two-
body correlated basis decreases somewhat with the increase of the scattering
length, the relative accuracy is better than 1% even for exceedingly large
scattering lengths.
6.4.3 BEC Energies
We first show the zero-range results for N = 10, 100, 1000 in fig. 6.4. The
energy depends on N only through the combination (N − 1)a/bt and is in
perfect agreement with the Gross-Pitaevskii result. In the large (N −1)a/bt
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N GP† HS† ZR A
3 4.51032 4.51036(2) 4.5103 4.510
5 7.53432 7.53443(4) 7.5342 7.534
10 15.1534 15.1537(2) 15.1533 15.154
20 30.638 30.640(1) 30.6394 30.640
† Data taken from [BG01].
Table 6.1: The energies in units of ~ω for the BEC-state of a system of N bosons in
a harmonic trap, eq. (2.70), for different interaction models with the same scattering
length a = 100au. For the Gross-Pitaevskii (GP), hard-spheres (HS), and zero-
range (ZR) models the BEC-state is the ground state. For the attractive model
(A) the BEC-state is the lowest state with positive energy. The zero-range model
employed the hyper-radial basis, eq. (2.75), while the attractive model employed
the two-body correlated basis, eq. (2.77).
V0 × 107, au a, au E(2B) E(full)
-1.400 119.4 6.025 6.025
-1.300 327.0 6.067 6.067
-1.290 402.4 6.083 6.083
-1.280 525.4 6.108 6.108
-1.270 761.0 6.155 6.156
-1.260 1400 6.282 6.283
-1.255 2430 6.478 6.481
-1.252 4370 6.818 6.848
-1.251 5962 7.059 7.112
Table 6.2: The energies, in units of ~ω, of the lowest state with positive energy for
a system of N = 4 bosons in a harmonic trap, eq. (2.70). The bosons interact via
an attractive Gaussian potential, eq. (2.20), with the strength V0 and the scattering
length a. The results from the fully correlated basis, eq. (2.74), and from the two-
body correlated basis, eq. (2.77), are designated E(full) and E(2B), respectively.
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limit we reproduce the energy of the Thomas-Fermi limit [PS02]2,
ETF
N
=
5
14
(
15Na
bt
)2/5
~ω. (6.7)
For small (N−1)a/bt the interaction can be treated perturbatively: With the
zero-range perturbation H ′ =
∑
i<j(4pi~2a/m)δ(rij) on the non-interacting
single-particle product ground state we find the energy shift
∆E
N~ω
=
1√
2pi
(N − 1)a
bt
. (6.8)
Our results also reproduces this regime. The agreement of our results with
the GP equation was expected since both models are based on the same
zero-range interaction. Also, the hyper-radial variational space for the zero-
range interaction is reminiscent of the Hartree-Fock product space used in
the GP equation.
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TF
Perturbative
(N − 1)a/bt
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Figure 6.4: The energy per particle E/N as function of the scattering length a
for a BEC-state of a system of N identical bosons in a harmonic trap eq. (2.70)
for the zero-range model eq. (2.59) (points). The results are N -independent in this
parametrization and in perfect agreement with the Gross-Pitaevskii (GP) equation.
Also shown is the perturbative and Thomas-Fermi (TF) limits, see text.
We now consider the energy per particle for the attractive potential
model in fig. 6.5 and compare with the zero-range model. For small scatter-
ing lengths the different models give the same universal results – the system
is model-independent. For larger scattering lengths the energies from the
attractive model are systematically below the zero-range model, quite unlike
2See also chapter 8 for a complete discussion on the Thomas-Fermi approximation.
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the repulsive model which goes above the zero-range model [BG01, DG01].
For very large scattering lengths the attractive model, unlike the zero-range
and repulsive models, becomes insensitive to the scattering length and the
energies converge to a constant. This is consistent with the Jastrow-type
approximation used in [CHM+02].
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Figure 6.5: The energy per particle E/N as function of the scattering length a for a
BEC-state of a system of N trapped bosons. The results for the attractive Gaussian
interaction (points) is compared with the zero-range/Gross-Pitaevskii result from
fig. 6.4.
In the regime close to the two-body threshold, where the scattering
length is large, an arbitrarily large change in the scattering length needs
only an infinitesimally small change of the depth of the attractive poten-
tial (see tab. 6.2). Therefore, when the scattering length is larger than the
trap length it ceases to be a physical length scale for the system. Since the
external oscillator potential turns all continuum states into discrete states
all singularities due to various thresholds are removed. Clearly an infinitesi-
mally small change in the potential, despite the large change in the scattering
length, only leads to an infinitesimal linear change in the energy which then
becomes independent of the scattering length.
On the contrary, for finite-range repulsive potential models an increase of
the scattering length needs an almost proportional increase in the potential
range. Thus the system never ceases to depend on the scattering length.
If we plot the data using a different parametrization, namely E as func-
tion of (N − 1) (a/bt)1/2, the energy data points seem to follow a universal
curve as shown in fig. 6.6. The specific value to which the energy converges
probably depends on an independent energy scale, as for the Efimov effect
in chapter 3 and 5. We speculate that other non-Gaussian interactions will
reproduce the same universal curve, by tuning only a single parameter.
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Figure 6.6: The same as is in fig. 6.5 but plotted with a different parametrization.
6.4.4 Condensate Fractions
Our results for the condensate fraction of a system of trapped identical
bosons in a BEC-state are shown in fig. 6.7. For small scattering lengths
the system is 100% condensate. When (N − 1) (a/bt)1/2 is about 3 the
condensate fraction rapidly drops a few percent before stabilizing again.
Although we could not reach further due to numerical convergence problems,
we expect that the condensate fraction will not appreciably change with
further increase of the scattering length. This seems consistent with the
energies being stagnated when approaching the two-body threshold.
N=30
N=20
N=10
(N − 1)(a/bt) 12
λ
0
6543210
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Figure 6.7: The condensate fraction of a BEC-state of a system of N identi-
cal bosons in a harmonic trap eq. (2.70) with attractive inter-particle potential
eq. (2.20) as function of (N − 1)(a/bt)1/2.
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This behavior is qualitatively different from what happens within the
repulsive models. In the hard-sphere Monte-Carlo simulations [DG01], the
condensate fraction starts to deviate from 100% much later when a/bt is
of the order of 0.1, and with further increase of the scattering length the
condensate is completely quenched. Again our results are different from the
Jastrow-type approximation [CHM+02], where the condensate also becomes
fully quenched. However, the authors of [CHM+02] note that their estimates
for the condensate fraction may be rather crude.
We have to note also that our wave-function includes only two-body
correlations which may lead to an over-estimate of the condensate fraction.
6.4.5 Two-Body Correlation Functions
We now discuss the results for the two-body correlation function C(2)(r1, r2),
eq. (6.6). For simplicity one of the coordinates is set at the center of the trap,
r2 = 0. This measures the probability to find a second particle at radius r
when the first one is at the center. In this case the two-body correlations
depend on one coordinate only, and we can easily investigate the properties
over many length scales, including r0 and bt. However, the main conclusions
will of course hold for arbitrary r2.
Figure 6.8 shows the two-body correlation function C(2)(r, 0) for N =
20 bosons in the case of an attractive Gaussian interaction with one two-
body bound state (a > 0) and two-body correlated functional space. Three
different states are shown: The BEC-state determined by the lowest state
in the quasi-continuum, the first state (BEC−1) right below the BEC-state,
and the ground state.
Let us first consider the asymptotics: The correlation function for the
BEC-state approaches unity for r → ∞, thus the particles are completely
uncorrelated at very large distances. This is what we expect, since we have
shown earlier that the BEC-state has condensate fraction close to unity. The
BEC−1 state is self-bound (bound without the trap) and hence the particles
are strongly correlated. The correlation function goes to zero asymptotically,
but is very large within the potential range r0. If one particle is measured
at a particular point in space it is very likely that all other particles are
close to that point. Thus the state is clearly non-condensed as discussed in
subsection 6.2.2.
Let us only consider the BEC-state in the rest of this chapter. We
observe that the two-body correlation function in fig. 6.8 is large and positive
within the range r0 of the potential. Outside r0 we observe a large dip in
the correlation function. The value at the minimum of this dip is very small
but finite. The position of the dip occurs exactly at the scattering length,
r = a.
To understand this we consider the two-particle problem without a trap.
If the two-body potential supports a single two-body bound state the relative
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Figure 6.8: The two-body correlation function C(2)(r, 0) for some of the different
states found with the stochastic variational method. The correlation for the BEC-
state (lowest state in the quasi-continuum) reflects the two-body interaction at
short distances and goes to unity at large distances. The first state below the
BEC-state (BEC−1) is self-bound and the correlation function approaches zero at
large distances. This is even more pronounced for the ground state (GS).
wave-function R(r) has a single node. If a is larger than r0, the position
of this node is approximately at a. So the joint probability, and hence the
two-body correlation function, is zero at the scattering length.
To investigate this in more detail we take a new two-body potential with
two bound states and a large a > 0. We calculate both the radial function
R(r) for the two-body problem and the correlation function for N = 20
particles. The result is shown in fig. 6.9.
At small distances the correlation function closely follows the two-body
wave-function while at large distances it converges to unity. This behavior
agree well with the Jastrow product approximation used in [CHM+02]. We
conclude that the correlation function is completely model-dependent for
distances r1 − r2 comparable to the potential range. However, for larger
distances the scattering length determines the properties.
Let us now investigate the large scattering length limit, where the details
are independent of the short-range potential. In fig. 6.10 the correlation
function is plotted for two different scattering lengths. The a1 data are the
same as the BEC-state in fig. 6.8. When the scattering length is increased the
dip moves correspondingly outwards but becomes shallower. The decrease
of the dip happens since the correlated pairs starts to feel the mean-field
of other particles between them. Thus the probability to find two particles
within a distance a is increased considerably. This is easily understood in
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Figure 6.9: Correlation function (points) for the BEC-state of N = 20 trapped
bosons with scattering length a and two bound two-body states, compared with
the squared two-body zero-energy radial function R(r)2 (line). R is normalized to
to match the correlation function in r = 0
a2 = 525.4 au
a1 = 119.4 au
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Figure 6.10: Correlation function for N = 20 bosons in a trap. An attractive
Gaussian interaction (range r0 = 11.65au) was used in combination with the two-
body correlated functional space. The bosons are in the BEC-state, identified as
the lowest state of the quasi-continuum. Two calculations with different scattering
lengths (a1 and a2) are shown. When the scattering length is small compared to
the trap length bt a dip occurs at a. When a increases the dip moves outwards and
becomes shallower.
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terms of the universal shallow (Feshbach) dimers with sizes of order a. We
conclude that in the large scattering length limit the two-body correlation
function has a universal behavior. We propose to measure this effect via
noise correlations as discussed earlier in this chapter.
6.5 Conclusions and Outlook
We have calculated the energy and the condensate fraction of a system
of N bosons in a harmonic trap as function of the number of bosons and
the scattering length a. Specifically, we considered the regime where the
scattering length is positive and comparable to the trap length. The positive
scattering length is modeled using an attractive two-body potential with a
bound two-body state. The many-body system then has a large number of
negative-energy self-bound states and the condensate in the trap is identified
as the lowest excited state with positive energy.
When the scattering length is small compared to the trap length the
system shows model-independence (universality) – the results from the at-
tractive potential model are very close to those from the zero-range and the
repulsive potential models.
In the limit of large scattering length the system properties become inde-
pendent of the scattering length, contrary to the zero-range and the repulsive
models. For the attractive potentials the energy per particle of the system
of trapped bosons tends to follow a universal curve. The condensate fraction
decreases with the scattering length and reaches a finite constant at large
scattering lengths contrary to the repulsive models where it reaches zero in
this limit.
The two-body correlation function reflects the finite-range interaction
a short distances and the mean-field solution at larger distances. When
the scattering length becomes large the two-body correlations become long-
ranged and universal.
In general, the stochastic variational method allows for calculations of
correlations in BECs with attractive potentials. Such calculations have tra-
ditionally not been possible because of large amount of low-lying states. The
obtained BEC states contain the short-range correlations while the normal
mean-field features are retained. Thus, this is an important step towards
understanding the non-universal corrections in condensates.
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Chapter 7
Mean-Field BEC with
Higher-Order Interactions
7.1 Introduction
The stability of Bose-Einstein condensates (BECs) in ultra-cold alkali gases
is determined by the sign of the scattering length a [DGPS99]. For a < 0,
one has effectively attractive interactions and the condensate will collapse
to a dense state when the number of condensed particles, N , is larger than
a critical number Nc [RHBE95, BP96, DGPS99, GFT01]. This has been
beautifully demonstrated in experiments with 7Li [BSH97], 87Rb [RCC+01,
DCC+01], and recently with a dipolar 52Cr BEC [LMF+08]. The findings
indicate that the theory based on the surprisingly simple Gross-Pitaevskii
(GP) equation can reproduce and describe most features of the experiments,
thus the scattering length is a universal parameter for these many-particle
systems.
The GP equation includes two-body terms through a contact interaction
which is parametrized by a. This is equivalent to a Born approximation
but with an effective coupling that is obtained by replacing aborn by the
physical scattering length a. However, higher-order terms in the expansion
of the phase shifts at low momenta, determined by the effective range Re,
the shape parameter etc., give corrections to the simple GP equation. In this
chapter we explore the influence of the effective range term on the quantum
properties of a BEC. In particular, we show that the critical number of
condensed atoms depends strongly on the higher-order scattering term when
the scattering length approaches zero (zero-crossing). We also show how
the macroscopic quantum tunneling (MQT) rate, in which the entire BEC
tunnels as a coherent entity, can be modified for small condensate samples.
The considered effects depend on a combination of a and Re which yield
different behavior for wide and narrow Feshbach resonances. Recent mea-
surements on 39K found many both wide and narrow resonances which allow
85
7.2. MODIFIED GROSS-PITAEVSKII EQUATION
for tuning of a over many orders of magnitude [RZCD+07, DZF+07]. We
therefore consider a selected example from 39K in order to elucidate the
general behavior for realistic experimental parameters.
In this chapter we first introduce the modified GP equation with effective
range dependence. Using both a variational and numerical approach we find
a phase diagram describing the stability of the condensate. We then consider
an extended Feshbach resonance model including effective range variations.
The behavior of the critical particle number near a scattering length zero-
crossing is derived. We discuss MQT and show numerically how the rate is
modified. We finally discuss other possibilities for probing the higher-order
interactions.
7.2 Modified Gross-Pitaevskii Equation
We assume that the condensate can be described by the GP equation and
we focus on the a < 0 attractively interacting case. Since we are interested
in the ultra-cold regime, where the temperature is much smaller than the
critical temperature for condensation, we adopt the T = 0 formalism. In
order to include higher-order effects in the two-body scattering dynamics, we
use the modified GP equation derived in [CMP07] for which the equivalent
energy functional is
E(Ψ) =
∫
dr
[
~2
2m
|∇Ψ|2 + Vext(r)|Ψ|2 +U02
(|Ψ|4 + g2|Ψ|2∇2|Ψ|2)] ,
(7.1)
where m is the atomic mass, Vext is the external trap, U0 = 4pi~2a/m,
and g2 = a2/3 − aRe/2 with a and Re being the s-wave scattering length
and effective range, respectively. The corresponding stationary GP equation
found by variation of Ψ is[
− ~
2
2m
∇2 + Vext(r) + U0
(|Ψ|2 + g2∇2|Ψ|2)]Ψ = µΨ, (7.2)
where the chemical potential, µ, was introduced to fix the particle number
N .
7.2.1 Effective Zero-Range Interaction
To derive the modified GP equation we first need an effective two-body
zero-range interaction, which by construction will give the same interaction
energy as the real two-body potential. Partly following [RF01, CMP07], we
first consider two non-interacting particles and restrict ourselves to s-waves
only. In order to count energy levels and evaluate the corresponding energy
shifts we choose the radial wave-function to be zero some large but arbitrary
radius L. This gives the discrete energy levels En = ~2k2n/m, kn = pin/L
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and normalized eigenstates ψn(r) =
√
2/(4piL) sin(knr)/r. Inclusion of the
true two-body interaction gives the new energy levels E¯n = ~2k¯2n/m and
corresponding small energy shift ∆En = E¯n − En. The criterion
∆En = 〈ψn|VˆZR|ψn〉 (7.3)
then defines the coupling constant(s) of the effective zero-range interaction
VZR.
We first evaluate ∆En. In case of interaction the asymptotic wave-
function is proportional to sin(k¯nr+δ(k¯n)), where δ is the phase shift. Since
the wave-function must still vanish at L, the wave numbers are given by1
k¯nL = npi − δ(k¯n). Since ∆kn = k¯n − kn is small we have δ(k¯n) ' δ(kn).
Using ∆En ' 2~2kn∆kn/m we find
∆En = −δ(kn)
kn
2En
L
. (7.4)
Since we are only interested in terms up to order k2, we use the low-energy
effective range expansion
k cot δ = −1
a
+
Re
2
k2 +O(k4), (7.5)
defining the scattering length a and effective range Re. Using δ ' tan δ −
(tan δ)3/3 we find
− δ(k)
k
= a
[
1− (a
2
3
− aRe
2
)k2 +O(k4)
]
. (7.6)
We now construct the zero-range interaction. The simplest hermitian
ansatz up to order k2 is VˆZR = Vˆ0 + Vˆ2 with
Vˆ0(r) = U0δ(r),
Vˆ2(r) = U0g2 12 [
←−∇2rδ(r) + δ(r)
−→∇2r],
(7.7)
where U0 and g2 are unknown coupling strengths to be determined from
eq. (7.3). Using the non-interacting wave-functions ψn we get
〈ψn|VˆZR|ψn〉 = U0m4pi~2
(
1− g2k2n
) 2En
L
. (7.8)
Comparison of eqs. (7.4), (7.6), and (7.8) gives U0 = 4pi~2a/m and g2 =
a2/3 − aRe/2. Thus we now have an effective zero-range two-body inter-
action to order k2. By constructing the many-body mean-field Hamilto-
nian from this interaction (integrating out relative pair-distances), the last
higher-order term of eq. (7.1) can be obtained [FWG03, CMP07].
1If the two-body interaction supports nb bound states the phase shift must be reduced
by nbpi according to Levinsons theorem.
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7.3 Variational Calculations
We are interested in the stability properties of the ground-state and we
therefore perform a variational calculation on eq. (7.1) using the mean-field
trial wave-function
Ψ(r) =
√
N
pi3/4
√
(qbt)3
exp(− r
2
(qbt)2
), (7.9)
where q is the dimensionless variational parameter and bt =
√
~/mω is the
trap length. The normalization is N =
∫
dr|Ψ(r)|2. For simplicity we only
consider isotropic traps with Vext(r) = 12mω
2r2. However, the effects found
should hold for deformed traps as well (along the lines of the analysis in
[UL98]). The variational energy is
E(q)
N~ω
=
3
4
q2 +
3
4
1
q2
+
1√
2pi
N |a|
bt
(
− 1
q3
+ 3
g2
b2t
1
q5
)
. (7.10)
In fig. 7.1 we plot E(q) for different parameters. As shown, there are many
possibilities for g2 6= 0, including stable, unstable, and metastable systems.
We see that the g2 term modifies the barrier for N |a|/bt = 0.5, implying
that tunneling rates will be altered. For N |a|/bt = 0.7, the g2 = 0 case has
no barrier at all, and here the g2 term can in fact produce a small barrier
on its own. The q−5 dependence of the term means that the effect is small.
However, the plot clearly shows that a new stability analysis is needed. In
addition to the variational approach we have numerically solved the full
time-independent GP equation corresponding to eq. (7.1).
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Figure 7.1: Energy of a BEC with fixed N |a|/bt as function of the variational
parameter q, i.e. the size of the condensate. The higher-order interaction term g2
modifies the height and shape of the barrier.
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7.4 Phase Stability Diagram
To determine the ground-state stability one looks for the vanishing of the
barrier towards q = 0. For g2 = 0 eq. (7.10) leads to Nc|a|/bt ≈ 0.671
[DGPS99]. The full integration of the GP equation gives Nc|a|/bt ≈ k0,
k0 = 0.5746 [RHBE95, GFT01]. These values are indicated by filled points in
fig. 7.2. The stability coefficient has been determined precisely to 0.547(58)
using bound-state spectroscopy near a 85Rb Feshbach resonance [CKT+03].
The deviation is well understood in terms of the asymmetric trap used
[GFT01].
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Figure 7.2: Phase stability diagram of a BEC with higher-order interactions. The
solid line obtained from the variational ansatz, eq. (7.9), divides the stable (S),
metastable (M), and unstable (U) regions. The white region indicates where sta-
tionary solutions exists for the full GP equation. Filled points show the well-known
g2 = 0 results. Arrows correspond to the values in fig. 7.1. The dashed line is the
fit in eq. (7.17). Two specific 39K values are chosen for zero-crossing (cross) and
MQT rates (open square) calculations (see text).
In the general g2 6= 0 case we first take the variational energy eq. (7.10)
and solve for multiple roots of dE(q)/ dq. The resulting “phase diagram” is
plotted in fig. 7.2 (solid line). In the upper left region (S) we have complete
stability of the condensate: only one minimum exists at large q ∼ 0.8 (see
fig. 7.1) and the potential goes to plus infinity at small q. In the metastable
region (M) a barrier and a minimum exists for large q: for g2 > 0 another
minimum exists at small q . 0.2, while for g2 < 0 the potential goes to minus
infinity. In the unstable region (U) the barrier has vanished: the potential
either has a minimum at small q (g2 > 0) or no minimum at all (g2 < 0). In
the variational approach the stable and unstable regions are connected via
the upper right part of fig. 7.2. Going from (S) to (U) corresponds to an
adiabatic change, where the macroscopic (q ∼ 1) minimum is transferred to
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a microscopic (q  1) high-density minimum.
Next, we numerically solve the full the GP equation. The stationary
(white) and non-stationary (shaded) regions are shown in fig. 7.2. Since
both stable and metastable solutions are considered stationary, the white
region covers both (S) and (M). Both our variational and numerical results
agrees with the known g2 = 0 results, and have similar behavior for small
and negative g2/b2t .
7.5 Feshbach Resonance Model
In order to predict effects of the higher-order term, we need a realistic model
for g2. Since g2/b2t is the relevant parameter, and the trap length, bt, is
usually orders of magnitude larger than atomic scales, it is necessary to look
for divergences of g2. Since g2 depends on a and Re, a Feshbach resonance
is the obvious mean. The standard single-channel models are inadequate
since only a is considered.
We therefore use a multi-channel model [BJK05], which describes both a
and Re as a function of resonance position B0, width ∆B, magnetic moment
difference between the channels ∆µ, and the background scattering length
abg. In [BJK05] the on-shell T -matrix in the open-open channel is given by
Too =
4pi~2
m
· abg(
1 + ∆µ∆B~2k2/m−∆µ(B−B0)
)−1
+ iabgk
=
4pi~2
m
· 1
1
abg
(
1− 1
Re0abgk2/2+η
)−1
+ ik
,
(7.11)
where k is the relative momentum of the atoms and we introduced Re0 =
−2~2/mabg∆µ∆B < 0 from eq. (2.14) and η = (B − B0)/∆B. Expanding
the denominator of eq. (7.11) to second order in k we get
Too ' 4pi~
2
m
· 1
1
abg
(1− 1x)− Re02(1−η)2k2 + ik
. (7.12)
By comparing this to the effective range expansion of the vacuum T -matrix,
on-shell T -matrix [PS02]
T = −4pi~
2
m
· 1
k cot δ(k)− ik '
4pi~2
m
· 1
1
a − Re2 k2 + ik
, (7.13)
the scattering length and effective range becomes2
a(B) = abg
(
1− ∆B
B −B0
)
, (7.14)
2We note that eq. (7.15) can also be obtained from [Jon04, eqs. (16) and (44)].
90
CHAPTER 7. MEAN-FIELD BEC WITH HIGHER-ORDER
INTERACTIONS
Re(B) = Re0
(
1− B −B0
∆B
)−2
= Re0
(
1− abg
a(B)
)2
. (7.15)
In [BJK05] only the regime |B−B0|  ∆B was considered where Re ' Re0
is constant. The modification above includes the field dependence of Re and
since we later want to consider a broad region around B0 we retain this
explicit field dependence.
We note that Re can become large (and negative) in two different ways.
The first way is to consider narrow resonances where ∆B is small, and hence
Re0 is large. The other option is to tune the scattering length near a zero-
crossing to small values, a  a0. The effective range goes to zero far away
from the resonance where a ' abg.
We now have a field-dependent g2(B) for given values of B0, ∆B, ∆µ,
and abg. Notice that with this Feshbach model
g2(a) =
a2
3
− aRe0
2
(
1− abg
a
)2
, (7.16)
hence g2 diverges when a → 0 (referred to as zero-crossing) or a → ∞
(on resonance). These are well-known features for model potentials like the
square-well and van der Waals interactions.
As a concrete example we use the extremely narrow Feshbach resonance
in 39K found at B0 = 825G, with ∆B = −0.032G, ∆µ = 3.92µB, and abg =
−36a0 [DZF+07]. For this resonance we find a large Re0 = −2.93 × 104a0.
The variation of a, Re and g2 as function of B is shown in fig. 7.3. We use
trap length bt = 1.84µm = 3.48 × 104a0 in all calculations unless indicated
otherwise.
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Figure 7.3: Scattering length a, effective range Re, and coupling constant g2 as
function of B-field for the narrow 39K Feshbach resonance at B0 = 825 G. The
inset shows the MQT rate Γ2 (and Γ0 for g2 = 0) for N = 242 and bt = 1.84µm.
The cross and open square are as in fig. 7.2.
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7.6 Critical Particle Number Near Zero-Crossings
As noted above, large values of g2 are possible at zero-crossings (a = 0)
since Re diverges here, see e.g. fig. 7.3 around B − B0 ∼ −32mG. The
scattering length is currently being tuned with extreme accuracy near such
zero-crossings in 7Li [PDJ+09].
The advantage is that many particles Nc ∝ 1/|a| can be accommodated
in the condensate. However, for a→ 0 we have ag2 → −Re0(abg)2/2, i.e. a
finite limit. Remembering that Re0 and ∇2|Ψ|2 are negative, the last term in
the energy functional eq. (7.1) also becomes negative. Thus larger densities
or density fluctuations gives lower total energy. This implies less stability
and smaller Nc near a = 0.
To calculate quantitative effects on Nc we focus on the critical line be-
tween the unstable and metastable regions in fig. 7.2 for g2 ≤ 0. We fit the
dependency as
Nc = k0
bt
|a| ×
(
1− k1 g2(a)
b2t
)−1
, (7.17)
where k1 = 14.5, as shown in fig. 7.2. With g2(a) given by eq. (7.16), Nc
becomes a function of |a|/bt for fixed values of abg/bt and Re0/bt. In fig. 7.4
we plot 1/Nc as function of |a|/bt for the 39K resonance with various trap
lengths. The curve deviates from the linear g2 = 0 result both at |a| ∼ 0
and |a| ∼ bt. Squeezing the trap makes the effect even more pronounced. In
the limit |a|/bt → 0 the critical particle number approaches a finite value,
Nc → 2k0b3t /(k1|Re0|a2bg). Large effects also occur near |a| ∼ bt, however,
here the allowed particle number is very small.
39K
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Figure 7.4: Critical particle number Nc as function of scattering length a. The
linear dashed (red) line is the well-known g2 = 0 result N |a|/bt = k0. The solid
(black) lines are for a narrow 39K resonance and trap length bt = 1.84µm, (bottom),
0.5bt (middle), and 0.2bt (top). The cross and open square are as in fig. 7.2.
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To exemplify with the 39K resonance we use B −B0 = −32.3mG (cross
in fig. 7.3) giving a = −0.334a0 and g2/b2t = −0.0461. The critical particle
number is then Nc = 3.58 × 104. The values are indicated by crosses in
fig. 7.2 and 7.4. The g2 = 0 prediction is Nc = 5.975 × 104. In conclusion,
we predict a 40% reduction in Nc for macroscopic particle number Nc ∼ 104.
7.7 Macroscopic Quantum Tunneling
Close to a = ∞, g2/b2t is still a small term in typical traps. As the MQT
rate [MMT07] is exponentially dependent on the integral under the barrier,
we expect changes due to non-zero g2 to be amplified. A similar point was
raised in [UL98] where the MQT rate was shown to increase dramatically
close to Nc. The MQT rate, Γ2, can be obtained from field theory [Sto97] by
considering the bounce solution of the effective action in variational q-space
with potential E(q)/N~ω. For comparison, we denote by Γ0 the rate with
g2 = 0. All MQT calculations are done within the variational approach.
We are interested in metastable states with small barriers and large MQT
rates, thus we have to work close to Nc [UL98]. Below we find that g2/b2t is
only important for the rate when N is of order 102 or less. Since the three-
body loss depends on the density to the third power [Adh02], we expect it
to be small in the outer metastable minimum and to be large in the inner
one. Thus, the physical picture is that of a metastable BEC in the outer
minimum that knocks on the barrier as a coherent state with a common
quantum tunneling probability. When it tunnels to the inner minimum it
swiftly decays as the large increase in density amplifies the three-body loss.
Thermal fluctuations can of course also induce MQT and we therefore need
to operate at very low temperature. An estimate of the thermal tunneling
rate is given in [Sto97], and leads to the following criterion for thermal
fluctuations to be suppressed: E(qm)− E(q0) kBT , where qm and q0 are
the positions of the barrier maximum and the outer minimum, respectively.
For the 39K resonance we now consider B − B0 = 20mG (see fig. 7.3)
where g2/b2t = −4.3 × 10−4 and a = −93.6a0. The critical particle number
becomes Nc ' 249 (see fig. 7.4). We now pick N = 242 < Nc to obtain
metastability (see fig. 7.2). The rates are found to be Γ2 = 0.49 s−1 and
Γ0 = 0.05 s−1 (shown by the open squares in the inset of fig. 7.3), i.e. a
tenfold enhancement of the MQT rate. The temperature must be below
8 nK for thermal fluctuations to be small. It is possible to obtain larger
N with the cost of a smaller effect on the MQT rate. However, going to
N ∼ 103 does not seem possible.
We propose to start from the a > 0 side where the condensate is stable.
Preparing a sample with low enough N and temperature of a few nK for the
effect to be observable is the very difficult challenge for the MQT scenario.
A sudden ramp of the magnetic field to the appropriate a < 0 is then
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performed. The system has to retain a small barrier so that the MQT rate
is considerable and to avoid collapse. Then one monitors N as a function
of time, as was done in e.g. [DCC+01]. The low N is also challenging
for optical imaging of the atomic cloud, but should be possible with current
techniques. We expect not only to see modified MQT rates, but also changes
in the decay after the condensate tunnels to a high density state: The three-
body recombination is very sensitive to the density, and the inner barrier
caused by the g2 term should affect this process as well.
7.8 Other Signatures
From the structure of the g2 term it is clear that density variations are needed
to see effects. As we have demonstrated already, tighter traps amplify the
contribution, and we expect optical lattices to do the same. Solitons and
vortices are other features with density variation. For a simple one vortex
state, the |Ψ|2∇2|Ψ|2 term will leave the core and the asymptotic regions
unchanged but change the profile in between. Work is in progress [ZT09a].
7.9 Conclusion and Outlook
We have explored the effect of higher-order terms in the Gross-Pitaevskii
description of a Bose-Einstein condensate, particularly the effective range
correction near a Feshbach resonance. Using both a variational and numer-
ical approach we find an interesting new phase diagram for the stability of
a condensate with negative scattering length.
The critical particle number is strongly affected near zero-crossings of the
scattering length for narrow resonances. Effects of 40% are found for particle
number of order 104. These deviations increase for more narrow resonances
or tighter traps. We find that the critical number will be reduced as the
zero-crossing is approached from either side since the higher-order term is
attractive here. Macroscopic quantum tunneling is also modified by these
higher-order corrections and we have discussed some experimental conditions
for exploring the physics. Narrow Feshbach resonances are the best way to
isolate the effect of tunneling. However, one needs small samples of order
102 particles or low temperatures. Other possible experimental signatures
are tight traps, optical lattices, solitons, and vortices in rotating BECs.
In a more general sense, the fact that higher-order interactions can be-
come large and dominant in determining the stability properties means that
it is no longer a correction and that still higher terms might become im-
portant. This is the subject of future work. For the moment we have
demonstrated that experiments targeting the regions discussed above could
find interesting new stability properties beyond those that were already un-
derstood about a decade ago.
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Higher-Order Thomas-Fermi
Approximation
8.1 Introduction
The Gross-Pitaevskii (GP) equation [DGPS99, PS02, PS03] has been ex-
tremely successful in describing a wide range of mean-field features for exper-
iments with Bose-Einstein condensates (BECs). In particular, the Thomas-
Fermi (TF) approximation [BP96, DPS96, LPS97], where the kinetic energy
is neglected, has been very rewarding [VHBL+98]. This approximation holds
for repulsive condensates with positive scattering length a and large parti-
cle numbers. In the regime of validity of the TF approximation, the total
energy is distributed between interaction energy and potential energy from
the confining trap, while the kinetic energy becomes negligible.
Because of the non-linear nature of the GP equation, it is only solved
analytically in a few cases, e.g. vortices and solitons in homogeneous con-
densates [PS02, PS03]. The TF solution is also analytical, although it only
holds in the bulk of the condensate. At the surface the approximation breaks
down and is usually patched by including the kinetic energy at the surface
[DPS96, LPS97].
The interactions of the ordinary GP equation is based on the lowest order
zero-range potential, which is governed by the scattering length alone. Al-
though this approximation is usually very good, the higher-order corrections
to the scattering dynamics [RF01, FWG03, CMP07] can be crucial in certain
cases, e.g. for Rydberg molecules embedded in BECs [CMP07] and for nar-
row Feshbach resonances [ZT09b]. Inclusion of higher-order terms are well
known and applied in Skyrme-Hartree-Fock calculations in nuclear physics
[BGH85]. Here they often play a crucial role in order to get bulk nuclear
properties right [Sky56, SJ87]. However, the effects of similar higher-order
terms in the GP equation have been less investigated.
In this chapter we solve the modified GP equation with higher-order in-
95
8.2. MODIFIED GROSS-PITAEVSKII EQUATION
teractions analytically in the TF approximation. The chapter is organized
as follows: We introduce the modified GP equation and its parameters and
show how it is derived from an appropriate energy density functional with
careful treatment of boundary terms. We present the analytical solution
in the TF approximation and discuss the condensate size and chemical po-
tential as function of the interaction parameters. The density profiles and
energies are discussed and we address the consistency of the TF approxima-
tion by considering the kinetic energy of the solutions. We compare to some
relevant atomic systems and finally present our conclusions.
8.2 Modified Gross-Pitaevskii Equation
We assume that the condensate can be described by the GP equation. Since
we are interested in the ultra-cold regime, where the temperature is much
smaller than the critical temperature for condensation, we adopt the T = 0
formalism. In order to include higher-order effects in the two-body scattering
dynamics we use the modified GP equation derived in [CMP07], which in
the stationary form reads[
− ~
2
2m
∇2 + Vext(r) + U0
(|Ψ|2 + g2∇2|Ψ|2)]Ψ = µΨ, (8.1)
where m is the atomic mass, Vext is the external trap, U0 = 4pi~2a/m, and
g2 = a2/3− aRe/2, with a and Re being respectively the s-wave scattering
length and effective range [CMP07]. We assume an isotropic trap, Vext(r) =
mω2r2/2, and introduce the trap length bt =
√
~/mω. The single-particle
density, ρ(r) = |Ψ(r)|2, is normalized to the particle number, N = ∫ drρ(r),
and µ is the chemical potential.
As the boundary conditions are important for the TF approximation
applied below we now discuss the procedure for obtaining the modified GP
equation from the corresponding energy functional which is
E(Ψ) =
∫
dr(K + V + I + I2), (8.2)
with kinetic, potential and interaction energy densities
K =
~2
2m
|∇Ψ|2, V = Vext(r)|Ψ|2, (8.3)
I =
1
2
U0|Ψ|4, I2 = 12U0g2|Ψ|
2∇2|Ψ|2. (8.4)
The corresponding integrated energy contributions are denoted EK , EV , EI ,
and EI2 respectively. To obtain eq. (8.1), we vary eq. (8.2) with respect to
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Ψ∗ for fixed Ψ. To first order in δΨ∗ we have
δE = E[Ψ∗ + δΨ∗]− E[Ψ∗]
=
∫
dr
[
− ~
2
2m
∇2Ψ + Vext(r)Ψ + U0
(|Ψ|2 + g2∇2|Ψ|2)Ψ]δΨ∗
+
∫
dS|Ψ|2∇ (ΨδΨ∗)−
∫
dSΨδΨ∗∇|Ψ|2 +
∫
dSδΨ∗∇Ψ.
(8.5)
Here S is the outward-pointing surface normal. In the usual analysis one
assumes that Ψ and ∇Ψ vanishes at infinity, drops the boundary terms, and
eq. (8.1) is obtained by varying E − µN . However, the existence of these
surface terms are essential for the inclusion of higher-order interactions as
discussed below.
In the rest of this chapter we use trap units, ~ω = bt = 1, i.e. energies
(E, Vext, µ, etc.) are measured in units of ~ω and lengths (a, Re, r, etc.) in
units of bt. Note that g2 has dimension of length squared.
8.3 Thomas-Fermi Approximation
Let us briefly review the standard Thomas-Fermi approximation [BP96,
DGPS99, PS02, PS03]. Neglecting the kinetic energy term, as compared
to the trap and interaction energies, the GP equation has the solution
ρTF =
1
4pia
(µTF − 12r
2), (8.6)
with chemical potential µTF . This solution is used out to the surface,
RTF , while outside ρTF = 0. The normalization and surface condition
ρTF (RTF ) = 0 gives
µTF =
1
2
R2TF , RTF = (15Na)
1/5. (8.7)
The total energy becomes
ETF
N
=
5
7
R2TF
2
. (8.8)
The trap and interaction energies are EV = 3E/5 and EI = 2E/5, respec-
tively. Since RTF > 0 in eq. (8.7), these results only hold for a > 0. The
TF approximation is good for Na  1, except at the surface region where
the kinetic energy density diverges. Here the solution can be corrected as in
[DPS96, LPS97, PS02, PS03], essentially giving a small exponential tail.
97
8.3. THOMAS-FERMI APPROXIMATION
8.3.1 Inclusion of Higher-Order Interactions
We now consider the TF approximation with the higher-order interaction
term, I2. Ignoring the boundary terms in eq. (8.5), the modified GP equa-
tion can then be written in terms of the density ρ(r) = |Ψ(r)|2 as
µ =
1
2
r2 + 4pia
(
ρ+ g2∇2ρ
)
. (8.9)
With scaled coordinate x = r/
√
g2 (assuming g2 > 0 for the moment) and
density f(r) = 4piaxρ(r)/g2, this becomes
d2f
dx2
+ f =
µ
g2
x− 1
2
x3, (8.10)
The inhomogeneous and homogeneous solutions with boundary condition
f(0) = 0 are
fi(x) = (
µ
g2
− 1
2
x2 + 3)x, fh(x) =
A
g2
sinx, (8.11)
where A is a constant (with dimensions of length squared) to be determined
later. The full solution is
ρ(x) =
g2
4pia
[
µ
g2
− 1
2
x2 + 3 +
A
g2
sinx
x
]
. (8.12)
For a given A, the chemical potential µ and the condensate radius R are
determined by the normalization and the surface condition,∫ x0
0
4pix2ρ(x) dr = N and ρ(x0) = 0, (8.13)
where x0 = R/
√
g2. The solution ρ should be positive for x < x0 which
must be explicitly checked. Outside x0 we use ρ = 0.
We now consider the boundary terms in eq. (8.5). Above we assumed
that ρ(x0) = 0 at some finite radius x0 which we identify as the condensate
size. However, only the first two boundary terms in eq. (8.5) vanish on
account of this condition. For the last term in eq. (8.5) to vanish we need
∇xΨ(x0) = 0, which implies that
dρ
dx
(x0) = 0. (8.14)
Notice that this latter derivative is in fact non-zero in the g2 = 0 case,
which is the root of the divergence of the kinetic energy at the condensate
surface as we discuss later. Equation (8.14) gives a closed expression for the
remaining free parameter A,
A
g2
=
x30
x0 cosx0 − sinx0 . (8.15)
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This additional requirement on the derivative at the edge of the conden-
sate implies that higher-order terms require a smoothing at the surface of
the cloud. In addition, the discussion of which kinetic operator structure to
use (|∇Ψ|2 or Ψ∗∇2Ψ [LPS97]) is obsolete in our treatment since the bound-
ary term δΨ∗∇Ψ vanishes. In this sense the inclusion of a higher-order term
neatly removes some of the difficulties of the traditional TF treatment.
The solutions with a finite boundary R of the modified GP equation only
minimize the energy functional if eq. (8.14) holds. We note that extremal
states of the energy functional always satisfy the virial theorem. Thus,
enforcing the virial theorem on the GP solutions is equivalent to eq. (8.14).
For completeness, we show in appendix C that the virial theorem approach
also leads to eq. (8.15).
8.4 Size and Chemical Potential
We now determine the condensate size R and chemical potential µ. The
normalization condition is
Na
g
5/2
2
= x30
(
µ
3g2
− x
2
0
10
)
, (8.16)
while the surface condition reads
µ
g2
− x20/2 + 3 +
A
g2
sinx0
x0
= 0. (8.17)
Combining eq. (8.15), eq. (8.16), and eq. (8.17) gives
Na
g
5/2
2
= x30
(
x20
15
− 1 + x
2
0/3
1− x0 cotx0
)
, (8.18)
which determines R for given Na and g2, and upon back-substitution also
µ.
The g2 < 0 case can be worked out analogously by replacing trigonomet-
ric functions with hyperbolics and keeping track of signs. The two cases can
in fact be combined into one equation
Na
|g2|5/2
= |x0|x20
(
x20
15
− 1 + x
2
0/3
1− |x0 cotx0|
)
. (8.19)
This equation determines x20 = R
2/g2 implicitly as function of Na/|g2|5/2.
The result is shown in fig. (8.1). We notice that in principle R becomes a
multi-valued function. However, all the higher solutions for g2 > 0 (dotted
in fig. (8.1)) are spurious, since the density becomes negative on one or more
intervals inside R. The non-spurious solutions (solid line in fig. (8.1)) defines
R as a single-valued function of a and g2, which was not guaranteed a priori.
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The four quadrants in fig. (8.1) correspond to the different sign combinations
of a and g2. The sign of the extra interaction energy, EI2, is determined by
ag2∇2ρ. For a typical concave density the Laplacian term will be negative.
We therefore see that for ag2 > 0 the higher-order interaction is attractive,
whereas for ag2 < 0 it is repulsive. The TF solution only exists for ag2 < 0.
We discuss both cases separately below.
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Figure 8.1: Condensate size (R) as function of Na and g2 as found in the modified
TF approximation, eq. (8.19). The solutions (a) and (b) correspond to the sign
combinations (a > 0, g2 < 0) and (a < 0, g2 > 0), respectively. No solutions exist
for ag2 > 0. The spurious solutions (dotted) have negative densities for one or more
intervals inside R. The branch (a) approaches the normal TF result eq. (8.7) when
Na → +∞ or g2 → −0. Note that the convergence is only relative, see eq. (8.19),
and the TF limit is better represented in the logarithmic inset. Points indicate the
data from tab. (8.1). All values are in trap units.
8.4.1 The Attractive Regime: ag2 > 0
For a < 0, g2 < 0 (third quadrant in fig. (8.1)) there are no solutions, which
is expected since the normal TF approximation has no solutions for a < 0
as the interaction energy EI is negative and the kinetic energy that could
prevent collapse is neglected.
The g2 > 0, a > 0 case in the first quadrant has only spurious solutions.
Here the g2 term is attractive for the typical concave density and a collapse
towards a high-density state is possible in complete analogy to the usual
discussion of attractively interacting condensates within the standard GP
theory. Whereas there can be metastable states at large values of Na/g5/22 ,
these are stabilized by kinetic energy and thus are not present in our TF
approach. Thus, even when the the total kinetic energy is small, it is still
needed to prevent the attractive higher-order term from amplifying local
density variations.
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This important point can also be established by considering the stability
of the homogeneous condensate through linearization of the GP equation.
By repeating the analysis of [PS02] with the higher-order term, we find that
for g2 > 0 and a > 0 the kinetic energy term is crucial for the stability of
the excitation modes. In fact, exponentially growing modes will always be
present if the kinetic energy is neglected. This will be discussed elsewhere
in relation to the numerical solution of the full GP equation [ZT09a].
8.4.2 The Repulsive Regime: ag2 < 0
For g2 < 0, a > 0 a single solution (a) exists. This was expected since
EI2 > 0 gives extra stability. The solution approaches the normal TF result
in eq. (8.7) when Na/|g2|5/2 → +∞, as can also be seen from eq. (8.19).
Of course in this limit EI2  EI . However, the convergence in terms of
Na/|g2|5/2 is only on a relative scale, see inset in fig. (8.1) and eq. (8.19).
For g2 > 0, a < 0 there is a single solution (b) which connects smoothly
to the (a) solution. In the limit Na/|g2|5/2 → −∞, which is determined by
x0 cotx0 = 1, we find R2/g2 = 20.1907. This solution is possible when the
g2 term provides just enough repulsion to cancel the usual a < 0 collapse
behavior.
8.4.3 Chemical Potential
In fig. (8.2) we show the chemical potential for the smoothly connecting
solutions (a) and (b). Again we see that (a) approaches the normal TF
limit for large Na/|g2|5/2. Here it is interesting to note how µ turns around
near the origin (amplified in the inset in Fig (8.2)) and maintains a positive
value. This occurs in the region where the lowest-order interaction gives
a large negative energy contribution which the g2 term is still able to bal-
ance yielding a well-defined TF solution. This behavior is analogues to the
balancing of attraction by the kinetic term in the usual a < 0, g2 = 0 case
[BP96, DGPS99]. As a becomes increasingly negative so too does µ and
collapse is inevitable (and likewise when g2 → 0+).
8.5 Densities and Energies
With R and µ determined we can find the density profile, energy densities
and integrated energy contributions. With eq. (8.12) the energy densities
are given by
V =
x2
2
ρ, I = 2piaρ2, I2 = −12ρ(3 +
A
g2
sinx
x
). (8.20)
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Figure 8.2: Chemical potential µ as function of Na and g2 as found in the modified
TF approximation, using the solutions (a) and (b) from fig. (8.1). For branch (a)
and the upper part of branch (b) (see inset) we have µ > 0. The lower part of (b)
has µ < 0. Points indicate the data from tab. (8.1). All values are in trap units.
Using eq. (8.9) the total energy density (without K) becomes
 ≡ V + I + I2 = 12ρ(x)(Vext(x) +
µ
g2
). (8.21)
In fig. (8.3) we show the density profile of the (a) solutions for Na = 104
and selected g2 < 0. We clearly see that the higher-order term tends to
expand the condensate through its repulsion. Importantly, at the boundary
there is a smoothing caused by the condition in eq. (8.14), see inset in
fig. (8.3). We will discuss how this affects the estimated kinetic energy in
the next section. As |g2| grows we see the condensate flatten and in the
limit of very large |g2| it becomes a constant density.
Figure (8.4) displays the density profile for the (b) solutions with a < 0
for selected g2 > 0. Here we see the profile collapse towards the expected
delta-function with decreasing g2. It is interesting to follow the (a) solution
through the origin in fig. (8.1) and onto branch (b), passing from g2 = −∞
to g2 = ∞. On the (a) branch the solution flattens as g2 decreases and
eventually becomes effectively constant in space. This is also true for the
(b) branch at g2 =∞, and as g2 is decreased the solution proceed to shrink
as the g2 term becomes unable to provide the repulsion needed to prevent
the a < 0 collapse induced by the lowest-order term.
From the figures we see that large |g2| induces large changes in cloud size.
As the condensate can be imaged with very good resolution [VHBL+98], this
should be measurable if the regime of large |g2| can be accessed.
We now discuss the energy contributions which are interesting since the
release energy are in fact measurable quantities [PS03]. Since we neglect the
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Figure 8.3: Densities for branch (a) in fig. (8.1) (g2 < 0 and Na = 104). The
g2 = −0.1 curve is on top of the normal TF result. The inset shows the smooth
behavior at the surface for g2 < 0. All values are in trap units.
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Figure 8.4: Same as fig. (8.1) but for solutions (b), i.e. opposite signs g2 < 0 and
Na = −104.
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kinetic term in the TF approximation, the release energy is simply ER =
EI+EI2 = E−EV . In tab. (8.1) we give the integrated energy contributions
for some relevant values of g2 calculated for N |a| = 104, whereas fig. (8.5)
gives the energies as function of Na/|g2|5/2. We note that for smaller values
of N |a| the same overall behavior is found, however, the kinetic term is more
important and the TF approximation becomes worse.
103 × EK/|E|
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EV /N
N |a| = 104
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Figure 8.5: Different total energy contributions. N |a| = 104. Values are in trap
units.
We observe that E/N grows towards the |g2| =∞ point. This is due to
the trap energy increasing as the density flattens (EV diverges around the
origin in fig. (8.5)). Furthermore, as g2 → 0+ the energy diverges towards
−∞ as the collapse sets in (EI diverges on the g2 > 0 side in fig. (8.5)). The
boundary where the energy vanishes is around g2 = 5.14 for N |a| = 104, but
this depends on the choice of N |a|. With respect to the release energy, we
find that somewhere in the region 10 < g2 < 50, ER becomes negative. This
is a result of the unavoidable collapse, and also indicates that kinetic energy
cannot be ignored at this point. Notice, however, that the release energy
changes considerably and could provide a way to measure the influence of
the g2 term.
8.6 Thomas-Fermi Approximation: Consistency
We now address the validity of the TF approximation with the g2 term
included. In order to do so we must consider the contribution of the kinetic
energy. The kinetic energy density can be written
K =
g2
8ρ(4pia)2
(
x+
A
g2
x sinx− cosx
x
)2
. (8.22)
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Strictly speaking, this is not the true kinetic energy, since the kinetic term
were neglected from the start. However eq. (8.21) and eq. (8.22) can be used
to test whether the TF approximation holds locally, i.e. K   should hold
for the solution ρ to be consistent. In tab. (8.1) we calculate the integrated
contribution of the kinetic energy relative to the total TF energy, and we
find that the contribution is small everywhere except the point where E = 0
on the g2 > 0 side of fig. (8.5). Here the kinetic energy is of course the most
important term and the TF approximation is poor.
In the standard TF, the kinetic energy causes trouble at the boundary
of the cloud. Here ∇Ψ ∝ ∇ρ/√ρ and since the density vanishes and the
derivative is finite (see eq. (8.6)) this diverges at RTF . When including
the higher-order term we need to use the additional boundary condition
∇Ψ = 0 at R, so the kinetic energy will be strictly zero at R. However,
as one approaches the boundary the kinetic energy density grows rapidly
before it descends towards zero within a very small interval at R. The total
energy density in eq. (8.21) goes to zero at this point and we find that K/
is very large near the boundary as in the usual g2 = 0 case.
We conclude that the inclusion of the higher-order term does not alleviate
the difficulties with kinetic energy at the boundary. The techniques for
addressing this problem described in [DPS96, LPS97] should therefore be
generalized to include the higher-order interaction term in order to improve
the description at the boundary of the cloud.
8.7 Comparison to Atomic Systems
The considerations above show that deviations from the usual TF approx-
imation can be strong when g2 is large. In the following we reintroduce
explicit units for comparison with real systems. We have to consider g2/b2t .
Of course the b2t factor means that this quantity is generally very small since
g2 is of order a20 and bt is of order 10
4a0.
We first consider some typical background values for bosonic alkali atoms
away from Feshbach resonances. We estimate the effective range to be of
order the potential range, and assuming a van der Waals interaction we
have Re ∼ 50− 200a0. For typical one-component gases we have −450a0 .
a . 2500a0 [CGJT09]. Since g2 = a2/3 − aRe/2, we see that the a2 term
will dominate and in all cases 0 < g2 . 106a0. In trap units this becomes
g2/b
2
t . 5 × 10−3(1µm/bt)2. In typical traps of bt ∼ 1 − 10µm the higher-
order term is therefore very small. These values also predominantly lie in
the first quadrant of fig. (8.1) and thus no TF solution exists.
We now consider Feshbach resonances in order to increase the influence
of the g2 term. We use a multi-channel Feshbach model [BJK05, ZT09b], see
chapter 7, which describes both a and Re as a function of resonance position
B0, width ∆B, magnetic moment difference between the channels ∆µ, and
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the background scattering length abg. We have a = abg(1−∆B/(B − B0))
and Re = Re0/(1 − (B − B0)/∆B)2, where Re0 = −2~2/mabg∆µ∆B < 0.
Notice that Re = Re0(1− abg/a)2 and
g2(a) =
a2
3
− aRe0
2
(1− abg
a
)2. (8.23)
Hence g2 diverges when a → 0 (referred to as zero-crossing) or a → ∞
(on resonance). Near a zero-crossing g2 behaves as ag2 ' |Re0|a2bg/2, where
Re0 < 0.
As a concrete example, we consider the alkali isotope 39K where several
Feshbach resonances of vastly different widths were found recently [DZF+07].
First we focus on zero-crossing and consider the very narrow resonance at
B0 = 28.85G with ∆B = −0.47G, ∆µ = 1.5µB and abg = −33a0. We obtain
Re0 = −5687a0 and ag2 → 93.8× 103a30 for a→ 0. It is important to notice
that ag2 > 0 around a = 0. This means that we are looking for solutions
in the first and third quadrant of fig. (8.1), and again we have to conclude
that no TF solutions can be found when higher-order terms are taken into
account.
Another case of interest is around resonance where |a| = ∞. Here we
have Re ∼ Re0 and g2 ∝ a2 > 0 on both sides of the resonance. Thus the
a > 0 side will be in the first and the a < 0 in the second quadrant of
fig. (8.1). This makes it difficult to imagine sweeping the resonance from
either side to probe the solutions on branch (b) in fig. (8.1). One could
imagine starting on the a > 0 side with small g2 > 0. The full GP equation
will have perfectly sensible solution here, however, when one approaches
the resonance the g2 term will diverge and induce collapse already on the
a > 0 side. If we approach from the a < 0 side then we face the problem
that the critical number of particles decreases dramatically before g2 grows
sufficiently, and one therefore needs a very small condensate since Na/bt ∼
0.5 [ZT09b]. At this point the TF approximation is no longer valid.
From the examples above we see considerable problems in accessing the
TF solutions presented above in current experiments with ultra-cold alkali
gases. In particular, we notice that realistic systems which have been used
for creation of BECs in alkali gases for the last decades have parameters that
predominantly lie in the first quadrant of fig. (8.1). As we have discussed
there are no well-defined TF solutions in that region. Therefore we see
that the kinetic energy plays a decisive role and we are forced to consider
it in principle, even if it is small for all practical purposes. The physical
reason is that for a > 0 and g2 > 0 the higher-order interaction is effectively
attractive and induces collapse which will have to be balanced by a barrier
from the kinetic term, similar to the a < 0, g2 = 0 case [DGPS99]. Since we
neglect the kinetic term in the TF approximation we should not expect to
find solutions in the ag2 > 0 case.
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8.8 Conclusion and Outlook
We have considered the effect of higher-order interactions in Bose-Einstein
condensates within the Gross-Pitaevskii theory. We derived the GP equa-
tion with effective range corrections included and solved it analytically in
the Thomas-Fermi approximation. Higher-order interaction terms act as
derivatives on the condensate wave function which means that the bound-
ary conditions on the solutions of the GP equation must be carefully con-
sidered. We then discussed the solutions for various parameters, presented
the chemical potential, density profiles, and the energy contributions.
We find that no TF solutions are possible when the higher-order term
is attractive. This conclusion holds both in the trapped system and in the
homogeneous case. An estimate of the relevant parameters for alkali atoms
showed, however, that they typically lie in the region where the effective
range correction is effectively attractive. In order for this to be consistent
with current experiments that have found the standard TF approximation
to be quite good we conclude that the kinetic energy, even if very small, is
crucial in order to stabilize collapse due to higher-order interaction terms.
A full numerical analysis is in progress [ZT09a].
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Chapter 9
Summary and Outlook
In this dissertation we presented theoretical investigations of universality
and finite-range corrections in few- and many-boson systems. The main
focus was on ultra-cold atomic gases seen both from the three-body, many-
body, and mean-field perspective.
In the introductory chapter 1 we gave a soft introduction to the concept
of universality in few- and many-body systems, in particular the wide range
of effects in atomic gases and Bose-Einstein condensates. We also focused on
the search for the elusive Efimov effect and its relation to nuclei and atomic
gases. In chapter 2 we presented the relevant theoretical and numerical
background for universal few- and many-body systems.
The purpose of chapter 3 was to go beyond the scattering length ap-
proximation for three-boson Efimov physics and express the corrections in
terms of model-independent parameters. We found universal scaling with
corrections determined by the effective range. We showed that for nega-
tive scattering lengths the effective range corrections to Efimov physics and
Borromean binding are two aspects of the same quantitative effect. This
leads to a linear shift in critical scattering lengths at the trimer threshold.
For positive scattering lengths near the atom-dimer threshold the effective
range corrections to the trimer energies are mainly determined by the dimer
corrections. Results agree quantitatively with the newest effective field the-
ory predictions. This has consequences for three-body recombination rates
in atomic gases when the scattering length is comparable to the effective
range. The main effect is that the universal scaling factor becomes smaller
for the lowest Efimov states (smallest scattering length) on the negative
scattering length side, corresponding to a smaller Borromean window. We
also described the effects of putting the system in a finite trap.
Chapter 4 continued this line by analytically investigating the conditions
for Efimov physics, in particular for large effective range. We used the adi-
abatic hyper-spherical approximation to derive rigorously a transcendental
equation for the adiabatic potentials for general finite-range potentials. So-
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lutions agreed with exact numerical results. We concluded that in the hyper-
spherical adiabatic approximation it is insufficient to include effective range
only, as another term of the same order appears. However, non-adiabatic
corrections restores model-independence. For large negative effective range
the window for Efimov physics is precisely open between the effective range
(not the potential range) and the scattering length.
In chapter 5 we provided theoretical support for the existence of long
lived meta-stable N -body Efimov states in atomic Bose-gases. The inclusion
of two-body correlations (or equivalently a Faddeev-Yakubovski decompo-
sition in two-body amplitudes) gave an effective hyper-radial potential as
for the three-body Efimov effect. This in turn led to universal scaling, but
with new scaling factors. Results were confirmed both numerically and ana-
lytically. The experimental signatures in atomic recombination experiments
were discussed including possible connections to other universal four-body
effects. The four-body Efimov states would be harder to detect due to the
low density of experiments, but also easier to probe because of the smaller
universal scaling factor. The effect could be applicable to Borromean sys-
tems too.
In chapter 6 we considered trapped few-boson systems with large positive
scattering length. This was modeled using attractive two-body potentials,
giving the many-body system a large amount of low-lying bound states.
We presented a novel numerical technique to identify the BEC state as a
highly excited many-body state. The obtained state contained short-range
correlations determined by the interaction, while the normal mean-field fea-
tures were retained at long distances. We found that for scattering lengths
smaller than the trap the system shows universality. For larger scattering
lengths the system properties becomes independent of the scattering length,
contrary to the zero-range and the repulsive models. The correlations be-
come long-ranged and universal in the large scattering length limit. This is
an important step towards understanding the non-universal corrections in
condensates.
Chapter 7 approached the question of effective range corrections in con-
densates from the mean-field point of view. A modified GP equation with
effective range dependence was introduced. Using variational and numerical
approaches we found a phase diagram describing the condensate stability.
We then considered an extended Feshbach resonance model including effec-
tive range variations. Effects on macroscopic quantum tunneling were small
for realistic systems. The behavior of the critical particle number was mod-
ified near a scattering length zero-crossing with observable consequences.
In chapter 8 we continued the mean-field analysis of the condensates
using the modified Gross-Pitaevskii equation. We solved this equation an-
alytically in Thomas-Fermi approximation where the kinetic energy can be
neglected, but keeping higher-order interaction terms. Boundary conditions
of the solutions were carefully considered. We presented the chemical po-
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tential, density profiles, and the energy contributions. No Thomas-Fermi
solutions were possible when the higher-order term was attractive. This
holds both in the trapped and homogeneous system. However, realistic
atomic systems typically lie in the region where the term is attractive. In
order for this to be consistent with current experiments, the kinetic energy,
even if very small, is crucial in order to stabilize collapse due to higher-order
interactions.
In conclusion, we have carried out new theoretical investigations of uni-
versality and its limits in few- and many-boson systems. The focus was
on ultra-cold trapped atomic gases, but results were presented in universal
model-independent terms. Thus, much of the work may hopefully be used
or continued in other areas of physics. The subject of universality in atomic
gases will face many new challenges during the next decades. Interesting new
physics is clearly within reach in ultra-cold gases and indicate a promising
future.
Note added. The observation of an Efimov spectrum in an ultra-cold gas
has recently been published [ZDD+09] giving the first definite proof of the
universal scaling factors. We note that this experimental group is indepen-
dent of the group measuring the first isolated Efimov state [KMW+06].
In [ZDD+09] five experimental features were found. For positive scat-
tering length two interference minima were observed in the recombination
loss rate, corresponding to two Efimov states. Also on this side two small
peaks were found, corresponding to a secondary loss mechanism. For neg-
ative scattering length a single peak was found in the loss rate (the second
Efimov state being out of the experimental range).
All five features agree well with the theoretical universal scaling factors
except for systematic shifts. They conclude that the scaling factors are
reduced on the negative scattering length side and increased on the positive
side. They attribute this to finite range corrections and compare with the
effects in [TFJ08c] (i.e. chapter 3) and the identical conclusions of effective
field theory [PJP09]. The theory and experiment agrees. A more precise
analysis is needed at this point, but the need for effective range corrections
to Efimov physics is more evident now than ever before.
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Appendix A
Calculation of Condensate
Fractions
To calculate the condensate fraction of the states found with the stochastic
variational method in chapter 6 we first need to calculate the one-body den-
sity matrix (OBDM), eq. (6.1), for the two-body correlated wave-functions,
eq. (2.77). We choose to change basis to the harmonic oscillator eigen-
functions before diagonalization. This basis turns out to be good, since the
OBDM is almost diagonal and numerically only a few basis states are needed
to ensure that the occupation numbers sum up to N .
Here we give an outline on how the matrix elements are calculated and
the condensate fraction is obtained. First we expand the eigenfunctions of
eq. (6.2) in the harmonic oscillator basis,
χi(r) =
∑
lm
a
(i)
nlmRnl(r)Ylm(θ, ϕ), (A.1)
Rnl(r) =
√
2g3n!
Γ(n+ l + 32)
e−
1
2
g2r2(gr)lL
l+ 1
2
n (g2r2), (A.2)
where Ylm are the spherical harmonics, L
l+ 1
2
n are the associated (or gener-
alized) Laguerre polynomials [AS95], and g is an arbitrary oscillator scale
(typically chosen as b−1t ). In this basis the eigenvalue equation eq. (6.2)
takes the form ∑
n′l′m′
Anlm,n′l′m′a
(i)
n′l′m′ = Nia
(i)
nlm, (A.3)
where the matrix elements are given by
Anlm,n′l′m′ =
∫
n(r, r′)Rn′l′(r′)R∗nl(r)Yl′m′(Ω
′)Y ∗lm(Ω) dτ dτ
′, (A.4)
with dτ = r2 dr dΩ. Most work lies in the evaluation of these matrix ele-
ments. It can be shown that the OBDM (in the r-basis) for the two-body
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correlated wave-function eq. (2.77) has the form
n(r, r′) =
∑
kk′
9∑
t=1
akk
′
t exp
(
−bkk′t r2 − ckk
′
t r
′2 + dkk
′
t r · r′
)
. (A.5)
The parameters {akk′t , bkk
′
t , c
kk′
t , d
kk′
t } are functions ofN and {Ck, α(k), β(k)}.1
The summation over k and k′ corresponds to the linear-combination in
eq. (2.77). The 9 different terms labeled by t comes from the symmetriza-
tion, which was done analytically. By expanding the factor exp(dkk
′
t r · r′) in
eq. (A.5) in spherical harmonics and inserting it into eq. (A.4), it is straight-
forward, although tedious, to calculate the matrix elements. The result is
Anlm,n′l′m′ =δll′δmm′
(
k
n
) 1
2
(
k
n′
) 1
2 ∑
kk′t
akk
′
t
(g2)3/2xlyn+−yn
′
−+
y
3/2+l+n+n′
++
× 2F1(−n,−n′;−k; 1− x
2
y+−y−+
),
(A.6)
where
y++ =(bkk
′
t + g
2/2)(ckk
′
t + g
2/2)− (dkk′t /2)2,
y+− =(bkk
′
t + g
2/2)(ckk
′
t − g2/2)− (dkk
′
t /2)
2,
y−+ =(bkk
′
t − g2/2)(ckk
′
t + g
2/2)− (dkk′t /2)2,
x =g2dkk
′
t /2, k = n+ n
′ + l +
1
2
.
(A.7)
The hypergeometric function 2F1 is here reducing to a Jacobi polynomium
in the last argument of degree min(n, n′) [AS95].
We see that A is diagonal in l and m, and also independent of m. This
is because eq. (2.77) is rotationally invariant. We can therefore diagonalize
one block at a time. The eigenvalues and eigenfunctions are re-labelled as
N
(lm)
j and χ
(lm)
j (r), with j labeling the eigenvalues in decreasing order. The
condensate fraction will usually be the first eigenvalue λ0 = N
(00)
0 /N .
The matrix A can now be diagonalized numerically and the condensate
fraction obtained as the largest eigenvalue.
1The exact forms of the functions are analytical but very complicated. It is more
convenient to do the transformation partly numerically.
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Appendix B
Examples of Strongly
Correlated Wave-Functions
The correlated wave-functions used in the stochastic variational method
opens up the possibility for the condensate to be depleted considerably. It
is therefore useful to know how the different types of correlations are able
to lower the condensate fraction. In this appendix we give some examples
of strong hyper-radial and two-body correlations.
B.1 Strong Hyper-Radial Correlation
If only one term (k = 1) is included in the hyper-radial variational function,
eq. (2.75), it reads
Ψρ = c1 exp
(
−NR
2
2b2t
)
exp
(
−1
2
Nα(1)ρ2
)
. (B.1)
In this case the occupation numbers Ni defined in eq. (6.2) can be obtained
analytically. Since we are considering a spherically symmetric trap, the total
angular momentum l and its projection m are good quantum numbers, and
we can re-label the occupation numbers as N (lm)j . The subscript j labels the
eigenvalues in decreasing order for given l,m. By expanding in the harmonic
oscillator basis as in appendix A, the result is
N
(lm)
j =
8Nξl+2j
[1 +
√
1 + ξ]2l+4j+3
, (B.2)
with
ξ =
(γ − 1)2
γ
(N − 1)
N2
, γ = Nα(1)b2t . (B.3)
Here α(1) is the non-linear parameter in eq. (B.1). Note that γ = 1 corre-
sponds to the fully condensed gas where N (lm)j = δj0δl0δm0N . When γ is
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far away from unity the condensate fraction can be made arbitrarily small.
This means that the condensate can be destroyed just because the internal
length scale (measured e.g. by
√
< ρ2 >) is different from the center-of-mass
length scale. This conclusion still holds for more k-terms in eq. (2.75). The
same conclusion is also found in [Gaj06].
B.2 Strong Two-Body Correlation
To investigate the impact of two-body correlations on the condensate frac-
tion we choose one term (k = 1) in eq. (2.77) with Nα(1)b2t = 1. The
wave-function then has the form
Ψ2B =
N∏
i=1
exp
(
− r
2
i
2b2t
)
× Sˆ exp
(
−1
2
β(1)r212
)
. (B.4)
This is a special case of the more general form
Φ =
N∏
i=1
φ(ri)× Sˆf(r12), (B.5)
which we will investigate instead. It is a mean-field product state modified
by a correlation function. The real correlation function f only includes one
pair r12, and the function is subsequently symmetrized. We can assume
without loss of generality that φ and f are normalized to unity,∫
|φ(r)|2 dr =
∫
|f(r)|2 dr = 1. (B.6)
We now consider the strong two-body correlated limit, where f goes to zero
over a range much smaller than the range over which φ varies, say
f(r) ' 0 for |r| > ,
φ(r + δr) ' φ(r) for |δr| < . (B.7)
Here  is some small length going to zero. In this limit we are able to calculate
the eigenvalues and eigenfunctions of the OBDM, eq. (6.1). Since eq. (B.5)
is not normalized we must first calculate the overlap integral. Because of
the symmetrization in eq. (B.5) we get [N(N − 1)/2]2 terms. Many of these
terms are identical, however, and only 3 different types occur, namely
〈Φ|Φ〉 = N(N−1)[〈12|12〉+2(N−2)〈12|13〉+(N−2)(N−3)〈12|34〉], (B.8)
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where
〈12|12〉 =
∫
|φ(r1)|2|φ(r2)|2f(r12)2 dr1 dr2 '
∫
|φ(r)|4 dr,
〈12|13〉 =
∫
|φ(r1)|2|φ(r2)|2|φ(r3)|2f(r12)f(r13) dr1 dr2 dr3
'
∫
|φ(r)|6 dr(
∫
f(r) dr)2,
〈12|34〉 =
∫
|φ(r1)|2|φ(r2)|2|φ(r3)|2φ(r4)|2f(r12)f(r34) dr1 dr2 dr3 dr4
' (
∫
|φ(r)|4 dr)2(
∫
f(r) dr)2.
(B.9)
The terms
∫
f(r) dr are of order . To lowest order in  we find
〈Φ|Φ〉 ' N(N − 1)〈12|12〉. (B.10)
The symmetrization of the non-normalized OBDM (denoted n˜(r, r′)) can
be done in a similar manner. It consists of 9 different types of terms, but to
lowest order in  only two terms remain,
n˜(r, r′) = (N − 1)(N − 2)n2323(r, r′) + (N − 1)n1212(r, r′). (B.11)
These two terms are given by
n2323(r, r′) =
∫
φ∗(r)φ(r′)|φ(r2)|2|φ(r3)|2f(r23)2 dr2 dr3
= φ∗(r)φ(r′)〈12|12〉,
n1212(r, r′) =
∫
φ∗(r)φ(r′)|φ(r2)|2f(r − r2)f(r′ − r2) dr2
'
∫
|φ(s)|4f(r − s)f(r′ − s) ds.
(B.12)
The normalized OBDM n(r, r′) = Nn˜(r, r′)/〈Φ|Φ〉 finally becomes
n(r, r′) ' (N − 2)φ∗(r)φ(r) +
∫
dsNs χ∗s(r)χs(r
′), (B.13)
where we have defined
χs(r) = f(r − s), Ns = 2 n(s)
2∫
n(r)2 dr
. (B.14)
Here n(r) = |φ(r)|2 is the mean-field density. Notice that eq. (B.13) has
trace equal to N . The set {φ, χs|s ∈ R3} is orthonormal in the limit con-
sidered. Since the expansion of the OBDM in eigenfunctions, eq. (6.3), is
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unique, we can compare eq. (6.3) with eq. (B.13) and read off eigenfunctions
and corresponding eigenvalues directly. The condensate fraction is reduced
to 1 − 2/N with φ still being the corresponding single-particle state. The
remaining 2 “particles” are distributed over infinitely many states χs(r),
which are peaked around s. The occupation numbers dsNs for χs(r) are
proportional to the square-density, n(s)2, of the mean-field.
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Appendix C
TF Boundary Conditions
and the Virial Equation
In this appendix we derive the free parameter A of the Thomas-Fermi so-
lution eq. (8.12) in chapter 8. This is done explicitly by enforcing the
virial equation. We show that this is equivalent to the boundary condition
eq. (8.14).
Even though eq. (8.12) is a solution to the modified GP equation eq. (8.9)
for all A, it does not necessarily minimize the energy functional as discussed
in the section 8.3. This can also be seen from the virial equation (with
neglected kinetic energy),
− 2EV + 3EI + 5EI2 = 0, (C.1)
which holds for all extremal points of the energy functional. Equation (C.1)
is derived from the energy functional using scaling arguments as in [PS03].
As an example consider the A = 0 solution in eq. (8.12). This solution
has a chemical potential shifted by 3g2 compared to the g2 = 0 TF result.
But the density is unchanged and so is EV and EI . Hence the usual virial
equation −2EV + 3EI = 0 for g2 = 0 also holds for g2 6= 0. Since EI2 =
−3g2/2 6= 0 the virial equation eq. (C.1) is not fulfilled, and hence the A = 0
solution is not extremal. Below we use the virial equation to calculate the
value of A that minimizes the energy functional and the corresponding R
and µ. We will also prove that this condition is in fact equivalent to assume
ρ(x0) = ∇xρ(x0) = 0 at the boundary.
The general results for A, R, and µ can be derived using the normaliza-
tion and surface conditions eq. (8.13), and the virial equation eq. (C.1). For
convenience we introduce the variables µ¯ = µ/(3g2) + 1, A¯ = A/(3g2), and
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c = Na/g5/22 . The different energy contributions are
EV = 3s
∫ x0
0
dxx4(µ¯− x
2
6
+ A¯
sinx
x
),
EI = 9s
∫ x0
0
dxx2(µ¯− x
2
6
+ A¯
sinx
x
)2,
EI2 = −9s
∫ x0
0
dxx2(µ¯− x
2
6
+ A¯
sinx
x
)(1 + A¯
sinx
x
),
(C.2)
where s = g7/22 /(2a). Direct integration of eq. (C.2), insertion of µ¯ from the
normalization eq. (8.17), and some algebra gives the virial equation
0 = −2EV + 3EI + 5EI2
= − s
x0
(x30 − 3A¯(x0 cosx0 − sinx0))2.
(C.3)
We immediately see that this is in fact equivalent to eq. (8.15). There-
fore, the solution we have explicitly found above minimizes the energy func-
tional with boundary conditions ρ(x0) = ∇xρ(x0) = 0. More generally,
when we solved the MGP without considering the boundary terms in sec-
tion (8.3), we found a one-parameter family of solutions (parametrized by
A). The virial theorem is merely a constraint on A for obtaining a minimum
of E.
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