Abstract-The theory of constraints (TOC) supply chain replenishment system (TOC-SCRS) is an effective solution for coping with conflicts during the management of supply chain inventories. When it is deployed in a plant or a central warehouse with capacity constraints, TOC-SCRS encounters a problem comprised of 2 parts: first, how to establish a sound setup frequency (SF) that can meet production needs and prevent losses from stock-outs, meaning a SF that allows the plant to make full use of its existing capacity to achieve maximal effective output. Second, it must determine how to establish a sound SF that can help the plant minimize its inventory and cut costs to the greatest possible extent. To resolve the problem, a SF optimization model for TOC-SCRS with capacity constraints is constructed and is then used in combination with Pareto particle swarm optimization (PSO) to obtain SF optimization schemes in this paper. An illustrative example is conducted to verify the feasibility and effectiveness of the proposed approach.
I. INTRODUCTION
A company supply chain typically consists of a plant (or a central warehouse), distribution warehouses, and points of sale, as shown in Fig. 1 . To minimize inventory and avoid losses from potential stock-outs, it is vital to balance the delivery time and quantity between the nodes of supply and points of sale, and to ensure that the right quantity of goods is delivered at the right time. To achieve this goal, the Israeli scholar, Dr. Goldratt, developed the theory of constraints supply chain replenishment System (TOC-SCRS) [1] in 1994, which proposes the following strategies: 1) Inventory is held at an aggregation point, as close as possible to the source of supply (the production terminal of the plant)
2) Each node only holds stock sufficient to cover demand during the replenishment time (the sum of delivery frequency and lead-time)
3) The replenishment for each node equals the total sales between the last replenishment and the present replenishment; each node only replenishes what has been sold 4) A buffer management (BM) mechanism is introduced to control unexpected abnormalities, and to satisfy demand on short notice.
Experience has shown that companies implementing TOC-SCRS are able to significantly reduce their stockout rates and accrue economic benefits. TOC-SCRS not only helps companies to significantly reduce inventory, the tie-up of funds, and the quantity of expired goods at each node, but it also allows them to increase their ability to respond to the market, and to boost customer satisfaction [3, 4, 5] . Further analysis of Fig. 1 , however, shows that the constraint conditions for the implementation of TOC-SCRS, and the resulting economic benefits, vary from node to node. The replenishment quantity of a distribution warehouse, or a point of sale, is subject to the inventory level of the upstream warehouse, and its replenishment frequency depends on the availability of transport (replenishment frequency should be as high as possible, such as once a day, unless there is limited availability of transport services, such as ships or flights). Thus, as long as the upstream warehouse has sufficient inventory, and transport services are available, replenishment frequency and replenishment quantity are not interrelated or in conflict with each other, thus creating a strong economic benefit. However, when TOC-SCRS is deployed in a plant or a central warehouse, as the setup and production will require plant capacity, which is limited or fixed, a conflict will inevitably occur between SF (equivalent to replenishment frequency) and production quantity (equivalent to replenishment quantity), severely affecting the results of implementing TOC-SCRS. In particular, when the production quantity, computed on the basis of SF, cannot be met because of insufficient plant capacity, the effects of TOC-SCRS will be considerably reduced, and its implementation may be ineffective. Manufacturing enterprises must approach the resolution of this problem with a dual objective: first, how to establish a sound SF that can meet production needs and prevent losses from stock-outs, (i.e., a SF that allows the plant to fully exploit its existing capacity to achieve maximal effective output). Second, how to establish an effective SF that can help the plant minimize its inventory and cut costs to the greatest practical extent. The need to accommodate these two objectives simultaneously complicates the solution to the problem. A review of existing literature reveals that Cole and Jacob [6] proposed a solution to achieve the first objective. Their solution determines the length of SF on the basis of the remaining capacity of the plant, after it has satisfied the average production needs (i.e., the production quantity); if the remaining capacity is not sufficient to support daily setup, SF is elongated. Because Cole and Jacob used a trial-and-error approach and assumed that the plant had only one machine, their method is particularly limited. In view of the limitations, Wu et al. [7] designed a multiple-machine mathematical model which can be used to directly calculate SF of each product. On the basis of this particular model, Jiang et al. [8] proposed a solution to achieve the second objective. They used a set of SF optimization algorithms (i.e., product demand divisions), to tactically shorten SF of high demand products and elongate SF of low demand products, thereby minimizing the plant's total inventory. Although this method can help achieve the two objectives, it uses simple mathematical algorithms. When the method is used in a small-scale plant that creates a limited variety of products, the calculation time is short, and the derived SF of each product can meet the requirements; however, when the method is used in a large-scale plant that leads to hundreds or thousands of types of product, calculations will increase substantially, and the quality of the solution therefore drops markedly. To address this problem, we developed a method which combines an intelligent search algorithm, particle swarm optimization, and the Pareto method. This method is able to optimize the dual objectives related to SF in TOC-SCRS, remedies the flaws in previous research, and further enhances and optimizes TOC-SCRS.
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II.
A TOC-SCRS SF OPTIMIZATION MODEL When TOC-SCRS is deployed in a plant or central warehouse, plant capacity is typically constrained by the processing capacity of the bottleneck station. Assuming that one day constitutes one period, if the plant capacity is constrained (i.e., its daily plant capacity is smaller than the bottleneck station's plant capacity, which is required for one setup for each product, and for meeting the production quality of one period), it is not advisable to add new machines or expand the production line, because this will be difficult to implement, or will result in hazards resulting from various constraining factors. First, an enterprise typically has limited funds, and may not be able to increase funding; second, renovation and expansion will affect delivery schedules, making it difficult to make a timely replenishment; and third, after more money has been spent, new bottleneck station constraints may arise, making it necessary to spend more on the new bottleneck station. Such a cycle will undoubtedly increase the enterprise's operating risks, and once market demand drops, it may be impossible to recoup the investment. It is more practical to build a TOC-SCRS SF optimization model to establish an optimal product SF combination according to existing capacity constraints, thereby achieving the two objectives of fully exploiting plant capacity and minimizing inventory.
Assume that a plant makes I types of products, and that the bottleneck station operates 24 hours a day; the optimization of its SF can be described as follows: 
   
, with   representing roundup. In this study, the manufacturing lead-time ( i l ,) for all products is assumed to be one day, and D i is the average demand (production quantity) for product i during each period. [7] , and Cole & Jacob [6] ). The restriction
constraints, (i.e., the capacity required by the bottleneck station to manufacture each product during a period and the average capacity used for setup in each period is smaller than the plant's capacity in one day). This SF optimization model is a typical dual-objective model of non-linear constraints. For parameter i x , i = 1,2,...,n, which is SF of each product; the value of the parameters affects the plant's remaining capacity and inventory level, indicating that if a plant is to achieve the best integrated production management results, it must optimize SF of each product and identify the optimal SF combination. To achieve this dual objective, we combine PSO and the Pareto method to resolve the optimization issue.
III. OPTIMIZATION METHODOLOGIES
A. PSO
PSO is an evolutionary computation technique developed by Eberhart and Kennedy in 1995 [9] . Originally inspired by the social behavior of bird flocking, PSO is a simplified model built on swarm intelligence. On the basis of observations of bird flocking, PSO uses the sharing of information by individuals in a group to evolve the movement of the entire group in the problem solving space from disorder to order, thereby finding the optimal solution.
In PSO, each solution is seen as a "bird" (i.e., a "particle"), and all particles are viewed as dots with no mass or volume in the search space. PSO is initialized with a group of random particles, each of which has a fitness value determined by the optimized function, and has a unique velocity and position that determine its own direction and distance of flight. The particles update their velocity and positions according to the best position they can find (i.e., the particles' own flying experience) and the best position found by any particle in the swarm (i.e., the flying experience of the particles' accompanier). The formula for the calculation is presented as follows:
where V new is the particle's new velocity obtained from the calculation. V old is the velocity of the previous generation, w is the inertia weight, c 1 and c 2 are the learning factors, rand( ) is a random number, Pbest is the best value of the individual particles, Gbest is the global best value for the swarm, X new is the particle's new position obtained from the calculation, and X old is the position of the particle in the previous generation. The optimal solution is eventually obtained through an iterative process. By using the "memory" feature, and by learning from itself and the accompaniers, PSO directly guides the direction of the evolution of the next generation of particles and quickly determines the optimal solution.
B. Pareto Method
Pareto optimality is a concept developed by the Italian economist Vilfredo Pareto in 1897, during his research on the allocation of resources. A Pareto-optimal allocation of resources is achieved when it is not possible to make one person better off without making someone else worse off [10] . The concept of Pareto optimality has been extensively employed to solve multi-objective optimization problems. In the case of the minimization problem, the related definitions are as follows [11] :
Definition 1 A multi-objective optimization problem can be concisely expressed as a satisfaction of constraint conditions:
g x  and obtain vector x which minimizes the target vector Y:
where x is the decision vector; y is the target vector; X is the decision space; and Y is the target space. Definition 2 For random decision vectors x 1 and x 2 , when and only when f (x 1 ) < f (x 2 ), x 1 dominates x 2 .
Definition 3 For any random x, when and only when '
When the two conditions are satisfied, x is the Pareto optimal solution [12] , also known as the Pareto nondominated solution, non-inferior solution, or efficient solution.
These definitions demonstrate that, for a multiobjective optimization problem, the multiple objectives may be in conflict with one another. The Pareto optimal solution for any particular problem is not necessarily singular; rather, a Pareto optional solution set that consists of multiple solutions for any given problem may exist. Any solution in the Pareto optimal solution set can be optimal, and all optimal solutions are equally good.
As an approach for solving multi-objective problems, the Pareto method differs from the traditional multiobjective optimization method. Under the traditional multi-objective optimization method, a multi-objective problem is divided into single-objective problems for solution, whereas the Pareto method obtains an optimal solution set to the relevant optimization problem, allowing the decision-maker to choose the most desirable solution according to the manager's requirements and the level of importance placed on each objective. Therefore, Pareto solutions can better reflect the nature of multiobjective optimization problems [13] .
C. Pareto PSO
Pareto PSO is an enhanced PSO, incorporating the Pareto method. To search for the Pareto optimal solution set, Pareto PSO adds a Pareto solution screening mechanism to PSO, and a best value updating strategy, based on the Pareto dominance relationship.
1) Pareto Solution Screening Mechanism a) Initial Screening of the Pareto Solution Set
After the initialization of the particles in the firstgeneration swarm, when a particle is not dominated by other particles, it is included in the Pareto solution set.
b) Pareto Solution Set Updating In each generation of evolution of the particles, when a new particle is not dominated by other particles, it is included in the Pareto solution set. When a new particle dominates other particles, the dominated particles are excluded, and the new particle is included in the Pareto solution set.
2) Best Value Updating Strategy a) Updating of Particle Best Values
After initialization, particles in the first-generation swarm are their particle best values. In the subsequent evolution of each generation, the particle best values are updated according to the Pareto dominance relationship of the fitness value of individual particles. Dominant particles are then selected from the updated particles and individual optimal particles as the particle best values. When two particles do not dominate each other, one of them is randomly selected as the particle best value.
b) Updating of Global Best Value Alvarez-Benitez et al. [14] proposed Rounds, Random and Prob, three techniques for updating the global best value. Rounds assigns the highest priority to the particles whose number is the smallest in the Pareto solution set, and makes them the global best value for certain particles. Random selects one solution at random from the Pareto solution set for each particle as its global best value. Prob is a combination of Rounds and Random. In this study, the Random technique is used to select a particle at random from the Pareto solution set before the updating of each generation of particles, and the particular particle is taken as the global best value.
IV. PROPOSED APPROACH
This study used Pareto PSO to establish an optimal SF combination in TOC-SCRS, which considers plant capacity, so that the plant can achieve the lowest possible inventory while minimizing its remaining capacity. The algorithm process is presented in Fig. 2 .
Specifically, the steps are as follows:
Step 1: Use (1) to formulate the objective function of Pareto PSO:
s.t. where x i is SF of each product to be optimized. is the capacity required setup in one period; P is the total capacity of the plant in one period; I is total product types; i l is the manufacturing lead time of product i; and D i is the average demand (production quantity) of product i in each period.
Step 2: Determine PSO's control parameters, such as particle number, learning factors c 1 and c 2 , inertia weight w, and stopping criteria, according to the data scale and data distribution characteristics.
Step 3: Randomly initialize the position and velocity of each particle in the swarm. The position of all particles must be an integer. Step 4: Calculate the fitness values of each particle using (4). Each particle has two fitness values: remaining capacity and inventory, and the particles must satisfy the capacity constraints. The position of each particle is the initial value of its particle best value (Pbest).
Step 5: Conduct an initial screening of the Pareto solution set. When a particle is not dominated by other particles, it is included in the Pareto solution set.
Step 6: Randomly select a particle from the Pareto solution set as the global best value (Gbest) and update the velocity and position of the particle.
Step 7: Update each particle's Pbest. The updating is based on the new particle's dominance relationship with Pbest; when one of two particles dominates the other one, select the dominant particle; otherwise, randomly select a particle as the new Pbest.
Step 8: Update the Pareto solution set.
Step 9: Check the stopping criteria. If they are satisfied, end the process; if not, return to Step 6.
V. IMPLEMENTATION AND ANALYSIS
To verify the effectiveness and superiority of our method, we optimized SF and identified the optimal SF combination for each product in a specific case. For ease of comparison and analysis, we first used the data of a small plant, similar to that in reference [8] , and then employed randomly generated data for larger plants of varying scales.
A. Example of Small-scale Problems
Assume that a plant makes 10 types of products; the number of machines in the bottleneck station, m, is five; the machines operate 24 hours a day. One day is taken as one period. Product information is presented in Table I . 
1) Calculating Remaining Capacity and Inventory Level with the Known Data
Inventory level T is: 
During this stage, the MATLAB 2010b was employed to develop the program to achieve Pareto PSO, and to conduct dual-objective optimization.
First, the objective function to be used for optimization was formulated, as shown in (9) x , i = 1,2,...,10 are SF for 10 products. Next, the control parameters of PSO were determined. The range of particles (i.e., the value range of SF i x ) is set as integers, from 1 to 10, from a managerial perspective. Considering the discrete distribution characteristics, the number of particles is set at the high level of 300. After being repeatedly tested, learning factors c 1 and c 2 were found to be insensitive in this model. Thus, c 1 and c 2 were both set at 1.5. To carry out exploration in the solution space over a large range, the inertia weight was set at the high level of 0.9. The stopping criterion was set at 1e-6. Last, the algorithmic program written with MATLAB 2010b was run to obtain a Pareto solution set, (i.e., the optimal SF combination for the 10 products, as shown in Table II ). Distribution in the target space is presented in Fig. 3 , with the horizontal and vertical coordinates representing the remaining capacity and inventory level, respectively. Fig. 3 shows that the Pareto optimal solution, found by the algorithm, forms the Pareto frontier. However, the frontier is not evenly distributed because of the considerable influence of the constraints on the optimizing performance of the algorithm. Using this model, the constraints were relatively rigorous; because the constraints included not only non-linear constraints, but also the discrete variables (i.e., SF of each product must be an integer), so that the number of Pareto solutions obtained from the algorithm was small. In Fig. 3 , optimization result A has the highest remaining capacity usage rate among all of the results, but not the lowest inventory level. In comparison, optimization result H has the lowest inventory level among all of the results, but not the highest remaining capacity. No optimization result has both the optimal remaining capacity and the optimal inventory level, which is a characteristic of the Pareto solution set. Managing decision-makers may select the most desirable result according to the actual requirements of their enterprise's production activities. If the enterprise is more concerned with the usage of remaining capacity to maximize effective output, and is less concerned with inventory level, it may choose optimization result A; conversely, the enterprise may choose optimization result H. Optimization results B, ….G are eclectic alternative schemes. 
3) Comparison and Analysis of Results
The algorithm proposed by Jiang et al. [8] leads to only one optimal SF combination scheme, as presented in Table III . The remaining capacity is 0.39 hours, and the inventory level is 39,130 pieces, based on (7) and (8). Table II presents the Pareto solution set for SF of each product, which has been obtained using the proposed Pareto PSO. A comparison of data in Table II and III shows that any scheme in Table II has better results than those in the scheme shown in Table III , in terms of the utilization rate of remaining capacity. Except A, B and C, all schemes in Table II are more capable of improving the inventory level than the scheme in Table III are. We chose two representative schemes, D and H, for comparison with the scheme in Table III, as shown in  Table IV . Table IV shows that, in terms of the usage of remaining capacity, scheme D has better results than the scheme obtained on the basis of the algorithm proposed by Jiang et al. [8] ; it raises the usage of remaining capacity by 99.2%, compared with 77.8% for scheme H. In terms of the improvement of inventory level, scheme H has better results than the scheme obtained on the basis of the algorithm proposed by Jiang et al. [8] ; it reduces the inventory level by 1139 pieces, or 3%, compared with 263 pieces, or 1%, for scheme C. Schemes D and H substantially raise the usage rate of remaining capacity, though their advantages in reducing inventory level are not particularly noteworthy. However, they do exhibit certain optimization effects. Furthermore, scheme D is superior to scheme H in raising the usage rate of remaining capacity, while scheme H is better than scheme D in reducing inventory level. Managing decision-makers may weigh the schemes and choose the one that best fits their actual requirements or preferences.
B. Example of Large-scale Problems 1) Design of Experiment Parameters
We used randomly-generated data for larger-scale plants of varying sizes to further verify the feasibility and effectiveness of our algorithm. Assume that the number of products is 10, 30, 50, 70, and 90, the average demand for each product is a random integer in the 300-2400 range, the hourly output is a random integer in the 60-140 range, and the setup time is a random integer in the 1-11 range.
2) Experiment Results
For our study, we employed the MATLAB 2010b to develop all algorithmic programs, and used a computer with a Pentium Dual-Core, 2.5 GHz CPU, and 2GB of RAM. Tables V and VI compare the solution time, and solution efficiency of our algorithm to that proposed by Jiang et al. [8] , on the basis of the randomly-generated data for larger-scale plants of varying sizes. Table V shows that when the problem is small, the algorithm proposed by Jiang et al. [8] has a shorter solution time than our algorithm does. The solution time of Jiang et al. [8] method rises rapidly with the scale of the problem. When the scale of the problem exceeds 90, our algorithm has a shorter solution time than the algorithm proposed by Jiang et al. [8] , demonstrating a considerable advantage. Table VI compares the two methods in the usage rate of remaining capacity and inventory level. In both areas, our method is superior to the other method. Our algorithm has considerable advantages regarding the usage rate of remaining capacity, and its advantages in reducing inventory level increase markedly with the scale of the problem. In summary, when solving large-scale problems, our algorithm is more efficient and produces higher-quality solutions, fully demonstrating its effectiveness and superiority in handling large-scale problems.
VI. CONCLUSION
When TOC-SCRS is deployed as an effective inventory replenishment method in a plant or a central warehouse with capacity constraints, it is imperative to determine a sound SF for each product. In our study, we used Pareto PSO to optimize SF for each product, to achieve both the lowest possible remaining capacity and the lowest possible inventory level for the plant. Because two objectives are involved, we obtained a range of SF optimization schemes that meet the requirements. Managers may choose the optimization scheme that best suits their needs to schedule their production. Empirical results indicate that although our method is not particularly advantageous in handling small-scale problems, it is far superior to the algorithm proposed by Jiang et al. [8] for large-scale plants in terms of solution efficiency and quality. Our method has considerable economic benefits, and many opportunities for application in real supply chain replenishment mechanisms. It can assist managers to fully exploit their plant capacity, meet the sales requirements of all types of product, and to avoid losses from potential stock-outs. At the same time, it can also substantially reduce total inventory, decrease the tie-up of production funds, and increase economic benefits, thereby enhancing the enterprise's performance and competitiveness.
