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INTRODUCTION 
It seems that the representation theory of Lie superalgebras has become 
more important among mathematicians as well as physicists. There are 
many works in this field, for example, determination of all the simple Lie 
superalgebras of finite dimension (e.g., [ 191) construction of supergroups 
(e.g., [3]), and determination of all the unitary representations of Lie 
superalgebras su(2, 1; 2, I) and eu(2, 1; 1, 1) [9, lo]. Many papers in 
mathematical physics treat explicit representations of some interesting 
simple Lie superalgebras (cf. [5]), but it seems that there is no unified 
theory in those papers. So in this paper, we give mathematical foundations 
of representations of orthosymplectic algebras, though the object is 
achieved nearly halfway here. 
Another theory discussed in this paper is a generalization of classical 
invariant theory. In [14], R. Howe tried to construct invariant theory for 
Grassmann algebras as well as for usual polynomial rings. Of course, he 
was aware of the importance of superalgebras but he did not make full use 
of them. We give examples, which indicate how the classical theory can be 
clarilied by using superalgebras. We define an E Heisenberg algebra (see 
Section 2.2), and show that spinor theory bounds the representations of E 
Heisenberg algebras and those of orthosymplectic algebras. In the classical 
cases they reduce to the theory of Weil representations of symplectic 
algebras and the theory of spin representations of orthogonal algebras. In 
this paper we can treat them in a unified fashion. 
Let us explain more precisely. In the classical theory, spin representa- 
tions of o(2m) (orthogonal algebra of size 2m x 2m) is realized as follows. 
Consider a Clifford algebra C(r,, s,I 1 5 15 m) with relations 
r,r, + r,ri = 26,;, s,s, + s,si = 26,, 
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The orthogonal algebra o(2m) can be realized as a Lie subalgebra of 
C(r,, sI I 1 5 15 m) and the unique non-trivial irreducible representation of 
C(r,, s,I 1 s 15 m) breaks up into two irreducible representations of 0(2m), 
which are called spin representations. They cannot be integrated up to 
representations of orthogonal group S0(2m) but can be integrated up to 
those of spin group Spin(2m), a double cover of S0(2m). A similar situation 
arises from the theory of Weil representation. Weil representation (Q, W) 
is a representation of a metaplectic group Mp(n, IR) which is a double cover 
of a symplectic group Sp(n, iw). The representation Q is constructed from 
an irreducible representation of the Heisenberg group, while 52 itself is not 
irreducible but breaks up into two irreducible components. Here represen- 
tations of Weyl algebra take the role similar to that of the representations 
of Clifford algebra for orthogonal algebra. 
In this paper we prove that orthosymplectic algebra can be realized in a 
Clifford-Weyl algebra (Theorem 3.5) for the case of E graded Lie algebras, 
which contain the category of Lie superalgebras. For the definition of 
Clifford-Weyl algebra, see Definition 3.1 below. Representations of 
Clifford-Weyl algebra are obtained from those of E Heisenberg algebra. So 
we can get representations of orthosymplectic algebra from those of E 
Heisenberg algebra (Proposition 4.6). 
In the case of Lie superalgebras, we develop unified theory of the above 
orthogonal-symplectic cases and the definition of oscillator representation 
of orthosymplectic algebra is given (Section 5.1). We give explicit formulas 
for oscillator representations and discuss their irreducibility. We also prove 
that the oscillator representation twisted by some constant is unitarizable 
(Theorem 5.5). In [ 121, M. Giinaydin constructed unitary highest weight 
modules for Kantor triple systems without enough explanations for unitarity 
and irreducibility. Our oscillator representation is a unitarizable highest 
weight module with small parameter, which Giinaydin calls singleton 
representation. 
The theory in this paper is not yet complete. In a forthcoming paper, we 
will study super dual pairs and tensor products of oscillator representations 
and so on. 
Let us explain each section briefly. In Section 1, we give a review for 
Weil representations and spin representations. We cannot find any printed 
results about the Goldie rank polynomials, Gelfand-Kirillov dimensions, 
and wave front sets for Weil representations, therefore we calculate them in 
Section 1.2. These calculations are not used in later sections, but we believe 
that the calculations here are useful for the orbit method for Lie super- 
algebras. 
From Sections 2 to 4, we treat E graded Lie algebras. E graded Lie 
algebras are useful generalizations of the notion of Lie superalgebras. In 
Section 2, definitions and some elementary facts are stated. In Section 3, we 
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define a Clifford-Weyl algebra and realize orthosymplectic algebra q(b) 
as an E graded Lie subalgebra of Clifford-Weyl algebra (Theorem 3.5), 
where b is an E symmetric or skew symmetric bilinear form. Using the 
result, in Section 4, we discuss relations between representations of E 
Heisenberg algebra and those of orthosymplectic algebra including F 
unitarity. The main result is Proposition 4.6. 
In Section 5, we restrict ourselves to the case of Lie superalgebras. We 
define oscillator representations for orthosymplectic algebras. Oscillator 
representations are super unitarizable after being twisted by some constants 
(Theorem 5.5). 
1. REVIEW ON WEIL REPRESENTATIONS AND SPIN REPRESENTATIONS 
In this section, we only treat ordinary Lie algebras sp(n, R), 0(2m), and 
o(2m + 1) for use in later sections. There is nothing new until Section 1.2, 
where some calculational results concerning wave front sets of Weil 
representations are given. We use notations from this section in Section 5. 
1.1. Wed Representations 
We give an explicit formula for Weil representations here. We refer the 
readers to [30, 20, 151 for more information about Weil (or Segal-Shale- 
Weil) representations. 
Let Sp(n, R) be a symplectic group of real 2n x 2n matrices and ep(n, 58) 
be its Lie algebra 
where 
Sp(n, [w)= {gEGL(2n, iw)l’gJg=J}, 
sp(n, W) = (XE gI(2n, [w) ( ‘J/J+ JX= 0), 
J= (1”,, -in). 
We denote the two-fold covering group of Sp(n, R) by Mp(n, R) and call 
it a metaplectic group. We realize Mp(n, R) in the following way. Let 
?+m(n, R) be the set of all the symmetric n x n matrices with real entries 
and Sym’(n, R) be its subset of all the positive definite matrices. Then 
D = Sym(n, R) + fi Sym +(n, R) is a Siegel domain on which Sp(n, [w) 
acts holomorphically: 
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We realize Mp(n, R) as a subset of Sp(n, R) x (holomorphic functions 
on D): 
d is holomorphic on D satisfying 4(z)’ = det(cz + d) (z E D) . 
Since D is simply connected, C$ is determined by g and its value at 
z = fl 1 n ED. We give a topology to Mp(n, R) by an induced topology 
of Sp(n, R) x @. Furthermore we give a group product by 
(Sl? 41)(g*,d*) = (Sl g2> 4313 where d&) = dl(g2 .z) d*(z) (z E D). 
Then Mp(n, R) becomes a Lie group and the projection to the first entry 
gives a double cover of Sp(n, R). 
Now we define a representation (52, L*(R?)) of Mp(n, KY). Put for 
LJE GL(n, R) 
g(a)= ; ,,“, ( > 6 Sp(n, RI, 
and for h E Sym(n, R) 
1 h 
r(b)= ; ( > 1 ES&l, R). II 
Then the unitary representation R on the space L’(lQ”) is given by 
Q((g(a), $3) f(x) = fi f(‘ax), 
Q((t(h), l))f(x) =,-i’hr,‘If(x), 
for MEL*, i=J-l, and an element of Mp(n, R) is represented by 
(g, q5(i 1.)). Since Mp(n, R) is generated by (g(a), fi), (t(h), 1 ), and 
(J, Ji”), Sz d e ermines t a representation of Mp(n, W), which does not factor 
through Sp(n, R) (see [30]). 
Let H = H(R”) be a Heisenberg group: H = {(x, y, t) E R” x R” x R}. The 
group product is given by 
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where ( ., .) is the usual scalar product on iw”. Then H acts on L2( [W”) as 
T(x, Y, f) f(t) = e 2icr (6.~)+(l/2)(.~,~)lf(5_x) (f E L2( KY)). 
This is a unitary representation of H with central character e”‘. If we write 
M’= (x, y) E R2n, then Sp(n, [w) acts on H as an automorphism group as 
follows: for g E Sp(n, (w) and (x, y, t) E H, 
go (x, y, 1) = (JgJ ‘(M’), t). 
The action of g E Sp(n, IR) gives a new representation TR of H by putting 
TR(h)= T(goh) for ZZE H. 
THEOREM 1.1 [26, 303. Weil representation intertwines T and TX, i.e., 
Q(g) T(h) Q(g ‘) = T”(h), 
where 2 E Mp(n, R) projects to g E Sp(n, IL!). 
This theorem gives us an insight which leads us to the study of a unified 
treatment of representations of Mp(n, Iw) and H. If we differentiate the 
representations (a, L2(Iw”)) and (T, L2(rWn)), we are thus going into the 
study of representations of Weyl algebras. Representations of Weyl algebra 
will be treated in Section 5 (cf. [27]). To explain more explicitly, we prefer 
the Fock type realization of (Q, L2([w”)) and (T, L’([w”)). We take a 
Hilbert space F of holomorphic functions on @” which are square 
integrable with respect to a measure ( l/n”)eP M* dz, where dz is the 
standard Lebesgue measure on C”: 
f:@“-+@:holomorphic1~” 
I If(z)j’exp(-lz12)dz<co C” 
An operator I: L’([w”) + F given by 
zf(z)= e-(m2 s e2(5.‘)e-t2f(4) d[ (f E L2( W), 2 Eu?) R” 
is unitary up to suitable normalization (see [23, Theorem 3.61). Remark 
that (., .) is extended as a complex bilinear form and z2 = (z, z), while 
jz12 = (z, 5). Representations ($2, L2( IP)) and (T, L2( [W’)) are transformed 
into representations on F, making Z an intertwining map. We will denote 
them by the same letters Q and T. On the space of C”-vectors in F, the 
differential of the representation T is of the form 
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dT(Z) = 2 J-1 (scalar operator), 
dT(f’<,)=;,-;, 
- i, 
dT(Q,)= -J-1 
(1.1) 
(see [23, Prop. 2.3]), where {PO, Q,l 1 5 a 5 n} u {Z} is the canonical 
basis for a Heisenberg algebra. Now, as in [27], we obtain the differential 
of D which we denote by o, 
0 
0 
- Eu, - &u 
w 
( 
- EC,, + Et,‘> 
0 
(1.2) 
- E,, - E/x, 
w 
0 
where E,, is an n x n matrix whose (a, h) element is 1 and the others 
are 0. One can easily verify directly that K-finite vectors for (a, F) are 
polynomial functions on C”. More precisely, put 
for multi-index k E (Z ao)‘7; 
then { I$~} is an orthonormal basis of F and the space 
consists of K-finite vectors for Sz. Now it is easy to see that S2 is not 
irreducible and decomposes into two irreducible components (SZ+, F + ) 
and (n-, F -): 
F * = < bk I ( - )lk’ = k >/generated as a Hilbert space. 
We denote the character of G?* by 0 + and 0 = 0 + + 0 - is a character 
of sz. 
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1.2. Goldie Rank and Wave Front Sets qf Weil Representations 
To obtain Goldie rank polynomials for Weil representations Q and a+, 
we describe characters 0 and 0’ on a split Cartan subgroup of Mp(n, [w). 
Let A be a split Cartan subgroup of Sp(n, R) consisting of all the diagonal 
matrices in Sp(n, R) and put A* = (inverse image of A in Mp(n, R)). Then 
it holds that A = exp a with 
a= (a(ci)=diag(c,, c2, . . . . c,,, -cl, -cl ,..., -c,,)~c,~R+;‘7irr.Z}. 
We also write A * = exp a, where an element in A * is expressed as a pair 
(exp a(ci), ev( - + C c,)). 
Remark. This is somewhat complicated. That is, the elements exp a(c,) 
and exp a(c, + 2rc fl, c2, . . . . c,) express the same element of A but they 
are different in A*. However, we only consider characters near the identity 
element, this does not matter so much. 
LEMMA 1.2 [28]. Take a regular element a = exp a(c,) E A,* (the neutral 
component of A*) with c,, > c, , > . . > c, > 0. Then we have 
1 
O(a) =- 
Ata) c 
det 7 w V(P + v)(a(c,)), 
(i.q)EZnXI; 
Q’(a)=I 
Ata) c det 5 exp V(P + v)(a(cj)), (r.q)tZ,,xk;,detq=&l 
where p = (n, n - 1, . . . . 1) is half the sum of positive roots, v = ( - $, . . . . -i), 
and A is an analytic function on A* called the Weyl denominator. 
Remark. Since Weil representations are “holomorphic,” their characters 
on the other Cartan subgroups can be given by the “Cayley transform.” 
But the situation where Mp(n, R) does not have linear complexification 
makes the meaning of the Cayley transform vague and complicated, At 
least, for neutral components of other Cartan subgroups, characters have 
the same form as above. See [28] for detailed discussions. 
We use King’s result [22] here to calculate GelfandPKirillov dimensions. 
We explain it briefly. Let 0 be a character of a semisimple Lie group G and 
A a maximally split Cartan subgroup of G. Take x E a = Lie(A) which is in 
open positive chamber and write 
O(exp x) = 
1 
C c,,. exp w].(x), 
A(exp -x) ,, E ,,, 
where i is an infinitesimal character of 0. We put r = min{k) C,, c,,,(w~(x))” 
#O as a polynomial of 1~ a:}. Then #(positive roots)-- is a Gelfand- 
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Kirillov dimension of the representation corresponding to 0. Of course we 
should assume some trifling conditions on G (for example, center finite) 
and the statement must be stated more strictly for general cases (see [22, 
Th. 1.11). 
King’s result and the lemma above tell us that, in order to get a 
Gelfand-Kirillov dimension for Weil representation a, it is enough to 
consider the polynomials 
,f;(i)= c det z (zgA(x))’ (jz0) 
(r.q1E3,x8: 
on 1. E a:. Here, we can take x = (1, 2, 3, . . . . n). Truly we should take .X = 
(n, n - 1, . ..) 1), however, this affects only the sign of the polynomial &. 
Now the problem reduces to an easy exercise. 
“For variables (.Y; 1 1 5 i 6 n), we consider a polynomial function 
f;(x) = 1 det T 
rEgn C,,.?, ($, k-)‘). 
Determine the smallest j such that ,f, # 0 and express,{; explicitly for that ,j.” 
Remark. The polynomial ,fi for the smallest j is a Goldie rank polyno- 
mial (up to a constant multiple), if 0 is irreducible. However, since Sz is 
not irreducible here, we can only say f, is a linear sum of Goldie rank poly- 
nomials right now. Later, it will turn out that f, is really a Goldie rank 
polynomial up to a constant multiple. 
LEMMA 1.3. We have ,fnc,, , , # 0 andf, is zero for j < n(n - I). 
Proof. Here, we only give the polynomial &,, , ) explicitly. Elementary 
calculations lead us to 
f,+ ,,(x) = 2°C VDM( l*, 2”, 3*, . . . . n*) VDM(xT, xi, x:, . . . . xz), 
where VDM stands for Vandermonde’s determinant and C is a constant: 
n(n- 1)-(k- l)(k-2) 
Q.E.D. 
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Next we consider the representations G*. Put 
(d= f 1). 
Consider the same problem as that for m. Similar calculations lead us 
to the result that fy=O for j<n(n- 1) and ,fz(,,_ ,)= &,,- ,) #O. We 
summarize the results in 
THEOREM 1.4. (1) Gelfand-Kirillov dimensions qf Weil representations 
R and s2’ are all the same and are equal to n. 
(2) Goldie rank polynomials .fbr Q2’ are the same and are equal to 
VDM(x;, x;, x;, ,.., x,?,) (Vundermonde’s determinant) up to a non-zero 
constant. 
(3) The irreducible representations Q’ have the same primitive ideal. 
Proof. We have GK-dim = #(positive roots) ~ n(n - 1) = n and (3) is a 
consequence of (2). Q.E.D. 
If one only wants to know Gelfand-Kirillov dimensions for Sz ‘, one can 
calculate them directly by the definition of Gelfand+Kirillov dimensions, 
using the explicit formulae (1.2) for o in Section 1.1. We can get the 
Bernstein degree at the same time by this method, so we briefly carry it out 
here. 
Put VO = Cl c F, where 1 is a constant function on C”. Let gc = sp(n, C) 
and U(g,) be a universal enveloping algebra of gc. We define an ascending 
chain of subspaces of F by 
v, = 4U,(ec)) vo (jE NJ, 
where U,(g,) is a standard filtration of U(g,). Clearly V, consists of all the 
polynomials of even degrees less than or equal to 2j: 
vj= c @@bk. 
Ikl IS even. Ikl c 2j 
According to Bernstein ([4], see also 129, Sect. l]), for sufficiently large j, 
dim V, is represented by a polynomial function in j of degree GK-dim Q+ 
and the leading term of the polynomial does not depend on the choice of 
generating subspace V,. Since we get easily 
= i j” + (lower terms of j), 
48, 129 I-16 
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we have GK-dim Sz + = n and the Bernstein degree of Sz + is 1. The same 
reasoning leads us to GK-dim 52 ~ = n and the Bernstein degree of Q is 1. 
This method was pointed out to the author by Benoits. 
Let WY(O) be the wave front set of a distribution 0. For a precise 
definition of wave front sets of distributions, see [ 13, Chap. VIII] or [S]. 
In short, WF(0) is a cone in T*(G) in whose spreading directions the 
Fourier transform of 0 is not rapidly decreasing. If 0 is an invariant eigen- 
distribution on G, it is determined by its subset WF(0) n T:(G). In case 
of semisimple Lie groups, we may identify T:(G) and g by Killing form 
and may suppose that WF(0) c g. Then WY(O) is the closure of a union 
of some nilpotent orbits in g. Moreover, if 0 is an irreducible character, 
then WF(0) coincides with the closure of the union of all the wave front 
sets of the matrix coefficients of a representation corresponding to 0 
(see [ 163). In this sense we can write WY’(Q) or WF(B’). By Theorem 1.4, 
we know dim WF(Q* ) = GK-dim Q* = n [2, p. 1631. 
LEMMA 1.5 (See, e.g., [ 181). There are only two nilpotent orbits of 
dimension n in sp(n, R). And they are of the smallest dimension apart from 
the trivial orbit. 
It is easy to see that the two orbits in the above lemma are presicely 
fAd(Sp(n, R)) X,j, where X, is a non-zero root vector for a simple long 
root /I = 2~~. In the matrix form, f x2c, = 0, c O,, +1 \ 0 
PROPOSITION 1.6. WF(sZ+ ) and WF(Q- ) coincide with each other and 
are equal to the closure of the orbit of X2,,. Contragradient representations 
Q’* of L?’ have the same Gelfand-Kirillov dimension n (and the same 
Goldie rank polynomial up to a constant multiple) and their wave front sets 
WF(sZ * *) coincide with each other and are equal to the closure of the orbit 
Proof. By [ 161 or [21], one knows that for an irreducible representa- 
tion 7r, 
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where K is a maximal compact subgroup of G, and q is the projection 
g* + f* along the Cartan decomposition with respect to f = Lie(K). For 
a*, one can easily get the decomposition of Sz * I K as a representation of 
K, using the Fock realization above. We obtain 
where rj. is an irreducible finite dimensional representation of K with 
highest weight 1, and M * is given by 
M’= {%=(m+$$, 4, . . . . &YZEZ’.,}. 
Now it is clear that WF(s2+ I K) = WF(sZP 1 K). For a E R, we have 
9 
0, 
i 0” 
a 
0 
. . 
0 
0, 1 1 =- 2 -a 0 
0 
a 
0 
C 
0, 
therefore WF(s2 * ) must be Ad( Sp(n, R)) X,,, , comparing dimensions. 
By definition of WF we have WF( rc* ) = - WF(R) for any irreducible 
representation 7~. This gives the contragradient results. As for Goldie 
rank polynomials, they also come from the formula of characters of 
contragradient representations, i.e., 0 * *(g) = conj.(@ + (g)) (complex 
conjugate). Since 0 * takes real values on the neutral component of A*, 
O’*(a) = O’(a) (a E A,*). Therefore Theorem 1.4 is also valid for Q’*. 
Q.E.D. 
1.3. Representations of Clifford Algebras 
We review Clifford modules in this subsection. The readers may refer to 
[I, 61, for example. Let C,(r, S; c) (respectively C,(r, S; c)) be a Clifford 
algebra over @ (respectively R) generated by {ri, siI 1 5 is m} u {c} and 
the relations 
Yir, + rjri = 26,, sisj + sjsi = 26,, risi + sjri = 0, 
cri + rjc = csi + sic = 0. 
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We also denote by C,(r, s) a Clifford algebra with even generators 
{~~,s,ll lilm}. Th ere are precisely two distinct irreducible representa- 
tions of Czr, s; c) and only one for C,(r, s) [1, Sect. 51. Note that 
C,(r, s; c) has only one graded irreducible representation (lot. cit.). Here 
we realize them explicitly and verify that they are all “symmetric” represen- 
tations. 
Let E be an automorphism of C= C,(r, s; c) (or C,(r, s)) which sends r, 
to -ri,si to -sj and c to --c. Put C’={v~C(a(u)=v} and C’= 
{od’Ict(u)= -0). Th en it holds that C = Co@ C’ (direct sum) and C is 
a Z,-graded algebra with this grading. We say a subspace Vc C is 
homogeneous or graded if V= I’” @ I”, where I” = Vn C’ (i = 0, 1). Put 
I, = ( rl + ,/-1 s, 1 I 5 i 5 m )/generated as a left ideal in C. 
LEMMA 1.7. (1) I,, is a maximal left ideal in C,(r, s). 
(2) I,, is a maximal homogeneous Left ideal in C,(r, s; c), while it is not 
a maximal left ideal. 
Proof At first, we prove that (0) 5 I,, 5 C. Clearly Z,s is not zero. We 
have 
(rj+\/--ls,)(ri+L/-lsi)= -(r,+&Tsi)(r,+fisj) for if j, 
(ri+JTsi)*=O. 
Hence it holds that 
(y,+flsi) fi (ri+JTsi)=O (for any A, 
i= I 
and this in turn means 
I,, fj (r, + J-1 sl) = 0. 
;= I 
It follows that I, 5 C. 
(1) We prove that C&r, s)/Z, is an irreducible C,(r, s) module. Identify 
C,(r, s)/Z, with a Clifford algebra C,(r) generated by (ril 1 5 is m}. The 
left multiplication of C,(r, s) induces an action p of ri and si on C,(r) = 
C&r, s)/I,~, which is given by 
p(r,)u = riu and p(s,)u = J-1 r,a,(u) (ue Cc(r)), (1.3) 
where ~1, is an automorphism of C,(r) determined by ai = (- 1)“~ ri. 
Take a non-zero VE C,(r). It is easy to see that c”,(p(r, +ns,)u)= 
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p(ri ffis,)~. This means p(r, ft/-l.s,)a does not contain Y,. Since 
~(r, + fl.s,)u or ~(r, -fls,)u is not zero, the same reasoning for 
p(ri f fi s,)u (i = 2, 3, . ..) tells us that p(C,(r, s))u contains 1 and there- 
fore u is a cyclic vector. 
(2) We identify C,(v, s; c)/Z,, with C,(r; c) as in (1). Clearly C,(r)( 1 + c) 
and C,(r)(l -c) are non-zero invariant C,(r, s; c) submodules of Cc(r; c). 
Therefore Z, is not a maximal left ideal. 
Take a non-zero u E C”,(r; c): We prove that u is a cyclic vector. Write 
v = u0 + u, c (uO E C”,(r) and u1 E CL(r)). If u0 or u, is zero, then there exists 
w  E C,(r) such that p(w)u = 1 or c, hence u is cyclic. Assume that both u0 
and u1 are not zero. Since u, is cyclic for p( C,(r, s)) (see ( 1)) we may 
assume that u = c + u1 E CL(r; c) and U, E C,(r) is not zero without loss of 
generality. Since u1 E C&(r), there exists an i such that c(~(u,) # u,. Then we 
have p(r, + fl si) u, = riu, - riEi(ul) = r,(u, - ai( # 0. Remark that 
p(ri + fl s,) kills c. Now p(ri + J-1 si)u = p(r, + fl si) u, E C,(r) is 
not zero and this is cyclic for p(C,(r, s)) by (1). 
Similarly, we can prove any non-zero u E C L(r; c) is cyclic. This means 
C,(r, s; c)/Z,~ is graded irreducible and I, is a maximal homogeneous left 
ideal. Q.E.D. 
Let fl be an anti-automorphism of a Clifford algebra C = C,(r, 3; c) (or 
C&r, s)) such that ply= 1 V, where V is a vector subspace generated by 
{ ri, si 1 1 5 i 2 m} u {c} (or { rir si 1 1 5 i 5 m}). This anti-automorphism /I is 
called transpose [ 1, Sect. 11. 
DEFINITION 1.8. Let (p, E) be a representation of a Clifford algebra C, 
over [w. We say (p, E) is symmetric if there exists an Hermitian inner 
product ( ., . ) on E such that p(x)* = p@(x)) for any x E C,, where p(x)* 
denotes the adjoint of p(x) with respect to ( ., . ). 
PROPOSITION 1.9. The graded irreducible representation of C,(r, s; c) or 
C,(r, s) is symmetric. 
Proof Since the case C,(r, s) is similar, we only treat C,(r, s; c) here. 
Realize the graded irreducible representation of C,(r, s; c) as (p, Cc(r; c)) 
as in the proof of Lemma 1.7. The actions of ri and si are given in (1.3). 
The action of c is given by p(c)u = cu (u E CJr; c)). 
We define an Hermitian inner product ( ., . ) on C&r; c) which makes 
(r,, riz . . rik 1 1 5 i, < i, < . . . < i, 5 m} 
U {ril r12 . ..r.cIlsi,<i,< . ..<i.srn} 
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an orthonormal basis for C,(r; c). Then p is symmetric with respect to this 
inner product. Let us verify it. Write r(i,, i,, . . . . ik) = ri, rr2 . . . r,k. If j is not 
contained in {i, , i,, . . . . ik} and i, < .j < i, + , , we have 
(P(rj) r(i,, 4, . . . . i,)c, r(i,, i,, . . . . j, . . . . iJc) 
= (- 1)’ (r(i,, i,, . . . . j, . . . . i,)c, r(i,, i,, . . . . j, . . . . ik)c) = (- 1)’ 
= (r(i,, i,, . . . . b)c, p(r,) r(i,, 4, . . . . j, b)c). 
Remark that the existence of c does not concern the result. Since the other 
pairings of the basis vanish, we conclude that p(ri) is symmetric. For s,, we 
have 
(p(si) r(i,, i,, . . . . i,)c, r(i,, i,, . . . . j, . . . . ik)c) 
= (J-1 r,r(i,, i,, . . . . i,)c, r(i,, i,, . . . . j, . . . . ik)c) = Ji (- I)‘, 
while 
(r(i,, i,, . . . . i,)c, p(sj) r(i,, i,, . . . . j, . . . . ik)c) 
= (r(i,, i,, . . . . i,)c, -J-r rjr(i,, i,, . . . . j, . . . . ik)c) = J-r (- 1)‘. 
Hence ~(3,) is symmetric. For c, we get 
(P(C) r(i,, i2, . . . . h), r(i,, i2, . . . . Gk-) 
= (cr(i,, i,, . . . . ik), r(i,, i,, . . . . iJc) 
=(-l)‘= (r(i,, i,, . . . . ik), cr(i,, i,, . . . . ik)c) 
= (r(i,, i,, . . . . 41, P(C) r(i,, i,, . . . . ik)c), 
and the other pairings of the basis vanish. So p(c) is symmetric. Since 
all the generators {ri, s, 1 1 5 i 5 m} u {c} are expressed by symmetric 
operators, the representation p is symmetric. Q.E.D. 
2. GRADED LIE ALGEBRAS 
2.1. Definition and Basic Notions 
Let K be a field. We assume ch K# 2, and sometimes avoid “bad” 
characteristics. We are mainly interested in the case where K = R or @ 
(field of real numbers or complex numbers). 
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For an abelian group I-, a map E: TX r + K is called a commutation 
factor if it satisfies 
for arbitrary a, B, y  E K 
DEFINITION 2.1 (E.g., [ 251). A r-graded (non-associative) algebra 
L= eyei- L, with multiplication [ ., .] is called an E graded Lie algebra 
( =aGLA) if the bracket product [ ., .] satisfies the following 
CL? &I c -L+p (4 13 E n 
[A, a = -4% P)C& Al (AEL,, BE&), 
4Y, a)CA, C4 Cl 1 + 44 P)C4 cc Al 1 
+ 4P, Y)CC, CA WI = 0 (AEL,,BELD,CEL,). 
(2.1) 
(2.2) 
(2.3) 
Condition (2.1) requires nothing but that L is a r-graded algebra. 
Conditions (2.2) and (2.3) are called E skew symmetry and E Jacobi iden- 
tity, respectively. 
EXAMPLE 2.2. If we take r = Z, and &(a, /I) = ( - l)“B, then EGLA is a 
Lie superalgebra. Sometimes taking r = Z is more convenient (see [7]). 
EXAMPLE 2.3. If we take &(a, B) = 1 for any a, b E r, then EGLA means 
nothing but a usual r-graded Lie algebra. One of the most interesting 
r-gradings is given by a root space decomposition of a semisimple Lie 
algebra. Let L be a semisimple Lie algebra over an algebraically closed field 
K and h its Cartan subalgebra. Then L has a root space decomposition 
L=bO 1 L,, 
2 EA 
where L,= {x~L~[h,x]=a(h)x(h~lj)} for aelj* and A= {a~t)*\(O}/ 
L, # (0)). Let r= Z[A] E K[A] = f)* ( root lattice). Then L is r-graded, 
more presicely, [Lb, LD] s L, + B if a+/?eA and [L,,L,]=(O) if 
CI + j $ A. For these well-known facts of semisimple Lie algebras, see [ 173, 
for example. 
For an EGLA L, we define the universal enveloping algebra U(L) as 
follows. Let T(L) be a tensor algebra with grading 
T,(L)= 1” L,, 0 L,, 0 . . . 0 L,“. 
z=cz,+r,+ ‘-. i-z, 
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Then clearly T(L) is a r-graded associative algebra. Let I be a bi-ideal of 
7’(L) generated by the elements 
X@Y-45, V)YOX- t-x, yl (XEL,, YE&). 
Since I is generated by homogeneous elements, I is homogeneous. We put 
U(L) = T(L)/Z. 
U(L) is an associative r-graded algebra and L is naturally imbedded into 
U(L). Moreover it holds that 
cx, Yl = XY - 4539) YX @EL:, YE&) 
in U(L). 
2.2. Some Examples of E Graded Lie Algebra 
In this subsection we give some general examples of EGLA, which is 
necessary for later sections. 
Let A be a r-graded associative algebra so that A is a direct sum of 
r-graded subspaces A = 0, A, and the multiplication is compatible with 
the grading: 
If we put 
AJ,sA,+, (4 BE f ). 
LX, Yl =XY-E(‘k V) YX (xEA<, YEA,), 
then with this bracket product, A is an EGLA. The only thing to check is 
the E Jacobi identity (2.3) but this is a consequence of routine calculations. 
Note that A is considered as an EGLA for arbitrary commutation factor E. 
Let V be a f-graded vector space: V= eytr V,. Then the endo- 
morphism algebra gl( V) of P’ has natural r-graded algebra structure: 
Since gI( V) is a f-graded algebra, it is an EGLA by the above manner. We 
denote this EGLA by gI( V; E) or simply by gl( I’) if there is no confusion. 
DEFINITION 2.4. Let L be an EGLA and V a r-graded vector space. We 
call a homomorphism p: L -+ gl( F’; E) a representation of L. 
Remark. Usually we consider V to be a complex vector space and, with 
some embedding K -+ @, we speak about a representation (p, V) of L. In 
this situation, of course, we assume that ch K = 0. 
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Let h be a bilinear form on a f-graded vector space V. We say that h 
is E skew symmetric if b satisfies 
b(x, Y) = --E(<, 9) My> -u) (XE v,, YE v,,. 
Using this h, we can construct an EGLA H( V; b) which we call E Heisen- 
berg algebra. Put 
H(V;bL= 
i 
V, (a E r, a #O), 
v oKz 
0 (a = 01, 
where z is a symbol so that Kz is a one dimensional K-vector space. Define 
a bracket product [ ., .] as follows: 
Cx, ~1 = bfx, .Y)Z (A YE V), 
[H(V;b),z]=[z,H(V;b)]=O. 
E skew symmetricity of the bracket follows from the fact that b is E skew 
symmetric. E Jacobi identity trivially holds since the successive bracket of 
any three elements in H( V; b) reduces to zero. Now one concludes that 
H( V; b) is an EGLA. 
Remark. If r= (0) (trivial group), then H( V, b) is a usual Heisenberg 
Lie algebra. Similarly a subalgebra H( V; b), is a Heisenberg Lie algebra. 
Let us consider a superalgebra case, i.e., r= Z, and E(CL, 1) = (- I)@. If 
K is algebraically closed and b is non-degenerate of homogeneous degree 
zero (see Section 3 for an exact definition), then we can take a basis 
{a,, a*} of V,, and {bi, b,f+} u {c) of V, (c appears only when dim V, is 
odd) such that 
b(ai, u,?) = -b(u,+, a;) = S,,, b(u,, a,) = b(uf, a,*) = 0, 
b(b,, 6:) = b(bf, b,) = d,, b(bi, hi) = b(bT, bf ) = 0, 
and if V, is of odd dimension then 
b(c, c) = 1, c is orthogonal to {b,, b,*}. 
Now we conclude that H( V; b) is generated by {a,, u* 3 u {b,, b,*) u (c} 
with relations 
[ai, al”] = [bj, b:] + = 6,z, 
all the other commutators of {a,, a*} u {b,, b,?} vanish, 
and in case dim V, is odd, then in addition 
Cc,cl+=z 
4x1 129 I-17 
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Here [ ., .] + is used in order to emphasize the symmetric property in the 
brackets. In physics, { ai, a* } u {h,, h: } u c re { } p resent operators on some 
Hilbert space and [x, y] + = xy + yx. Generator {ui, UT} is called bosonic 
and {h,, hf } is called fermionic if we identify z with 1 (identity operator) 
(see, for example, [24, Chap. 131). 
3. CLIFFORD-WEYL ALGEBRA AND ORTHOSYMPLECTIC ALGEBRA 
3.1. Definition of’ Cl@ord- Weyl Algebra 
In this section, V= @ytl- I’;, is a Z-graded vector space and h denotes 
a bilinear form on V such that 
K-G Y) = 45, II) NY, x) (-XE vi, YE V,), 
where d = + 1. We call h E skew symmetric if d = -1 and E symmetric if 
d= 1. Moreover we assume that h is homogeneous of degree zero, i.e., 
w, Y)#O (XE v<, YE Vq) implies 5 + r] = 0. 
Let T(V) be a tensor algebra of V which is f-graded. Consider a bi-ideal 
Z(h) of T(V) generated by the elements 
xOy+d44, il)yO-W, ~1, 
where XE V, and y E P’,. Then Z(h) is a homogeneous ideal. In fact, the 
term x @ y + d&(5, q) y @ x is of degree 5 + q and h(x, y) does not vanish if 
and only if [ + q = 0 by the assumption that b is homogeneous of degree 
zero. 
DEFINITION 3.1. We put C = C( I’; h) = T( V)/Z(h) and call it a Clifford- 
Weyl algebra for (I’, h). 
Remark. If V, = (0) for y # 0, then C( V; h) is a Clifford algebra (respec- 
tively Weyl algebra) for e symmetric (respectively E skew symmetric) 
bilinear form h. 
We denote the projection T( V) -+ C by p. Let us consider a Z,-grading 
of T( 0 
T+(V)= C” T,,,(V)> T-(V)= C” T,,+,(O 
t1 > 0 t730 
where T,( I’) is the natural Z-grading of T( I’). Then Z(h) is also 
homogeneous for this ;2,-grading and we put C’ = p(T,( I’)). Clifford- 
Weyl algebra C is a direct sum of C * and C + is a f-graded subalgebra 
of c. 
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3.2. Orthosymplectic Algebra 
Let (V, b) be as above. We say that a homogeneous linear transforma- 
tion A E gl( V), preserves b if it satisfies 
WAX, Y) + ~(a, t) b(x, Ay) = 0 (XE v/6, ys V,,). (3.1) 
We denote by asp(b) all the sums of homogeneous linear transformations 
which preserve b: 
ow(b)= 0 ov(b),, 
aEI- 
oep(b), = {A E gI( V), 1 A satisfies (3.1)}. 
By the bracket product defined in Section 2, asp(b) is a sub cGLA of gl( V) 
and is called an orthosymplectic algebra with respect to b. 
In [25], Scheunert dealt with some structure theories of asp(b). Among 
them, we will need the following later. 
LEMMA 3.2. Assume that b is non-degenerate. Then dimension of oep(b) 
is given as 
dim asp(b) = +((dim I’)* - d &-Trace 1 ,,), 
where E-Trace denotes an E trace, d = 1 for E symmetric b and d = -1 for E 
skew symmetric b. 
Remark. An element y E r is called odd or even according to whether 
~(7, y) = -1 or E(Y, y) = 1. Then we have 
E-Trace 1 V = 1 dim V, - 1 dim V,. 
y : even y: odd 
In the case where f = Z,, E(CI, /I) = (- l)@, and K is algebraically closed, 
above algebra oep(b) is one of the simple algebras denoted by D(n, m) or 
B(n, m) (see [ 193). More precisely, we see 
(a) Let b be E skew symmetric and dim V, = 2m (necessarily even), 
dim I’, = n. Then asp(b) is of type D(n/2, m) if n is even and is of type 
B((n - 1)/2, m) if n is odd. 
(b) If b is E symmetric, change the grading of VO and Vi. Then b 
becomes E skew symmetric and we have the same results as those in (a). 
3.3. Embedding of Orthosymplectic Algebra into Clifford- Weyl Algebra 
For homogeneous elements XE V, and YE V,, we put 
mb, y)=xOy-dE(<,v)yOxE T*(V). 
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We define L(b)cC(V;6) by 
L(b) = (p(m(x, y)) / x, y: homogeneous in V)/generated as K-vector space. 
LEMMA 3.3. L(b) is a sub EGLA of C( V; b) (the bracket is considered to 
be the usual one). 
Prooj We denote p(m(x, y)) by the same notation m(x, y) (since there 
cannot be any confusion). Then we have 
m(x, y) = xy - d&(5, q) yx = 2xy - b(x, y), 
and it holds that, for x E V5, y E I’,, u E I’,, and u’ E V,, 
= 4(d&(ij, v) b(u, y) xw - E(V, v + w) b(w, y) xv 
+ d45 + YI, v + 0) 40, 5) 40, x) WY 
- 45 + I?, v + w)‘b(w, x) VY) 
= 2(b(y, v) 4x9 WI + 4rl, 0) 45, v) b(x, w) m(y, u)) 
- 2Mv1, v)(b(y, w) 4-c v) +4x, 0) NY, w)). 
The above formula tells that L(b) is closed under the bracket operation, 
hence is a sub EGLA of C( I/; b). Q.E.D. 
Remark. In the above proof, calculations are rather subtle. You must 
use the fact that b(x, y) # 0 means 5 + ye = 0 and cancel some 2s. 
Since V ‘v p(V) E C( V; b), we consider V as the subspace of C( I/; b). An 
element x of C( V; b) acts on itself as an inner derivation: ad x = [x, .]. We 
call this representation the adjoint representation of C( V; 6). 
LEMMA 3.4. The adjoint representation restricted to L(b) preserves V. 
Therefore we get a representation of L(b) on V. 
Proof: For a homogeneous v E I’,,, we have 
[m(x, y), VI = 2C.v, VI= 2tx.w - 45 + ‘I, v) VXY) 
= 2(4x v)x - 45, v) b(x> v) Y), 
where XE V,, ye V,. Q.E.D. 
We gather the above results and get 
THEOREM 3.5. The adjoint representation of L(b) on V gives an 
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homomorphism of L(b) into oep(b). Moreover, if b is non-degenerate, then 
the representation gives an isomorphism between L(b) and asp(b). 
Proof. At first we verify ad L(b) preserves b. We have, for x E I’<, 
ye I’,, VE V,,, and WE V,, 
$dCm(x, Y), 01, w) = NY, 0) b(x, w)-WL 9) W, u)b(y, w). 
At the same time we have 
$(v, Cm(x, Y), ~1) = KY, WI NV, x) - d45,v) b(x, w) b(v, Y) 
= -45 + v, q)(b(y, v) b(x, w) 
-d&t?, 5 + v) 4v, 5) 4x, ~1 J-Q, ~1). 
Now it holds that 
@([4x, Y), VI, w) + $(t + 4, v) No, [4x, ~1, ~1) 
= (1 - 4t + I], VI 45 + v, ~1) 0, v) b(x, w) 
+ 445 + v, v) E(V, 5) - 45, ~1) b(x, 0) 0, w) = 0. 
This means the adjoint representation induces a homomorphism of L(b) 
into asp(b). 
Next we assume that b is non-degenerate. Since both L(b) and oep(b) 
have the same dimension (see Lemma 3.2), we conclude that ad 1 Lu,) on V 
is faithful and an isomorphism between L(b) and oep(b). Q.E.D. 
4. REPRESENTATIONS OF E HEISENBERG ALGEBRAS 
AND ORTHOSYMPLECTIC ALGEBRAS 
4.1. Representations of E Heisenberg Algebras and Clifford- Weyl Algebra 
In this section, we assume that b is an E skew symmetric bilinear form 
on V. Recall the definition of E Heisenberg algebra in Section 2.2. The 
algebra H( V, 6) is intimately related to a Clifford-Weyl algebra C( V; b). 
LEMMA 4.1. Leta U(H) be the universal enveloping algebra of H = 
H( V; b). Then there is a natural projection $ : U(H) + C( V, 6) such that the 
following diagram is commutative: 
(: putting z = 1 
T(V@Kz)’ T( V) 
projection 
I I 
P 
U(H) A C(V;b) 
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Proof: Note that U(H) = T( V@ Kz)/Z, where 
Z= (x@y-~(5, q)y@x- [x, y]lx, yeH: homogeneous) 
generated as bi-ideal 
If we put z = 1, then a generator x 0 y - ~(5, ‘I) y 0 x - [x, y] reduces to 
zero or one of the generators of Z(b). That is d(Z) = Z(b). Now the lemma 
is clear. Q.E.D. 
Let X,. (c E K) be the set of all the irreducible representations (p, E) of H 
such that p(z) = cl E (1 E is the identity operator on E). Put X= UC t K X, 
COROLLARY 4.2. (1) A representation in X, naturally gives rise to an 
irreducible representation of C( V; b). Conversely, an irreducible representa- 
tion of C( V; b) which sends 1 to 1 determines the representation in X, and 
this correspondence gives the inverse of the first one, i.e., X, N C( V; 6) h = 
(all the irreducible representation of C( V; b)). 
(2) Zf c is a square in K\{O}, then X,.7 = X, for any s E K. 
Proof: (1) Since a representation in Xi determines the representation 
of U(H) which sends z to 1, it determines the representation of C( V, b) by 
the above lemma. This representation is clearly irreducible. Conversely take 
an irreducible representation (p, E) of C( V, b) such that z?( 1) = 1 E. Then 
we put p(x) = p(x) for x E V and p(z) = 1,. (p, E) is a representation of H 
because it satisfies the bracket relation of H. Clearly, in this way, the 
original representation in X, is recovered. If (p, E) is not irreducible then 
the corresponding representation (fi, E) of C( V; b) cannot be irreducible, 
which is a contradiction. 
(2) Let t # 0 be one of the square roots of c. For (p, E) E X,, we put 
p,(x) = tp(x) for x E V and p,.(z) = csl,. Then we have (p,, E) E X,.,. It is 
clear that this correspondence is bijective. Q.E.D. 
4.2. E Symmetric Representations and E Unitary Representations 
Let (p, E) be a representation of an EGLA L. 
DEFINITION 4.3. We say that (p, E) is an E symmetric representation of 
L if there exists a non-degenerate bilinear form ( ., .) on E which is E 
symmetric and, for any x E L,, u E E,, w E E,,, it holds that 
(P(X)U> WI = 4r, v)(v, P(X)W). (4.1) 
If the base field K is R and E is a complex vector space, then we also 
define a notion of unitarity. 
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DEFINITION 4.4. A representation (p, E) is called E unitary if there exists 
a non-degenerate E Hermitian form (., .) on E which is preserved by p(L); 
i.e., it holds that 
(P(X)& WI) = --E(k v)(u, P(X)W) (xEL~,vEE,.,wEE,). 
Here an E Hermitian form ( ., .) on E means (1) it is linear for the first 
variable and conjugate linear for the second variable, and (2) for u E E,, and 
u’ E Em , it holds that 
(u, Iv) = &(V, o)(w, u), 
where - means complex conjugation. 
In usual Lie theory, (., .) is required to b e complete and strictly positive 
definite. Completeness is not so important because we only treat the space 
of “differentiable” or “analytic” vectors for representations of Lie groups 
which is far from closed. On the contrary the difficult problem is the 
positive definiteness. We will return to this problem in Section 5.2 for the 
superalgebra case. 
4.3. Representations of E Heisenherg Algebra and Orthosymplectic Algebra 
We return to the notations in Section 4.1. For a representation 
(p, E) E X, of H( V; b), we denote the corresponding representation of 
C( V; 6) by (fi, E) (see Corollary 4.2). Since L(b) in Section 3.3 is a 
sub EGLA of C( V; b), we get a representation of L(b) by restricting (p, E) 
to L(b). In this way we obtain a representation (6, E) of L(b) from 
(p, E) E X, of H( V; b). Clearly we have 
LEMMA 4.5. Let 
(P, E) = 1” (Pi, Ej.) 
be a decomposition of (6, E) as a representation of C +. Then (pi, E,) is 
invariant under L(b) and if (pj,, E,) is irreducible for C+ then (PA, E,) is 
irreducible for L(b), too. 
We also get a result about E symmetric representations and E unitary 
representations. 
PROPOSITION 4.6. (1) I f  (p, E) E X, is an E symmetric representation of 
H( V; b), then the corresponding representation (p, E) of L(b) is E symmetric. 
(2) Assume that K = Iw and E is a complex vector space. Take an E 
unitary representation (p, E) of H( V; b) contained in X, (i= fl). I f  
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c # 0, then there corresponds naturally an E unitary representation of’L(b) to 
(~9 El. 
Proqf: (1) Let (p, E) E X, be an E symmetric representation of H( V; b) 
and ( ., .) be an E symmetric non-degenerate bilinear form. Take x E V; and 
y E V,. Then it holds that, for u E V,, and w E I’,,,, 
and 
(P(x)P(Y)u,~)=~(r,rl+v)(P(Y)u~P(~)u’) 
= 45, ? + VI at v)(u, P(Y) P(X)W) 
= E(t + V> “1 E(t, il)(U> P(Y) P(X)“‘h 
(P(Y) P(X)& W) = E(t + 4’9 “) E(% ‘t)(u> Pb) P(Y)W). 
Now for m(x, y)~L(b) we have 
(ij(m(X, Y))h ‘+‘I = @(KY + E(t, V) YX)U, ‘+I) 
= 45 + Y, v)(u, r?bY + E(<, r) YX)W) 
= 45 + rl, v)(u, i3m(x, Y))W), 
which means (p, E) is E symmetric. 
(2) It is sufficient to consider X, and XPi (see Corollary 4.2.(2)). Let 
j be one of the square roots of i. For (p, E) E Xi, put 
a(x) = ijp(x) for XE V and a(z) = 1. 
Then it is easy to see that (a, E) belongs to X,. Now the representation 
(6, E) of L(b) constructed from (a, E) is E unitary. The proof proceeds 
exactly in the same way as that in (1 ), however, the factor (ij)’ = -i plays 
an important role which assures E skew symmetry of 5(m(x, y)) with 
respect to (., .). 
For (p, E) E X i, put 
T.(X) = jP(X) for xS:V and T(Z) = 1. 
Then (?, E) is an E unitary representation of L(b). Q.E.D. 
Remark. In the case where K= R and representation spaces are com- 
plex vector spaces, the proof of the above proposition shows that X,s 2: X, 
canonically for any s E C, s # 0. 
OSCILLATOR REPRESENTATIONS 255 
5. OSCILLATOR REPRESENTATION FOR ORTHOSYMPLECTIC ALGEBRA 
In this section we only treat superalgebras over R. Thus the base field K 
is real and r= B,, ~(a, j3) = (- l)@ (LX, /I E Z,). All the representations in 
this section are representations on the complex vector spaces. 
5.1. Oscillator Representations 
We assume that the e skew symmetric bilinear form b on V= V,,@ VI is 
non-degenerate and there are bases { pk, qk 1 15 k 5 n} of V0 and 
{Y,, s,I 1 SlSrn} u {c} of V, ( c appears if and only if dim I/, is odd) such 
that 
b(P;, 4,) = -b(q,, Pi) = sij3 h(Pi3 P,)=b(q;, 4j)=03 
and {r,,s,~1~1~m}u{ } c is an orthogonal basis in V, with respect to b 
with length ,,I’? (see Section 1.3). 
CliffordPWeyl algebra C( V, b) is then generated by p, q, r: s, and c with 
relations 
Pi4j-4jPpi=6ij3 
rrrj + r,ri = 2S,, 
ris, + siri = 0, 
SiSl + sjsi = 26,, 
and all the other pairs of p, q, r, s commute with each other. In addition to 
these, if dim V, is odd, there are relations which contain c: 
c2= 1, cri + ric = 0, csi + s;c = 0, c commutes with pk and qk. 
Take a maximal homogeneous left ideal in C( V; b), which is generated 
by 
{pk-qkI 1 gksn} u {r,+is,) 15llrn) (i=JT). (5.1) 
This ideal denoted by Z,,. gives a quotient representation (p, E) (see 
Section 1.3 for the Clifford algebra part), 
E=C(V;b),/~,,.=@[z,Il~k~n]~C,(r,;cll~I~m) 
(2, = (P/c + %Jfi), 
where Cc(r,; c I 1 5 15 m) is a usual Clifford algebra generated over 174 by 
{r,ll~f~ m u c } { } d 1 t an re a ions rirj + r,ri = 26,, c2 = 1, cri + ric = 0. On 
this space E, p(p,), p(qk), p(r,), p(s,), and p(c) act as a left multiplication. 
These actions are explicitly given as follows: for f(z)@ v E @[zk 1 
l~k~n]@C,(r,;cll~l~m), 
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p(r,)(.f(z) 0 0) = .f‘(z) 0 r/u, 
P(sJ(f(z) 0 0) = f(z)@ Cfl rIcdu)), 
P(c)(f(z)Ou)=f’(z)Oc~. 
(5.2) 
Here a, is an automorphism of CJr,; cJ 1 5 12 m) which sends rk to 
(- 1)“” rk and c to c. Let us prove the above formulas. For a Clifford 
algebra part, the formulas are given in Section 1.3 (1.3). Therefore we only 
treat here a Weyl algebra part. Let A = A[p,, q, 1 1 5 k 5 n] be a Weyl 
algebra generated by (pk, qk 1 1 S k 5 PI} and the relations plqi - q/p, = 6, 
( 1 5 i, j 5 n). Put I,. = ( pk - qk 11 5 k 5 n )/generated as a left ideal. Then 
we have A/Z,. = C[z, / 1 5 k S n], where zk = (Pk + qk)/$. In fact any 
element in A can be expressed as 
c 
w,hr~Z>o(I<k~n) 
c,,b kfj, (Pk + qk)“’ fi bk - qkjh” 
k=l 
z 
c Co.0 ,il, ($ zk)uA (mod I,v). 
uk~Z>o(l<k<tt) 
Generators pk and qk act on A//,. as left multiplications and are given by 
dqk 
We deduce the formulas for n = 1. The general case n 2 2 can be treated 
similarly. For p, we prove the formula by induction on the degree of z. For 
a2 1, we have - 
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(by the induction hypothesis) 
Since J? p . 1 = (p + q)/& = z, we proved the case for degree 0. Thus the 
induction finishes the proof for p. For q, we can proceed similarly, so we 
omit it. 
Now the above representation of C( V; b) restricted to L(b) gives a 
representation of asp(b) 2: L(b). From the above explicit formula you can 
see that, as a representation of oep(h), E en(n) @ 0(2n?), the representation 
is equivalent to 
(Weil representation) @ (spin representation) 
= { (Weil repr.) 0 (plus half spins)} 
@ { (Weil repr.) @ (minus half spins)}. 
We call this representation the oscillator representation of oep(b) 
after [ 143. 
PROPOSITION 5.1. The oscillator representation (p, E) is a direct sum of 
two irreducible representations (p, E) = (p’+‘, EC+‘)@ (p’-‘, E”), where 
EC+)= W+@S+ @ W- OS-, p(+‘=pIE,+,, 
E’-‘= W-OS+ @ W+ OS-, p’-‘=pIE,~). 
Here W + and W ~ are two irreducible components of Weil representation W 
and S + (respectively S ~ ) is the space of plus (respectively minus) harf 
spinors. In the above explicit realization, we have 
Wf=@[z,z,115k,15n], W-Z c z/w+, 
IG/<rn 
S+=CO,(r,;cll~llm), S- = Ck(r,; cl 1 glsrn). 
Proof: By the proof of Lemma 1.7, as a space, a hz -gradation E( + ’ = 
E(+‘@E(+’ 
0 I is realized as 
EL”= W+@CE(r,;cl 1 slsm), 
E(f)= I c z,W+ @Ch(r,;cll Ilsm). 
I,c/<m > 
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For x, ye V,,, m(x, y) in Section 3.3 is contained in sp(n) and clearly 
preserves Eb” and E ‘1’). In the case x, y E V,, m(x, y) is contained in 
o(2m) or 0(2m+ 1). Hence m(x, y) preserves Eb” and E(I+). If XE V, and 
ye V,, then p(m(x, y))=2p(.~y) maps EL” into E\+’ and El” into EL”. 
Now we see that EC+’ is invariant under L(h). Next we prove that EC+’ is 
irreducible. Let u #O be any homogeneous element in E. Assume that 
UEE~+). Since (a/az,)(a/az,)~p(L(h)~), we can assume that r= 1 OS 
(SEC”,). Now it is easy to see that ~(L(b)~)r= Eb” and p(L(b))u= Et+‘, 
which means any non-zero II E Eh+ ) is cyclic. In the same way, we can 
prove any non-zero u E E I? ) is cyclic. 
Similarly E’ ) . is invariant and irreducible under p(L(h)). Q.E.D. 
5.2. Unitarity of Oscillator Representations 
In this section, using the results in Section 4, we give unitary representa- 
tions for orthosymplectic algebras. They are some “twist” by constant of 
oscillator representations in Section 5.1. 
DEFINITION 5.2 (Cf. Definition 4.4). A representation (p, E) of a Lie 
superalgebra L is called super unitary if there exists an E Hermitian form 
( ., .) on E such that 
(p(x)v, w) = -( - 1)” (u, P(X)U’) (xEL~,vEE,,~~~M:EE,) (5.3) 
and 
(0, w) = 0 if v+w=l, 
(0, u)>O for UE E,\(O), SJqw, w)>O for WJEE,\{O}. 
(5.4) 
Here 6 = f 1 is called an associated constant for (p, E) (see [ 111). 
We start with representations of E Heisenberg algebra H( V; h). 
DEFINITION 5.3. Let g = go 0 g, be a LSA. We call g a generalized 
Heisenberg LSA (= g-Heisenberg LSA) if there is a direct sum decomposi- 
tion as a vector space 
9o=g*ocg,~g,l 
such that g2 commutes with g, and [gi, gi] is a commutative Lie algebra. 
Of course H( V; 6) is a g-Heisenberg LSA for which g2 = V0 and 
C!3,? g*l= Lb. 
LEMMA 5.4. Assume that 9 is a g-Heisenberg LSA. Then b = 
Eel, g,l@g, is a sub-MA c!f g. 
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(1) Let (r’, F”) be a representation qf go and (7’, F’) a (graded) 
representation of 8. Suppose that 
~‘1 [g,, g,] andz’ 1 [g,, gl] arescalar operators, 
and those scalars are the same for 7’ and 7’. (*I 
Then we can construct a representation (7, F) of g in such a way that 
F= F”@ F’, 
(2) If 7’ is unitary with respect to an Hermitian form (., .). and 7’ is 
super unitary with respect to an E Hermitian form (., .), , then (7, F) is super 
unitary. 
Proof: ( 1) Since [g, , g, ] = go n h acts as the same scalar multiplica- 
tion for z” and for ti, 7 is well-defined. We must check commutation rela- 
tions. If both x and y belong to go (respectively to h), then commutation 
relations are preserved since 7’ (respectively 7l) is a representation. If 
(x, y) E gZ x h, then we have 
[7(x), 7(Y)] = 0 = 7( cx, Yl). 
Hence z preserves all the commutation relations. 
(2) If we define an E inner product ( ., ) on F = F” @ F’ by 
(u’ 0 WI, u2 0 w’) = (u’, II2 ). (w’, w2), (uk@w%Fo@F1,k=1,2), 
then it is clear that (7, F) is super unitary by this inner product. Q.E.D. 
By the above lemma, if we can construct super unitary representations 
for H( V,; b,) and H( V,; b,) (where b, = bl Vk, k = 1,2), then we obtain a 
super unitary representation for H( V; b). Since H( V,; 6,) is isomorphic to 
a usual Heisenberg Lie algebra, there is only one integrable irreducible 
unitary representation (7’, F”) in XJ--~ (Stone-von Neumann theorem). 
We gave a Fock type realization of (r’, F”) in Section 1.1 (1.1). 
Next we consider a super unitary representation (7 ‘, F’) of H( V, , b, ). 
Take the irreducible graded representation (p, F’) of a Clifford algebra 
C( V, ; 6,) construc’ted in Section 1.3 (see Prop. 1.9). Let ( ., ) be an 
Hermitian inner product which makes (p, F’) symmetric. We define an E 
Hermitian form (., .) by 
ifxand ye FA, 
ifxandyEF:, 
otherwise. 
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It is easy to see that the form (., .) satisfies (5.4) for 6 = - 1. Put 
.rl(u)=jp(u) (UE VI) and r’(z) = J-1 (scalar operator), 
where j is a square root of 0. Then (z’, F’) is a super unitary represen- 
tation of H( V, ; b, ). In fact, for u E V, , x E F,!,, and y E F:, we have 
(Tl(U)X, y) = J-r (z’(u)4 Y> = J-1 (jP(Ub, Y> 
==jJz (x, ,o(u)y) = -(x, jp(u)y> = -(x3 t’(u)JJ), 
where we use conj.(j) = -fl,j. For XE F: and y E FA, we have 
W(u)x, Y) = (~‘(uk Y> = (jdub-, Y > 
=.Xx, P(U) Y> = J-1 <x3 Mu) y> = (4 T’(u) y). 
If x and y have the same grade, then both (r’(u)x, y) and (x, r’(u)y) 
vanish and hence (5.3) trivially holds. For z, it is easy to see that 
(rl(z)x, y) = -(x, r’(z) y) holds for any x, YE F’. 
Now form a super unitary representation (7, F) of H( V; b) as in 
Lemma 5.4, using (r’, F”) and (T’, F’), and we obtain a super unitary 
representation (?, F) of oep(h, R) by Proposition 4.6(2). We summarize 
THEOREM 5.5. The representation (f, F) of osy(h, R) constructed from 
the representation (t, F) of C( V; h) given below is super unitary, 
F=F,@F,, 
F,=@[z,I 1 ~k~n]@C~(r,, cl 1 sl$m), 
F,=@[z,~l~k~n]@C~(r,,~~llllm), -- 
and the operators are given by 
dpk)(f(z)O~)= -j($(zk+&)f(z))@u3 
p(qk)(f’(z)Ou) = J-rj -!- (v/z(zk-&)f(z))W4 
dr,)(f(z)O 0) = f(z) 0 r/u, 
p(s,)(f(z)Ou)=f(z)OJ- 1 r,a,(u), 
p(c)(f(z)Ou)=f(z)Ocu, 
where c does not appear if dim V, is even. 
OSCILLATORREPRESENTATIONS 261 
Remark. As is the case in oscillator representations, the super unitary 
representation in the above theorem is not irreducible and has two 
irreducible components. 
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