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Abstract— Dictionary learning is a branch of signal processing
and machine learning that aims at expressing some given training
data matrix as the multiplication of two factors: one dense matrix
called dictionary and one sparse matrix being the representation
of the data in the dictionary. The sparser the representation, the
better the dictionary. However, manipulating the dictionary as a
dense matrix can be computationally costly both in the learning
process and later in the usage of this dictionary, thus limiting dic-
tionary learning to relatively small-scale problems. In this paper
we consider a general structure of dictionary allowing faster ma-
nipulation, and give an algorithm to learn such dictionaries over
training data, as well as preliminary results showing the interest
of our approach.
1 Introduction
The use of a dictionary to sparsely represent a certain type of
data goes back to almost two centuries with the Fourier trans-
form that was designed to sparsely represent heat flow at that
time [6]. The Fourier and the Hadamard transforms, as well as
the wavelets to cite just a few rely on a ”simple” mathematical
formula that has been shown to yield fast algorithms [5, 9].
On the other hand, more recently have arisen algorithms that
learn a dictionary directly over training data, without using an
analytical formula (see [11] and references therein for a survey
on the topic). They consider some data matrix X ∈ Rd×n,
which is the collection of n training vectors xi ∈ R
d, and can
be approximated sparsely in a certain dictionary:
X ≈ DΓ, (1)
Γ having sparse columns. Such algorithms provide dictionaries
that are well adapted to the data but they do not lead to fast
algorithms because of the lack of structure of the dictionary,
and storing D as a dense matrix may be impractical.
Bridging the gap between analytical dictionaries that are not
necessarily well adapted to the data at hand but lead to fast
algorithms, and learnt dictionaries that are very well adapted
to the data but do not lead to fast algorithms is an important
challenge. The dictionary learning community started recently
to tackle the problem, mainly in [12] and [4], where the authors
introduced new dictionary structures. The model we introduce
below generalizes these works, as we will see in Sec.2.
In this paper we build on the very simple observation that
the fast algorithms used to apply analytical transforms like the
FFT or the DWT can be seen as consecutive multiplications of
the input vector by sparse matrices. This fact implies that the
analytical dictionaries associated with such fast transforms can






This structure is precisely what makes possible the appear-
ance of fast algorithms (such as the butterfly FFT for example).




Ai = A1 · · ·AN
Knowing that, it makes sense to learn a dictionary that has this
form and is the product of several sparse matrices, making it
intrinsically fast and easier to store. The problem at hand is
unfortunately highly non-convex and the sparsity constraint is
non-smooth, but recent advances in optimization like the algo-
rithm proposed in [2] can be adapted to such problems with
convergence guarantees as we will show in the next sections.
2 Model and optimization problem
Notation Throughout this paper, matrices are denoted by
bold uppercase letters: A. Vectors are denoted by bold low-
ercase letters: a. The ith column of a matrix A is denoted by:
ai. Sets are denoted by calligraphical symbols: A.
As stated in the introduction, we propose a new dictionary
structure that intrinsically leads to fast algorithms although the
dictionary is learnt over some training data. Our goal is to find
a dictionary that sparsely represent the data, being itself a mul-
tiplication of sparse matrices.
2.1 The matrix factorization point of view
Let D ∈ Rd×a be our dictionary with a atoms and
Γ ∈ Ra×n the corresponding sparse representation matrix such
that X ≈ DΓ. In order to meet the requirements and be intrin-
sically fast, D must take the form of equation (2), where the Sjs
are sparse matrices in Raj×aj+1 with a1 = d and aM+1 = a.
Now if we say that Γ is now called SM+1 for ease of notation,






We see with this equation that our structured dictionary learn-
ing problem amounts to a factorization of the data matrix into
M + 1 sparse factors. Actually, this model is quite general and
can encompass those introduced in [12] and [4] as we will see.
Such a multifactor representation of a data matrix has been in-
troduced in the NMF framework in [8], for deep learning in
[1, 10] and statistics in [7, 3].
2.2 Optimization objective
The proposed structured dictionary learning problem can be ex-
pressed as a constrained optimization problem. In its most gen-
















Subject to Sj ∈ Uj , ∀j ∈ {1 · · ·M + 1},
(4)
where the Ujs are the sets in which each factor should lie.
In [12], the authors propose to constrain each atom of the
dictionary to be a sparse linear combination of the atoms of a
so-called base dictionary. This base dictionary is assumed to
be asociated with a fast algorithm (it takes the form of equation
(2)), thus leading to fast manipulation of the whole learnt dic-
tionary. It is actually equivalent to solving the problem (4) with
the M − 1 leftmost factors being known (the base dictionary),
SM and SM+1 = Γ to estimate, and UM and UM+1 denoting
sparsity constraints. They give an algorithm to estimate jointly
the dictionary and the representation. However, such a struc-
ture constrains the dictionary to be close to the base dictionary
and thus does not provide full adaptability.
In [4], the authors constrain each atom in the dictionary to
be the composition of several circular convolutions with sparse
kernels, thus leading again to fast manipulation of the learnt
dictionary. They give an algorithm to estimate the dictionary
knowing the representation and the support of each kernel. It
is actually equivalent to solving the problem (4) with SM+1
being known, Ui, ∀i ∈ {1 · · ·M} denoting the intersection of
sparsity constraints with the set of circulant matrices, and the
support of each factor being known.
We propose to handle problem (4) in a more general form,
namely we will not assume that any factor is known, and we
will consider any Uis provided that we are able to perform the
projection onto it (note that in practice, only the Uis that are
included in the set of sparse matrices will be of interest).
2.3 Algorithm
We propose to apply an algorithm stemming from recent ad-
vances in non-convex and non-smooth optimization to problem
(4). The algorithm is introduced in [2] and called PALM (Prox-
imal Alternating Linearized Minimization). PALM is made to
handle objective functions that take the form:




fi(xi) +H(x1, . . . ,xp), (5)
where each xi ∈ R
ni is a block of variables, H is only as-
sumed to be C1 and the fis are only assumed to be proper
and lower-semicontinuous (possibly indicator functions of con-
straint sets). The idea behind PALM is to alternate updates be-
tween different blocks of variables (Gauss-Seidel), performing
a proximal gradient step for each block. PALM is guaranteed
to converge to a critical point of the objective function.
Problem (4) is obviously non-convex and thus the algorithm
introduced in this paper is not guaranteed to converge toward
the global minimum. Adapting PALM to the structured dictio-
nary learning problem we just introduced is quite straightfor-
ward. One option is to take each Sj as a block of variables, so
that H is the objective function of problem (4) and the fis are
the indicator functions of the sets Uj . The proximal operator
of the indicator function of a set X reducing to the projection
operator onto this set PX (.), the adaptation of PALM to our
problem is given in Algorithm 1, where cij is a stepsize depend-
ing on the Lipschitz modulus of the gradient ∇SjH (see [2] for
more details).
Algorithm 1 PALM for structured dictionary learning
for i ∈ {1 · · ·Niter} do
for j ∈ {1 · · ·M + 1} do
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3 One practical example
Choosing the sets of constraints Uj is crucial in order to avoid
as much as possible local minima, but in order to have a fast
dictionary, they have to be subsets of the following (set of kj-












In further work, we intend to set constraints such as the combi-
nation of sparsity and orthogonality, or some sort of structured
sparsity, because we observed that the factorizations of the most
famous analytical dictionaries are of this type.
However in this paper we will consider the simplest con-
straints, namely we just want the matrices Sjs to have at




. In this simple configuration, the projection operator
PUj (.) is simply the hard thresholding operator that sets all but
the kj greatest entries (in absolute value) to zero.
Complexity savings In the setting we just described, the mul-
tiplication of a vector by the dictionary or its adjoint (and its
storage) would cost O(
∑M
j=1 kj) operations instead of O(da)
operations for a dictionary without structure. The interest here
is twofold: first at the learning stage since this algorithm re-
quires multiplications by the dictionary at each iteration, sec-
ond at the usage stage since it involves again multiplications
by the dictionary and its adjoint. It is thus necessary to tune
M and the kjs in order to have a significant complexity gain,
namely
∑M
j=1 kj ≪ da. For example in the FFT case with
d = a = 2P , P ∈ N, the dictionary is factorized into
M = log2 d factors that are all 2d-sparse, thus we perform
multiplication in O(2d. log2 d) operations instead of O(d
2).
Preliminary result We are still testing different settings for
the algorithm, but it shows promising results in tasks such as
denoising. To illustrate this, we present an example of result
with d = 8, a = 20, n = 100, M = 3, k4 = 100, k1 = k2 =
k3 = 20 and Niter = 1000. We generated randomly some data
matrix X0 following the model of equation (3) and we added
white Gaussian noise B with a signal-to-noise ratio of 6dB to
obtain X = X0+B. We ran Algorithm 1 in order to obtain X̂0.
We repeated the experiment 100 times and got an output signal-
to-noise ratio of 7.7dB in average. We also made the interesting
though expected observation that in approximation task (when
we just want to factorize some matrix in sparse factors), there
is a trade-off between sparsity of the factors and expressiveness
of their product: the more non-zero entries we allow, the better
the performances are, but the complexity is also increased.
4 Conclusion
In this abstract, we first presented the dictionary learning prob-
lem and the growing concern in the community to make it more
computationally efficient. We then introduced a new model
that is a generalization of two previously existing ones and that
leads to intrinsically fast dictionaries. We presented an algo-
rithm with convergence guarantees to a stationary point that is
able to learn such type of dictionary over some training data.
We finished by showing briefly some preliminary results of our
approach. In the future, we intend to set new configurations for
this method. We could for example modify the constraints in
order to avoid as much as possible the numerous local minima
inherent to the problem.
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