In this paper, we propose a novel algorithm for video quality adaptation in HTTP Adaptive Streaming (HAS), based on Online Convex Optimization (OCO). The proposed algorithm, named Learn2Adapt (L2A), is shown to provide a robust adaptation strategy which, unlike most of the state-ofthe-art techniques, does not require parameter tuning, channel model assumptions, or application-specific adjustments. These properties make it very suitable for mobile users, who typically experience fast variations in channel characteristics. Simulations show that L2A improves on average streaming bit-rate without impairing the overall Quality of Experience (QoE), a result that is independent of the channel and application scenarios.
I. INTRODUCTION
Video streaming accounts nowadays for more than 60% of the global Internet traffic, a percentage projected to reach a striking 78% by 2021 [1] . While mobile video streaming is advancing at equivalent growth rates, optimal quality adaptation over fluctuating wireless channels remains, as of today, an elusive task. The goal of this paper is to offer a novel perspective on the problem from the point of view of OCO.
To facilitate the increasing demand of multimedia consumption, the MPEG Dynamic Adaptive Streaming over HTTP (DASH) standard [2] has been adopted as the de-facto video content delivery method, gaining significant popularity as it allows to distribute video while reusing existing web service infrastructures. According to DASH, the video content is first encoded at multiple quality representations (e.g., multiple resolutions to meet the diverse display capabilities of different types of user devices) and is made available on a HTTP server. Each quality representation is organized in smaller files called segments, each segment typically accounting for a few seconds of video. A client desiring to access a video, initially fetches a manifest file from the server, that contains the description of the segments (available representations, rate of each segment, etc.). Then, in the context of clientside adaptation, the client sequentially selects the quality for each segment via an adaptation algorithm and independently requests and downloads every segment at a finite-sized queue, known as the buffer. While a higher quality leads to a better video experience, a lower quality allows video consumption over weaker channels. Thus, adapting the quality for each segment is essential for optimizing video streaming experience over wireless channels. An adaptation algorithm is, in essence, an optimization solution with the objective of maximizing the video quality, while at the same time ensuring uninterrupted streaming. As no particular adaptation algorithm is specified in the DASH standard, a plethora of proposed algorithms exists in both scientific literature and actual industry practices.
Primarily, heuristic approaches have been proposed, that are mainly classified into three categories according to the input dynamic considered for adaptation. First, rate-based methods [3] estimate the available channel rate to decide on the bitrate of the streamed video. Second, buffer-based methods [4] use application level signals, such as the instantaneous buffer level to perform the adaptation. Third, hybrid methods take into account cross-layer information [5] .
A performance evaluation of adaptation algorithms in wireless networks [6] showed that such fixed-rule schemes may require parameter tuning according to the considered network or user scenario, and thus cannot generalize well beyond a certain scope of usage. Recent adaptation algorithms, in an effort to overcome this limitation, resort to learning techniques such as reinforcement learning [7] , dynamic programming [8] or neural networks [9] to attain optimal quality adaptation. However, their practical implementation on mobile devices may be hindered by the complexity of exploring the complete optimization space or energy-demanding architectures.
OCO has emerged [10] as a very effective online learning framework, that is also suitable for mobile deployment, in terms of resource requirements. OCO is an online optimization method, where an agent learns to make sequential decisions in order to minimize an adversarial loss function, unknown at decision time. OCO is "model-free" , as no assumption is required to be made for the statistical model of the channel, while at the same time it provides tractable feasibility and performance guarantees [11] . Having already been proposed for problems such as cloud resource reservation management [12] and dynamic resource network allocation [13] , it represents an appealing candidate for optimization of HAS as well. However, the actual application of OCO in HAS is not a straightforward task. Given that HAS optimization has a discrete decision space (set of qualities for every segment) and instantaneous state-dependent constraints (finite-sized buffer queue), it does not fall directly in the class of OCO problems.
This work provides multiple contributions towards formulating the HAS optimization problem under the OCO framework. First, we model the adaptive streaming client by a learning agent, whose objective is to maximize the average video rate of a streaming session. Second, we fulfill the OCO requirement that both the set of decisions and constraint functions must be convex by a) allowing the agent to make decisions on the video quality of each segment, according to a probability distribution and by b) deriving a set of convex constraints associated with the upper and lower bound of the finite buffer queue. We achieve the latter by making a relaxation to an unbounded buffer that adheres to time-averaging constraints. Third, we model the channel rate evolution by an adversary, that decides the cost of each decision only after it has been taken. We eventually solve the HAS optimization problem by proposing Learn2Adapt (L2A), a novel, online-learning, adaptation algorithm based on the OCO theory. In our tracebased simulations, our proposed method proves to be robust, providing consistently higher average rate when evaluated against reference state-of-the-art HAS algorithms in a wide spectrum of possible network and streaming conditions.
II. SYSTEM MODEL
This section introduces the model for the media content and client operations used in the rest of this work.
Let us assume that a video content of duration D seconds is stored on a server organized in the form of T = ⌈D/V ⌉ segments, each of constant playback duration V . Each segment is encoded at N quality representations at increasing target rate R = (R 1 , . . . R N ). For a given quality level n, the actual size of the t-th segment (t ∈ [1, . . . , T ]) -denoted S t,n and measured in bits -is a function of the segment content, even under the assumption of constant bit-rate video coding. The client issues a request to the server, for the t-th segment and then waits for that segment to be fully downloaded before requesting the (t + 1)-th segment. In the following, we refer to the, typically variable, interval between two consecutive requests as a decision epoch. Since the content is downloaded in T segments, T is also the total number of decision epochs, referred to as the horizon. At the beginning of the t-th epoch, the client requests the quality representation level x t ∈ X = {1, . . . N } for segment t, corresponding to target encoding bitrate R xt ∈ R for segment t.
The downloaded segments are stored in a buffer whose size may only temporarily exceed an upper bound B max , e.g. due to memory constraints of the mobile device. Let B t represent the buffer level at the beginning of the t-th epoch, measured in seconds of video. Upon downloading the t-th segment, B t increases by V seconds, where V is the segment duration (same for all segments). Due to playback, B t is also consumed at unit rate for the duration of the epoch (as long as B t > 0). Since the epoch duration is equal to the segment size over the channel rate S t,xt /C t , the buffer evolves according to:
where 
St,x t Ct + + V < B max , the (t + 1)-th segment is requested immediately and ∆ t = 0. Otherwise, the request for the (t + 1)-th segment is delayed by ∆ t seconds, to allow the buffer to drop to B max . This delay protects against buffer overflow incidents, which occur when the buffer surpasses B max . A buffer underflow occurs when the instantaneous buffer level drops below zero, causing a stall in the video playback, an event that significantly degrades the QoE. In the next section we provide a machine learning framework which allows us to design a simple learning algorithm that provably optimizes video quality subject to keeping the buffer asymptotically away from the two limits.
III. ADAPTIVE STREAMING PROBLEM FORMULATION
This section provides an algorithmic solution based on the theory of OCO. In order to cast the video streaming optimization problem as an OCO with budget constraints problem, we first propose a relaxation on the finite buffer queue and then we modify the formulation to convexify the decision space. Next, we present our online-learning algorithm Learn2Adapt (L2A), based on gradient descent, and we provide theoretical guarantees for its performance.
A. OCO formulation
Our first step is to define our problem as a constrained OCO, where the goal is to minimize the cumulative losses T t=1 f t (x t ) (referring to quality) while keeping the cumulative constraint functions T t=1 g i t (x t ), ∀i = 1, 2, negative (referring to buffer underflow and overflow); see also the relevant literature [14] , [15] . In the OCO framework, functions f t , g i t ∀i = 1, 2 are chosen by an adversary and are unknown at decision time. We will relate these functions to the random evolution of the channel rate C t , which is not adversarial. Nevertheless, the adversary setting is general enough to include any -potentially time-varying -distribution of C t , which in turn bestows on our algorithm superior robustness. Next, we explain how these functions are used in our system.
Recall the set of encoding levels X , and let x t ∈ X be the decision for the encoding level of the segment to be downloaded in epoch t. Consider the following functions:
where (2) expresses the penalty for using the corresponding encoding level (high encoding yields smaller losses), and (3) express the buffer displacement, which will be used to model the buffer underflow and overflow constraints (with (4)). A high encoding level x t combined with a low channel rate C t will prolong download time buffer consumption. Since C t is unknown at decision time of x t , it is impossible to know the values ofg i t (x t ), ∀i = 1, 2. Our approach therefore, is to learn the best x t based on our estimation ofg i t (x t ), ∀i = 1, 2. To cast the above problem as OCO with budget constraints, the following complications need to be resolved. First, we provide a relaxation to the hard constraints of the buffer model. Second, we convexify the decision set by randomization, associating a probability to each decision, and we learn the probability distribution of the decisions.
1) Buffer constraints: Here we explain how we use the cumulative constraint functions T t=1g i t (x t ), ∀i = 1, 2 to model buffer underflow and overflow respectively. First, recall that the buffer evolves according to (1) and notice that ensuring 0 ≤ B t ≤ B max , ∀t, is in principle a very complicated control problem, which in the presence of unknown adversarial C t is exacerbated. To avoid computationally heavy approaches (such as reinforcement learning) and to arrive at a simple (yet robust) solution, we thus seek an alternative approach. In that direction, we treat the buffer as an infinite queue, with the simpler (compared to (1)) update rule:
By this, we allow instantaneous violation of the budget, which incurs a penalty for each constraint, according to the queue's deviation. This penalty method will maintain the buffer on the [0, B max ] range on average. Using (3)-(4), we capture iñ g i t (x t ), ∀i = 1, 2 the instantaneous buffer displacement on both directions (measured in seconds) and by requiring the cumulative constraint
we ensure that on average B t remains in the non-negative regime below B max . A benefit is that this constraint is in the realm of OCO theory, and therefore allows us to design a simple learning algorithm that provably satisfies it. Another benefit, is that in the unfortunate event of a buffer underflow, the negative part of the above expression is "used" as a protection cushion, which makes future underflows more improbable. Overall, our approach here is to apply a loosely coupled control to the buffer constraints, by tolerating instantaneous violations and ensuring that in the long-term only a few are experienced.
2) Convexification: To obtain a convex decision set, we use a convexification method based on randomization of the decision process [16] . Consider the probability simplex:
where ω i = P(x = i) denotes the probability that we decide x = i, i ∈ X . Ω is a convex set. Instead of learning to decide x t (which is selected from integers), our approach is to learn to decide a probability distribution ω t = (ω t,i ) i=1,...,N selected from Ω. Given a decision ω t , the actual encoding level will be chosen according to the computation of its expectation 1 . The functions of interest become now random processes and we must appropriately modify them by taking expectations (with respect only to ω t and not the randomness of C t ): 1 If the expectation is a number not in the set R, we round to the nearest element.
Given the loss function and constraints above we formulate the constrained OCO problem, that we solve in Section IV:
3) Regret metric: At every decision epoch t = 1, 2, . . . T the following events occur in succession:
(a) the agent computes ω t ∈ Ω according to an algorithm, (b) the agent chooses x t ∈ arg min x∈X |R x − N n=1 ω t,n R n |, (c) an adversary decides C t , and the loss functionf t (ω t ) and the constraint functionsg i t (ω t ), ∀i = 1, 2 are determined using (2)-(4), and then used to measure the actual loss and buffer displacement, (d) one of the following forms of feedback are provided to the agent: (i) the value of C t , (ii) the form of f t , g i t , ∀i = 1, 2, (iii) the value of gradients ∇f t (ω t ), ∇g i t (ω t ), ∀i = 1, 2. The feedback above is used by the agent to eventually determine the gradient vectors ∇f t (ω t ), ∇g i t (ω t ), ∀i = 1, 2. We now define the performance metric in our problem which consists of two parts: the regret of an algorithm and the i-th constraint residual, defined as:
respectively.
Here ω * ∈ Ω is a benchmark distribution, that minimizes the losses when the entire sample path and the functions f t , g i t , ∀i = 1, 2 are known, while additionally ensuring the cumulative constraints every K slots:
. . , T − K + 1, and ∀i = 1, 2.
As [14] explains, any K = o(T ) suffices to define a benchmark that can be learned and in particular taking K = T 1−ǫ , for small ǫ > 0, we ensure that the used benchmark is constrained in almost the same manner as the ideal benchmark.
If an algorithm achieves both o(T ) regret and o(T ) constraint residual, then it follows that as T → ∞ we have (i) R T /T → 0, hence our algorithm has the same losses with (or "learns") the benchmark action, and (ii) V i T /T → 0, ∀i = 1, 2, hence our algorithm ensures the average constraint. As we will see, the benchmark action is the best a posteriori action, taken with knowledge of all the revealed values of C t , and therefore learning it is both remarkable and very useful.
IV. OCO SOLUTION
In this section, we start from the constrained OCO problem defined above, and use it to design a "no regret" algorithm. We first provide the intuition behind the design, then explain the algorithm, and finally provide the performance guarantees.
As a general note, a main challenge in such problems is that the functions g i t (ω t ), ∀i = 1, 2 are not known when we take the decision of ω t , and the idea in OCO is to predict these functions using a first order Taylor expansion of g i t−1 , ∀i = 1, 2 around ω t−1 evaluated at ω t [10] :
In (8), ω t is the only value to be determined at t, whereas historical quantities ω t−1 , ∇g i t−1 (ω t−1 ) and g i t−1 (ω t−1 ), ∀i = 1, 2 are known via the obtained feedback.
Contrary to the standard (unconstrained) online gradient of Zinkevich [10] , however, our algorithm must combine the objective and the constraint functions. To this end, consider the regularized Lagrangian:
where Q i (t) is a Lagrange multiplier,ĝ i t (ω) is the prediction of the constraint function g i t (ω) from (8), V L is a cautiousness parameter,f t (ω) applies (8) to f t , α is a step-size, and ||ω t − ω t−1 || 2 is a regularizer that smoothens the decisions (this regularizer is also used in the online gradient). Parameters V L and α are tuned for convergence and their choices are given below. We mention here, that the Lagrange multiplier is updated in a dual ascent approach, by accumulating the constraint deviations:
The following algorithm takes a step in the direction of the sub-gradient of the regularized Lagrangian:
Initialize: Q(1) = 0, ω 0 ∈ S Parameters: cautiousness parameter V L , step size α 1: for all t ∈ {1, 2, . . . , T } do 2:
Here proj Ω [·] denotes the Euclidean projection on set Ω. We have the following performance guarantees for our algorithm.
Theorem 1 (From [14] ). Choose small ǫ > 0, fix K = o(T 1−ǫ ), V L = T 1−ǫ/2 , and α = V L √ T . Then, the Learn2Adapt (L2A) algorithm guarantees:
Effectively, this means that over time our algorithm learns the best a-posteriori distribution ω * , which neatly satisfies the average constraints and minimizes the cumulative quality losses. We show below that the corresponding choices x t made by sampling this distribution have extremely well performing properties for video streaming adaptation.
V. EXPERIMENTAL EVALUATION
In this section we evaluate the performance of our proposed adaptation algorithm by experimenting with real mobile network traces and video sequences. We compare its performance against two reference adaptation schemes, for two separate streaming applications (Video on Demand (VoD) and live streaming), under five video streaming performance metrics.
A. Experimental Setup a) Network scenarios:
We use real network traces and in particular the data-set of [17] that includes 4G channel measurements for various mobility scenarios. For our experiments, we have selected the pedestrian and car scenarios (operator A therein), as realistic cases for low and high mobility, respectively. The pedestrian scenario consists of 26 traces with an average measurement duration of 18 min, whereas the car scenario consists of 41 traces with an average measurement duration of 23 min. Complementary, we designed two synthetic scenarios (each of 20 traces). The markovian scenario emulates two channel levels (states) {0.75, 20.0} Mbps with a 0.05 state transition probability, whereas in the random scenario a channel rate in {0.37, 0.75, 1. c) Streaming scenarios: In our experiments, we consider a VoD streaming scenario and a live streaming scenario. For the VoD scenario, we considered a maximum buffer value of B max = 120s (60 segments). For the live scenario, we reduced the maximum buffer value to B max = 10s (5 segments), according to the tighter latency requirements of live streaming. All the figures below concern the case of VoD, while the results for the live streaming scenario are presented in Table II . d) Algorithms: We compare our method, L2A against RB, a rate-based method and BB, a buffer-based method, following the design principles and parameters selection found in [3] (Panda therein) and [4] (BBA-Others therein), respectively. These adaptation methods are widely used in the research community and industry, each as the best performing method of their class [6] . Regarding our method L2A, the presented results consider a cautiousness parameter V L = T 0.9 and step size α = V L √ T . We note here that in DASH, in case of a stall, τ segments must be downloaded, in order for the play-out to resume. For all algorithms we considered τ = 2. 
Bit-rate switching
Continuity Frequency of stalls e) Video streaming performance metrics: We evaluate the performance of our proposed method based on the video streaming performance metrics presented in Table I . Average rate models the average video bit-rate of the received video segments in a session, normalized over the maximum average rate obtained for the same session, for the set of evaluated algorithms A. Streaming stability models the impact of the frequency adaptation, while streaming smoothness is associated with the amplitude of adaptation, i.e the absolute bitrate difference between sequential segments. Both stability and smoothness are normalized over the maximum attainable value for each metric respectively, while I(Y) is an indicator function that is equal to one if Y is true, and zero otherwise. Additionally, we propose two metrics associated with a) the frequency of interruptions (stalls) and b) their severity (duration). With streaming consistency we measure the percentage of the user's allocated time-budget (typically equal to the video length V T ) that was spent actually consuming video content. Last, streaming continuity expresses the percentage of segments that were downloaded while play-out remained uninterrupted, assuming B 0 = 0.
B. Results
Looking at the performance evaluation results, Figure 1 shows the average over all traces of each of the four network scenarios, for five video streaming performance metrics. In particular, Figure 1(a) shows the performance of a pedestrian user (low mobility), whereas Figure 1(b) shows a user while being mobile in a car (high mobility). L2A registers significant improvement in average rate for these two scenarios, while at the same time it offers consistent (i.e without interruptions) streaming with equivalent continuity, i.e. all methods experience brief stalls during periods of very poor channel quality. In Figure 2(a) , a sample path for the channel rate and the rate selection for each method is presented for a randomly-selected car-mobility trace. L2A learns the volatile channel distribution, in order to re-actively provide the highest video rate (optimization objective) and to proactively protect the buffer from underflowing (constraint), as shown in Figure 2 (c). This agile 'adaptive behavior' comes only at a marginal cost in smoothness (i.e. rate distance between consecutive decisions). This tradeoff is in essence in rapport with HAS optimization principles. L2A is robust against the channel fluctuations and doesn't require any assumption on the channel rate distribution, thus a markovian or a uniformly distributed channel distribution, can provide additional foundation to this claim. As expected, L2A performs up to 50% better in average rate for both these network scenarios; a result that is mirrored in Figure 1 (c) and Figure 1(d) . Looking at the consistency and continuity metrics of Figure 1 (c) and Figure 1(d) , or at the buffer sample path in Figure 2(d) ; where multiple stall events take place for RB or BB, we claim that L2A consistently manages to offer high To further support the advantage of online learning against heuristic approaches, we have synthesized an additional network scenario based on a combination of the pedestrian and car traces, where we combine traces of each class to create a scenario where the user walks for a period of time and then becomes mobile in a car. We have concatenated traces to extend the streaming session duration (horizon) in order to simulate more complex, yet realistic and longer mobility scenarios. Figure 3 (a) presents the K-slot regret metric of Section III, for K = T 0.9 . L2A achieves better regret, for any streaming horizon (sub-linear regret), a result that is anticipated from Theorem 1.
Regarding the constraint residual, we examine in particular the case of underflow (Figure 3(b) ), as stalls are the most important events that can significantly affect the streaming experience. Potential buffer overflows can be easily tackled by simply inducing a short delay before requests according to (1) . Figure 3(b) , shows that L2A's constraint residual grows slower than the horizon (sub-linear violation); as expected from Theorem 1. Table II presents results for the case of live streaming, where now B max = 10s. Such extremely small buffer values are commonly used in industry for live streaming, given its strict delay requirements. Table II shows that although BB achieves higher average rate, it is not able to compete with other methods, primarily in terms of stability and smoothness. On the contrary, L2A manages to provide up to 30% higher live streaming video rate, when compared to RB in all network scenarios, while performing equally well in all other metrics. Online learning methods have -by design -less dependency on the buffer length, when compared to buffer-based methods. They are also more reactive to throughput fluctuations, unlike rate-based methods that are as efficient as their throughput estimation module.
VI. CONCLUSIONS
In this work we present L2A, a novel rate adaptation algorithm based on online learning. Overall, our proposed method performs well over a wide spectrum of streaming scenarios, due to its design principle; its ability to learn. It does so without requiring any parameter tuning, modifications according to application type or statistical assumptions for the channel. The robustness property of L2A allows it to be classified in the small set of adaptive streaming algorithms that mitigate the main limitation of existing mobile HAS approaches; the dependence on statistical models for the unknowns. This is of significant relevance in the field of modern HAS, where OTT video service providers are continuously expanding their services to include more diverse user classes, network scenarios and streaming applications.
