This paper develops the asymptotic theory for residual-based tests and quasi-likelihood ratio tests for cointegration under the assumption of infinite variance errors. This article extends the results of Phillips and Ouliaris (1990) and Johansen (1988 Johansen ( , 1991 which are derived under the assumption of square-integrable errors. Here the limit laws are expressed in terms of functionals of symmetric stable laws rather than Brownian motion. Critical values of the residual-based tests of Phillips and Ouliaris (1990) and likelihoodratio-based tests of Johansen (1991) are calculated and tabulated.
Introduction
A considerable literature has developed in the recent years for the analysis of cointegration, see e.g. Engle and Granger (1987) , Phillips and Ouliaris (1990) , Phillips and Hansen (1990) , Johansen (1988 Johansen ( , 1991 , Johansen and Juselius (1990) , Hansen (1992) . The commonly used tests for cointegration are the residualbased Z K M and Z K R tests of Phillips and Ouliaris (1990) and the likelihood-based trace and maximum eigenvalue statistics of Johansen (1988 Johansen ( , 1991 . The distribution theory used to evaluate these test statistics is based on the assumption of square integrable disturbances.
In this paper we investigate whether these tests are robust to infinite variance errors. It may not be immediately obvious that in economics we can find variables with infinite variance. Mandelbrot (1963 Mandelbrot ( , 1967 shows that certain commodity prices have large variances so that it may be assumed infinite. Fama (1965) notes that the empirical distributions of stock price changes are leptokurtic, and they are governed by stable laws. Recently, McCulloch (1996a,b) argued that financial asset returns are the cumulative outcome of the economic agents decision over time and finds that the returns of the stock prices can be governed by stable laws.
There also have been two recent studies using developing country data sets. Koedijk and Kool (1992) investigate the empirical distribution of black-market exchange rate returns for seven East European currencies focusing on the tails of the distribution. Their results support the existence of finite second moments in exchange rates only for 4 of the seven countries. Another study that examines the black-market exchange rates for 12 Latin American countries is by Akgiray et al. (1988) . Strong evidence is found to support the infinite variance hypothesis. This may be the case because of adverse balance of payments, exchange rate and capital controls, large budget deficits. They then argue that constructing a foreign exchange rate position for a country given the nonexistence of a variance might not be easy. These results show us that allowing for infinite variance processes in economic analysis may be prudent.
The aim of our paper is to develop the asymptotic distribution of the residualbased and quasi-likelihood-based tests for cointegration under the assumption of weakly dependent errors with infinite variance. We find that the limit law for the Z K M and Z K R tests of Phillips and Ouliaris (1990) and the trace and maximum eigenvalue test statistics of Johansen (1988 Johansen ( , 1991 under infinite variance errors not only consist of functionals of symmetric stable laws but, in the case of Johansen (1991) , also involves the quadratic variation of a symmetric stable process. The limit laws depend on the index of stability and the number of variables in the system. This work extends the results in Phillips and Ouliaris (1990) and Johansen (1988 Johansen ( , 1991 , which are derived under the assumption of finite variance errors, to the case of infinite variance errors.
Since the tests for cointegration depend on the assumption of square-integrable disturbances, it is unknown whether these tests are robust to infinite variance errors or not. We answer this question by calculating the size distortion induced by mistakenly using the conventional critical values of Phillips and Ouliaris (1990) and Johansen (1988 Johansen ( , 1991 . We find that the Phillips and Ouliaris (1990) Z K M and Z K R tests for cointegration are more robust to infinite variance errors than the Johansen tests. The size distortion that is found biases the tests towards the alternative hypotheses of cointegration. These findings can be important in the empirical research. For example, if we would like to test whether the purchasing power parity holds between two Latin American countries and if we conduct cointegration tests the results may be different depending on the variance of the errors.
It can be argued that cointegration tests-based on M -estimators may be more efficient than OLS-based tests, but the scope of this paper is different. We analyze the robustness of the existing cointegration tests to the assumption of infinite variance errors.
In Section 2 some definitions, assumptions and limit theorems that will be useful in the other sections are presented. Section 3 develops the limit theory for the residual-based tests for cointegration and calculates the size distortions when the errors have infinite second moments. In Section 4, the asymptotic distribution theory for quasi-likelihood-based tests for cointegration are derived when the errors have infinite variance. Also, the size distortions which occur by mistakenly using the critical values of the tables in Johansen and Juselius (1990) are calculated. Section 5 extends Section 4's results to the limit law for the trace and maximum eigenvalue statistics with linear trend. Section 6 concludes.
The following notation is used throughout the paper. The symbol ',' denotes equality in distribution. #A#"[tr(AA)] denotes the Euclidean norm of a matrix A. 'N' denotes the weak convergence with respect to the Skorohod metric. A is integral with respect to the Lebesque measure. The proofs of the theorems can be obtained from the author on demand.
Preliminaries
Let ½ R be a p-vector integrated process generated by the following:
where ½ is any random p-vector. R is the following linear process:
where
Assumption 1. R is iid, symmetrically distributed and in the normal domain of attraction of a p-variate symmetric stable law F with the same index , for all components of the vector 0( (2. R has independent components. The coefficient matrices C H satisfy the following:
R is in the normal domain of attraction of a stable law and we denote that as R 3ND( ). This shows that th moment of the errors is infinite for (2.
Assumption 1 implies the following limit theorems that will be used throughout the paper. Caner (1997) .
We can assume a LG "an? ∀i"1,2, 2 ,k for some aO0.
This assumption greatly simplifies the asymptotic theory even though it is restrictive (see Phillips (1995) , Section 6). This does not change any of the results obtained, but in order to understand the connections between the limit laws when the errors have finite and infinite variance better, we use Assumption 1. We define the stable process in the following way.
Definition 1. Stable processes are stochastic processes whose sample paths are in D [0, 1] with stationary independent increments. These increments have stable distribution.
For more information on stable processes see chapters 1 and 2 of Samorodnitsky and Taqqu (1994) and Resnick (1986) .
Residual-based tests
First partition ½ R "(½ R ,½ R ) into the scalar ½ R and m vector ½ R (m"p!1). Then consider the system of cointegrating OLS regressions
where K and L are the least-squares estimates and uL R and eL R are the regression residuals from Eqs. (11) and (12), respectively.
In this section we develop the limit theory of residual-based tests for cointegration when the error terms have infinite variance. In these tests the null hypothesis is: the residuals uL R have a unit root. So the null hypothesis corresponds to the hypothesis of no cointegration. Specifically, we analyze the limit behavior of the Z K M and Z K R tests proposed by Phillips (1987) . In the case of finite variance errors, Phillips and Ouliaris (1990) found that the asymptotic distribution only depends on the dimension p of the vector R . Our goal is to find the analog for the stable case with (2. We start with a technical result which is immediate from Eq. (10) and helps to prove the main theorems of this section. This lemma is a generalization of Theorem 2a of Phillips (1986) to the case of infinite variance errors. By Lemma 1 we have
where bK and are p vectors. Now, set up
where ½ ? is a symmetric stable process and ½ ? is an m;1 symmetric stable vector process with independent components, f is a scalar, f is an mdimensional vector, F is an m-dimensional square matrix. The limit theory of the following residual-based tests for cointegration can be derived using Eqs. (11) and (12).
Phillips
Now, make the following assumption.
Assumption 2. Kernel weights w(.) satisfy for all x3R, "w(x)")1 and w(x)" w(!x); w(0)"1; w(x) is continuous at zero and for almost all x3R; 0 "w(x)" dx (R. Also, the lag truncation parameter l satisfies l"o(n).
is generated by Eq. (1) and under Assumptions 1 and 2 (a)
Theorem 1 is the extension of Theorem 4.1a-b of Phillips and Ouliaris (1990) to the case where the distribution of the disturbances R are in the normal domain of attraction of a symmetric stable law with index , 0( (2. The results show that the Z K R , Z K M test statistics for cointegration can be represented as functionals of stable processes in the case where the disturbances have infinite variance, rather than functionals of Brownian motion as in the case of squareintegrable disturbances. Another point to note is the limit law in Theorem 1b is a functional of the quadratic variation of Q ?
. Quadratic variation of Q ? is equivalent to (Q ?
(1)!2 Q ? dQ ? )" t. This is also a generalization of the result found by Phillips and Ouliaris (1990) . An important point is we could have analyzed the ADF tests of Engle and Granger (1987) , but this would have probably resulted in the same limit law as the Z K R test at the cost of using a more complicated proof.
In Theorem 1 observe that the limit laws only depend on the number of variables (p) in the system and the index of stability . If the statistics are based on a regression with a fitted intercept in Eq. (11) then the limiting distributions are functionals of demeaned stable processes. In the same way, if there is a time trend, in the regression, the limit law in Theorem 1 consists of functionals of detrended stable processes.
Theorem 1 allows us to investigate whether the Z K M and Z K R tests are robust to infinite variance errors. In this respect, we calculate the size distortions if the conventional critical values in Phillips and Ouliaris (1990) tables are mistakenly used instead of the critical values found in this article. Then we will be able to determine whether Phillips' Z K M and Z K R tests for cointegration are robust to infinite variance errors or not. Tables 1 and 2 Tables 1 and 2 were generated by simulation using 1000 observations with 20,000 iterations. The symmetric stable random variables were generated by the algorithm of Kanter and Steiger (1974) . Tables 1 and 2 ) and with a constant term and a trend (right part of Tables 1 and  2 ). These tests reject the null hypothesis of no cointegration if the test statistic is smaller than the appropriate critical value. For example, when "1, for a regression with a constant term and p"3, we reject at the 5% level if the computed value of Z K M is less than !31.44. From Tables 1 and 2 it is easy to see that the critical values are larger in absolute value when (2 than their counterparts in Phillips and Ouliaris (1990) . This suggests that if the researchers falsely assume that error terms are square integrable the Z K M , Z K R tests will slightly over-reject the null of no cointegration.
However, comparing critical values by themselves do not indicate the extent of size distortion. So we also calculated the size distortions if the conventional Phillips and Ouliaris (1990) criticals are mistakenly used. The results are given in Tables 5 and 6 . For nearly every case, the actual rejection frequency of the null of no cointegration exceeds the nominal level.
The size distortion generally increases with the number of variables p and as decreases.
For example, if we analyze the demeaned and detrended Z K M statistic with 3 variables in Table 5 , the actual rejection frequencies range between 0.066 and 0.022, 0.083 and 0.035, 0.103 and 0.06, 0.134 and 0.11 at the levels of 0.01, Tables 5 and 6 were generated using 5000 iterations. Table 5 , when "1, if the number of variables increases from 2 to 3, the calculated size range between 0.031 and 0.041, 0.049 and 0.059, 0.072 and 0.091 and 0.11 and 0.14 at the nominal levels of 0.01, 0.025, 0.05 and 0.1, respectively. The results of Table 6 are similar to the ones presented in Table 5 . We conclude that the size distortions are moderate, and the Phillips Z K M and Z K R tests for cointegration are mildly robust to infinite variance errors. As a special case of our results, we can also analyze whether Phillips and Perron (1988) unit root tests are robust to infinite variance errors (p"1 in Tables 5 and 6 ). Even though the limit theory for the infinite variance case was developed by Chan and Tran (1989) and Phillips (1990) the issue of robustness has not been explored. From Tables 5 and 6 we can see that at the 5% nominal level the actual size ranges between 6% and 9% and 5% and 6% for the demeaned Z K R and Z K M tests, respectively. Similar results can be obtained for the other levels. It appears that these tests are also moderately robust to the infinite second moment in the noise.
Likelihood-based tests
Consider the following VAR model: 
where and are full rank p;r matrices which represent the cointegrating vectors and the adjustment coefficients, respectively. In this section, first we conduct inference on the number of cointegrating vectors and in order to test different hypotheses we benefit from quasi-likelihood ratio statistics. Then a limit theorem is derived for these quasi-likelihood-ratio-based tests when the errors in Eq. (14) have infinite variance. So, the limit theory for the trace and maximum eigenvalue test statistics of Johansen (1988 Johansen ( , 1991 Note: AD is available on demand from the author. Since the case for "1 with the time trend results in a different limit, it is not included in this table. important of all, the size distortions of these test statistics are calculated when the conventional critical values of Johansen and Juselius (1990) are used rather than the tables in this article. As we know the underlying assumption of the Johansen and Juselius (1990) tables are square-integrable disturbances (i.e. "2). However, in this paper infinite variance errors ( (2) are assumed and the tables reflect this. So we are able to determine whether Johansen's trace and maximum eigenvalue test statistics are robust to infinite variance errors or not. Before presenting the notation and main theorem of this section we state an important theorem that will be useful for the subsequent proofs. 
with C(1)"C.
In the above theorem , and , are p;(p!r) matrices of full rank such that , "0, , "0. Denote the characteristic polynomial in Eq. (14) as
is the derivative of (z) for z"1. Now we can introduce some notation in order to clarify the proofs. As in Johansen (1991) 
). Then Eq. (15) can be rewritten as
Define the product moment matrices and the residual sum of squares
Then it can be shown that the maximized quasi-likelihood function is found from¸\
where K G 's are the estimated ordered eigenvalues K '2' K N of S I S\ S I with respect to S II , (Johansen 1988 
whereas the likelihood ratio test statistic of H (r) versus H (r#1) is given by
The main theorem of this section can now be presented. (20) depends only on the number of nonstationary variables (p!r) in the system and . This theorem generalizes Theorem 3 of Johansen (1988) to the case where R 's have infinite variance. Here the limit theory consists of functionals of symmetric stable processes with independent components rather than functionals of standard Brownian motions as in Johansen (1988) . It can also be seen that when the disturbances have infinite variance, the quadratic variation of stable process is included in the limit law. However, when "2, the quadratic variation of the standard Brownian motion is the identity matrix. Both test statistics also can be easily derived when there is a constant term in Eq. (14) but with no linear time trend. Then the functionals will consist of the demeaned symmetric stable processes in the limit law in Theorem 3. The left portion of Tables 3 and  4 present the estimates of the critical values of the maximal eigenvalue and trace statistics of Johansen (1991) under the assumption of infinite variance errors. The model that is used in left part of Tables 3 and 4 is Eq. (14) with an intercept. But the model has no linear trend in the levels of ½ R . Otherwise the intercept is Tables 1  and 2 . But the different sizes represent the right-tail probabilities of the distribution. These tests reject the null hypothesis of at most r cointegrating vectors in favor of more than r vectors if the computed statistic is larger than the critical value. We illustrate this by an example. In Table 4 assume we have 4 variables in ½ R and the null hypothesis is r"1 against the alternative of more than 1 cointegrating vector. At 5% level if our "1.5 then we can reject this hypothesis if the computed statistic is larger than 34.99.
In Table 3 , we reject the null hypothesis of r cointegrating vectors for the alternative of r#1 cointegrating relations if the statistic is larger than the critical value. We can give an example. If we analyze Table 3 , with no linear trend, using the example in the previous paragraph we can reject the null of 1 cointegrating vector in favor of 2 if the computed statistic is larger than 24.50.
We can now investigate whether the trace and maximum eigenvalue test statistics of Johansen (1991) , without the linear trend, are robust to infinite variance errors or not. For this reason the size distortions of both test statistics that arise from mistakenly using the conventional Johansen and Juselius (1990) critical values are calculated and are given at the left side of Tables 7 and 8 . For almost all cases the calculated sizes are above the nominal levels. The size distortion increases with the number of nonstationary variables (p!r) and decreases as increases. First take the case of 4 variables and the null of one cointegrating vector (i.e. p"4, r"1). Concentrating on the maximum eigenvalue statistic without the linear trend in Table 7 , we see that the actual levels range between 0.19 and 0.04, 0.22 and 0.06, 0.25 and 0.09, 0.30 and 0.14 for the nominal levels of 0.01, 0.025, 0.05, 0.10, respectively, when increases from 0.5 to 1.5. When "1, increasing the number of nonstationary variables (p!r) from 1 to 3 for the maximum eigenvalue statistic without the linear trend at the 0.10, 0.05, 0.025, 0.01 nominal levels we see that the actual levels increase from 0.11 to 0.20, 0.08 to 0.16, 0.06 to 0.13, 0.04 to 0.10, respectively. Thus, when is near 1, Tables 7 and 8 suggest large size distortions. So we can say that Johansen's trace and maximum eigenvalue tests for cointegration are not even mildly robust to infinite variance errors like the residual-based tests studied in Section 3 of this paper.
Note that when p"1 and r"0, the maximum eigenvalue and trace tests are the square of Dickey-Fuller's t-test. From Table 7 we observe that when is between 0.5 and 1.5 the actual size ranges between 10% and 6% for the demeaned maximum eigenvalue statistic at the 5% level. So there is moderate size distortion for this particular unit root test with infinite variance errors. After investigating the tables we can conclude that using the critical values of trace and maximum eigenvalue test statistics in Johansen (1988 Johansen ( , 1991 and Johansen and Juselius (1990) instead of the tables in this paper when is near 1, will increase the likelihood of rejecting the null of r cointegrating vectors in favor of more cointegrating ones.
Extension to time trend
In this section we extend the results of the previous section to the quasilikelihood-ratio-based tests with linear time trend. In this respect, the results of this section are the generalization of Theorem 2.1 in Johansen (1991) to the case where the error terms have infinite variance. However, the results derived here cover only the stable processes with the index , 1( (2. Thus, the limit theory of the likelihood-based tests for cointegration cannot be derived by the technique that is used, when the error term have infinite mean. The case of (1, is not very common even in the case of economic variables of Latin American countries. As we rarely encounter infinite mean error terms in economics, this is not a big loss from the practitioners' point. Next, we establish the general model
This model allows us to have a linear trend in the levels of ½ R . We can add two more results to Theorem 2 in this case. First ½ R is nonstationary with linear trend t"C t. Then if the initial distributions are expressed in terms of the doubly infinite sequence then ½ R has the following representation:
Given the model (21), the likelihood ratio test statistic for hypothesis H " versus H is given by
whereas the likelihood ratio test statistic of H (r) versus H (r#1) is given by Remark. When (1, the linear trend is dominated by the stochastic partial sums so we cannot develop the limit laws. However, at "1 it can be easily shown that » and º in Theorem 4 can consist of a (p!r#1) vector which has a (p!r)-dimensional symmetric stable vector and a time trend, instead of the (p!r) vector which has a (p!r!1) symmetric stable vector and the time trend in the case of 1( (2. The proof, the table values and size distortions for "1 is available from the author on demand. Note that the asymptotic theory is different from Johansen (1991) . We have the inverse of the quadratic variation of a (p!r) dimensional stable process with symmetric independent components in the limit law in Eq. (22). Similar to the previous section the limit law is represented as functionals of symmetric stable processes rather than the functionals of standard Brownian motions in Theorem 2.1 of Johansen (1991) . We also calculated critical values for "1.1 and 1.5 by simulation. The right side of Tables 3 and 4 present the critical values of the maximum eigenvalue and trace statistics, with linear trend, under the assumption of infinite variance errors. The usage of the tables are the same as the tables that are presented in Section 4. We calculated size distortions for these test statistics. These are tabulated on the right side of Tables 7 and 8 Table 7 with linear trend we see that when "1.1 with 3 nonstationary variables, the calculated level is 10% and when "1.5 this is 7% at the 5% nominal level. One reason why the size distortion is reduced when the linear trend is included is as follows.When decreases there are heavier tails for the noise. Then it might become difficult to identify the cointegration relations. If there are deterministic trends, since they are much less varying it could be easier to identify the correct cointegration relation despite the misspecification of the noise process. However, using the same example but analyzing the case without linear trend we see that the actual level decreases from 14% to 9% at the 5% nominal level when increases from 1.1 to 1.5. The same pattern can be seen at the other levels in Tables 7 and 8 .
Conclusions
This paper generalizes the econometrics literature on the tests for cointegration. Instead of the usual assumption of finite variance errors we analyze the residual-based tests and quasi-likelihood ratio tests for cointegration under the assumption of infinite variance errors. The limit laws consist of functionals of symmetric stable processes rather than Brownian motion. Furthermore, the limit laws depend on ' ' the index of stability. We should also note that the limit laws that are found for the Johansen's tests are not mere replacements of Brownian motions with symmetric stable laws. They also involve the quadratic variation of a symmetric stable process.
We also check whether the Z K M and Z K R tests of Phillips and Ouliaris (1990) and the trace and maximum eigenvalue statistics of Johansen (1991) are robust to infinite variance errors. In order to analyze this problem the size distortion induced by mistakenly using the conventional critical values tabulated in Phillips and Ouliaris (1990) and Johansen and Juselius (1990) are calculated. It is observed that the Z K M and Z K R tests exhibit moderate size distortion when is small. However, when is near 1 the trace and maximum eigenvalue tests for cointegration display meaningful size distortion. So in this one dimension we I owe this explanation to an anonymous referee.
find that the residual-based tests of Phillips and Ouliaris (1990) are more robust to infinite variance errors than the quasi-likelihood ratio tests of Johansen (1988 Johansen ( , 1991 .
We would like to comment on the issues related to the empirical implications of the work. Since the limit laws depend on we should have an estimate of the stability index in order to conduct these tests. Recently, McCulloch (1996a) finds that estimating 's with only moderate samples from the tails results in larger estimate of compared with the true value. He proposes a maximum-likelihood method to estimate with full sample which gives reliable estimates. Another point that is important to remember is in the data different variables may have different . Unfortunately, there has not been any theoretical result established with different 's Caner (1997) provides a result for only iid case). Here the conservative strategy may be to choose the minimum of the estimates so that we can avoid size distortions. This strategy is easier to implement in the case of the residual-based tests.
We can say that the results obtained by the trace and maximum eigenvalue tests on the developing country data sets should be evaluated with caution. Since we know by Koedijk and Kool (1992) and Akgiray et al. (1988) that foreign exchange returns in the developing countries are governed by stable laws with stability indexes which range between 1 and 1.5, if the existing studies have found cointegration among variables in the system then this might be easily due to assuming wrongly that "2. Note that even the moderate size distortions associated with near 2 can change the results of the tests for cointegration. For example if we reject the null of no cointegration in the borderline by assuming finite variance errors, even though the true is below 2,this result could be easily due to the size distortion. So even in the US where the financial asset returns may be governed by stable laws we should be careful in evaluating the results from the likelihood-ratio-based tests. (McCulloch (1996a,b)) 
