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Abstract 
This dissertation focuses on characterization of the mesoscopic fluid film, testing its 
behavior in different application scenarios, including its role in near-field scanning probe 
microscopy imaging, contribution to the phononic mechanism in nanotribology 
phenomena, utilizing it as a natural environment in the study of carbohydrate-protein 
interactions, and harnessing it as bridge to transport ions in the fabrication of 
nanostructures on responsive polymer materials.  
Due to their high resolution and versatile applications in a variety of fields, the family 
of scanning probe microscopy (SPM) has found widespread acceptance as an analytical 
and fabrication tool. However, the working mechanism of SPM that allows maintaining 
the probe-sample distance constant is still controversial. At the heart the problem is a lack 
of precise knowledge about the nature of the probe-sample interaction. One key factor is 
the presence of a mesoscopic fluid-like layer that naturally forms at any surface at 
ambient condition in which most SPMs are operated. Its mesoscopic nature (~20 nm in 
thickness) results in extraordinary behavior compared to the properties of bulk liquid. For 
example, the effective shear viscosity of confined mesoscopic fluids is enhanced, and 
viscoelastic relaxation times are prolonged. Despite the wide use of SPM techniques in 
ambient air, the basis of their working mechanisms is still not well understood. 
The probe-sample interaction is monitored using a combination of tuning-fork based 
shear force microscopy and our recently developed near-field acoustic technique. To 
characterize the mesoscopic fluid film a series of experiments are performed under 
different conditions in order to explore the benefits of having extra probing (acoustic) 
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technique in addition to the shear-force approach. The presence of mesoscopic fluid 
layers as a natural environment enables the detection of protein-carbohydrate interactions. 
We demonstrated the capability of our shear-force/acoustic technique to monitor the 
rupture of chemical bonds between carbohydrate and protein pairs. Finally, we present 
fabrication of nanostructures via electric-field assisted dip-pen nanolithography by 
exploiting the responsive feature of a particular class of polymers, where the mesoscopic 
fluid layer also plays an important role in pattern creation. 
iii 
 
Acknowledgements 
I wish to express my warm and sincere thanks to my advisor Prof. Andres H. La Rosa. 
His broad knowledge and logical way of thinking have been of great value for me. The 
present dissertation would not have been possible without his understanding, encouraging 
and personal supervision.  
I want to thank my committee members: Prof. John L. Freeouf, Prof. Raj Solanki, Prof. 
Shankar B. Rananavare and Prof. Bin Jiang for their generous guidance. 
I would like to express special thanks to Prof. Mingdi Yan from Department of 
Chemistry at University of Massachusetts Lowell for her kind efforts on providing 
valuable suggestions and help.  
I would like thank my current labmates: Rodolfo Fernandez, Elia Zegarra, and Bret 
Comnes. It is a pleasure to work with them, and discuss about our research. All of my co-
workers offered me lots of help, as well as valuable suggestions to my works. I also want 
to thank Suji Uppalapati, and Sailaja Chada for providing samples for my studies. 
I owe my loving thanks to my husband Dr. Xin Wang and my parents. Without their 
encouragement and great helps it would have been impossible for me to finish this work.  
iv 
 
Table of Contents 
Abstract ............................................................................................................................ i 
Acknowledgements ........................................................................................................ iii 
List of Tables ................................................................................................................ vii  
List of Figures .............................................................................................................. viii  
 
Chapter 1. Toward the Development of Shear-Force/Acoustic Near-Field Microscopy . 
 ....................................................................................................................... 1 
1.1 Brief Introduction of Scanning Probe Microscopy .............................................. 1 
1.2 Scanning Tunneling Microscopy .......................................................................... 2 
1.3 Atomic Force Microscopy .................................................................................... 6 
1.4 Near-Field Scanning Optical Microscopy .......................................................... 10 
1.5 Shear-Force/Acoustic Near-Field Optical Microscopy ...................................... 14 
Chapter 2. Surface and Interfacial Phenomena Related to Scanning Probe Microscopy . 
 ..................................................................................................................... 16 
2.1 Adsorption .......................................................................................................... 16 
2.2 Adhesion ............................................................................................................. 23 
2.3 Capillary Condensation ...................................................................................... 31 
2.4 Contact Angle ..................................................................................................... 33 
2.5 Hydrophobic/Hydrophilic Interactions ............................................................... 37 
Chapter 3. Design of Shear-Force/Acoustic Near-Field Microscopy ........................... 39 
3.1 The Quartz Tuning Fork ..................................................................................... 39 
v 
 
3.2 Probe Fabrication ............................................................................................... 48 
3.3 Microscope Design ............................................................................................. 56 
3.4 Detection Electronics ......................................................................................... 58 
Chapter 4. Field-Programmable Gate Array in Distance Regulation ........................... 60 
4.1 Introduction of Field-Programmable Gate Array ............................................... 60 
4.2 Precise Z-Axis Position Control via FPGA-DAQ Card ..................................... 62 
4.3 Noise Level of Analog Outputs on FPGA-DAQ Card ....................................... 65 
Chapter 5. Characterization of Mesoscopic Fluid Films via Shear-Force/Acoustic Near-
Field Microscopy ...................................................................................................... 69 
5.1 Introduction  ....................................................................................................... 69 
5.2 Experimental Section ......................................................................................... 71 
5.3 Results and Discussions ..................................................................................... 74 
5.4 Conclusions ...................................................................................................... 113 
Chapter 6. Monitoring of Probe-Sample Mechanical Contact via Current Detection in 
Shear-Force/Acoustic Near-Field Microscopy ....................................................... 116 
6.1 Introduction  ..................................................................................................... 116 
6.2 Experimental Section ....................................................................................... 118 
6.3 Results and Discussions ................................................................................... 123 
6.4 Conclusions ...................................................................................................... 136 
Chapter 7. Acoustic Detection with Probes Immersed in Liquid Droplets ................. 139 
7.1 Introduction ...................................................................................................... 139 
7.2 Experimental Section ....................................................................................... 141 
vi 
 
7.3 Results and Discussions ................................................................................... 143 
7.4 Conclusions ...................................................................................................... 154 
Chapter 8. Detection of Carbohydrate-Protein Interactions via Shear-Force/Acoustic 
Near-Field Microscopy ........................................................................................... 156 
8.1 Introduction ...................................................................................................... 156 
8.2 Experimental Section ....................................................................................... 159 
8.3 Results and Discussions ................................................................................... 164 
8.4 Conclusions ...................................................................................................... 174 
Chapter 9. Electric Field-Assisted Dip-Pen Nanolithography on P4VP Thin Films ........ 
 ................................................................................................................... 176 
9.1 Introduction ...................................................................................................... 176 
9.2 Experimental Section ....................................................................................... 178 
9.3 Results and Discussions ................................................................................... 180 
9.4 Conclusions ...................................................................................................... 187 
Chapter 10. Final Conclusions .................................................................................... 189 
References ................................................................................................................... 196 
vii 
 
List of Tables 
Table 4.1 Values of resistors and capacitor used in the low-pass filter ........................ 68 
viii 
 
List of Figures 
Figure 1.1 A schematic view of the design of scanning tunneling microscopy ............. 4 
Figure 1.2 A sketch of the operating principle of atomic force microscopy .................. 8 
Figure 1.3 A schematic diagram of one specific configuration of near-field scanning 
microscopy ................................................................................................... 12 
Figure 2.1 Diagram used for deriving the Young-Laplace equation ............................ 21 
Figure 2.2 Definitions of interfacial tensions at different interfaces .. ......................... 25 
Figure 2.3 Definitions of (a) the work of adhesion and (b) the work of cohesion. ....... 26 
Figure 2.4 (a) Elastic sphere on rigid surface in the absence (Hertz) and presence (JKR) 
of adhesion. (b) The adhesion force necessary to separate solids from contact 
according to the JKR theory. (c) Neck formation according to the DMT theory
 ..................................................................................................................... 30 
Figure 2.5 Two spherical particles in contact with liquid meniscus ............................. 33 
Figure 2.6 (a) Liquid drop with circular contact area on a planar solid surface spreads an 
infinitesimal amount. (b-d) The various degrees of wetting: complete wetting 
( 0θ =  ), partial wetting ( 90θ <  ), and nonwetting ( 90θ >  ) ..................... 34 
Figure 3.1 (a) Mechanical model of the TF resonator as a damped harmonic oscillator. (b) 
Equivalent electrical model of the TF oscillator as a series RLC circuit. (c) 
Sketch of the quartz TF drawn by Karrai and Grober1 ............................... 41 
Figure 3.2 (a) Current measurement of an opened TF as a function of frequency. The 
resonance is followed by the antiresonance. (b) Definition of the quality factor 
based the resonance curve. f∆  is the FWHM of the waveform ................. 44 
ix 
 
Figure 3.3 The equivalent circuit of the TF in electrical driving mode ........................ 46 
Figure 3.4 (a) Comparison of the measured (open circle) and calculated (solid line) 
amplitude and phase of a TF in electrical driving mode. (b) The resulting 
converted curve reflecting the true harmonic motion of the same TF ......... 48 
Figure 3.5 Sketch of the electrochemical etching station and the scanning electron 
microscope (SEM) image of the gold tip using DC etching method. .......... 50 
Figure 3.6 The etching current intensity monitored during the etching procedure of gold 
wire (left), and the etching process of tungsten wire (right) ....................... 52 
Figure 3.7 Sketch of the electrochemical etching station and the optical image (1000X 
magnification) of the gold tip using AC etching method ............................ 54 
Figure 3.8 (a) Optical images of the same glass fiber before and after a 2.5-hour etching. 
(b) The plot of fiber diameter vs etching time shows the resulting fiber 
diameter decreases upon increasing etching time ........................................ 56 
Figure 3.9 The key components of a microscope stage ................................................ 58 
Figure 4.1 Strategy used to attain long range of motion with high resolution .............. 63 
Figure 4.2 Schematic of the summing amplifier and corresponding voltage signal on each 
port ............................................................................................................... 64 
Figure 4.3 Schematic of low-pass filter used to diminish the unwanted noise from the 
analog outputs of FPGA-DAQ card ............................................................ 66 
Figure 5.1 Schematic of the experimental setup used to detect the TF signal along with 
the acoustic signal as the gold tip approaches to and withdraws from the 
sample surface ............................................................................................. 72 
x 
 
Figure 5.2 Five independent trials of approach (upper) and retraction (lower) 
measurements preformed on the same testing site. Different colors represent 
different trials .............................................................................................. 76 
Figure 5.3 A summary of approach (upper) and retraction (lower) measurements 
preformed on five different testing sites. Different colors represent the tip 
being placed at different locations. Each curve is an average of five 
independent trials. ........................................................................................ 77 
Figure 5.4 Scanning electron microscope images of a chubby gold tip (left) and a sharp 
gold tip (right). The scale bar represents 1 µm. ........................................... 78 
Figure 5.5 Approach (a) and retraction (b) curves of TF (blue) and acoustic (green) 
signals obtained with the use of a chubby tip and a bare silicon wafer 
(humidity: 25%). Insertion: The detail of the TF signal at point B ............. 81 
Figure 5.6 Approach (a) and retraction (b) curves of TF (purple) and acoustic (red) 
signals obtained with the use of a sharp tip and a bare silicon wafer (humidity: 
25%) ............................................................................................................. 83 
Figure 5.7 Approach (upper) and retraction (lower) curves of TF (light blue) and acoustic 
(light green) signals obtained with the use of a chubby tip and a bare silicon 
wafer (humidity: 55%). ................................................................................ 84 
Figure 5.8 Approach (up) and retraction (lower) curves of TF (light purple) and acoustic 
(light pink) signals obtained with the use of a sharp tip and a bare silicon wafer 
(humidity: 55%) ........................................................................................... 84 
xi 
 
Figure 5.9 Approach curves of TF (upper) and acoustic (lower) signals obtained using the 
chubby tip at R.H.=25% (blue) and R.H.=55% (light blue) ........................ 86 
Figure 5.10 Retraction curves of TF (upper) and acoustic (lower) signals obtained using 
the chubby tip at R.H.=25% (green) and R.H.=55% (light green)… ........ 86 
Figure 5.11 Approach curves of TF (upper) and acoustic (lower) signals obtained using 
the sharp tip at R.H.=25% (purple) and R.H.=55% (light purple) ............ 87 
Figure 5.12 Retraction curves of TF (upper) and acoustic (lower) signals obtained using 
the sharp tip at R.H.=25% (red) and R.H.=55% (light pink) ..................... 87 
Figure 5.13 Approach/retraction curves of the TF and acoustic signals on silicon substrate 
cleaned using Piranha solution: (a) curves obtained immediately after the 
Piranha treatment; (b) curves obtained on the same surface, 24h after the 
cleaning ...................................................................................................... 90 
Figure 5.14 Scheme of experimental procedure to prepare H-terminated Si surfaces. 
Contact angle measurements on the corresponding surfaces (lower) show the 
change in hydrophobic-hydrophilic nature of the surface ......................... 92 
Figure 5.15 Approach/retraction curves of the TF and acoustic signals on silicon substrate 
treated by aqueous HF solution: (a) curves obtained immediately after the HF 
treatment; (b) curves obtained on the same surface, 24h after the etching .... 
 ................................................................................................................... 93 
Figure 5.16 Approach/retraction curves of the TF and acoustic signals on silicon substrate 
cleaned with O2 plasma: (a) curves obtained immediately after the plasma 
xii 
 
etching; (b) curves obtained on the same surface, 24h after the plasma etching
 ................................................................................................................... 94 
Figure 5.17 Approach (a and b) and retraction (c and d) curves of TF and acoustic signals 
obtained on bare silicon (light blue and light green) and polymer coated 
silicon (blue and green) substrates ............................................................. 98 
Figure 5.18 Scheme of experimental procedure for preparing hydrophobic and 
hydrophilic surfaces on the same Si substrate ......................................... 100 
Figure 5.19 Results of contact angle measurements on the same Si substrate covered by 
PS and PEOX monolayer on each half, respectively ............................... 100 
Figure 5.20 Approach (a) and retraction (b) curves of TF (black and gray) and acoustic 
(blue and light blue) signals obtained on the PS film coated side with the use 
of a gold tip (humidity: 35%~40%)….. ................................................... 103 
Figure 5.21 Approach (a) and retraction (b) curves of TF (black and gray) and acoustic 
(green and light green) signals obtained on the PEOX layer covered side by 
employing the same gold tip as used on the PS coated side (humidity: 
35%~40%) ............................................................................................... 103 
Figure 5.22 Approach curves of the TF (a) and acoustic (b) signals obtained on the PS-
coated (blue) and PEOX-coated (green) silicon wafer; and retraction curves 
of the TF (c) and acoustic (d) signals obtained on the PS-coated (light blue) 
and PEOX-coated (light green) silicon wafer. The experiment was performed 
by using the same tip at R.H. = 35%~40%. (e) The acoustic 
xiii 
 
approach/retraction curves were re-drawn by separating the PS surface from 
the PEOX surface .................................................................................... 107 
Figure 5.23 Approach (a and b) and retraction (c and d) curves of TF and acoustic signals 
obtained on the gold surface using the same gold tip with a constant speed of 
approach (2 nm/s) but various speeds of retraction: 2 nm/s (black), 4 nm/s 
(red), 6 nm/s (blue), and 12 nm/s (green). Insertions: the approach/retraction 
curves of the TF (a) and acoustic (b) signals measured by moving the tip at 
the same speed of 2 nm/s. ........................................................................ 109 
Figure 5.24 (a) Scheme of experimental procedure to obtain approach/retraction curves 
from the bare glass and gold-coated surfaces. (b) AFM image shows the 
thickness of Au coating is ~40 nm. (c) The TF and acoustic signals measured 
on the glass (left) and gold surface (right). The amount of the decrease in the 
TF signal approximates to the same value, whereas the maximum value of the 
acoustic signal on the gold surface is greater than that on the glass surface.
 ................................................................................................................. 112 
Figure 6.1 Schematic of experimental setups used for detecting contact current, along 
with the TF and the acoustic signals. In configuration (a), a short gold tip is 
electrically connected to the TF electrode and thereby the TF driving voltage is 
used to bias the tip. In configuration (b), a long gold tip is mounted on the TF 
and the bias is applied through an extra Cu wire soldered to the tip. ........ 122 
Figure 6.2 A series of experiments were carried out to gradually land a gold tip on a gold 
surface. The resulting approach/retraction curves of the TF signal, the acoustic 
xiv 
 
response and the probe-sample current were obtained by setting different set 
points in turn: (a) 90%; (b) 80%; (c) 60%; (d) 40%; and (e) 26% ............ 126 
Figure 6.3 Approach curves of the TF, the AS, and the probe-sample current signals 
obtained using the same gold tip: (a) if the tip was carefully adjusted, current 
signal was observed when the set point of the approach process was set to be 
26%; (b) if the tip was tilted on purpose, current signal occurred earlier when 
the set point was 43%. The term do represents the distance between the very 
end of the tip and the hard surface. As the tip is driven to oscillate, the term de 
represents the effective (shortest) distance between the vibrating tip and the 
surface. For a given do, if tip is perpendicular to the surface de ≈ do; if the tip 
is tilted de < do
Figure 6.4 A typical approach/retraction curve obtained by concurrently measuring the 
TF signal, the acoustic response and the probe-sample current (the set point 
was 24%): (a) approach and (b) retraction curves plotted by choosing the 
origin of X axis as the position where the approach process completes or the 
retraction process started. (c) The same result is re-drawn by selecting a new 
origin of X axis (the position where the TF amplitude drops to 95% of its 
maximum) in order to avoid a misunderstanding in locating the actual hard 
surface. The upper scheme shows a possible explanation for the probe-sample 
interaction in different regions .................................................................. 132 
 ........................................................................................... 129 
Figure 6.5 (a) Approach curve of the TF, acoustic and current signals obtained using the 
experimental setup mentioned in Figure 6.1a. (b) Approach curve of the same 
xv 
 
signals measured using the experimental configuration described in Figure 
6.1b ............................................................................................................ 136 
Figure 7.1 Schematic of experimental setup used to detect the TF and acoustic signals 
when the cleaved fiber is laterally oscillating in a droplet of glycerol aqueous 
solution (~5 µL) placed on a mica disk ..................................................... 142 
Figure 7.2 Typical vibration spectra of the TF (a) and acoustic (b) signals at immersion 
depth = 40 µm (black), 120 µm (red), 200 µm (blue) and 280 µm (green), as 
well as the converted TF spectra which represent the mechanical behavior of a 
harmonic oscillator (c) ............................................................................... 145 
Figure 7.3 Resonance frequency shift of the TF (left) and acoustic (right) signals as a 
function of penetration depth using the same probe in liquids with different 
viscosities. .................................................................................................. 147 
Figure 7.4 Resonance frequency shift of the TF (left) and acoustic (right) signals as a 
function of penetration depth using probes with various diameters in the same 
liquid .......................................................................................................... 147 
Figure 7.5 Change in amplitude of resonance peaks of the TF (left) and acoustic (right) 
signals as a function of penetration depth using the same probe in liquids with 
different viscosities .................................................................................... 149 
Figure 7.6 Change in amplitude of resonance peaks of the TF (left) and acoustic (right) 
spectra at various penetration depths using probes with different diameters in 
the same liquid ........................................................................................... 150 
xvi 
 
Figure 7.7 Plots of measured amplitude of the TF (top) and acoustic (middle) signals at 
resonance as a function of driving voltage, at different submersion depths, 
respectively ................................................................................................ 151 
Figure 7.8 Vibration spectra of the TF and acoustic signals obtained by exciting the same 
fiber to oscillate in drops of distilled water with different volumes .......... 153 
Figure 7.9 Recording TF frequency response when the fiber oscillates and stays at a fixed 
depth in distilled water. The time interval between two traces next to each 
other is 1 min, and the entire process lasts ~5 min. The details of resonance 
position are shown in the inset .................................................................. 154 
Figure 8.1 Schematic of experimental procedure to prepare the mannose-terminated gold 
tip (left) and the protein-immobilized silicon wafer (right). ..................... 160 
Figure 8.2 Schematic of experimental setup used to detect the TF signal along with the 
acoustic signal as the gold tip approaches towards and subsquently retracts 
from the sample surface ............................................................................. 163 
Figure 8.3 Typical approach (a) and retraction (b) curves of TF and acoustic signals 
plotted as a function of the tip’s vertical displacement. (c) Schematic 
demonstration of the interaction between the mannose-terminated tip and the 
Con A-terminated surface .......................................................................... 167 
Figure 8.4 Repeatability of acoustic retraction traces representing mannose-Con A 
unbinding events ........................................................................................ 171 
xvii 
 
Figure 8.5 Control experiments performed on unspecific binding surfaces: approach (a) 
and retraction (b) curves of TF and acoustic signals for PFPA-coated surface; 
and approach (c) and retraction (d) curves for PNA-coated substrate ...... 173 
Figure 9.1 Different experimental settings used for patterning features on P4VP polymer 
films: A tip was inked with the acidic buffer and (a) not biased, (b) negatively 
biased, (c) positively biased. (d) An uncoated tip while applying a positive bias
 ................................................................................................................... 181 
Figure 9.2 (a-e) Topographic images of features drawn using the tip coated with acidic 
ink. The applied bias voltages (V), contact forces (µN) and measured heights 
of selected lines (nm) are the following: (a) 5, 1, 13; (b) 3, 1, 6; (c) 0, 1, 3; (d) 
5, 0.8, 8; (e) 5, 0.5, 3. (f) A line feature with 60 nm wide. (g) A pattern of the 
letters: PSU. Image sizes: 8 µm×8 µm for (a-e); 5 µm×5 µm for (f-g). (h) 
Schematic showing that the swelling of P4VP film originates from the 
protonation of the pyridine units. (i) The pattern height (nm) v.s. bias voltages 
(V) at various fixed contact forces. (j) The pattern height (nm) v.s. contact 
forces under different constant bias voltages ............................................ 182 
Figure 9.3 Topographic images show the removal of the dot pattern at the center: (a) 
Initially, the dot height was 12 nm; (b) After the first erasing performance, the 
height decreased to 7 nm; (c) After the second erasing performance, the 
remaining height was only 3 nm. Line profiles of (d), (e), and (f) correspond to 
the features selected in (a), (b), and (c), respectively. ............................... 184 
 
1 
 
Chapter 1. Toward the Development of Shear-Force/Acoustic Near-Field 
Microscopy 
 
 
1.1 Brief Introduction of Scanning Probe Microscopy  
Scanning probe microscopy (SPM) comprises a family of techniques that allow 
measurement of surface topography with atomic scale resolution. Since the invention of 
SPMs, for example, the scanning tunneling microscope (STM) in 19821, and the atomic 
force microscope (AFM) in 19862, they have become powerful tools which could be used 
not only to determine surface structures but to characterize surface properties. There are 
an increasing number of publications concerning technical advances of SPMs, and their 
applications are greatly extended. SPMs are now routinely used in industries and 
academic labs with a diverse range of goals, for example, material manipulation, 
structure creation, and the development of new concepts in electronics3. The general 
principle of operation of a SPM is based on the use of a probe and the ability to regulate 
its position in relation to the surface of interest with atomic scale precision during 
scanning process. Compared to optical microscopes and electron microscopes, the 
attractive feature of SPMs is they are capable of providing real space images at 
nanometer scale in all three dimensions X, Y and Z. 
The family of SPM techniques is very diverse. Various members differ in the nature 
of the probes that are employed and the mechanisms that control the image formation. 
For instance, STMs use a sharp conducting tip as the probe and the control parameters of 
operation are the tunneling current and/or the voltage, whereas AFMs employ a 
microfabricated cantilever with a sharp tip as the transducer to sense the force between 
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tip and sample for scanning control. In near-field scanning optical microscopes 
(NSOMs)4, both metal coated tapered optical fibers with a small opening at the apex and 
sharpened homogeneous metal tips are used in terms of types of NSOM. Tip-sample 
distance regulation relies on the detection of shear forces resulting from the interaction 
between the end of tip and the sample of interest as the tip scans along the surface. The 
aim of this chapter is to provide an understanding of the basic operation principles of 
commonly used SPM techniques---STM, AFM and NSOM, as well as an introduction of 
the shear-force/acoustic near-field microscopy developed in our lab. 
 
1.2 Scanning Tunneling Microscopy 
There is no doubt that the birth of scanning tunneling microscope (STM)1 is landmark 
event in the history of nanoscience and nanotechnology. By successfully combining 
vacuum tunneling and scanning capability, the STM provides an insight into a novel field 
of Angstrom unit scale research and technology. The inventors, Binning and Rohrer, 
were awarded the Nobel Prize in physics for the STM in 1986. 
Quantum tunneling refers to the quantum mechanical phenomenon where an electron 
in one side of a potential energy barrier, with energy smaller than the barrier height, has a 
nonvanishing probability of passing the barrier and tunneling into the other side. The 
STM uses the same physical process of tunneling in its operating principle5. When an 
atomically sharpened tip is brought into proximity of a sample surface, i.e., on the order 
of a few nanometers, under a bias voltage across the gap, a small electric current starts to 
flow from the surface of one material to the surface of another even when the surfaces are 
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not in contact with each other. The magnitude of the tunneling current is extremely 
sensitive to the distance between surfaces. Qualitatively, at low voltage and temperature, 
the tunneling current I can be expressed as: 
2 dI e κ−∝ . 
Here d is the separation between two surfaces---to be precise, it is the distance from the 
nucleus of the tip apex to the nucleus of surface atoms; and κ is a material-dependent 
constant, in the case of vacuum tunneling, it is related to the effective local work function. 
Since the tunneling current has a strong exponential dependence on the tip-sample 
distance, it is suitable to be used as the control parameter in STM experiments to yield 
topographic images with atomic scale resolution in the vertical direction with respect to 
the sample surface. 
From an instrumental point of view, the STM is mainly consists of the following parts: 
(1) An atomically sharpened metal tip and a sample placed to be faced to the tip apex. 
(2) Positioning devices that allow three-dimensional tip motion with atomic resolution to 
control the separation between the tip and the sample, and scan the tip over an area to 
be observed. 
(3) A current amplifier to measure the tunneling current and a feedback circuit to 
maintain a constant current. 
(4) A computer system that enables data acquisition, data analysis, data processing and 
data visualization. 
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In addition, a good vibration isolation system, together with an ultrahigh vacuum (UHV) 
chamber can effectively prevent undesired disturbances and keep the tip and the sample 
clean, resulting in true atomic-resolution images.  
Figure 1.1 shows a schematic diagram of an STM system. A conducting tip is 
attached at a piezoelectric scanner. An appropriate tip material is chosen in terms of the 
specific application. Under UHV conditions, tungsten tips are most widely used for STM 
experiments. For STM performance in air, it is favorable to select an inert material, e.g. 
platinum or gold, for the tip. Sensor tips are prepared via several different methods, such 
as electrochemical etching/polishing, ion milling, mechanical cutting and field 
evaporation6-8. These methods are sometimes combined, leading to novel tip preparation 
approaches. 
 
Figure 1.1: A schematic view of the design of scanning tunneling microscopy. 
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When the STM scanning is started, the tip is brought closer to the sample from a 
farther separation. A bias voltage (2 mV~2 V) is applied between tip and sample, and the 
current produced by tunneling of electrons through the gap before the two physically 
touch is measured. The feedback loop controls the height of the tip with the objective of 
maintaining a constant tunneling current. The lateral scan and the vertical position of tip 
are usually achieved by deformations of the piezoelectric element. Typically, the STM 
can be operated in either the constant current mode or the constant height mode1,9. In the 
constant current mode, since the tip-sample separation increased or decreased due to 
variations in the sample topography, the feedback control attempts to maintain the current 
constant in a manner that actuates the positioning unit away from or toward the sample. 
Therefore, the vertical displacement of tip reflects the change in the surface height, 
yielding a map of the surface topography. Alternatively, in the constant height mode, the 
feedback mechanism responds only rapidly enough to keep the average current constant. 
The tip can be scanned across the surface at nearly constant height and constant voltage, 
and thereby the local variations in current due to the tip passing over surface features are 
acquired. 
Samples to be investigated with the STM must be electrically conductive to some 
degree to allow a few nanoamperes of current to flow from the bias voltage source to the 
area to be scanned. Nonconductive samples are generally coated with a thin layer of a 
conductive material to facilitate imaging. The bias voltage and the tunneling current 
depend on the sample; the different atomic species within a sample may produce different 
tunneling currents for a given bias voltage. In reality scanning with a constant current is 
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not actually a representation of the atomic topography, but more correctly a map of the 
electronic states of the substrate. Owing to the ability to provide information on the local 
electronic levels, the STM can be beneficially used to measure the electronic properties 
of the sample with high spatial resolution.  
 
1.3 Atomic Force Microscopy 
The STM has already been a powerful tool for studying surface constructions. 
However, the use of STM is limited to conductors and semiconductors. Interrogation of 
insulators at the nanoscale was unavailable until 1986, when Binnig, Quate, and Gerber 
invented the atomic force microscope (AFM)2. Like the STM, the AFM relies on a 
scanning technique to yield high resolution, three-dimensional images of conducting as 
well as non-conducting surfaces. Unlike the STM, sample conductivity is no longer a 
requirement in AFM experiments. The AFM has become the most versatile tool that 
permits the study of almost whole classes of important materials including insulators and 
large band-gap semiconductors. The 2000 U.S. National Nanotechnology Initiative noted 
that “STMs, AFMs, and near-field microscopes provide the eyes and fingers required for 
nanostructure, manipulation, and measurement”. 
The AFM is capable of sensing extremely small forces. A flexible cantilever with a 
sharp tip provides the means of detecting the forces present between the AFM probe 
surface and a sample surface, typically in the range of 10-7 ~10-12 N, and thereby it is the 
essential element to significantly affect the spatial resolution of the AFM. At present, 
microfabricated Si and/or Si3N4 cantilevers are widely used. In practice, to perform the 
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AFM experiment, the tip attached to the free end of the cantilever with a known spring 
constant is brought into close proximity to a surface to be observed. The fixed end of the 
cantilever is supported by a carrier, which is attached to a dither piezo. The dither piezo 
provides a way to vibrate the carrier. The cantilever bends vertically in response to 
attractive and/or repulsive interaction forces10, and the motion of the cantilever 
influenced by these forces is observed and quantified by a detection system. Similar to 
the STM, laterally and vertically positioning of the sample is achieved by a piezoelectric 
scanner during scanning. 
A schematic diagram of an AFM setup is shown in Figure 1.2. The conventional 
method for measuring the cantilever deflection is using the optical beam deflection 
technique. In the AFM, a laser beam is focused on the cantilever and reflected from the 
cantilever backside into a position-sensitive quadrant photodetector (PSPD).  When the 
sample is moved laterally under the tip, features on the surface cause the cantilever to 
deflect. The cantilever deflection changes the direction of the reflected laser beam, which, 
in turn, changes the intensity difference between the top and bottom (left and right) sets 
of PSPD. The laser beam deflection method in fact reads out changes in the small angle 
that the incident beam makes with the cantilever surface, which is linearly proportional to 
the cantilever bending. The length of the reflected laser path amplifies this deflection. 
This method is believed to be the most sensitive, reliable and easily implemented 
detection approach. 
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Figure 1.2: A sketch of the operating principle of atomic force microscopy. 
 
 
The cantilever deflection varies under the impact of the forces acting on the tip. 
Therefore, surface topographic information is stored during a lateral scan of the sample 
while simultaneously probing the separation-dependent force or force gradient between 
tip and sample. The measurement of tip-sample interaction is either recorded directly, or 
used as a control parameter for a feedback circuit that maintains the force or force 
gradient at a constant value by moving the sample vertically to compensate variations. 
There are two types of imaging modes in AFM: 
(1) In the static mode, also referred to as contact mode, the AFM tip is always brought in 
contact with the sample surface. Under the “contact” regime, a very weak repulsive 
force experienced by the tip results in an upward deflection of the cantilever from its 
equilibrium position. The force is detected from the cantilever deflection and, 
consequently, surface structure is obtained.   
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(2) In the dynamic mode, the cantilever is driven at a fixed frequency near resonance. 
When the tip is far from the surface, the oscillation amplitude of the vibrating 
cantilever is held constant. When the tip is close to the surface, the vibration 
amplitude decreases. The force gradient is sensed to form a map of surface 
topography11. In detail, the dynamic mode can be classified into two types: tapping 
mode and noncontact mode. In the tapping mode, the tip is periodically in contact 
with the surface, and surface structure is gained from the change of the oscillation 
amplitude and/or phase, which is caused by cyclic repulsive contact between tip and 
sample with loss of the energy stored in the cantilever. In the noncontact mode, the 
mechanical contact of tip and sample does not occur, and topographic image is 
obtained from the change of the oscillation amplitude and/or resonant frequency, 
which is resulted from interaction forces, i.e., van de Waals forces, attracting the tip 
to the surface. 
The contact mode has a high possibility that the strong repulsion will damage the sample 
surface and/or the tip apex. So, the tapping and noncontact modes are widely used 
because they are more gentle than the contact mode. 
The AFM experiments can be performed in a variety of environments: ambient air, 
various controlled atmosphere, liquids, vacuum, at low temperatures and high 
temperatures12,13. Imaging in liquid allows the study of live biological samples and it also 
eliminates water capillary forces present in ambient air at the tip-sample interface. Low 
temperature imaging is useful for the study of biological and organic materials and the 
study of low-temperature phenomena. Moreover, nanoscale science and technology are 
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strongly driven by AFMs which allow investigation of surfaces down to the atomic scale. 
AFMs have been used to study the physics and chemistry of probe-sample interactions, as 
well as quantitatively analyze tribological, electronic, magnetic, biological, and chemical 
surfaces. Aside from its ability to image and visualize the specimen, the AFM is of 
practical importance for nanofabrication and nanomachining14,15. 
 
1.4 Near-Field Scanning Optical Microscopy 
After the invention of the STM as an extreme example of a super-resolution 
microscope, STM technology also triggered increasing effort in the development of other 
scanning probe microscopy techniques. Near-field scanning optical microscopy (NSOM) 
is a new proximal probe technique providing the ability to image sample surfaces with 
resolution in the 10~100-nm regime4,16. It is known that classical optics is concerned with 
the far-field regime, which is defined as any distance that is greater than one wavelength 
being used away. The spatial resolution achieved in classical optical microscopy is 
limited by the wavelength of light source, also referred to as the Abbe limit. This limit 
arises from diffraction of electromagnetic waves interacting with an object to be imaged. 
On the other hand, by operating a microscope in the near-field regime, the Abbe 
resolution limit can easily be surpassed and therefore sub-wavelength features of the 
object to be imaged can be retrieved. 
In the NSOM an optical probe is scanned in the direct vicinity of a sample surface to 
be imaged. The probe illuminates locally the surface and the intensity of the light 
transmitted through the sample is recorded. Consequently, optical information with 
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respect to the surface is accessible point by point. Spatial resolution of the SNOM is 
afforded primarily by the probe size and the probe-to-sample separation rather than the 
wavelength of light. To achieve a high lateral resolution, the probe diameter has to be of 
the order of nanometer (generally, 10~200 nm), and the probe has to be maintained at a 
distance of less than 10 nm from the sample surface. 
Figure 1.3 demonstrates a design of NSOM apparatus. There are several NSOM 
configurations that can be utilized in terms of sample properties or working environments. 
One particular NSOM configuration is usually referred to as illumination mode 
NSOM17,18, where the NSOM probe acts as a localized light source, with the transmitted 
light or emitted fluorescence being collected by a far-field optic. Alternatively, successful 
examples of imaging have been reported with collection mode NSOM19,20, in which the 
NSOM probe acts as a localized light collector rather than an illuminator, and the far-
field optic is used to excite the sample.  
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Figure 1.3: A schematic diagram of one specific configuration of near-field scanning 
optical microscopy. 
 
 
Like classical optical microscopy, the NSOM can be performed in transmission or in 
reflection21-23, the choice of which is determined by the sample of interest. In 
transmission NSOM, a thin sample is excited and light passing through it is collected 
using short working distance, high numerical aperture (NA) optics. For opaque samples, 
reflection NSOM is utilized in which the NSOM probe illuminates the sample and light is 
collected with a long working distance collection lens by either mounting the lens 
directly above the sample and probe, or placing it at an angle to the sample and probe.  
The NSOM can also be classified into aperture-type and apertureless-type based on 
probe structure. In aperture-type NSOM, the probe is fabricated by a tapered optical fiber 
tip coated with a thin reflective metal layer, leaving a nanometer sized aperture at the 
apex4. As an alternative option, sharpened micropipettes coated with a thin metal film can 
serve as probes as well18. The aperture probes can either be used to deliver the nanoscale 
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light spot, or they can be used for both excitation and collection. In apertureless-type 
NSOM, the probe is formed by a sharpened metal tip24,25. Illumination with the 
polarization parallel to the tip apex can create large amount of oscillating surface charges 
which lead to a greatly enhanced electric field laterally confined to the tip apex. When the 
apertureless probe is used for imaging, spatial resolution is purely dependent on the tip 
geometry. The field enhancement effect can also contribute to the detection of extremely 
weak signals associated Raman spectroscopy26. 
Sample scanning is accomplished using piezoelectric scanner, similar to other 
scanning probe microscopes such as STM and AFM. Since NSOM probes are positioned 
and held within a few nanometers of the sample surface during scanning, tip-sample 
distance regulation plays a central role in the NSOM operation. One of the most 
commonly adopted feedback mechanisms is the shear-force technique27. In the shear-
force method, the NSOM probe is mounted on to a small piezo element, such as dither 
piezo or quartz tuning fork, and vibrated in a motion parallel to the surface at one of its 
mechanical resonances. As the tip approaches to and about few tens of nanometers above 
the sample, the amplitude of the vibration is damped due to the existence of shear forces 
between tip and sample. The amplitude, an analog to the interaction forces in AFM 
experiments, can be monitored by various methods and used in a feedback circuit for tip-
to-sample distance control during imaging. 
NSOM techniques have been proven to important characterization tools in materials 
science. The NSOM has be to image a variety of samples, and the same contrast 
mechanisms known in classical optical microscopy are available using NSOM 
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approaches, such as transmission, reflection, emission, absorption, polarization and 
spectroscopy. The NSOM is well suited for semiconductor applications owing to its 
ability to noninvasively measure surface topography, defect content, and carrier lifetime 
variations20,28. Other examples of applications using NSOM can also be found in single 
molecule studies, thin film analysis, and probing biological samples29-34.     
 
1.5 Shear-Force/Acoustic Near-Field Microscopy 
Shear forces were first utilized as a feedback mechanism in NSOM techniques27,35 
and, subsequently, shear-force scanning microscopy36 was born as a by-product of the 
NSOM. As described above, in a shear-force scanning microscope, a tip is dithered 
laterally at one of its mechanical resonances. The amplitude of the vibration is kept low. 
As the tip approaches the sample surface, the dithering tip will experience damping due 
to the presence of shear forces between the tip and the sample. It is found that in ambient 
conditions, this drop in amplitude normally occurs over a range of tens of nanometers 
from the surface. The shear-force scanning microscope is an instrument that uses the 
effect of shear-force interactions to generate a feedback signal in the distance regulation 
during a scan. 
To date, quartz tuning forks (QTFs) are being used as force sensors and QTF-based 
shear-force scanning microscopes are widely accepted. QTFs were initially introduced 
into the field of SPM by Gunther et al.37, and later by Karrai and Grober35. Owing to the 
piezoelectric effect native to quartz crystal, the measurement of QTFs’ oscillation 
amplitude is achieved by evaluating the change in an electrical signal correlated to the 
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applied forces. The implementation of QTFs greatly simplifies force measurement 
schemes without losing sensitivity too much. QTFs have others advantages such as high 
amplitude and phase sensitivities, high quality factor, high stiffness, and no hazard to 
photosensitive materials. Furthermore, QTFs have been successfully demonstrated under 
various conditions38,39. 
Acoustics imaging based on transmission and reflection of acoustic waves has been 
used for a long time in characterization of the mechanical properties of materials, such as 
elasticity measurements and flaw detection37,40,41. In a classical scanning acoustic 
microscopy, an acoustic wave is focused at the surface of or inside the investigated target. 
After interaction with the sample, the transmitted or reflected acoustic waves are detected 
via ultrasonic transducers. Inhomogeneities or defects can also be visualized even if they 
are in a certain penetration depth inside the sample. Herein, we developed a novel near 
field scanning probe microscopy named Shear-force/Acoustic Near-field Microscopy 
(SANM) by incorporating an acoustic sensor to a shear force microscope. As a 
combination of shear force and scanning acoustics microscopes, the SANM is expected 
to be able to simultaneously provide the shear-force and acoustic interpretations 
regarding the surface structures as well as subsurface features of a sample.  
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Chapter 2. Surface and Interfacial Phenomena Related to Scanning Probe 
Microscopy 
 
 
2.1 Adsorption 
Adsorption plays an important role towards attaining both a theoretical and a practical 
understanding of surface and interfacial phenomena. It can be simply referred to as the 
accumulation of a substance at an interface. The material in the adsorbed state is called 
adsorbate. The substance to be adsorbed (before it is on the surface) is called adsorptive. 
The substance, onto which adsorption occurs, is called adsorbent.  
Adsorption takes place at any type of interfaces. However, interfaces consisting of 
only liquids and vapors display slightly simpler adsorption features than those that have 
solid surfaces involved in. The reason is that at liquid surfaces, the complications arisen 
from surface heterogeneities and inhomogeneities can be neglected. A freshly prepared 
solid surface will often be of quite high surface energy so that there will exist strong 
driving forces for reducing the excess surface energy. Unless solid surfaces are in 
ultrahigh vacuum (UHV), under common laboratorial conditions all gas molecules will 
adsorb to solid surfaces below a critical temperature because of attractive intermolecular 
forces. How much of a material adsorbed to an interface is usually dependent upon the 
temperature. 
In general, when adsorption is dominated by physical interaction rather than chemical 
bonding, the process is referred to as physisorption; if the adsorption energy is of the 
order of chemical binding energies, this process is termed chemisorption. Physisorption is 
a process in which only nonspecific interactions are involved. In molecular physics, the 
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electronic structure of the molecule or atom is hardly perturbed upon absorption. The 
corresponding mechanism is van der Waals forces. In the absence of complicated factors 
(i.e., capillary condensation), physisorption has no activation energy. Adsorption 
equilibrium is rapidly established and this process is reversible. The adsorbate is 
relatively free to diffuse on the surface. Furthermore, physisorption will be a multilayer 
process: that is, the amount of adsorbate particles which can be adsorbed onto a surface 
will not be limited by the available solid surface area, but the particles can stack up to 
several molecular thicknesses in a pseudo-liquid assembly. 
In contrast, chemisorption is a process that often involves specific binding sites 
between the solid surface and the adsorbate atoms or molecules, which resembles the 
formation of covalent or ionic bonds. From a molecular viewpoint, chemisorption is 
accompanied by a rearrangement of the electronic shells of the adsorbate atoms or 
molecules, where the electronic structure of the bonding partners is strongly perturbed, 
and new hybrid orbitals are formed. In the case of ionic bonding, there may be charge 
transfer from one partner to the other. Chemisorbed molecules must overcome an 
activation energy, and they usually do not diffuse on the surface. Often the molecules 
first physisorb to the surface and in a second, much slower, step the chemical bond is 
established, forming a monomolecular chemisorbed layer. Molecule desorption may not 
be accessible. 
There are several theoretical principles that are fundamental for understanding all 
adsorption phenomena. Herein, we will focus on the Gibbs adsorption equation, the 
Young-Laplace equation, and the Kelvin equation, which are introduced in turn. 
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2.1.1 The Gibbs Adsorption Equation 
The classical Gibbs adsorption equation is applicable to the case where one interface 
is present between two coexisting surface phases. It describes changes in the surface 
tension with variances in the concentration of a species in contact with a surface42.  
To define the state of a bulk phase α, it is essential to specify the values of several 
variables associated with the state. Those variables include the temperature T α , its 
volume V α , and the system pressure Pα . In terms of the Helmholtz free energy A , the 
system can be specified by (with constant P ): 
i idA S dT P dV dN
α α α α α α αµ= − − + ∑                                 (2.1.1) 
where Sα  is the entropy, iN
α  and i
αµ  are the amounts and chemical potentials of species 
i. For a system of two phases, a similar equation can be written for the second phase β. At 
equilibrium, the two phases will have the same temperature T , the same pressure P , and 
the same chemical potential µ , for all components. The α−β interface present is 
considered to be a third phase σ. Therefore, the total free energy can be expressed as: 
TA A A Aα β σ= + +                                               (2.1.2) 
where Aσ  is the interfacial Helmholtz free energy. Analogous to Eq. (2.1.1), the 
derivative of the interfacial free energy is given by: 
i i SdA S dT dN dA
σ σ σµ γ= − + +∑                                    (2.1.3) 
where γ  is the surface or interfacial tension between α and β, SA  is the interfacial area, 
and iµ  has the same value as that in the bulk phase. According to the Gibbs surface 
model, the surface tension is related to an interface, which behaves mechanically as a 
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membrane stretched uniformly and isotropically by a force which is the same at all points 
and in all directions. We integrate Eq. (2.1.3) while keeping the intrinsic parameters T , 
iµ , and γ  
i i SA N A
σ σµ γ= +∑
constant: 
                                            (2.1.4) 
This integration is allowed because it represents a feasible process, e.g., through simply 
increasing the surface area of the system. 
To derive the Gibbs adsorption equation, we start with Eqs. (2.1.3) and (2.1.4). At 
equilibrium, taking differential of Eq. (2.1.4) leads to: 
i i i i S SdA dN N d dA A d
σ σ σµ µ γ γ= + + +∑ ∑                            (2.1.5) 
Equating this to Eq. (2.1.3) then results in: 
 0S i iA d S dT N d
σ σγ µ+ + =∑                                      (2.1.6) 
At constant temperature, Eq. (2.1.6) can be simplified to: 
i i Sd N d A
σγ µ− = ∑                                              (2.1.7) 
By defining a new term like a surface concentration, i i SN A
σΓ = , called interfacial 
excess concentration of i, the Gibbs adsorption equation becomes: 
i id dγ µ− = Γ∑                                                  (2.1.8) 
For dilute solutions containing one non-dissociating surfactant, a more general form 
of the Gibbs adsorption equation is: 
(1)
2 2lnd RT d Cγ = − Γ                                              (2.1.9) 
in which 2 designates the solute dissolved in bulk phase 1, and 2C  denotes the molar 
concentration of surfactant in bulk. The practical applicability of this equation is that the 
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relative adsorption of a material at an interface can be determined from measurement of 
the interfacial tension as a function of solute concentration: 
(1)
2
2
1 ( )
ln
d
RT d C
γ
Γ = −                                            (2.1.10) 
 
2.1.2 The Young-Laplace Equation 
The Young-Laplace equation defines the equilibrium condition for the pressure 
difference over a curved interface in terms of surface tension and curvature43. Since many 
practical applications involve surfaces and interfaces with high degree of curvature, it is 
important to understand the effect of curvature on interfacial properties. 
To derive the expression of the pressure difference across a curves surface, we pick 
up a small part of a liquid surface (Figure 2.1). A point X is selected and a line is drawn 
on which all points are the same distance l  away from X. Then, on this line we take two 
cuts (AXB and CXD) that are perpendicular to each other. At point B, the surface tension 
pulls with a force dlγ ; the vertical force is sindlγ α ; and for small surface area we have 
1sin l Rα ≈ , where 1R  is the radius of curvature along AXB. Therefore, the sum of the 
four vertical components at points A, B, C, and D is: 
1 2 1 2
2 2 1 12l ldl dl d
R R R R
γ γ
   
⋅ ⋅ + = ⋅ ⋅ ⋅ +   
   
                              (2.1.11) 
Integrating Eq. (2.1.11) over the borderline gives the total vertical force, caused by the 
surface tension. In equilibrium, this vertical force must be compensated by an equal force 
in the opposite direction. The balanced force is caused by an increased pressure P∆  on 
the concave side. Equating both forces leads to: 
21 
 
2 2
1 2
1 1l l P
R R
π γ π
 
⋅ ⋅ + = ⋅∆ 
 
                                     (2.1.12) 
1 2
1 1P
R R
γ
 
∆ = ⋅ + 
 
                                            (2.1.13) 
Eq. (2.1.13) is the Young-Laplace equation, which is valid for any liquid surfaces. In 
circumstances where the surface tension is uniform from point to point, the pressure 
difference will depend only on the curvature of the interface. Due to the presence of a 
pressure difference, the liquid will flow from high to low pressure until the difference is 
decreased and finally vanish. In particular, for a spherical surface 1 2R R r= = , the 
equation simplifies to 2P rγ∆ = . In a plane surface where 1 2R R= = ∞ , 0P∆ = . 
 
Figure 2.1: Diagram used for deriving the Young-Laplace equation. 
 
 
 
2.1.3 The Kelvin Equation 
Like the Young-Laplace equation, the Kelvin equation is based on the 
thermodynamic principles and does not refer to a special material or special condition. 
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The subject of the Kelvin equation is the vapor pressure of a liquid. It is known that when 
the liquid surface is curved, the vapor pressure changes. The Kelvin equation states how 
the vapor pressure depends on the curvature of the liquid44.  
The cause for changes in vapor pressure is the Laplace pressure. For a very small 
drop of liquid in which there is a large surface to volume ratio, the vapor pressure is 
higher than that over a plane surface of equal area. The movement of liquid from a flat 
surface into a volume with a curved surface requires the input of energy into the system 
since the Gibbs free energy of the surface being curved increases. If the radius of a drop 
is increased by a factor dr , the surface area increases from 24 rπ  to 24 ( )r drπ + , the 
Gibbs free energy increases: 
8G r drγ π∆ = ⋅ ⋅                                               (2.1.14) 
As same as the discussion in previous sections, γ  represents the surface tension of the 
adsorbed film. If during a process dn  moles of liquid are transferred from the flat phase 
with a vapor pressure of 0P  to a drop with vapor pressure 0
KP , the free energy increase is 
given by: 
0 0ln( )
KG RT P P dn∆ = ⋅ ⋅                                        (2.1.15) 
where R  is the ideal gas constant, T  is the absolute temperature. Equating Eqs. (2.1.14) 
and (2.1.15) yields the expression known as the Kelvin equation: 
0
0 1 2
1 1ln( )
K
m
PRT V
P R R
γ
 
⋅ = ⋅ + 
 
                                   (2.1.16) 
1R  and 2R  are the radii of curvature of the volume, mV  is the molar volume of the liquid. 
For a spherical drop of radius r , the equation can be simplified: 
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0
0
2ln( )
K
mP VRT
P r
γ
⋅ =    or   0 0
2exp( )K mVP P
rRT
γ
= ⋅                       (2.1.17) 
 
2.2 Adhesion 
As a practical definition, adhesion is a state in which two bodies are held together by 
intimate interfacial contact in such a way the mechanical force or work can be applied 
across the interface without causing these two bodies to separate. Specifically, there are 
several mechanisms of adhesion used to explain why one material sticks to another. 
Thermodynamic adhesion is the term that applies to the “ideal” adhesion defined in terms 
of reversible work needed to separate two surfaces by overcoming the molecular 
interactions across the interface. Mechanical adhesion is the term that may be applied to 
the situation in which actual mechanical interlocking of microscopic asperities at the 
interface occurs over a significant portion of the contact area. Chemical adhesion refers to 
adhesion involving the formation of formal chemical bonds (covalent, electrostatic, or 
metallic) across an interface. 
Before entering into the topic of adhesion, it is worth introducing several concepts 
related to adhesion, such as surface tension, interfacial tension, work of adhesion and 
work of cohesion. The main subject in this section concerns the adhesion force between 
solid objects. Basic theoretical models of contacts regarding microscopy techniques will 
be reviewed. 
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2.2.1 Surface Tension and Interfacial Tension 
The concept of surface tension was induced in previous sections; however, it is 
helpful to back up to interpret the concept of surface tension in detail. The surface tension 
is defined as the work required producing a new surface per unit area45. Under conditions 
of equilibrium at constant temperature and pressure, to increase the surface area by an 
amount sdA  of a one-component system, the reversible work being done is given by: 
SdW dAγ= ⋅                                                    (2.2.1) 
The proportionality constant γ  in Eq. (2.2.1) is called surface tension. Eq. (2.2.1) can be 
compared with the reversible work needed to increase the volume at constant pressure, 
P dV⋅ . Therefore, the surface tension γ  can be considered as the two-dimensional 
analogue of the pressure P  while the volume change is replaced by the change in surface 
area. The unit of surface tension is either 2J m  or N m . For solids surface tension is 
commonly denoted by Sγ , and for liquid it is commonly denoted by Lγ . 
On the molecular level, the surface tension γ  can be interpreted as the energy 
required to bring molecules from the bulk to the surface and to create new surface area.  
For molecules it is energetically favorable to be surrounded by other molecules. At the 
surface, however, molecules are only partially surrounded by other molecules and the 
number of adjacent molecules is smaller than in the bulk. In order to bring a molecule to 
the surface, work has to be done. Based on thermodynamics, the surface tension can also 
be defined as: 
, , iS T V N
A
A
γ ∂≡
∂
   or   
, , iS T P N
G
A
γ ∂≡
∂
                                    (2.2.2) 
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in which A  represents the Helmholtz free energy and G  is the Gibbs free energy.  The 
former one states how the Helmholtz free energy changes when increasing the surface 
area while holding the temperature T , the total volume V , and the total numbers of all 
components iN  constant. The later one is the increase in the Gibbs free energy per 
increase in surface area at constant T , P , and iN . 
The interfacial tension is a term similar to the surface tension in which two 
immiscible phases are involved46. When two bulk phases α and β are in contact, the 
reversible work done or the free energy change in expanding their interfacial area by unit 
area is known as their interfacial tension αβγ . Figure 2.2 shows interfacial tensions at 
different interfaces.  LGγ  denotes the liquid-gas interfacial tension, SLγ  denotes the solid-
liquid interfacial tension, and SGγ  denotes the solid-gas interfacial tension, respectively. 
They will be present in next sections. 
 
Figure 2.2: Definitions of interfacial tensions at different interfaces. 
 
 
 
2.2.2 Work of Adhesion and Work of Cohesion 
For two immiscible phases α and β (α ≠ β), the work of adhesion ( )AW αβ  is defined as, 
the reversible work done or the free energy change, to separate unit area of interface 
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between these two materials from contact to infinity in vacuum (Figure 2.3a)47. The work 
of adhesion is given by: 
( )AW αβ α β αβγ γ γ= + −                                             (2.2.3) 
where the subscripts refer to the two phases being separated, and the γ ’s are the 
respective surface or interfacial tensions. 
For two identical phases α and β (α = β), analog to ( )AW αβ  is the work of cohesion 
( )CW αα , defined as the reversible work required to separate two surfaces of unit area of the 
material (Figure 2.3b)47. It represents a minimum amount of work for the creation of two 
unit areas of fresh surface. The work of cohesion is expressed by: 
( ) 2CW αα αγ=                                                    (2.2.4) 
Since all media attract each other in vacuum, ( )AW αβ  and ( )CW αα  are always positive. 
 
Figure 2.3: Definitions of (a) the work of adhesion and (b) the work of cohesion. 
 
 
In theory, the concept of thermodynamic adhesion applies equally well to liquid and 
solid phases. However, it does not take into consideration conditions before or after the 
formation of the interface, the presence of random flaws or defects in the system, or the 
bulk physical properties of the components. The complete expression for the work of 
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adhesion between two phases with each phase completely saturated by the other, denoted 
by α(β) and β(α) is: 
( ) ( ) ( ) ( )Wα β β α α β β α αβγ γ γ= + −                                       (2.2.5) 
The maximum force required to separate unit area of interface, or the ideal adhesive 
strength of the interface aF  can be estimated by
48: 
( ) ( ) 01.03adF W rα β β α=                                            (2.2.6) 
where 0r  is the equilibrium distance of separation on the order of a few molecular 
diameters. Similar calculations can be made for cohesive strength as well. 
 
2.2.3 Adhesion Force Between Solid Surfaces: The Basic Theories of Contact  
In reality all solids have a finite elasticity. When real surfaces come into contact, they 
deform elastically under the influence of any externally applied load as well as the 
attractive interface forces that pull the two surfaces together. This results in a finite 
contact area even under zero external loads.  
Heinrich Hertz was the first to lay the basis for the mechanical behavior of two elastic 
spheres (or a sphere and a plane surface) pressed together49. The standard Hertzian model 
considers two spheres with radii 1R  and 2R  in contact (or a sphere contacting a plane) 
(Figure 2.4a). The two solids are from materials with Youngs moduli 1E  and 2E , and 
with Poisson ratios 1ν  and 2ν . These spheres are pressed together by a load F  that can 
be the gravitational force or an applied force. The Hertzian model supposes that no 
surface forces such as van der Waals, adhesion and capillary forces act between the solids. 
28 
 
According to this theory, the pressure between the spheres decreases as a quadratic 
function with the distance to the contact center. At the outer rim of the contact region 
with a radius a , the pressure drops to zero. A relationship between the contact radius a  
and the load F  is obtained by integrating the pressure over the entire contact area: 
*
3
*
3
4
Ra F
E
= ⋅                                                    (2.2.7) 
*R  is the effective particle radius and *E  is the reduced Youngs modulus expressed by: 
* 1 2
1 2
R RR
R R
⋅
=
+
   and   
2 2
1 2
*
1 2
1 11
E E E
ν ν− −
= +                         (2.2.8) 
The contact radius also determines the indentation: 
                                  
2
*
a
R
δ =                                                        (2.2.9) 
Hence a force-distance relationship is given by: 
* * 34
3
F E R δ= ⋅ ⋅                                             (2.2.10) 
In fact surface forces such as van der Waals forces attract the two solids even for zero 
load. The theory developed by Johnson, Kendall, and Robert completed the Hertzian 
theory by taking account of adhesion forces50. Their model is called the JKR model. The 
JKR theory is valid when attractive surface forces are not negligible, and for soft 
materials such as polymers. It calculates the increase in contact area that results from the 
elastic bodies deforming to accommodate their mutual attraction. Similar to the Hertz 
theory, the JKR model considers the situation in which two elastic spheres of radii 1R  and 
2R , with Youngs moduli 1E  and 2E , and with Poisson ratios 1ν  and 2ν , are brought into 
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contact under a load F  (Figure 2.4a). This is equivalent to a sphere-plane contact by 
considering one sphere to have an infinite radius. The energy gain per unit area is the 
work of cohesion, CW , which is correlated with an energy loss of the system. At 
meantime, work must be done for the elastic deformation of the solids. With the help of 
the Hertz theory, this elastic deformation energy can be calculated, so that the real contact 
radius a  is given by: 
( )
* 23 * * *
*
3 ( 3 6 3
4 C C C
Ra F W R W R F W R
E
π π π= ⋅ + + +                    (2.2.11) 
where *R  and *E  are as same as those in the Hertzian model. At zero applied load, there 
is a finite contact area given by: 
1 3*2
0 *
9
2
CW Ra
E
π 
=  
 
                                             (2.2.12) 
Eq. (2.2.11) further implies that under small upward loads the solids still stick together 
until at some critical force the surfaces suddenly jump apart. The force necessary to 
separate two solids is termed the adhesion force or “pull-off” force (Figure 2.4b): 
*3
2adh C
F W Rπ= ⋅                                                (2.2.13) 
The cohesion work is usually expressed in terms of the surface tension of the solid Sγ  by 
Eq. (2.2.4). Substituting Eq. (2.2.4) into Eq. (2.2.13) leads to: 
*3adh SF Rπγ=                                                 (2.2.14) 
The adhesion force increases linearly with the sphere radius. Surprisingly, it is 
independent of the elasticity of the materials. 
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Figure 2.4: (a) Elastic sphere on rigid surface in the absence (Hertz) and presence (JKR) 
of adhesion. (b) The adhesion force necessary to separate solids from contact according 
to the JKR theory. (c) Neck formation according to the DMT theory. 
 
 
In the JKR theory it is assumed that surface forces are active only in the contact area. 
In reality surface forces are active also outside of direct contact. This is, for example, the 
case for van der Waals forces. Derjaguin, Muller, and Toporov took the effect of van der 
Waals forces outside the elastic contact area into account and developed the DMT 
model51. The DMT theory applies to the case of small radii of curvature and weak 
adhesion forces. With this model, the contact radius a  can be written: 
                      
*
3
*
3 ( )
4 adh
Ra F F
E
= ⋅ +                                            (2.2.15) 
where *R  and *E  have the same meaning as above, and adhF  is the adhesion force. In the 
DMT model it is given by: 
*4adh SF Rπγ=                                                 (2.2.16) 
Exact analysis shows that the JKR model and the DMT model represent two extremes 
of the real situations52,53. For large, soft solids the JKR theory describes the situation 
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realistically. For small, hard solids it is appropriate to use the DMT theory. A criterion, 
which model is to be used, results from the height of the neck (Figure 2.4c): 
1 3* 2
*2
S
n
Rh
E
γ 
=  
 
                                                (2.2.17) 
If the neck height is larger than some atomic distances, the JKR model is more favorable. 
With shorter neck heights the DMT model is more suitable. In addition, theories of 
contact such as the Hertzian and the JKR models assume that surfaces are perfectly 
smooth. However, real surfaces are rough. There is as yet no satisfactory theory for such 
real world situations. 
 
2.3 Capillary Condensation 
The formation of water films on surfaces of materials exposed to humid environments 
is the basis of many capillary phenomena. Capillary phenomena arise from differences in 
pressure across a system containing at least one liquid phase and another liquid, vapor, 
and/or solid phase. Such pressure differences may result from the presence of differences 
in curvature in the interface. The term “capillary condensation” tends to be defined as the 
condensation of vapor into capillaries or fine pores even for vapor pressures below the 
equilibrium vapor pressure of the liquid with a planar surface. Capillary condensation 
often strengthens the adhesion of fine particle. For example, as two spherical particles 
come into contact, liquid will spontaneously condense into the gag of the contact area. 
The meniscus is curved, and the Laplace pressure expressed by Eq. (2.1.13) in the liquid 
is negative. As a result, the particles attract each other. 
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An important consequence of capillary condensation is the existence of the capillary 
force54, which is critical at the microscale. As described in the example given above, 
capillary forces arise from the formation of a concave meniscus around the contact, given 
rise to a negative Laplace pressure. Of interest for capillary forces is the contact between 
three phases: liquid, solid and gas. To calculate the capillary force, we consider a simple 
case where two spherical particles of identical radius pR  are in contact (Figure 2.5). We 
further assume that the liquid wets the surfaces. The total radius of curvature of the liquid 
surface is: 
1 2
1 1 1 1 1
R R x r r
+ = − ≈ −    ( )x r                                     (2.3.1) 
According to the Young-Laplace equation, the Laplace pressure in the liquid is: 
LP
r
γ
∆ =                                                       (2.3.2) 
where P∆  is lower in the liquid than in the outer vapor phase. The pressure acts on a 
cross-sectional area 2xπ  between the two surfaces leading to an attractive force of 
2x Pπ ⋅∆ . We can use Pythagoras’ theorem to express 2x  in terms of r : 
( ) ( )2 2 2p pR r x r R+ = + +                                           (2.3.3) 
                                                   2 22 2prR x xr x= + ≈    ( 2 )x r                                    (2.3.4) 
Thus the attractive capillary force is: 
2 L pF Rπγ=                                                    (2.3.5) 
The capillary force depends only on the radius of the particles pR  and the surface tension 
of the liquid Lγ . It is independent neither from the actual radius of curvature of the liquid 
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surface nor from the vapor pressure. In reality, however, the force is often much smaller 
than the calculated value. This can be explained by the roughness of the surfaces. 
Macroscopic solid surfaces are usually rough and tough only at some points, and 
capillary condensation takes place only at these contact points. This condensation of 
liquids, especially water, from vapor can also have additional effects on the physical state 
of the contact region. If the surfaces contain ions, they will diffuse within the liquid 
bridge and consequently, changing the chemical composition of the contact zone, and 
further impacting on the adhesion.  
 
Figure 2.5: Two spherical particles in contact with liquid meniscus. 
 
 
 
2.4 Contact Angle 
Wetting phenomena can be observed every day around us. The behavior of a limited 
amount of liquid on a solid surface is taken as an indication of the wetting of the surface. 
If a drop of a liquid is placed on a solid surface, the liquid either spreads completely on 
the surface or spreads to a finite extent but remains as a discrete drop on the surface. The 
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quantitative measure of the wetting is to determine the contact angle, θ , which can be 
considered as a characteristic of the surface.  
Surface and interfacial tensions dominate how a drop of liquid deforms when it 
adheres to a surface. To derive the relationship between the contact angle and the surface 
tensions, we consider a typical example where a circular drop on a planar solid surface 
spreads an infinitesimal amount (Figure 2.6a). While spreading, the radius of the contact 
zone increases from a  to a a da′ = + . Assuming constant volume, its height decreases 
from h  to h h dh′ = + . In equilibrium, which is the energetically most favorable situation, 
the change of the Gibbs free energy dG  is zero. 
 
Figure 2.6: (a) Liquid drop with circular contact area on a planar solid surface spreads an 
infinitesimal amount. (b-d) The various degrees of wetting: complete wetting ( 0θ =  ), 
partial wetting ( 90θ <  ), and nonwetting ( 90θ >  ). 
 
 
On one hand we assume that the drop is so large that a contribution of the Laplace 
pressure does not lead to a significant change in the Gibbs free energy. On the other hand, 
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we assume that the drop is small enough, so that its shape is that of a spherical cap. When 
the drop spreads, the free solid surface is changed to a solid-liquid interface. The change 
in area 2SLdA a daπ= ⋅  leads to a change in surface energy ( )SL S SLdAγ γ− ⋅ . In addition, 
the surface area of the liquid-gas interface changes. The surface of a spherical cap is 
2 2( )LA a hπ= + . A small change in the contact radius a  leads to a change in the liquid 
surface area of: 
2 2L LL
A AdA da dh a da h dh
a h
π π
∂ ∂
= + = ⋅ + ⋅
∂ ∂
                          (2.4.1) 
Here the two variables a  and h  are not independent. The volume of a spherical cap is 
2 3(3 )
6
V a h hπ= + . Since the volume of the drop is constant we have: 
( )2 2 02
V VdV da dh ah da a h dh
a h
ππ∂ ∂= + = ⋅ + + ⋅ =
∂ ∂
                    (2.4.2) 
2 2
2dh ah
da a h
= −
+
                                                 (2.4.3) 
We can use Pythagoras’ law: 
2 2 2( )R h a R− + =                                                (2.4.4) 
2 22a Rh h= −                                                   (2.4.5) 
Therefore we get: 
2 2
2
2
dh ah a
da Rh h h R
= − = −
− +
                                       (2.4.6) 
Inserting Eq. (2.4.6) into Eq. (2.4.1) leads to: 
2 2 2 2 cosLG
a R hdA a da h da a da a da
R R
π π π π θ−= ⋅ − ⋅ = ⋅ = ⋅ ⋅             (2.4.7) 
36 
 
The total change in the Gibbs free energy is: 
( ) ( )2 2 cosSL S SL L LG SL S LdG dA dA a da a daγ γ γ π γ γ π γ θ= − ⋅ + ⋅ = − + ⋅       (2.4.8) 
At equilibrium 0dG da =  which leads to: 
cosL S SLγ θ γ γ⋅ = −                                               (2.4.9) 
Eq. (2.4.9) is known as the Young’s equation derived for a quantitative description of 
wetting phenomena55. According to this equation, if the interfacial tension of the bare 
solid surface is higher than that of the solid-liquid interface ( S SLγ γ> ), cosθ  has to be 
positive and the contact angle is smaller than 90° (partial wetting, Figure 2.6c). If the 
solid-liquid interface is energetically less favorable than the bare solid surface ( S SLγ γ< ), 
the contact angle will exceed 90° because cosθ  has to be negative (nonwetting, Figure 
2.6d). If the system is in equilibrium and we have S SL Lγ γ γ= + , complete wetting of the 
surface will occur (Figure 2.6b). 
It is found that on real surfaces contact angle measurements often exhibit hysteresis56. 
If we measure the contact angle while the volume of the drop is increasing, we get the so-
called advancing contact angle advθ . If we afterwards decrease the volume of the drop 
and determine the contact angle, we measure the so-called receding contact angle recθ . 
Usually advθ  is significantly higher than recθ . The difference adv recθ θ−  is called contact 
angle hysteresis. Possible causes of hysteresis are roughness, inhomogeneity, line tension, 
energy dissipation etc.    
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2.5 Hydrophobic/Hydrophilic Interactions 
All molecules including polar and non-polar molecules attract each other at distance 
of the order of a few Angstrom (Å) by weak attractive force. It is known that water 
molecules can form “strong” intermolecular interactions termed hydrogen bonds. The 
strength of hydrogen bond is always between van der Waals force and covalent bonds. 
The polarity and hydrogen-bond strength of water make it a unique solvent and highly 
active molecule. When molecules are dissolved in water, polarity and hydrogen bonds are 
playing important roles in the formation of interactions between solutes and water 
molecules. 
“Hydrophobic” means “water-hating (or fearing)”, and it always refers to the category 
of substance which is immiscible with water. If the contact angle is above 90°, the 
surface can be called hydrophobic. Between hydrophobic surfaces a completely different 
interaction is observed. Hydrophobic surfaces strongly attract each other when they are 
immersed in water. This attraction is called hydrophobic interaction. This interaction 
summarizes all of forces which reduce the solubility of non-polar molecules in water. The 
first direct evidence that the interaction between solid hydrophobic surfaces exceeds the 
van der Waals attraction at large separations by more than one order of magnitude was 
provided by Israelachvili and Pashley57. The exact origin of hydrophobic interaction is, 
however, still under debate. On the molecular level, the hydrophobic force between two 
molecules is complex; it involves many other molecules and is of much longer range than 
a typical covalent bond. One hypothesis is that the interaction arises from the 
configurational rearrangement of water molecules as two hydrophobic species come 
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together. The restructuring of water molecules is entropically unfavorable; in other words, 
rather than forming new structure with non-polar solutes, water prefers maintaining the 
existing interactions with same water molecules. Studies of hydrophobic interaction are 
of importance because this interaction plays a major role in many surface phenomena, in 
molecular self-assembly, in biological membrane structure and in the formation of the 
compact structure of proteins. 
In contrast, “hydrophilic” means “water-loving”, and hydrophilic groups prefer to be 
in contact with water rather than with each other. Hydrophilic surface should have 
contact angles close to zero. Hydrophilic interaction is the summation of all 
intermolecular interactions (including electrostatic) that cause the process of hydration 
(or salvation, the clustering process of water molecules around a solute particle). It is 
clear that polar molecules are easy to dissolve in water, because it requires low energy to 
break the hydrogen bonds already established among water molecules and to induce new 
hydrogen bonds which are participated by polar solute molecules. In addition, some 
uncharged and even non-polar molecules can be hydrophilic if they have the right 
geometry and/or they contain electronegative atoms capable of associating with the 
hydrogen-bond network in water. 
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Chapter 3. Design of Shear-Force/Acoustic Near-Field Microscopy 
 
 
3.1 The Quartz Tuning Fork 
Precision tip-sample distance control is a need in many SPM techniques. Several 
different approaches exist to achieve the feedback control that maintains the probe at 
constant height above the sample with atomic-level accuracy. For example, a tunneling 
current flowing between tip and sample is used as the signal in feedback loop of the STM, 
whereas in feedback control of the AFM the tunneling current is replaced by tip-sample 
forces detected by cantilever based force sensors. 
Aside from the choice of silicon cantilevers, quartz tuning forks (TFs) have been 
widely used as force sensors in the short-range noncontact mechanical force distance 
control of SPMs. The miniaturized quartz TF consisting of two prongs connected at one 
end is a commercially produced piezoelectric oscillator whose resonance frequency is 
defined by the properties of the material from which it is made and by its geometry. 
Quartz TFs are primarily designed as frequency standards in clocks and watches. 
However, over the past decade they have found application in scanning probe instruments, 
particularly in NSOM, monitoring the separation between probe and surface35. It was 
subsequently demonstrated that TFs could be used as both sensor and actuator to measure 
topographical features on the nanoscale58,59. Quartz TFs are cheap, robust, and easy to 
install and to use. They operate at a higher frequency than most other vibrating sensors, 
and they are highly sensitive indicators of the physical properties of the medium in where 
they are immersed. Quartz TFs offer important advantages as a sensor platform. High 
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quality factor allows high sensitivities at small oscillation amplitudes. Low energy 
dissipation assures low temperature compatibility. In comparison with conventional 
microfabricated cantilevers, high spring constant of TFs enables stable operation without 
the tip jumping to contact at very small tip-sample distances.  Quartz TFs are highly 
insensitive to magnetic fields, thus they become useful as a field-independent senor in 
measurements as a function of magnetic field. Moreover, only two wires are needed to 
drive and readout a TF sensor, therefore the mechanical design and external electronics 
are minimized making easy the implementation of TFs in SPMs under UHV condition. 
Because of these convenient features the TF has become an indispensable component for 
the design of a SPM. 
The unique properties of TFs are based on the native piezoelectric effect of quartz 
crystals. Piezoelectricity defines the ability of a material to convert a voltage to a 
mechanical displacement, and conversely, to generate electrical charges by the 
deformation of the crystalline matrix. To convert a TF into an SPM force sensor, a 
sharpened tip is attached along one of its prongs so that the tip protrudes out of the end of 
the prong35. The TF is used as a force sensor, while the tip acts as a shear-force pick-up. 
To be a compact sensor, the TF is driven to oscillate in such a way that the tip vibrates 
parallel to the sample surface. Both prongs of the TF are piezoelectrically coupled 
through the metallic contact pads. The geometry of the contacts and the coupling between 
the two prongs insure that only one resonant vibration mode of the TF is excited. This in 
turn yields an electric current proportional to the deformation of the TF prongs. When 
implemented for tip-sample distance control, the TF is oscillating at its resonance 
41 
 
frequency. As the tip approaches normally to and is within tens of nanometers of the 
sample, a reduction of the piezoelectric current is measured due to the presence of shear 
forces originating from the tip-sample interaction. For topography imaging purpose, this 
current signal is used in a feedback loop to maintain constant tip-sample distance. 
 
3.1.1 Mechanical and Electrical Properties of Quartz Tuning Forks 
The behavior of TF sensors is modeled in a standard way as a damped harmonic 
oscillator35,60 (Figure 3.1a) and electrically, as a series resistance-inductor-capacitor 
(RLC) circuit in parallel with package capacitance by the Butterworth-Van Dyke 
model60,61 (Figure 3.1b). The RLC circuit provides a convenient electrical analogue to the 
mechanical properties of the TF: the resistance represents the acoustic losses in the 
material and its environment, the inductor represents the mass of the resonators, and the 
capacitor represents the stiffness of the equivalent spring. 
 
Figure 3.1: (a) Mechanical model of the TF resonator as a damped harmonic oscillator. (b) 
Equivalent electrical model of the TF oscillator as a series RLC circuit. (c) Sketch of the 
quartz TF drawn by Karrai and Grober35.  
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At sufficiently small oscillation amplitude ( )x t , the TF can be described as a simple 
harmonic oscillator subject to a driving force ( )0 cosF tω  and a damping force with linear 
dependence on velocity. The equation of motion is expressed by: 
( ) ( ) ( ) ( )0 cosmx t b xt kx t F tω+ + =                                   (3.1.1) 
where m  is the effective mass of the TF, b  is the damping coefficient, k  is the spring 
constant of the equivalent spring. The effective mass and the damping coefficient depend 
on the medium around the oscillating TF. The solution of Eq. (3.1.1) can be written as: 
( ) ( ) cos( )x t A tω ω ϕ= +                                           (3.1.2) 
where ( )A ω  is the amplitude and ϕ  is the phase difference with respect to the external 
driving force. It is convenient to introduce the angular resonance frequency of the 
oscillating system, 0
k
m
ω = , thus the amplitude and the phase are given by: 
( )
0
22 2 2 2 2
0
( ) FA
b m
ω
ω ω ω
=
+ −
                                   (3.1.3) 
( )2 20
tan b
m
ωϕ
ω ω
= −
−
                                           (3.1.4) 
The geometry of the TF in Figure 3.1c is characterized by the length L , width W , and 
thickness T  of a prong. The theoretical spring constant can be calculated from the 
formal35: 
3
4
E Tk W
L
 =  
 
                                                  (3.1.5) 
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where 107.87 10E = ×  N/m2 is the Young modulus of quartz. The effective mass of one 
prong in vacuum is: 
0.24267vac qm LWTρ=                                            (3.1.6) 
where 2659qρ =  kg/m
3 is the density of quartz. 
Equivalently, the motion of TF oscillator can also be modeled by a similar electrical 
differential equation. The TF is excited with AC voltage ( )0 cosU tω  while the frequency 
is slowly swept through resonance. The signal received from the TF is a current ( )I t  
owing to the piezoelectric effect. The stresses due to the TF deformation induce charges 
( )Q t  and thus the current is proportional to the derivative of the TF mechanical 
deflection62,63: 
( ) 2 ( )Q t x tα= ⋅    or   ( )( ) 2 dx tI t
dt
α= ⋅                                (3.1.7) 
where α  is the piezo-electromechanical coupling constant. The exact value depends on 
the specific type of TFs. The corresponding Butterworth-Van Dyke equation for the 
current is: 
( ) ( ) ( ) ( )0
1 cosLI t RI t I t U t
C
ω+ + =                                  (3.1.8) 
where L  is inductance, R  is resistance, and C  is capacitance. In addition, at resonance 
equating the electrical energy stored on the TF capacitance to the dissipated energy of 
two prongs of the TF leads to: 
2
kCα =                                                       (3.1.9) 
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Comparing Eq. (3.1.8) and Eq. (3.1.1) obtains:  
22
bR
α
= , 22
mL
α
= , 
22C
k
α
= , and 0
1
LC
ω =                       (3.1.10) 
The electrical model of the TF differs from the classical damped oscillator by the 
presence of a package capacitance 0C  parallel to the RLC series components. The 
package capacitance is mainly determined by the geometrical arrangement of the contacts 
on the crystal, the dielectric properties of the quartz and by cable capacitances62. The 
result of this capacitance is an antiresonance characterized by a minimum in the current at 
a frequency above the resonance frequency. In Figure 3.2a both the resonance and 
antiresonance are clearly seen in the experimental transfer function in which the current 
through the TF vs frequency is measured. 
 
Figure 3.2: (a) Current measurement of an opened TF as a function of frequency. The 
resonance is followed by the antiresonance. (b) Definition of the quality factor based the 
resonance curve. f∆  is the FWHM of the waveform. 
 
 
Here we define the so-called quality factor of the TF, Q . On one hand, Figure 3.2b 
demonstrates the qualitative measure of the quality factor based on the frequency 
response of the TF. By definition, the quality factor is given by35: 
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0fQ
f
=
∆
                                                     (3.1.11) 
where 0f  is the resonance frequency, and f∆  is the full width at half maximum (FWHM) 
of the Lorenzian-shaped waveform. On the other hand, the quality factor refers to the 
ratio of the energy stored in the resonator to the energy dissipated during each oscillation 
period. Since the damping coefficient is related to the FWHM35, we have: 
1mk LQ
b R C
= =                                              (3.1.12) 
From the fundamental definition, the quality factor can either be increased by injecting 
energy into the TF, or be decreased by removing energy during each cycle. A typical 
value of the quality factor of a TF is in the order of 103~104 at ambient conditions with 
the resonance at 152 32768=  Hz. Such a high quality factor originates from the fact that 
there is no center-of-mass motion.  
 
3.1.2 Mechanically-Driven and Electrically-Driven Modes of Quartz Tuning Forks 
In operation, the TF can be excited in two different modes. One method referred to 
the mechanically driven (MD) mode is that the TF is externally vibrated near its 
resonance frequency by a driving piezoelectric element which is attached to the base of 
the TF. The other method referred to the electrically driven (ED) mode is that the TF is 
excited by applying an AC voltage across its terminals to take full advantage of the self-
actuating and self-sensing properties. Thus, neither external actuator nor detector is 
required to actuate it or to sense its motion while driving the TF electrically. In ED mode, 
however, the measured electric signal cannot fully reflect the true mechanical motion of 
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the TF. The reason is that the measurement of the total induced current contains two 
contributions62: mI  is the current generated by the mechanical vibration of the TF prongs 
due to the piezoelectric effect of the quartz, and cI  is the capacitive current through the 
TF. In contrast to symmetric waveform in the MD mode, the resonance curve of the ED 
mode operation is highly asymmetric. 
 
Figure 3.3: The equivalent circuit of the TF in electrical driving mode. 
 
 
To overcome problems caused by the nonlinear feature of TFs, a simple way enables 
conversion between the ED and MD operation modes. As shown in Figure 3.3, the 
measured electric current is written as64: 
( ) sin ( ) ( ) ( )m cI t A t I t I tω ϕ= + = +                                 (3.1.13) 
where the amplitude A  and the phase ϕ  are given by:  
2 222 2
0 0
2 2
0 0 00
2 22
0
2
0 0
1 2 1 1
1
C C
C C QIA
Q
Q
ω ω ω
ω ω ωω
ω ω ω
ω ω
           + − + − +        
           =
   
− +   
   
          (3.1.14) 
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with 0 0I U R= , and π ϕ π− ≤ ≤ . We assume the capacitive current can be expressed 
by64: 
0 0( ) sin( )cI t C U tω ω= ⋅                                          (3.1.16) 
Therefore, the induced current due to the harmonic oscillation can be calculated through64: 
0 0( ) ( ) sin( ) sin( ) sin( )m c m mI I t I t A t C U t A tω ϕ ω ω ω ϕ= − = + − ⋅ = +       (3.1.17) 
and the amplitude  and the phase are given by: 
( )22 0 0 0 02 sinmA A C U A C Uω ϕ ω= − ⋅ +                            (3.1.18) 
( )0 0arg cos sinm A i A C Uϕ ϕ ϕ ω= + −                               (3.1.19) 
Eq. (3.1.18) and Eq. (3.1.19) can then be used to convert the motion of the ED mode TF, 
characterized by A  and ϕ , to that of the MD one, described by mA  and mϕ . 
Figure 3.4a demonstrates the comparison between the measured frequency response 
of a TF in electrical driving mode and the calculated resonance curve using Eq. (3.1.14) 
and Eq. (3.1.15). They exhibit excellent agreement with each other. Figure 3.4b presents 
the resulting motion of the same TF after removing the effect of package capacitance. 
Using Eq. (3.1.18) and Eq. (3.1.19), the converted curve shows high symmetry. 
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Figure 3.4: (a) Comparison of the measured (open circle) and calculated (solid line) 
amplitude and phase of a TF in electrical driving mode. (b) The resulting converted curve 
reflecting the true harmonic motion of the same TF. 
 
 
 
3.2 Probe Fabrication 
3.2.1 Fabrication of Gold Tips 
Sharpened metallic tips are commonly used to probe the sample properties in various 
SPM techniques. Therefore, different methods have been developed for fabrication of tips. 
Among these methods, mechanical cutting is apparently the easiest way, but the 
reproducibility of this method is poor. Field-ion technique is used for preparation of well-
defined single-atom tips, but this is an expensive and complicated method not affordable 
for most researchers. The most practical approach to fabricate metallic sharp tips is 
electrochemical etching.  
The basic principle in electrochemical etching of a metal wire is to dip a small 
diameter metal wire into an electrolyte solution in which a counter electrode is sitting and 
to apply a AC or DC voltage between these two electrodes until enough dissolution of the 
wire has happened so that is displays a sharp tapered shape. The choice of the electrolyte 
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and of the voltage applied depends on the material used to make tips. Tungsten tips, 
which are widely used in SPM, can be easily acquired via electrochemical etching8. For 
SPM studies in air, however, a drawback of tungsten tips is that tungsten will slowly 
oxidize in air. In comparison with tungsten, gold is an inert metal so that it is nearly 
impossible to form oxide layers outside gold. Thus, it is favorable to choose gold as the 
material of SPM probe while performing SPM experiments in air. 
Gold is a noble metal that is unaffected by air, moisture and most corrosive reagents. 
Au (I) and Au (III) are two common oxidation states of gold in its compounds. Applying 
an appropriate voltage, gold can be dissolved in solutions containing CN- of Cl- ions. 
However, the former is very toxic and requires a high voltage (≥ 10 V). The advantage of 
the hydrochloric (HCl) acid etching method is its nontoxicity and low etching voltage. 
Herein, we demonstrate an easy and low cost method based on electrochemical 
etching for fabrication of gold tips. Our gold tips were made from either a 0.003 inches 
(76 µm) diameter wire or a 0.004 inches (100 µm) diameter wire (Au, purity 99.95%, 
ESPI). As shown in Figure 3.5, the etching setup is similar to the one used for etching 
tungsten wires. Gold wires to be etched are cut into pieces ~1 cm long, acting as the 
anode electrode. A small ring of ~3 mm diameter made from a 0.008 inches (200 µm) 
gold wire (Au, purity 99.95%, ESPI) is used as the cathode electrode. The wire holder 
fixed to a Z-direction translator allows precise adjustment of the length of the wire 
immersed in the solution. A home-made DC power supply provides the bias voltage 
necessary to generate the etching reactions---in our case, we attempt 5.0 VDC. An 
electronic microcontroller is inserted in the circuit to monitor the current between the 
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anode and the cathode. A home-made controlling switch is added as an option to quickly 
cut off the current when the etching process is completed. In electrochemical etching, the 
cathode ring held a drop of concentrated HCl acid by surface tension. The gold wire 
threaded through it and was vertically dipped into the solution. Etching of the gold wire 
started when the voltage was applied, and ended up with the formation of a sharp tapered 
tip. After etching the tip was taken off from the station and rinsed with distilled water to 
remove any residual HCl.   
 
Figure 3.5: Sketch of the electrochemical etching station and the scanning electron 
microscope (SEM) image of the gold tip using DC etching method. 
 
 
The overall ionic reactions dominating this electrochemical etching of gold in a 
concentrated HCl solution are65: 
- - -
4 0Au+4Cl AuCl +3e ,         E =1.002V→  
- - -
2 0Au+2Cl AuCl +e ,           E =1.154V→  
- - -
2 4 0AuCl +2Cl AuCl +2e ,   E =0.926V
− →  
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Similarly to the etching process of tungsten wires, when the gold wire is immersed into 
the electrolyte, capillary forces yield the formation of a meniscus of solution around the  
tip at the air-liquid interface. At the beginning of the etching procedure, the diameter of 
the wire and thus the etching current are at a maximum. With ongoing time, the diameter 
of the wire and the current decrease, as well as the meniscus decreases in height. 
Generally, etching proceeds more rapidly at the meniscus. Thus, a necking-in occurs 
within the meniscus region. At some point, the etched part of the wire becomes so thin its 
tensile strength cannot sustain the lower portion of the wire, the latter drops off and a 
sharp tip is left behind. Once the lower part falls down, the etching current decreases 
abruptly, and the entire process is self-terminating. 
In contrast to the etching process of tungsten wires, at a high rate of electrochemical 
etching, ionic reactions mentioned above consume a large amount of Cl- ions near the 
interface, leading to a depletion of Cl- ions in this region. Subsequently, a layer of gold 
oxides forms, which passivates the gold surface; as a result, the etching current 
significantly decreases. However, the fast resupply of Cl- ions from the bulk solution can 
facilitate the dissolution of gold oxides as AuCl4
65
-. As a consequence, the bare gold 
surface re-exposes to the HCl solution and, the etching current increases. This process 
described above occurs again and again, establishing a current oscillation . Evidence for 
this is the periodic change of the etching current during the etching procedure shown in 
Figure 3.6. 
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Figure 3.6: The etching current intensity monitored during the etching procedure of gold 
wire (left), and the etching process of tungsten wire (right). 
 
 
The gold ring used as cathode is etched during the etching process. However, since 
porous deposits were cover the ring surface causing an electrode of somewhat lower 
conductivity, the ring has to be cleaned or replaced periodically. In addition, side 
reactions including the evolution of Cl2 and O2
Several factors can impact the etching process, resulting in sharpened tips with 
differences in morphology. These parameters include the applied voltage, the immersion 
 cause a severe bubbling effect. The 
bubbling effect could be a problem in etching processes, because it may bring an etching 
interruption and a rough structure of tip surface. Thus, it should be reduced as much as 
possible. Considering the role of ethanol in silicon industry, where ethanol is used to 
reduce the bubbling and, thereby to produce a smooth tip surface, a certain amount of 
ethanol was added to the HCl solution to reduce the bubbling effect with the aim to 
obtain smooth gold surfaces. The optimized electrolyte mixture is composed of 
concentrated HCl acid and ethanol with the proportion 1:1 in volume. 
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depth of gold wires into solution, and the ratio of concentrated HCl acid to ethanol in the 
electrolyte. Experimental results showed that the etching current was influenced by the 
immersion depth of gold wires. It was easier to obtain tips with sharper apexes when the 
etching current was relatively high. For the purpose of using gold tips as a probe in SPM 
studies, the optimized immersion depth of gold wires could be: 0.15 mm for 76 µm-
diameter gold wires, and 0.40 mm for 100 µm-diameter gold wires. Different shapes of 
tapered gold tips can also be obtained by varying other parameters depending on the 
specific requirements in experiments.  
Experiments demonstrate that gold tips can be fabricated through DC etching. 
However, the tip surfaces are relatively rough. Alternatively, AC etching may be a 
favorable way for fabrication of gold tips. The electric circuit used in AC etching 
procedure consists of a laboratory Variac used as the primary source (115 V), and a step 
down transformer (Figure 3.7). The Variac controls the input voltage into the step down 
transformer, so that the voltage can be brought down to the range reported in literatures 
of AC etching method. The main procedure of AC etching is as same as that of DC 
etching described above. The same electrolyte of a mixture of concentrated HCl acid and 
ethanol was chosen. A voltage of 1.8 Vrms or around was applied to trigger chemical 
reactions necessary to etch gold wires. There are a few factors that affect the shape of 
resulting tips. In order to improve the reproducibility of etching experiments, the 
parameters, such as the applied voltage and the length of the wire dipped into the solution 
should be well controlled. It was found that AC etching method is an advisable way to 
reproducibly produce good gold tips with smooth surfaces.   
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Figure 3.7: Sketch of the electrochemical etching station and the optical image (1000X 
magnification) of the gold tip using AC etching method. 
 
 
 
3.2.2 Thinning of Optical Fibers 
Aperture probes are an important class of NSOM probes. The first step to produce 
such probes is to taper optical fibers yielding conical tips.  A convenient method is based 
on chemical etching optical fibers at the meniscus between hydrofluoric (HF) acid and an 
organic over layer. A sharpened tip is formed due to a decreasing meniscus height as the 
fiber diameter is reduced by the etchant66. However, the goal of our method discussed 
here is not to create a tapered tip at the apex but to obtain a fiber with reduced diameter 
and flat end.  
In general, the basic structure of an optical fiber contains three parts: the core, the 
cladding, and the polymer coating (jacket). The central portion where most of the light 
travels is the core, which is a cylindrical rod made of glass. Surrounding the core there is 
a layer made of a dielectric material with a lower index of refraction, called the cladding. 
For extra protection from physical damage, the cladding is enclosed in an additional layer 
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termed the coating or jacket. The material used for a coating is generally a type of 
polymer. To reduce the cladding diameter without forming tapered tip, the HF acid used 
in conventional etching of glass fiber was replaced by a buffered HF (BHF) solution 
consisting of a mixture with a volume ratio of [NH4F aqueous solution (40 wt.%)]: [HF 
acid (50 wt.%)]: [H2 67O] = X:1:1, where X denotes a variable volume . We tested two 
types of optical fibers: FS-SC-6324 and 1310BHP (single mode optical fiber, the 
cladding diameter 125 µm, THORLABS Inc.). Prior to chemical etching, optical fibers 
were cut into pieces of ~5 cm long. For each piece, the fiber was well cleaved, and its 
polymer coating was stripped off. Subsequently, these fibers were vertically immersed in 
BHF for reducing the cladding thickness rather than tapering the core. A thin layer of oil 
was added to prevent dangerous vapors escaping from the etching container. After an 
etching time, the thinned fibers were taken off from BHF and rinsed with distilled water 
for removing any residual chemical. Figure 3.8a shows the images of the same 1310BHP 
fiber before and after a 2.5-hour thinning procedure. A dramatic decrease in fiber 
diameter is obtained, without tapering the fiber end. The reason to keep the core end flat 
is that the dissolution rates of the core and cladding are equal.  
There are several concerns with etching procedure. If the ratio of the composition of 
BHF solution is fixed (X is fixed), the resulting profile of fiber strongly depends on the 
concentration of germanosilicate (GeO2) doped in the core. Unfortunately, in our case, 
information regarding the Ge concentration in the core was missing. Therefore, the value 
of X has to be suitable to maintain the fiber end flat. In our experiments, using the BHF 
solution with the volume ratio of NH4F: HF: H2O = 2:1:1 (X = 2), thinning of optical 
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fiber was achieved. In additional, after the fiber to be etched and the recipe of BHF 
solution being determined, etching time is crucial to obtain fibers with different diameters. 
As shown in Figure 3.8b, for both two types of glass fibers, the diameter of the resulting 
fiber monotonously decreases for increasing etching time. Thinning of glass fibers can be 
controlled through adjusting the time of chemical etching. 
 
Figure 3.8: (a) Optical images of the same glass fiber before and after a 2.5-hour etching. 
(b) The plot of fiber diameter vs etching time shows the resulting fiber diameter 
decreases upon increasing etching time. 
 
 
 
3.3 Microscope Design 
The microscope station shown in Figure 3.9 consists of the following parts: 
(1) The base plate (1a) where three high-resolution screws (1c) (AJS100-2, Newport 
Corp.) are fixed to it. The fine screws are used to roughly control the separation 
between microscope probe and sample surface. 
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(2) The scanner head (1b) where a piezo-actuated linear nanopositioning stage (1d) 
(Nano-OP65, Mad City Labs Inc.) is fixed to it. The nanopositioner enables fine 
movement of the probe in vertical (Z-axis) direction with nanometer precision.  
(3) The sample stage used to support the top portion. 
(4) The X-Y scanner and the TF holder made of plastic and macor. 
(5) The acoustic sensor (SE40-Q, Dunegan Engineering Consultants, Inc) held tightly 
onto the sample stage. 
(6) The humidity chamber made of clear acrylic material. 
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Figure 3.9: The key components of a microscope stage. 
 
 
 
3.4 Detection Electronics 
Experimental data collection is achieved using Stanford Research Systems digital 
lock-in amplifiers. In a typical experiment, the TF is driven by the sinusoidal voltage 
from the built-in signal generator of one lock-in SR850 (lock-in #1). The same lock-in 
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amplifier is also used to detect the electric response of the TF. Simultaneously, the 
acoustic sensor is directly hooked up another lock-in SR850 (lock-in #2) so as to record 
the acoustic signal generated during experiment. Lock-in #1 and lock-in #2 are referred to 
each other by using the same reference signal. Details of the detection of shear-force and 
acoustic signals will be discussed in latter chapters, according to objectives of 
experiments. If there are more than two signals to be measured, a lock-in SR844 will be 
used along with these two SR850 lock-in amplifiers. 
 
  
60 
 
Chapter 4. Field-Programmable Gate Array in Distance Regulation 
 
 
4.1 Introduction of Field-Programmable Gate Array 
Field-programmable gate arrays (FPGAs) are semiconductor devices whose features 
and functions can be configured after manufacturing. An FPGA is composed of an array 
of logic blocks linked to each other through an interconnect network. In contrast to most 
digital integrated circuits, where the functionality of the device is frozen in silicon, 
FPGAs can be reprogrammed and upgraded to meet customer’s changing needs. One big 
advantage of the FPGA over a general-purpose processor is its ability to perform data 
processing tasks in a massively parallel fashion. FPGAs therefore can handle very fast 
computing. Due to the rapid prototyping features and the flexibility, FPGA technology 
has gained rapid acceptance over the past decade.  FPGAs are now being used in a wide 
range of application areas such as image and signal processing, wired and wireless 
telecommunications, space and aircraft embedded control systems. 
Herein, using FPGA for the implementation of data acquisition tasks is highlighted. 
The data acquisition device uses an FPGA-based system timing controller to make all 
analog and digital I/Os configurable for application-specific operation. By programming 
the FPGA via Nation Instruments LabVIEW FPGA Module, the custom high-
performance data acquisition tasks can easily be implemented. Additionally, because of 
the parallel architecture of the FPGA, a control algorithm can have a very short execution 
time, allowing a large amount of data being captured at a very high rate in real time. With 
the direct memory access (DMA) capabilities in the LabVIEW FPGA module, a direct 
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link for data on the FPGA to RAM on the host machine is achieved, improving data-
logging efficiency and making data immediately available for analysis and visualization. 
This feature of high-speed data transfer makes FPGAs particularly adapted in the control 
of any scanning probe microscope (SPM) system; because SPM control loops usually 
require a rapid response, in a fraction of a millisecond, to changes in probe-sample 
interactions. 
The FPGA is a function block for data collection. Acquiring real-world analog signals 
from transducers, and generating analog signals for output signals to control devices 
typically requires analog-to-digital (A/D) and digital-to-analog (D/A) converters. The 
motion control of the acoustic/shear-force microscope system was implemented on a 
multifunction data acquisition (DAQ) card NI PCI-7831R (National Instruments, Austin, 
TX, USA). The card contains (1) an Virtex-II 1M gate FPGA onboard chip whose 
functionality can easily be changed using the LabVIEW software package; (2) eight 
independent, 16-bit analog inputs with bandwidths of 200 kHz; (3) eight independent, 16-
bit analog outputs with bandwidths of 1 MHz; and (4) 96 digital lines at rate of 40 MHz. 
The FPGA has a sample rate of 200 kSamples/s, giving a measured 5 µs loop period. The 
parallelism of the FPGA enables all of the analog I/O and digital I/O ports to be accessed 
simultaneously. 
Despite the fact that the FPGA-DAQ card is a powerful tool, it has limitations that 
make a highly precise control of all aspects of the microscope difficult. For example, the 
resolution of the voltage outputs becomes a major problem when they are used in 
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microscope’s motion control. An additional analog circuitry is therefore developed. More 
details regarding the analog circuit will be discussed in the following sections. 
 
4.2 Precise Z-Axis Position Control via FPGA-DAQ Card 
The precise positioning control of probe in the vertical (Z) direction is performed by a 
piezo-actuated linear nanopositioning stage Nano-OP65 (Mad City Labs Inc., Madison, 
WI, USA),  which offers a 65-µm range of motion in single axis. The stage has integrated 
position sensor with subnanometer resolution. The readout from the position sensor 
controls the input voltage on the piezoactuator through a closed loop feedback, which 
eliminates the effects of inherent creep and hysteresis due to the piezoelectric materials. 
The electronic controller of Nano-OP65 piezo stage also provides standard analog control 
inputs via front panel BNC’s. The standard analog position command signal is configured 
for a 0-10 V input. Typically the analog output voltage of the FPGA-DAQ card is rated 
for ± 10 V. It opens the opportunity to drive the piezoactuator to move through the 
FPGA-DAQ card. 
Since the analog outputs on the FPGA-DAQ card have a 16-bit resolution, it is 
determined that the best positioning resolution attainable with the 65-µm range of 
displacement will result in 65000/32767 or 2 nm per analog voltage division, 
theoretically, not including the output noise which will be further discussed in the next 
section. The performance of Z-motion stage would be limited by the external driving 
voltage given from the FPGA-DAQ card. Therefore, a summing operational amplifier (op 
amp) is designed in order to reach the desired resolution. Instead of using single analog 
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output, two analog outputs are dragged from the FPGA-DAQ card, and then summed by 
the additive circuit before applying to the controller of the piezo stage. As presented in 
Figure 4.1, one of analog outputs feeds into a voltage divider. Indeed it was able to 
increase the positioning resolution, but the entire range of the driving voltage and thereby 
the displacement of piezoelectric stage would be proportionally diminished. To 
circumvent this issue, the op amp circuit is used to add the other analog output for level 
shifting. Ultimately, the driving signal of the piezoactuator is the output from the additive 
amplifier, which is the result of summing one signal (fine signal) that has a reduced 
sweep range but an increased resolution, and the other signal (coarse signal) used to 
offset the former by an amount equal to its full range of sweep. 
 
Figure 4.1: Strategy used to attain long range of motion with high resolution. 
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Figure 4.2 illustrates the schematic of the analog summing amplifier circuit used in 
displacement control, as well as corresponding voltage measurement on each port. The 
ratio of two input resistors K determines the number of divisions relevant to the best 
resolution of Z-axis motion. The FPGA-DAQ card is programmed to return the fine 
signal to its minimum value (-32766) once the maximum value (32767) is reached, and to 
shift the reset fine signal based on the coarse signal. The amount of offset is also 
determined by the value of K. The synchronization between the fine and coarse signals 
has to be carefully implemented. In the case of K being set to be 100, driving the piezo 
stage using the FPGA-DAQ card, along with the summing op amp circuit, a theoretical 
resolution of 0.02 nm in Z axis would be attained.  
 
Figure 4.2: Schematic of the summing amplifier and corresponding voltage signal on 
each port. 
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4.3 Noise Level of Analog Outputs on FPGA-DAQ Card 
As mentioned above, the ideal resolution of displacement under the FPGA-DAQ card 
control is 0.02 nm. However, the actual resolution is worse because of the noise. One 
main noise source is the FPGA-DAQ card itself. The card has different noise levels for 
D/A conversion and A/D conversion, outlined in the product specification data sheet. The 
manufacturer specifies the input noise to be ±7.78 mV and the output noise as ±5.88 mV 
for NI PCI-7831R card. In addition, it will also be useful to think about the voltage noise 
in terms of its working environment. Thus, the actual noise levels will be determined by 
measuring the signals from the analog outputs on the FPGA-DAQ card via an 
oscilloscope. As running the FPGA-DAQ card on the host computer, a 15-mV noise was 
measured on both fine and coarse signals. When the output voltages are used to directly 
drive piezoactuators, this noise level will be a limiting factor in increasing the precision 
of displacement in Z axis. Adding low-pass filters to filter out undesired noises becomes 
essential. 
Low-pass filters are used whenever high frequency components must be removed 
from a signal. In the case of positioning control, both fine and coarse signals from the 
analog outputs would be almost treated as DC signals. If a low-pass filter with 
appropriate cutoff frequency is placed at each output channel, it allows the desired signal 
to pass, and rejects unwanted signals at high frequencies, thereby reducing the overall 
noise level. Active low-pass filters were chosen instead of LRC passive filters. Active 
filters are circuits that use an op amp as the active device in combination with resistors 
and capacitors to provide an LRC-like filter performance at low frequencies. The only 
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reason of not using passive filters was LRC filters cannot effectively remove noise 
signals from the analog outputs of the FPGA-DAQ card. In addition, high-order filters 
were used for the purpose of having a steeper amplitude response roll-off. The more 
poles in the active filter the more attenuation at a given frequency in the stop band. 
Finally, a fourth-order unity-gain Butterworth low-pass filter with 1 kHz cutoff frequency, 
followed by a first-order passive RC low-pass filter with 100 kHz cutoff frequency, was 
used to diminish the noise, and its schematic is shown in Figure 4.3. 
 
Figure 4.3: Schematic of low-pass filter used to diminish the unwanted noise from the 
analog outputs of FPGA-DAQ card. 
 
 
First of all, let us determine the values of the resistor (R) and the capacitor (C) used in 
the first-order passive filter. For any specified capacitor value C, the resistor value R can 
be calculated through: 
1
2 c
R
f Cπ
=  
where cf represents the cutoff frequency of the filter. In this case of C = 0.15 µF, and fc
3 6
1 1 = 10.6 
2 2 1 10 15 10c
R
f Cπ π −
= = Ω
⋅ ⋅ ⋅ ⋅
 = 
100 kHz, and 
 
Therefore, the value of C is 0.15 µF and the closest 1% value of R is 11 Ω. 
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And secondly, let us think about the values of resistors (R1, R2, R3 and R4) and 
capacitors (C1, C2, C3 and C4
First partial filter   a
) used in the fourth-order active filter. In fact, the fourth-
order filter is formed by cascading two second-order filters together.  To start with, the 
coefficients for a fourth-order Butterworth filter are given by: 
1 = 1.8478   b1
Second partial filter   a
 = 1.0000 
2 = 0.7654   b2
For each partial filter, the specified capacitor values C
 = 1.0000 
1 and C2
1
2 1 2
1
4bC C
a
≥
 must meet the condition: 
 
The resistor values R1 and R2
2 2
1 2 1 2 1 1 2
1,2
1 2
4
4 c
a C a C b C C
R
f C Cπ
−
=

 can be calculated through: 
 
In the first filter stage, with C1 = 0.015 µF, C2 = 0.018 µF meets the restriction. For fc = 
1 kHz, calculating the values for R1 and R2
2 2
1 2 1 2 1 1 2
1
1 2
4
8.3 
4 c
a C a C b C C
R k
f C Cπ
− −
= = Ω
 obtains,  
 2 2
1 2 1 2 1 1 2
2
1 2
4
11.3 
4 c
a C a C b C C
R k
f C Cπ
+ −
= = Ω
 The same calculation would be applied to the second filter stage for fc = 1 kHz. 
Specifying that C3 = 0.015 µF and C4 = 0.1033 µF, calculating R3 and R4
2 2
2 4 2 4 2 3 4
3
3 4
4
3.7 
4 c
a C a C b C C
R k
f C Cπ
− −
= = Ω
 obtains, 
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2 2
2 4 2 4 2 3 4
4
3 4
4
4.4 
4 c
a C a C b C C
R k
f C Cπ
+ −
= = Ω  
In summary, the actual values of resistors and capacitors used in filter design are: 
 
1st Filter Stage 
 
 
2nd Filter Stage 
 
3rd Filter 
Stage 
R1 C = 8.25 kΩ 1 R = 0.015 µF 3 C = 3.65 kΩ 3 R = 11 Ω  = 0.015 µF 
R2 C = 11.3 kΩ 2 R = 0.018 µF 4 C = 4.4 kΩ 4 C = 0.15 µF  = 0.1033 µF 
 
Table 4.1: Values of resistors and capacitor used in the low-pass filter. 
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Chapter 5. Characterization of Mesoscopic Fluid Films via Shear-Force/Acoustic 
Near-Field Microscopy  
 
 
5.1 Introduction 
To date, one of the most common techniques to monitor the position of the probe 
relative to the sample surface in a scanning probe microscope (SPM) is based on the so-
called shear force distance control mechanism. Briefly speaking, the term shear force 
refers to the probe-sample interactions that cause net decrease in the amplitude of an 
SPM probe’s oscillation that is conveniently driven at its resonance frequency in a 
direction parallel to a sample surface. As the probe is brought within ~10 nm of the 
surface at ambient conditions, a gradual decrease in the amplitude of probe oscillation is 
observed, which is generally attributed to short-range forces between the probe and the 
sample27,68.  
The probe-sample distance-dependent shear force is widely used as a feedback 
regulation of the probe’s vertical position; hence an understanding of its origin is very 
desirable in SPM. However, the exact nature of the shear-force interaction still remains a 
subject of discussion. Several possible interaction mechanisms have been proposed as an 
explanation. It is believed that a complete vanishing of the oscillations is an indication 
that the probe has come into a mechanical contact with the surface. Gregor et al. proposes 
a nonlinear bending force model, where the tip intermittently knocks on the surface as in 
the tapping mode due to a (typically unavoidable) slight tilt of the probe’s axis relative to 
the normal to the surface. The intermittent knocking leads to increases in the resonance 
frequency of the probe, as well as the damping of its oscillation69. Unfortunately, this 
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study uses large amplitude of vibration in the order of 200 nm, which is not typical in 
most SPM applications. The shear-force mechanism has also been undertaken from the 
perspective of interfacial friction (wear-free friction phenomena)36,70. The study provides 
evidence that even under vacuum conditions the measured viscous and elastic shear stress 
is directly attributed to a third body filling in the probe-sample gap. Additionally, it is 
accepted that the effects originating from electrostatic forces, van der Waals forces, 
capillary force, and viscosity force have effects on the probe’s oscillation. At ambient 
conditions, most of materials are hydrophilic enough to attract the air humidity and other 
hydrocarbon molecules, leading to a fluid-like layer of a few-nanometers thickness 
conventionally termed contamination layer. There exists experimental evidences showing 
that the probe oscillating within the thin contamination layer undergoes a damping in its 
motion71,72. However, the most surprising finding is that the probe’s resonance frequency 
increases upon its interaction with the contamination layer, opposed as what is expected 
from pure damping effect. 
Herein we study the probe-sample interaction by performing a series of experiments 
using our shear-force/acoustic near-field microscope. Our analysis relies on the 
simultaneous measurements of electrical signals generated by a tuning fork (TF) and an 
acoustic sensor (AS) as a function of the probe-sample separation while a tip approaches 
towards and/or retracts from a sample surface. The key point to be highlighted here is to 
investigate the potential benefits of having an extra technique (the acoustic signal) to 
characterize shear forces. Systematic measurements are carried out by varying the 
experimental conditions, such as tip geometry, environmental humidity, chemical 
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properties of sample surfaces, and the velocity of the tip’s motion in vertical direction. 
Information about the probe-sample interaction is extracted from approach/retraction 
curves, providing both shear-force and acoustic interpretations of the influence of 
contamination layers on the distance regulation in SPM operation. 
 
5.2 Experimental Section 
A sharp gold tip fabricated using electrochemical etching was manually mounted to 
one of prongs of a quartz tuning fork (TF). The tip usually protrudes < 1 mm out of the 
end of the prong. Small pieces (1 cm × 1 cm) of sample substrates (silicon wafers and 
mica disks) were subjected to a treatment (i.e., cleaning or surface modification) before 
use. Typically, the silicon wafers were cleaned by immersion in Piranha solution and 
dried under N2. The mica disks were cleaned using acetone and 
IPA with ultrasonic agitation for at least 30 min and dried by blowing N2. Usually, a few 
layers on the top side of the cleaned mica sheet are peeled off to obtain an extremely flat 
surface. Sometimes, various cleaning methods and chemical modifications of substrate 
surfaces were carried out to meet the needs of experiments (details regarding the 
experimental procedure will be introduced in specific sections). Subsequently, the freshly 
prepared sample was loaded to the top of an acoustic sensor (SE40-Q, Dunegan 
Engineering Consultants, Inc.), which is mainly used to detect the acoustic signal 
generated during experiments. In order to improve the quality of acoustic signal, Dow 
Corning high vacuum grease was used to increase the coupling efficiency of sound wave 
propagation when the bottom surface of the sample was in intimate contact with the top 
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surface of the acoustic sensor. A small chamber covers the stage of the shear-
force/acoustic microscope. The humidity can be varied by such means as filling the 
chamber with a mixture of humid and dry N2
 
, or putting a saturated salt solution into the 
chamber. 
Figure 5.1: Schematic of the experimental setup used to detect the TF signal along with 
the acoustic signal as the gold tip approaches to and withdraws from the sample surface. 
 
 
The setup of the shear-force/acoustic microscope is schematically presented in Figure 
5.1. The system can be broken down into two distinct sections: the microscope stage and 
the detection system. The microscope stage sits on a floating optical bench to minimize 
mechanical perturbations. A piece of rubber cushion is placed between the stage and the 
optical bench to further reduce undesigned disturbances. The probe can approach towards 
or retract from the sample surface under coarse and fine adjustments of the probe-sample 
distance, which is monitored through a CCD camera. Coarse control is performed using a 
set of fine-pitch screws (Newport; model: AJS100-2, travel: 50.8 mm, sensitivity: 0.71 
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µm), which allow a rapid movement of a few millimeters with precision in the order of 
micrometer. If the probe-sample distance falls into the range of 50 µm, fine control is 
carried out using a piezo-actuated nanopositioner (Nano-OP65, Mad City Labs, Inc.) that 
provides 65 µm range of motion with nanometer accuracy. More importantly, the 
nanopositioner can be operated in close loop so as to eliminate the hysteresis arisen from 
the piezoelectric components. 
In operation, a sinusoidal wave from the internal reference source of a lock-in 
amplifier (Lock-in #1) (SR850 model, Stanford Research System) is used to driven the 
TF. The TF is excited to vibrate at its resonance frequency in a direction parallel to the 
sample surface. The acoustic sensor is located under the sample and directly connected to 
the other lock-in amplifier (Lock-in #2) (SR850, Stanford Research System). These two 
lock-in amplifiers share the same reference signal that is the excitation source of the TF.  
Detection of the probe’s oscillation amplitude is implemented based on the 
piezoelectric effect of quartz materials which generate a piezoelectric voltage 
proportional to the amplitude of the mechanical vibration. A quantitative estimation of 
the vibration amplitude can be done by applying the harmonic approximation model73, 
which states that 04I f uπ α∆ = , where I∆  is the change in current, α  is the piezo-
electromechanical coupling constant, and 0u  is the root-mean-square (rms) amplitude of 
the electric current of the TF. In our case, at resonance an approximate relationship 
between I∆  and 0u  states that if 10 nA rmsI∆ =  then 0 4 nm rmsu = . 
As the tip is approaching to the sample surface, variations of electric current 
generated by the TF and the acoustic sensor are being simultaneously recorded as a 
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function of the probe-sample distance and subsequently plotted as the approach curves: 
one reflects the effect of shear forces acting on the tip (the TF signal), the other is the 
corresponding response of the acoustic sensor (the acoustic signal). To complete one 
experimental cycle, the retraction curves of the TF and acoustic signals are also stored 
while the probe is retracting from the surface. 
  
5.3 Results and Discussions 
Variations of the TF and acoustic signals during the approach and retraction processes 
can be considered as a reflection of the probe-sample interaction, which is influenced by 
several factors. Herein we are concentrated on the impacts of parameters such as tip 
geometry, relative humidity of the environment, the nature of sample surfaces, and 
velocity of the tip’s movement on the measured approach/retraction curves. Their effects 
will be presented and discussed in turn. 
 
5.3.1 Uniformity of the Contamination Layer 
In general, the tip is randomly positioned on the sample surface for obtaining 
approach/retraction curves. Does the selection of testing sites affect our measurement?  
To answer this question, we carried out a simple experiment which could approximately 
provide idea regarding how the fluid-like contamination layer distributes on top of the 
solid surface. Here our discussion is based on the measurements of the TF and acoustic 
signals on a freshly cleaved mica surface using a sharpened gold tip at ~25% humidity.  
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A piece of mica (highest quality grade V1 mica, Ted Pella Inc.) serves as the sample 
substrate in order to avoid uncertainties resulted from surface topography. Prior to 
loading the mica disk, few layers were peeled off so as to obtain a clean and flat surface. 
However, the surface will be contaminated soon if it is exposed to the ambient 
atmosphere. The time-dependent growth of contamination layer has been reported in 
literatures72,74. In our experiment, five testing sites on the sample surface were arbitrarily 
chosen for measurements. For each testing site, five approach/retraction curves were 
obtained by moving the tip down and up at the same speed of 2 nm/s. The tip would 
move to the next place as long as the five trials were completed. The approach process 
stopped and the retraction process immediately began once the amplitude of tip’s 
vibration dropped to 75% of the initial value. The tip was imaged with an electron 
scanning microscope (SEM) before and after experiment; no essential damage was 
visible on the tip due to the approach/retraction operation. 
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Figure 5.2: Five independent trials of approach (upper) and retraction (lower) 
measurements preformed on the same testing site. Different colors represent different 
trials. 
 
 
Figure 5.2 shows the five measurements on the same testing site. The “zero” 
coordinates of the horizontal axis represents the end of approach curves and the 
beginning of retraction curves. Despite the fact that these five traces slightly differ from 
each other, they have the same characteristics such as the trend of decreasing the TF 
amplitude and increasing the acoustic signal, as well as the length of transition from the 
maximum to the minimum. Subsequently, we summarize the experimental results 
obtained from five different testing sites in Figure 5.3: individual curve is obtained by 
taking an average of five approach/retraction curves measured on the same position. 
Since the testing sites were randomly selected, the high similarity among different curves 
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indicates that the contamination layer almost uniformly covers the sample surface within 
the area that we tested.  
 
Figure 5.3: A summary of approach (upper) and retraction (lower) measurements 
preformed on five different testing sites. Different colors represent the tip being placed at 
different locations. Each curve is an average of five independent trials. 
 
 
 
5.3.2 Effect of Tip Geometry 
Experiments were performed on a bare silicon wafer using two different gold tips 
when the environmental humidity was 25%. Prior to use, the silicon substrate was 
cleaned using Piranha solution. Approach/retraction curves were obtained by bringing the 
tip close to and away from the sample with a constant speed of 1.5 nm/s. Figure 5.4 
shows the scanning electron microscope (SEM) images of a chubby tip (left) and a sharp 
tip (right), respectively. The chubby tip has a larger surface area of the tip apex compared 
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to the sharp tip. It was found that the resonance frequency of the chubby tip was 31394 
Hz when it was driven to vibrate in air. As a driving voltage of 14 mVrms was applied, its 
oscillation amplitude was then estimated to be ~8 nm, which is quite small compared to 
the tip radius. The same attempt was repeated on the sharp tip as well: as the sharp tip 
oscillated in air, its resonance frequency was 31272 Hz and. When applying the same 
driving voltage (14 mVrms
 
), the oscillation amplitude was ~9 nm, which is still smaller 
than the tip radius. 
Figure 5.4: Scanning electron microscope images of a chubby gold tip (left) and a sharp 
gold tip (right). The scale bar represents 1 µm. 
 
 
In one experimental cycle, as the chubby tip moves in the vertical (Z-axis) direction, 
variations of the TF and acoustic signals are plotted with the change in the tip’s position 
relative to the sample surface. In Figure 5.5, the “zero” coordinates of the horizontal axis 
is arbitrarily chosen as the position where the TF signal starts to drop. The amplitude of 
the TF signal remains a constant when the probe is far away from the sample. The tip 
oscillating in air generates sound waves shown as a nonzero background of the acoustic 
signal. In Figure 5.5a, when the tip moves closer to the sample, it experiences an abrupt 
79 
 
disturbance labeled as point “A”, leading to a significant decrease in the amplitude of the 
TF signal. The formation of a water meniscus is thought to have a contribution to the 
sudden fall of the TF signal75. Due to the presence of a mesoscopic fluid-like layer 
formed by absorbing water molecules from the ambient, a meniscus wrapping around the 
tip leads to a capillary force when the tip enters the liquid film. It restricts the lateral 
motion of the tip and causes the steep drop in the amplitude of the TF signal. However, 
there is no corresponding change in the acoustic signal above the noise level being 
detected. Such a weak sound signal may be hidden by the background at the air/water 
interface. On further tip approach its oscillation monotonically decreases mainly due to 
the contribution of viscoelastic interaction with the mesoscopic film. The observation of 
the TF signal decreasing with reducing the probe-sample separation is a combination of 
the damping of the oscillation amplitude and the blue-shift of the resonance frequency. 
However, the possibility of the tip apex in intermittent contact with the surface at a small 
probe-sample distance cannot be completely eliminated, which also causes the decrease 
in the TF signal. Besides, other forces such as electrostatic and van der Waals forces can 
also make the TF signal decrease.  
Furthermore, we can divide the entire transition region of the measured signals into 
different parts based on the relationship between TF and acoustic signals: they are 
positively correlated, which means the TF amplitude decreases along with a decrease in 
the acoustic signal; and they are negatively correlated, which means the TF amplitude 
decreases whereas the acoustic signal increases. Acoustic waves are generated because of 
the tip’s mechanical vibration in a medium. In general cases (i.e., in air), the amplitude of 
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the acoustic signal is proportional to the amplitude of the probe’s oscillation. As shown in 
Figure 5.5a, after entering the liquid film, the vibration amplitude of the chubby tip is 
much reduced by water wrapping round it, leading to less sound detected by the acoustic 
sensor (in the region from 0 nm to ~10 nm). As the vibrating tip penetrates deeper into 
the fluid, the phase lagging between the tip end and the liquid layer becomes more 
pronounced. Hence the generation of sound waves is more efficient to compensate the 
loss due to the decrease in the tip’s oscillation amplitude. The net effect is an increase in 
the acoustic signal. On the other hand, the knocking of the tip on the sample is also a 
potential factor that makes the acoustic signal rise up. It cannot be simply ruled out only 
according to the TF and acoustic measurements. At the end of approach, the tip in contact 
with the hard surface is a plausible explanation for the final decreases in both TF and 
acoustic signals. A similar analysis can also be applied to the retraction measurements 
shown in Figure 5.5b. We notice that hysteresis between the approach and retraction 
curves is not significant in the liquid layer. It becomes remarkable only when the tip 
leaves the interface into the air. The sudden jump,  labeled as point “B” (demonstrated in 
the insertion), at the end of the TF retraction curve indicates that the tip is pulled out of 
the boundary of the liquid region.  
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Figure 5.5: Approach (a) and retraction (b) curves of TF (blue) and acoustic (green) 
signals obtained with the use of a chubby tip and a bare silicon wafer (humidity: 25%). 
Insertion: The detail of the TF signal at point B. 
 
 
The same experiment described above was repeated by replacing the chubby tip by 
the sharp one. Approach/retraction curves shown in Figure 5.6 illustrate variations of the 
TF and acoustic signals when changing the tip’s vertical position relative to the sample. 
The abrupt drop on the TF approach curve in Figure 5.5a is not detectable in the 
experiment using the sharp tip instead of the chubby one. It is attributed to the small 
radius of the sharp tip which has impact on the dimension of the formed meniscus. In 
comparison to Figure 5.5a, another difference is that there is no positive correlation 
between the TF and acoustic signals displaying in Figure 5.6. As we mentioned above, 
sound is produced by the vibrating probe; in the absorbed film, the interaction between 
the probe and the fluid depends on the tip geometry. The acoustic measurement shows 
higher sensitivity near the liquid/solid (mesoscopic fluid/hard sample) interface than at 
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the gas/liquid (air/mesoscopic fluid) interface. For a sharp tip, the reduction of the 
acoustic amplitude in response to the decrease in the probe’s oscillation amplitude may 
not be visible above the noise level. We also found that the region of negative correlation 
extends out while using the sharp tip. Compared to the chubby tip, the oscillation 
amplitude of the sharp tip is not substantially attenuated in a short distance due to less tip 
surface area in contact with the liquid. Additionally, the acoustic signal does not change 
obviously at the end of approach in Figure 5.6a. A potential mechanism to generate large 
acoustic output is the sliding of the tip on the surface. Retraction curves of the TF and 
acoustic signals were obtained by withdrawing the sharp tip from the sample. Unlike the 
long tail on the TF curve shown in Figure 5.5b, the sharp tip travels a shorter distance 
until it completely leaves the contamination layer, which is labeled as point “B” in Figure 
5.6b. It can also be attribute to less interaction between the probe and the fluid when the 
tip radius gets smaller.   
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Figure 5.6: Approach (a) and retraction (b) curves of TF (purple) and acoustic (red) 
signals obtained with the use of a sharp tip and a bare silicon wafer (humidity: 25%). 
 
 
 
5.3.3 Effect of Environmental Humidity 
The influence of relative humidity (R.H.) was studied by carrying out the same 
experiments as described in previous section while raising environmental humidity to 
55%.  Figures 5.7 and 5.8 show variations of the TF and acoustic signals plotted as a 
function of the probe-sample separation for the same chubby and sharp tips previously 
used, respectively. The “zero” coordinates of the horizontal axis is defined as the point 
where the TF signal starts to decrease during the approach process. 
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Figure 5.7: Approach (upper) and retraction (lower) curves of TF (light blue) and 
acoustic (light green) signals obtained with the use of a chubby tip and a bare silicon 
wafer (humidity: 55%). 
 
 
Figure 5.8: Approach (up) and retraction (lower) curves of TF (light purple) and acoustic 
(light pink) signals obtained with the use of a sharp tip and a bare silicon wafer (humidity: 
55%). 
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We re-drew the results obtained at R.H.= 25% and R.H.=55% using different colors 
in the same figures for convenience. For the chubby tip, comparison of the TF and 
acoustic signals at different humidity is demonstrated in Figures 5.9 (approach curves) 
and 5.10 (retraction curves). The most significant distinction between the curves recorded 
under low R.H and high R.H. conditions is the length of the transition between the 
maximum and the minimum of the measured signals: the transition portion elongates at 
high R.H.. This can be explained by the growth of the humidity-dependent contamination 
layer, which is composed of water molecules absorbed from the atmosphere to the solid 
surface: the higher the humidity the more water molecules are expected to be trapped on 
the sample. Evidence to support our viewpoint is the presence of a slow decay region on 
the TF approach curve at high R.H. (55%). By contract, it is not evident at low R.H. 
(25%). The appearance of the slow decay region is in agreement with the results in 
literatures where similar experiments have been carried out72,74,76. A similar extension 
observed on the acoustic curves can be considered as another confirmation of our 
assumption that the contamination layer grows when raising the humidity. For the sharp 
tip, we plotted the experimental results in Figures 5.11 (approach curves) and 5.12 
(retraction curves). The elongation of the transition region on the approach and retraction 
curves at high R.H is consistent with our observation on the chubby tip, suggesting that 
the contamination layer becomes thicker as R.H increases. 
86 
 
 
Figure 5.9: Approach curves of TF (upper) and acoustic (lower) signals obtained using 
the chubby tip at R.H.=25% (blue) and R.H.=55% (light blue). 
 
 
Figure 5.10: Retraction curves of TF (upper) and acoustic (lower) signals obtained using 
the chubby tip at R.H.=25% (green) and R.H.=55% (light green). 
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Figure 5.11: Approach curves of TF (upper) and acoustic (lower) signals obtained using 
the sharp tip at R.H.=25% (purple) and R.H.=55% (light purple). 
 
 
Figure 5.12: Retraction curves of TF (upper) and acoustic (lower) signals obtained using 
the sharp tip at R.H.=25% (red) and R.H.=55% (light pink). 
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We notice that, in Figure 5.10, the retraction curve obtained at low R.H. shows a long 
tail. It is probably due to the presence of mobile charges on the tip and the surrounding. 
The electrostatic interaction between the probe and the sample may become more notable 
at low R.H. for the chubby tip. Therefore, the tip has to undergo a longer retraction 
distance until it fully returns to its initial oscillation amplitude. 
 
5.3.4 Effect of Properties of Sample Surfaces 
A. Silicon Substrates Cleaned Using Different Methods 
As a measurement of the probe-sample interaction, the shear-force and acoustic 
signals are sensitive not only to the properties of tips but also to the natures of sample 
surfaces. Silicon wafers are the most commonly used substrates in our experiments. The 
purity of silicon is an essential factor which will affect the experimental results. 
Therefore, small pieces of silicon wafers must be cleaned prior to use. The cleaning 
methods are manifold, depending on the specific requirements of experiments. For 
example, particulate impurities can be successfully removed by ultrasonic treatment in 
detergent solutions. Piranha solution can be used to digest the organic component of 
impurities77. An immersion in aqueous HF solution is sufficient to remove the silicon 
oxide film which may trap impurities78. Alternatively, dry-cleaning techniques (i.e., O2
Herein, our aim is to explore the effect of different cleaning techniques in shear-
force/acoustic measurements, thereby developing a standard cleaning procedure in 
sample preparation. Cleaning of silicon wafers was respectively carried out using Piranha 
 
plasma etching) are powerful for removing many contaminants.  
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solution, HF etching, and O2
Piranha solution is a mixture of sulfuric acid and hydrogen peroxide. It has been used 
in the semiconductor industry for many years as the primary method of removing 
organics like photoresist. Mixing hydrogen peroxide (H
 plasma etching for comparison purpose. After sample 
cleaning, approach/retraction curves of the TF and acoustic signals were simultaneously 
acquired by moving a gold tip close to and away from the cleaned surface at a constant 
velocity of 2 nm/s. The same tip was used in the whole experiment (obtaining 
approach/retraction curves on silicon samples cleaned using different methods); it was 
rinsed with distilled water before and after the acquisition of each pair of curves. In order 
to avoid tip contacting with and crashing into the hard surface, approach process stops 
once the tip’s amplitude reaches 60% of its maximum, and tip retraction is immediately 
preformed. The “zero” coordinates of the horizontal axis was arbitrarily selected at the 
point where the amplitude of the TF signal drops to 95% of the initial value during the 
approach process. 
2O2) and sulfuric acid (H2SO4, 
77>95 wt% ) forms Caro’s acid, which is the active etchant in a Piranha bath . In our 
experiment, Piranha solution composed of 35% H2O2 and 98% H2SO4 in the ratio of 3:7 
by volume was freshly prepared prior to use. Silicon wafers were first immersed in such 
Piranha solution, stirring for 60 min at 80-90 °C. They were then washed with boiling 
water for 90 min and dried under N2. Figure 5.13 shows the approach/retraction curves 
obtained right after the Piranha treatment (Figure 5.13a) and 24 hours after the cleaning 
(Figure 5.13b).  
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Figure 5.13: Approach/retraction curves of the TF and acoustic signals on silicon 
substrate cleaned using Piranha solution: (a) curves obtained immediately after the 
Piranha treatment; (b) curves obtained on the same surface, 24h after the cleaning. 
 
 
Silicon is the mostly used semiconductor material in the manufacture of integrated 
circuits. Accordingly, the surface of silicon wafers is of essential importance in deciding 
the growth and stability of functional structures on it. A great deal of research work 
related to the surface chemistry of silicon has been experimentally carried out on clean 
surfaces that undergo complex reconstructions in ultrahigh vacuum (UHV) chambers79-81. 
Alternatively, silicon surfaces can be passivated by terminating the surface dangling 
bonds82 through various treatments, which cannot only restore contamination-free surface 
in ambient conditions but also modify the nature of the surface78,83,84. Passivation of 
silicon surfaces by hydrofluoric acid (HF) has been used as a powerful method to remove 
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the oxide layer and keep the surface clean. It was initially suggested that fluorine 
termination of the surface dangling bonds was responsible for the resulting near perfect 
surface stability85. However, it has become understood that the great stability of these 
surfaces is actually attributed to surface passivation by hydrogen78,86-88: a monolayer of 
hydrogen, instead of fluorine, is present at the surface to protect the surface from 
chemical attack. Hydrogen terminated (H-terminated) silicon surfaces have received 
increasing attention and been often used as the starting substrate for further processing of 
novel modified silicon surfaces89-91. The chemical and physical properties of H-
terminated silicon surfaces are reasonably stable so that they can be prepared and 
manipulated in air before measurable oxidation of the surface occurs. Therefore high 
quality surfaces are available without the need for expensive vacuum systems. Hydrogen 
termination of the Si(111) surface can be simply achieved by chemical etching in 
aqueous HF acid, whereas high quality Si(100)-H surfaces are produced  by exposing the 
clean surface to hydrogen atoms under UHV conditions. In our experiment, Si(111) 
substrates were made H-terminated by immersing it in a dilute HF solution (1.5% in H2O) 
for 15 min at room temperature following Piranha cleaning described above. The Piranha 
treatment is optional. Our purpose here is to demonstrate the change in hydrophilic- 
hydrophobic nature of the silicon surface from the Piranha-treated wafer (hydrophilic) to 
the HF-etched sample (hydrophobic). As shown in Figure 5.14, by performing contact 
angle measurements on the resulting surfaces, it is evident that the hydrophilic oxidized 
surface obtained after Piranha cleaning is converted to hydrophobic by performing HF 
etching, which is thought to be explained by the formation of hydrogen termination. 
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Immediately after the HF treatment, silicon substrates were rinsed with distilled water 
and dried under N2
 
, then placed on the acoustic sensor for shear-force/acoustic 
measurements. Figure 5.15 shows the approach/retraction curves obtained immediately 
after the HF treatment (Figure 5.15a) and 24 hours after the etching (Figure 5.15b). 
Figure 5.14: Scheme of experimental procedure to prepare H-terminated Si surfaces. 
Contact angle measurements on the corresponding surfaces (lower) show the change in 
hydrophobic-hydrophilic nature of the surface. 
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Figure 5.15: Approach/retraction curves of the TF and acoustic signals on silicon 
substrate treated by aqueous HF solution: (a) curves obtained immediately after the HF 
treatment; (b) curves obtained on the same surface, 24h after the etching. 
 
 
Plasma etching, as one of the most used dry etching techniques in the fabrication of 
integrated circuits and microsystems, replies on radio frequency (RF) power to drive 
chemical reactions. The generation of plasma is categorized as: capacitively coupled RF 
plasmas, inductively coupled RF plasmas and Electron Cyclotron Resonance plasmas. 
Compared with other methods, plasma etching has several advantages, such as less usage 
of toxic chemicals and solvents, highly directional etching, high-resolution/selectivity, 
better process control and ease of automation. The working process involves a fast-speed 
stream of glow discharge plasma gas species (either charged ions or neutral 
radicals/atoms) that can be generated and transferred to target semiconductor surface. 
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New molecules are formed when the gas mixture interacts with solid atoms removed 
from the substrate92,93. For example, when reactive gas oxygen (O2
94
) is used as plasma 
source, the discharges remove the organic contaminants and subsequently leave an oxide 
residue layer . In our experiment, Si(111) wafers were carefully placed into the small 
vacuum reactor to perform O2
 
 plasma etching, and the total etching time was 15 min. 
Figure 5.16 shows the approach/retraction curves obtained right after the O2 plasma 
etching (Figure 5.16a) and 24 hours after this treatment (Figure 5.16b). 
Figure 5.16: Approach/retraction curves of the TF and acoustic signals on silicon 
substrate cleaned with O2
 
 plasma: (a) curves obtained immediately after the plasma 
etching; (b) curves obtained on the same surface, 24h after the plasma etching. 
 
First of all, comparison was made among the resulting approach/retraction curves 
obtained immediately after surface cleaning using different methods. One compelling 
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characteristic is that, all graphs show negligible hysteresis between the approach and the 
retraction curves. Hysteresis may incorporate information regarding the surface in 
response to the tip’s behavior. However, such information could be disturbed and hidden 
by impurities either on the surface or in the liquid film. According to our experimental 
observation, the mesoscopic fluid layer starts to form immediately after cleaning on the 
wafer as soon as it is exposed to the ambient atmosphere, leading to the attenuation of the 
TF signal and the generation of acoustic waves. Our results show that, by removing 
undesired contaminants from a silicon surface, hysteresis from the fluid film is much 
reduced (even avoided). A cleaning procedure during sample preparation provides an 
opportunity to attain a reference substance. On a reference sample, there is a lack of 
hysteresis between the approach and the retraction curves, which is different from our 
common knowledge on the sample that is not cleaned. We can take advantage of this 
property of the reference sample to study the effect of adhesion between the tip and the 
hard surface when they are in contact with each other. Since hysteresis resulted from the 
absorbed fluid layer has been avoided, hysteresis shown on the resulting curves will be 
attributed to the solid-solid contact. Furthermore, after performing surface modification 
on the reference surface, hysteresis may return as a result of the purposeful tailor. With 
the use of reference substrates, it is promising to use the shear-force/acoustic microscope 
as a proper tool to characterize solid surfaces.  
Secondly, we compare the curves obtained immediately after cleaning and 24 hours 
after cleaning. After 24 hours, hysteresis becomes visible on both the TF and acoustic 
curves. We can rule out hysteresis caused by the detection system (lock-in amplifiers) 
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without any hesitation because the settings of lock-in amplifiers were not changed at all. 
Therefore, the appearance of hysteresis after 24 hours may reveal a transition taking place 
in the liquid layer or/and on the sample surface. The freshly cleaned sample attracts water; 
and over time it can also absorb oil and any other vapor that is present in the laboratory. 
Thus, those impurities absorbed during a long period (i.e., 24 hours) will continuously 
contaminate the liquid layer on the surface, which likely contributes to the recurrence of 
hysteresis. On the other hand, we cannot rule out the possibility that hysteresis is caused 
by the change on the silicon surface. For example, it is known that the H-terminated 
silicon surface can be slowly oxidized when exposed to air for a long term. The presence 
of moisture in humid air can lead to the growth of oxide layer with time on the surface by 
conversion of surface Si-H bonds to oxygen-related bonds, such as Si-OH and Si-O-Si 
bonds95,96. This change on the solid surface can also affect the structure of the liquid film, 
leading to detectable hysteresis on resulting curves. By contrast, on the Piranha treated 
silicon surface, which is more hydrophilic due to the induced OH groups97,98 (Figure 
5.14), we do not expect changes like the transition from Si-H to Si-OH on the surface. 
Therefore, the appearance of hysteresis is probably owing to the mesoscopic liquid layer, 
for example, changes in the composition of the layer over time. Altogether, the measured 
approach/retraction curves vary with the freshness and cleanliness of the sample and the 
tip. A careful cleaning procedure is a crucial step during sample preparation.   
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B. Bare Si Surfaces vs. Polymer-coated Si Surfaces 
As a first step in experiments we modified a bare silicon wafer by covering a thin 
polymer film on its surface. We attempt to compare the approach/retraction curves 
obtained on the bare silicon with those acquired on the polymer coated surface. Prior to 
use, the silicon wafer was cleaned using acetone with ultrasonic agitation for at least 30 
min and dried by blowing N2
99
. A poly(4-vinylpyridine) (P4VP) film (the thickness of ~20 
nm) was spin coated on the silicon substrate. Immobilization of this polymer film was 
achieved by subsequent exposure to UV light . The polymer sample can be 
ultrasonically cleaned using IPA for 1~3 min if needed. Our experiment was carried out 
under moderate humidity condition (R.H. was ~30%). The same experimental procedure 
using the same tip was run on the bare silicon wafer and the polymer coated silicon 
substrate, respectively: the approach process stopped when the amplitude of the tip’s 
vibration fell to 60% of its initial value, and subsequently, the retraction performance 
started without any time delay. The speed of the tip’s movement remained constant at 2 
nm/s. 
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Figure 5.17: Approach (a and b) and retraction (c and d) curves of TF and acoustic 
signals obtained on bare silicon (light blue and light green) and polymer coated silicon 
(blue and green) substrates.  
 
 
Comparison was made between the result obtained on the silicon surface and that 
obtained on the polymer surface. As shown in Figure 5.17, with the use of the same gold 
tip, the curves obtained on the polymer covered substrate are quite similar to those 
acquired on the bare silicon surface. The origin of the horizontal axis represents the 
position where the approach process stops or the retraction process begins. We assume 
when the approach process stops, the tip stays in the fluid layer without touching the 
sample surface. It seems that the shape of the measured curve does not vary too much 
with the change of testing surfaces. Since the bare silicon surface and the polymer coated 
surface were not prepared on the same substrate, the slight difference in the amplitude of 
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the acoustic signal shown in Figures 5.17b and 5.17d may be due to the difference in the 
acoustic coupling efficiency between the sample and the sensor.  
 
C. Si-based Substrates with Modified Water Affinity 
In a second step of surface modification, we tailored the water affinity of the silicon 
substrate by depositing specific polymer monolayers99,100. Firstly, a bare silicon wafer 
cleaned with Piranha solution was chemically functionalized with perfluorophenylazides 
(PFPA)-silane to introduce a monolayer of azido groups on the substrate surface. 
Secondly, a 10 mg/ml solution of polystyrene (PS) in toluene was spin coated on the 
PFPA-tethered water. The PS-coated substrate was subsequently irradiated under a 450 
W medium-pressure mercury lamp with 280 nm filter for 5-10 min. Half the surface of 
the sample was covered by aluminum foil, and only the half without aluminum foil 
coverage was exposed to the UV irradiation. After removal of unbound PS by solvent 
extraction, a PS thin film (~6 nm thick) covered half the wafer. Finally, the PS solution 
was replaced by a 10 mg/ml solution of poly(2-ethyl-2-oxazoline) (PEOX) in chloroform; 
and the same procedure described above was repeated for coating a PEOX thin film 
which approximately had the same thickness as that of the PS film on the inactivated 
substrate surface. Figure 5.18 demonstrates the entire procedure of chemical treatment to 
create the PS/PEOX coated surface. 
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Figure 5.18: Scheme of experimental procedure for preparing hydrophobic and 
hydrophilic surfaces on the same Si substrate. 
 
 
Water affinity of the sample surface coated with specific polymer thin films can be 
characterized by performing contact angle measurements. Results displayed in Figure 
5.19 show that the side covered with PS monolayer is hydrophobic (contact angle is 
about 89°), whereas the other side coated with PEOX monolayer is hydrophilic (contact 
angle is about 36°). 
 
Figure 5.19: Results of contact angle measurements on the same Si substrate covered by 
PS and PEOX monolayer on each half, respectively. 
 
 
A sharpened gold tip attached to one prong of a TF was used as the probe. The TF 
was electrically driven to oscillate at its resonance frequency by applying a voltage of 10 
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mVrms
In these figures, the resulting approach/retraction curves exhibit similarities to those 
obtained in previous experiments. For instance, as to the curves in Figure 5.20, the tip 
initially vibrates at its resonance in air, which also produces sound waves as a nonzero 
background of the acoustic measurement (region I). Subsequently, the tip is brought close 
to the sample; its vibration remains unchanged until it enters the contamination layer in 
which a decrease in the TF amplitude is accompanied with an increase in the acoustic 
signal as a result of the probe-sample interaction. We arbitrarily define the location where 
the TF signal starts to fall as the origin of the horizontal axis. With the ongoing approach 
process, the tip penetrates deeper into the liquid and moves closer to the solid surface. 
We artificially divide the rest of the approach curve into two regions (region II and III in 
Figure 5.20a). In region II, the amplitude of the tip’s vibration suffers from a substantial 
attenuation, whereas the amplitude of the measured acoustic signal significantly increases 
above the background level. We call the TF and the acoustic signals are negatively 
correlated. In the following region III, the TF amplitude consistently decreases, similarly, 
the acoustic amplitude also decreases; and so the correlation between the TF and the 
. The estimated amplitude of the probe’s oscillation in air is about 16 nm. 
Variations of the TF and acoustic signals were recorded as a function of the tip-sample 
distance while the tip moved in the vertical direction at a constant velocity of 1.5 nm/s. 
Figures 5.20 and 5.21 respectively illustrate the approach/retraction curves obtained on 
the PS coated (hydrophobic) and the PEOX coated (hydrophilic) sides using the same 
gold tip. The experiment was carried out in an environment with moderate humidity 
(R.H.= 35%~40%). 
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acoustic signals switches to positive. A plausible hypothesis to explain our observation is 
to consider a distance-dependent interaction between the tip and the liquid proposed 
previously73. In region II, as the probe-sample distance is getting shorter, increasing 
phase lagging between the vibrating tip and the mesoscopic fluid, even the “solidification” 
of the fluid-like layer upon confinement may occur101, leads to significant changes in the 
TF and acoustic signals following opposite tends. At the end of the approach (region III), 
it is possible that mechanical contact of the probe apex with the polymer film takes place, 
which is considered to be responsible to the dramatic decrease in these two signals. The 
same regions can be correspondingly found on retraction curves. However, the tip 
undergoes a longer traveling distance until it returns to its initial oscillation amplitude. 
Hysteresis, indicative of the extension of the retraction curve compared with the approach 
curve, probably originates from the surface adhesion after the tip contacts the polymer 
layer as well as the presence of the contamination layer. A similar analysis can also be 
applied to the curves in Figure 5.21, which were obtained on the PEOX coated silicon 
substrate. 
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Figure 5.20: Approach (a) and retraction (b) curves of TF (black and gray) and acoustic 
(blue and light blue) signals obtained on the PS film coated side with the use of a gold tip 
(humidity: 35%~40%). 
 
 
Figure 5.21: Approach (a) and retraction (b) curves of TF (black and gray) and acoustic 
(green and light green) signals obtained on the PEOX layer covered side by employing 
the same gold tip as used on the PS coated side (humidity: 35%~40%). 
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In fact, we are still not able to fully confirm the effect of the mechanical contact 
between the tip and the polymer surface through shear-force/acoustic measurements. For 
example, the tapping of the tip on the sample may also happen in region II (Figure 5.20a), 
contributing to the fast change in signals. Therefore, other probing technique (i.e., 
detection of the probe-sample current) will be worth integrating into our shear-
force/acoustic microscope to further explore the solid-solid (probe-sample) interaction on 
the bottom of the mesoscopic liquid layer, in proximity to the hard surface. Despite that 
monitoring of contact current is not feasible on polymer coated surfaces, it becomes the 
motivation of work presented in the following chapter. As a first attempt, analogous 
experiments performed on gold surfaces using gold tip will be helpful to gain a better 
understanding of information extracted from the approach/retraction curves of the TF and 
acoustic signals. 
For comparison purpose, we re-drew our experimental results in Figure 5.22. We 
observed that the tip travels slightly longer distance for the transition from the maximum 
vibration amplitude to the minimum amplitude to occur on the PEOX coated substrate 
than that on the PS coated wafer (Figures 5.22a and 5.22b, comparison between approach 
traces obtained on the PS and the PEOX surface). Comparison of their retraction traces 
exhibits this difference between the PS coated side and the PEOX coated side more 
obviously (Figures 5.22c and 5.22d). Hysteresis given by the PEOX (hydrophilic) coating 
is also more noticeable than that observed on the PS (hydrophobic) surface. In our 
previous studies on cleaned surface, there was a lack of hysteresis on the resulting curves 
if the experiment was performed immediately after sample cleaning (i.e., Figure 5.13a). It 
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is because, in those experiments, we intended avoiding contact of the tip with the surface 
by stopping approach when the tip was still in the middle of the fluid layer. Herein the 
situation is different: we forced the tip to penetrate deeper into the liquid, and hysteresis 
is present as a result of contact between the tip and the polymer. 
More interesting, we found that, when placing the tip on the PEOX coated surface, 
the maximum of the acoustic signal on the approach curve is much less than that on the 
retraction curve; whereas the two maxima of the acoustic signal are almost the same 
when performing the same experiment on the PS coated surface (Figure 5.22e). To 
elucidate this observation, we propose one hypothesis that the water flowing over the 
surface contributes to the sound generation. In the region very near the sample surface, 
with the continuous approach of the tip to the surface, the liquid is extruded sidewards by 
the tip. However, the flow of water, which is a potential mechanism for producing sound, 
is unfavorable on the hydrophilic surface because of the strong interaction between 
polymer and water molecules. Hence less sound is produced during approach on the 
PEOX coated surface. In contrast, once the tip is released from the hydrophilic surface, 
the liquid rapidly refills in for returning to its original arrangement, causing a high peak 
on the measured acoustic curve during the retraction process. By contrast, on the PS 
coated surface, “binding” between water and polymer molecules is weak because the 
coating substance is “water-hating”, and therefore restriction to the flow of water 
becomes less on such surface. If we still consider the flow of water makes efforts to 
generate sound waves, peaks on the acoustic curves due to movement of water molecules 
have similar height when moving the tip to approach and retract at the same speed. It may 
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imply that the behavior of water films is dominated by the tip’s movement on the 
hydrophobic surface. 
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Figure 5.22: Approach curves of the TF (a) and acoustic (b) signals obtained on the PS-
coated (blue) and PEOX-coated (green) silicon wafer; and retraction curves of the TF (c) 
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and acoustic (d) signals obtained on the PS-coated (light blue) and PEOX-coated (light 
green) silicon wafer. The experiment was performed by using the same tip at R.H. = 
35%~40%. (e) The acoustic approach/retraction curves were re-drawn by separating the 
PS surface from the PEOX surface. 
 
 
 
5.3.5 Effect of Velocity of Probe Motion 
In previous experiments, the tip moved perpendicular to the sample surface at a 
constant speed which was kept the same in both approach and retraction processes. In this 
section, the effect of velocity of tip motion on the resulting curves is discussed. A gold 
surface was used as the sample. A sharpened gold tip acted as the probe as usual. In 
general, it is difficult to estimate the actual position of the solid surface via measuring the 
shear-force signal. However, by applying a bias voltage across the conductive surface 
(gold) and the metal tip (gold), we can approximately locate the hard surface through 
monitoring the probe-sample current, which indicates a mechanical contact between them. 
Details regarding detection of the current signal (i.e., experimental setting, procedure, 
resulting approach/retraction curves and corresponding analysis) will be given in the 
following chapter. Herein we aim to bring the tip as close as possible to the “true” surface. 
Measurement of the contact current is a valid way to help us judge the location of the 
solid surface. We expect that, the tip will penetrate the whole absorbed film without 
destroying the apex when the tip’s approach is stopped right before the appearance of 
current pulses. After completing the approach process, the retraction process is 
immediately carried out without time delay. Electrical signals of the TF and the acoustic 
sensor were concurrently recorded with changing the probe-sample distance and plotted 
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as the approach/retraction curves. Velocity of tip motion is variable so that we are able to 
test the impact of velocity on the obtained curves.  
 
Figure 5.23: Approach (a and b) and retraction (c and d) curves of TF and acoustic 
signals obtained on the gold surface using the same gold tip with a constant speed of 
approach (2 nm/s) but various speeds of retraction: 2 nm/s (black), 4 nm/s (red), 6 nm/s 
(blue), and 12 nm/s (green). Insertions: the approach/retraction curves of the TF (a) and 
acoustic (b) signals measured by moving the tip at the same speed of 2 nm/s. 
 
 
Velocity chosen during the approach process was held constant at 2 nm/s. However, 
the tip was withdrawn from the surface at four different speeds: 2 nm/s, 4 nm/s, 6 nm/s, 
and 12 nm/s. The resulting curves of these four trials are shown in Figure 5.23 where the 
approach traces of the TF and acoustic signals are separately displayed on the left panel 
(Figures 5.23a and 5.23b represent TF (approach) and AS (approach), respectively; as a 
reference, insertions show the approach/retraction curves of the TF and acoustic signals 
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obtained by moving the tip at the same speed of 2 nm/s), and the retraction traces are 
present on the right panel (Figures 5.23c and 5.23d represent TF (retraction) and AS 
(retraction), respectively). Tip motion is accurately controlled through the nanopositioner 
operated in close loop. With the use of the same velocity to approach, we have reason to 
believe that the tip has a similar experience in different approach attempts, and finally 
will stop at (or, will detach from) approximate the same height relative to the surface. 
The experimental data also verifies our assumption: approach traces of the TF and 
acoustic signals obtained in four different trials are overlapped (Figures 5.23a and 5.23b). 
In fact, we are more interested in the retraction curves because differences among traces 
acquired with varied speeds reveal the effect of velocity of tip motion. Indeed, we found 
measurable distinctions among the resulting retraction curves by changing the speed of 
tip motion: the tip which moves at a higher speed has to undergo longer traveling 
distance to escape from the sample (Figures 5.23c and 5.23d). The TF and acoustic 
signals vary in response to the interaction between the probe and the mesoscopic fluid 
layer. As the tip is withdrawn at high speed, the relaxation time of the fluid film to 
respond is probably not sufficient; as a result, liquid wrapped around the tip is dragged 
upwards with the lift of the tip. The faster the tip retracts, the more liquid moves along 
with the tip, and thereby the longer the TF retraction curve extends. Moreover, the 
dispersion of the correspondingly measured acoustic curves due to increasing the speed 
of tip motion is also clearly observed. Considering that the sound is generated by the 
vibrating tip in the fluid, elongation of the transition distance from the maximum to the 
minimum on acoustic curves provides evidence to support the idea that liquid moves 
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along with the tip when retracting fast. In our experiments, the time constant of the lock-
in amplifiers were set to be 10 ms, which was still suitable for the measurement with the 
highest velocity (12 nm/s). However, a further increase in the moving speed may lead to 
loss of precision in detection of the TF and acoustic signals. Thus, in most cases, velocity 
of approach and retraction processes is kept at a low level (1.5 nm/s~2 nm/s). 
 
5.3.6 Effect of Substrate Materials in the Acoustic Measurement 
At the end of this chapter, we expect to see the effect of substrate materials in 
acoustic measurements. Since the acoustic sensor is located under the substrate, sound 
waves created on the top of the sample surface will propagate through the bulk material 
to reach the sensor. It is possible that properties of the substrate material have effect in 
the detected acoustic signal. The sample used in this experiment was prepared by coating 
a thin layer of gold (~40 nm of thickness) on one half of a glass cover slip. Prior to 
thermal coating of the gold film, the glass cover slip was cleaned using Piranha solution; 
and an ultrathin layer of chromium (~3 nm of thickness) was deposited to the freshly 
cleaned glass surface for better adhesion of the gold. As shown in Figure 5.24a, the same 
gold tip was placed above the bare glass surface and the gold coated glass surface (an 
AFM image of such substrate is shown in Figure 5.24b), respectively. 
Approach/retraction curves were obtained by moving the tip close to and away from the 
surface at a constant speed of 2 nm/s (ambient humidity was ~30%). The approach 
process stopped once the amplitude of the TF signal dropped to 75% of its initial value, 
and the retraction process immediately started.  
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Figure 5.24: (a) Scheme of experimental procedure to obtain approach/retraction curves 
from the bare glass and gold-coated surfaces. (b) AFM image shows the thickness of Au 
coating is ~40 nm. (c) The TF and acoustic signals measured on the glass (left) and gold 
surface (right). The amount of the decrease in the TF signal approximates to the same 
value, whereas the maximum value of the acoustic signal on the gold surface is greater 
than that on the glass surface. 
 
 
Here we reported an interesting result taken using our shear-force/acoustic 
microscope: the increase in the acoustic signal is more on the gold surface than that on 
the bare glass surface while the total amount of the decrease in the TF amplitude 
approximates to the same value (25% of the initial value). We displayed this 
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experimental result in Figure 5.24c by taking an average of ten curves measured. The 
negative portion of X-axis represents approach procedure; the positive portion represents 
retraction procedure. We plotted these two graphs using the same scale. It is evident that 
the baseline of the acoustic signal is roughly at the same level; whereas the maximum of 
the acoustic amplitude on the gold surface is greater than that on the glass surface. 
However, this contrast in the acoustic measurement was not present if the sample was 
replaced by the glass cover slip without any gold coating. This result implies that the 
amplitude of the generated acoustic signal is related to the material of the substrate. 
Despite that the underlying mechanism has not been well understood yet, the experiment 
can be considered as a worthy attempt to explore the possibility to use the acoustic 
technique for imaging substrates composed of different materials. 
 
5.4 Conclusions 
The distance-dependent interaction between the tip and the sample plays important 
role in SPM applications. We expect to extract information regarding the probe-sample 
interaction from the approach/retraction curves taken using the shear-force/acoustic near-
field microscope. Under ambient conditions, as the tip moves towards the sample, it first 
comes in contact with a mesoscopic fluid-like layer, which usually exists by attracting 
moisture from the atmosphere onto the solid surface. Immediately after the tip enters the 
fluid layer, a decrease in the amplitude of the tip’s oscillation and a detected increase in 
the acoustic signal are typically observed. The increase in the acoustic amplitude at 
shorter probe-sample distance is attributed to the increasing phase lagging between the 
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oscillating tip and the mesoscopic fluid layer. With further reduction of the gap between 
the probe and the surface, the tip comes into contact with the sample; as a result, the tip’s 
oscillation is completely attenuated.  Since the tip is stopped from vibrating, a decrease in 
acoustic signal is expected. 
Several factors can affect the probe-sample interaction, and thereby leading to 
variations in the shape of the resulting approach/retraction curves. Herein we discussed 
impacts of tip geometry, relative humidity of the environment, the nature of sample 
surfaces, and velocity of the tip’s movement on our shear-force/acoustic measurements. 
The tip with large radius of apex (chubby tip) is influenced more by the mesoscopic fluid 
layer than that having smaller radius of apex (sharp tip). An increase in environmental 
humidity leads to a growth of the contamination layer. Measured approach/retraction 
curves vary with the freshness and cleanliness of the sample and the tip. By performing 
cleaning of samples before their usage, hysteresis from the mesoscopic film is much 
reduced (even avoid). However, hysteresis may reoccur over time or after the tip in 
contact with the sample surface. Moreover, the effect of water affinity of sample surface 
is also discussed in our experiment. We proposed a hypothesis to explain the differences 
between the hydrophilic surface and the hydrophobic surface based on the measured 
approach/retraction curves. Extensions of the transition between the maximum and the 
minimum on the TF and acoustic retraction curve are found as the tip is moving at higher 
velocities. Additionally, monotonicity of the acoustic signal is helpful in interpreting the 
origin of the probe-sample interaction at different distances. Finally, we reported our 
observation of contrast in the acoustic measurement when placing the same tip above 
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surfaces covered by different materials (i.e., a glass cover slip with a gold coating only on 
one half of the substrate). Despite that more experiments have to be carried out to explore 
the underlying mechanism, this is a worthy attempt for future use of the acoustic 
technique in imaging samples composed of different materials. 
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Chapter 6. Monitoring of Probe-Sample Mechanical Contact via Current Detection 
in Shear-Force/Acoustic Near-Field Microscopy 
 
 
6.1 Introduction 
The study of the atomic-scale origins of friction, adhesion, lubrication and wear 
between interacting surfaces in relative motion is encompassed in the emerging field of 
nanotribology. In recent decades, studies of nanotribology at the fundamental level has 
benefited greatly from the invention of force microscopes, such as the atomic force 
microscope (AFM)2, the friction force microscope (FFM)102 and the surface force 
apparatus (SFA)103. By measuring the force between a small tip and a sample surface, the 
use of an AFM was no longer limited by sample conductivity. The initial operation mode 
of an AFM obtains topographic images of a surface by maintaining a constant repulsive 
contact force between the end of the tip and the sample during scanning. Aside from 
basic operations for imaging purpose, a myriad of new operation modes have been 
developed. Among them, perhaps the most notable extension was the realization that 
lateral forces between the tip and sample could also be measured. This technique 
described as the FFM, along with other instruments (i.e., the SFA), shows promise to 
attain atomic-scale knowledge of frictional phenomena. 
With the introduction of shear force microscopy (SFM) by Betzig et al. and Toledo-
Crow et al.68,104, detection of the so-called shear force between an oscillating tip and a 
solid surface provided great contributions to studies of nanotribology and other complex 
surface phenomena. The shear-force measurement technique had its origin during the 
development of the near-field scanning optical microscopy (NSOM), serving as an 
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inevitable component to regulate the tip-sample distance. This technique relies on the 
following experimental observation: a tapered optical fiber is laterally vibrated at its 
resonance frequency. As the probe is brought into close proximity to a solid surface, its 
oscillation amplitude gradually decreases due to shear-force interactions. Typically, the 
tip-sample distance is required to be kept below 10 nm. The implementation of shear-
force distance control has been successfully achieved using different methods. Optical 
techniques, such as diffraction and interferometric means68,105, are commonly used to 
measure the oscillation amplitude of the probe. Alternatively, the use of a crystalline 
quartz tuning fork (with the probe attached to one of the tines) for monitoring the 
amplitude was demonstrated by Karrai35. This idea was based on the piezoelectric 
property of tuning forks which produce a piezoelectric voltage proportional to the 
amplitude of the vibration35,106-108. In practice the shear-force effect is sufficient for 
acquiring high quality images. However, there is still a lack of precise knowledge in 
relation to the nature of the shear-force interaction, which is strongly dependent on the 
actual tip-sample distance. A number of possible mechanisms have been proposed to 
explain the probe-sample interaction occurring in near-field microscopy, including van 
der Waals forces, electrostatic forces, viscosity, capillary forces, and actual probe-sample 
contact, depending on the experimental conditions68,69.  
In our previous studies, we investigated features of the probe-sample interaction using 
the shear-force/acoustic microscope where an acoustic transducer was incorporated into 
the tuning fork-based shear force microscope setting109. It is able to independently and 
synchronously record electrical signals produced by the tuning fork (TF) and the acoustic 
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sensor (AS). In addition to the shear-force effect on the probe, we could also monitor the 
dynamic response of the sample via the extra acoustic probing method. On the other hand, 
the acoustic technique could open up a new way to explain the shear-force interaction. 
For example, according to our acoustic data, we proposed that the phonon generation was 
one of dissipative channels of the shear-force interaction within a close probe-sample 
interaction region109. It is obvious that the probe’s vertical position relative to the sample 
surface plays an important role in our experiments. Under ambient conditions, however, 
surface absorption leads to a contamination layer of a few nanometers thickness on the 
solid sample. Furthermore, when the fluid is highly confined between two hard surfaces 
(i.e., the probe and sample surfaces), it is likely to behave as solid101. This thin layer 
“perturbs” the probe-sample interaction, so that a precise location of the probe relative to 
the sample becomes difficult only based on measuring the shear-force and the acoustic 
signals. Herein, we present a simple strategy to detect a mechanical contact between a 
metal tip and a conductive sample by monitoring the contact current. Shear-force/acoustic 
curves were obtained together with the corresponding contact current. Detection of the 
contact current can also be helpful in interpreting the role of fluid-like layers in the 
generation of acoustic waves.   
 
6.2 Experimental Section 
The shear-force/acoustic microscope with the function of detecting contact current is 
schematically described in Figure 6.1 (the difference between Figures 6.1a and 6.1b is the 
way to apply a bias voltage for contact current detection). It mainly consists of three 
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portions: (i) the “shear force” measuring system that comprises a tuning fork (TF) and a 
lock-in amplifier (Lock-in #1; SR850, Stanford Research System); (ii) the “acoustic 
response” recording system, which consists of an acoustic sensor (AS) placed in intimate 
contact with the bottom surface of a sample and a lock-in amplifier (Lock-in #2; SR850, 
Stanford Research System); (iii) the “contact current” monitoring system, including a 
low-noise current preamplifier (SR570, Stanford Research System) and a lock-in 
amplifier (Lock-in #3; SR844, Stanford Research System). All the lock-in amplifiers 
share the same reference signal that is the excitation source of the TF. The time response 
of the lock-in amplifiers was set to be 10 ms. Aside from using the lock-in amplifier, the 
output of the current preamplifier is also fed into an oscilloscope to monitor DC 
component of contact current (not shown in Figure 6.1).   
The TF is of a commercially available type whose resonance frequency is 32768 Hz. 
A gold tip was fabricated from a gold wire of 76 µm in diameter (Au, purity 99.95%, 
ESPI) by electrochemical etching in a mixture of HCl acid and ethanol (1:1 by volume). 
After etching, the tip was characterized with scanning electron microscope (SEM) and 
manually mounted to one of the tines of the TF. The conductive surface was prepared by 
coating a thin layer of gold (~40 nm of thickness) onto a Piranha cleaned silicon wafer, 
following the deposition of chromium (~3 nm of thickness) for better adhesion of the 
gold film. The gold coated silicon wafer was placed onto the AS (SE40-Q, Dunegan 
Engineering Consultants, Inc.). Dow Corning high vacuum grease was pasted between 
the sample and the sensor to improve the coupling efficiency of sound wave propagation  
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In a typical operation, the TF was excited to laterally vibrate at its resonance 
frequency by applying an AC voltage across the TF’s electrodes. Considering the fact 
that the probe-sample interaction depends on their separation, a good control of the tip’s 
movement must be implemented in experiments. The tip smoothly moves in the vertical 
direction (Z-axis) under coarse and fine control. Coarse control uses a set of fine-pitch 
screws (Newport; model: AJS100-2, travel: 50.8 mm, sensitivity: 0.71 µm) which can 
rapidly reduce the gap between the tip and sample. Fine control was activated when the 
probe-sample distance is less than 50 µm. It is performed using a piezo-actuated 
nanopositioner (Nano-OP65, Mad City Labs, Inc.), which provides 65 µm range of 
motion with nanometer precision. More importantly, the nanopositioner can be operated 
in close loop so as to eliminate the hysteresis arisen from the piezoelectric components. 
The whole microscope stage was sitting on a floating table to minimize mechnical 
perturbations. A piece of rubber cushion was placed between the stage and the table to 
further avoide undesigned disturbances. In a complete experimental cycle, the tip first 
approached towards the sample, and then retracted from the suface. Variations of electric 
signals generated by the TF and the AS simultaneously recorded as a function of the 
probe-sample distance were plotted as approach/retraction curves. The entire process of 
the tip’s approach and retraction was monitored through a CCD camera.  
 Sudden onset of current signal is considered as an indication of the mechanical 
contact between the gold tip and the gold surface. Here we used two configurations to 
connect the metal tip to a bias source. In one configuration (Figure 6.1a), a short gold tip 
is electrically connected to one of the TF electrodes110. Therefore, the bias voltage which 
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is used to drive the TF is also applied to the tip. A negative bias applied to the sample is 
optional. In the other configuration (Figure 6.1b), a copper wire is directly soldered to a 
long gold tip to complete the electrical connection. An adjustable DC bias voltage 
ranging from -5 V to +5 V (usually, 50 mV~100 mV) is applied to the tip when 
grounding the sample. 
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Figure 6.1: Schematic of experimental setups used for detecting contact current, along 
with the TF and the acoustic signals. In configuration (a), a short gold tip is electrically 
connected to the TF electrode and thereby the TF driving voltage is used to bias the tip. 
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In configuration (b), a long gold tip is mounted on the TF and the bias is applied through 
an extra Cu wire soldered to the tip. 
 
 
 
6.3 Results and Discussion 
In one experimental cycle, the tip is first positioned at ~15 µm from the surface where 
it freely vibrates in air. The amplitude of the TF’s oscillation is adjusted to be ~10 nm by 
choosing an appropriate driving voltage. A fast approach (15 nm/s of velocity) of the tip 
is carried out to roughly find the so-called sample surface. Generally, once the amplitude 
of the TF’s oscillation decreases by ~1% of its initial value, the tip is immediately 
withdrawn from the surface. After the TF returns to its initial oscillation amplitude, the 
fast mode is replaced by the slow mode in which the tip moves towards and subsequently 
away from the sample with a constant velocity (i.e., 2 nm/s). Electric signals of the TF 
and the AS, together with the contact current, are synchronously measured with the 
change in the probe-sample distance. Since the current measurement is considered as a 
sign for the probe-sample contact rather than for the feed-back control, magnitude of the 
current had less importance. The configuration of the setup for current detection 
described in Figure 6.1a shows advantages over the one described in Figure 6.1b: for 
instance, tip attachment and electrical connection become easier; Q factor is not 
deteriorated by the extra wire connection; stability of the TF gets a noticeable 
improvement. Owing to these reasons, we adopted the former in most of our experiments 
demonstrated below. 
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A. The generation of acoustic waves and the occurrence of the probe-sample current 
 
Information is extracted from approach/retraction curves obtained while the gold tip 
approaches to and subsequently retracts from the gold sample surface at a constant 
velocity of 2 nm/s. The approach process continues until the amplitude of probe’s 
oscillation reaches a specific value, which is referred to as the set point. Once the 
approach process stops, retraction process is carried out immediately until the tip is 
completely released from the surface. We carried out a series of experiments to gradually 
land the gold tip on the gold sample surface without damaging the tip apex. Figure 6.2 (a-
e) shows the approach/retraction curves obtained using the same tip and sample but 
choosing different set points. For example, the set point in Figure 6.2a is 90%, which 
means the approach stops if the probe’s amplitude falls to 90% of its initial value. The 
“zero” coordinates of horizontal axis in the graphs were arbitrarily selected, but all of 
plots followed the same rule: the origin of X axis was defined as the position where the 
amplitude of the TF signal drops to 95% of the initial value during the approach process. 
In each individual graph, approach and retraction curves of the TF, the AS and current 
signals were plotted together, presented with different colors. 
As the probe-sample distance decreases during the approach process, the tip enters 
the region in which the interaction between the tip and the sample occurs, leading to a 
decrease in the amplitude of the TF’s electric signal on approach/retraction plots. 
Furthermore, we notice that all the graphs in Figure 6.2 tend to show the same trend that 
the amplitude of the acoustic signal increases as the tip’s oscillation is attenuated due to 
shear-force effect. As shown in Figure 6.2a, the acoustic signal has started to rise above 
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the noise level when the TF signal is only decreased by 10% of the initial value. From 
Figure 6.2b to Figure 6.2e, this tendency of the variation of the acoustic signal is getting 
clearer. In the meantime, we monitored the probe-sample current along with the TF and 
the AS signals. It is expected to observe current signal when the gold tip is in contact 
with the gold sample surface. Indeed, current peaks appear when the TF signal drops to 
about 26% of its maximum value, illustrated in Figure 6.2e. To sum all graphs up in 
Figure 6.2, the current flow will not be detected unless the experimental set point is set to 
be or below 26%. In addition, before the onset of current signal measured by the lock-in 
amplifier, there were no extra current components obtained using the oscilloscope. To 
protect the tip, we stopped lowering the set point once current signal was received.  
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Figure 6.2: A series of experiments were carried out to gradually land a gold tip on a gold 
surface. The resulting approach/retraction curves of the TF signal, the acoustic response 
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and the probe-sample current were obtained by setting different set points in turn: (a) 
90%; (b) 80%; (c) 60%; (d) 40%; and (e) 26%. 
 
 
Under ambient conditions, absorption of water and carbohydrate molecules from air 
causes contamination of samples, leading to a fluid-like layer formed on hard surfaces. 
Our previous studies discussed the role of the liquid layer in the generation of acoustic 
waves, proposing that the immersion of the vibrating tip in the layer contributed to the 
generation of sound waves109. In close proximity to the surface, however, intermittent 
contact (tapping) of the probe with the sample may take place, producing acoustic signal. 
Therefore, it is difficult to definitely address the origin of sound in such region from 
approach/retraction curves of the TF and the AS signals. Direct observation of the probe-
sample current is a valuable tool for indicating when the gold tip’s apex encounters the 
conductive surface. Since the lateral vibration trajectory of the tip is slightly inclined 
relative to the surface, current pulses will be detected until the probe-sample distance is 
small enough for the tapping contact taking place. Our experimental data displayed in 
Figure 6.2e supported this viewpoint: the occurrence of current signal around the position 
of +15 nm on horizontal axis can be considered as the sign of the mechanical contact 
between the tip and the surface. By combining with the rest of graphs in Figure 6.2, 
another important find is that the acoustic signal rises with a lack of the probe-sample 
current. It reveals that the generation of acoustic waves is not fully attributed to the direct 
contact of the probe with the surface. In fact, due to the existence of a mesoscopic fluid-
like layer at ambient conditions, the vibrating tip suffers from attenuation in its amplitude 
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when interacting with the fluid film; and acoustic waves are subsequently generated as a 
result of the probe dissipating its energy in the liquid.  
The timing of the contact current to be detected probably vary with the state of the tip, 
such as, the amplitude of the tip’s oscillation and the tilt of the tip’s axis relative to the 
sample69,111. As proposed by Gregor et al., a slight tile of the probe’s axis relative to the 
surface normal leads to intermittent knocking of the tip on the surface69. Differing from 
large amplitude of oscillation (~200 nm) used in Gregor’s study, in most of our cases, the 
amplitude of the vibrating probe in air was kept small (~ 10 nm); the tip was also 
carefully adjusted to be perpendicular to the surface through a tripod under monitoring by 
a CCD camera. However, it is difficult to assure the tip completely parallel to the normal 
to the surface. It should be noted that a small tilting angle between tip end and solid 
sample surface may give rise to an early onset of the probe-sample current. As shown in 
Figure 6.3, if the tip is carefully aligned in the vertical direction, a probe-sample current 
appears unless the measured TF signal falls to 26% of its initial value (Figure 6.3a); 
whereas after intentionally tilting the tip, current pulses are observed when the tip’s 
amplitude drops to 43% of its maximum value (Figure 6.3b). In comparison with the 
experiment done with the aligned tip, current signal appears earlier when using the tilted 
tip. This observation suggests that the occurrence of the probe-sample current is sensitive 
to the tilt of the tip, which may cause short effective distance (de) between the very end 
of the vibrating tip and the hard surface (Figure 6.3). A rude adjustment of the tip’s axis 
relative to the sample surface will result in unexpected contact between the metal tip and 
the conductive sample, which takes place in an early stage of the approach process. 
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Additionally, the appearance of current signal also depends on surface roughness and 
cleanliness. In our experiment, the topographic image taken using atomic force 
microscope (AFM) indicated the gold surface was smooth.   
 
Figure 6.3: Approach curves of the TF, the AS, and the probe-sample current signals 
obtained using the same gold tip: (a) if the tip was carefully adjusted, current signal was 
observed when the set point of the approach process was set to be 26%; (b) if the tip was 
tilted on purpose, current signal occurred earlier when the set point was 43%. The term 
do represents the distance between the very end of the tip and the hard surface. As the tip 
is driven to oscillate, the term de represents the effective (shortest) distance between the 
vibrating tip and the surface. For a given do, if tip is perpendicular to the surface de ≈ do; 
if the tip is tilted de < do
 
. 
 
 
B. Characterization of acoustic curves with help of the probe-sample current  
 
One potential benefit of adding an acoustic sensor to the conventional shear-force 
microscopy is to provide extra information regarding the probe-sample interaction. The 
acoustic measurement reflects the response of the sample (including the absorbed fluid 
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layer on the solid surface) when the probe comes into contact with it. In general, the 
detected acoustic signal strongly depends on the probe-sample distance. As the distance 
is changed in experiments, the type of interactions between the probe and the sample can 
vary from one to another, resulting in corresponding changes displayed on the TF and the 
acoustic curves. Therefore, an estimation of the actual position of the tip above the 
sample is a prerequisite to gain a better understanding of the interaction and its origin at 
different probe-sample distances. For metal tips and conductive surfaces, it is possible to 
detect a mechanical contact between them by measuring an electric current flow (the 
current direction depends on the applied bias). Herein current detection is integrated into 
our shear-force/acoustic microscope to further explore and verify the advantages of using 
the acoustic probing technique to interpret the probe-sample interaction.   
During approach/retraction processes, the probe-sample interaction can be greatly 
influenced by several microscopic factors, such as tip’s properties and local situation of 
sample surfaces. A combination of these parameters will lead to variations of obtained 
approach/retraction curves in morphology. Our analysis is based on the approach curves 
of the TF, the AS and current signals, aiming to find out similarities among different 
curves rather than to focus on each individual curve. Figure 6.4a shows a typical 
approach curve which is often observed in our studies. Here the origin of the horizontal 
axis is artificially defined as the position where the approach process terminates (it may 
not be the actual location of the hard surface). The TF signal exhibits a monotonic 
dependence on the probe-sample distance: the closer the tip to the sample, the smaller the 
vibration amplitude. However, the variation of the AS signal with the change in distance 
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is not as simple as that displayed on the TF curve. The most significant characteristic of 
the AS signal is the “big bump” presented near the end of the approach curve. Current 
signal is only observed at the last stage of the approach operation.  
We re-drew the same approach traces of the TF, the AS and current signals in Figure 
6.4c by resetting the “zero” coordinates to be the position where the amplitude of the TF 
signal drops to 95% of its maximum value so as to avoid a bias in judgment of the real 
solid surface. Upon the monotonicity of the acoustic curve (related to the appearance of 
the “bump”), we can divide the entire transition process of the measure signals into three 
portions labeled on the graph. As an example, portion (I) of the approach process is 
located in the region from -40 nm to +20 nm, where the TF signal slightly decreases with 
no obvious change in neither the AS signal nor the current. Portion (II) is marked in the 
region from +20 nm +35 nm, where the TF signal shows a monotonic decrease in the 
amplitude with a steeper slope. It is evident that an increase above the noise level in the 
acoustic measurement coincides with the attenuation of the tip’s oscillation, which is 
referred to a negative correlation. However, the current is still not detected yet. Portion 
(III) falls in the region from +35 nm to +40 nm, where the most significant difference 
from other two is observation of the probe-sample current in the last 2 nm. The 
correlation between the TF and the AS signals also switches to positive, which means the 
acoustic signal varies in the same trend as that of the change in the TF signal.  
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Figure 6.4: A typical approach/retraction curve obtained by concurrently measuring the 
TF signal, the acoustic response and the probe-sample current (the set point was 24%): (a) 
approach and (b) retraction curves plotted by choosing the origin of X axis as the position 
where the approach process completes or the retraction process started. (c) The same 
result is re-drawn by selecting a new origin of X axis (the position where the TF 
amplitude drops to 95% of its maximum) in order to avoid a misunderstanding in locating 
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the actual hard surface. The upper scheme shows a possible explanation for the probe-
sample interaction in different regions.  
 
 
These curves acquired using various probing techniques (shear-force measurement, 
acoustic sensor, and probe-sample current detection) provide a qualitative impression on 
the behavior of the tip interacting with the sample when approaching toward and 
subsequently retracting from the surface. The tip initially oscillated at its resonance 
frequency in air, and the amplitude of the measured TF signal reached the maximum. The 
tip’s vibration in atmosphere also created a sound signal detected by the acoustic sensor 
as a non-zero background. After the approach process being started, the tip was brought 
closer to the sample. It experienced a slight damping of its oscillation amplitude, which 
perhaps originates from the impact of long-distance forces (i.e., electrostatic forces). 
However, no significant increase above the noise level was observed on the acoustic 
curve. One possibility is that the generated sound is weak and hidden in the background 
noise. Another plausible explanation is that, considering that the gap between the tip and 
the sample is still large, sound waves cannot be efficiently created with a lack of actual 
probe-sample interactions (in portion I). With the approach process being continued, the 
tip penetrated into an absorbed fluid layer existing on the solid surface when exposing to 
the ambient air. Accordingly, the tip’s oscillation was further attenuated in the liquid due 
to forces such as viscous drag and capillary force; whereas acoustic waves, produced as a 
form of dissipation happened to the tip, were propagating through the substrate and were 
received by the sensor. In the mesoscopic fluid film, sound generation becomes more 
efficient due to a greater phase lagging between the vibrating probe and the mesoscopic 
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fluid at shorter probe-sample distance. Therefore, the acoustic signal exhibited an upward 
tendency while the tip approaches to the surface (in portion II). The missing of current 
signal provides evidence that sound can be created even without tapping of the tip onto 
the hard surface, which is consistent with our previous studies109. Finally the approach 
process ended up with a mechanical contact of the tip with the solid surface, which was 
indicated by the observation of the probe-sample current. The spikes of current suggest 
that the tip is knocking on the sample. The solid-solid contact disturbed the lateral 
oscillation of the probe and led to friction, as evidenced by a corresponding decrease in 
both the TF and the AS signals (in portion III).  
In the subsequent retraction process (Figure 6.4b, the origin of the horizontal axis 
represents the position where the tip starts to detach from the surface), the tip was 
gradually released from the surface. The birth of the bump on the acoustic curve could be 
attributed to a transition of the tip from a relatively static state with respect to the sample 
to a tapping mode. The occurrence of the maximum current supports this explanation. 
Moreover, we notice that there is a steep increase in the TF signal accompanied with 
peaks of the acoustic measurement and current signal. One possible interpretation is to 
consider the situation that the tip is tapping the hard surface; meanwhile, the surface is 
also pushing against the tip. Thus a sudden increase in both the TF amplitude and the 
acoustic signal takes place at that location as a consequence of this interplay between the 
tip and the sample. Compared with approach curves, which mainly reflect the probe-
sample interaction in a mesoscopic fluid layer, the shape of retraction curves is closely 
related to the local properties of the sample surface. Since the retraction curve is probably 
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obtained after the probe-sample contact occurs, aside from the influence of the absorbed 
liquid film, surface adhesive and frictional properties at the position where the tip 
contacts the hard surface will affect the resulting curve. Furthermore, there is a chance to 
pick up particulate materials from the surface due to the mechanical contact of the tip 
with the sample. Unpredictable perturbations on the surface, induced by the tip’s touch, 
seem to have impacts on the acoustic signal detected during retraction. By comparison, 
the approach curves are likely more reliable to be adopted for characterizing the 
mesoscopic fluid film and studying the probe-sample interaction occurring in it.   
The results described above are repeatable. As shown in Figure 6.5a, by changing to 
another gold tip, approach curves similar to the typical one were observed using the same 
experimental setup described in Figure 6.1a. Alternatively, the experimental 
configuration mentioned in Figure 6.1b is also feasible for detection of the probe-sample 
current; and the resulting approach curves displayed in Figure 6.5b show consistency 
with those in Figure 6.5a. By comparing these two graphs, the transition distance of the 
TF signal in Figure 6.5b is shorter. It may arise from the drawback of its own 
experimental setup: attachment of a long tip and electrical connection through an extra 
wire could dramatically lower stability and sensitivity, and thus making the measurement 
of a slight variation in the TF amplitude difficult. Additionally, the presence of 
permanent contact current at the end in Figure 6.5b may imply the landing of the tip on 
the solid surface. Under SEM we found the tip used in Figure 6.5b has a larger diameter 
than the one used in Figure 6.5a. An obvious consequence of using the tip with large 
diameter is that: saturation of current signal is easier if the tip is chubby. However, the 
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saturated current may not represent complete rest of the tip’s oscillation. There perhaps 
exists a slight sliding of the tip over the surface at the location where they are in contact 
with each other, and therefore producing the high-level acoustic output.  
 
Figure 6.5: (a) Approach curve of the TF, acoustic and current signals obtained using the 
experimental setup mentioned in Figure 6.1a. (b) Approach curve of the same signals 
measured using the experimental configuration described in Figure 6.1b. 
 
 
 
6.4 Conclusions 
We demonstrated that detection of the probe-sample current can be successfully 
implemented into the shear-force/acoustic microscope. Therefore, multiple probing 
techniques were concurrently utilized to investigate the tip’s behavior and the probe-
sample interaction for near-field applications. Information was extracted from the 
approach/retraction curve, which was the measurement of electric signals plotted as a 
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function of the probe-sample distance. According to our experimental data, one of the 
most compelling results was that acoustic waves were generated before a mechanical 
contact of the gold tip with the gold surface. In fact, during the entire approach process, 
the probe exerts external forces, which cause the net decrease in the amplitude of tip’s 
oscillation. The combination of these forces is referred to the so-called shear force.  
However, the origin of shear force can be diverse, depending on the actual probe-sample 
distance. Acoustic technique as a promising tool was added to help explore the nature of 
the distance-dependent shear-forces effect. Furthermore, in order to approximately locate 
the actual site of the hard surface relative to the tip' vertical position, one solution is to 
detect the probe-sample current. By applying a bias across the conductive tip and sample, 
the occurrence of current signal indicates a mechanical contact between them. By 
combining our observation of the TF, acoustic and current signals, we found that the 
mesoscopic fluid layer on solid surfaces played an important role in the probe-sample 
interaction. It caused a decrease in probe’s oscillation amplitude through forces like 
viscous drag and capillary forces. On the other hand, owing to the existence of such layer, 
the vibrating tip in the film created sound as a form of energy dissipation of the tip’s 
mechanical motion. Current monitoring suggested that there is no need for solid-solid 
contact in the generation of sound waves. Detection of the probe-sample current was also 
useful in interpreting the behavior of tips in close proximity to the surface. With the help 
of current signal, we found the negative correlation between the TF and the acoustic 
signal is due to the presence of the absorbed fluid layer; and the positive correlation is 
attributed to the direct contact of the tip with the hard surface. The onset of contact 
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current was also affected by the adjustment of the probe’s axis. By keeping the tip’s 
vibration amplitude small (~ 10 nm), a purposive tilt of the tip relative to the normal to 
the surface caused an early appearance of current signal. Detection of the probe-sample 
current provides a qualitative impression on the tip’s behavior when approaching towards 
the substrate surface. Therefore, we can gain a clearer insight into how the probe interacts 
with the surface (including the absorbed fluid film) at different probe-sample distance, 
which plays an important role in near-field microscopic imaging. 
 
  
139 
 
Chapter 7. Acoustic Detection with Probes Immersed in Liquid Droplets 
 
 
7.1 Introduction 
Quartz tuning forks (TFs) have been successfully implemented into scanning probe 
microscopy (SPM) to measure surface topography with atomic resolution. The TF is used 
as a shear force detector, while the SPM tip acts as a shear force pick-up. The idea behind 
the control of the tip’s position related to the sample surface is based on the following 
experimental observation: within the shear-force interaction range the tip’s oscillation 
amplitude is damped out during approaching to a sample surface. The origin of shear 
forces is not fully understood. A number of possibilities have been put forward, including 
van der Waals forces, electrostatic forces, viscous drag in a contamination layer, and 
short-range mechanical contact (knocking). 
In conventional shear-force detection, the TF is the only sensor whose response 
characteristics (i.e., the oscillation amplitude and the resonance frequency) reflect the 
effects of tip-sample interactions on the tip. Our shear-force/acoustic near-field 
microscope provides an alternative method to study probe-sample interactions by taking 
advantage of acoustic waves resulted from the lateral vibration of the tip in proximity to 
the sample surface. It differs from other acoustic techniques in which the probe is driven 
perpendicular to the sample or is kept stationary while the acoustic wave is applied to the 
sample37,112. With the placement of an acoustic sensor under the sample, we can directly 
“hear the sound of shear forces” as the tip oscillates parallel to the surface. In operation, 
both signals from the TF and the acoustic sensor are simultaneously and independently 
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captured as a function of the tip-sample separation. They can offer richer information 
about these two interacting bodies (the probe and the substrate including the 
contamination layer) than either one by itself73. For example, monotonicity of the 
acoustic signal is helpful to interpret the behavior of the tip in the last step of approach 
process. 
The existence of a contamination layer composed typically of moisture and other 
hydrocarbon molecules on the sample surface exposed to air has been widely 
accepted70,72. A proper characterization of the behavior of this liquid layer at surfaces is 
essential to study adhesion, surface wetting, and sliding friction. A complete 
understanding of the dynamics of fluid-like layers at liquid-solid interfaces is also 
desirable for SPM applications where probe-sample interactions mediated by the 
absorbed layer are exploited for feedback control. We previously reported the use of 
acoustic probing technique for studies about the role played by the contamination layer in 
the probe-sample interactions73. Experimental results suggested that the forced lateral 
motion of the tip submerged in the liquid film can be responsible for the generation of 
acoustic waves. An abrupt change in the TF signal during approach indicated that 
capillary force (although this may not be the main contribution to the shear force) builds 
up as the tip enters the fluid-like layer. In the presence of water films condensed onto 
sample of tip, a sudden formation of a liquid meniscus occurs to fills the small tip-sample 
gap. Additionally, when a fluid is confined in a nanometer-sized gap, an increase in its 
effective viscosity and the manifestation of an elastic behavior are produced. These two 
effects are more characteristic of a complex fluid than of an ideal Newtonian fluid113,114. 
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Therefore, we considered a distance-dependent viscoelasticity to explain the generation 
of sound: closer to the sample, the acoustic signal consistently strengthens due to an 
increase in the viscoelasticity of the confined liquid.  
Despite the fact that dynamics of a liquid under high confinement could differ from 
bulk properties, our measurements performed in bulk liquid could provide knowledge of 
the mechanism of sound generation analogous to that in the mesoscopic regime. The aim 
of this chapter is to experimentally investigate the origin of acoustic waves coupled to the 
acoustic sensor located under the sample. Experiments are carried out with the tip 
immersed in a small volume of liquid. Frequency spectra of a TF where a cylindrical 
optical fiber is attached as a probe are measured using the shear-force/acoustic technique. 
Diameters of optical fibers and viscosities of liquids are varied on purpose to explore 
their influences on the creation of acoustic waves.   
 
7.2 Experimental Section 
Quartz TFs are commercially available products, packaged in vacuum with standard 
frequency of 32768 Hz. In application, the TF was uncovered from its vacuum lid. A flat 
cleaved optical fiber was carefully mounted to one of the TF prongs. The fiber was 
protruding ~1 mm outside the prong. Diameters of glass fibers were reduced through 
chemical etching with a buffered HF (BHF) solution67. The fiber is thinned rather than 
sharpened using the BHF solution with the volume ratio of NH4F: HF: H2O = 2:1:1. 
Resulting diameters of etched fibers were measured from their optical images. The 
glycerol-water solutions with glycerol concentration varying from 0% w.t. to 50% w.t. 
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were prepared by mixing calculated weights of glycerol and of distilled water. The 
viscosity values of glycerol aqueous solutions were given in literature115.   
Our goal is to monitor the probe’s oscillation amplitude (assumed here to be 
proportional to the TF signal) as well as the corresponding acoustic response while the 
cylindrical fiber is oscillating in a liquid, for which we use the shear-force/acoustic 
experimental setup described in Figure 7.1. The protruding fiber was dipped into a 
droplet (~5 µL) of glycerol aqueous solution placed on a mica disk. We chose the mica 
disk as the substrate because the liquid can easily spread to the maximum on mica so that 
the effect of droplet geometry could be minimized. The penetration depth was varied 
using a set of fine-pitch screws (Newport; model: AJS100-2, travel: 50.8 mm, sensitivity: 
0.71 µm) associated with a nanopositioning stage (Nano-OP65, Mad City Labs, Inc.). 
 
Figure 7.1: Schematic of experimental setup used to detect the TF and acoustic signals 
when the cleaved fiber is laterally oscillating in a droplet of glycerol aqueous solution (~5 
µL) placed on a mica disk. 
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The TF was electrically excited through its electrodes. When AC driving voltage with 
frequency fd is applied across the TF electrodes, the fork prongs are oscillating with the 
same frequency fd
 
. Because of the piezoelectric effect, an induced current in the TF 
proportional to the oscillation amplitude of the prong can be output and detected. By 
sweeping the driving frequency (f) and recording the corresponding outputs (I) from the 
TF and from the acoustic sensor via lock-in amplifiers (SR850, Stanford Research 
System; selecting a time constant of 10 ms), we obtain the information about the TF’s 
oscillation amplitude and the acoustic response with the change in frequency, 
respectively. The first is regarded as the vibration spectrum (f-I curve). Under the 
resonant condition, the TF prong attains the largest displacement that corresponds to the 
maximum current amplitude in f-I curve. The sweeping frequency range depends on the 
individual TF, because the loading of a probe introduces variations. The excitation 
voltage is adjustable. All experiments reported herein were preformed under temperature 
~23 °C and humidity ~45%.  
7.3 Results and Discussions 
A 125 µm diameter cylindrical fiber was mounted to a TF excited to oscillate parallel 
to the mica surface; this was achieved by electrically driving the TF with an AC voltage 
of 40 mVrms. The protruding portion of the fiber was gradually immersed into a drop of 
prepared solution with a depth ranging from 0 µm to 280 µm. Figure 7.2 shows typical 
vibration spectra of both TF and acoustic signals in response to frequency sweeping at 
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various penetration depths (40 µm, 120 µm, 200 µm and 280 µm) in distilled water 
(glycerol concentration is 0% w.t.). It took 20 s to record one trace.  
In principle, the TF can be either mechanically excited by an additional piezoelectric 
element (MD) or electrically driven through the fork electrode pair (ED). The ED mode 
has advantage over MD mode in that external components are not required to actuate the 
TF or to sense its motion. However, an antiresonance characterized by a minimum in the 
current at a frequency above the resonance frequency displays on the f-I curve as a result 
of the intrinsic capacitor of the TF116 (Figure 7.2a). The directly measured current cannot 
truly reflect TF mechanical motion. To overcome this problem, as mentioned in Chapter 
3, a simple method has been proposed to convert the measured electrical signal of the TF 
into the signal induced by its mechanical motion64. This method allows modeling the 
mechanical motion of the TF as a forced harmonic oscillator, finding its equivalent series 
RLC circuit in parallel with the intrinsic TF capacitance, and then excluding the effect of 
the inherent TF capacitance. Figures 7.2b and 7.2c present the resulting spectra of the TF 
as a mechanical damped oscillator and the simultaneous acoustic measurements, 
respectively. Resonance frequencies (colored dotted lines in Figures 7.2) determined 
using acoustic curves is consistent those shown in converted TF spectra, whereas 
resonance peaks obtained from directly measured TF curves are slight different.  
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Figure 7.2: Typical vibration spectra of the TF (a) and acoustic (b) signals at immersion 
depth = 40 µm (black), 120 µm (red), 200 µm (blue) and 280 µm (green), as well as the 
converted TF spectra which represent the mechanical behavior of a harmonic oscillator 
(c).  
 
 
With the increase of fiber immersion depth, a negative shift of resonance frequency 
and a change in oscillation amplitude are observed in both TF and acoustic measurements. 
We plot the variations in frequency and amplitude as a function of penetration depth 
under different experimental conditions, such as using glycerol aqueous solutions with 
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various viscosities as the bulk liquid, and fibers with different diameters as the probe. Our 
goal is to clarify the effects of liquid viscosity and probe diameter in shear-force and 
acoustic detections.  
 
7.3.1 Effects of Fluid Viscosity and Probe Diameter in Frequency Shift 
Figures 7.3 and 7.4 demonstrate the negative frequency shift in the resonance 
positions of TF and acoustic vibration spectra as a function of penetration depth. Our 
measurements were performed at the same experimental conditions (i.e., excitation 
voltage of TF, settings of lock-in amplifiers, temperature and environmental humidity) 
but using the same probe in glycerol-water solutions with different viscosities (Figure 
7.3), or using fiber probes with various diameters in the same liquid (Figure 7.4). As 
expected, when the TF is immersed into liquid, it undergoes a remarkable resonance 
frequency shift (towards lower frequencies) due to the external mass loading117. As the 
penetration depth of the fiber probe increases, its surface area exposed to the liquid 
becomes larger. As a result, the mass loading applied to the fiber increases, giving rise to 
the corresponding negative resonance frequency shift. We also note that the resonance 
peaks of acoustic signal tend to shift towards the same direction with the same amount as 
that of converted TF signal, whereas the direct TF measurements exhibit a larger 
frequency shift than the converted spectra (not shown on the figure). 
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Figure 7.3: Resonance frequency shift of the TF (left) and acoustic (right) signals as a 
function of penetration depth using the same probe in liquids with different viscosities. 
 
 
Figure 7.4: Resonance frequency shift of the TF (left) and acoustic (right) signals as a 
function of penetration depth using probes with various diameters in the same liquid. 
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At a fixed immersion depth (i.e., 160 µm), the influence of probe diameter in 
resonance frequency shift is noticeable compared to that of fluid viscosity. The reason is 
that an increase in the diameter of fiber probe leads to a larger surface area in contact 
with liquid, and consequently results in an increase of the mass loading. However, when 
the same probe is immersed in solutions with different viscosities, the added mass may 
not be significantly changed because the mass densities of solutions are similar115. 
 
7.3.2 Effects of Fluid Viscosity and Probe Diameter in Amplitude Variation 
In application of the acoustic method, our concern is with the impacts of liquid 
viscosity and probe diameter on the amplitude of measured signals. Figures 7.5 and 7.6 
show the change of signal amplitude in the resonance positions of TF and acoustic 
spectra at various immersion depths. We carried out the same experiments for increasing 
penetration depth as mentioned above (in different solutions and using different probes, 
respectively). Under the monitoring of a CCD camera, we observed once the fiber probe 
enters the water film (depth = 0) the TF amplitude decreases abruptly. This sudden fall in 
TF signal corresponds to the situation in which the liquid meniscus is formed surrounding 
the fiber. The similar behavior found in all TF detection is that the amplitude reduces as 
the immersion depth increases. In contrast, the amplitude of acoustic signal increases 
when the fiber penetrates deeper into the liquid. The possible reason is due to the viscous 
drag force acting on the fiber vibrating inside the liquid. The deeper is the fiber in fluid, 
the larger is the viscous drag experienced by the fiber. In addition, the liquid is moving 
back and forth due to the dipping fiber. The motion of the fluid, together with the probe 
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has contribution to producing acoustic waves. The more liquid is dragged by the fiber, the 
more sound is created and detected by the acoustic sensor. It is of relevant importance to 
point out that data of acoustic signal has been processed. We divided the measured 
acoustic amplitude by the corresponding TF amplitude so that normalized data points 
shown in the right panel of Figures 7.5 and 7.6 represent the intensity of sound created 
when driving the probe to oscillate at the same amplitude. 
 
Figure 7.5: Change in amplitude of resonance peaks of the TF (left) and acoustic (right) 
signals as a function of penetration depth using the same probe in liquids with different 
viscosities. 
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Figure 7.6: Change in amplitude of resonance peaks of the TF (left) and acoustic (right) 
spectra at various penetration depths using probes with different diameters in the same 
liquid. 
 
 
At a constant immersion depth (i.e., 160 µm), we observed the acoustic signal is 
enhanced by either dipping the probe into more viscous liquid or using the fiber with 
larger diameter. This result is consistent with our expectation that the generation of 
acoustic wave is dependent on how the probe interacts with the liquid. An increase in 
both fluid viscosity and liquid-probe contact area helps produce more sound.  
 
7.3.3 Influences of Other Factors in Shear-Force and Acoustic Measurements 
Case 1: The Effect of Applied Driving Voltage 
Figure 7.7 demonstrates the case in which the same fiber probe is excited to laterally 
oscillate in distilled water at different immersion depths (20 µm, 40 µm, 80 µm and 160 
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µm). We observed that the obtained TF (top) and acoustic signals (middle) have a good 
linear relationship with respect to the driving voltage. However, the normalized acoustic 
signal is independent of exciting voltage (bottom). The result suggests that at a fixed 
depth, the intensity of acoustic wave generated due to the same amount of probe 
oscillation is not influenced by the voltage applied to the TF. This offers benefits in our 
experiments, because the relatively high driving voltage leads to the increased signal-to-
noise ratio and makes the accurate measurement easy.  
 
Figure 7.7: Plots of measured amplitude of the TF (top) and acoustic (middle) signals at 
resonance as a function of driving voltage, at different submersion depths, respectively. 
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However, the normalized acoustic amplitude is independent of the driving voltage 
(bottom). 
 
 
 
Case 2: The Effect of Liquid Droplet Volume 
Our previous measurements were performed by submerging the probe into liquid 
droplets with the same volume (5 µL). Figure 7.8 demonstrates the case in which the 
same fiber laterally oscillates in droplets of distilled water with different volumes (5 µL, 
7.5 µL, 10 µL. 12.5 µL and 15 µL). We chose the same penetration depth (80 µm) when 
carrying out this experiment. However, the distances from the end of fiber to the acoustic 
sensor are varied because of the change in liquid volume. In the figure, the obtained 
curves are overlapped, suggesting that the size of liquid droplet does not affect our 
experimental results. A little variation of fiber-sensor distance does not have any impact 
on the acoustic detection.    
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Figure 7.8: Vibration spectra of the TF and acoustic signals obtained by exciting the same 
fiber to oscillate in drops of distilled water with different volumes. 
 
 
 
Case 3: The Effect of Liquid Evaporation during Experiments 
The evaporation of liquid would be a factor that may affect the measured signals. As 
mentioned above, we observed a negative frequency shift at resonance position on 
obtained curves when the probe is immersed into bulk liquid. As the drop of liquid 
evaporates during our experiment, however, the amount of liquid in contact with the 
probe decreases, resulting in a shift of the resonance frequency towards higher 
frequencies, which is in opposition to our expectation. To evaluate the effect of liquid 
evaporation, we recorded the vibration spectra of TF and acoustic signals at a constant 
depth of 80 µm in distilled water. In Figure 7.9, the time interval between two traces next 
to each other is 1 minute. The entire recording lasted ~5 minutes, which is much longer 
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than the average time of experiments described above. The frequency shift due to the 
evaporation is not detectable; therefore we can neglect its influence in our measurements. 
 
Figure 7.9: Recording TF frequency response when the fiber oscillates and stays at a 
fixed depth in distilled water. The time interval between two traces next to each other is 1 
min, and the entire process lasts ~5 min. The details of resonance position are shown in 
the inset.   
 
 
 
7.4 Conclusions 
Compared to the measured TF signal, the acoustic probing technique is able to reflect 
the actual mechanical behavior of the probe in liquid while the TF is electrically driven. 
A cylindrical fiber served as the probe that was mounted on one of TF prongs. We carried 
out a series of experiments, which are analogous to the situation at mesoscopic scale, by 
dipping the protruding portion of the fiber into a drop of liquid. We changed the fluid 
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viscosity by preparing glycerol aqueous solutions with various glycerol concentrations. 
Fiber probe can also be thinned via chemical etching. We recorded the vibration spectra 
of TF and acoustic signals, and observed a red-shift of resonance frequency as the 
increase in immersion depth. It is because the external mass loading applied to the 
oscillating element when penetrating into liquid. We also found that the measured TF 
signal underwent a remarkable damping, whereas the amplitude of the acoustic signal 
(normalized) at resonance increases when the fiber was immersed in liquid. Using the 
same fiber and the same solution, the deeper the fiber is in solution, the larger the viscous 
drag is experienced by the fiber, and the higher the acoustic signal is detected. At a 
constant depth, either dipping the probe into more viscous liquid or using the fiber with 
larger diameter helped produce more sound. Finally, we discussed effects of other factors, 
such as driving voltage, drop size and liquid evaporation. Experimental results showed 
that they did not play any important role in our measurements.  
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Chapter 8. Detection of Carbohydrate-Protein Interactions via Shear-
Force/Acoustic Near-Field Microscope  
 
 
8.1 Introduction 
Carbohydrates are the most abundant biomolecules in nature and essential elements in 
a wide range of processes in living systems. Aside from their use as structural materials 
and energy sources, they are to large extents mediating recognition events through their 
interactions with proteins and other biological entities. Molecular recognition events of 
carbohydrates and their protein pairs are involved in many important biological processes, 
mediating cell behaviors in numerous diseases including cancers118-124. Thus probing 
carbohydrate-protein interactions becomes the prerequisite to gain insight into the 
physical and chemical details of cellular events, to develop new bioanalytical and 
diagnostic applications.  
Direct detection of interactions between specific ligands (carbohydrates) and 
receptors (proteins) at the molecular level attracts considerable interest from both 
theoretical and practical points of view. Interactions of carbohydrate-protein pairs, both 
as free ligands in solution, have been investigated by a variety of biochemical and 
biophysical solutions, such as NMR spectroscopy125, SPR spectroscopy126,127, X-ray 
crystallography128,129, titration microcalorimetry130, and fluorescence spectroscopy131. 
Furthermore, the emergence and development of Single-Molecule Force Spectroscopy 
(SMFS) techniques including atomic force microscope (AFM), laser optical tweezers 
(LOT), magnetic tweezers (MT), biomembrane force probe (BFP) and single-molecule 
fluorescence (SMF) have opened up a wide range of novel opportunities to explore 
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biomolecular interactions of ligand-receptor complexes, in real time, under conditions 
which are easily manipulated132,133. SMFS techniques are considered to be well suitable 
for measuring the strength of the interaction forces and investigating the thermodynamics 
and kinetics of biomolecular processes. The AFM, as one of the most powerful and 
established SMFS, has now advanced beyond use as an imaging tool, allowing one to 
measure the binding forces with extremely high sensitivity as piconewton and the length 
changes with exquisite spatial resolution as Ångström134. However, when AFM 
measuring is carried out, only the forces acting on the tip can be picked up, information 
with respect to the substrate in response to the binding formation or breakage is difficult 
to acquire135. Therefore new versatile methodology which can provide detailed 
interpretation of carbohydrate-protein interactions at molecular level through both aspects 
of the probe and the sample still represents a considerable challenge.  
We developed a new technique named the shear-force/acoustic near-field 
microscopy63,73, which mainly consists of a quartz tuning fork (TF) with a tapered tip 
mounted on one of tines, and an acoustic sensor (AS) located under a sample substrate. 
We initially aim to use it for investigating dynamics of fluid-like contamination layers on 
solid surfaces at mesoscopic scale under ambient conditions. It is believed that the 
presence of the mesoscopic fluid film is a potential mechanism to explain the shear-force 
effect, which has been employed to control the probe’s vertical position relative to the 
sample in near-field scanning probe microscopy. Herein, our goal is to demonstrate the 
sensing capability of this shear-force/acoustic based technique to probe carbohydrate-
protein interactions. By integrating the acoustic sensor into the conventional shear-force 
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microscope, we expect to detect binding and/or unbinding of specific carbohydrate-
protein complex, particularly, in a form of acoustic information.  
Carbohydrate ligands were covalently attached to the apex of the tip, and 
correspondingly, proteins were immobilized on the substrate. Both the tip and the 
substrate were functionalized using a unique photochemical coupling method based on 
perfluorophenyl azide (PFPA), which has become popular for conjugating polymers, 
small molecules and nanoparticles on various types of material surfaces136-139. This 
surface modification method relies on the photochemistry of arylazides: when exposed to 
ultraviolet (UV) light irradiation, the azides become highly reactive singlet nitrene 
moieties that fabricate robust covalent attachment by inserting into CH and NH 
bonds140,141. Recently, PFPA-functionalized carbohydrate was employed to fabricate 
glycan microarray, and surface-tethered ligands retained biological activity to their 
binding proteins142,143. Concanavalin A (Con A), extracted from jack bean, has been well 
studied and widely used because of its specific affinity to α-D-mannopyranoside, α-D-
glucopyranoside, and their derivatives144,145. In our study, the binding site of Con A with 
mannose is employed as an example for a qualitative study of the recognition process. 
Information about the interaction between Con A and mannose molecules will be 
extracted from simultaneous measurements of the TF and acoustic signals with a change 
in the distance between the mannose-terminated probe and the Con A-terminated 
substrate. Additionally, control experiments using the same shear-force/acoustic 
microscope were performed on nonspecific binding surfaces to examine the selectivity of 
carbohydrate-protein interactions. 
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8.2 Experimental Section 
As shown in Figure 8.1, the left panel demonstrates the experimental procedure to 
covalently tether mannose molecules to a gold tip. It included four main steps: (i) 
Fabrication of sharpened gold tips which can be easily done via electrochemical etching 
in a concentrated HCl solution65; (ii) PFPA-disulfide coating which introduces PFPA 
self-assembled monolayers (SAMs) on gold tip surface; (iii) UV-induced poly(ethylene 
oxide) (PEO) spacer attachment that can significantly reduce nonspecific protein 
binding146; and finally (iv) synthesized PFPA-mannose immobilization onto the PEO 
polymer under UV activation. The right panel illustrates the main steps involved in the 
process for protein molecules being covalently immobilized onto a flat silicon wafer. 
Two types of proteins, Con A and peanut agglutinin (PNA) were respectively attached 
onto each half of the same silicon substrate through a similar coupling method to that 
used in the preparation of carbohydrate-terminated tips as long as replacing PFPA-
disulfide by PFPA-silane. Therefore, this versatile PFPA photochemistry has been 
applied totally three times in different ways but with the same aim: creating covalent 
linkages via PFPA groups to attach desired molecules on either tips or substrates. 
Experimental details regarding the probe and sample preparation processes are given in 
the following two paragraphs. 
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Figure 8.1: Schematic of experimental procedure to prepare the mannose-terminated gold 
tip (left) and the protein-immobilized silicon wafer (right). 
 
 
Preparation of carbohydrate-coated gold tip: The gold wire of 76 µm diameter (Au, 
purity 99.95%, ESPI) was etched in a mixture of concentrated HCl acid and ethanol 
solution (1:1, v/v), and the obtained gold tip was rinsed with distilled water and 
characterized using optical and scanning electron microscopy (SEM). The tip was 
immersed in ethanol solution of PFPA-disulfide139 (20 mM) overnight and cleaned 5 
times with pure ethanol. Subsequently a layer of poly(ethylene oxide) (PEO, MW 
200,000, Aldrich) was coated using a well-established approach99,141: the PFPA-
functionalized tip was immersed in aqueous PEO solution (10 mg/mL) for 1 hour and 
then irradiated with 280 nm optical filter under 450W medium-pressure Hg lamp 
(Hanovia) for 30 min. The excessive polymer on the tip was removed by ultrasonicating 
and rinsing with water for 5 times. The carbohydrate was coated following a similar 
PFPA-based photochemical strategy: PFPA-derivatized mannose (PFPA-mannose) was 
synthesized via a published procedure in a previous report143, and the PEO-coated tip was 
irradiated under the same condition for 15 min after immersing in aqueous solution of 
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PFPA-mannose (1 mg/mL) for 1 hour. The tip was cleaned afterward in water 5 times 
and dried with nitrogen.  
Preparation of protein-immobilized silicon substrate: The 1x1 cm silicon wafers with 
a native ~35 Å thick oxide layer were cut with a diamond pen and cleaned initially in 
piranha solution (7:3 v/v conc. H2SO4/H2O2
136
) for 2 hour at 80-90 °C, washed thoroughly 
with boiling water for 1 hour, and dried under nitrogen. Cleaned wafers were soaked in 
toluene solution of PFPA-silane  (12.6 mM) for 4 hour, rinsed in toluene 5 times, and 
dried under nitrogen. These treated wafers were then allowed to cure at room temperature 
for at least 24 hour before use. Solutions of Concanavalin A (Con A) and Peanut 
Agglutinin (PNA) (1mg/mL) were prepared in pH 7.4 PBS buffer (10mM, 0.137M Na+, 
1mM Ca2+ and 1mM Mn2+) and 50 µL of each solution was dropped respectively onto 
different areas of the PFPA-decorated wafer. Protein immobilization was also carried out 
in similar PFPA-based fashion described above: the wafer with protein drops were 
irradiated immediately with optical filter for 7 min, and unbounded proteins were rinsed 
off with PBS buffer. 
The experimental setup used for synchronously detecting the shear-force and the 
acoustic responses from the probe and the sample is schematically presented in Figure 8.2. 
Briefly speaking, as shown in Figure 8.2(left), the core of the shear-force/acoustic 
microscope consists of (i) a piezoelectric tuning fork with a tapered gold tip on which 
mannose was covalently tethered; and (ii) an acoustic transducer placed under a silicon 
substrate on which protein molecules were covalently attached. In details, as 
demonstrated in Figure 8.2(right), the entire experimental system can be broken down 
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into two distinct sections: the microscope stage and the detection system. The microscope 
stage sits on a floating optical bench to minimize mechanical perturbations. A piece of 
rubber cushion is placed between the stage and the optical bench to further reduce 
undesigned disturbances. Under monitoring of a CCD camera, smoothe movement of the 
probe in the perpendicular direction to the sample surface (Z axis) is accomplished 
through coarse and fine adjustments of the probe-sample distance. Coarse control is 
performed using a set of fine-pitch screws (Newport; model: AJS100-2, travel: 50.8 mm, 
sensitivity: 0.71 µm), which are able to provide a rapid movement of a few milimeters 
with precision in the order of micrometer. Once the probe-sample distance falls into the 
range of 50 µm, fine control is activated using a piezo-actuated nanopositioner (Nano-
OP65, Mad City Labs, Inc.), which is capable of moving the tip in a range of 65 µm with 
nanometer accuracy. More importantly, this nanopositioner can be operated in close-loop 
mode so that hysteresis arisen from the piezoelectric components can be completely 
compensated.  
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Figure 8.2: Schematic of experimental setup used to detect the TF signal along with the 
acoustic signal as the gold tip approaches towards and subsquently retracts from the 
sample surface. 
 
 
In actual operation, a quartz tuning fork (TF) is electrically excited at its resonance 
frequency by applying AC voltage through its electrodes. Thus its tines where the 
functionalized gold tip is attached to one of them oscillate in a direction parallel to the 
sample surface. Both actuation of the TF and detection of its response are achieved using 
the same lock-in amplifier (Lock-in #1 shown in Figure 8.2(right), SR850 model, Stanford 
Research System). Selection of the TF excitation voltage usually depends on the Q-factor 
of the TF being used. In our experiment, a driving voltage of 10 mVrms is chosen; and 
approximately, the probe is driven to oscillate with an amplitude of 12 nm in air. The 
measurement of an electric signal from the acoustic transducer located under the sample 
is done by feeding the output of the sensor into the other lock-in amplifier (Lock-in #2 
shown in Figure 8.2(right), SR850 model, Stanford Research System). These two 
amplifiers share the same reference signal that is the excitation source of the TF. 
Furthermore, some parameters of these two lock-in amplifiers are set to be the same for 
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convenient communication (i.e., a sample rate of 8 Hz and a time constant of 10 ms). As 
the tip vertically moves toward/detaches from the sample surface, variations of the 
electric current produced by the TF and the acoustic sensor are recorded synchronously 
as a function of the probe-sample distance, and subsequently plotted as so-called 
approach/retraction curves. Generally, the velocity of the tip’s movement is held constant 
at a low level (i.e., ~1.5 nm/s) during both approach and retraction processes. The 
experiment was performed in an environment with relatively high humidity (R.H. was 
~70%). 
 
8.3 Results and Discussion 
In the first step, we were concentrated on the detection of interactions between Con A 
and mannose complexes, which is expected to be reflected from the measured 
approach/retraction curves. In one complete cycle, the mannose-terminated tip was first 
brought in close proximity to the modified surface from a position where it freely 
vibrated in air; and subsequently the tip was withdrawn from the sample until it fully 
returned to its initial oscillation amplitude. Both TF and acoustic electric signals were 
simultaneously collected while the tip-sample separation was varied with nanometer 
precision. Attempts were carried out on the Con A coated substrate. Experimental results 
shown in Figures 8.3 tend to demonstrate the capability of the shear-force/acoustic 
microscope for sensing Con A-mannose interactions. Approach and retraction curves 
(Figures 8.3a and 8.3b, respectively) are plotted to display variations of the TF and 
acoustic signals as a function of the probe’s vertical displacement. This manner is similar 
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to a conventional AFM force-distance measurement. In our case, however, the vertical (Y) 
axis represent the measurement of electric current generated by the TF and the acoustic 
sensor due to their piezoelectric effect. For example, the amplitude of the TF signal is 
proportional to the amplitude of the TF’s mechanical vibration. Differing from a direct 
measurement of the normal force acting on the tip using AFMs, the detected electrical 
signal which varies in response to the interplay between the tip and the surface can be 
considered as an indirect measurement of the probe-sample interaction forces. 
Prior to start the approach/retraction operation, the frequency response of the TF in air 
was obtained in order to determine the base line of the TF signal. Therefore, when we 
plotted the resulting approach/retraction curves in Figure 8.3, the “zero” coordinates of 
the horizontal axis is arbitrarily defined as the position where the amplitude of TF signal 
drops by 95% of the difference between the maximum and the base line. However, the 
origin may not represent the actual location of the sample surface. As the mannose-
tethered tip approaches towards the Con A-coated surface, the TF and acoustic signals 
first remain constant until the probe’s displacement reaches the position of -9 nm on the 
horizontal axis (labeled by an arrow in Figures 8.3a). Afterwards, with the ongoing 
approach performance, the TF and acoustic signals start to change concurrently. We 
observed that the transition of the measured TF signal which is exhibited by a rapid fall in 
its amplitude from the top to almost the bottom of the curve takes place within a distance 
of 9 nm (from -9 nm to 0 nm on the horizontal axis). The decrease in the TF amplitude 
probably results from the shear-force effect caused by forces, such as electrostatic forces 
and a viscous drag experienced by the tip in a residual liquid layer73. Another potential 
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mechanism that leads to attenuation of the probe’s vibration is intermittent contact 
(tapping) of the tip’s apex with the surface at a short probe-sample distance. In contrast to 
monotonic decrease in the TF amplitude, the variation of the acoustic signal with the 
decrease in the probe-sample distance is not as simple as that shown on the TF curve: an 
increase of the acoustic signal above the background is first observed, then followed by a 
decrease, and finally ended with another trend of increasing the amplitude. Hypothesis 
was proposed to elucidate our observation of the acoustic measurement. For example, the 
initial increase in the acoustic amplitude with the decrease in the TF signal could be 
explained by an increased phase lagging between the vibrating probe and the mesoscopic 
fluid when the tip approached to the substrate: closer to the sample, the phase lagging 
become greater, and thereby sound generation is more efficient. In addition, at shorter 
probe-sample distance, the sharp reduction in the amplitude of tip oscillation makes the 
establishment and the preservation of mannose-Con A linkages possible. 
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Figure 8.3: Typical approach (a) and retraction (b) curves of TF and acoustic signals 
plotted as a function of the tip’s vertical displacement. (c) Schematic demonstration of 
the interaction between the mannose-terminated tip and the Con A-terminated surface. 
 
 
We expect that, bonds between mannose and Con A molecules are formed in the 
region where the tip gets close enough to the surface (or, even they are in contact). As the 
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tip detaches from the surface, rupture of those bonds occurs with increasing the probe-
sample separation. Therefore, we are looking forward to probing unbinding of mannose-
Con A pairs in subsequent tip retraction. In fact, similar to AFM force spectroscopy, 
bond rupture is more noticeable and easier to be detected than its formation. In our 
experiment, rupture events are likely presented by multiple peaks and valleys above the 
noise level, which are clearly visible on both the TF and acoustic retraction traces (Figure 
8.3b). Comprehensive studies via dynamic force spectroscopy have reported the rupture 
force of single mannose-Con A bond is 50~200 pN and binding energy is 16.6 kJ/mol, 
while the length of hydrogen bond between mannose and binding sites on Con A is 
around 5.3 Å147-149. Herein, the key point that we highlight is to use the shear-
force/acoustic technique for providing a qualitative impression of detachment of mannose 
from Con A, which so far has not been reported yet. In Figure 8.3b, we are more 
interested in the region approximately from -10 nm to -50 nm on the horizontal axis 
because of unique signals shown on both the TF and acoustic curves, which have not 
been present in our previous studies using the shear-force/acoustic microscope. For 
instance, the TF signal abruptly jumps up twice (marked by arrows in Figures 8.3b). It is 
possible that each jump corresponds to a sudden release from the surface due to rupture 
of bonds established between mannose and Con A molecules. Variations of the acoustic 
signal coincide with those of the TF measurement: specific signals above background 
noise are also detected by the acoustic sensor.  
The mechanism of generation of sound waves in the mesoscopic layer was discussed 
in our previous studies. The acoustic signal detected by the bottom sensor is thought to be 
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a dissipation channel of the probe’s mechanical energy when the tip is laterally 
oscillating in the fluid film109. Biological interactions, particularly involving specific 
binding/unbinding events, are excellent platforms to test the capability of our acoustic-
based technique developed to investigate the probe-sample interplay in the near-field 
region. According to our previous studies, the measured TF and acoustic signals are 
greatly related to the probe-sample distance. During the retraction process, after the tip 
escapes from the adhesive surface (eliminating the effect of surface adhesion), the 
amplitude of the TF signal monotonic increases with increasing the gap between the tip 
and surface; whereas the amplitude of the acoustic signal generally decreases in the 
mesoscopic fluid film. However, owing to formation of bonds between the mannose and 
Con A molecules, a strong coupling between the tip and the sample is established (Figure 
8.3c). It restricts the tip’s movement, as evidenced by the plateau (in the unshadowed part 
of Figure 8.3b) on the TF curve. On the other hand, the enhanced coupling between the 
sample and the tip through chemical bonds is able to efficiently amplify the sound created 
due to the tip’s mechanical motion. Thereby the intensity of acoustic signal is still 
sufficient after separating the tip from the substrate by a relatively long distance. In 
addition, the protein molecules can also be dragged to laterally move by the vibrating tip, 
producing acoustic waves detected by the sensor attached to the bottom of the substrate.  
The detection of bond rupture based on the shear-force/acoustic method is 
reproducible. Five retraction curves of the acoustic signal obtained by performing 
independent measurements under the same experimental conditions are shown in Figure 
8.4. In comparison, they exhibit a similar characteristic: when the tip moves to the 
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position of about -40 nm on the horizontal axis, a specific peak above the background 
signal is consistently recognized on all acoustic traces. Based on this observation, most of 
rupture events occur at the certain displacement (energy level), in our case, it is at the 
location of ~40 nm away from the surface. When the energy held on tip is high enough to 
overcome the energy barrier, the mannose-Con A complex will break apart, which is 
indicated by the appearance of specific peaks on the resulting curves. It is noticeable that 
the traveling distance of the tip to fully separate the mannose molecules apart from the 
Con A coated surface is much longer than the actual length of the hydrogen bond 
between the mannose-Con A pair. This observation is attributed to stretching of the PEO 
polymer layer that has been reported previously135.  
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Figure 8.4: Repeatability of acoustic retraction traces representing mannose-Con A 
unbinding events.  
 
 
As known in AFM measurements, surface adhesion could also give rise to peaks 
similar to those representing rupture events on force-distance curves. We may have the 
same problem when using the shear-force/acoustic microscope to study carbohydrate-
protein interactions. In the second step, two control studies were carried out on unspecific 
binding surfaces to confirm that the appearance of unique peaks is due to unbinding of 
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the mannose-Con A complex rather than surface adhesion. The same approach/retraction 
operation using the mannose-terminated tip was also performed on the surface covered by 
a monolayer of PFPA. The PFPA surface is not antifouling. It has considerable adhesion 
to biomolecules and always effectively reduces the sensitivity and obscure detection in 
sensing applications. For example, in a previous fluorescence microarray study, PFPA-
modified surface exhibited significant nonspecific adsorption of lectins and thus the 
background noises150.  However, as shown in Figures 8.5a (approach) and 8.5b 
(retraction), neither the TF measurement nor the acoustic detection gives specific peaks 
on their retraction curves in the region where rupture events are supposed to happen. In 
another control experiment, a different type of protein PNA that has specific affinity to 
galactose rather than mannose151 was deposited on the same substrate as was used for 
coating Con A. When the tip moves above the PNA coated side, there is no unique signal 
shown on the resulting curves as an indication of characteristic bindings/unbindings 
between the tip and the surface either (Figures 8.5c and 8.5d). The selectivity of our 
detection platform (the shear-force/acoustic microscope) is also examined on the PNA-
attached surface. Our results are consistent with a similar study that was carried out in a 
previous report using an AFM with a reverse binding geometry, where the protein was 
coated on the AFM tip and the substrate was functionalized with carbohydrates. Force 
curves were measured by the AFM; those displaying rupture peaks clearly represented 
the existence of specific interactions between mannose and Con A molecules147. 
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Figure 8.5: Control experiments performed on unspecific binding surfaces: approach (a) 
and retraction (b) curves of TF and acoustic signals for PFPA-coated surface; and 
approach (c) and retraction (d) curves for PNA-coated substrate. 
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8.4 Conclusions 
In summary, we demonstrated the sensing capability of the shear-force/acoustic 
microscope for detection of specific carbohydrate-protein interactions, particularly, the 
rupture event of mannose-Con A complex. As far as our knowledge goes, this is the first 
report that the shear-force/acoustic technique was successfully employed to probe 
biological interactions. Con A molecules were covalently immobilized onto a flat silicon 
wafer, while mannose was covalently tethered to a tapered gold tip, which was excited to 
oscillate at its resonance frequency. By integrating an acoustic sensor (located under the 
sample) into a tuning fork-based shear-force microscope, responses of the carbohydrate-
terminated probe as well as the protein-attached substrate are expected to be concurrently 
monitored when binding/unbinding process takes place. Specific peaks above the noise 
level were clearly present on the retraction curves of both the TF and acoustic 
measurements, which indicated rupture events of bonds formed between mannose and 
Con A molecules when the tip was close enough to the surface. The shear-force/acoustic 
detection platform is able to provide a qualitative impression of detachment of mannose 
from Con A. The experimental results were consistent to those obtained using the 
conventional AFM-based force spectroscopy method. Furthermore, control experiments 
were carried out to confirm the measured unique signals represent bond rupture and to 
differentiate the specific binding from non-specific bindings. Our studies successfully 
demonstrated the shear-force/acoustic microscope has great potentials as an alternative 
and powerful tool to investigate fundamental aspects of biological events. This detection 
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framework should also prove valuable in a number of characterization applications and 
nanofluidic sensor devices development.  
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Chapter 9. Electric Field-Assisted Dip-Pen Nanolithography on P4VP Thin Films 
 
 
9.1 Introduction 
Nanolithography comprises a set of technologies capable of etching, writing, or 
patterning materials with nanometer scale precision, which nowadays has widespread 
applications in electronic engineering, physics, chemistry and biology. Dip-pen 
nanolithography (DPN)152, as a scanning-probe-based lithography, is used to directly 
deliver atoms or molecules (initially attached by adhesion to an atomic force microscope 
(AFM) tip) onto substrates of interest in a controlled fashion. A diverse range of 
molecular species such as small organic molecules152, biological macromolecules153, 
conducting polymers154, metal ions and nanopaticles155,156, have been deposited via DPN 
process onto surfaces of proper affinities. In addition, the patterning substrates have been 
expanded to metals157, insulators157, semiconducting materials158, and functional 
monolayers adsorbed on substrates159. Applications of DPN have been envisioned in 
nanoelectronics160, microfluidics161, molecular electronics (organic circuits)162, and 
nanosensors for biological and chemical species163, etc. In most cases, the transport of 
“ink” molecules from the tip to the substrate occurs in a liquid bridge naturally formed 
between them through capillary condensation. Hence, this technique has also been used 
to experimentally study the mechanism of molecular diffusion through nanoscale 
junctions and the in situ growth of self-assembled monolayers under ambient 
conditions164,165. Furthermore, due to its direct-write capability, DPN is suitable for 
investigating responsive films at the mesoscopic scale.  
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Responsive films made of self-assembled monolayers (SAMs) or polymer thin films 
are valuable in the development of electronic, analytical and biomedical devices. These 
films exhibit different properties in response to external signals, such as the changes in 
temperature, pH, light, and ionic strength. Poly(4-vinylpyridine) (P4VP), a weak 
polyelectrolyte, can be prepared as polymer thin films tethered to solid supports simply 
by spin coating and subsequent UV irradiation99.  The immobilization results from the 
UV induced cross-linking of polymer leading to the attachment of polymer film to the 
substrate. Moreover, P4VP film shows a pH-dependent response that causes the structural 
changes of the polymer and controls surface wettability166. The reversible transformation 
of P4VP originates from the protonation of pyridine units of the polymer backbone at the 
acidic pH, thus providing the basis for applications of P4VP films as responsive coatings. 
Recently, P4VP polymer-brush-functionalized electrodes have been designed for future 
“smart” bioelectronic devices ranging from biosensors to biofuel cells167,168. Additionally, 
P4VP is an interesting material because of its tunable photoluminescence (PL) properties. 
Vaganova et al. demonstrated that P4VP with protonated polymeric pyridine groups 
displayed photoactive emission properties, which could be tuned to glow blue, red or 
green, depending on the pumping wavelength169.   
Herein we report the fabrication of patterns on P4VP thin films based on DPN 
technique by exploiting the swelling of the polymer. Differing from the feature formation 
via a direct deposition of ink molecules onto substrates, the underlying principle in our 
approach is to locally trigger the protonation of P4VP for creating swollen patterns by 
delivering acidic ions into the polymer. Moreover, a reliable strategy for well controlling 
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the patterning process results when applying an electric field between the AFM tip and 
the sample. We demonstrate the capability of the electric field-assisted DPN technique 
for reproducibly and reliably fabricating nanostructures. Our work includes a systematic 
study of pattern formation under different patterning parameters (i.e., externally applied 
bias and tip-sample contact force), and more importantly, provides evidence on the 
reversible characteristic of this process. 
 
9.2 Experimental Section 
Polymer Thin Film Preparation: P-type silicon (100) wafers were cleaned by 
immersion in piranha solution (35% H2O2 /H2SO4 = 3:7 (v/v)) at 80-90°C for 60 min 
and were subsequently washed with boiling water for 90 min, then dried under N2. The 
fleshly cleaned wafers were then dipped into HF aqueous solution to remove the native 
oxide layer from the silicon surface, rinsed thoroughly with Milli-Q-water, and dried with 
N2. A 10 mg/ml solution of P4VP (molecular weight ca. 160000) in n-butanol was spin 
coated onto silicon substrates at 2000 rpm for 60 s. The polymer-coated substrates were 
irradiated with a 450 W medium-pressure mercury lamp for 15 min (the irradiation time 
included approximate 2 min warm up for the UV lamp to reach its maximal intensity). 
The unbound polymers were removed by soaking the irradiated substrates in n-butanol 
for 12 h. The remaining films were dried with N2, and the thickness was measured on a 
Gaertner Model L116A ellipsometer with a 632.8 nm He/Ne laser at an incident angle of 
70°. The refractive index used in the model to determine the film thickness was 1.581 for 
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P4VP. An average thickness of 40 nm was obtained after taking measurements at three 
different locations. 
Force Calibration: Silicon-based AFM tips of high spring constant coated with 15-
nm thick wear-resistant platinum (NSC15/Pt, k ≈ 40 N/m, MikroMasch) were used for 
surface patterning and imaging. The normal spring constant of each cantilever was 
calibrated using the Sader method170, which states 2 20.1906 ( )ff f f i fk b LQρ ω ω= Γ , where 
L and b  are the length and width of the cantilever, respectively, fρ  is the density of air 
(1.18 kg/m3 at 25°C), fω  and fQ  are the resonant frequency and quality factor of the 
fundamental resonance peak in air, respectively, and fiΓ  is the imaginary part of the 
hydrodynamic function. 
Feature Patterning and Characterization: All the experiments were performed with a 
commercial AFM (XE-70, Park Systems) in ambient environment (23-24°C and 45-55% 
relative humidity). Prior to the patterning process, the AFM tip was inked by dipping into 
a phosphate buffer solution for 1 min and blown dry with N2. Buffer solutions (100 mM) 
of pH 4.0 and pH 8.3 were prepared by dissolving NaH2PO4 and Na2HPO4 
 
in 
appropriate proportion in distilled water. The sample was grounded while a bias was 
applied to the tip. The voltages were quoted by referencing the polarity of the tip. The 
bias voltage was held constant while the tip transcribed the preprogrammed patterns 
controlled by the AFM in contact mode. To visualize the resulting patterns, topographic 
images were subsequently acquired by operating the AFM in non-contact mode with the 
same tip used for patterning.  
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9.3 Results and Discussions 
As outlined in Figure 9.1, a series of systematic experiments were carried out to study 
the mechanism of pattern formation as well as the effects of patterning parameters (e.g., 
externally applied bias and tip-sample contact force). To explore the role of externally 
applied bias in the patterning process, a number of bias voltages ranging from -5V to 5V 
were applied. The AFM tip was immersed into the acidic phosphate buffer solution of pH 
4.0. During the patterning operation, the inked tip was scanned across the polymer 
surface at a writing speed of 80 nm/s while the contact force (e.g., 1 µN) between the tip 
and surface was held constant. When no bias voltage was applied (Figure 9.1a), the 
pattern formation was neither noticeable nor reproducible. When the tip was negatively 
biased (Figure 9.1b), no structure was present. By contrast, swollen patterns consisting of 
continuous lines were obtained when the tip was positively biased (Figure 9.1c). 
Topographic images in Figure 9.2 show that the heights of the selected features are 13 nm 
(Figure 9.2a), 6 nm (Figure 9.2b) and 3 nm (Figure 9.2c), corresponding to the applied 
bias voltages of 5V, 3V and 0V, respectively. To test the influence of tip-substrate 
contact force on the pattern formation, experiments similar to the one described above 
were repeated using a fixed bias voltage (e.g., 5 V) and varied contact forces ranging 
from 0.5 µN to 1 µN. As shown in Figure 9.2, the heights of the selected features are 8 
nm (Figure 9.2d) and 3 nm (Figure 9.2e), corresponding to the contact forces of 0.8 µN 
and 0.5 µN, respectively. When the patterning operation was attempted using an uncoated 
tip (Figure 9.1d), swollen pattern could not be obtained even if the tip was positively 
biased. 
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Figure 9.1: Different experimental settings used for patterning features on P4VP polymer 
films: A tip was inked with the acidic buffer and (a) not biased, (b) negatively biased, (c) 
positively biased. (d) An uncoated tip while applying a positive bias.  
 
 
This technique was also able to produce features with sub-100 nm width and complex 
patterns. A line feature with width down to 60 nm was created (Figure 9.2f), along with a 
pattern of the letters: PSU (Figure 9.2g), in a 5 µm×5 µm square region. In the latter, the 
average line width is about 180 nm. 
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Figure 9.2: (a-e) Topographic images of features drawn using the tip coated with acidic 
ink. The applied bias voltages (V), contact forces (µN) and measured heights of selected 
lines (nm) are the following: (a) 5, 1, 13; (b) 3, 1, 6; (c) 0, 1, 3; (d) 5, 0.8, 8; (e) 5, 0.5, 3. 
(f) A line feature with 60 nm wide. (g) A pattern of the letters: PSU. Image sizes: 8 µm×8 
µm for (a-e); 5 µm×5 µm for (f-g). (h) Schematic showing that the swelling of P4VP film 
originates from the protonation of the pyridine units. (i) The pattern height (nm) v.s. bias 
voltages (V) at various fixed contact forces. (j) The pattern height (nm) v.s. contact forces 
under different constant bias voltages. 
 
 
To further support the claim that the presence of raised patterns was resulted from the 
swelling response of the P4VP polymer film166,171, reversibility of the patterning process 
was demonstrated by selectively erasing an existing swollen pattern. “Dot” features were 
initially generated using a tip coated with acidic ink. Only the dot at the center of Figure 
9.3 (denoted by the dashed-line square) was then twice subjected to the “erasing” 
operation, which consisted of using the same tip but inked with a basic phosphate buffer 
solution of pH 8.3 without applying the bias voltage. The removal of the existing dot was 
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performed by keeping the tip in contact and stationary on top of the dot (no scanning 
movement). The images in Figure 9.3 show the progressive attenuation of the dot height, 
from 12 nm to 7 nm and finally to 3 nm. During the “erasing” process, the applied load 
exerted by the tip was kept intentionally low (i.e., 0.5 µN) so as to minimize potential 
damages to the dot pattern. Indeed, there was no change in the feature height when the 
“erasing” experiment was attempted using an uncoated tip and 0.5 µN load. Altogether, 
this result indicates that the disappearance of the central dot in Figure 9.3 was not due to 
mechanical damages caused by the tip but the presence of basic buffer solution. 
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Figure 9.3: Topographic images show the removal of the dot pattern at the center: (a) 
Initially, the dot height was 12 nm; (b) After the first erasing performance, the height 
decreased to 7 nm; (c) After the second erasing performance, the remaining height was 
only 3 nm. Line profiles of (d), (e), and (f) correspond to the features selected in (a), (b), 
and (c), respectively. 
 
 
Experimental results presented herein suggest that the essence of pattern formation on 
P4VP film is the local protonation of pyridine units of the polymer with hydronium ions 
(H3O+). As outlined in Figure 9.2h, the abundant acidic ions (i.e., H3O+) in the acidic ink 
delivered into the film cause the protonation of pyridine groups, yielding the pyridinium 
groups whose Coulomb repulsions between the charged centers make the polymer swell. 
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Moreover, the attenuation of existing feature’s height with subsequent deposition of the 
basic ink reveals that the swollen patterns are generated by polymer protonation rather 
than residual salt accumulation from the buffer solution. This observation provides the 
evidence on the reversible characteristic of the patterning process as well. 
A conventional DPN process involves two steps: (1) the ink molecules transport from 
the coated tip to the substrate though the water meniscus that naturally forms between 
them, and (2) ink is adsorbed onto the surface to form a uniform monolayer. In our 
experiments, two major factors in controlling the properties of scribed patterns were 
found: the externally applied bias and tip-sample contact force. Comparison among the 
patterns in Figure 9.2 indicates that higher bias voltages applied between the tip and 
sample yield lines with increasing heights at a fixed contact force (1 µN). The influence 
of applied bias on feature height was further verified at different contact forces. Plots 
shown in Figure 9.2i present the same trend in the height increase along with ascending 
the external voltage. It is well-known that the electric field across the polymer film is 
correlated to the bias voltage. A significant increase in the pattern’s height is observed as 
the applied field strength is increased, indicating that the efficiency of acidic ion transport 
is electric-field dependent. Owing to the presence of applied electric field, the 
electrostatic force acts as a driving force to facilitate the deposition of acidic ions. 
Furthermore, since the patterning experiments were carried out in ambient conditions and 
the tip was initially dried with nitrogen, the electric field was required to anchor acidic 
ions to the substrate, so that the diffusive transport could occur consistently. In addition, 
the influence of Joule-heating discussed in electrostatic nanolithography172,173 was taken 
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into consideration. In the experiment presented above, no swollen pattern was obtained 
by using an uncoated tip when the tip was positively biased. This result indicates that the 
pattern formation cannot be attributed to the Joule heating alone. However, since the ion 
mobility is greatly enhanced when the temperature increased174, we cannot completely 
eliminate the potential effect of Joule-heating. It could also be considered as a way to 
facilitate the ion transport. 
Although the electric field has been utilized in electrochemical dip-pen 
nanolithography (E-DPN)175, the role of electric field played in our approach differs from 
in E-DPN where metallic or semiconducting structures are fabricated via electrochemical 
reactions. By contrast, no electrochemical reaction is needed for fabricating patterns on 
P4VP film, the external electric field applied during the patterning process simply made 
the surface patterning more reliable and repeatable. 
Similar dependence of pattern height on contact force was found in our experiments: 
higher features arose from stronger contact force, which contrasted to the no effect on 
contact force reported by Weeks et al.176. The dependencies of pattern height on contact 
forces under different constant bias voltages are summarized in Figure 9.2j. The increase 
in the contact force exerted on the tip could lead to a greater tip area in contact with the 
polymer. Alternatively, this could result in broadening of the liquid meniscus between the 
tip and surface. Therefore, the increase in pattern’s height with increasing the contact 
force could be attributed to the wider tip-sample effective contact area, where a greater 
amount of acidic ions could be transported from the tip to the polymer. 
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The breakdown of polymer film did not take place under the applied electric fields 
(bias voltages are from -5 V to 5 V). Additionally, no effect of external bias voltage on 
the vertical position of the tip was observed by monitoring the deflection of the AFM 
cantilever. It reveals that the electric force induced by the bias voltage can be eliminated. 
The high spring constant of non-contact AFM cantilevers (compared to general contact 
AFM cantilevers) was of significance for precise control of contact force during the 
patterning process. 
The factors that affect the dimensions of the patterned features can be attributed but 
not limited to a combination of several variables, such as the writing speed159,176,177, the 
effects of temperature and humidity164,176,178, and the geometry and wettability of the 
tip178. The dimensions of dot features as a function of the dwell time and relative 
humidity has been demonstrated in our previous work171. No structures could be created 
when the humidity was below 30%. It indicates that the transfer of acidic ions takes place 
when sufficient liquid is present between the tip and the sample. Furthermore, using a 
sharp tip on which remaining liquids were removed just before the patterning process was 
critical in achieving finer features. 
 
9.4 Conclusions 
In conclusion, we demonstrated the fabrication of nanostructures on cross-linked 
P4VP thin films based on DPN technique. The protonation of the pyridine units of P4VP 
responsive to the acidic ions delivered into the film leads to the swollen pattern formation. 
Furthermore, we reported that the application of an electric field between the tip and the 
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sample provides a simple method to precisely control the patterning process. The acidic 
ions (i.e., H3
 
O+) are reliably transferred from the ink-coated tip to the polymer-covered 
substrate under the applied electric field. The effects of patterning parameters, such as 
applied bias and contact force, were investigated. The results suggest that both a higher 
bias voltage and a stronger contact force result in a marked increase in the pattern’s 
height. Significantly, we illustrated that the removal of existing structures on P4VP films 
can be achieved by taking advantage of the reversible property of pattern formation.  
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Chapter 10. Final Conclusions 
 
 
Shear-force mechanism nowadays has been widely used in scanning probe 
microscopes (SPMs) for probe-sample distance regulation. Briefly speaking, it refers to 
the probe-sample interaction that causes a net decrease in the amplitude of the SPM 
probe’s oscillation when the probe is brought in proximity to the sample surface (within 
~10 nm). The typically monotonic dependence of the probe’s oscillation amplitude and 
the probe-sample distance allows implementing a feedback position control regulation. In 
practice the shear-force effect is sufficient for obtaining high quality images of relatively 
large (micron-sized) standard samples of uniform composition. However, its origin is still 
not be well explained by present theoretical and experimental studies, which causes 
uncertainty in imaging interpretation when analyzing samples of heterogeneous 
composition, particularly at the nanoscale. The shear-force mechanism for distance 
regulation exploits the fact that under ambient conditions, moisture and other 
hydrocarbon molecules in the air are attracted to material surfaces, leading to a 
mesoscopic fluid-like layer of a few-nanometer thickness. Our goal in this dissertation 
was to gain an insight into the key of interactions between the probe and the sample in 
mesoscopic fluid films using the shear-force/acoustic near-field microscope, which is a 
new system being developed by our research group. At the core of this development is 
the integration of acoustic sensors into a tuning fork-based shear-force microscope. To 
achieve shear force detection with high lateral resolution, a sharpened gold tip is used as 
a probe, which is manually mounted to one prong of a quartz tuning fork (TF) of 32 kHz 
190 
 
nominal resonance frequency. Gold tips can be reproducibly obtained through 
electrochemical etching. The sample substrate can be either a silicon wafer or an 
atomically flat mica disk. Chemical treatments (i.e., cleaning and chemical modification) 
are performed prior to the use in order to meet the requirements of specificity and 
reproducibility of the experimental trials. In general, the TF is electrically driven to 
vibrate at its resonance frequency in such a way that the tip oscillates parallel to the 
sample surface. Measurement of the electrical signal generated by the TF is based on the 
piezoelectric effect of quartz crystals. Aside from the TF signal in response to variations 
in the probe’s amplitude, we also place an acoustic sensor under the substrate. It is used 
to detect the acoustic waves produced while the probe end oscillates in the mesoscopic 
fluid layer. The demonstrated sensitivity of this acoustic technique serves as an extra 
analytical probe that can potentially contribute to the characterization of the shear-force 
effect. Our dual sensing (shear-force and acoustic) system allows concurrent detection of 
shear forces exerted on the tip and acoustic waves generated due to the vibrating tip in the 
liquid. Information is expected to be extracted from the approach/retraction curves which 
plot the TF electric current and the generated acoustic signal as a function of the probe-
sample distance, providing both shear-force and acoustic interpretations of the probe-
sample interaction.  
In ambient atmosphere the probe vibrates with steady amplitude, generating sound 
waves received by the bottom acoustic sensor as a nonzero background. Typically, as the 
probe approaches to the sample, it comes in contact with the mesoscopic fluid layer, 
which causes a decrease in its vibration amplitude. However, a corresponding change in 
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the acoustic signal is usually not detectable because it is not above the acoustic transducer 
noise level. As the tip gets more immersion into the mesoscopic film, the TF signal 
further decreases due to the viscoelastic interaction with the fluid. Simultaneously, the 
acoustic signal increases due to the distance-dependent phase lagging between the 
vibrating tip and the fluid layer which becomes more pronounced with the ongoing 
approach process. If the probe is forced to penetrate deeper in the liquid film, mechanical 
contact of the tip with the surface, like an intermittent knocking of the tip on the surface, 
will take place; this situation leads to decreases in both the TF and acoustic signals. In 
this dissertation, we carried out a series of systematic experiments to investigate factors 
that have impacts on probe-sample interactions. We discussed effects of tip geometry, 
relative humidity of the environment, the nature of sample surfaces (including cleanliness, 
stiffness, and hydrophilicity/hydrophobicity), and velocity of the tip’s movement on 
approach/retraction measurements. Varying these parameters gives rise to curves with 
different shapes that reflect changes in properties of the mesoscopic fluid layer. For 
example, the tip with large radius of apex (chubby tip) is influenced more by the 
mesoscopic fluid layer than that having smaller radius of apex (sharp tip). An increase in 
environmental humidity is expected to lead to a growth of the contamination layer. By 
performing cleaning of samples before their usage, hysteresis from the mesoscopic film is 
much reduced (even avoid), providing excellent reference samples. The latter can be post 
purposely modified and thus determine the corresponding effects. The extent of the 
maximum-to-minimum transition region on the TF and acoustic retraction curve are 
found to depend on the speed at which the measurements are performed. More detailed 
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discussion was given in the corresponding chapter. At the end of that chapter, we 
reported an observation that the acoustic signal exhibited contrast when placing the tip 
above surfaces covered by different materials (i.e., a glass cover slip with a gold coating 
only on one half of the substrate). The result reveals potential application of using the 
acoustic technique to image samples composed of different materials.  
As we mentioned above, the interaction between the probe and the sample (including 
the mesoscopic fluid layer) depends on the probe-sample distance. Therefore, an 
estimation of the actual position of the tip relative to the surface is helpful in exploring 
the origin of interactions at different distances. For metal tips and conductive surfaces 
(one of them connected to a voltage bias), monitoring the eventual current signal is a 
feasible method to indicate the onset of the tip apex in mechanical contact with the 
sample surface. We implemented detection of contact current into our shear-
force/acoustic microscope, and therefore multiple probing techniques were concurrently 
utilized in the study of the probe-sample interaction by exciting acoustic waves in near-
field fashion. A compelling finding was the acoustic signal was detected before contact 
current appeared. It suggests that the acoustic waves can be generated without 
mechanical contact of the tip end with the hard surface. Owing to the viscoelastic 
properties of the mesoscopic fluid layer, the amplitude of the vibrating tip monotonically 
decreases as a result of a combination of damping of its amplitude and blue-shift of its 
resonance frequency. The measured acoustic signal is either negatively or positively 
correlated to the TF signal. Detection of contact current helps elucidate the relationship 
between these two signals: they are negatively correlated while there is a lack of current 
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signal, which reveals the acoustic signal rises because of an increasing phase lagging 
between the tip apex and the fluid layer at shorter probe-sample distance; they are 
positively correlated upon an observation of current pulses, which reveals that an 
intermittent contact between the tip and the surface contributes to decreases in both the 
TF and acoustic signals. Additionally, the onset of current signal is affected by properties 
of the tip and the sample. For example, by purposely tilting the tip axis relative to the 
normal to the surface the probe-sample current appears earlier. 
To gain understanding of the generation of acoustic waves, we performed analogous 
experiment in bulk liquid using the same shear-force/acoustic technique. When a 
cylindrical optical fiber laterally vibrates in a liquid droplet, the liquid exerts a viscous 
effect to its dynamic behavior. Herein, the fiber’s mechanical oscillation is coupled to the 
liquid to produce sound waves that propagate through the droplet bulk and couple to the 
substrate. Notice this is quite similar to our mesoscopic-scale experiments. As the 
immersion depth increases, a remarkable red-shift of resonance frequencies was observed 
in measurements of both TF and acoustic signals. The red-shift is attributed to the 
increase in mass loading applied to the fiber when it penetrates deeper into the liquid (it 
differs from the blue-shift of the probe’s resonance frequency when the tip is immersed in 
the mesoscopic fluid layer). Furthermore, with the decrease in the amplitude of the 
probe’s vibration in liquid, the amplitude of acoustic signal increases. Glycerol-water 
solutions with different viscosities and fibers with various diameters were used in the 
experiment. Our results show that the generation of acoustic signal is related to the 
properties of the probe (fiber) and the medium (liquid). At a constant immersion depth, 
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either dipping the probe into more viscous liquid or using the fiber with larger diameter 
helps produce larger acoustic signal. 
The fluid-like thin film on solid surfaces plays a role as a natural environment in 
carbohydrate-protein binding studies. We also demonstrated the sensing capability of our 
shear-force/acoustics technique to probe biological interactions, particularly, rupture 
events of chemical bonds between mannose and Concanavalin A (Con A) molecules. Con 
A molecules were covalently immobilized onto a flat silicon wafer; while mannose was 
covalently tethered to a tapered gold tip, which was excited to oscillate at its resonance 
frequency. By bringing the tip close to or away from the surface, approach/retraction 
curves of TF and acoustic signals were concurrently recorded as a function of the probe’s 
displacement. We expect to receive specific signals indicative of bond formation or/and 
breakage on the resulting curves. Indeed, peaks and valleys above the noise level are 
clearly visible on the retraction curves of both the TF and acoustic measurements. They 
can be thought to be an indication of the rupture of mannose-Con A pairs. When the tip is 
brought close enough to the sample, hydrogen bonds form and lead to a strong coupling 
between them. The enhanced coupling is able to efficiently amplify the acoustic signal 
produced by the tip’s mechanical motion. In addition, the protein molecules being 
dragged to laterally move by the vibrating tip also has contribution to generate acoustic 
waves detected by the bottom sensor. As the tip further retracts from the sample, the 
rupture occurs and the mannose-terminated tip is released from the Con A coated surface. 
Correspondingly, we detect specific signals on the TF and acoustic retraction curves. To 
confirm the measured unique signals represent rupture of specific binding between 
195 
 
mannose and Con A molecules, control studies were performed by repeating the same 
experiment using the same mannose-coated tip on unspecific binding surfaces. None of 
specific peaks were found on these curves. 
Finally, the existence of liquid layers is utilized to create nanostructures via dip-pen 
nanolithography (DPN). After dipping an AFM cantilever into an acid solution, 
hydronium ions can be delivered from the AFM tip into a poly(4-vinylpyridine) (P4VP) 
thin film through the naturally formed liquid bridge between them, leading to local 
swelling of the polymer. Our method for fabricating swollen patterns is based on the 
protonation mechanism, which differs from the conventional DPN where the patterned 
features are formed via a direct deposition of ink molecules onto substrates. To improve 
reproducibility and reliability, we applied an electric field between the AFM tip and the 
sample during the patterning procedure. The dimension of generated features was related 
to the applied bias voltage and the probe-sample contact force. We also demonstrated that 
this process is reversible by deswelling the existing patterns using a base solution.      
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