Abstract
Introduction
, practice of safe sex [16] , or other appropriate measures. A comprehensive review of the existing mathematical literature related to the effect of media awareness programs on disease outbreaks is given in 51 Table 1 . However, behavioral responses can change the transmission patterns and reduce the prevalence 52 of disease. So there is a need of epidemiological models that explicitly include the effect of awareness 53 programs and behavioral responses. It is to be noted that in general the effect of awareness can strongly ence on the spreading of a communicable disease in a given area. They concluded that if the basic reproduction number is greater than one and the media effect is high, the model shows several endemic equilibria, which causes a threat to control the disease outbreak.
[17] Liu et al. developed an EIH compartmental model to investigate the role of the media and its psychological impact on multiple disease outbreaks.
Their model analysis reveals that this impact leads to differences in the transmission pattern.
[22] Using the data from the Bangladesh Demography and Health Survey [27] Liu and Cui developed a compartmental model to study the role of the media in an infectious disease outbreak. They assume a standard epidemiological model but with a reduced transmission term due to the media campaign.
[28] Young et al. showed that a high level of media coverage plays a crucial role in making the public aware of many diseases and influencing their perception of risk. Participants in their study often considered diseases that appeared in the media more serious, even when this was not the actual case.
[29]
Chen formulated an economic game-theoretic model of epidemics incorporating self-protection of susceptible populations. He suggests that an individual makes his or her behavioral changes through the information about the disease and expanding the supply of information may decrease the likelihood of eradication. population is less susceptible due to the spread of awareness. They reveal that change in behavioral response can reduce the size of an outbreak though the epidemic threshold will be unaffected.
[ [33] Mummert and Weiss proposed a modified SIR model incorporating the impact of media coverage. They conclude that the severity of the disease outbreak can be lower if the media and the public health agencies work together.
[34] Yoo et al. showed using a statistical analysis that there is a connection between Influenza vaccination 1999-2001 and media reporting, specifically headlines on flu-related issues. They studied three media sources:
a wire service news agency, a newspaper and four television channels. [36] and stochastic white noise perturbation was added. The resulting stochastic differential equation model was studied analytically and numerically.
[20] Samanta et al. studied an SIS epidemic model for the effect of media awareness programs on epidemic outbreaks. They concluded that although media awareness programs can have a substantial effect on controlling disease prevalence, above a threshold value of their execution rate, the system shows limit cycle oscillations.
[41] Wang et al. studied an SIS network model incorporating the impact of media coverage on disease transmission and suggested effective control strategies to prevent disease through media coverage and education.
They find the basic reproduction number, equilibrium and global stability results for their model and explore the results by simulation. of recovered people will become aware and join the aware susceptible class whereas the remaining fraction
124
(1 − p) will remain unaware susceptible.
125
Keeping the above facts in mind, the dynamics of the model is governed by the following systems of 126 nonlinear ordinary differential equations :
where
128
Here the constants γ, α, d represent the recovery rate, disease induced death and natural death rate 
132
Using the fact N = X − + X + + Y , the system (3.1) reduces to the following system:
For the analysis of model (3.2), we need the region of attraction [48] which is given by the set:
and attracts all solutions initiating in the interior of the positive orthant, with N (0) > X + (0) + Y (0). 
Equilibrium analysis

135
The above model (3.2) has two non-negative equilibria.
136
(i) The disease free equilibrium (DFE) E 0 (0, 0, A/d, 0).
137
(ii) The endemic equilibrium E * (Y * , X * + , N * , M * ).
138
Here
and Y * satisfies the equation
with 144
An endemic equilibrium exists if
, which is the basic reproduction number for system (3.2). system (3.2) are as follows:
However, H 1 , H 2 , H 3 and H 4 are always positive if R 0 < 1. Hence the system (3.2) does not have any positive interior equilibrium (E * ) for R 0 < 1.
151
Remark 1:
> 0 and
which indicates that the equilibrium number of infective individuals decreases with an increase in the 153 value of the the implementation rate of awareness programs and the efficacy of the awareness programs.
154
Here H i• , (i = 1, 2, 3) denotes the partial differentiation of H i with respect to the parameter '•'.
155
Remark 2: We can find the basic reproduction number of the system (3.1) in the absence of awareness 156 program. Therefore the system (3.1) becomes
where S and Y are the number of susceptible and infected individuals and the other parameters are the 158 same as defined in system (3.1).
159
The above model (3.6) has two non-negative equilibria:
the basic reproduction number for the system (3.6) is R 01 = 
Local stability behavior
166
The roots of the characteristic equation corresponding to
The DFE E 0 is locally asymptotically stable (LAS) if
The variational matrix at an endemic equilibrium
The characteristic equation of the system (3.2) around the interior equilibrium (E * ) is
Therefore, E * is LAS if and only if
Here, 
Model Formulation
183
In the previous section we assumed that aware susceptible individuals transfer to unaware susceptible 184 individuals due to fading of memory or certain social factors. However, it is reasonable to consider a time 185 lag in memory fading of aware people. Here we assume that the aware susceptible individual will become 186 unaware susceptible at time t due to forgetting the impact of disease at time t − τ 1 (for some τ 1 > 0).
187
We need to consider the probability that an aware susceptible individual remains in the aware suscep- and becoming unaware at rate λ 0 P (ξ, τ 1 ) or becoming infected at rate
Usually, the number of infective cases known to the policy makers are cases that occurred some time
192
previously and thus the intensity of the awareness program depends on this data. So it is more plausible 193 to consider a time delay in execution of awareness programs. We suppose that at time t the intensity of 194 the awareness programs being executed will be in accordance with the number of infected cases reported 195 at time t − τ 2 (for some τ 2 > 0).
196
Incorporating these two delays and the survival probability into the system of equations (3.1) and
197
writing P (t) ≡ P (t, τ 1 ) as τ 1 is fixed we obtain the system of delay differential equations:
We denote by C the Banach space of continuous functions φ : [−τ, 0] → R 5 with norm
where τ = max{τ 1 , τ 2 } and φ = (φ 1 , φ 2 , φ 3 , φ 4 , φ 5 ). As usual, the initial conditions of (4.2) are given as 
We also need the consistency condition
By the fundamental theory of functional differential equations [49], we know that there is a unique 
Then the model system (4.2) becomes
It is easy to check in system (4.5) that whenever choosing X(θ) ∈ R + such that X − = 0, X + = 0, Y = 0, M = 0 or
. Using the lemma of [50] 215 we claim that any solution of (4.5) with X(θ) ∈ C + , say X(t) = X(t, X(θ)), is such that X(t) ∈ R 5 + for 216 all t ≥ 0. From (4.1) we can see that P (t) ≤ 1 for all t as well.
217
Next, we will prove the boundedness of solutions. Using the fact N = X − + X + + Y , the system (4.2) 218 reduces to the following system: Proof : Let, (Y (t), X + (t), N (t), M (t), P (t)) be any solution of system (4.6) with initial conditions (4.3).
222
Applying the theorem of differential inequality [51] on the third equation of the system (4.6), we have
Similarly, from the fourth equation of the system (4.6) we have
This implies thatṀ (t) + µ 0 M (t) = µY (t − τ 2 ).
It is straightforward to show that if P (t) is part of a solution of (4.6) then 0 ≤ P (t) ≤ 1. Hence,
227
(Y (t), X + (t), N (t), M (t), P (t)) is ultimately bounded above. 
Equilibrium Analysis
229
Now the equilibrium points (Y * , X * + , N * , M * , P * ) of the delay model (4.6) satisfy
(4.7)
Here P * will depend on τ 1 (≥ 0) through the following equation
The expression on the righthand side (i.e. F 2 (P * , τ 1 ) ) is a decreasing function of τ 1 such that F 2 (P * , 0) = 
Stability analysis and local Hopf bifurcation 236
Case (a) :
In absence of both delays the system (4.6) reduces to the system (3.2).
238
Case (b) :
Then the system (4.6) reduces to the following system:
(4.9)
It has the equilibrium point E * (Y * , X * + , N * , M * ) the same as the system (3.2). The variational matrix at the endemic equilibrium E * (Y * , X * + , N * , M * ) is
The characteristic equation is
(4.10)
Theorem (4.1a) : The equilibrium point E * is locally asymptotically stable (LAS) for τ 2 < τ 2 0 where 260 τ 2 0 is the minimum positive value of
for ω 2 0 corresponding to all positive real roots of (4.12). If the coefficients A 1i (i = 1, 2, 3, 4) of equation
263
(4.12) do not satisfy the Routh-Hurwitz conditions and (C 4 + D 4 ) 2 < (E 3 + F 2 ) 2 holds then the delay τ 2
264
will not affect the stability of the system. If the coefficients A 1i (i = 1, 2, 3, 4) of equation (4.12) satisfy 265 the Routh-Hurwitz conditions then the system is LAS for all τ 2 ≥ 0, provided that it is stable in the 266 absence of delay.
267
Proof : Put ξ = iω in (4.10) and separating real and imaginary parts we get
(4.11)
Eliminating τ 2 from (4.11) and put ω 2 = ω 1 we get
where 
where n = 0, 1, 2, ... . Proof : Transversality condition for Hopf-bifurcation :
Differentiating (4.10) with respect to τ 2 we get
Re
305
Using relation (4.11) we get the above expression as
> 0, i.e. the transversality condition holds and the system under-319 goes Hopf bifurcation.
320
Case (c) :
The endemic equilibrium of the model (4.6) is E * (Y * , X * + , N * , M * , P * ) (see section 4.2.3). The variational matrix at endemic equilibrium E * (Y * , X * + , N * , M * , P * ) is
(4.14)
Here for ω 1 0 corresponding to all positive real roots of (4.16) and the coefficients A 2i (i = 1, 2, 3, 4, 5, 6) are 329 described below, provided it is stable in the absence of delay.
Proof : Put ξ = iω in (4.14) and separating real and imaginary parts we get where ; n = 0, 1, 2, ... ,
here iω 1 0 is a purely imaginary root of equation (4.14). Differentiating (4.14) with respect to τ 1 , we get The endemic equilibrium of the model (4.6) is E * (Y * , X * + , N * , M * , P * ) (see section 4.2.3). The variational matrix at the endemic equilibrium E * (Y * , X * + , N * , M * , P * ) is Case (e) : τ 2 > 0 and τ 1 fixed in (0, τ 1 0 )
The characteristic equation is
360 [ξ 5 + A 1 ξ 4 + A 2 ξ 3 + A 3 ξ 2 + A 4 ξ + A 5 ]e ξτ 1 + [B 1 ξ + B 2 ]e −ξ(τ 1 +τ 2 ) + [C 1 ξ 3 + C 2 ξ 2 + C 3 ξ + C 4 ]e −ξτ 1 + [D 1 ξ 4 + D 2 ξ 3 + D 3 ξ 2 + D 4 ξ + D 5 ]+ [E 1 ξ 2 + E 2 ξ + E 3 ]e −ξτ 2 + [F 1 ξ 3 + F 2 ξ 2 + F 3 ξ + F 4 ]e ξ(τ 1 −τ 2 ) = 0.A 31 = [A 1 ω 4 − C 2 ω 3 − A 3 ω 2 + (A 5 + C 4 )] + [−F 2 ω 2 + (B 2 + F 4 )] cos ωτ 2 + [−F 1 ω 3 + (B 1 + F 3 )ω] sin ωτ 2 , A 32 = [ω 5 − (A 2 − C 1 )ω 3 + (A 4 − C 3 )ω] + [−F 1 ω 3 − (B 1 − F 3 )ω] cos ωτ 2 + [F 2 ω 2 + (B 2 − F 4 )] sin ωτ 2 , A 34 = [ω 5 − (A 2 + C 1 )ω 3 + (A 4 + C 3 )ω] + [−F 1 ω 3 + (B 1 + F 3 )ω] cos ωτ 2 + [F 2 ω 2 − (B 2 + F 4 )] sin ωτ 2 , 372 A 35 = [A 1 ω 4 + C 2 ω 3 − A 3 ω 2 + (A 5 − C 4 )] + [−F 2 ω 2 − (B 2 − F 4 )] cos ωτ 2 + [−F 1 ω 3 − (B 1 − F 3 )ω] sin ωτ 2 , 373 A 36 = [−D 2 ω 3 + D 4 ω] + E 2 ω cos ωτ 2 − [−E 1 ω 2 + E 3 ] sin
398
In a similar way as in Case (d) we can find the characteristic equation as
(4.24)
is the minimum value of ; n = 0, 1, 2, ...
here iω 4 0 is a purely imaginary root of equation (4.24). 
Permanence 435
Biologically, persistence of a system means the survival of all populations of the system in future time.
436
Mathematically, persistence of a system means that strictly positive solutions do not have omega limit positive solution (Y (t), X + (t), N (t), M (t), P (t)) of system (4.6) with initial conditions corresponding to
In order to prove permanence of system (4.6), we present the theory of permanence of infinite dimen-440 sional systems from Theorem 4.1 of Hale and Waltman [55] . Let X be a complete metric space. Suppose
(4.29)
Let T b (t) = T (t)| X 0 and let A b be the global attractor for T b (t).
443
Lemma 4.4.1 [55] . Suppose that T (t) satisfies (4.29) and we have the following
444
(i) there is a t 0 ≥ 0 such that T (t) is compact for t > t 0 ;
445
(ii) T (t) is point dissipative in X;
w(x) is isolated and has an acyclic covering L, where
447
Then X 0 is a uniform repeller with respect to X 0 , i.e., there is an ǫ 0 > 0 such that, for any x ∈ X 0 ,
+ 1, then the system (4.6) is permanent.
450
Proof : We begin by showing that the boundary planes of R 5 + repel the positive solutions to system (4.2) uniformly. Let us define C 0 to be 
454
There is a constant solution
It is obvious that E 0 is isolated invariant.
457
We now show that W s (E 0 ) C 0 = ∅. Assuming the contrary, i.e. W s (E 0 ) C 0 = ∅, then there exists
be sufficiently large such that To observe the dynamics of the system, numerical experiments were carried out using Matlab. We is more to illustrate the analytical results rather than obtain accurate predictions. values the system is LAS around the positive interior equilibrium. Figure 1 illustrates and seasonal forcing (or more than one of these together) might change the behaviour of the system. the equilibrium number of infected individuals decreases, which confirms the result given in Remark 1.
494
To study the impact of delays in system (4.2) we first fix τ 1 = 0 days, and increase the value of τ 2 495 gradually. We observed that the system is LAS below a critical value τ 2 0 (≈ 146 days, see maximum values of these long-term stable limit cycle oscillations. Then we fixed τ 1 = 120 days and drew 500 the bifurcation diagram of the system (4.2) with respect to τ 2 , we observe that the system enters into 501 limit cycle oscillation from a stable equilibrium as we increase the value of τ 2 (see Figure 5 ). The system 4.3). In Figure 6 we have drawn the domain of the stability region with respect to τ 1 and τ 2 to visualize 507 the impact of delays in the stability of the system (4.2).
508
It is worth mentioning here that the interior equilibrium point of the system (4.6) depends on τ 1 ,
509
which is very different from traditional delay models. In traditional delay models the equilibrium points 510 of the delay model and the non-delay model are the same. However in the present investigation, we have 511 considered the survival probability (P ) in the interval of the time lag τ 1 corresponding to aware people 512 forgetting the impact of disease after this time lag. The equilibrium value of P depends on τ 1 explicitly
513
(see Appendix B). Consequently, the value of τ 1 directly influences equilibrium population numbers. In 514 Figure 7 we have plotted the equilibrium number of infected individuals, Y * , and the value of the survival 515 probability, P * , against τ 1 . We observe that as τ 1 increases the equilibrium number of infected individuals 516 decreases.
517
Our numerical computation also shows that for τ 1 = 0 days, P * = 1 and Y * = 1787.4 and for τ 1 = 180 518 days, P * = 0.051 and Y * = 81.9. Therefore, it is clear that if the susceptible individuals become aware 519 and remain aware for a long time then the equilibrium number of infected individuals decreases. However,
520
we have also observed that for τ 1 > τ 1 0 (τ 1 0 ≈ 128.4 days), the system shows limit cycle oscillation, which 521 poses a challenge for controlling the epidemic outbreak. 
Conclusion
523
In this paper we have considered the effect of disease awareness programs on disease dynamics where 524 the susceptible population is divided into two different classes, aware susceptible and unaware susceptible.
525
The model was considered first without any time delay and then with two time delays. The first time 526 delay was due to people forgetting the impact of the disease after a time lag τ 1 . The second time delay was 527 due to the media mounting a disease awareness campaign because of cases that had previously occurred Numerical simulations were performed to investigate the behavior of the system. Detailed mathematical expansions of terms in the paper. In this appendix we obtain the equilibrium point of the equation (4.6) using the equations (4.7) and 782 (4.8).
783
First we fix parameters of the system (4.7) to be the same as in Figure 1 and vary P * in the entire 
