Recently, there has been considerable effort to understand periodic and stochastic homogenization of elliptic equations and integral functionals with degenerate growth, as well as related questions on the effective behavior of conductance models in degenerate, random environments. In the present paper we prove stochastic homogenization results for nonconvex energy functionals with degenerate growth under moment conditions. In particular, we study the continuum limit of discrete, nonconvex energy functionals defined on crystal lattices in dimensions d ≥ 2. We consider energy functionals with random (stationary and ergodic) pair interactions; thus our problem corresponds to a stochastic homogenization problem. In the non-degenerate case, when the interactions satisfy a uniform p-growth condition, the homogenization problem is well-understood. In this paper, we are interested in a degenerate situation, when the interactions neither satisfy a uniform growth condition from above nor from below. We consider interaction potentials that obey a p-growth condition with a random growth weight λ. We show that if λ satisfies the moment condition E[λ α + λ −β ] < ∞ for suitable values of α and β, then the discrete energy Γ-converges to an integral functional with a non-degenerate energy density. In the scalar case, it suffices to assume that α ≥ 1 and β ≥ 1 p−1 (which ensures the non-degeneracy of the homogenized energy density). In the general, vectorial case, we additionally require that α > 1 and
Introduction
Stochastic homogenization of uniformly elliptic systems and integral functionals with uniform growth is classic and well understood. In contrast, homogenization of systems and (vectorial) integral functionals with degenerate growth is more recent and the level of understanding is still incomplete, see discussion below. Gaining a deep understanding of the degenerate case is of mathematical interest in its own and moreover important for problems and applications in different fields: For example, discrete (convex & quadratic) integral functionals with degenerate growth are intensively studied in stochastic analysis, namely, as Dirichlet forms associated with random conductance models (see [14] for a survey). In that context homogenization corresponds to the validity of an invariance principle for a random walk in a random environment. Another application is atomistic modelling of materials, where homogenization of discrete integral functionals corresponds to an ansatz-free derivation of a continuum model via a discrete-to-continuum limit; in particular, models for rubber may lead to integral functionals with degenerate growth properties, e.g. see [32, 35] . In this contribution we study stochastic homogenization of discrete energy functionals with nonconvex random pair interactions of degenerate p-growth and finite range of dependence. For simplicity, in the introduction we restrict to the lattice graph L = Z d with edge set E = {e = [z, z + e i ] | z ∈ Z d , i = 1, . . . , d} and e 1 , . . . , e d being the canonical basis in R d . Later we consider complex hyper-cubic lattices and interactions of finite range. For 0 < ε ≪ 1 consider the energy functional H ε (ω; u, A) := ε 
where A denotes a domain in R d , u : εL → R n is a state variable, ∇u(e) denotes a discrete directional derivative, cf. (6), V (ω; ·, ·) : E ×R n → [0, ∞) denotes a random interaction potential, and ω stands for a configuration sampled from a stationary and ergodic law. In [2] , a general Γ-convergence result for functionals of the form (1) is proven under the assumption that the interaction potential V (ω; ·, ·) is non-degenerate, i.e., satisfies a uniform p-growth condition (see also [1, 19] for the non-random case). The key point and novelty of the present paper is to consider random potentials with degenerate growth: We suppose that λ(ω; e)( where Q denotes an arbitrary cube in R d . Note that this allows for interactions that are degenerate in the sense that we might have inf e∈E λ(ω; e) = 0 and sup e∈E λ(ω; e) = ∞ with positive probability.
Our main result proves that H ε (ω; ·, A) Γ-converges (for almost every ω) to a deterministic, homogeneous integral functional, whose limiting energy density (thanks to (2) ) is non-degenerate and satisfies a standard p-growth condition, cf. Theorem 3.1 and Corollary 3.4. For the convergence result in the scalar case (i.e. n = 1), it suffices to combine the moment condition (2) with an additional mild "convexity at infinity" assumption on the interaction potential V (ω; ·, ·), cf. Assumption 2.3 (b). In the vectorial case (i.e. n > 1), we need additional moment conditions, namely
On a technical level, the main difference between the scalar and the vectorial case shows up in a gluing construction (see Lemmas 3.16 and 3.17) , which we use e.g. to modify boundary values in the construction of recovery sequences. In the scalar case, the gluing construction relies on a truncation argument, which is a variant of a construction in [20] , where periodic homogenization is studied. In the vectorial case the truncation argument is not available. Instead, we impose relation (3) from which we deduce a Rellich-type compact embedding, see Lemma 3.15 . In the critical case The study of homogenization problems of differential equations (see e.g. the classical monograph [12] and the references therein) and integral functionals has a long history. Periodic (continuum) homogenization of convex and nonconvex integral functionals was studied in the seminal works [15, 38, 42] . In [23, 40] these results were extended to the stationary and ergodic, random case by appealing to the subadditive ergodic theorem in [6] . The interest in discrete-to-continuum Γ-limits for energies with nonconvex interactions is more recent, see e.g. [1, 2, 16, 17, 19, 34, 44, 45] . Homogenization of divergence form elliptic equations and of integral functionals with degenerate growth in the above sense have basically been studied in two situations:
(i) The weight functions are of Muckenhoupt class, see e.g. [8, 24, 25, 28] . These works exploit the existence of Sobolev inequalities in spaces with Muckenhoupt weights.
(ii) The weight functions satisfy moment conditions, see e.g. [20] where periodic, scalar, convex integral functionals are studied under the assumption that the periodic weight function λ satisfies λ, λ
This matches precisely our assumptions in the random and discrete setting, cf. (2) . The analysis in [20] (and related results for degenerate elliptic equations in divergence form, e.g. [47] , or for unbounded integral functionals with convex growth [27] ) relies on truncation methods.
In particular, in [4, 21] a quenched invariance principle is obtained under the moment condition
, cf. (3) with p = 2. The latter is used to establish a weighted Sobolev inequality, which is needed to implement a Moser iteration. The same moment condition and the topic of regularity is also addressed in [11] , which discusses a Liouville property for elliptic systems with degenerate, stationary and ergodic coefficients. A similar problem is addressed in [37] , where regularity results for the corrector in stochastic homogenization are proven in a percolation like situation. In the very recent work [3] , quantitative homogenization and large scale regularity results have been established for (discrete) elliptic equations on the supercritical (Bernoulli bond) percolation cluster. In a wider context, homogenization of non-convex vectorial problems with degenerate growth is studied in [10] , where soft and stiff inclusion are considered in a periodic setting, see also the monograph [33] for more on this and other 'non-standard' (periodic and stochastic) homogenization problems.
The results of the present paper are novel in various aspects.
• To our knowledge it is the first stochastic homogenization result for nonconvex vectorial (discrete) energy functionals with degenerate growth from below and above. We are not aware of any analogous result in the continuum case; we will extend the proofs of this paper to the continuum case in an upcoming work.
• As mentioned above, in the convex/monotone operator case stochastic homogenization with degenerate growth is considered under the assumption that the weight functions are of Muckenhoupt class for every realization, cf. [28] . Notice that the moment assumptions considered in our paper are less restrictive in the scalar case while they cannot directly be compared in the vectorial setting.
• We would like to emphasize that similar to [4, 5, 21] and [11] , we use the relation
, in order to obtain a weighted Poincaré inequality with a constant which can be controlled by the ergodic theorem. It turns out that in order to show the invariance principles in [4, 5, 21] or the regularity result of [11] the strict inequality is needed, but, as we prove, equality is sufficient to prove our homogenization result.
The main focus of our paper is to understand the general stationary and ergodic case in stochastic homogenization of nonconvex discrete energies. In the scalar case our moment conditions are optimal for homogenization towards a non-degenerate integral functional, see Remark 5. If we replace ergodicity by the strong assumption of independent and identically distributed weight functions λ(ω; e), then the moment condition on λ(ω; e) −1 can be significantly weakened by appealing to ideas from [41] and [5] . We describe this for a rather particular case in Section 3.2.
This article is organized as follows: In the next section we give the precise definition of our discrete energy. In Section 3 we state our main result, cf. Theorem 3.1 and Corollary 3.4, and present a detailed summary of its proof. In Section 4 we present the proof of Theorem 3.1 and several auxiliary results.
Notation
For convenience of the reader we list some of the notation used in the paper:
• d ≥ 2 dimension of the domain of u; n ≥ 1 dimension of the codomain.
• L (and E) stand for the set of vertices x, y, z, . . . (and edges b, e, . . .), see Section 2.
• N N stands for the subset of E for which we impose moment conditions on the growth from below, see Section 2.
• E 0 and N N 0 are defined in (4) and (5).
• [x e , y e ] our notation for an (oriented) edge e ∈ E.
• For A ⊂ R d and E ′ ⊂ E we write e = [x e , y e ] ∈ E ′ ∩ A if e ∈ E ′ and x e , y e ∈ A.
• Y = [0, 1) d denotes the fundamental region of the lattice.
• A ε , A ε g (A), A # (kY ) denote function spaces of piecewise affine functions (subordinate to εL or L, respectively), see (8) , (12) and (19) .
• ∂ ε b stands for a discrete directional derivative, see (7).
• For every A ⊂ R d and δ > 0, we define
In particular, we use this notation in connection with a parameter R ≥ 1, the range of interaction defined in (11).
• For A, B ⊂ R d we write A ⋐ B ifĀ is compact and contained in the open interior of B.
• We follow the convention that
Setting of the problem
The graph (L, E) and the edge set N N Fix d ≥ 2. We consider locally finite, connected, Z d -periodic graphs with oriented edges. More precisely, we assume that:
where k ∈ N and q 1 , . . . , q k ∈ Y := [0, 1) d with q 1 = 0 and q i = q j for i = j, (i.e. L is a crystal lattice).
• The edge set E ⊂ {[x, y]|x, y ∈ L, x = y} is Z d -periodic and locally finite, i.e. e ∈ E implies e + Z d ⊂ E and for all x ∈ L the set {[x, y] ∈ E} is finite.
For examples see the end of Section 2. Given a subset E ′ ⊂ E and two vertices x, y, we say (x, y) are connected in (L, E ′ ), if there exists a path ℓ = (x 0 , . . . , x m ) of finite length m ∈ N such that x 0 = x, x m = y and for all i = 1, . . . , m we have either [
we ignore the orientation of the edges when speaking about connectedness). We say that (L, E ′ ) is connected, if any two distinct vertices x, y ∈ L are connected in (L, E ′ ). We assume that:
The edge set E can be written as a direct sum of the lattice Z d and the generating edge set
Indeed, for every e ∈ E there exists a unique pair (z e , b e ) ∈ Z d × E 0 such that e = z e + b e .
In addition to E we consider another, possibly smaller set of edges, which we denote by N N and which is fixed from now on. Let us anticipate that we are going to assume moment conditions on the growth from below only for the potentials associated with edges in N N . We suppose that
A typical choice of N N is the set of nearest-neighbour edges. Note that our assumptions allow for more general choices of N N . We set
Discrete derivative We introduce discrete derivatives for state variables defined on the scaled lattice εL with scaled edge set εE. For a function u : εL → R n and e ∈ εE, we define the discrete directional derivative as ∇u(e) := u(y e ) − u(x e ) |y e − x e | ,
where x e , y e ∈ εL are the unique vertices with e = [x e , y e ]. Note that ∇u(e) ∈ R n . For z ∈ εL, b ∈ E 0 and u : εL → R n we introduce the notation
For our purpose it is convenient to identify u : εL → R n with a canonical piecewise affine interpolation. To that end, we fix a triangulation of L ∩ Y and denote by T its Z d -periodic extension. We set
In this paper we tacitly identify u : εL → R n with its unique interpolation in A ε . As usual, ∇u denotes the weak derivative of a function u : R d → R n with ∇u : R d → R n×d . Note that we have the following elementary relation between norms of discrete gradients and the corresponding norms of the associated piecewise affine interpolation:
and for all bounded Lipschitz domains A ⊂ R d and ε > 0 it holds
with R ≥ 1 defined in (11) below.
(For the convenience of the reader we present the elementary proof in Appendix A.)
At various places in the paper we consider functions u ∈ A ε defined on a Lipschitz domain A ⊂ R d subject to Dirichlet boundary conditions. With the latter we mean that u ∈ A ε is prescribed on all vertices outside of A and in a boundary layer of thickness proportional to ε (i.e. on all vertices that "interact" with vertices outside of A). For the precise definition we introduce the range of interaction, R defined as the smallest number with the following properties:
(a) the graph with vertex set
Remark 1. Note that R is a finite number that only depends on (L, N N ). By (a), we have
Furthermore, by (7) and (b) we have for any z ∈ Z d and u, v ∈ A ε :
Stationary and ergodic interaction potentials We consider random interaction potentials {V (ω; e, ·)} e∈E , V (ω; e, ·) : R n → [0, ∞), that are statistically homogeneous and ergodic, and continuous in their last argument. We phrase this assumption by appealing to the language of ergodic, measure preserving dynamical systems (which is a standard in the theory of stochastic homogenization, see e.g. the seminal paper [43] ): Let (Ω, F, P) denote a probability space and τ = (τ z ) z∈Z d a family of measurable mappings τ z : Ω → Ω satisfying
• (group property) τ 0 ω = ω for all ω ∈ Ω and τ x+y = τ x τ y for all x, y ∈ Z d .
• (stationarity) For every z ∈ Z d and B ∈ F it holds P(τ z B) = P(B).
• (ergodicity) All B ∈ F with τ z B = B for all z ∈ Z d satisfy P(B) ∈ {0, 1}.
be measurable in ω and continuous in r. We assume that the random interaction potentials {V (ω; e, ·)} e∈E take the form V (ω; e, ·) = V b e (τ ze ω; ·) for e = z e + b e ∈ E and all ω ∈ Ω.
Note that by this construction, for any finite set of edges e 1 , . . . , e m ∈ E and all r ∈ R n the joint distribution of the random variables V (ω; e 1 + z, r), . . . , V (ω; e m + z, r) does not depend on the shift z ∈ Z d . See the end of this section for examples.
Energy functional For given ε > 0 and A ⊂ R d , we define the energy of the discrete system
Note that (1) coincides with E ε (ω; u, A) for u ∈ A ε up to a small difference at the boundary: In (1) we sum over all edges in εE that connect vertices in A, while in the definition of E ε we sum over all edges e ∈ εE of the form e = z + εb with z ∈ εZ d ∩ A and b ∈ E 0 . For the upcoming analysis it is more convenient to work with E ε . However, as shown in Corollary 3.4 our results also hold for H ε .
Moment conditions We will prove a homogenization result for the energy E ε defined above under the following growth conditions on the interaction potentials V b :
Assumption 2.2. There exist 1 < p < ∞, a finite constant c 1 > 0, exponents
and random variables λ b : Ω → [0, ∞) (for b ∈ E 0 ) such that the following properties hold:
• (moment condition)
where E denotes the expected value.
Note that (15) in particular implies β β+1 p ≥ 1, where here and below we follow the convention that
We do not assume any quantitative continuity of the interaction potentials (like Lipschitz continuity), see Remark 8 for a further discussion. Moreover, in (17) the moment conditions on the growth from below are only imposed for edges in N N 0 . The above assumptions ensure coercivity of the energy E ε and that the homogenized energy density defined below satisfies a non-degenerate p-growth condition, see Lemma 3.6 and Lemma 3.9. However, we need some additional assumptions on the interaction potentials for our homogenization result: either we impose stronger moment conditions than (15) or we consider the scalar case only and impose some mild convexity at infinity condition on the interaction potentials V b . 
Examples
• (Lattices). A typical example for a graph (L, E) satisfying the above assumptions is given by the hyper-cubic lattice with finite range interactions, i.e. We also allow for more complicated lattices: For example, up to an affine transformation, the Kagome-lattice in R 2 is given by the set of vertices L = ∪ 3 i=1 (q i +Z 2 ) where q 1 = 0, q 2 = • (Potentials). For a given graph (L, E) we can introduce a canonical probability space as follows: Let ( Ω, B) denote the open interval Ω := (0, ∞) ⊂ R together with its Borel-σ-algebra B := B((0, ∞)). We denote by (Ω, F) = ( Ω E , B ⊗E ) the E-fold product measure space. Then for z ∈ Z d the maps τ z : Ω → Ω, (τ z ω)(e) := ω(e + z) form a group of measurable mappings. A simple example of a probability measure on (Ω, F) that turns τ into a stationary and ergodic dynamical system is the product measure P = P ⊗E , where P is an arbitrary probability measure on ( Ω, B). In that case, the coordinate projections {ω → ω(b)} b∈E are independent and identically distributed random variables.
A model family of random potentials {V (ω; e, ·)} e∈E is given by
where (z e , b e ) ∈ Z d × E 0 is uniquely defined by e = z e + b e and where we assume that the finite set of potentials {V b } b∈E 0 satisfies V b ∈ C(R n , [0, ∞)) and a standard p-growth condition for some p > 1. Note that in this model case incidentally we have
Let us mention some more specific examples for V b and conditions that ensure Assumptions 2.2 and 2.3.
-Set n = 1 and V b (r) = r 2 for all b ∈ E 0 . This corresponds to a random conductance model, cf. [14] . In this case, the Assumptions 2.2 and 2.3 (B) are satisfied for p = 2 if E[ω(e)] < ∞ for all e ∈ E 0 and E[ω(e) −1 ] < ∞ for all e ∈ N N 0 .
-Set n = 1 and V b (r) = (r 2 − 1) 2 . These potentials are not convex but satisfy -Set n = d = 2 and consider the lattice graph (Z 2 , E) with the generating edge set E 0 = {±e 1 , ±e 2 , ±(e 1 + e 2 ), ±(e 1 − e 2 )}. Choosing V b (r) = (|r| − 1) 2 , r ∈ R 2 , the energy E ε (ω; u, A) corresponds to the elastic energy of a deformation u of the weighted lattice εZ d ∩ A. The Assumptions 2.2 and 2.3 (A) are satisfied for p = 2 if
Remark 2. In this work, we consider Z d -periodic graphs, but the analysis directly extends to general Bravais (multi) lattices. An interesting extension of our analysis is to consider stationary and ergodic random lattices as in [2] . In this context, two settings might be distinguished: If the geometry of the random lattice is regular in the sense of approximation theory (e.g. in the sense of [2, Definition 13]), we expect that the analysis of this paper can be adapted without major difficulties. On the other hand, it is an interesting and open question to which extend our result is valid for random lattices with "degenerate geometry", which e.g. might feature regions with a low or very high density of vertices.
Main result
The main theorem of this paper is a homogenization result for the energy E ε , cf. (14) . 
and there exists a set Ω ′ ⊂ Ω with P(Ω ′ ) = 1 such that for all ω ∈ Ω ′ the following properties hold:
For all bounded Lipschitz domains A ⊂ R d the sequence of functionals (E ε (ω; ·, A)) ε Γ-converges with respect to the L β β+1
p (A)-topology as ε ↓ 0 to the functional E hom (·, A) given by
In Section 3.1 below we outline the proof of Theorem 3.1, which is split into several lemmas and propositions. In particular, Theorem 3.1 directly follows from Proposition 3.12, which yields the Γ-liminf inequality, and 3.13, which asserts the existence of a recovery sequence.
The homogenized energy density W hom can be characterized by means of asymptotic formulas.
Lemma 3.2. Consider the situation of Theorem 3.1. For all F ∈ R n×d we have
with g F (x) = F x for all x ∈ R d and p compactly embeds. In fact, we can further improve the convergence, by appealing to the fact that our energy controls a weighted L p -norm of the gradient with a weight that is stationary and ergodic. The upcoming lemma is of particular interest in the critical case
Lemma 3.3 (Compactness). Suppose Assumption 2.2 is satisfied. Fix ω ∈ Ω 0 , which is a set of full measure that is introduced below, cf. Remark 7. Fix a bounded Lipschitz domain A ⊂ R d and consider a sequence (u ε ) satisfying
(For the proof see Section 4.2.)
As it is well-known, Γ-convergence is stable under perturbations by continuous functionals and implies convergence of minima and minimizers under suitable coercivity properties. In the following we make this explicit and establish a compactness and Γ-convergence result for discrete energies subject to Dirichlet data and with additional body forces of the form
We assume that the sequence f ε : εL ∩ A → R n weakly converges to a limit
Corollary 3.4. In the situation of Theorem 3.1, fix ω ∈ Ω ′ , a Lipschitz domain A ⊂ R d and an exponent 1 ≤ q < ∞ satisfying (21) . Consider the functional
where
We assume weak convergence of the body forces in the sense of (22) . Then the following properties hold:
(a) (Coercivity) Any sequence (u ε ) with finite energy, i.e.
admits a subsequence that strongly converges in L q (A, R n ) (and weakly converges in W 1,
(b) (Γ-convergence) The sequence (J ε ) Γ-converges with respect to strong convergence in L q (A) to the functional J hom given by
and it holds lim inf
Moreover, every minimizing sequence (u ε ) strongly converges (up to a subsequence) in
(For the convenience of the reader, we give a proof in Appendix A.) Remark 3. In Corollary 3.4, H ε can be replaced by E ε (ω; ·, A) without changing the limit, since both energies only differ close to the boundary. We phrase Corollary 3.4 in terms of H ε , since this allows an easier comparison with existing results in the discrete-to-continuum literature, see [1, 2] .
Remark 4 (Homogenization of the Euler-Lagrange equation)
. If the potentials V b (ω; r) are strictly convex and smooth in r, then the minimizer of J ε can be characterized as the unique solution u ε ∈ A ε g (A) to the Euler-Lagrange equation
Hence, Corollary 3.4 can be rephrased as a homogenization result for the discrete elliptic equation above. In the following, we consider the quadratic case, i.e. V b (ω; r) = λ b (ω)r 2 , only. In this situation, the homogenized energy density turns out to be quadratic; i.e. it can be written in the form W hom (F ) = 1 2 F · LF for some symmetric, strongly elliptic fourth order tensor L. By Corollary 3.4 we conclude that
Elliptic systems with degenerate random coefficients are considered in [11] in a continuum setting. In that paper sublinearity of the (extended) corrector (and thus the homogenization result) is established under the assumption
, which is stronger than
(our assumption of Corollary 3.4). As mentioned earlier, in the scalar case, the continuum and periodic analogue of the above statement is contained in [20, 47] , but we are not aware of an extension to the random setting. An exception is the scalar case in dimension d = 2: In this situation the invariance principle proven in [14] implies the above homogenization result.
Remark 5 (Optimality). Assumption 2.2 is optimal in the following sense: If condition (15), i.e. α ≥ 1 and β ≥ 1 p−1 , is violated, then the homogenized energy density W hom might become degenerate. To illustrate this fact we consider the integer lattice
where {ω(x)} z∈Z are independent and identically distributed (0, ∞)-valued random variables. Note that the energy describes a layered medium that is constant in any direction different from e 1 . Since the energy is convex and quadratic, and the medium is layered, the auxilliary energy densities W
hom (ω; F ), see (18) , can be calculated explicitly (e.g. by appealing to the associated Euler-Lagrange equation, which factorizes to one-dimensional equations). Indeed, one can show that for all ω ∈ Ω, k ∈ N and ℓ ∈ R we have
1 can be applied. In particular, Assumption 2.2 is satisfied (note that p = 2). On the other hand, if E[
hom (·; ℓe 1 )] = 0, and we deduce that W hom (ℓe 1 ) = 0 for all ℓ. Hence, W hom is degenerate from below. Likewise,
and we deduce that W hom (e 2 ) = ∞, which means that W hom does not satisfy the growth condition from above.
To check optimality of the exponent β = 1 p−1 for general p > 1, it suffices to replace the quadratic term |∂ ε e i u(z)| 2 in (24) by the p-th power |∂ ε e i u(z)| p . For all ω ∈ Ω, k ∈ N and ℓ ∈ R, it follows
As above, we obtain that
Outline of the proof of Theorem 3.1
A key ingredient in any result on stochastic homogenization is ergodic theory. We rely on two types of ergodic theorems. The first one is Birkhoff's individual ergodic theorem:
Another ingredient is an ergodic theorem for subadditive quantities. Similarly to the continuum case (cf. [23, 40] ), we define for all F ∈ R n×d and measurable
, where g F denotes the linear map g F (x) = F x. It turns out that m F (ω; ·) is subadditive and we derive from a variant of the Ackoglu-Krengel subadditive ergodic theorem, cf. [2, 6] : Lemma 3.6. Suppose Assumption 2.2 is satisfied. For every F ∈ R n×d there exists a set Ω F ⊂ Ω of full measure such that for all cubes Q satisfyingQ = [a, b] with a, b ∈ R d and ω ∈ Ω F :
The proof of this statement is rather standard. For the convenience of the reader we present the argument in Appendix A.
Remark 6. The small non-locality of the discrete energy (i.e. E ε (ω; u, A) potentially depends on the values of u on the larger set (A) εR with R defined in (11)) makes the construction of suitable subadditive quantities slightly more subtle than in the continuum case. Note that by definition (12), we have
Hence, functions in A 1 0 (A) vanish in a "safety zone" close to ∂A. This takes care of the small non-locality of the energy E ε . In particular, we have the following additive structure: For all
For future reference we state a rescaled version of (26) , which is proven in Section 4:
Corollary 3.7. Suppose Assumption 2.2 is satisfied. Let F ∈ R n×d and let g : R d → R n denote an affine function with ∇g ≡ F . Then for all ω ∈ Ω F and all cubes Q satisfyingQ = [a, b] with a, b ∈ R d we have
We are going to prove our main theorem with W hom replaced by W 0 and show a posteriori that W 0 = W hom (cf. proof of Lemma 3.2).
Before we outline the proof of the main theorem, we comment on the exceptional sets in the two ergodic theorems, since this is a slightly subtle issue.
Remark 7. Both "good" sets Ω f and Ω F in Theorem 3.5 and Lemma 3.6 depend a priori on f (resp. F ), but not on A (resp. Q). In the proof of Theorem 3.1 we apply (25) to a finite number of different functions, which are all related to the weight functions λ b . Therefore, a posteriori we may find a common "good" set Ω 0 of full measure. We denote this set by Ω 0 . For the set Ω F appearing in the subadditive ergodic theorem, the situation is more subtle. Clearly we can find a common "good" set Ω 1 of full measure such that (26) 
• (25) is valid for the finite family of functions f mentioned above,
• (26) holds true for all F ∈ Q n×d .
We outline the proof of Theorem 3.1 and refer to Section 4 for details and the proofs of the lemmas and propositions below. We first observe that thanks to the moment condition in Assumption 2.2 the energy density W 0 is non-degenerate:
By exploiting the boundedness of E[λ
] for b ∈ N N 0 we obtain equicompactness of the energy:
Lemma 3.9 (Compactness). Suppose Assumption 2.2 is satisfied. Fix ω ∈ Ω 0 , cf. Remark 7, and a bounded Lipschitz domain A ⊂ R d . Let (u ε ) denote a sequence with finite energy, i.e. satisfying (20) .
The previous lemma combined with a two-scale argument allows to construct recovery sequences for affine limits: Lemma 3.10 (Recovery sequence-affine limit). Suppose Assumption 2.2 is satisfied. Consider an affine function g : R d → R n with ∇g = F and fix ω ∈ Ω F ∩ Ω 0 , cf. Remark 7. Then for all bounded Lipschitz domains A ⊂ R d there exists a sequence (u ε ) such that
Up to this point our argument only relied on the general moment condition of Assumption 2.2.
To proceed further, we require localization arguments that are based on gluing constructions for which we additionally need to suppose Assumption 2.3, see Lemmas 3.16 and 3.17 below. In addition to these gluing contructions, the generalization of Lemma 3.10 to non-affine limits crucially relies on some mild regularity properties of W 0 , which we state next: The proof of the continuity of W 0 combines the recovery sequence constructions for affine functions, cf. Lemma 3.10, and the already mentioned gluing constructions in Lemma 3.16 and Lemma 3.17.
Remark 8. If we assume in addition that the potential V b is p-Lipschitz continuous, i.e. that there exists a constant L > 0 such that for all r, s ∈ R n and b ∈ E 0 it holds
our proof simplifies. Indeed, adapting arguments of [23, 40] , where the unweighted continuum case is considered, we deduce from (29) directly that W 0 is p-Lipschitz continuous and that there exists a set of full measure such that (26) holds true for all F ∈ R n×d . In the continuum case, (29) might be considered to be a mild assumption: Since quasiconvex integrands with p-growth automatically satisfy (29), the p-Lipschitz condition already would follow from the growth condition (16) and lower semicontinuity of E ε . This observation fails in the discrete case considered here. We therefore do not assume (29) .
We prove the liminf inequality by appealing to the blow-up technique, introduced in [31] , cf. [18, 27] for similar applications to homogenization: 
With the continuity of W 0 (Proposition 3.11) and the liminf inequality (Proposition 3.12) at hand, the existence of a recovery sequence for arbitrary functions in W 1,p can be easily deduced from the existence of a recovery sequence for affine functions (Lemma 3.10) as outlined in Section 4: 
We finally state the (somewhat technical) gluing constructions that we apply in the proofs of Proposition 3.11, 3.12 and 3.13. In the vectorial case our construction is based on a compact embedding in weighted spaces. It relies on the following weighted Poincaré inequality:
Lemma 3.14. Let Assumption 2.2 be satisfied and let 1 ≤ q < ∞ satisfy
Then there exists a constant C < ∞ such that for every cube
Combined with a two-scale argument we obtain:
Lemma 3.15. Let Assumption 2.2 be satisfied and suppose (30) with
and a bounded Lipschitz domain
In the proof of Theorem 3.1, we use Lemma 3.14 and Lemma 3.15 in the case p = q, where (30) coincides with (3). If we assume p = q and the strict inequality
, we obtain (33) from (32) and u ε ⇀ u in L 1 (A, R n ) rather directly using Hölder's inequality, Birkhoff's Theorem 3.5 and the Rellich compact embedding. Finally, we state the gluing constructions. 
Set E := lim sup ε↓0 E ε (ω; u ε , A). Then for all δ > 0 sufficiently small and m ∈ N, there exists
and
In the scalar case, i.e. n = 1, we provide a different gluing construction that relies on a truncation argument and allows for weaker moment-conditions. 
, and (u ε ) a sequence with u ε ∈ A ε satisfying (34). Set E := lim sup ε↓0 E ε (ω; u ε , A). Then for all δ > 0 sufficiently small, m, M ∈ N and s > 0, there exists
such that (36) holds, and
where h(a) = 1 + a p + a q , and 1 < q < p as in Assumption 2.3 (B).
Moment conditions under independence
The moment condition imposed on the growth from below can be weakened if we replace ergodicity by the assumption of independent and identically distributed (iid) weights. Below, we discuss the argument for the lattice graph (Z d 
cf. the proofs of Lemma 3.2, Lemma 3.6
Step 4, Lemma 3.9 and Lemma 3. 10 Step 2. We argue that this estimate extends to the specific random environment that we introduce next: Set Ω := (0, ∞) and fix a probability measure P on ( Proposition 3.18. Let ( Ω, P) be defined as above and suppose that
Then, for all
With Proposition 3.18 at hand, it is straightforward to adapt the proof of Theorem 3.1 in the situation of Proposition 3.18 and to obtain the following:
and one of the following conditions is satisfied: 
where V ∈ C(R n , [0, ∞)) satisfies standard p-growth.
Remark 9.
An interesting, open question is whether the assumptions on the exponents α, γ are critical for the above conclusion or not. In the following, we discuss the special case of scalar problems with quadratic potentials (i.e. p = 2), Γ-convergence in L 2 (i.e. q = 2), and α = 1. This case corresponds to a random conductance model on Z d with independent and identically distributed conductances. In this situation our results yield Γ-convergence (in L [5, 41] for related results. In particular, in [9] it is shown that in the subcritical case γ < γ c the associated heat kernel features an anomalous decay due to trapping of the random walk, while this is not the case for γ > γ c .
Proofs
We tacitly drop the dependence on ω in our notation, e.g. we simply write E ε (u, A) instead of E ε (ω; u, A) or m F (A) instead of m F (ω; A). Furthermore, we shall use the shorthand notation
where ⌊·⌋ denotes the lower Gauss bracket extended component-wise to R d .
4.1
Compactness and recovery sequence in the affine case: Corollary 3.7 and Lemmas 3.8, 3.9 and 3.10
Proof of Corollary 3.7. The definition of m F and a change of variables yield
where we have used that the right-hand side does not change if we add a constant to g. On the other hand, we have by Lemma 3.6
Proof of Lemma 3.8. The upper bound is a direct consequence of the upper bound in (16) and
To prove the lower bound, we fix F ∈ R n×d and ω ∈ Ω 0 ∩ Ω F , cf. Remark 7. Denote by g F the linear function g F (x) = F x. Let (φ k ) k be such that φ k ∈ A 1 0 (kY ) and
Consider k ≫ R. Using (16),´( kY ) −R ∇φ k dx = 0, (10) and Hölder's inequality, we obtain
Theorem 3.5 and (39) yield
, and thus the lower bound for W 0 by Assumption 2.2.
Proof of Lemma 3.9. Fix ω ∈ Ω 0 .
Step 1. (L β β+1
p boundedness of ∇u ε ). We claim that lim sup
In the case β < ∞, Hölder's inequality with exponents ( β+1 β , β + 1) yields
Two applications of Theorem 3.5 yield
≤ lim sup
< ∞, and thus lim sup
Combining (10) and (42), we obtain the claim (40) . If β = ∞ (and thus β β+1 p = p), the previous argument simplifies, since we can use the trivial
Step 2. (Equi-integrability). We claim that lim sup k↑∞ lim sup
We only need to consider the case 
By appealing to the decomposition λ
with χ denoting the indicator function of the peak level set {λ
Thanks to (42) and E[λ
The combination of the previous three estimates yields lim sup
which implies the asserted estimate (43), as can be seen by an argument similar as in the proof of Lemma 2.1.
Step 3. We claim that u ∈ W 1, Step 4. We prove u ∈ W 1,p (A, R n ) by a duality argument (similar to [28, Theorem 5.1]). By Poincaré's inequality it suffices to show ∇u ∈ L p (A, R n×d ). Fix j = 1, . . . , d, k = 1, . . . , n and a test function ϕ ∈ C ∞ c (A). Set U = spt ϕ ⋐ A and ϕ(z) = sup x∈z+εY |ϕ(x)| for z ∈ εZ d . We get for ε > 0 sufficiently small
The lower semicontinuity of the norm and Theorem 3.5 yield
Since ϕ is smooth, we get by taking a sequence (η m ) m∈N with η m ↓ 0 as m ↑ ∞:
. . , n and j = 1, . . . , d by duality.
Proof of Lemma 3.10. Recall that F = ∇g. We fix ω ∈ Ω F ∩ Ω 0 , cf. Lemma 3.6 and Remark 7. Our argument relies on a two-scale construction (that is similar to [40, Lemma 4.2 Step 1] where the non-degenerate continuum case is discussed). We introduce an additional length scale η ∈ (0, 1) (with ε ≪ η ≪ 1), and cover A into disjoint cubes Q z with side length η: For z ∈ Z d set Q z := η(z + Y ) and denote by
the set of labels associated with cubes inside A (with some safety distance to ∂A), and by
the labels of "boundary" cubes. Set ∂ η A := z∈J Q z and note that
where the last identity holds, since A has a Lipschitz boundary. Based on this partition we construct a doubly indexed sequence u ε,η which perturbs the affine map g by functions in A ε 0 (Q z ), z ∈ I. This is done in Step 1. In
Step 2 and Step 3 we estimate the perturbation and in Step 4 we conclude by extracting a suitable diagonal sequence.
Step 1. Construction of u ε,η . For each z ∈ I choose (φ ε,η,z ) ε ⊂ A 1 with φ ε,η,z ∈ A 0 ( 1 ε Q z ) such that
and define u ε,η ∈ A ε via
We claim that
where O(η) denotes a (non-negative) function with lim sup η↓0 O(η) = 0. This can be seen as follows: A direct consequence of (44) and
, we obtain by the definition of φ ε,η , u ε,η and the arguments in Remark 6 that
With (45) the lower bound in (46) follows:
Similarly, we have
The second term can be estimated by (16) and Theorem 3.5 as lim sup ε↓0 j∈J
Hence, the upper bound of (46) follows:
Step 2. Estimate on φ ε,η,z . We claim that max z∈I lim sup
where stands for ≤ up to a constant that is independent of η. Next we provide the argument: Since φ ε,η,z ∈ A 1 0 ( 1 ε Q z ), the function φ ε,η,z vanishes outside ( 1 ε Q z ) −R , and thus
For β < ∞, the second term on the right-hand side above can be estimated as follows:
.
The combination of the previous two estimates, (16) , (45) and Birkhoff's ergodic theorem, cf. Theorem 3.5, yields lim sup
Thanks to (17) this implies (47) . If β = ∞ (and thus β β+1 p = p), the previous argument simplifies, since we can smuggle in the weight with the trivial estimate | · | p ≤ sup Ω (
Step 3. Estimate on u ε,η . We claim that lim sup
Indeed, due to the definition of u ε,η and by the Poincaré-Friedrich inequality we get
p dx which combined with (44) and (47) p |A|, and thus the asserted estimate.
Step 4.
Then by Step 1 and
Step 3, we have lim sup
Hence, by Attouch's diagonalization argument there exists a diagonal sequence η = η(ε) such that f (ε, η(ε)) → 0 for ε ↓ 0 and we deduce that u ε := u ε,η(ε) defines the sought after recovery sequence. 
Compactness and embeddings in weighted spaces
where (v) Q := ffl Q v(x) dx and the convention α−1 α = 1 for α = ∞ and β+1 β = 1 for β = ∞. Fix Q ∈ Q ε and v ∈ A ε . By Hölder's inequality with exponent α ∈ (1, ∞), we have
From (10), (48), and a further application of Hölder's inequality with exponent β + 1 ∈ (1, ∞), we deduce
Inequality (31) follows from the previous two estimates. If α = ∞ or β = ∞, we may put in the weights not by appealing to Hölder's inequality, but with help of the elementary pointwise estimates
Proof of Lemma 3.15. Fix ω ∈ Ω 0 and A ′ ⋐ A. We show that (31) implies (33) by a two-scale argument similar to the one in the proof of Lemma 3.10: We introduce an additional length scale η ∈ (0, 1) (with ε ≪ η ≪ δ), and cover A ′ with cubes of side-length η.
Moreover, we denote by Q ε i the smallest cube in
Choosing η sufficiently small we have ∪ i∈I (Q ε i ) ε ⋐ A, and thus
We claim that for every f ∈ L 1 (Ω) we have
Indeed, for given ρ > 0, we have (Q ε i ) εR ⊂ (Q i ) ρ for ε > 0 sufficiently small and thus by Theorem 3.5 that lim sup
Since ρ > 0 can be chosen arbitrarily small, we get (49). Since #I < ∞, we have lim sup ε↓0 sup i∈I c ε,i ≤ sup i∈I lim sup ε↓0 c ε,i for c ε,
) and thus (49) yields lim sup
Since A ′ ⊂ i∈I Q ε i , we have with u ε,i :=
The combination of both yields lim sup ε↓0 i∈I
We claim that lim sup ε↓0 i∈IˆQ
where here and below C denotes a finite constant that might change from line to line but can be chosen independent of ε and η. Note that the right-hand side vanishes as η ↓ 0, since the exponent is always positive thanks to our assumption
Hence, the proof of the lemma follows from the combination of (51) and the previous estimates by taking the limit η ↓ 0. We start our argument for (51) with an application of Lemma 3.14, which combined with (50) and the moment condition (17), yields lim sup ε↓0 i∈IˆQ
with the convention that
Indeed, the first estimate follows from Hölder's inequality if q < p and from the discrete ℓ q p − ℓ 1 estimate if q ≥ p. The second estimate holds due to the fact that (for sufficiently small ε ≪ 1) any point z ∈ εZ d is contained in at most 2 d cubes (Q ε i ) εR with z ∈ (Q ε i ) εR , and thus the double sum i∈I z∈εZ d ∩(Q ε i ) εR on the right-hand side can be reduced to z∈εZ d ∩A . Combined with (52) and (32) the claimed inequality (51) follows.
Proof of Lemma 3.3. Since (u ε ) has finite energy, cf. (20), we obtain by Lemma 3.9 that u ∈ W 1,p (A, R n ) and u ε ⇀ u weakly in W 1,
We argue that the conclusion remains valid in the critical case by appealing to Lemma 3.15. We first notice that (21) still implies u ∈ L q (A, R n ) by the Gagliardo-Nirenberg-Sobolev inequality. Hence, for any δ > 0 we find
We would like to apply Lemma 3.15 with α = ∞. In order to do so we need to modify the weight functions: Set λ b := min{λ b , 1} for b ∈ N N 0 and λ b := 1+min{λ b , 1} for b ∈ E 0 \N N 0 . Without loss of generality we might assume that E 0 \ N N 0 = ∅, otherwise we simply add an additional edge. Note that:
• The weights λ b satisfy the moment conditions (17) with α = ∞, β = β and we have
• Fromλ b ≤ λ b for all b ∈ N N 0 and (20) we deduce that lim sup
• We have 1 ≤
Hence, by Lemma 3.15 applied with exponents p,ᾱ,β, we get lim sup
Since δ > 0 is arbitrary, the conclusion follows.
Gluing construction: Lemmas 3.16 and 3.17
Proof of Lemma 3.16. We adapt the classical averaging argument of De Giorgi [26] , see also [42, Proof of Lemma 2.1(b)], to the present discrete and degenerate setting. The sought after functions v ε differ from u ε only close to the boundary of A in a thin layer of thickness proportional to δ. In this layer v ε is defined (with help of suitable cut-off functions φ k ) as a convex combination of u and u ε , see Step 1 below. In the main part of the proof (see Step 2 and Step 3) we estimate the (asymptotic) energy increment lim sup ε↓0 E ε (v ε , A) − lim sup ε↓0 E ε (u ε , A), e.g. by appealing to Lemma 3.15.
Without loss of generality we may assume that
Fix parameters δ > 0 and m ∈ N. In the following stands for ≤ up to a multiplicative constant which is independent of δ, ε, k, m and u.
Step 1. Construction of the modified sequence. For k = 0, . . . , m we introduce the sets
. Moreover, the minimal distance between the boundary of consecutive sets, say A 1 − and A 1 , is at least
Note that for all b ∈ E 0 and for all ε > 0 sufficiently small compared to δ m we have 
we have
We claim that it suffices to prove lim sup
Indeed, from (55) and A 0 = (A) −δ we conclude that lim sup ε↓0
is bounded by the right-hand side of (35) . Since
is an arithmetric mean of nonnegative numbers, we find a sequence (k ε ) satisfyingk ε ∈ {1, . . . , m − 1} and E ε (uk
Step 2. Estimates on A k and A \ A k+1 . The starting point for the proof of (55) is a decomposition of an energy difference: For S k := A k+1 \ A k we have:
Thanks to V b ≥ 0 and
Combined with the definition of E we get lim sup
Hence, we obtain by (16), A 0 ⊂ A k+1 and Theorem 3.5
Step 3. Estimates on S k . We claim that lim sup
By (16) and (54), we have
Notice that
Hence, similar calculations as for (57) yield lim sup
Next, we estimate the term involving |∂ ε b u ε | p in (59). Using (16), (60) and Theorem 3.5, we obtain lim sup
Finally, we consider the term involving u ε − u. We claim that lim sup
Indeed, by the definition of A ε there exists a constant c 4 > 0 depending only on T and 1 ≤ q < ∞ (and not on ε > 0) such that for all u ∈ A ε and z ∈ εZ d
Hence, from (64), (60), (4)), and Lemma 3.15 (with q = p) we obtain lim sup
Combining (59), (61), (62) and (63), we obtain (58).
Proof of Lemma 3.17. Without loss of generality we may assume that
Fix parameters δ > 0, m, M ∈ N and s > 0. In the following we write if ≤ holds up to a multiplicative constant which is independent of δ, ε, m, M, u, s and the additional index k that will show up in the construction below.
The argument is a modification of the proof of Lemma 3.16. It additionally invokes a truncation argument that truncates peaks at level s > 0 of the scalar function u − u ε : We define w ε ∈ A ε via w ε (x) = max{min{s, u ε (x) − u(x)}, −s}, x ∈ εL.
In contrast to Lemma 3.16 the estimate of lim sup ε↓0 E ε (v ε , A)−lim sup ε↓0 E ε (u ε , A) is not based on Lemma 3.15, but exploits the good interplay between the truncation and Assumption 2.3 (B), see
Step 3 below.
Step 1. Construction of the modified sequences.
For k = 0, . . . , m let A k − , A, A k + and φ k be defined as in the proof of Lemma 3.16. Let u k ε ∈ A ε be defined by u k ε (x) = u(x) + φ k (x)w ε (x) for x ∈ εL, and set
We claim that it suffices to show that lim sup
Indeed, combining the argument below (55) in the proof of Lemma 3.16 and the definition of h in the statement of Lemma 3.17, we arrive at (37) .
As in the proof of Lemma 3.16, we prove (65) by splitting the energy into its contributions associated with A \ A k and A k .
Step 2. Estimate on A \ A k . We claim that lim sup
The argument is similar to the proof of Lemma 3.16. In particular, on the subdomain A \ A k+1 the argument remains unchanged, since the sequences coincide on this set -as can be seen by comparing (53) with the identity
which holds for all ε > 0 sufficiently small. On S k := A k+1 \ A k we replace (59) with the estimate
the proof of which we postpone to the end of this step. Then, as in the proof of Lemma 3.16 the asserted inequality (66) follows from (57), (61), (62) and
which follows from Birkhoff's ergodic theorem. Finally, we prove (67). Note that by construction we have
Combined with ∇φ k
which together with the growth condition (16) yields (67).
Step 3. Estimate on A k .
We claim that lim sup
For the proof define the indicator function
and note that the claim follows from the following three estimates:
and (69a) follows by summation. Argument for (69b). By definition of w ε we have
For ε > 0 sufficiently small, the endpoints of any edge z + b with z ∈ εZ d ∩ A k and b ∈ E 0 are contained in A. Hence,
4.4 Continuity of W 0 : Proposition 3.11
Proof of Proposition 3.11. Let F ∈ R n×d and let (F N ) ⊂ R n×d denote an arbitrary sequence converging to F . We denote by g and g N the linear functions defined by g(x) := F x and g N (x) := F N x. We claim that
Since F and (F N ) are arbitrary, this implies continuity of W 0 . We split the proof of (73) into three steps.
Step 1. Proof of the lower bound. We claim that
cf. Lemma 3.6 and Remark 7. For given N ∈ N, we find by Lemma 3.10 a sequence (u N ε ) such that lim
We compare W 0 (F N ) and W 0 (F ) on the level of the energy functional E ε (ω; ·, Y ). For this purpose we represent W 0 (F ) via (27) and we need to fit the boundary values of u N ε to the condition in the minimization problem (27) . This is done by appealing to the gluing constructions of Lemma 3.16 and Lemma 3.17. We first discuss the vectorial case: assume Assumption 2.3 (A). An application of Lemma 3.16 to u ε = u N ε , u = g N and u = g (with N fixed), shows that there exists a constant C < ∞ such that for δ > 0 sufficiently small and m ∈ N we have a sequence
Thanks to (27) and (74) this implies
. Taking successively the limits superior N ↑ ∞, m ↑ ∞ and δ ↓ 0, the asserted lower bound follows. In the scalar case, i.e. under Assumption 2.3 (B), we proceed similarly: From Lemma 3.17 and (27) we deduce that there exists C < ∞ such that for δ > 0 sufficiently small, m, M ∈ N and s > 0 it holds:
Taking successively the limits superior N ↑ ∞,
Step 2. Proof of the upper bound. The upper bound estimate lim sup N ↑∞ W 0 (F N ) ≤ W 0 (F ) follows by interchanging the roles of F and F N in the argument of Step 2: Indeed, by Lemma 3.10, we find a sequence (u ε ) such that lim
Using Lemma 3.16 and (27), we find
Thus, taking successively the limit superior N ↑ ∞, m ↑ ∞ and δ ↓ 0, we obtain the asserted upper bound estimate. Obviously, we can show the same inequality in the scalar case by appealing to Lemma 3.17.
Lower bound: Proposition 3.12
Proof of Proposition 3.12. Let (u ε ) and u ∈ W 1,p (A, R n ) be such that u ε ⇀ u in L 1 (A, R n ). We need to show that lim inf
By passing to a subsequence, we may assume that
From (76) and Lemma 3.9, we deduce that
Step 1. Localization. We define a sequence of positive Radon measures (µ ε ) via
and note that 
cf. [29, Section 1.9] . By the Lebesgue decomposition theorem, we can decompose the measure µ with respect to the Lebesgue measure into its absolutely continuous part and its singular part, that is µ = µ a + µ s with µ a ≪ dx and µ s ⊥ dx. Moreover, µ a and µ s are positive Radon measures and there exists a non-negative f ∈ L 1 (A) with µ a = f dx and
with
Indeed, we have lim inf
Step 2. Approximate differentiability.
We claim that for a.e. x 0 ∈ A we can find a sequence ρ j ↓ 0 and a sequence of affine functions (g j ) with ∇g j ≡ F j ∈ Q n×d and g j (x 0 ) = u(x 0 ) such that
This can be seen as follows: Since u ∈ W 1,p (A, R n ), by approximate differentiability (cf. [29, Section 6.1]) there exists a set S ⊂ A of measure zero such that for all x 0 / ∈ S we have
Evidently, in the line above we might replace ∇u(x 0 ) by a suitable sequence (F ρ ) ⊂ Q n×d converging to ∇u(x 0 ). Hence, the affine function
satisfies (81) (for any sequence ρ j ↓ 0). Next, we prove (82). Without loss of generality we may assume that for x ∈ A \ S we have (79), (83) and
In particular, we can find a sequence ρ j ↓ 0 with µ(∂Q ρ j (x 0 )) = 0. Now, (82) follows from (78) and (79).
Step 3. Proof of (80) in the vectorial case. Suppose Assumption 2.3 (A) is satisfied and let x 0 , (ρ j ), (g j ) and (F j ) be as in Step 2. For convenience, set Q j := Q ρ j (x 0 ). Since (F j ) ⊂ Q n×d and ω ∈ Ω 1 , Corollary 3.7 yields
We apply the gluing Lemma 3.16 with A = Q j , u = g j . Hence, for all δ =δρ j with 0 <δ ≪ 1 and m ∈ N there exists a sequence
Above, the constant C is independent of j, m andδ. Hence, since v ε ∈ A ε g j (Q j ) and thanks to (84), (77) and (78) we get
We successively take the limits j → ∞, m ↑ ∞ andδ ↓ 0 by appealing to the continuity of W 0 , (81), (82), (79) and f (x 0 ) < ∞. This yields
Since this is true for a.e. x 0 ∈ A, the proof of (80) is complete.
Step 4. Proof of (80) in the scalar case. Suppose that Assumption 2.3 (B) is satisfied. We proceed analogously to Step 3 with the only difference that instead of Lemma 3.16 we apply Lemma 3.17. The latter shows that there exists a constant C such that for all m, M ∈ N and s > 0 and j we have
We substitute s = ρ j m 2 . Now, the conclusion follows by taking successively the limits superior j → ∞, m ↑ ∞, M ↑ ∞ andδ ↓ 0.
Recovery sequence: Proposition 3.13
Proof of Proposition 3.13. Throughout the proof, we fix ω ∈ Ω 1 .
Step 1. Recovery sequence with prescribed boundary values for affine functions. Let g be an affine function and set F := ∇g. Let A ⊂ R d be a bounded Lipschitz domain. We claim that there exists a sequence (u ε ) with
We first show that we can find a sequence v ε ∈ A ε that satisfies (85) (but not necessarily coincides with g on the boundary). To that end let (F j ) ⊂ Q n×d be a sequence converging to F and set g j (x) := g(0) + F j x. By the definition of Ω 1 , cf. Remark 7, and Lemma 3.10 there exists for every j ∈ N a sequence u ε,j such that u ε,j → g j in L β β+1 p (A, R n ) and lim ε↓0 E ε (u ε,j , A) = |A|W 0 (F j ). Using the continuity of W 0 and the uniform convergence of g j → g, we obtain lim sup
Hence, we obtain the sought after sequence v ε by passing to a diagonal sequence. Next, we use the gluing construction of Lemma 3.16 and Lemma 3.17 to fit the boundary values. We only discuss the vectorial case, i.e. we suppose that Assumption 2. Thus there exists a diagonal sequence such that f (ε, m(ε), δ(ε)) → 0 as ε ↓ 0. We conclude that
Combined with the lower bound Proposition 3.12, the claim follows.
Step 2. The general case. It is sufficient to show the lim sup inequality for piecewise affine functions of the form:
where A 1 , . . . , A M partition A into disjoint Lipschitz sets and the g j 's are affine functions. The general case follows from the density of piecewise affine functions in W 1,p (A, R n ), the lower semicontinuity of the Γ-lim sup and the continuity of W 0 and (28).
To treat the small non-locality of our discrete energy, we introduce an intermediate length scale 0 < ρ ≪ 1 (which finally will be sent to zero). In the following we assume that ε > 0 is sufficiently small (relative to ρ) such that we have
For ε > 0 let v ε denote the unique (piecewise affine) function in A ε that satisfies v ε = u on εL. Furthermore, we denote by u j ε,ρ ∈ A ε g j ((A j ) −ρ ) the recovery sequence for g j on the set (A j ) −ρ obtained via Step 1, i.e. we have
We define u ε,ρ ∈ A ε via
and note that lim
= 0. Furthermore, it can be checked that for 0 < ε ≪ ρ we have (cf. (86)):
Thus, as in Remark 6 we get the decomposition
By combining (87) with the estimate lim sup
(whose proof we postpone to the end of this step), we deduce that lim sup
Hence, the claim follows by passing to a suitable diagonal sequence. It remains to prove (88): For ε > 0 sufficiently small, we have
Using (16) and the Ergodic Theorem 3.5, we obtain lim sup
Taking the limit ρ ↓ 0 yields (88).
Asymptotic formula: Lemma 3.2
Proof of Lemma 3.2. Fix F ∈ R n×d . It suffices to prove
Indeed, since any φ ∈ A 1 0 (kY ) can be extended to a periodic function in A # (kY ), we have
The right-hand side converges almost everywhere and in L 1 (Ω) thanks to the subadditive ergodic theorem, cf. Lemma 3. 
Moments under independence: Proposition 3.18
Proof of Proposition 3.18. The proof follows very closely the arguments of the proof of [41, Proposition 3.7] where the case p = 2 is considered, see also [5, Theorem 1.12] . In the following we write e ∈ εB d ∩ A if [x, y] = e ∈ εB d and x, y ∈ A. For every given edge e = [z, z + e i ] ∈ B d , it is easy to see that there exist 2d disjoint paths ℓ 1 (e), . . . , ℓ 2d (e) in B d ∩ B 4 (z) connecting z and z + e i and the length of each path does not exceed 9. We define random variables {µ(ω; e)} e∈B d by µ(ω; e) Obviously, inequality (38) follows from (i) and (ii) with f (ω) = C d i=1 µ(ω; e i ) −βp .
Step 1. Proof of (93). Step 2. 
where here and for the rest of the proof means ≤ up to a multiplicative constant which depends on β, γ, d and p. Indeed, since βp > 0 and 2dγ > β, we have Since the length of ℓ i (e) is bounded by 9 and due to stationarity and that {ω(e)} e∈B d are identically distributed, we obtain 
where here and below C denotes a finite constant that might change from line to line, but can be chosen independent of ε. Furthermore, thanks to (22) , g ∈ W 1,∞ (R d , R n ), and the Poincaré-Sobolev inequality applied to u ε − g, we have |F ε (u ε )| ≤ ε 
We combine the previous three estimates as follows:
≤ C Ẽ ε (u ε ) − F ε (u ε ) + I ε + 1 .
Since p > 1 and thanks to (97), the assertion (96) follows.
Step 2. Proof of part (b) -Γ-convergence. By (22) we have
for any sequence u ε → u in L q (A, R n ) with u ε ∈ A ε g (A). Hence, it suffices to prove Γ-convergence for H ε . We start with the lower bound. Let (u ε ) and u be such that u ε → u in L q (A, R n ). Without loss of generality, we may assume that (23) holds. Then by Step 1, we get u ∈ g + W 1,p 0 (A, R n ). For any U ⋐ A we have H ε (u ε ) ≥ E ε (u ε , U ), and thus by Proposition 3.12: lim inf ε↓0 H ε (u ε ) ≥ lim inf ε↓0 E ε (u ε , U ) ≥ˆU W hom (∇u(x)) dx.
Taking the supremum over U ⋐ A and using W hom ≥ 0, the lower bound follows. Next, we prove existence of a recovery sequence. By a standard approximation argument, it is sufficient to consider u ∈ g + C ∞ c (A, R n ). Combining Proposition 3.13 and the gluing construction Lemma 3.16 and Lemma 3.17, respectively, we obtain a sequence (u ε ) with u ε → u in L By the definition of R, cf. Remark 1, we have ∂ ε b u(z) = ∂ ε b g(z) for all z ∈ εZ d \ A (see (13) ). Combined with the fact that for all 0 < ρ < 1 and ε ≪ 1 we have H ε (u ε ) ≤ E ε (u ε , (A) ρ ), we deduce that lim sup ε↓0 H ε (u ε ) ≤ lim sup ρ↓0 lim sup ε↓0 E ε (u ε , (A) ρ ) = E hom (u, A).
In view of Lemma 3.3 we even have u ε → u in L q (A, R n ), which concludes the proof of the recovery sequence. The assertion follows by the arbitrariness of δ > 0.
