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treeswithmatching number q andfixedpositiveweight setWn−1 =
{w1,w2, . . . ,wn−1}, where w1  w2  · · ·  wn−1 > 0. Tan
[S.W. Tan, On the sharp upper bound of spectral radius of weighted
trees, J. Math. Res. Exposition 29 (2009) 293–301] determined the
weighted tree in T (n, q,w1,w2, . . . ,wn−1) with the largest adja-
cent spectral radius, whereas in [S.W. Tan, On the Laplacian spec-
tral radius of weighted trees with a positive weight set, Discrete
Math. 310 (2010) 1026–1036] Tan determined the weighted tree
in T (n, q,w1,w2, . . . ,wn−1) with the largest Laplacian spectral
radius. In this paper,weuse aunified approach to identify theunique
weighted tree in T (n, q,w1,w2, . . . ,wn−1) with the largest adja-
cent spectral radius and largest Laplacian spectral radius, respec-
tively.
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1. Introduction
In this paper we only consider simple weighted graphs with a positive weight set. Let G = (VG, EG)
be a weighted graph with vertex set {v1, v2, . . . , vn}, edge set EG = ∅ and weight setW|EG| = {wj >
0 : j = 1, 2, . . . , |EG|}. The function wG : EG → W|EG| is called a weight function. It is obvious
that each weighted graph corresponds to a weight function. For convenience, define wG(uv) = 0 if
uv ∈ EG . Then G may be regarded as a weighted graph with a nonnegative weight set, where uv ∈ EG
if and only if wG(uv) > 0. So the adjacency matrix of G is the n × n matrix A(G) = (wG(vivj)).
The weight of vi, denoted by wG(vi), is the sum of weights of all edges incident to vi in G. Let
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W(G) = diag(wG(v1),wG(v2), . . . ,wG(vn)) be the diagonal matrix of vertex weights of G. Then
L(G) = W(G) − A(G) is called the Laplacian matrix of G. From this fact and Geršgorin’s theorem, it
follows that its eigenvalues are nonnegative real numbers. Moreover, since its rows sum to 0, 0 is its
smallest eigenvalue. Thus the eigenvalues of L(G) are denoted byλ1(G) ≥ λ2(G) ≥ λn(G) = 0, where
λ1(G), denoted by λ(G), is called the Laplacian spectral radius of weighted graph G.1
The matrix Q(G) = W(G) + A(G) is called the signless Laplacian matrix of weighted graph G. Note
that A(G) (resp. Q(G)) is a nonnegative symmetric matrix, its eigenvalues are all real numbers and its
largest eigenvalue is a positivenumber. The largest eigenvalueofA(G) (resp.Q(G)) is called the adjacent
spectral radius (resp. signless Laplacian spectral radius) of G, denoted by ρ(G) (resp. q1(G)). Since A(G)
(resp. Q(G)) is nonnegative, there is a nonnegative eigenvector corresponding to ρ(G) (resp. q1(G)).
In particular, when G is connected, A(G) (resp. Q(G)) is irreducible and by the well-known Perron–
Frobenius Theorem (see [10], for example), ρ(G) (resp. q1(G)) is simple and there is a unique positive
unit eigenvector. We shall refer to such an eigenvector as the Perron vector of ρ(G) (resp. q1(G)).
Twoweighted graphs G andH are called isomorphic, denoted by G = H, if there is a bijection f from
VG to VH such that ab ∈ EG if and only if f (a)f (b) ∈ EH , andwG(ab) = wH(f (a)f (b)) for each ab ∈ EG .
The degree of vertex of v of G, denoted by dG(v), is the number of edges incident to v in G. v is called a
pendant vertex ofG if dG(v) = 1. Denote byT (n, q,w1,w2, . . . ,wn−1) the set of all n-vertexweighted
trees with matching number q and positive weight set Wn−1 = {w1,w2, . . . ,wn−1}, where w1 
w2  · · ·  wn−1 > 0. Let (n, q,w1,w2, . . . ,wn−1) be the subset of T (n, q,w1,w2, . . . ,wn−1)
such that any graph in (n, q,w1,w2, . . . ,wn−1) is constructed by adding q − 1 weighted pendant
edges at q − 1 pendant vertices of the weighted star graph of order n − q + 1 (star graph is a tree
such that each edge is a pendant edge). Two distinct edges in a graph G are independent if they do not
have a common end vertex. A set of pairwise independent edges of G is called a matching in G, while
a matching of maximum cardinality is a maximum matching in G. The matching number q of G is the
cardinality of a maximum matching of G. All other concepts and notation not given in the paper are
standard terminology of graph theory (see, for example, [1]).
Since graphs of the design of networks and electronic circuits are usually weighted, the spectrum
of weighted graphs is often used to solve these problems. On the other hand, an unweighted graphmay
be regarded as a weighted graph with each of the edges bearing weight 1. Therefore, it is significant
and necessary to investigate the spectrum of weighted graphs.
M. Fiedler had introduced the following question: What is the optimal distribution of nonnegative
weights (with total sum1) among the edges of a given graph, so that the spectral radius of the resulting
matrix isminimum?He himself showed that the optimum solution is achieved and S. Poljak presented
a polynomial time algorithm which finds such optimum solution; see [6]. There is now an extensive
literature that investigates the spectrum of adjacent or Laplacian matrix of weighted graphs. In par-
ticular, much attention is focused on investigating the upper bounds of adjacent or Laplacian spectral
radius of weighted graphs (see, for example, [3,7,4,2,8]). Yang et al. [13] obtained an upper bound
of spectral radius of weighted trees with fixed order and weight set. Yuan and Shu [14] determined
the second largest value of spectral radius of weighted trees with fixed order and weight set. Tan [9]
determined an upper bound of spectral radius of weighted trees with fixed order, edge independence
number and weight set. Tan and Jing [12] determined the weighted trees with the largest Laplacian
spectral radius in the set of all weighted trees with a given positive weight set and fixed diameter.
Tan and Yao [10] determined the weighted trees with the largest adjacent spectral radius in the set of
all weighted trees with a given positive weight set and fixed diameter. The authors [5] in the present
paper identified the (unique) weighted unicyclic graph with the largest spectral radius among the set
of all n-vertex weighted unicyclic graphs with a fixed weight set. Tan [11] determined the weighted
tree with largest Laplacian spectral radius in the set of all weighted trees with a given positive weight
set and some information of graphs such as pendant vertex number and so on.
In particular, Tan [9,11] determined the weighted tree in T (n, q,w1,w2, . . . ,wn−1) with the
largest adjacent spectral radius and largest Laplacian spectral radius, respectively. In this paper, we
introduce twographic operations; use a unified approachwhich is a newmethod to identify the unique
tree inT (n, q,w1,w2, . . . ,wn−1)with largest adjacent spectral radius and Laplacian spectral radius,
respectively.
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2. Two graphic operations
In this section, we introduce two graphic operations, which are used to prove our main results.
Lemma 2.1 [10]. Let u and v be two distinct vertices of a connected weighted graph G. Let u1, u2, . . . , us
(ui = v, s = 0) be some vertices of NG(u) \ NG(v) and let x = (x1, x2, . . . , xn)T be the Perron vector of
ρ(G), where xi corresponds to the vertex i of G. Let G
1 be the weighted graph obtained from G by deleting
the edges uuj and adding the edges vuj such that
wG1(vuj) = wG(uuj), wG1(e) = wG(e), e = uuj, j = 1, 2, . . . , s.
If xv  xu, then ρ(G) < ρ(G1).
Lemma 2.2 [11]. Let u and v be two distinct vertices of a connected weighted graph G. Let u1, u2, . . . , us
(ui = v, s = 0) be some vertices of NG(u) \ NG(v) and let x = (x1, x2, . . . , xn)T be the Perron vector of
q1(G), where xi corresponds to the vertex i of G. Let G
1 be the weighted graph obtained from G by deleting
the edges uuj and adding the edges vuj such that
wG1(vuj) = wG(uuj), wG1(e) = wG(e), e = uuj, j = 1, 2, . . . , s.
If xv  xu, then q1(G) < q1(G1).
Definition 1. Let e = uv be a non-pendant weighted edge of a connected weighted graph G with
NG(u) ∩ NG(v) = ∅. Let G∗ be the graph obtained from G by deleting the edge uv, identifying u with
v, and adding a new pendant edge uw to u(= v) such that
wG∗(uw) = wG(uv), wG∗(e) = wG(e), e ∈ EG \ {uv}.
We say G∗ is obtained from G by Operation I.
Definition 2. Let G be the weighted graph containing G0 as a weighted subgraph (see Fig. 1), where
G0 is connected with at least two vertices. Let
G∗ = G − {ux|x ∈ NG0(u) ∩ NG(u)} + {vx|x ∈ NG0(u) ∩ NG(u)}
satisfying wG∗(vx) = wG(ux), x ∈ NG0(u) ∩ NG(u), wG∗(e) = wG(e), e ∈ EG \ {ux|x ∈ NG0(u) ∩
NG(u)}; see Fig. 1. We say G∗ is obtained from G by Operation II.
Lemma 2.3. If G∗ is obtained from G by Operation I. Then ρ(G) < ρ(G∗) and q1(G) < q1(G∗).
Proof. We use xu and xv to denote the components of the Perron vector of ρ(G) corresponding to u
and v. Suppose that NG(u) = {v, v1, v2, . . . , vs} and NG(v) = {u, u1, u2, . . . , ut}. Since e = uv is a
non-pendant weighted edge of G, it follows that s, t  1.
If xu  xv, let G∗ be the weighted graph obtained from G by deleting the edges vui and adding the
edges uui such that
wG∗(uui) = wG(vui), wG∗(e) = wG(e), e ∈ EG \ {vui}, i = 1, 2, . . . , t;
Fig. 1. Graphs G and G∗ .
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if xu < xv, let G
∗ be the weighted graph obtained from G by deleting the edges uvk and adding the
edges vvk such that
wG∗(vvk) = wG(uvk), wG∗(e) = wG(e), e ∈ EG \ {uvk}, k = 1, 2, . . . , s.
By Lemma 2.1, we have ρ(G) < ρ(G∗).
A similar argument with Lemma 2.2 yields q1(G) < q1(G
∗). This completes the proof. 
Lemma 2.4. If G∗ is obtained from G by Operation II with s  2, t  0, or s = 1, t  1. Then
ρ(G) < ρ(G∗) and q1(G) < q1(G∗).
Proof. Let xu and xv denote the components of the Perron vector of ρ(G) corresponding to u and v,
respectively. Suppose that NG(u) = {v,w, u1, . . . , uk} and NG(v) = {u, v11, . . . , v1s, v21, . . . , v2t},
where
dG(v11) = · · · = dG(v1s) = 1, dG(v21) = · · · = dG(v2t) = 2.
Since G0 is a connected weighted graph with at least two vertices, it follows that k  1.
If xu  xv, letG∗ be theweighted graph obtained fromG by deleting the edges vv1i, vv2j and adding
the edges uv1i, uv2j such that
wG∗(uv1i) = wG(vv1i), wG∗(uv2j) = wG(vv2j),
wG∗(e) = wG(e), e ∈ EG \ {vv1i, vv2j}, 2  i  s, 1  j  t.
If xu < xv, let G
∗ be the weighted graph obtained from G by deleting the edges uul and adding the
edges vul such that
wG∗(vul) = wG(uul), wG∗(e) = wG(e), e ∈ EG \ {uul}, 1  l  k.
By Lemma 2.1, we have ρ(G) < ρ(G∗).
A similar argument with Lemma 2.2 yields q1(G) < q1(G
∗). This completes the proof. 
3. On the largest adjacent spectral radius of trees in T (n, q,w1,w2, . . . ,wn−1)
In this section, we identify the uniqueweighted tree inT (n, q,w1,w2, . . . ,wn−1)with the largest
adjacent spectral radius.
Lemma 3.1 [10]. Let u, v, a, b be four vertices of a connected weighted graph G and let x = (x1, x2,
. . . , xn)
T be the Perron vector of ρ(G), where xi corresponds to the vertex i of G. For 0 < δ  wG(uv), let
G2 be the weighted graph obtained from G such that
wG2(uv) = wG(uv) − δ, wG2(ab) = wG(ab) + δ, wG2(e) = wG(e), e ∈ EG \ {ab, uv}.
If xuxv  xaxb, then ρ(G) < ρ(G2).
Lemma 3.2 [10]. Let u, v, a, b be four distinct vertices of a connected weighted graph G and let x =
(x1, x2, . . . , xn)
T be the Perron vector of ρ(G), where xi corresponds to the vertex i of G. For 0 < δ 
wG(uv) and 0 < θ  wG(ab), let G3 be the weighted graph obtained from G such that
wG3(uv) = wG(uv) − δ, wG3(ub) = wG(ub) + δ, wG3(ab) = wG(ab) − θ,
wG3(av) = wG(av) + θ, wG3(e) = wG(e), e ∈ EG \ {uv, ab, ub, av}.
If (xb − xv)(δxu − θxa)  0, then ρ(G)  ρ(G3), and with the equality ρ(G) = ρ(G3) if and only if
xb = xv and δxu = θxa.
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Fig. 2. Graphs T, T ′ and T0.
Fig. 3. Graph T˜ .
Lemma 3.3. Let T ∈ T (n, q,w1,w2, . . . ,wn−1) \ (n, q,w1,w2, . . . ,wn−1). Then there exists a
weighted tree T0 ∈ (n, q,w1,w2, . . . ,wn−1) such that ρ(T) < ρ(T0).
Proof. Let Xl ⊆ T (n, q,w1,w2, . . . ,wn−1) be the set of all weighted trees in which there exist
exactly l pendant vertices. Then {Xl|2  l  n − q} is a partition of T (n, q,w1,w2, . . . ,wn−1).
For any T ∈ T (n, q,w1,w2, . . . ,wn−1) \ (n, q,w1,w2, . . . ,wn−1), assume thatM is a maximum
matching of T . Then |M| = q and there are three cases for a non-pendant edge e = uv in T: (1)
e = uv is an M-saturated edge; (2) e = uv has exactly one M-saturated vertex; (3) e = uv is not an
M-saturated edge but both u and v are M-saturated vertices. For a tree T ∈ Xl , if l < n − q, then T
must have a non-pendant edge e = uv of case (1) or case (2). By carrying Operation I once, we can
transform T into a weighted tree T ′ ∈ Xl+1 such that edge e is a pendant edge and ρ(T) < ρ(T ′). It
follows that the tree in T (n, q,w1,w2, . . . ,wn−1) with the largest spectral radius must be in Xn−q.
In any such weighted tree each non-pendant vertex is adjacent to a pendant vertex, otherwise there
is a non-pendant edge of case (1) or case (2), in which case T cannot have the largest adjacent spectral
radius, in view of Operation I. By Operation I repeatedly we can transform T into T ′′ ∈ Xn−q and
by carrying Operation II repeatedly we can transform T ′′ into T0 ∈ (n, q,w1,w2, . . . ,wn−1). By
Lemmas 2.3 and 2.4, we have ρ(T) < ρ(T0). 
Example. Let T be the tree as depicted in Fig. 2 in which v5v7 and v3v6 are the M-saturated edges of
T . Then we get T ′ by carrying Operation I on T and by carrying Operation II on T ′ we get T0. T ′ and T0
are also depicted in Fig. 2. By Lemma 3.3, ρ(T) < ρ(T ′) < ρ(T0).
Let T
q
n be theweighted tree in(n, q,w1,w2, . . . ,wn−1)with the largest adjacent spectral radius.
Then there is a disposition of weights in all edges of T˜ such that T
q
n = T˜ , where T˜ is the tree depicted
in Fig. 3. Let x = (x1, x2, . . . , xn)T be the Perron vector of ρ(Tqn), where xi corresponds to the vertex i
of T
q
n .
Lemma 3.4. Let ab, uv be two distinct edges of T
q
n .
(i) If xaxb  xuxv, then wTqn (ab)  wTqn (uv).
(ii) If wTqn (ab) > wT
q
n
(uv), then xaxb > xuxv.
(iii) If xaxb = xuxv, then wTqn (ab) = wTqn (uv).
Proof. Note that (ii) and (iii) are the direct consequences of (i), hence we only give the proof of (i).
Assume that wTqn (ab) < wT
q
n
(uv). Put δ = wTqn (uv) − wTqn (ab) > 0 and let T ′ be the weighted tree
obtained from T
q
n such that
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wT ′(ab) = wTqn (ab) + δ, wT ′(uv) = wTqn (uv) − δ, wT ′(e) = wTqn (e), e ∈ ETqn \ {uv, ab},
i.e., T ′ is the weighted tree obtained from Tqn by exchanging the weights of edges ab and uv while
making the weights of other edges not changed. Then T ′ ∈ (n, q,w1,w2, . . . ,wn−1). By Lemma 3.1
we get ρ(T
q
n) < ρ(T
′), a contradiction with the assumption of Tqn . 
Lemma 3.5. Let a, b, u, v be four distinct (from the left to the right or from the right to the left) vertices of
a path P of T
q
n and ab, uv are pendant edges of T
q
n . Then
(i) (xu−xb)(wTqn (ab)xa−wTqn (uv)xv)  0. In addition, xb = xu if and only if wTqn (ab)xa = wTqn (uv)xv.
(ii) (xv−xa)(wTqn (ab)xb−wTqn (uv)xu)  0. In addition, xa = xv if and only if wTqn (ab)xb = wTqn (uv)xu.
Proof. The proof of this lemma is exactly the same as that of Lemma 3.3 in [10] and we omit it. 
Theorem 3.6. If T
q
n ∈ (n, q,w1,w2, . . . ,wn−1) has the largest spectral radius, then the weights of all
edges in T
q
n should satisfywTqn (ua11)  wTqn (ua21)  · · ·  wTqn (uaq−1,1)  wTqn (ua01)  wTqn (ua02) · · ·  wTqn (ua0,n+1−2q)  wTqn (a11a12)  · · ·  wTqn (aq−1,1aq−1,2).
Proof. Since a01, a02, . . . , a0,n+1−2q are symmetric in their positions, without loss of generality, as-
sume xa01  xa02  · · ·  xa0,n+1−2q . So xuxa01  xuxa02  · · ·  xuxa0,n+1−2q . By Lemma 3.4 we get
wTqn (ua01)  wTqn (ua02)  · · ·  wTqn (ua0,n+1−2q). (3.1)
Note that ua11, ua21, . . . , uaq−1,1 are symmetric in their position, hence assume, without loss of gen-
erality, that xa11  xa21  · · ·  xaq−1,1 . So xuxa11  xuxa21  · · ·  xuxaq−1,1 . By Lemma 3.4 we get
wTqn (ua11)  wTqn (ua21)  · · ·  wTqn (uaq−1,1). (3.2)
Next we show the following claims.
Claim 1. wTqn (uaq−1,1)  wTqn (ua01).
Proof. If xa01 > xaq−1,1 , let T
′ be the weighted tree obtained from Tqn by deleting aq−1,1aq−1,2 and
adding a01aq−1,2 such that
wT ′(a01aq−1,2) = wTqn (aq−1,1aq−1,2), wT ′(e) = wTqn (e), e ∈ ETqn \ {aq−1,1aq−1,2}.
Thus T ′ ∈ (n, q,w1,w2, . . . ,wn−1). By Lemma 2.1, we have ρ(Tqn) < ρ(T ′), a contradiction to the
assumption of T
q
n . So xaq−1,1  xa01 . Then xuxaq−1,1  xuxa01 and by Lemma 3.4 we getwTqn (uaq−1,1) 
wTqn (ua01), as desired. 
Claim 2. Under the condition of (3.2), we have wTqn (ai1ai2)  wTqn (aj1aj2) for 1  i < j  q − 1.
Proof. Assume that wTqn (ai1ai2) < wT
q
n
(aj1aj2). By Lemma 3.4, we have xai1xai2 < xaj1xaj2 . Combining
with xai1  xaj1 , we get xai2 < xaj2 . By Lemma 3.5, we have
(xaj1 − xai1)(wTqn (ai1ai2)xai2 − wTqn (aj1aj2)xaj2)  0, (3.3)
(xaj2 − xai2)(wTqn (ai1ai2)xai1 − wTqn (aj1aj2)xaj1)  0. (3.4)
Note that
xai1  xaj1 , xai2 < xaj2 . (3.5)
So from Inequalities (3.3)–(3.5), we get
wTqn (ai1ai2)  wTqn (aj1aj2)xaj2/xai2 > wTqn (aj1aj2)
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and
wTqn (ai1ai2)  wTqn (aj1aj2)xaj1/xai1  wTqn (aj1aj2),
a contradiction. 
Claim 3. wTqn (ua0,n+1−2q)  wTqn (a11a12).
Proof. First we show that xu  xa11 . Assume that xu < xa11 . Let T ′′ be theweighted tree obtained from
T
q
n by deleting ua0i, uaj1 and adding a11a0i, a11aj1 such that
wT ′′(a11a0i) = wTqn (ua0i), wT ′′(a11aj1) = wTqn (uaj1),
wT ′′(e) = wTqn (e), e ∈ ETqn \ {ua0i, uaj1}, 1  i  n − 2q, 2  j  q − 1.
Thus T ′′ ∈ (n, q,w1,w2, . . . ,wn−1). By Lemma 2.1, we get ρ(Tqn) < ρ(T ′′), a contradiction to the
assumption of T
q
n . So xu  xa11 .
Next we show that wTqn (ua0,n+1−2q)  wTqn (a11a12). Assume wTqn (ua0,n+1−2q) < wTqn (a11a12). By
Lemma 3.4, we have xuxa0,n+1−2q < xa11xa12 . Combining xu  xa11 , we get xa12 > xa0,n+1−2q . By Lemma
3.5, we have
(xu − xa11)(wTqn (a11a12)xa12 − wTqn (ua0,n+1−2q)xa0,n+1−2q)  0, (3.6)
(xa0,n+1−2q − xa12)(wTqn (a11a12)xa11 − wTqn (ua0,n+1−2q)xu)  0. (3.7)
Note that
xu  xa11 , xa12 > xa0,n+1−2q . (3.8)
So from Inequalities (3.6)–(3.8), we get
wTqn (a11a12)  wTqn (ua0,n+1−2q)xa0,n+1−2q/xa12 < wTqn (ua0,n+1−2q)
and
wTqn (a11a12)  wTqn (ua0,n+1−2q)xu/xa11  wTqn (ua0,n+1−2q),
a contradiction. Thus wTqn (ua0,n+1−2q)  wTqn (a11a12). 
By (3.1), (3.2) and Claims 1–3, we get wTqn (ua11)  wTqn (ua21)  · · ·  wTqn (uaq−1,1)  wTqn (ua01)
 wTqn (ua02)  · · ·  wTqn (ua0,n+1−2q)  wTqn (a11a12)  · · ·  wTqn (aq−1,1aq−1,2), as desired. 
ByLemma3.3andTheorem3.6andthedefinitionofT
q
n ,weimmediatelygetthefollowingmainresult.
Theorem 3.7. T
q
n is the unique weighted tree in T (n, q,w1,w2, . . . ,wn−1) having the largest spectral
radius.
4. On the largest Laplacian spectral radius of trees in T (n, q,w1,w2, . . . ,wn−1)
In this section, we identify the uniqueweighted tree inT (n, q,w1,w2, . . . ,wn−1)with the largest
Laplacian spectral radius.
Lemma 4.1 [11]. Let u, v, a, b be four vertices of a connected weighted graph G and let x = (x1, x2,
. . . , xn)
T be the Perron vector of q1(G), where xi corresponds to the vertex i of G. For 0 < δ  wG(uv), let
G′ be the weighted graph obtained from G such that
wG′(uv) = wG(uv) − δ, wG′(ab) = wG(ab) + δ, wG′(e) = wG(e), e ∈ EG \ {ab, uv}.
If xu + xv  xa + xb, then q1(G) < q1(G′).
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Lemma 4.2 [11]. Let u, v, a, b be four distinct vertices of a connected weighted graph G and let x =
(x1, x2, . . . , xn)
T be the Perron vector of q1(G), where xi corresponds to the vertex i of G. For 0 < δ 
wG(uv), 0 < θ  wG(ab), let G′′ be the weighted graph obtained from G such that
wG′′(uv) = wG(uv) − δ, wG′′(bv) = wG(bv) + δ, wG′′(ab) = wG(ab) − θ,
wG′′(au) = wG(au) + θ, wG′′(e) = wG(e), e ∈ EG \ {uv, ab, ua, bv}.
If (xu−xb)[(2xa+xb+xu)θ−(2xv+xb+xu)δ]  0, then q1(G)  q1(G′′). In addition, q1(G) = q1(G′′)
if and only if xb = xu and (2xa + xb + xu)θ = (2xv + xb + xu)δ.
Lemma 4.3. Let T ∈ T (n, q,w1,w2, . . . ,wn−1) \ (n, q,w1,w2, . . . ,wn−1). Then there exists a
weighted tree T1 ∈ (n, q,w1,w2, . . . ,wn−1) such that q1(T) < q1(T1).
Proof. Let Xl ⊆ T (n, q,w1,w2, . . . ,wn−1) be the set of all weighted trees in which there exist
exactly l pendant vertices. Then {Xl|2  l  n − q} is a partition of T (n, q,w1,w2, . . . ,wn−1).
For any T ∈ T (n, q,w1,w2, . . . ,wn−1) \ (n, q,w1,w2, . . . ,wn−1), assume thatM is a maximum
matching of T . Then |M| = q and there are three cases for a non-pendant edge e = uv in T: (1) e = uv is
anM-saturated edge; (2) e = uv has exactly oneM-saturated vertex; (3) e = uv is not anM-saturated
edge but both u and v are M-saturated vertices. For a tree T ∈ Xl , if l < n − q, then T must have a
non-pendant edge e = uv of case (1) or case (2). By carrying Operation I once, we can transform T
into a tree T ′ ∈ Xl+1 such that edge e is a pendant edge and q1(T) < q1(T ′). It follows that the tree in
T (n, q,w1,w2, . . . ,wn−1)with the largest signless Laplacian spectral radius must be in Xn−q. In any
suchweighted tree each non-pendant vertex is adjacent to a pendant vertex, otherwise there is a non-
pendant edge of case (1) or case (2), in which case T cannot have the largest signless Laplacian spectral
radius, in view of Operation I. By carrying Operation I repeatedly we can transform T into T ′′ ∈ Xn−q
and by carrying Operation II repeatedly we can transform T ′′ into T1 ∈ (n, q,w1,w2, . . . ,wn−1).
By Lemmas 2.3 and 2.4, we have q1(T) < q1(T1). 
Let T
q
n be the weighted tree in(n, q,w1,w2, . . . ,wn−1)with the largest signless Laplacian spec-
tral radius. Then there is a disposition of weights of all edges of T˜ such that T
q
n = T˜ , where T˜ is the tree
depicted in Fig. 2. Let x = (x1, x2, . . . , xn)T be the Perron vector of q1(Tqn), where xi corresponds to
the vertex i of T
q
n .
Lemma 4.4. Let ab, uv be two distinct edges of T
q
n .
(i) If xa + xb  xu + xv, then wTqn (ab)  wTqn (uv).
(ii) If wTqn (ab) > wT
q
n
(uv), then xa + xb > xu + xv.
(iii) If xa + xb = xu + xv, then wTqn (ab) = wTqn (uv).
Proof. The proof of this lemma is the same as that of Lemma 3.1 in [11] and we omit it here. 
Lemma 4.5. Let a, b, u, v be four distinct (from the left to the right or from the right to the left) vertices of
a path P of T
q
n and ab, uv are pendant edges of T
q
n . Then
(i) (xu − xb)[wTqn (ab)(2xa + xb + xu) − wTqn (uv)(2xv + xb + xu)]  0. In addition, xb = xu if and
only if wTqn (ab)(2xa + xb + xu) = wTqn (uv)(2xv + xb + xu).
(ii) (xv − xa)[wTqn (ab)(2xb + xa + xv) − wTqn (uv)(2xu + xa + xv)]  0. In addition, xa = xv if and
only if wTqn (ab)(2xb + xa + xv) = wTqn (uv)(2xu + xa + xv).
Proof. The proof of this lemma is the same as that of Lemma 3.2 in [11] and we omit it here. 
Theorem 4.6. If T
q
n ∈ (n, q,w1,w2, . . . ,wn−1) has the largest signless Laplacian spectral radius,
then the weights of all edges in T
q
n should satisfy wTqn (ua11)  wTqn (ua21)  · · ·  wTqn (uaq−1,1) 
wTqn (ua01)  wTqn (ua02)  · · ·  wTqn (ua0,n+1−2q)  wTqn (a11a12)  · · ·  wTqn (aq−1,1aq−1,2).
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Proof. Since a01, a02, . . . , a0,n+1−2q are symmetric in their positions, without loss of generality, as-
sume xa01  xa02  · · ·  xa0,n+1−2q . So xu + xa01  xu + xa02  · · ·  xu + xa0,n+1−2q . By Lemma 4.4
we get
wTqn (ua01)  wTqn (ua02)  · · ·  wTqn (ua0,n+1−2q). (4.1)
Note that ua11, ua21, . . . , uaq−1,1 are symmetric in their position, assume, without loss of generality,
that xa11  xa21  · · ·  xaq−1,1 . So xu + xa11  xu + xa21  · · ·  xu + xaq−1,1 . By Lemma 4.4 we get
wTqn (ua11)  wTqn (ua21)  · · ·  wTqn (uaq−1,1). (4.2)
Next we show the following claims.
Claim 1. wTqn (uaq−1,1)  wTqn (ua01).
Proof. If xa01 > xaq−1,1 , let T
′ be the weighted tree obtained from Tqn by deleting aq−1,1aq−1,2 and
adding a01aq−1,2 such that
wT ′(a01aq−1,2) = wTqn (aq−1,1aq−1,2), wT ′(e) = wTqn (e), e ∈ ETqn \ {aq−1,1aq−1,2}.
Thus T ′ ∈ (n, q,w1,w2, . . . ,wn−1). By Lemma 2.2, we have q1(Tqn) < q1(T ′), a contradiction to
the assumption of T
q
n . So xaq−1,1  xa01 . Thus xu + xaq−1,1  xu + xa01 and by Lemma 4.4 we get
wTqn (uaq−1,1)  wTqn (ua01), as desired. 
Claim 2. Under the condition of (4.2), we have wTqn (ai1ai2)  wTqn (aj1aj2) for 1  i < j  q − 1.
Proof. AssumewTqn (ai1ai2) < wT
q
n
(aj1aj2). By Lemma 4.4, we have xai1 + xai2 < xaj1 + xaj2 . Combining
with xai1  xaj1 , we get xai2 < xaj2 . By Lemma 4.5, we have
(xaj1 − xai1)[wTqn (ai1ai2)(2xai2 + xai1 + xaj1) − wTqn (aj1aj2)(2xaj2 + xai1 + xaj1)]  0, (4.3)
(xaj2 − xai2)[wTqn (ai1ai2)(2xai1 + xai2 + xaj2) − wTqn (aj1aj2)(2xaj1 + xai2 + xaj2)]  0. (4.4)
Note that
xai1  xaj1 , xai2 < xaj2 . (4.5)
So from Inequalities (4.3)–(4.5), we get
wTqn (ai1ai2) 
wTqn (aj1aj2)(2xaj2 + xai1 + xaj1)
2xai2 + xai1 + xaj1
> wTqn (aj1aj2)
and
wTqn (ai1ai2) 
wTqn (aj1aj2)(2xaj1 + xai2 + xaj2)
2xai1 + xai2 + xaj2
 wTqn (aj1aj2),
a contradiction. 
Claim 3. wTqn (ua0,n+1−2q)  wTqn (a11a12).
Proof. At first we show that xu  xa11 . Assume that xu < xa11 . Let T ′′ be the weighted tree obtained
from T
q
n by deleting ua0i, uaj1 and adding a11a0i, a11aj1 such that
wT ′′(a11a0i) = wTqn (ua0i), wT ′′(a11aj1) = wTqn (uaj1),
wT ′′(e) = wTqn (e), e ∈ ETqn \ {ua0i, uaj1}, 1  i  n − 2q, 2  j  q − 1.
Thus T ′′ ∈ (n, q,w1,w2, . . . ,wn−1). By Lemma 2.2, we get q1(Tqn) < q1(T ′′), a contradiction to the
assumption of T
q
n . So xu  xa11 .
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Next we will prove wTqn (ua0,n+1−2q)  wTqn (a11a12). Assume wTqn (ua0,n+1−2q) < wTqn (a11a12). By
Lemma 4.4, we have xu + xa0,n+1−2q < xa11 + xa12 . Combining xu  xa11 , we get xa12 > xa0,n+1−2q . For
convenience, let x′ := xa0,n+1−2q . By Lemma 4.5, we have
(xu − xa11)[wTqn (a11a12)(2xa12 + xa11 + xu) − wTqn (ua0,n+1−2q)(2x′ + xa11 + xu)]  0, (4.6)
(x′ − xa12)[wTqn (a11a12)(2xa11 + xa12 + x′) − wTqn (ua0,n+1−2q)(2xu + xa12 + x′)]  0. (4.7)
Note that
xu  xa11 , xa12 > x′. (4.8)
So from Inequalities (4.6)–(4.8), we get
wTqn (a11a12) 
wTqn (ua0,n+1−2q)(2x
′ + xa11 + xu)
2xa12 + xa11 + xu
< wTqn (ua0,n+1−2q)
and
wTqn (a11a12) 
wTqn (ua0,n+1−2q)(2xu + xa12 + x′)
2xa11 + xa12 + x′
 wTqn (ua0,n+1−2q),
a contradiction. Thus wTqn (ua0,n+1−2q)  wTqn (a11a12). 
By (4.1), (4.2) and Claims 1–3, we get wTqn (ua11)  wTqn (ua21)  · · ·  wTqn (uaq−1,1)  wTqn (ua01)
 wTqn (ua02)  · · ·  wTqn (ua0,n+1−2q)  wTqn (a11a12)  · · ·  wTqn (aq−1,1aq−1,2). 
By Lemma 4.3 and Theorem 4.6 and the definition of T
q
n , we immediately get the following main
result.
Theorem 4.7. T
q
n is the unique weighted tree in T (n, q,w1,w2, . . . ,wn−1) having the largest signless
Laplacian spectral radius.
For a weighted bipartite graph G, since L(G) and Q(G) have the same spectrum [11], by Theorem
4.7 we immediately obtained another main result in this paper.
Theorem 4.8. T
q
n is the unique weighted tree inT (n, q,w1,w2, . . . ,wn−1) having the largest Laplacian
spectral radius.
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