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Abstract
In the last decade, the Penn treebank has become the
standard data set for evaluating parsers. The fact that
most parsers are solely evaluated on this speciﬁc data
set leaves the question unanswered how much these
results depend on the annotation scheme of the tree-
bank. In this paper, we will investigate the inﬂuence
which different decisions in the annotation schemes
of treebanks have on parsing. The investigation uses
the comparison of similar treebanks of German, NE-
GRA and TüBa-D/Z, which are subsequently modi-
ﬁed to allow a comparison of the differences. The re-
sults show that deleted unary nodes and a ﬂat phrase
structure have a negative inﬂuence on parsing quality
while a ﬂat clause structure has a positive inﬂuence.
1 Introduction
In the last decade, the Penn treebank (Marcus et al.
94) has become the standard data set for evaluating
parsers. The fact that most parsers are solely evalu-
ated on this speciﬁc data set leaves the question unan-
swered how much these results depend on the anno-
tation scheme of the treebank. This point becomes
more urgent in the light of more recent publications
on parsing the Penn treebank such as (Charniak 00;
Charniak 01; Klein & Manning 03; Dubey & Keller
03), which show that parsing results can be improved
if certain peculiarities of the Penn and the NEGRA
treebank annotations are taken into consideration in
the probability model. (Klein & Manning 03), e.g.,
gain approximately 1 point in F-score when they ex-
tend POS tag information by the mother node or the
lemma. This directly reﬂects shortcomings in the an-
notation scheme, which groups prepositions, subordi-
nating conjunctions, and complementizers under the
same POS tag. (Charniak 01) reports a 10% reduction
in grammar perplexity for his trihead model, which
models deeper structure in ﬂat NPs such as “Mon-
day night football”. These ﬁndings raise the question
whether such shortcomings in the annotation can be
avoided during the design of the annotation scheme
of a treebank. The question, however, can only be an-
swered if it is known which design decisions are more
or less favorable for PCFG parsing.
In this paper, we will investigate how different de-
cisions in the annotation scheme inﬂuence parsing re-
sults. In order to answer this question, however, a
method needs to be developed which allows the com-
parison ofdifferent annotation decisions without com-
paring unequal categories.
For a comparison of different annotation schemes,
one ideally needs one treebank with two different sets
of (manual) annotations. An automatic conversion
from one annotation scheme to the other is only pos-
sible from deeper structures to ﬂatter ones. The other
direction would have to be based on heuristics. In this
case, there is a high probability that systematic errors
are introduced so that only a corrupted annotation in
the target annotation scheme will be reached. In the
absence ofmore detailed methods ofcomparison, test-
ing the effect of modifying individual annotation deci-
sions gives insight into the factors that inﬂuence pars-
ing results.
Section 2 gives an overview of treebank pairs for
a single language. In section 3, we will describe
the treebanks used in this investigation in more de-
tail, section 4 describes the preparatory steps neces-
sary for converting these treebanks into a format that
can be treated by a PCFG parser. Section 5 describes
the method of comparison, and section 6 discusses the
results of the comparison.
2 Comparable Treebanks
For the comparison described above, we need differ-
ent treebanks which are based on the same language
and the same text genre and which are annotated
with different annotation schemes. But the annota-
tion schemes must be similar enough to enable a com-
parison. A comparison between a constituent-based
and a dependency-based annotation scheme would be
very difﬁcult since, in their original form, they require
two different parsing algorithms. A completely deter-
mined rule-based conversion between the two is only
possible from constituents to dependencies. This is
not an optimal solution since decisions in dependency
annotations are made on a lexical level and can only0 1 2 3 4 5 6 7 8 9 10 11 12 13
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Figure 1: A sample tree from the NEGRA treebank.
be generalized to a certain extent.
One of the very few examples of two treebanks for
one language are the Penn treebank (Marcus et al. 94)
and the SUSANNE corpus (Sampson 93) for English.
However, there are signiﬁcant differences in the size
of the treebanks and in the text genres, which make a
comparison of the two annotation schemes unfeasible.
Another example of such a pair are the two treebanks
for Italian, ISST (Montegmagni et al. 00) and TUT
(Bosco et al. 00). ISST uses a constituent-based an-
notating scheme augmented with grammatical func-
tions; TUT, in contrast, is annotated with dependency
relations. For the reason given above, this would not
allow a comparison based on constituents. Addition-
ally, both treebanks are of a very restricted size, which
makes data sparseness problems very likely.
Only recently, a new pair of treebanks for Ger-
man has become available, the NEGRA (Skut et al.
97) and the TüBa-D/Z (Telljohann et al. 04) tree-
banks. Both treebanks are based on newspaper text,
both use the STTS POS tagset (Thielen & Schiller
94), and both use an annotation scheme based on con-
stituent structure augmented with grammatical func-
tions. However, they differ in other respects, which
makes them ideally suited for an investigation on how
decisions in the design of an annotation scheme inﬂu-
ence parsing accuracy.
3 The NEGRA and the TüBa-D/Z
Treebanks
Both treebanks use German newspapers as their data
source: the Frankfurter Rundschau newspaper for
NEGRA and the ’die tageszeitung’ (taz) newspa-
per for TüBa-D/Z. NEGRA comprises 20 000 sen-
tences, TüBa-D/Z 15 000 sentences. Both tree-
banks use an annotation framework that is based on
phrase structure grammar and that is enhanced by a
level of predicate-argument structure. Annotation for
both was performed semi-automatically. Despite all
these similarities, the treebank annotations differ in
four important aspects: 1) NEGRA does not allow
unary branching while TüBa-D/Z does; 2) in NE-
GRA, phrases receive a ﬂat annotation while TüBa-
D/Z uses phrase internal structure; 3) NEGRA uses
crossing branches to represent long-distance relation-
ships while TüBa-D/Z uses a pure tree structure com-
bined with functional labels to encode this informa-
tion; 4) NEGRA encodes grammatical functions in
a combination of structural and functional labeling
while TüBa-D/Z uses a combination of topological
ﬁelds (Drach 37; Höhle 86) and functional labels,
which results in a ﬂatter structure on the clausal level.
The two treebanks also use different notions of gram-
matical functions: TüBa-D/Z deﬁnes 36 grammati-
cal functions covering head and non-head informa-
tion, as well as subcategorization for complements
and modiﬁers. NEGRA utilizes 48 grammatical func-
tions. Apart from commonly accepted grammatical
functions, such as SB (subject) or OA (accusative ob-
ject), NEGRA grammatical functions also comprise a
more extended notion, e.g. RE (repeated element) or
RC (relative clause) 1. The difference in grammatical
functions, however, is difﬁcult to compare since this
can only be done in a task-based evaluation within an
application that uses these grammatical functions as
input.
Figure 1 shows a typical tree from the NEGRA
treebank. The syntactic categories are shown in cir-
cular nodes, the grammatical functions as edge la-
bels in square boxes. The prepositional phrase “Im
Rathaus-Foyer” (in the foyer of the town hall) and
the noun phrase “auch die Forschungsgeschichte zum
Hochheimer Spiegel” (also the research history of the
Hochheimer Spiegel) do not contain internal struc-
ture, the noun kernel elements are marked via the
functional labels NK. The fronted PP is grouped under
the verb phrase, resulting in crossing branches. Fig-
ure 2 shows a typical example from TüBa-D/Z. Here,
the complex noun phrase “Der Autokonvoi mit den
Probenbesuchern” (the car convoy with the visitors of
the rehearsal) contains a noun phrase and the prepo-
sitional phrase with an internal noun phrase, with
1For a more detailed comparison of Tüba-D/Z and TIGER,the
successor of NEGRA, cf. (Telljohann et al. 04).0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
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Figure 2: A sample tree from the TüBa-D/Z treebank.
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Figure 3: The NEGRA sentence from Figure 1 without crossing branches.
both noun phrases being explicitly annotated. The
tree also contains several unary nodes, i.e. nodes with
only one daughter, e.g. the verb phrases “fährt” (goes)
and “heißt” (is called) or the street name “Lager-
straße”. The main ordering principle on the clausal
level are the topological ﬁelds, long-distance relation-
ships such as the relation between the noun phrase
“eine Straße” (a street) and the extraposed relative
clause “die heute noch Lagerstraße heißt” (which is
still called Lagerstraße) are marked via functional la-
beling; OA-MOD speciﬁes that this noun phrase mod-
iﬁes the accusative object OA.
4 Preprocessing the Treebanks
Most state-of-the-art parsers are based on context-free
grammars. However, both treebanks do not com-
pletely adhere to the requirements of a CFG: Apart
from NEGRA’s crossing branches, both treebanks
contain sentences that consist of more than one tree.
For all sentences, a virtual root node that groups all
trees is inserted, and parenthetical trees are attached
to the surrounding tree. The virtual root also ensures
that the grammar has a single start symbol. In or-
der to resolve NEGRA’s crossing branches, a script
was used that is provided with the graphical annota-
tion tool, which was used to annotate both treebanks2.
The script isolates crossing constituents and attaches
the non-head constituents higher up in the trees. Af-
ter the conversion, the sentence in Figure 1 receives
the tree structure shown in Figure 3. Both modiﬁers
of the verb phrase have been reattached at the clause
level in order to resolve the crossing branches. Unfor-
tunately, the modiﬁed tree does not contain any infor-
mation on the scope of the modiﬁers, which has pre-
viously been shown by the low attachment in the VP.
Since crossing branches occur in approximately 30%
of the sentences, weuse a modiﬁed script to keep trace
of the original phrase from which the constituent was
moved. In this version, NEGRA+traces, the crossing
modiﬁer PPs in Figure 1 are assigned the function la-
bel MO VP specifying that they are extracted from
the verb phrase. Thus, the tree would be the same as
in Figure 3, except for the function labels of the two
reattached PPs.
5 Comparing Treebanks for Parsing
For the experiments, the statistical left-corner parser
LoPar (Schmid 00) was used. Since the experiments
are designed to show differences in parsing quality de-
pending on the annotation decisions, the parser was
2Cf. www.coli.uni-saarland.de/projects/sfb378/
negra-corpus/annotate.htmlNEGRA NEGRA+traces TüBa-D/Z
crossing brackets 1.07 n.a. 2.27
labeled recall 70.09% n.a. 84.15%
labeled precision 67.82% n.a. 87.94%
labeled F-score 68.94 n.a. 86.00
crossing brackets 1.04 1.03 1.93
function labeled recall 52.75% 49.03% 73.65%
function labeled precision 51.85% 50.49% 76.13%
function labeled F-score 52.30 49.75 74.87
Table 1: The results of comparing NEGRA and TüBa-D/Z.
used without (EM) training or lexicalization of the
grammar.
For all the experiments reported here, only sen-
tences with a length of maximally 40 words were
used. These sentences were randomly split into 90%
training data and 10% test data. The test data were
kept ﬁxed in order to enable error analysis. Since we
did not want to have the results inﬂuenced by POS
tagging errors, the parser was given the gold POS tags
for the test sentences3.
For each experiment, two different types of tests
were performed: Forone type, the data contained only
syntactic constituents, i.e. the grammatical functions,
which are shown as square boxes in the trees, were
omitted. Thus, the rule describing the root node and
its daughters in Figure 3 is represented as “S PP
VAFIN PP NP VP”. These tests are reported below as
“labeled precision” and “labeled recall”. Inthe second
type of tests, the syntactic categories were augmented
by their grammatical function. Thus, the same rule
extracted from the tree in Figure 3 now contains the
grammatical function for each node: “S PP-MO
VAFIN-HD PP-MO NP-SB VP-OC”. (Note that the
root node is the only node in the tree that does not
have a grammatical function.) These tests are reported
below as “function labeled precision” and “function
labeled recall”.
The results of the experiments on the original tree-
banks after preprocessing are shown in Table 1. As
reported above, NEGRA contains crossing branches
in 30% of the sentences, which had to be resolved in
preprocessing. Since in these sentences, attachment
information is often not present, the experiment was
repeated with the version of NEGRA that contains
traces of moved constituents. This representation is
closer to the TüBa-D/Z annotation which also con-
tains such information for long distance relationships.
3Thus, the results are slightly better than in setting where the
POS tags are assigned automatically.
The results show that the F-score for TüBa-D/Z is sig-
niﬁcantly higher than for NEGRA trees. In contrast,
the number of crossing brackets is lower for NEGRA.
The NEGRA results raise the question whether the
low crossing brackets rate in NEGRA is only due to
the low number of constituents in the trees. The per-
centage of nodes per words shows that while NEGRA
trees contain on average 0.88 nodes per word, TüBa-
D/Z trees contain 2.38 nodes per word. This leads to
the question whether the deeper structures in TüBa-
D/Z can be parsed reliably but may not be useful for
further processing. Thus, a more detailed investiga-
tion is necessary.
This discussion leads to the question of how to eval-
uate the parsing results in a meaningful way. Gener-
ally, there are two possible evaluation methods that
go beyond the calculation of precision and recall: an
analysis of the different constituents and a task-based
evaluation. The former approach can show for which
categories there are differences between the annota-
tion schemes. The latter approach tests the utility of
the parser output for a speciﬁc task such as anaphora
resolution or question answering. While this would
provide valuable insight, the results would be difﬁ-
cult to generalize from the speciﬁc task. For the for-
mer approach, the equivalence of the different syn-
tactic and functional categories must be presupposed.
Such a comparison is only meaningful if both an-
notation schemes describe the same phenomena with
the same categories. Unfortunately, for NEGRA and
TüBa-D/Z, this assumption often does not hold. The
most obvious area in which the two treebanks differ is
the treatment of unary nodes: while TüBa-D/Z anno-
tates such constituents, NEGRA does not allow unary
branching. The differences in annotation are shown in
Figure 4 for NEGRA and in Figure 5 for TüBa-D/Z.
In these trees, it becomes obvious that the differences
in annotation are widespread and do not only concern
verbal phrases but also, for example, noun phrases,01 2 3 4 5 6 7 8 9
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Figure 4: A sentence from NEGRA without the annotation of unary nodes.
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Figure 5: A sentence from TüBa-D/Z, in which unary nodes are annotated.
adverbial phrases, and prepositional phrases. Due to
these great differences, a comparison of single con-
stituents cannot be meaningful since one would com-
pare, for example, all NPs in TüBa-D/Z to complexer
NPs (with two words or more) in NEGRA.
Other differences concern the use of the POS tagset
which are also reﬂected in phrase structure, e.g. sta-
tive passives, the attachment of relative clauses, and
the treatment of comparative particles. For example,
NEGRA treats comparative particles without a com-
parative semantic interpretation as prepositions, thus
annotating such phrases as PPs. In TüBa-D/Z, in con-
trast, the presence of a comparative particle does not
change the phrase type.
In the absence of more detailed methods of com-
parison, testing the effect of modifying individual an-
notation decisions gives insight into the factors that
inﬂuence parsing results. As mentioned above, NE-
GRA and TüBa-D/Z differ in three major points (the
fourth difference, crossing branches in NEGRA, is al-
ready addressed in preprocessing): ﬂatter phrases and
no unary nodes in NEGRA, and ﬂatter structures on
the clause level in TüBa-D/Z. In order to test the indi-
vidual decisions, the opposite treebank is modiﬁed to
also follow the respective decision. So in order to test
the inﬂuence of not annotating unary nodes, all such
nodes were removed from TüBa-D/Z while the other
differences remained unchanged.
Consequently, the following modiﬁcations of the
treebanks were executed:
To test the inﬂuence of not annotating unary
nodes (such as in NEGRA), all nodes with only
one daughter were removed from TüBa-D/Z,
preserving the grammatical functions. In the
following section, this version will be named
Tü_NU.
To test the inﬂuence of NEGRA’s ﬂat phrase
structure, phrases in TüBa-D/Z were ﬂattened.
This version will be named Tü_ﬂat.
In a third test, both modiﬁcations, the removal of
unary nodes and the ﬂattening of phrases were
applied to TüBa-D/Z. The resulting tree for the
sentence in Figure 2 is shown in Figure 6. This
version will be named Tü_ﬂat_NU.
In order to test the inﬂuence of the ﬂatter TüBa-
D/Z structure on the clause level, topological
ﬁelds were introduced into the NEGRA annota-
tions. The topological ﬁelds were automatically
extracted from the NEGRA corpus by the DFKI
Saarbrücken. Since the NEGRA annotation in0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
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Figure 6: The sentence from Figure 2 in the ﬂattened version without unary branches.
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Figure 7: The sentence from Figure 1 with ﬁelds.
some cases does not contain enough informa-
tion about the correct topological ﬁeld, the con-
version algorithm needs to use heuristics, which
lead to a small number of errors in the ﬁeld an-
notation.
The original annotation of NEGRA had to be
modiﬁed when the topological ﬁelds were intro-
duced. Inmanycases, the topological ﬁelds cross
phrasal boundaries: These phrasal nodes were
removed4. The resulting tree for the sentence in
Figure 1 is shown in Figure 7. This version of
NEGRA will be named NE_ﬁeld.
The resulting modiﬁed treebanks were split into
training and test data so that these sets contained the
same sentences as the data sets for the baseline experi-
ments. These data sets were then used for training and
testing the parser on the modiﬁcations. The results of
these experiments are shown in Table 2.
6 Discussion of the Results of the
Comparison
Table 2 gives the results for the evaluation of the two
types of tests: the upper half of the table gives re-
sutls for parsing with syntactic node labels only and
the lower half of the table gives results for parsing
syntactic categories and grammatical functions. The
results show that every transformation of the treebank
4We also tested a version in which the phrases were split into
two to ﬁt under the topological ﬁelds. However, this change re-
sulted in lower precision and recall values.
annotations changes the results approximating those
of the other treebank.
6.1 Modiﬁcation of NEGRA
Themodiﬁcation ofNEGRA,whichintroduces topo-
logical ﬁelds in order to ﬂatten the clause structure,
leads to an improved F-score but also to more cross-
ing brackets. A ﬁrst hypothesis would be that the
improvement is due to the reliable recognition of the
new ﬁeld nodes. This hypothesis can be rejected by
an evaluation of the parsing results for single syntac-
tic categories. This evaluation shows that the intro-
duction of topological ﬁelds gives high F-scores for
the major ﬁelds, but it also improves both precision
and recall for adverbial phrases, noun phrases, prepo-
sitional phrases, and almost all types of coordinated
phrases, For adjectival phrases, precision improves
from 55.95% to 64.46% - but at the same time, recall
degrades from 56.38% to 50.97%. In contrast, the F-
score for verb phrases deteriorates. This is probably
due to the fact that only such verb phrases are anno-
tated which do not cross ﬁeld boundaries.
One reason for the improvement in the overall F-
score isthe change inthenumber ofrules for aspeciﬁc
syntactic category. A look at the rules extracted from
the training corpus shows a dramatic drop in numbers:
for adjectival phrases, the number drops from more
than 3900 rules containing AP to approximately3400
– even though new rules were added for the treatment
of topological ﬁelds.NEGRA NE_ﬁeld TüBa-D/Z Tü_NU Tü_ﬂat Tü_ﬂat_NU
crossing brackets 1.07 1.30 2.27 1.87 1.09 1.15
labeled recall 70.09% 75.21% 84.15% 77.41% 85.63% 77.43%
labeled precision 67.82% 77.17% 87.94% 81.52% 86.24% 76.44%
labeled F-score 68.94 76.18 86.00 79.41 85.93 76.93
sentences not parsed (%) 0.55% 0.05% 0.48% 1.91% 0.62% 2.26%
crossing brackets 1.04 1.21 1.93 2.17 1.07 1.29
function labeled recall 52.75% 69.85% 73.65% 62.11% 73.80% 53.63%
function labeled precision 51.85% 69.53% 76.13% 65.43% 74.66% 58.87%
function labeled F-score 52.30 69.19 74.87 63.73 74.23 56.13
sentences not parsed (%) 12.59% 2.17% 1.03% 9.98% 3.55% 18.87%
ratio nodes/words (in treebank) 0.88 1.38 2.38 1.33 2.00 1.06
Table 2: The results of comparing the modiﬁed versions of NEGRA and TüBa-D/Z.
6.2 Modiﬁcation of TüBa-D/Z
Each modiﬁcation of TüBa-D/Z results in a loss in F-
score, but also inan improvement concerning crossing
brackets. While ﬂattening phrase structure only leads
to minor changes, deleting unary nodes has a detri-
mental effect: the F-score drops from 86.00 to 79.41
when parsing syntactic constituents, and from 74.83
to 63.73 when parsing syntactic constituents includ-
ing grammatical functions. Especially when parsing
grammatical functions, deleting unary nodes leads to
an increase of sentences that could not be parsed by a
factor of almost 10. These sentences would have re-
quired additional rules not present in the training sen-
tences. This leads to the question whether the dete-
rioration is only due to the high number of sentences
which were assigned no parse. However, an evalua-
tion of only those sentences that did receive a parse
shows only slightly better results in recall (obviously,
precision remains the same): 68.18% for parsed sen-
tences as compared to 62.11% for all sentences. This
result, however, may also be caused by missing rules,
which is corroborated by a look at the rules extracted
from the test sentences: Approximately 24.0% of the
rules needed for correctly parsing the test sentences in
the modiﬁcation without unary nodes are not present
in the training set, as compared to 18.2% in the origi-
nal version of the TüBa-D/Z treebank.
A closer look at the different constituents shows
that the syntactic categories that are affected most by
the deletion of unary nodes are noun phrases, ﬁnite
verb phrases, adjectival phrases, adverbial phrases,
and inﬁnitival verb phrases. All those categories suf-
fer losses in the F-score between 1.81% (for inﬁniti-
val verb phrases) and 57.28% (for adverbial phrases).
Since both precision and recall are similarly affected,
this means that the parser does not only annotate spu-
rious phrases but also misses phrases which should be
annotated.
Flattening phrases in TüBa-D/Z has a negative ef-
fect on precision but it causes a slight increase in re-
call. The latter effect is a consequence of the bias of
the PCFG parser, which prefers small trees. A com-
parison of the average number of nodes per word in
a sentence shows that for all models, the parsed trees
contain signiﬁcantly fewer nodes than the gold stan-
dard trees. For the original TüBa-D/Z grammar in-
cluding grammatical functions, the parsed tree con-
tains 54.6% of the nodes in the gold standard; in the
ﬂattened version, the ratio is 58.6% (and for NEGRA,
it is 62.5%).
The category that proﬁts most from this modiﬁca-
tion is the category of named entities (EN-ADD). This
is not surprising considering the fact that this node
type does not serve a syntactic function, it is inserted
above the syntactic category, which spans the named
entity (cf. e.g. the named entity “Lagerstraße” in Fig-
ure 2). Flattening the structure often deletes the inter-
nal node and consequently allows the parser to base
the annotation of named entities on more information
than just a noun phrase node. This result is even more
pronounced when also unary nodes are deleted. Other
syntactic categories that proﬁt from a ﬂattening of the
trees are prepositional phrases and relative clauses.
The combination of both modiﬁcations in TüBa-
D/Z, ﬂat phrase structure and deleted unary nodes,
leads to a dramatic loss in the F-score for functional
parsing as compared to the experiment in which only
the unary nodes were deleted. A look at the unlabeled
F-scores shows that this loss is not only due to incor-
rect labels for constituents, it also affects the recogni-
tion of phrase boundaries: the unlabeled F-score de-
grades from 91.34 for the original version of Tüba-D/Z, to 81.06 for the version without unary nodes, and
to 71.65 for the combination of both modiﬁcations.
7 Conclusion and Future Work
We have presented a method for comparing different
annotation schemes and their inﬂuence onPCFGpars-
ing. It is impossible to compare the performance of a
parser on single syntactic categories since even rather
similar annotation schemes apply different deﬁnitions
for different phrase types. Asaconsequence, the com-
parison must be based on modiﬁcations within one an-
notation scheme to make it more similar to the other.
The experiments presented here show that annotating
unary nodes and structured phrases improve parsing
results. On the clause level, however, a ﬂatter struc-
ture incorporating topological ﬁeldsishelpful for Ger-
man.
The experiments presented here were conducted
with a standard PCFG parser. The next logical step
is to extend the comparison to different probabilistic
parsers with different probability models and different
biases. The (Charniak 00) parser or in the (Klein &
Manning 03) parser use extensions of the probability
model which were very successful for English. It is,
however, unclear what the effect of these extensions
is on German data.
Another area to be explored is lexicalization. Here,
the picture is also unclear: Studies on the Penn tree-
bank show that parsing results improve with lexical-
ized trees (cf. e.g. (Collins 97; Charniak 00)). The
results on German (Dubey & Keller 03), however,
show a detrimental effect of lexicalization for the NE-
GRA data. Thus, a comparison of treebank annotation
schemes based on lexicalization only makes sense if a
method of lexicalization can be found for both anno-
tation schemes that does not overly decrease perfor-
mance.
Another unexplored area for the two treebanks used
here is the difference in grammatical functions. A
comparison of grammatical functions, however, can-
not be performed on the basis of a modiﬁcation from
one set to the other since there is no straightforward
conversion from one set of grammatical functions to
the other. For such a comparison, task-based evalua-
tions of the parser trained on the two treebanks will be
necessary.
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