The assessment of the risk of default on credit is important for financial institutions. Different Artificial Neural Networks (ANN) have been suggested to tackle the credit scoring problem, however, the obtained error rates are often high. In the search for the best ANN algorithm for credit scoring, this paper contributes with the application of an ANN Training Algorithm inspired by the neurons' biological property of metaplasticity. This algorithm is especially efficient when few patterns of a class are available, or when information inherent to low probability events is crucial for a successful application, as weight updating is overemphasized in the less frequent activations than in the more frequent ones. Two wellknown and readily available such as: Australia and German data sets has been used to test the algorithm. The results obtained by AMMLP shown have been superior to state-of-the-art classification algorithms in credit scoring.
Introduction
Credit scoring is a basic binary classification task in finance. The advantages of credit scoring include reducing the cost of credit analysis, enabling faster credit decisions, closer monitoring of existing accounts, and reducing possible risk.
Many studies have contributed to increasing the accuracy of the classification model with several kinds of statistical tools. A range of statistical techniques has been used to build-up credit scoring models, including linear probability models, logits, probits, and discriminant analysis. The first three techniques use historical data on credit performance and the characteristics of the borrower to estimate the probability of default. These results are then used to predict the probability of default for each new applicant by combining the estimated coefficients from the probability of default regression with the applicant's values given for the explanatory variables. Discriminant analysis differs in that instead of estimating a borrower's probability of default, it divides borrowers into high and low default-risk classes.
In recent years, Artificial Neural Networks (ANNs) have been one the most successful classifiers for credit scoring. The literature reveals that many machine learning methods have been suggested to tackle the credit scoring problem (e.g. Fuzzy Theory, Support Vector Machine, Perceptron Multilayer and ANNs), [1] [2] [3] [4] [5] [6] [7] [8] and other related challenging problems, as prediction.
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There has been a lot of research in the area of credit scoring that, based on the Australian and This paper is organized as follows. Section 2 is an introduction to Biological Metaplasticity. Section 3 describes the proposed implementation of AMP in a MLP, whose learning process is based on error minimization. In Sec. 4, the real data sets used are described and referenced. Section 5 presents the application of the AMMLP algorithm to the real credit data sets. Section 6 refers to experimental results. Section 7 summarizes a comparison between ours and other results obtained by the latest researchers. Finally, Sec. 8 present our main conclusions.
Biological Metaplasticity
In neuroscience and other fields "metaplasticity" indicates a higher level of plasticity, expressed as a change or transformation in the way synaptic efficacy is modified. Metaplasticity is defined as the induction of synaptic changes, that depends on prior synaptic activity 23 . The induction of synaptic changes in the levels of neural activity is illustrated in Fig. 1 .
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This graphic shows a family of curves in which each 
AMP in MLP Training: AMMLP
The proposed model defines artificial metaplasticity as a probabilistic learning procedure [29] [30] [31] [32] [33] [34] that produces greater modifications in the synaptic weights with less frequent patterns than frequent patterns, as a way of extracting more information from the former than from the latter. As Biological metaplasticity, AMP then favors synaptic strengthening for low-level synaptic activity, while the opposite occurs for high level activity. 25 The model is applicable to 
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AMP is analytically introduced in an arbitrary MLP training, by the application of a weighting function w * X (x) 23 :
where w * X (x) is defined as 1/f * X (x), being f * X (x) an approximation of the input patterns probability density function (pdf ), N is the number of neurons in the MLP input layer, and parameters A and B ∈ R + are algorithm optimization values which depend on the specific application of the AMLP algorithm. Values for A and B have been empirically determined. Equation (1) is a gaussian distribution. Then, w * X (x) has high values for infrequent x values and close to 1 for the frequent ones and can therefore be straightforwardly applied in weights updating procedure for the AMP model of biological metaplasticity during learning.
As the pdf weighting function proposed is the distribution of the input patterns that does not depend on the network parameters, the AMMLP algorithm can then be summarized as a weighting operation for updating each weight in each MLP learning iteration as:
being ∆w = w(t + l) − w(t) the weight updating value obtained by usual BPA and w * (x) the realization of the described weighting function w * (x) for each input training pattern x. Note that for Eqs. (8-10) the proposed implementation of metaplasticity in MLPs is analytically an implementation of importance sampling. 
Real Data Sets from UCI Repository
Credit data sets in the real world include various attributes. Two real-world data sets were selected for this research, the Australian and German credit data sets derived from the UCI Repository of Machine Learning Databases. 24 The Australian data set consists of 307 good applicants and 383 bad ones. Each applicant contains 15 features, including 6 nominal, 8 numeric attributes and the final one is class label (good or bad credit). These attributes names have been changed to meaningless symbolic data for the confidential reason. The second accuracy evaluation data set is the German credit scoring data set which is composed of 24 numeric features, including credit history, account balance, loan purpose, loan amount, employment status, personal information, age, housing and job. Additionally, 700 cases are creditworthy and the rest of 300 applicants are not.
Materials and Methods
To comparatively evaluate classifiers performance, all the classifiers presented in this particular case were trained with the same training data set and tested with the same evaluation data set. Each data set was divided into training and testing data randomly, in which there are 70-30% training and testing sets per data set (The data split was made according to recent researches applying metaplasticity algorithms).
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For this research, 50 AMMLPs were generated, with different weights and random values following a normal distribution (mean 0 and variance 1). In each experiment 50 networks were trained in order to achieve an average result that did not depend on the initial random value of the weights of the ANN. Two different criteria were applied to stop the training: in one case it was stopped when the error reached 0.01 (the error diminishes but cannot converge to 0), and in the other the training was conducted with a fixed number of 2.000 epochs.
Different network structures and parameters A and B of metaplasticity were tested empirically, in order to obtain the parameters and network structures appropriate for each case. Structure with 8 neurons in the hidden layer and parameter values A = 8 and B = 0.5 where found valid for all cases. Table 1 shows the network structure, metaplasticity parameters, epochs, MSE and number of patterns used in the training and testing phases of the classifiers AMMLP and backpropagation neural network (BPNN) applied to each data set.
Experimental Results
In this section we present results of experiments to test the behavior of the AMMLP proposed method. It is well known that the most common and straightforward approach to evaluate the performance of a classifier is to use a test set of unseen instances that were not used during the training phase. For every instance in the test set, we compared the actual class to the class that was assigned by the trained classifier. Definitions related to the following tables are:
Accuracy: is the most common measure for evaluating classifiers. Confusion matrix : A confusion matrix contains information about actual and predicted classifications performed by a classifier. Tables 2 and 3 show the classification results. As can be observed, AMMLP is superior to classic Backpropagation MLP training in all cases.
State-of-the-Art Comparison
To verify the performance of our algorithm we compared our results with those obtained by other researchers using the same database. In Table 4 the names of these researchers are shown, together with the accuracy obtained.
Conclusion
This paper presents an approach to credit risk evaluation using the novel AMMLP, an improvement over the classical MLP trained with the BP algorithm. The AMMLP is based on the biological Metaplasticity property of neurons, and when applied to the well-known Australian and German data sets, it has proven superior results compared to usual MLP. In the case of Australia data set, the results obtained by AMMLP were superior to all the results obtained by other researchers applied on the same database. In the German data set, the results obtained by AMMLP were only exceeded by two algorithms, but note that in these two algorithms, best-case instead of medium results are probably presented. Therefore, it is concluded that the proposed algorithm should be considered to support credit lending decisions.
