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 ABSTRACT 
 
This dissertation investigates whether economic activities in the real estate sector lead 
economic growth, and attempts to discover real estate related economic leading 
indicator(s) for forecasting the performance of the economy.  Recent empirical studies 
(Green, 1997; Coulson and Kim, 2000) in the United States have shown that residential 
investment leads GDP.  This result suggests that the residential sub-sector is a leading 
sector of the economy, and changes in housing demand are ahead of changes in aggregate 
demand.  Given that the time lag between the decision to invest in residential real estate 
and the actual realization of the investment is relatively uniform and not too long, 
changes in residential investment at any point in time represents the market’s response 
(and therefore the decision to invest at more or less the same point in time) to expected 
changes in housing demand.  In a rational market, expected demand change is, on 
average, similar to actual demand change.  Therefore, changes in residential investments 
are a good indicator of changes in housing demand, and thus lead economic growth.  
However, empirical data in Hong Kong may not exhibit the same sort of the lead-lag 
relationship observed in the U.S., due mainly to the significant variation in the time lag 
between the decision to invest and the realization of the actual investment across different 
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 development projects.  This variation in the time lag is due mainly to the restricted land 
supply and the nature of planning and development controls in Hong Kong.  Therefore, 
real estate investments observed at any point in time represent the materialization of 
investment decisions that were made at significantly different points in time with 
different demand conditions.  This means that changes in real estate investments may 
not reflect changes in expected demand conditions, and thus are not good predictors of 
GDP.   
 
This study proposes that real estate prices serve a better purpose than real estate 
investments in predicting aggregate demand.  In an efficient market, external shocks that 
affect demand will be reflected in market prices quickly.  Previous studies (Chau, 1996; 
Brown and Chau, 1997) suggest that Hong Kong’s real estate market (in particular, the 
residential sub-sector) is very efficient.  Therefore, a change in the trend of residential 
price, instead of residential investment, is expected to lead economic growth.  In 
addition, the wealth effect and forward looking behaviour also suggest that trend of 
residential price is a leading indicator of GDP in Hong Kong.  
 
In this study, empirical tests have been performed to test the lead-lag relationship 
 iv
 between GDP, real estate prices, and real estate investments.  The results confirm that 
real estate investments are poor predictors of GDP.  This is in sharp contrast to the 
findings in previous studies in the U.S.  On the other hand, the results support the 
hypothesis that real estate prices are leading indicators of GDP.  Residential price is 
found to be the strongest leading indicator among all real estate prices.  This finding is 
consistent with the previous finding that the residential sub-sector is the most efficient 
sub-sector of the real estate market due to the relatively high volume of transactions and 
the homogeneous nature of housing units (mostly apartments) in Hong Kong. 
 
This finding has important policy implications for the Government of the Hong Kong 
Special Administrative Region (HKSAR).  Since residential price leads GDP, policies 
that stabilize residential prices will also stabilize economic growth.  In addition, 
economic recession can be triggered by policies that hamper residential prices.  
Similarly, policies that simulate residential prices may lead to an overheating of the 
economy.  This implication is particularly important for the HKSAR, whose 
administration has far more ability to influence residential prices (through its land supply 
and housing policies) than aggregate demand through monetary policy (due to the current 
board system) and fiscal policy (due to the requirement to maintain a balanced budget as 
 v
 specified in the Basic Law). 
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CHAPTER 1 INTRODUCTION 
CHAPTER 1   INTRODUCTION 
 
1.1 Overview 
Hong Kong is a densely populated city.  Because of the limited land supply here, the 
real estate sector has played an important role in Hong Kong’s economy.  This is 
evidenced by the fact that the real estate sector and the construction industry contribute to 
more than 20 percent of Hong Kong’s GDP.  In addition, more than 45 percent of the 
local listed companies are either real estate developers or investors, or are heavily 
involved in real estate development and investment.  More than one third of total 
government income is related to real estate.  Given the importance of the real estate 
sector in Hong Kong’s economy, it is interesting to know how real estate demand and 
economic performance are related.  There are two ways to measure real estate demand: 
by real estate investments or real estate prices.  When demand for real estate increases, 
prices will be pushed up and investors will increase investments to meet demand.  
Therefore, real estate prices and real estate investments are directly proportional to real 
estate demand. 
 
In the United States, real estate investments are good measures of expected demand for 
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real estate.  However, this may not be the case in Hong Kong.  On the other hand, 
economic performance is reflected in the Gross Domestic Product (GDP).  If there is a 
leading relationship between GDP, real estate investments, and real estate prices, the real 
estate sector will be a leading sector of economic performance.  Therefore, real estate 
investments and prices are good measures for reflecting expected real estate demand, and 
serve as good predictors of economic performance.  However, there has been little 
empirical study on the relationships between GDP, real estate prices, and real estate 
investments in Hong Kong.  Moreover, the restricted land supply and various planning 
and development controls in Hong Kong add complication to the investigation of their 
relationships.  The need to use time series data in the investigation also makes the 
empirical study problematic.  
 
1.2 Aims and Objectives 
The main aims of this dissertation are to investigate whether economic activities in the 
real estate sector lead economic growth, and to discover the real estate-related leading 
indicator(s) for forecasting the performance of the economy.  To achieve this aim, the 
lead-lag relationship between real estate investments, real estate prices, and GDP will be 
investigated.  The real estate sub-sector that serves as the most important predictor of 
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GDP, should any leading relationship exist, will also be investigated. 
 
1.3 Organization of This Dissertation 
An abstract of the whole dissertation is given at the very beginning.  Then, it comes to 
Chapter 1, the Introduction, which gives readers an overview of the topic of this study.  
The aims, objectives, and organization of this dissertation are also covered.  Chapter 2 
talks about the background of this study.  The restricted land supply, planning and 
development control, sources of land for development, and the process of land supply 
changes are discussed.  Chapter 3 gives the Literature Review of this topic.  Chapter 4 
explains in detail how each hypothesis is derived from theory and the expected empirical 
implications of each hypothesis of this dissertation.  Chapter 5 introduces the 
methodology of this study.  The Granger Causality Test is adopted.  The characteristics 
of the time series and the way the data has been treated are discussed.  Chapter 6 
provides a description on the time series data.  The sources, description, and reliability 
of the data are covered.  Chapter 7 summarizes and interprets the results of this study.  
Finally, Chapter 8 is the Conclusion of this dissertation, which summarizes the findings, 
explains the limitations of this study and suggests areas for further investigation into this 
topic. 
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CHAPTER 2   BACKGROUND 
 
In this chapter, the land supply situation, planning and development controls, sources of 
land for development, and changes in land supply policy will be introduced.  These 
issues are quite unique in Hong Kong.  It is necessary to have an understanding of these 
issues because they have had a prominent impact in revealing the relationships between 
GDP, real estate investments, and real estate prices.  
 
2.1 Restricted Land Supply 
The Hong Kong Special Administrative Region (SAR), located in the southern part of 
China, occupies a total land area of 1,098 km2, which extends over Hong Kong Island, 
the Kowloon Peninsula, and the New Territories.  Most of Hong Kong is mountainous 
and not suitable for development.  Because of such geographical limitations, together 
with the rapid economic development, Hong Kong faces a restricted land supply for both 
housing and industry.  The supply of land in Hong Kong is controlled by the 
government through the leasehold tenure system.  A leasehold land tenure system means 
government ownership of all the land with buyers of land only receiving leases to use 
their land.  A buyer is given certain rights over his/her plot of land, including the right to 
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transfer, use, and earn income from the land. 
 
Unlike the freehold system, the user of the land does not have ownership of the land, but 
only exclusive rights for a specified time (Hui and Soo, 2002).  Hong Kong’s land 
tenure system was carried over from the previous British colonial government, which 
ruled the territory from 1841 to 1997 (aside from four years of Japanese occupation from 
1941-1945).  According to the Basic Law’s Article 7, The Government of the Hong 
Kong SAR shall be responsible for the management, use, development, lease, and grant 
of land in the SAR.  That means the government remains the sole owner of all land in 
Hong Kong even after its handover to China in 1997.  The government has an absolute 
perpetual title to all land holdings in Hong Kong, except one land parcel at St. John’s 
Cathedral, which is given a freehold privilege on the condition that its use remains for 
religious purposes.  
 
Prior to its return to China, Hong Kong practiced a de facto high land price policy 
through the land tenure system.  Land supply was further restricted by Annex III of the 
Sino-British Joint Declaration, in which it is stipulated that 50 hectares of land are set as 
the maximum bound that could be disposed of by the government through the existing 
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system of public auctions in a single year until 1 July 1997.  It is stated in Annex III that 
land granted to the Hong Kong Housing Authority for public rental housing is excluded 
in order to encourage the then-administration to release more land for public housing.  
 
2.2  Planning and Development Controls in Hong Kong
The development of land in Hong Kong is subject to planning and development controls.  
“Planning” refers to the specification of parameters, rules, standards, guidelines, and 
procedures for land uses and built forms by the government for private individuals in 
relation to land.  It is often described as “forward planning”.  “Development controls” 
means that the government processes or orders to ensure that the matters specified in the 
planning process are followed up by private individuals, as backed by enforcement in 
case of non-compliance.  In terms of geographical scope, planning or development 
control can be territory-wide, sub-regional, district, estate, and individual building sites 
(Ho et. al., 2000).  The planning and development controls in Hong Kong include 
zoning controls, statutory building restrictions, and government leases.  These controls 
are incorporated into the Town Planning Ordinance, Buildings Ordinance, and the 
“Development conditions” in the government leases, respectively.  With these controls, 
the development of land cannot simply proceed at the whim of developers.  Therefore, a 
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brief review on these controls is necessary to see how the development periods were 
affected.  
 
2.2.1 The Town Planning Ordinance 
The Town Planning Ordinance provides the statutory framework for planning and 
development in Hong Kong.  It aims to control land use and the volume of building 
development.  The overall long term planning framework for the territory is laid out in 
the Territorial Development Strategy, which divides the territory into five sub-regions.  
For each sub-region, individual development strategies in the form of development 
statements have been devised, and are used as a basis for the preparation of detailed 
plans – the departmental Outline Development Plans and Layout Plans that would form 
the basis of the Outline Zoning Plans (OZPs).  OZP is a statutory plan.  A draft OZP 
prepared under sections 3(1)(a) and 4(1) of the Town Planning Ordinance consists of 
three components, namely the outline zoning plan, the notes attached to the plan, and an 
explanatory statement for the plan.  The OZPs show the proposed land-uses and major 
road systems of the individual planning scheme areas.  Areas covered by such plans are 
zoned for such uses as residential, commercial, industrial, open space, government, 
institution or community uses, green belt, conservation areas, comprehensive 
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development areas, village type development, open storage, or other specified purposes.  
Attached to each OZP is a set of notes laying out the uses that are always permitted 
(Column 1 uses) in a particular zone and other uses for which the Town Planning Board's 
permission must be sought (Column 2 uses).  The explanatory statement is not a part of 
the OZP, but it is an important component of the OZP since it reflects the planning 
intentions and objectives of the various land-use zonings on the plan.  
 
Another type of statutory plan is the Development Permission Area (DPA) Plan.  The 
purpose of DPA Plans is to provide interim planning control and development guidance 
for selected areas pending the preparation of OZPs.  These areas are mainly non-urban 
areas.  Any development that is not permitted in terms of the DPA Plan and without the 
necessary planning permission constitutes an unauthorized development, and is subject to 
enforcement and prosecution by the Planning Authority.  DPA Plans also indicate 
land-use zones and are accompanied by a set of notes that specify the uses that are always 
permitted and those that require the permission of the Town Planning Board (the Board), 
and an explanatory statement laying out the background, the planning principles, and 
intentions of the Board for various land-use designations.  
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In addition, the Board will also consider Development Scheme Plans prepared by the 
Urban Renewal Authority (URA) under the URA Ordinance.  If the plans are considered 
suitable by the Board for publication under the Town Planning Ordinance, they are 
deemed to be draft plans prepared by the Board.  There is a Land-Use Diagram and a set 
of notes accompanying the plans.  A Land-Use Diagram provides a broad indication of 
the types of planned use, while the notes lay out the permitted uses and the requirements 
for submitting a master layout plan to the Board.  
 
However, the Town Planning Ordinance contains no enforcement provision to implement 
the plans.  Its statutory effect mandates that current land development and change of 
land use have to conform to the specific zoning plan.  An implementation of plans is 
achieved by the imposition and enforcement of covenants stated in land leases, and under 
the provisions of the Building Ordinance.  
 
2.2.2 The Buildings Ordinance 
The Buildings Ordinance and its subsidiary legislation provide the legal basis for the 
work of the Building Authority, whose main duties are to plan and control building 
development in respect of the health and safety of occupants in buildings.  Under the 
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Building Ordinance, planning (in terms of control on plot ratios, site coverage, open 
spaces, etc), design (in terms of the provision of lighting and ventilation, projections, etc), 
construction (in terms of loading requirements, structural use of materials, retaining walls, 
etc), associated works (in terms of the erection of hoarding, covered walkways, 
demolitions, etc), safety, and dangerous buildings are regulated.  All buildings, 
including new building developments, are under the scope of control of the Buildings 
Ordinance.  
 
According to s.14 of the Buildings Ordinance, approval should be obtained from the 
Building Authority before the commencement of any construction work.  The approval 
of new developments takes two stages.  The first stage is the approval of development 
drawings and associated designs.  Under the central processing system, the Buildings 
Department will circulate the submitted plans to other relevant government departments 
for comments and concurrence or approval.  In accordance with s.30 (3) of the Building 
(Administration) Regulations, the Building Authority should notify the Authorized Person 
(AP) within 60 days after the submission of plans on whether the plans were approved or 
not.  Otherwise, the plans would be deemed to have been approved.  The second stage 
of the process is the application for consent to commence work, which is stipulated under 
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s.14 (1)(b) of the Buildings Ordinance.  The statutory period within which the Building 
Authority must notify the AP is 28 days.  Construction can start as soon as the consent is 
given.  
 
Building approvals are the key to development, as they are in the most upstream direction 
of actual building development (Ho et. al., 2000).  The plans of building works, street 
works, and the consent to commence work may not be approved under the grounds stated 
in s.16 of the Buildings Ordinance.  The decision made by the Building Authority is not 
final and conclusive.  Under s.44 of the Buildings Ordinance, the applicant is given a 
statutory right to appeal to an Appeal Tribunal Panel if he/she objects to the refusal of 
plans or discretion exercised by the Building Authority under the Buildings Ordinance.  
The appeal procedures include the submission of a Notice to Appeal and required 
documents, plus a preliminary hearing.  A preliminary hearing is held to determine 
whether there is a good cause for a full hearing.  The appeal may be dismissed if no 
good cause is found.  These procedures can take as long as 77 days, excluding the 
duration of the full hearing.  
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2.2.3 Government Leases 
Government leases are official contractual documents between private owners (lessees) 
and the government (lessor).  The leases usually consist of general and special 
conditions.  The former consists of terms relating to the disclosure of principal, rent, 
ratable value, effective date of the lease, maintenance, right to inspection, breach of lease 
conditions, and so on.  The latter consists of main items that are normally the building 
covenant, user clauses, master layout plans, and development conditions.  The building 
covenant states that the lessee shall develop the lot through the erection of buildings that 
comply with the conditions in the lease and any other relevant ordinances and regulations.  
The buildings must be completed or made fit for occupation on or before a stipulated date 
in the future.  The user clause specifies the purpose for the building’s construction. 
 
The development conditions require the lessee to comply with the Buildings Ordinance 
and the Town Planning Ordinance.  These conditions also control space development 
that can increase or reduce building supply quantity.  These conditions emphasize eight 
key areas of control: (1) total gross floor area; (2) the maximum site coverage; (3) height; 
(4) the maximum number of stories; (5) the maximum number of units; (6) the number of 
buildings; (7) unit size; and (8) design and disposition.  Depending on the location of a 
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lot, a lease might not include all eight conditions.  A variance in this stipulation can 
either limit or free the amount of building space available from a lot.  
 
2.3  Sources of Land for Development
The sources of land for development or redevelopment by the private sector are primarily 
existing privately-owned lots that are ripe for redevelopment, or lots from developers’ 
land banks.  Sometimes, land available may not be developed immediately, but simply 
added to the volume of a developer’s land bank.  Second, developers can obtain land for 
development by auction or, in certain cases, by public tender.  In Hong Kong, the Lands 
Department administers land sales, which determine specific amounts of land and land 
use each year.  As mentioned before, each piece of land is assigned a land use under the 
Town Planning Ordinance and government leases.  Applications for an approval for a 
change of use may be required in case of redevelopment.  This will be discussed in the 
following sub-chapter.  
 
2.4 Changes in the Land Supply Policy
For many years, Hong Kong’s land supply has been interpreted as fixed.  However, this 
may be true only in the short run, while in the long run the supply of land in Hong Kong 
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can be regarded as slightly elastic (Hui and Soo, 2002).  It is impossible to increase land 
supply overnight because the supply of developable land is subject to a high degree of 
planning control (Tse, 1998).  However, the supply of land in the long run is not fixed 
because land can be converted from alternative uses (Barlow, 1993).  For instance, land 
supply can be increased by freeing up some of the idle or underused industrial land for 
residential use (Tse, 1998).  The change of land use is viewed as redevelopment, which 
is another significant source of land.  Developers can either apply for a change of land 
use under s.16 of the Town Planning Ordinance, or apply for a lease modification to the 
Lands Department.  For instance, only 0.25 km2 of land was sold in 1993 for residential 
and commercial uses, but land exchanges and lease modifications (i.e. redevelopment) 
accounted for 1.74 km2 during the same period.  
 
2.4.1 The s.16 Planning Application 
Any intended redevelopment or change in use would need to be checked against the 
statutory plan, even where there is no need for lease modification.  In case an intended 
use is a Column 2 use, or a temporary change in use or development in a DPA plan, 
planning permission must be obtained from the Town Planning Board before lease 
modification.  Planning permission is required even if the use is permitted by the 
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government lease.  This application is often referred to as an s.16 “planning application” 
to the Town Planning Board for uses specified under Column 2 or the cover pages of the 
notes of a plan prepared and published in the Gazette under the Town Planning 
Ordinance.  The Secretary of the Town Planning Board would hold a meeting with the 
Planning Committee to discuss the proposal.  The Planning Department would also 
consult government departments and prepare the necessary papers for the meeting. 
 
The Town Planning Board has two subcommittees: the Metro Planning Committee (MPC) 
and the Rural and the New Town Planning Committee (RNTPC).  Meetings are also 
held with these committees concerning the planning application.   This procedure takes 
about 2 months (Li, 1997).  The applicant is provided with a statutory right of review 
under s.17 (1) of the Town Planning Ordinance (i.e. “planning” review) upon rejection of 
the planning application.  The review procedures take about 120 days (Li, 1997).  If the 
applicant is still not satisfied with the review decision, he can appeal to the Town 
Planning Appeal Board.  This statutory right of appeal is provided by s.17 B of the Town 
Planning Ordinance.  The appeal procedures include serving notices, hearings by the 
Secretary and Appeal Board, serving witness statements and documents, and 
consideration by the Appeal Board.  The process again takes about 150 days to complete.  
 15
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The average time involved from the date of a planning application to an appeal hearing is 
approximately 20 months, and that from the last date of a hearing to an appeal decision is 
34 months (Lai, 2003).  This long application period has inevitably delayed the 
development process.  The s.16 application process will be much longer if the 
application is made concerning the land use in the rural areas. 
 
2.4.2 Lease Modification 
The controls set out in government leases are not fixed forever.  Some flexibility is 
needed in case of changes in the environment and alterations in the economic structure of 
a particular region so that developers can, upon satisfying certain conditions, apply for an 
alteration of the development controls, like a change of use, for example.  This is called 
lease modification.  Applications for lease modifications are made to the Lands 
Department.  Upon receiving such an application, the Lands Department will circulate 
the proposal within the relevant government departments.  If a modification sought 
would not result in any conflict with government policy, relevant planning, 
environmental and building legislation, and would result in an increase in the land’s value, 
a premium will be assessed, and basic terms of the proposed modification will be offered.  
The duration of the procedures for processing a lease modification lasts approximately 
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349 days (Li, 2000).  The duration is lengthened if the applicant considers the premium 
assessed to be too high, as he may very well appeal by providing evidence to support his 
contention.  The premium will then be reviewed by an officer or body of officers of 
higher rank.  
 
2.4.3 Land Exchanges 
Land exchange is another method of lease modification.  It is applied to cases involving 
a major readjustment of lot boundaries; the amalgamation of lots; and major amendments 
to the existing lease including an updating of the conditions.  The procedures of 
processing a land exchange are similar to that of processing a lease modification.  The 
applicant is also required to pay a premium if the land exchange will result in an increase 
in the value of the land.  The whole process will take approximately 398 days.  
 
2.4.4 The Land (Compulsory Sale for Redevelopment) Ordinance 
Apart from obtaining land from land auctions and through changes in land use, 
developers can acquire land or properties from their owners.  However, the process of 
acquiring properties in cases of multiple ownership can be lengthy, frustrating, and at 
times emotive (Nissim, 1998).  In order to facilitate the redevelopment of lots in which 
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there are existing older buildings with multiple ownership, a piece of legislation, the 
Land (Compulsory Sale for Redevelopment) Ordinance was passed.  Under this 
ordinance, a person or persons who owns or own not less than 90 percent of the 
undivided shares in a lot (majority owner) can make an application to the Lands Tribunal 
for an order to sell all the undivided shares in the lots for the purposes of the 
redevelopment of the lot.  Therefore, if a developer wishes to redevelop a lot, he/she has 
to first become the majority owner by purchasing 90 percent of the undivided shares.  
This involves lengthy negotiations with the owners and high capital costs.  Then, the 
case has to be brought to the Lands Tribunal for a compulsory sale order to be issued.  
Considerable time is required if a developer obtains land by this method.  
 
Chapter Summary 
The characteristics of land supply in Hong Kong have been reviewed.  Hong Kong is a 
place with a restricted land supply, both naturally and governmentally.  The planning 
and development controls have been discussed.  Any use that is different from that 
stated in the Town Planning Ordinance or lease needs an application for permission or a 
lease modification.  The application process can last a long time.  The duration of 
obtaining land through the purchase of land or properties from its owners can also be a 
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lengthy process.  Moreover, before construction can commence, building plans have to 
be submitted for approval.  The right to appeal given by the ordinances adds time to the 
application process.  Therefore, a decision to develop a piece of land may be a decision 
made a few years before any development begins.  In Hong Kong, because of the 
various methods of acquiring land, the development of land over a period of time is 
actually a mix of new land development and existing land redevelopment.  This results 
in differences in the length of the development cycle, which is one of the characteristics 
of land development in Hong Kong.  
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CHAPTER 3   LITERATURE REVIEW 
 
In this chapter, relevant literature and previous studies will be discussed and criticized.  
The literature review is divided into four parts: GDP and real estate investments; GDP 
and real estate prices; real estate prices and real estate investments; and the Granger 
Causality Test. 
 
3.1 GDP and Real Estate Investments
Studies have been done on the relationship between GDP and different kinds of 
investment on business cycles in the U.S.  The usual kinds of investment being 
investigated are residential investment and investments in equipment and machinery.  
Green (1997) uses the Granger Causality Test to examine the effect of these two kinds of 
investment on GDP.  It is found that residential investment Granger causes (leads) GDP, 
while investments in equipment and machinery do not.  However, the presence of 
Granger causality does not mean that residential investment leads the nation into and out 
of recession as “correlation does not necessarily imply causation” (Green, 1997). 
 
Podenza (1988) also agrees on the fact that just because downturns in housing starts 
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occur before general downturns, this is not in itself proof that a decline in housing 
activity pulls the general economy in the same direction.  Both of them share the view 
that residential investment, like stock prices and interest rates, is a good predictor of GDP 
because it is a series that reflects forward looking behaviour.  Housing is a durable asset.  
Consumers, investors, and producers of this asset must consider the likely future market 
for this asset and its services when they make their respective purchases or production 
decisions.  For example, if participants in the housing market anticipate a future 
downturn in activity, housing activity may turn down first in anticipation.  Households 
will not increase their expenditures on housing unless they expect the housing market to 
prosper in the future.  The empirical observation that housing activity “leads” downturns 
and upturns may thus be simply a reflection of this anticipatory behaviour in the housing 
market.  
 
Green (1997) proposes another explanation for residential investment being the leading 
indicator of GDP.  This requires the consideration of potential “exogenous forces” in 
residential investment that lead to economically exogenous movements.  These are the 
income tax treatment of residential investment and regulatory treatment of housing 
finance institutions.  Green suggests, for example, that if residential investment is given 
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special treatment under tax law through accelerated depreciation and the generous 
treatment of passive losses and gains, more capital will be attracted to residential 
investment.  Then, people who build would be given high paying jobs, and there would 
be a reasonably large multiplier effect over a period of several years that stimulates 
economic growth.  
 
Green’s (1997) causality results are strengthened by Coulson and Kim (2000).  Their 
study proves that GDP’s response to a shock in residential investment is several times the 
magnitude of the response to a shock in investment in equipment and machinery.  They 
suggest that residential shock explains far more of the variation in GDP than does a shock 
in equipment and machinery.  Coulson and Kim extend their study of the causality to the 
components of GDP: consumption and government expenditure.  The results show that 
both equipment and machinery and residential investments are caused by every 
component of GDP, except that the former appear to cause consumption while the latter 
do not. 
 
Coulson and Kim’s explanation of the relationship between residential investment and 
GDP is somewhat different from what Green (1997) argues in his study.  Residential 
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investment evidently Granger-causes consumption expenditure, which is the largest 
component of GDP in their model, so residential investment has a large effect on GDP 
itself (Coulson and Kim 2000).  Although they have given an explanation as to why 
residential investment leads GDP, the reasons why residential investment leads 
consumption expenditure are not mentioned.  Moreover, the focus of these two studies 
in the United States is mainly on residential investment, and there have seldom been 
studies on how other real estate investments affect economic growth.  The explanation 
suggested by these studies also does not take into account how fast real estate 
investments can adjust to a shakeup in the economy. 
 
For non-residential buildings and structures investment, Madsen (2002) adopts models 
that are based on the relative importance of demand and supply in prices and quantities.  
His test is conducted using a pooled cross section and time series data of 18 countries 
from 1950 to 1999.  Madsen argues that if supply side factors have been more important 
for investment while demand side factors have not, then the causality direction goes from 
investment to economic growth, and vice versa.  The results show that supply factors are 
not crucial to building investments, and building activity is predominantly driven by 
demand.  Therefore, Madsen suggests that investment in non-residential buildings and 
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structures is predominantly caused by economic growth.  
 
In fact, there have been other studies on the relationship between real estate investment 
and the economy.  Two of the most notable contributions have come to virtually 
opposite conclusions.  Aschauer (1989) argues, using a growth accounting framework 
for post-war U.S. data, that public infrastructure investment – virtually all of which is 
building investment – is a key component of growth, and that much of the post-1973 
productivity slowdown can be attributed to cutbacks in public capital investment.  On 
the other hand, DeLong and Summers (1991, 1992) and DeLong (1992), suggest that 
building investment has a negligible relationship with growth using purchasing power 
parity adjusted data.  They even find a negative social return to investment in buildings.  
Ball and Wood (1995) report evidence of strong co-integrating relationships between 
productivity levels and fixed investment in both equipment and structures in the United 
Kingdom over the past 140 years.  There is strong evidence of two-way Granger 
causality prior to 1938 between productivity levels and virtually all sub-categories of 
investment.  For the postwar period, a long run error correction mechanism for 
productivity levels and equipment and structures investment is indicated when these are 
considered separately (Ball and Wood, 1995).  
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A similar study using the Granger Causality Test to investigate the lead-lag relationship 
between construction activity and the aggregate economy is conducted in Hong Kong by 
Ganesan and Tse (1997).  The performance of the aggregate economy is proxied by GDP, 
while construction activity is measured using construction flow, which refers to new 
construction works and renovation and maintenance.  The value of work put in place is 
obtained from progress payments received during the reference period.  However, the 
construction flow is not categorized into residential or commercial investment.  Also, 
both GDP and construction flow are measured at current prices (i.e. prices changes are 
not taken into account). 
 
The results of the study demonstrate strongly that GDP tends to lead construction flow, 
but not vice versa, which is in contrast to the results of research in the U.S. and the U.K.  
Ganesan and Tse (1997) claim that the relationship between construction flow and GDP 
is analogous to the saving-income relationship.  The national income identity does not 
imply that an increase in saving will lead to a higher GDP.  It is believed that the initial 
impact of a change of GDP would be on the demand for construction projects and real 
estate rather than on the level of construction output because construction activity is very 
sensitive to credit conditions.  If GDP rises, so will the level of construction activity 
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needed to meet the expanded production capacity. 
 
Ganesan and Tse (1997) also compare the volatility of construction flow and that of GDP.  
They show that construction flow is more volatile than GDP.  Ball and Morrison (1995) 
argue that all types of fixed investment are considerably more volatile than national 
income.  It is expected that short term growth rates of construction can easily fluctuate a 
lot due to changes in capacity utilization.  Akintoye and Skitmore (1994) suggest that 
construction is a derived demand that is growth dependent.  If markets are 
interdependent, disturbances in one market will be transmitted to other markets (Ganesan 
and Tse, 1997).  
 
From these studies, there are two contrasting views on the lead-lag relationship between 
construction investments and GDP.  Some hold the view that construction investments, 
especially residential investments, stimulate consumption and economic growth, and 
therefore residential investments lead GDP.  On the other hand, some believe that 
construction activity is a derived demand that depends on economic performance, and 
thus they conclude that GDP leads real estate investments.  However, most of the studies 
have focused on residential investments or real estate investments as a collective term 
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without looking at how GDP affects each type of real estate investment separately.  
 
3.2  GDP and Real Estate Prices
Englund and Ioannides (1997) compare the dynamics of housing prices in 15 countries, 
and discover that lagged GDP growth exhibits significant predictive power over housing 
prices.  Hui and Yiu’s (2003) study, which uses the Granger Causality Test to 
empirically test the market fundamental dynamics of private residential real estate prices 
in Hong Kong, confirms this result.  It has been shown that residential price leads GDP 
from 1984:Q1 to 2000:Q4, but not the opposite.  The following reasoning is suggested 
by Hui and Yui: GDP represents the overall change of the economy, and is regarded as 
one of the market fundamentals in affecting demand for private residential real estate.  
Also, GDP is affected by some of the market fundamentals.  Since both price and GDP 
are expectation driven, they lag behind the release of information for market 
fundamentals. 
 
At the same time, GDP is affected by residential prices (Hui and Yiu 2003).  Another 
study done by Chau and Lam (2001) on speculation and property prices in Hong Kong 
reveals that nominal GDP is a leading indicator of housing price.  The model which 
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Chau and Lam use includes the real interest rate, the percentage change in the lagged 
housing price, the marriage rate, the stock market index, housing supply, transaction 
volume, and an error correction term in order to control for other factors affecting 
housing prices.  Nominal GDP is used in the model to capture the effects of inflation 
and economic growth, while housing price is the official residential index compiled by 
the Rating and Valuation Department.  Chau (2001) suggest that due to the high land 
price policy and importance of the property sector in Hong Kong, Hong Kong’s economic 
performance has been dependent on the performance of the property market, which 
means that property price leads economic growth and drives inflation.  
 
Iacoviello (2003), in his study of consumption, housing prices, and collateral constraints, 
find a direct effect from housing prices to consumption using the Euler equation for 
consumption.  Then, according to Coulson and Kim (2000), as consumption forms a 
large part of GDP, it is reasonable to expect that housing prices will have a leading 
relationship with GDP.  
 
Although the above mentioned studies have shown that GDP leads housing price, the 
main focus of these studies is not to investigate the relationship between GDP and 
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housing price.  Moreover, in Hui and Yiu’s (2003) paper, the housing price used is in 
nominal terms rather than in real terms.  This nominal housing price is used to 
investigate its relationship with constant GDP.  In Chau’s (2001) study, nominal GDP is 
used to investigate its relationship with residential price index.  There has also been no 
study that has researched the relationship between real GDP and real residential prices.  
In most studies, only residential price has been investigated.  There has been no research 
done on the relationship between GDP and other property prices.  
 
3.3  Real Estate Prices and Real Estate Investments
There has been a lack of empirical studies that have directly tested the lead-lag 
relationship between real estate prices and real estate investments using the Granger 
Causality Test.  Nonetheless, the lead-lag relationship between real estate prices and real 
estate investments can be inferred from various research results and theories.  In fact, 
price is a leading indicator of investment.  This relationship is manifested in the 
Fisher-DiPasquale Wheaton (FDW) model, which divides the real estate market into two 
markets: the market for real estate space and the market for real estate assets. 
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Figure 1: The FDW Model 
 
 
In Figure 1, Quadrants 1 and 4 represent the property market for the use of space, while 
Quadrants 2 and 3 represent the asset market for the ownership of real estate.  The 
model goes in an anti-clockwise direction starting from Q1, where rent is first determined.  
Rents are determined in the short run in Q1, which has two axes: rent (per unit of space) 
and the stock of space.  In equilibrium, the demand for space equals the stock of space.  
Demand is a function of rent and economic conditions.  Quadrant 2 represents the first 
part of the asset market.  It has two axes: rent and price.  The slope of the line in Q2 
represents the capitalization rate for real estate assets: the ratio of rent to price.  The 
capitalization rate is affected by the long-term interest rate in the economy, the expected 
Rent/$ 
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growth in rents, and the risks associated with the rental income.  Q2 is used to determine 
a price for real estate assets using the rent level and capitalization rate.  Quadrant 3 is 
the part of the asset market where the construction of new assets is determined.  In 
Quadrant 4, the annual flow of new construction is converted into a long-run stock of real 
estate space.  
 
The FDW model depicts a long run equilibrium in the asset and property markets.  The 
property market determines rents, which are then translated into property prices by the 
asset market.  In turn, these asset prices generate new construction that eventually yields 
a new level of stock.  The property and asset markets are in equilibrium when the 
starting and ending levels of the stock are the same.  If the ending stock differs from the 
starting stock, then the values of the variables (rent, price, construction, and the stock) are 
not in equilibrium.  If the starting stock exceeds the ending, the four variables must all 
rise to the equilibrium or vice versa.  
 
DiPasquale and Wheaton (1992) identify the quadrant that is always initially affected by 
a specific exogenous change, and trace the impacts through the other quadrants by 
applying the FDW model to the U.S. real estate sector.  The changes considered are 
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changes in the macroeconomy (e.g. growth in income, production, number of households, 
short-term or long-term interest rates, the tax treatment of real estate, and the availability 
of construction financing).  DiPasquale and Wheaton argue that increases in 
employment, production, or the number of households would first increase the demand 
for space and shift the demand curve in Q1 to the right.  Rent must rise, given a level of 
real estate space.  Higher rents then lead to higher asset prices in Q2, which in turn 
generate a higher level of new construction in Q3.  Eventually, this leads to a greater 
stock of space in Q4. 
 
A reduction in long-term interest rates, decreases in the perceived risk of real estate, 
generous depreciation, or other favourable changes in the tax treatment of real estate will 
all cause a reduction in the income that investors seek from real estate.  This will first 
have an effect on the capitalization rate in Q2 and change the asset prices.  The level of 
new construction represented by Q4 will then change accordingly to restore the 
equilibrium.  Although DiPasquale and Wheaton do not expressly state or test whether 
asset price is a leading indicator of construction investment, it can be inferred from their 
arguments that any shock in the macroeconomy will cause changes in prices first and 
then in the level of construction.  
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DiPasquale and Wheaton (1992) also show using a stock flow model that the stock 
coefficient in the model, which represents the speed in which the stock adjusts through 
new construction, is 2 percent.  The magnitude of the coefficient implies a very slow 
stock adjustment process.  But the price coefficient is much higher than the stock 
coefficient, meaning that price adjusts much faster than the stock.  Therefore, it is not 
surprising that any external shock in the economy will be reflected in price first.  
 
Ganesan et. al. (1999) supports the idea that housing price is a leading indicator of 
housing supply.  They observed that housing demand in Hong Kong dropped instantly 
after the Tiananmen Square incident in 1989 and the Gulf War in 1991, but housing 
supply only adjusted in the following year after these incidents.  They therefore suggest 
that there is a lag effect on the adjustments of housing supply.  The short run supply of 
housing is also fairly inelastic because housing supply is based on current completions 
that will continue, and cannot be changed in a short period of time.  Unlike housing 
supply, it is possible for housing demand to change suddenly due to external changes.  
Ganesan et. al. agrees that fluctuations in demand should manifest themselves primarily 
in changes in the price of housing and much less so in the supply of housing.  
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Most of the studies have focused on the residential sector.  For the non-residential sector, 
there has been no empirical study on the relationship between prices and investment.  In 
spite of this, many researchers, in their studies on real estate cycles, have always assumed 
that new construction depends on asset prices when they build up their models.  For 
example, Evans et. al. (1997), assume that the level of new office construction would 
depend on the asset price of office space when they studied the cyclic behaviour of the 
London office market.  Moreover, most of the studies overseas are concerned more 
about the relationship between rent and supply than that between price and supply.  This 
can be attributed to the fact that rental markets overseas are more active than sales 
markets.  Nevertheless, price as the leading indicator of investment is also expected in 
the non-residential market, as the FDW model can be applied to all real estate sectors.  
 
3.4 The Granger Causality Test
Correlation does not necessarily imply causation in any meaningful sense of that word.  
The econometric graveyard is full of magnificent correlations, which are simply spurious 
or meaningless.  The Granger (1969) approach to the question of whether x causes y 
intend to see how much of the current y can be explained by past values of y, and then to 
see whether adding lagged values of x can improve the explanation.  y is said to be 
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Granger-caused by x if x helps in the prediction of y, or equivalently if the coefficients on 
the lagged x’s are statistically significant.  Note that two-way causation is frequently the 
case; x Granger causes y and y Granger causes x.  It should be borne in mind that the 
statement “x Granger causes y” does not imply that y is the result of x.  Granger 
Causality measures precedence and information content, but does not by itself indicate 
causality in the more common use of the term. 
 
Green (1997), Coulson and Kim (2000), Ganesan and Tse (1996) and Hui and Yiu (2003) 
use the Granger Causality Test in their studies.  Coulson and Kim (2000), besides 
simply using the Granger Causality Test to find out the lead-lag relationship between 
residential investments and GDP, estimate the vector-autoregressive function to identify 
the significance of the coefficients and the causal orderings between the variables.  
Before using the Granger Causality Test, it is necessary to check if the time series data is 
stationary or not.  Otherwise, the results of the causality test will be spurious.  Many 
marcoeconomic variables of Hong Kong have been non-stationary in the past decades 
(Hui and Yiu 2003).  Therefore, a unit root test has been adopted to test for the 
stationarity of all the variables.  Usually, much time series data is non-stationary in level, 
but becomes stationary after taking the first difference. 
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Ganesan and Tse (1997) carry out the Granger Causality Test in both level form and the 
first differences of the data.  They state that the number of lags in the causality model is 
arbitrary.  The test is run by setting the order of lags at four and five.  On the other 
hand, Hui and Yiu (2003) test the Granger causality between price and GDP at one and 
two lags.  This is inappropriate, as information at one and two lags is not enough to 
reveal the true underlying lead-lag relationship between two variables.  The test is run 
using natural logarithms of the time series data without first differencing.  It is 
questionable whether the GDP and residential price series he uses are stationary or not.  
There is also no justification for why lags one and two are chosen.  The robustness of 
Ganesan and Tse’s (1997) and Hui and Yiu’s (2003) results are uncertain, since the 
Granger Causality Test is run with only two orders of lag.  
 
In Green’s (1996) paper, he proposes two approaches for determining the lag used in the 
Granger Causality Test.  The first is to follow the recommendation arising from 
experimental results of Guilkey and Salami and specify six lags.  The second is to 
“allow the data to speak” and use the F-test to determine the optimal number of lags for 
the models at the 99% level of confidence.  Green (1996) adopts the error correction 
model to deal with the non-stationary time series data.  Short run and long run Granger 
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Causality Tests are performed.  A lag length of six is used for both short run and long 
run tests.  It is found that GDP and residential investment and investments in plant and 
machinery are co-integrated.  The model of first differences is rejected and an error 
correction model is adopted.  In addition to the Granger Causality Test, the structural 
stability of the time series data is checked by the cusum of squares test in Green’s (1996) 
paper.  
 
The Granger Causality Test is also adopted in this study.  The unit root test is first 
performed to evaluate the stationarity of the time series data.  If the data is not stationary 
in level form, it will be differenced to make it stationary.  The order of differencing and 
the choice of the number of lags in the Granger Causality Test will be explained in 
Chapter 5.  
 
Chapter Summary 
The relationships between GDP and real estate investments, GDP and real estate prices, 
and real estate prices and their investments based on literature have been covered in this 
chapter.  The studies carried out by Green (1997) and Coulson and Kim (2000) find a 
leading relationship between real estate investments and GDP.  At the same time, there 
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is also literature that supports the idea of real estate investments lagging GDP.  
Concerning the relationships between GDP and real estate prices and real estate prices 
and real estate investments, most of the literature confirms that real estate prices are 
leading indicators of GDP and real estate investments.  However, most of the literature 
has been concentrated in the residential sub-sector.  There is no single study on the all 
sub-sectors in real estate.  The Granger Causality Test has also been discussed in this 
chapter.  However, in some studies, the results are doubtful because of the 
non-stationary characteristics of the time series data and the choice of lag in the Granger 
Causality Test.  
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CHAPTER4    DEVELOPMENT OF THE HYPOTHESES  
      AND EXPECTED RESULTS  
 
There are three hypotheses offered in this study based on the literature review in Chapter 
3.  In this chapter, the development of these hypotheses will be elaborated on and the 
expected empirical implications will be explained.  
 
4.1 Theoretical Derivation of Hypothesis 1
The studies done by Green (1997) and Coulson and Kim (2000) in the United States 
show that residential investment is a leading indicator of GDP.  This result suggests that 
the residential sub-sector is a leading sector of the economy, and changes in housing 
demand are ahead of housing demand.  Green (1997) proposes that this trend is due to 
forward looking behaviour and the potential “exogenous forces” in residential investment 
that lead to the economically exogenous movements.  These forces are the income tax 
treatment of residential investment and regulatory treatment of housing finance 
institutions.  If residential investment is given favourable tax treatment, more capital 
will be attracted and people will be given high-paying jobs.  When people get wealthier, 
they will spend more and stimulate economic growth.  Therefore, an increase in 
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residential investment will lead to economic growth.  This explanation is confirmed by 
Coulson and Kim (2000).  They find that residential investment actually Granger causes 
private consumption, which is the largest leading component of GDP.  Therefore, it can 
be said that any external shock will be reflected in the demand for real estate first, which 
will be immediately realized in residential investments in the U.S.  Based on these 
findings, it is reasonable to expect that the non-residential sector investment, (i.e. office, 
retail, and industrial buildings) will lead GDP as well, and the following hypothesis is 
generated: 
 
4.2 Hypothesis 1
In Hong Kong, real estate investments are leading indicators of GDP.  
 
4.3 Expected Empirical Implications of Hypothesis 1 
In Hong Kong, it is expected that Hypothesis 1 will be rejected.  Real estate investments 
in Hong Kong may not be good predictors of GDP like in the U.S.  This is mainly 
because of the difference in the land development conditions between Hong Kong and the 
U.S.  As mentioned in the previous chapters, unlike the U.S., Hong Kong is a densely 
populated city with a limited supply of land.  The government is the sole owner of all 
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land in Hong Kong.  It has a monopoly over the release of new and previously 
undeveloped land through the leasehold land tenure system.  Thus, land development is 
not at the sole discretion of developers in Hong Kong.  Rather, it is subject to numerous 
supply and development controls.  Developers have to bid for land in land sales, apply 
for planning applications or lease modifications for redevelopment, or purchase land with 
multiple owners.  Therefore, real estate investments cannot increase overnight.  Nor 
could real estate investments decrease quickly in response to changes in the external 
environment.  Once a project has started, it is difficult and costly for developers to stop 
it. 
 
The barrier to entry in the construction industry also poses another reason why there is a 
development lag.  The capital cost of real estate development is high.  The purchase of 
a land lease, lease modification, or the purchase of individual units under multiple 
ownership in the case of redevelopment requires an investment of a huge sum of capital.  
Because of the high initial cost of development, the planning stage of a development 
project can be quite long, as the developer has to carry out a lot of feasibility studies and 
analyses of real estate market conditions.  Also, because of high development costs and 
the limited supply of land in Hong Kong, developers have to respond to these 
 41
CHATPER 4 DEVELOPMENT OF THE HYPOTHESES AND EXPECTED RESULTS 
disadvantages by maximizing development scales on the available land (Pasadilla et. al., 
1997).  Buildings in Hong Kong are mostly high-rise, and development projects are of a 
considerably large scale.  Since a building requires at least two years to build, the 
construction stage also causes a delay in real estate supply. 
 
The land development period in Hong Kong is much longer than that in the U.S.  A 
decision to develop may be made a few years before the actual construction takes place 
because in Hong Kong, real estate investments in one period of time are actually a mix of 
development decisions made during different time periods that present different demands.  
The level of real estate investments in one period of time cannot reflect a just-in-time 
demand for real estate.  This is in contrast to the situation in the U.S., where single 
house development is common and developers are subject to fewer planning and 
development controls.  The time lag between the decision to invest in residential real 
estate and the actual realization of such an investment is relatively uniform and not too 
long in the U.S.  Ganesan and Tse (1997) show that far from being a leading indicator of 
GDP, construction flow in Hong Kong actually lags behind GDP.  There may also be no 
relationship between them.  As a result, it is inappropriate to use real estate investments 
as a proxy of real estate demand to forecast economic performance in Hong Kong.  In 
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view of this, it is necessary to look for indicators other than real estate investments to 
predict GDP in Hong Kong. 
 
4.4 Theoretical Derivation of Hypothesis 2
Based on the literature review in Chapter 3, real estate prices are found to be other 
possible predictors of GDP.  Many overseas and local studies have shown that 
residential prices lead GDP, but not the opposite.  One reason for this is that the high 
land price policy and importance of the property sector in Hong Kong make its economic 
performance dependent on the performance of the property market.  In other words, this 
means that property price leads economic growth and drives inflation (Chau, 2001).  
 
Apart from the explanation given in the literature review, there are three other reasons 
that justify this hypothesis.  These are: market efficiency, forward looking behaviour, 
and the wealth effect.  The market efficiency hypothesis states that prices fully and 
quickly reflect all available information.  There are three types of market efficiency, 
namely weak form, semi-strong, and strong form efficiency.  Weak form efficiency 
means that the current price represents all the historical information.  Semi-strong form 
efficiency means that publicly available information is fully reflected in current prices, 
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while strong form efficiency means all public and private information is fully reflected in 
prices.  If the real estate market is an efficient one, it is reasonable to expect that any 
external shock will be reflected in real estate prices faster than in the GDP.  
 
Moreover, changes in real estate prices may be due to the forward looking behaviour of 
investors.  If an investor buys a real estate asset for the price Pt at date t, he may foresee 
that at t + 1, the economy will have a level of GDP at GDPt+1 and that the investor will be 
able to sell the asset at Pt+1.  The difference between GDPt and GDPt+1 can either be 
positive or negative (i.e. a growth or decline in the economy), which will cause a change 
in the demand and supply of real estate.  In case of economic growth (i.e. a higher GDP 
in the future), if investors have information at time t leading them to anticipate a higher 
return on real estate assets because of a growth in the economy, they would want to buy 
more assets at date t.  Such buyers would drive Pt up.  Therefore, real estate prices will 
Granger-cause GDP as investors try to anticipate movements in GDP. 
 
The third reason why real estate prices lead GDP is the wealth effect.  For example, 
there is an external shock that causes real estate prices to increase.  An increase in real 
estate prices implies that asset owners become wealthier and have more money to spend.  
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Private consumption is a component of GDP.  So GDP increases when consumption 
increases, holding other components of GDP constant.  In addition, as people consume 
more, prices will be driven up and lead to inflation.  As a result, nominal GDP will be 
higher.  The case is reversed if an external shock causes real estate prices to decrease.  
 
Having considered all the possible explanations that real estate prices can be used as 
leading indicators of GDP, the second hypothesis is as follows: 
 
4.5 Hypothesis 2 
In Hong Kong, real estate prices are leading indicators of GDP. 
 
4.6 Expected Empirical Implications of Hypothesis 2 
It is expected that Hypothesis 2 will be confirmed, as the real estate market in Hong 
Kong is considered efficient.  However, whatever kind of market efficiency the real 
estate market in Hong Kong belongs to does not affect the explanation of why real estate 
prices lead GDP.  It is also not the purpose of this study to discuss what kind of efficient 
market the real estate sector in Hong Kong is.  Throughout this study, the Hong Kong 
real estate market has been assumed to be market efficient.  This assumption is 
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supported by the research done by Brown and Chau (1997).  The results confirmed that 
the residential, retail, and industrial markets in Hong Kong are efficient with respect to 
historical prices, rents, inflation, and interest rates after all transaction costs are taken into 
account.  The residential sub-sector is the most efficient among all markets.  Since 
Hong Kong’s real estate market is efficient, any change in the economy will be 
manifested in real estate prices first.  Further to market efficiency, the other two 
explanations are applicable to Hong Kong as well.  Hence, it is expected that real estate 
prices are leading indicators of GDP.  
 
Among all the real estate sub-sectors: residential, office, retail, and industrial, residential 
price is expected to show the strongest leading relationship with GDP due to its 
considerably larger volume of transactions than the other sub-sectors.  Figure 2 shows 
the graph of the number of sales transactions by property type.  The number of sales 
transactions of residential buildings is the highest among all the buildings. 
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Figure 2: The Number of Sales Transactions by Property Type (1998: Q1 to 2004:Q4) 
 
4.7 Theoretical Derivation of Hypothesis 3 
In order to provide further evidence that real estate investments are not good predictors of 
GDP, the relationship between real estate prices and real estate investments will be 
investigated. According to Chapter 3, real estate prices should lead real estate investments. 
Overseas study by DiPasquale and Wheaton (1994) reveal that stock adjustment process 
in the residential sector is much slower compared to the residential prices adjustment. For 
the non-residential sector, many researchers in their studies on the real estate cycles 
always assume that new construction depends on asset prices when they build up their 
model. Also,  
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follows: 
 
4.8 Hypothesis 3
In Hong Kong, real estate prices are leading indicators of real estate investments. 
 
4.9 Expected Empirical Implications of Hypothesis 3
Hypothesis 3 is expected to be supported.  Since the level of real estate investments 
cannot be increased or decreased overnight in Hong Kong, neither can it adjust itself 
immediately after an external shock.  It was also observed that housing demand in Hong 
Kong dropped instantly after the 4 June 1989 incident and the Gulf War in 1991, but 
housing supply only adjusted in the following year after these incidents (Ganesan et. al., 
1999).  Thus, it is reasonable to expect that real estate prices are leading indicators of 
real estate investments.  
 
Chapter Summary 
The theoretical derivations of the three hypotheses have been discussed.  To summarize, 
these three hypotheses are: 
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1. In Hong Kong, real estate investments are leading indicators of GDP.  
2. In Hong Kong, real estate prices are leading indicators of GDP. 
3. In Hong Kong, real estate prices are leading indicators of real estate investments. 
 
Because of the inconsistent and long time lag between decisions to invest in real estate 
and the actual realization of such an investment in Hong Kong, it is expected that real 
estate investments will be poor predictors of GDP (i.e. Hypothesis 1 will be rejected).  
Hypothesis 2 will be confirmed due to market efficiency in Hong Kong’s real estate 
sector, forward looking behaviour, and the wealth effect.  Hypothesis 3 will also be 
supported, and this provides further evidence that real estate investments are not leading 
indicators of GDP.  
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CHAPTER 5   METHODOLOGY 
 
The Granger Causality Test will be adopted to test the hypotheses stated in Chapter 4.  
The real estate sub-sectors being investigated are the residential, office, retail, and 
industrial sub-sectors.  The real estate investments are divided into private and public 
residential investments and non-residential investments, and the office, retail, and 
industrial investments are grouped into one category.  
 
Testing for causality between two variables implies the specification of the dynamic 
relationship that links them.  Therefore, the properties of the time series variables should 
be investigated.  First, the variables are checked to see if they are stationary in level or 
first difference.  This is important, as the Granger Causality Test requires the use of 
stationary time-series data (Granger and Newbold, 1974; Ong, 1994; Huang, 1995).  If 
not, spurious results may result. 
 
Since the quarterly time series is used in this study, it is necessary that the data contains 
no seasonality.  If it happens that the data exhibits seasonal movements, then it needs to 
be seasonally adjusted before the Granger Causality Test is carried out.  Eviews 4.0 is 
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used throughout the whole study.  In this chapter, the terms seasonality and stationarity 
will be explained.  Also, the rationale behind the unit root test and the Granger Causality 
Test will be illustrated.  
 
5.1 Seasonality 
Quarterly and monthly time series data often exhibit cyclical movements that recur every 
quarter or month.  This movement is referred to as seasonality.  GDP is one that is 
subject to seasonal movements because spending behaviour differs in different seasons.  
For example, ice cream sales may surge during the summer every year and toy sales may 
peak every December during Christmas sales.  This seasonal effect needs to be removed 
before the Granger Causality Test is carried out.  Seasonal adjustment refers to the 
process of removing these cyclical seasonal movements from a series and extracting the 
underlying trend component of the series.  In this study, the seasonal effects will be 
adjusted by taking the fourth difference of the natural logarithm of the time series data. 
 
5.2 Stationarity
Most time series models have trends, especially an upward trend (Chau, 2003).  This 
means that the time series models are not stationary.  A time series process xt is said to 
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be covariance stationary if its mean and variance are constant and independent of time, 
and the covariances given by cov(xt, xt-s) depend only on the distance between two 
periods, but not the time periods per se.  A common example of a non-stationary time 
series is the random walk: 
 
 
 
where εt is a stationary random disturbance term.  The series xt has a constant forecast 
value, conditional on t, and the variance increases over time. 
 
The presence of a non-stationary series in a regression model produces spurious results, 
and the test statistics cannot be interpreted in the usual manner.  Granger and Newbold 
(1974) demonstrate some of the problems associated with regressing non-stationary 
time-series on each other.  In fact, they show that if xt and yt are independent random 
walks, then the regression of yt on xt given by yt=α +βxt + εt rejects the null hypothesis 
H0 : β=0 too frequently, and this gets worse as the sample size gets larger.  Philip (1986) 
show that the corresponding t-statistic will reject H0 with probability 1 as T → ∞.  
Granger and Newbold (1974) call this phenomenon spurious regression, since it finds a 
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significant relationship between the two time-series when none was thought to exist. 
 
Most time series data becomes stationary after taking the first difference (or first 
difference of the natural logarithm of the series).  Subtracting xt-1 from both sides of the 
random walk model in Equation (1) we get: 
 
 
 
where △xt=xt – xt-1 is the first-difference of xt.  εt is stationary if ρ=1, △xt=εt, and xt is 
difference stationary.  A difference stationary series is said to be integrated and is 
denoted as I(d), where d is the order of integration.  The order of integration is the 
number of unit roots contained in the series, or the number of differencing operations it 
takes to make the series stationary.  A stationary time series is I(0).  If xt becomes 
stationary after differencing once, xt is described as I(1).  If xt needs to be differenced 
twice to make it stationary, xt is I(2). 
 
5.3 The Unit Root Test 
The random walk model in Equation (1) is also written as xt=ρxt-1 + εt, with ρ=1.  
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Therefore, a test for non-stationary is a test for ρ=1 or, in other words, a test for a unit 
root.  The random walk model can be rewritten as (1-L)xt=εt using the lag operator L.  
In general, any autoregressive model in xt can be written as A(L)xt=εt, where A(L) is a 
polynomial in L.  If A(L) has (1-L) as one of its roots, then xt has a unit root.  
 
The unit root test is performed to see whether the time series is stationary or not.  The 
presence of a unit root indicates that a time series is non-stationary.  There are two kinds 
of unit root test: the Dickey-Fuller (DF) and augmented Dickey-Fuller (ADF) tests, and 
the Phillips-Perron (PP) test.  The DF and ADF tests are used in this study.  
 
The DF test is carried out by estimating an equation with xt-1 subtracted from both sides 
of the equation △xt=µ+ ρxt-1 + εt.  The null hypothesis are H0: γ=0 and H1: γ<1, where 
γ=ρ-1. xt is stationary if H0 is rejected.  This simple unit root test is valid only if the 
series is an AR(1) process.  If the series is correlated at higher order lags, the assumption 
of white noise disturbances will be violated.  The ADF test is then used to control for 
higher-order serial correlation in the series.  It makes a parametric correction for 
higher-order correlation by assuming that the x series follows an AR(p) process and 
adjusting the test methodology. 
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The ADF approach controls for higher-order correlation by adding lagged difference 
terms of the dependent variable x to the right-hand side of the regression: 
 
 
 
This is then used to test the following null hypothesis: 
 
 
 
While it may appear that the test can be carried out by performing a t-test on the 
estimated γ, the t-statistic under the null hypothesis of a unit root does not have the 
conventional t-distribution.  Dickey and Fuller (1979) show that the distribution under 
the null hypothesis is nonstandard.  They then simulate the critical values for selected 
sample sizes.  Later, MacKinnon (1991) implement a much larger set of simulations 
than those tabulated by Dickey and Fuller.  In addition, MacKinnon estimates the 
response surface using the simulation results, permitting the calculation of Dickey-Fuller 
critical values for any sample size and for any number of right-hand variables.  The 
results of the ADF tests are compared with the critical values given in Mackinnon (1991). 
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5.4 The Granger Causality Test 
The definition of causality employed in this study is that given by Granger (1969).  
Given that both X1 and X2 are stationary time series, X2 “Granger causes” X1 if and only 
if X1(t) is better predicted by using the past history of X2 than by not doing so with the 
past of X1 being used in either case.  If X2 “Granger causes” X1 and X1 does not 
“Granger cause” X2, it is said that unidirectional causality exists from X2 to X1.  If X2 
does not “Granger cause” X1 and X1 does not “Granger cause” X2, then X1 and X2 are 
either statistically independent or related contemporaneously, but in another way.  If 
both X1 and X2 do not “Granger cause” each other, it is said that feedback exists between 
X1 and X2.  
 
The Granger Causality Test is based on an ordinary least squares (OLS) estimation of the 
following equation: 
 
 
 
This equation is used to test the null hypothesis “X1 does not “Granger cause” X2”: 
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The number of lags chosen in estimating Equation (1) will have an impact on the decision 
to reject or accept the hypothesis given in Equation (2).  In this study, the 
recommendation arising from the experimental results in Guilkey and Salami (1982), 
which specify a lag of six, is followed.  
 
The F-statistic is defined as the ratio of the explained to the unexplained variance 
(Fleming and Nellis 1994).  It determines whether or not all of the partial regression 
coefficients are equal to zero.  In more formal terms, it tests the “null” hypothesis that: 
 
 
 
The F-statistic can be used to test for the significance of the R2 statistic (i.e. the 
coefficient of multiple determination).  The R2 follows an F distribution with k and the 
n-k-1 degree of freedom (n is the number of observations and k is the number of 
independent variables).  
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In the causality tests, the F test would be performed to gauge the joint significance level 
of causality between the casual variable and the dependent variable.  The calculated F 
ratio will be compared to a critical value obtained from tables of the F distribution with a 
given significance level.  The lower figure of F-statistics refers to the lower level of 
significance, and the higher figure to the higher significance level.  The higher 
significance level means that the partial regression coefficient does not have a value of 
zero.  The null hypothesis is rejected and a significant relationship between the 
dependent variable and the lead-lag relationship can be concluded.  
 
The p-value of the Granger Causality Test was also reported by Eviews 4.0.  The 
p-value is the type 1 error or the chance that the estimated coefficient is equal to zero.  
The smaller the p-value is, the more significant the estimated coefficient.  Given a 
p-value, p, the estimated coefficient is “significant at the x (x>p) level”.  In this study, 
both the F-statistic and the p-value will be reported.  If the p-value is smaller than 0.1, 
then the null hypothesis “X1 does not Granger cause X2” is considered to be rejected, and 
it would be concluded that X1 Granger causes X2. 
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Chapter Summary 
The characteristics of time series data have been discussed.  The time series needs to be 
seasonally adjusted should any seasonal movement exist.  Since the Granger Causality 
Test requires the use of stationary time series, the stationarity of the time series has to be 
checked first using the unit root test.  The presence of a unit root indicates a 
non-stationary time series.  Taking difference of the time series is one method to make 
the time series stationary.  In EViews 4.0, the Dickey-Fuller (DF) and augmented 
Dickey-Fuller (ADF) tests are used as unit root tests.  The results of the ADF tests are 
compared with the MacKinnon critical values.  After confirming that the time series is 
stationary, the Granger Causality Test can be performed.  The choice of lag in the test is 
in accordance with the experimental results in Guilkey and Salami (1982), which specify 
a lag of six to be followed.  A p-value is computed from the Granger Causality Test.  A 
p-value smaller than 0.1 indicates the rejection of the null hypothesis “X1 does not 
Granger cause X2”.
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Economic performance is represented by GDP.  In this study, both nominal GDP and 
real GDP are used.  The real estate sub-sectors being investigated are the residential, 
office, retail, and industrial sub-sectors.  Due to the availability of the time series data, 
the real estate investments are divided into two categories (i.e. residential and 
non-residential investments only).  These investments are further divided into public and 
private investments.  On the other hand, real estate price indices for the residential, 
office, retail, and industrial sub-sectors are available and are used in this study.  All data 
are quarterly time series data.  These variables and their symbols are listed in Table 1.  
The summary of statistics of the variables in level and fourth differenced terms are 
presented in Table 2 and Table 3 respectively. 
 
6.1 Sources of Data 
GDP_N, GDP_R, RIPR, RIPU, NIPR, and NIPU are extracted from the GDP report 
published by the Census and Statistics Department.  The data period ranges from 
1973:Q1 to 2003:Q2.  RP, OFFP, RETP, and INDP are price indices published by the 
Rating and Valuation Department (RVD).  The data period for RP is from 1975:Q1 to 
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2003:Q2, while that for OFFP, RETP, and INDP ranges from 1979:Q4 to 2003:Q2.  The 
difference in the data period is due to the availability of the data published.  All data 
except GDP_N are in real terms.  
 
Table 1: Symbols of the Time Series Variables 
Variable  Symbol 
Nominal GDP GDP_N 
Real GDP GDP_R 
Residential Price RP 
Office Price OFFP 
Retail Price RETP 
Industrial Price INDP 
Private Residential Investment RIPR 
Public Residential Investment RIPU 
Private Non-residential Investment NIPR 
Public Non-residential Investment NIPU 
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Table 2: Summary of Statistics of the Variables in Level Terms 
Variable Minimum Maximum Mean  Standard 
Deviation 
In Level Terms 
GDP_N 9,529.00 353,431.00 147,417.81 120,497.42 
GDP_R 18.30 109.70 58.69 27.70 
RP 15.20 433.00 138.94 111.72 
OFFP 24.00 230.00 95.78 58.68 
RETP 35.00 413.00 154.11 100.66 
INDP 36.00 192.00 91.81 47.09 
RIPR 19.54 103.43 53.45 23.84 
RIPU 3.43 102.22 37.80 21.38 
NIPR 41.18 311.95 154.76 61.32 
NIPU 5.47 160.35 61.12 35.48 
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Table 3: Summary of Statistics in Fourth Difference Terms 
Variable Minimum Maximum Mean  Standard 
Deviation 
In First Difference Terms 
GDP_N -0.13 0.16 0.03 0.06 
GDP_R -0.11 0.18 0.01 0.05 
RP -0.19 0.18 0.02 0.06 
OFFP -0.43 0.20 0.00 0.10 
RETP -0.22 0.18 0.01 0.07 
INDP -0.17 0.14 0.00 0.07 
RIPR -0.20 0.20 0.01 0.08 
RIPU -1.11 0.85 0.02 0.43 
NIPR -0.39 0.30 0.01 0.11 
NIPU -1.19 1.04 0.02 0.38 
 
6.2 Description of Data 
6.2.1 Nominal GDP (GDP_N) and Real GDP (GDP_R) 
The GDP is compiled using the expenditure approach.  It shows the final demand for 
 63
CHAPTER 6 DATA 
goods and services, and is the sum of private consumption expenditure, government 
consumption expenditure, gross domestic fixed capital formation (GDFC), changes in 
inventories, and exports for goods and services, less imports of goods and services.  
Both GDP at current prices and in volume index are compiled by the Census and 
Statistics Department.  Nominal GDP is used in this study to capture the effects of 
inflation and economic growth.  If it shows that real estate prices lead nominal GDP, 
then it means that using the wealth effect to explain Hypothesis 1 holds. 
 
As mentioned in Chapter 3, people become wealthier when residential prices increase and 
they spend more.  This will boost the price of goods and services and result in inflation.  
For the real GDP series, the effects of price changes are eliminated and the series reflects 
the real changes (i.e. the changes in the volume) of goods and services produced from 
period to period.  Real GDP can be used as a proxy for the performance of the economy.  
Therefore, the lead-lag relationship between real GDP and real estate prices can, in 
another way, show the lead-lag relationship between real estate prices and economic 
growth.  
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6.2.2 Real Estate Price Indices (RP, OFFP, RETP, INDP) 
Real estate price indices were obtained from the Rating and Valuation Department (RVD).  
The indices are the composite quarterly index for a certain type of premises.  The types 
of premises include residential, office, retail, and industrial.  The composite quarterly 
index is compiled by calculating a weighted average of the component indices (the 
indices for a property class or grade), which have been derived from an analysis of all 
transactions effective in a given quarter.  The premises are categorized according to the 
use for which the occupation permit was originally issued.  The residential price index is 
one that includes all private domestic units of all classes.  Domestic units built under the 
Private Sector Participation Scheme, and all units built under the Home Ownership 
Scheme, Sandwich Class Housing, Urban Improvement, and Flat-for-Sale Schemes are 
not included in the statistics. 
 
The office price index refers to the price index of private offices that comprise premises 
situated in buildings designed for commercial/business purposes of all grades.  Lastly, 
the industrial price index is that of private flatted factories.  Private flatted factories 
comprise premises designed for general manufacturing processes and uses directly related 
to such processes, and are normally intended for sale or let by developers.  The indices 
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measure value changes by reference to the factor of price divided by the rateable value of 
the subject properties such that allowance is not only for made for floor area, but also 
other qualitative differences between properties.  
 
6.2.3 Real Estate Investments (RIPR, RIPU, NIPR, NIPU) 
The real estate investments used are those that comprise the GDFC.  They are classified 
into private and public sectors.  Under each sector, the real estate investments are further 
categorized into residential and non-residential buildings.  Again, the real estate 
investments are computed by the expenditure approach.  Expenditure on real estate 
relates to the value of construction work put in place.  This includes the amounts 
payable to contractors and other expenses directly related to property developments, 
architectural design, and technical consultancy services.  The time series data are 
collected from the Census and Statistics Department.  All of them are in real terms, so 
that price changes have been eliminated.  According to the Census and Statistics 
Department, residential buildings include residential buildings and composite buildings, 
the latter of which is a combination of shopping malls and flats.  Non-residential 
buildings refer to commercial buildings and industrial and storage buildings.  
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6.3 Expected Results of the Granger Causality Tests
As explained in Chapter 4, the expected results of the Granger Causality Test are 
summarized in the following tables:  
 
Table 4: Expected Results of the Granger Causality Test on GDP_R and Real Estate 
Investments 
Null Hypothesis Expected Result 
GDP_R does not Granger cause RIPR N 
RIPR does not Granger cause GDP_R N 
  
GDP_R does not Granger cause RIPU N 
RIPU does not Granger cause GDP_R N 
  
GDP_R does not Granger cause NIPR N 
NIPR does not Granger cause GDP_R N 
   
GDP_R does not Granger cause NIPU N 
NIPU does not Granger cause GDP_R N 
 N indicates non-rejection of the Null Hypothesis 
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Table 5: Expected Results of the Granger Causality Test on GDP_N and Real Estate 
Prices 
Null Hypothesis Expected Result 
GDP_N does not Granger RP N 
RP does not Granger cause GDP_N Y 
  
GDP_N does not Granger cause OFFP N 
OFFP does not Granger cause GDP_N Y 
  
GDP_N does not Granger cause INDP N 
INDP does not Granger cause GDP_N Y 
   
GDP_N does not Granger cause RETP N 
RETP does not Granger cause GDP_N Y 
 N indicates non-rejection of the Null Hypothesis 
 Y indicates rejection of the Null Hypothesis 
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Table 6: Expected Results of the Granger Causality Test on GDP_R and Real Estate 
Prices 
Null Hypothesis Expected Result 
GDP_R does not Granger RP N 
RP does not Granger cause GDP_R Y 
  
GDP_R does not Granger cause OFFP N 
OFFP does not Granger cause GDP_R Y 
  
GDP_R does not Granger cause INDP N 
INDP does not Granger cause GDP_R Y 
   
GDP_R does not Granger cause RETP N 
RETP does not Granger cause GDP_R Y 
 N indicates non-rejection of the Null Hypothesis 
 Y indicates rejection of the Null Hypothesis 
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Table 7: Expected Results of the Granger Causality Test on Real Estate Prices and Real 
Estate Investments 
Null Hypothesis Expected Result 
RP does not Granger cause RIPR Y 
RIPR does not Granger cause RP N 
  
RP does not Granger cause RIPU Y 
RIPU does not Granger cause RP N 
  
OFFP does not Granger cause NIPR Y 
NIPR does not Granger cause OFFP N 
   
OFFP does not Granger cause NIPU Y 
NIPU does not Granger cause OFFP N 
  
INDP does not Granger cause NIPR Y 
NIPR does not Granger cause INDP N 
  
INDP does not Granger cause NIPU Y 
NIPU does not Granger cause INDP N 
  
RETP does not Granger cause NIPR Y 
NIPR does not Granger cause RETP N 
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RETP does not Granger cause NIPU Y 
NIPU does not Granger cause RETP N 
 N indicates non-rejection of the Null Hypothesis 
 Y indicates rejection of the Null Hypothesis 
 
6.4 Data Reliability 
6.4.1 GDP 
Under the expenditure approach, GDP is measured as the total value of goods and 
services produced for final use, net of their import content.  Often, there are problems in 
obtaining accurate data on how goods and services are used.  The removal of the import 
content of goods and services for final use is used to solve this problem.  Since it is 
impractical to do so in respect of individual items, the deduction is made at the aggregate 
level by deducting the value of all imports of goods and services from the value of all 
goods and services for final use.  Besides, there are some limitations of the compilation 
method used to construct GDP. 
 
GDP is compiled based on many different sources of data.  While the development of 
statistics in Hong Kong since 1980 has provided many new data sources, there are still 
areas where estimates are less firmly based because of various limitations.  In general, 
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data sources for compiling quarterly GDP are less solidly based than those for compiling 
annual GDP.  Quarterly surveys, which are a main source of data for quarterly GDP, are 
normally smaller in sample size and less detailed in the information collected.  
Furthermore, during the real GDP compilation process, some of the price deflators are 
only available on an annual basis, but not on a quarterly basis.  
 
6.4.2 Real Estate Investments 
Real estate investments are obtained from the breakdown of Gross Domestic Fixed 
Capital formation (GDCF).  The accuracy of this data is subject to limitations as well.  
Figures prior to 1979 of the private sector investment in building and construction were 
based on information from the Buildings Ordinance Office’s monthly statistical returns 
on the cost of construction of newly completed buildings and construction work for 
which occupation permits were issued.  The cost of completed projects was distributed 
uniformly over the duration of the project, and implicitly assumed that work commenced 
over the entire period was evenly spread out.  As detailed information regarding the 
progress of work was not available, the statistics so derived were subject to estimation 
errors arising from fluctuations in the work progress. 
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6.4.3 Real Estate Prices 
The RVD price indices are compiled based on transaction evidence.  The reliability of a 
transaction based index depends on the trading volume and the method of controlling for 
those attributes that influence price.  In Hong Kong, the volume of real estate 
transactions in relation to the size of the total stock of real estate is relatively high 
compared to most other cities.  The high trading volume is attributable to the dynamic 
nature of Hong Kong’s economy and simple taxation system.  There is also no capital 
gains tax, and transaction costs are relatively low (Brown and Chau, 1997).  The small 
size of Hong Kong and the relatively short economic life of buildings tend to reduce any 
error in the price index arising from possible bias caused by adjusting the average 
transaction prices for differences in those factors that affect price.  Moreover, the 
mortgage policy adopted by most banks in Hong Kong discriminates against older 
buildings (Chau and Ma, 1996).  More favourable terms will normally be given to 
buildings not more than ten years old.  The result of this policy is that most properties 
transacted in the market are less than ten years old.  These factors tend to make the 
market more homogeneous (Brown and Chau, 1997). 
 
Although the situation in Hong Kong is suitable for constructing a transaction based 
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index, the RVD price index is not without problems.  First of all, the indices are based 
upon average transaction prices within a quarter.  This averaging effect tends to smooth 
out the index.  This leads to an overestimation of the serial correlation in price changes 
(Working, 1960).  Second, the registered transaction prices may not represent the true 
market prices.  In Hong Kong, developers often provide favourable finance packages to 
buyers in order to boost confidence by keeping transaction prices high.  The decline in 
property prices during the property slump is therefore not fully reflected in the RVD 
indices.  Lastly, the rateable value used by the RVD to adjust for those factors that 
influence price may itself be biased and the nature of the resulting bias is difficult to 
assess (Brown and Chau, 1997).  In view of these problems, the underlying lead-lag 
relationship between real estate prices and GDP may be underestimated or not fully 
revealed. 
 
Chapter Summary 
Each time series tested with the Granger Causality Test has been described and the 
summaries of statistics were presented.  The data period ranges from 1973:Q1 to 
2003:Q2.  This data period is not consistent for all time series due to the availability of 
the data published.  GDP and real estate investments are obtained from the GDP report 
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published by the Census and Valuation Department, while real estate prices are those 
transaction based indices published by the RVD.  However, there are some errors in this 
data that renders it less reliable.  For GDP and real estate investments, errors arise from 
the limitations of the compilation methods.  For real estate prices, the use of transaction 
based price indices requires high trading volume and homogeneity in the property.  
Although there is a high trading volume in Hong Kong, there are still problems due to the 
averaging effect, a deviation of the registered transacted price from the true market price, 
and bias in the rateable value used by the RVD.
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CHAPTER 7   EMPIRICAL RESULTS 
 
The results of seasonality test, unit root test, and the Granger Causality Test will be 
presented in this chapter.  The implications of the results will also be discussed.  
 
7.1 Seasonality
Since the quarterly time series data published by the Census and Statistics Department 
were not seasonally adjusted, they were checked to see if such seasonal movements exist.  
 
A cyclic movement is clearly shown in the graphs of the GDP_N and GDP_R series for 
each individual year in Figures 3 and 4.  Therefore, there is a strong seasonal effect in 
both series.  For other data, no clear seasonal pattern is found.  To remove the seasonal 
effect from the GDP_N and GDP_R series, the fourth difference was taken on these two 
time series.  In order to maintain the consistency in all data, other data were also fourth 
differenced.  
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Figure 3: The GDP_N Series 
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Figure 4: The GDP_R Series 
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7.2 The Unit Root Test 
The Augmented Dickey-Fuller (ADF) test was performed to test the stationarity of the 
time series data.  The statistics were compared with the critical values given by 
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time series data are non-stationary in level terms.  The data was then fourth differenced, 
and the ADF test was run again.  Table 9 shows the ADF test statistics on the fourth 
difference terms.  It is found that the null hypothesis of a unit root can be rejected at all 
lags at the 1% confidence level.  This means that the time series data are stationary at 
the fourth difference.  Therefore, fourth differenced data are used in the Granger 
Causality Test, as they are both seasonally adjusted and stationary.  
 
Table 8: Results of the Unit Root Test on Level Terms 
 
3 Lag 4 Lag Variable 1 Lag 2 Lag 
GDP_N -1.93 -1.47 -1.43 -2.18 
GDP_R -6.32* -3.16*** -2.66 -4.82* 
RP -1.74 -1.76 -1.15 -0.72 
OFFP -1.04 -1.35 -1.15 -0.99 
RETP -2.08 -1.41 -1.06 -1.01 
INDP -0.44 -0.10 -1.48 -1.41 
RIPR -2.66 -2.44 -2.29 -3.08 
RIPU -3.72** ** -3.34*  0.48 -1.76 
NIPR -1.60 -2.07 -1.95 -2.72 
NIPU -4.17* -4.35* -2.42 -3.00 
*MacKinnon critical for the rejectio ypothesis of root at 1% 
Kinnon critica for the rejecti hypothesis o ot at 5% 
% 
 values n of the h  a unit 
**Mac l values on of the f a unit ro
***MacKinnon critical values for the rejection of the hypothesis of a unit root at 10
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Table 9: Results of the Unit Root Test on Fourth Differenced Terms 
 
.3 The Granger Causality Test7
The Granger Causality Test was first performed with six lags, according to the 
4 Lag Variable 1 Lag 2 Lag 3 Lag 
GDP_N -6.04* -5.14* -7.46* -7.92* 
GDP_R -9.81* -5.82* -4.40* -4.65* 
RP -5.16* -5.91* -8.36* -5.90* 
OFFP -4.77* -4.40* -6.30* -4.71* 
RETP -5.00* -5.18* -7.31* -4.64* 
INDP -5.09* -3.10 -5.21* -8.05* 
RIPR -8.55* -5.61* -7.06* -7.48* 
RIPU -8.02* -5.89* -7.22* -6.84* 
NIPR -6.66* -5.70* -8.27* -5.87* 
NIPU -8.41* -5.82* -8.05* -8.05* 
*MacKinnon critical r the rejectio hypothesis of ot at 1% 
Kinnon critica for the rejecti hypothesis o root at 5% 
% 
 values fo n of the  a unit ro
**Mac l values on of the f a unit 
***MacKinnon critical values for the rejection of the hypothesis of a unit root at 10
experimental results in Guilkey and Salami (1982).  The test was then performed with 
four lags and five lags to confirm the robustness of the results.  The following tables 
show the results of the Granger Causality Test.  
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7.3.1 Result 1:  GDP and Real Estate Investments 
nd Real Estate Investments 
5 Lag 6 Lag 
Table 10: Results of the Granger Causality Test on GDP_R a
 4 Lag 
  
 Probability ility ility Probab Probab
GDP_R does not Granger RIPR  0.93514  0.92038  0.95474 
RIPR does not Granger cause GDP_R  0.23183  0.15155  0.20874 
    
GDP_R does not Granger cause RIPU 0.39756 0.39569 0.21699    
RIPU does not Granger cause GDP_R  0.71888  0.63397  0.53636 
    
GDP_R does not Granger cause NIPR 0.01546* 0.01053* 0.01998*    
NIPR does not Granger cause GDP_R  0.12168  0.24060  0.64147 
      
GDP_R does not Granger cause NIPU 0.72259 0.87575 57    0.905
NIPU does not Granger cause GDP_R  0.98664  0.97099  0.96844 
 *Rejection of the null hypothesis 
 
The p-values of the Granger Causality Test on each pair of variables are higher than 0.1, 
except on GDP_R and NIPR.  This means that most of the null hypotheses cannot be 
rejected, except for the null hypothesis “GDP_R does not Granger cause NIPR”.  Hence, 
there is generally no lead-lag relationship between GDP_R and real estate investments 
except NIPR.  This means GDP_R is Granger caused by NIPR, but not vice versa.  The 
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result is quite robust, as the same result is obtained at all the three lags.  
 
Discussion on Result 1 
xpectation.  However, they are not the same for every real estate 
owever, there is no relationship between GDP and other real estate investments.  As 
The results follow the e
investment.  One reason why GDP_R leads NIPR is that when the economy grows, 
businesses expand and demand more office, retail, and industrial space.  Then, there is 
more investment in the non-residential sector to meet the demand.  The case is reversed 
when the economy contracts.  Therefore, investment in the private non-residential sector 
is a response to economic performance.  If this explanation is correct, then GDP_R 
should also lead other types of real estate investments. 
 
H
mentioned in previous chapters, the level of real estate investments in Hong Kong at one 
point in time in fact consists of demand for real estate at different points in time.  The 
development cycle of each development varies a lot.  The real estate investments time 
series obtained from the RVD indeed indicate the development decisions made at 
different points in time.  Thus, the finding that NIPR leads GDP_R might have been by 
chance only.  As a result, Hypothesis 1 is rejected.  It is not appropriate to use real 
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estate investments as predictors of GDP in Hong Kong. 
 
7.3.2 Result 2:  Real Estate Prices and GDP 
5 Lag 6 Lag 
Table 11 Results of the Granger Causality Test on GDP_N and Real Estate Prices 
 4 Lag 
    
 Probability ility   ility Probab Probab
RP does not Granger cause GDP_N  0.06218*  0.06002*  0.09788* 
GDP_N does not Granger cause RP  0.18346  0.19730  0.13382 
    
OFFP does not Granger cause GDP_N 0.08407* 0.00983* 0.04014*    
GDP_N does not Granger cause OFFP  0.05482*  0.09105*  0.10332 
    
RETP does not Granger cause GDP_N 0.25292 0.15785 0.40990    
GDP_N does not Granger cause RETP  0.50740  0.55282  0.07600* 
      
INDP does not Granger cause GDP_N 0.10508 0.06898* 53    0.210
GDP_N does not Granger cause INDP  0.32434  0.37156  0.04271* 
 *Rejection of the null hypothesis 
 
The null hypothesis “RP does not Granger cause GDP_N” is rejected at all lags, but not 
the other way round.  This means that RP is a leading indicator of GDP_N.  Although 
OFFP leads GDP_N at six lags, there is a feedback relationship between them at four lags 
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and five lags.  For RETP and INDP, the results are quite unexpected and inconsistent as 
the results at all lags are not the same.  
 
T
 
able 12 Results of the Granger Causality Test on GDP_R and Real Estate Prices 
4 Lag 5 Lag 6 Lag 
  
 Probability ility ility Probab Probab
RP does not Granger cause GDP_R  0.05366*  0.02881*  0.02703* 
GDP_R does not Granger cause RP  0.74581  0.51182  0.16580 
    
OFFP does not Granger cause GDP_R 0.01057* 0.00051* 0.01286*    
GDP_R does not Granger cause OFFP  0.34834  0.45330  0.51047 
    
RETP does not Granger cause GDP_R 0.39362 0.48037 0.59321    
GDP_N does not Granger cause RETP  0.30130  0.27993  0.41169 
      
INDP does not Granger cause GDP_R 0.09771* 0.07661* 92    0.139
GDP_R does not Granger cause INDP  0.16211  0.15080  0.21575 
 *Rejection of the null hypothesis 
 
GDP_R is Granger caused by RP and OFFP, but not vice versa.  No lead-lag relationship 
is found between RETP and GDP_R.  The results are robust at all the lags.  When the 
Granger Causality Test was run with a lag of six, there was also no relationship between 
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INDP and GDP_R.  But at four lags and five lags, INDP Granger causes GDP_R. 
Since the results are not consistent at all lags, it is not possible to draw a conclusion on 
the relationship between INDP and GDP_N. 
 
 
iscussion on Result 2 
or of GDP_N.  Since GDP_N includes inflation and economic 
 
 
n the other hand, transactions in the residential sub-sector make up most of the property 
D
RP is a leading indicat
growth, RP leads inflation.  The saying that RP has a wealth effect on GDP is confirmed. 
As mentioned in Chapter 3, when RP rises, people will be more willing to spend and thus 
push up the prices of other goods, causing inflation.  At the same time, RP leads GDP_R. 
This means that RP leads economic growth too.  OFFP leads both GDP_N and GDP_R, 
but OFFP is also led by GDP_N.  Therefore, the wealth effect in the office sub-sector is 
weaker compared to the residential sub-sector.  This is attributed to the fact that there is 
only a thin transaction in the office sub-sector. 
 
O
transactions in Hong Kong.  People’s wealth is more affected by RP than OFFP.  So, 
RP has a stronger wealth effect than OFFP in the end.  The inconsistent result found in 
RETP and INDP is normal because the transaction volume in the retail and industrial 
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sub-sectors is even smaller than in office sub-sector.  The effect RETP and INDP have 
on GDP is thus little, and it is hard to capture their relationship with GDP.  Nonetheless, 
Hypothesis 2 still holds.  It is more reliable to use residential price as a predictor of GDP, 
as residential price exhibits the strongest leading relationship with GDP among all real 
estate prices.  
 
7.3.3 Result 3:  Real Estate Prices and Real Estate Investments 
 
 
Table 13 Results of the Granger Causality Test on Real Estate Prices and Real Estate
Investments 
 
 
4 Lag 5 Lag 6 Lag 
 Probability ility ility Probab Probab
RP does not Granger cause RIPR   0.44152  0.44152  0.58055 
RIPR does not Granger cause RP  0.55571  0.55571  0.63249 
    
RP does not Granger cause RIPU 0.79040 0.84357 0.68586    
RIPU does not Granger cause RP  0.39196  0.44160  0.43098 
    
OFFP does not Granger cause NIPR 0.34358 0.30734 0.40619    
NIPR does not Granger cause OFFP  0.91944  0.87196  0.93372 
      
OFFP does not Granger cause NIPU 0.12151 0.22224 34    0.291
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NIPU does not Granger cause OFFP  0.96964  0.95933  0.95859 
    
RETP does not Granger cause NIIPR 0.09951* 0.06236* 0.10413    
NIPR does not Granger cause RETP  0.95010  0.96498  0.96629 
    
RETP does not Granger cause NIPU 0.83151 0.87904 0.84446    
NIPU does not Granger cause RETP  0.62168  0.66169  0.63908 
    
INDP does not Granger cause NIPR 0.13279 0.03451* 0.04634*    
NIPR does not Granger cause INDP  0.77895  0.70503  0.52675 
    
INDP does not Granger cause NIPU 0.18812 0.31207 0.40611    
NIPU does not Granger cause INDP  0.97459  0.94748  0.78960 
 *Rejection of the null hypothesis 
 
Most p-values obtained from the Granger Causality Test are greater than 0.1, indicating 
that most null hypotheses cannot be rejected at all the lags.  There are some exceptions 
to the results.  Both RETP and INDP lead NIPR, and the feedback relationship does not 
exist.  This result is not so robust because the leading relationship is present only at 
some of the lags.  The results are in contrast to the expectation that real estate prices will 
lead real estate investments.  
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Discussion on Result 3 
Having none of the null hypothesis rejected does not imply that there is no relationship 
between real estate prices and real estate investments.  Again, the explanation is the 
same as that mentioned beforehand.  The development cycle in Hong Kong is so diverse 
that the real estate investment time series only show the investment decisions made 
during different time periods.  Therefore, the underlying relationship between price and 
investment at any point in time cannot be revealed using the Granger Causality Test.  
Hypothesis 3 need not be rejected simply by looking at this result.  Rather, what can be 
confirmed is that real estate investments are not good indicators of GDP in Hong Kong.  
 
Chapter Summary 
The results of seasonality test, unit root tests, and the Granger Causality Test have been 
presented.  It is found that GDP_R and GDP_N exhibit seasonal movements.  
Therefore, all time series were fourth differenced.  The unit root test confirms that all 
time series are non-stationary in level terms.  The time series become stationary after 
taking the fourth difference.  Therefore, the Granger Causality Test was performed on 
the fourth differenced time series.  The results from the Granger Causality Test reject 
Hypothesis 1, as generally no relationship is found between GDP and real estate 
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investments.  Thus, it is confirmed that real estate investments are not good predictors of 
GDP. 
 
Hypothesis 2 is supported by the results.  Real estate prices exhibit a leading 
relationship with GDP.  It can be concluded that real estate prices are good measures to 
forecast economic performance.  This is especially true for residential price, as it is the 
strongest leading indicator of GDP.  No relationship is found between real estate prices 
and real estate investments.  This does not mean that Hypothesis 3 is rejected.  
Nonetheless, this serves as further evidence that real estate investments are inappropriate 
measures of expected demand for real estate, and thus poor predictors of GDP. 
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CHAPTER 8   CONCLUSION 
 
8.1 Summary of Findings 
This dissertation examined the lead-lag relationships between real estate prices, real 
estate investments, and GDP.  The results suggest that during the period 1973:Q1 to 
2003:Q2, there is no relationship between GDP and real estate investments.  This 
contradicts the findings by Green (1997) and Coulson and Kim (2000), which use data 
from the United States.  This is, however, consistent with our expectations.  Due to the 
time lag between the decision to invest in real estate and the realization of the investment 
that varies significantly across development projects in Hong Kong, the observed real 
estate investment during any period represents a realization of a mix of investment 
decisions made at different points in time with significant variations in demand 
conditions.  This makes real estate investments inappropriate measures of expected 
demand for real estate, and thus poor predictors of GDP. 
 
This is further supported by the Granger Causality Test on the relationship between real 
estate prices and real estate investments, which shows no lead-lag relationship between 
prices and the volume of investment of different types of real estate asset.  This provides 
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further evidence that real estate investments are not good measures of a market’s 
expected demand for real estate at any point in time.  This however, does not mean that 
real estate demand has no effect on economic performance.  Since Hong Kong’s real 
estate market is very efficient, changes in demand are reflected more accurately and 
quickly in real estate prices.  The Granger Causality Test results show that real estate 
prices, especially residential price, exhibit a strong leading relationship with GDP.  
 
8.2 Policy Implications 
The findings in this study have important policy implications.  Real estate prices, 
residential prices in particular, are found to lead GDP.  Therefore, movements in 
residential prices can be used to forecast GDP growth.  Second, since residential price 
leads GDP, policies that stabilize residential prices will also stabilize economic growth.  
Third, any policy that suppresses or deters the real estate sector, especially the residential 
sector, is likely to negatively affect economic performance.  Similarly, any policy that 
stimulates real estate prices will also stimulate the economy. 
 
In Hong Kong, the SAR government has far more ability to influence residential prices 
than aggregate demand through its land supply and housing policies.  For example, 
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residential prices will go up if land supply is restricted by the cessation of land sales, as 
investors anticipate a lower supply of residences in the future.  Also, the cessation of 
public housing construction will increase demand for private housing because of the 
substitution effect, which will in turn increase residential prices.  However, the SAR 
government has less power to influence aggregate demand through monetary policy due 
to the current board system.  Moreover, according to Article 107 of the Basic Law, the 
SAR is required to maintain a balanced budget.  Thus, it is difficult for the SAR 
government to influence aggregate demand by fiscal policy.  In order to minimize the 
effects of external shocks and maintain a sustainable stable economic growth in the long 
run, the Hong Kong SAR government should aim to stabilize real estate prices. 
 
8.3 Limitations of This Study 
One of the limitations of this study is the reliability of the data.  GDP is compiled based 
on many different sources of data.  When quarterly GDP is compiled, quarterly surveys 
constitute just one main source of data.  But these surveys are normally smaller in 
sample size, and their information is less detailed.  Furthermore, when real GDP is 
compiled, some of its price deflators are only available on an annual, but not a quarterly, 
basis. 
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On the other hand, for real estate investments, figures prior to 1979 for private sector 
investment in building and construction were based on information from the Buildings 
Ordinance Office’s monthly statistical returns on the cost of construction of newly 
completed buildings and construction work for which occupation permits were issued.  
As detailed information regarding the progress of work is not available, the statistics so 
derived are subject to estimation errors arising from fluctuations in the work progress.  
The RVD indices are transaction-based indices.  The reliability of a transaction based 
index depends on the trading volume and method of controlling for those attributes that 
influence price, as it requires the use of homogenous real estate.  The high trading 
volume and a certain degree of homogeneity observed (due to the small size of Hong 
Kong, the relatively short economic life of buildings, and the mortgage policy adopted) 
provides a favourable situation for constructing a transaction based index. 
 
However, the RVD price index is not without problems.  First of all, the indices are 
based on average transaction prices within a quarter.  This averaging effect tends to 
smooth the index, and leads to an overestimation of the serial correlation in price changes 
(Working, 1960).  Second, the registered transaction prices may not represent the true 
market prices.  In Hong Kong, developers often provide favourable finance packages to 
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buyers in order to boost confidence by keeping transaction prices high.  The decline in 
property prices during the property slump is therefore not fully reflected in the RVD 
indices.  Lastly, the rateable value used by the RVD to adjust for those factors that 
influence price may itself have been biased, and the nature of resulting bias was difficult 
to assess (Brown and Chau, 1997).  In view of these problems, the underlying lead-lag 
relationship between real estate prices and GDP might have been underestimated or not 
fully revealed. 
 
The second limitation is the choice of the optimal lag in the Granger Causality Test.  
Besides using the experimental results in Guilkey and Salami (1982), the optimal lag can 
be determined by using Akaike information criterion (AIC) or Schwarz information 
criterion (SC).  However, due to limitations in time, these tests are not performed, and 
this study follows the experimental results.  The third limitation is that the time span 
chosen is not long enough and the time period is not consistent for every time series 
because of the availability of data.  
 
Last but not least, there probably exist a structural break in the time series data.  
Although causality from one variable to another may be found, on average, over a long 
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period of time, it may disappear within sub-periods.  The significance of causality may 
change over time, too.  In fact, there was a changing demand for real estate in Hong 
Kong between 1973 and 2003.  From the Open Door Policy to China’s admission into 
the World Trade Organization, more businesses have been relocated to the Mainland.  
Also, more people have begun to purchase residential flats on the Mainland, especially 
after the handover in 1997.  Hence, there has been a shift of real estate demand from 
Hong Kong to the Mainland.  This will render the real estate sector in Hong Kong to one 
of less importance.  Therefore, it is very likely that there might have been a structural 
break in 1997, the year in which the sovereignty of Hong Kong was returned to China.  
It is thought that real estate prices would be a stronger leading indicator of GDP before 
this structural breakpoint.   
 
8.4 Further Areas for Research 
Due to insufficient observation after 1997, it is not possible to test the presence of 
structural break in this study.  This is a potential area for further study in the future when 
more observations are accumulated.  A structural break test can be performed to 
investigate if there has been any structural break.  In addition, the RVD indices can be 
replaced by transaction-based indices that are constructed using the repeat sales or 
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hedonic pricing models.  Another further area of research is the investigation of leading 
indicators of real estate prices.   
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