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ABSTRACT Amulti-tenant cellular network is a paradigmwhere the physical infrastructure of the network is
leased by various big industries, e.g., power utilities and transportation. Hence, a major challenge in a multi-
tenant cellular network is the efficient allocation of the physical spectrum to various tenants with broadly
distinct quality-of-service (QoS) requirements and communications traffic characteristics. In this paper,
we approach this issue by presenting a versatile spectrum sharing scheme, which may be deployed to model
any spectrum sharing strategy between various tenants in a multi-tenant cellular network. The proposed
spectrum sharing scheme is based upon a queuing system that considers the various communications
traffic characteristics of the tenants. In addition, by using the developed queuing system, mathematical
expressions for the blocking probability and spectrum utilization are derived. We then propose an optimal
spectrum planning scheme, referred to as reservation-based sharing (RBS) policy that maximizes the
spectrum utilization by allocating the spectrum resources to various tenants according to their traffic loads.
The computational complexity of the optimal RBS policy is reduced by developing a learning automata
technique, referred to as pursuit learning-based RBS policy. By using real traffic parameters for various
tenants, the results show that the simulation and analytical results match well, ensuring the accuracy of
the proposed analytical model. Moreover, the results indicate that the proposed pursuit learning-based RBS
policy firmly matches the optimal solution and delivers a higher spectrum utilization that increases linearly
with the number of tenants.
INDEX TERMS Network virtualization, pursuit learning, queuing systems, spectrum sharing.
I. INTRODUCTION
Amulti-tenant cellular network allows all available spectrum
resources to be shared by multiple virtual networks, referred
to as tenants. The tenants span awide range of industries, such
as eHealth, power utilities, and transportation, each with dif-
ferent traffic load requirements. Each tenant represents a large
wireless network consisting of enormous number of wireless
nodes, with different traffic load characteristics, behavior and
requirements [1]. These tenants will be connected via 5G
to provide various 5G services, such as ultra-reliable low
latency communications (URLLC), enhanced mobile broad-
band (eMBB), andmachine type communications (MTC) [2].
For example, millions of sensors will be installed to manage
the energy distribution and usage in smart grid networks [3]
and to control the congestion and road traffic lights inwireless
vehicular networks [4].
In a multi-tenant cellular network, each physical Base
station (BS) is partitioned into multiple virtual BSs, where
each tenant will lease a single virtual BS. In other word,
the traffic generated by those tenants is multiplexed over the
same physical Network Infrastructure (NI) [5], [6]. There-
fore, a major issue in a multi-tenant cellular network is the
efficient allocation of the physical spectrum to various tenants
with broadly distinct Quality-of-Service (QoS) requirements
and communications traffic characteristics. By allocating less
spectrum resources than what a tenant requires will lead to
a deterioration in the QoS offered by the tenant to its users,
in terms of the achieved data rates, transmission reliability,
and latency requirement. As a result, there is a new challenge
in planning the amount of spectrum resources that should be
allocated to each tenant according to its traffic load, such
that each tenant can guarantee achieving its QoS goals. The
‘‘one-fit-all’’ architecture of the 4G cannot guarantee the
various communication requirements of the different tenants.
Therefore, 5G will adopt a software-based architecture to
consider the diverse demands of various tenants [7].
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In this paper, we present a traffic load-based spectrum
sharing scheme that maximizes the spectrum utilization,
which is achieved by allowing the tenants to share all avail-
able Resource Blocks (RBs) of the 5G Network Infrastruc-
ture (NI). Here, the available RBs at each physical BS will
be shared between the tenants. The proposed model is a
long-standing spectrum planning since it takes into account
the long-term traffic characteristics of each tenant. Hence,
the computations of the RBs allocation may now be per-
formed at longer intervals, e.g., daily, weekly, etc. We first
develop a versatile spectrum sharing scheme, which may be
deployed to model any spectrum sharing strategy between
various tenants in a multi-tenant cellular network. The pro-
posed spectrum sharing scheme is based upon a queuing
system that considers the various communications traffic
characteristics of the tenants. To guarantee that the trans-
mission quality meets the stipulated latency and reliability
requirements, a request for spectrum resources by a certain
tenant will be blocked if the number of required RBs is larger
than the number of free RBs in the NI. Based on the proposed
analytical framework, mathematical formulae for the block-
ing probability and spectrum utilization in a multi-tenant
cellular network are obtained. The blocking probability is an
important metric that directly affects the QoS requirements,
such as data rate and latency as explained earlier. By using
these expressions, we formulate an optimisation problem,
referred to Reservation-Based Sharing (RBS), to obtain the
optimal spectrum allocation for each tenant in a multi-tenant
cellular network, while considering the historical traffic load
distribution and subject to the blocking probability require-
ments for the tenants. A low-complexity, iterative, and prob-
abilistic pursuit learning algorithm is then proposed to solve
this optimisation problem [8]. The simulation results show
that the pursuit learning based RBS policy closely matches
the solution obtained by exhaustive search and outperforms
other known policies by at least 15% in terms of spectrum
utilization. It also delivers a gain in the spectrum utilization
over a network with an exclusive spectrum for each tenant,
where the spectrum utilization is proportional to the number
of tenants. Moreover, the results show that the number of
needed iterations for the proposed pursuit learning algorithm
to converge decreases as the number of tenants increases.
A. RELATED WORK
The existing research on spectrum sharing in multi-tenant
networks may be classified into two broad categories. The
first category is referred to as instantaneous spectrum sharing,
in which the allocation of RBs for every tenant is performed
instantaneously at each time slot, without taking into account
the traffic load statistics [9]–[15]. Hence, the computational
complexity of the resource allocation at each scheduling
interval will be prohibitively high for this category.
Conversely, the second category is referred to as long-
term spectrum sharing, which considers traffic load statis-
tics to achieve long-term spectrum planning, since the RBs
allocation is now performed at longer intervals, e.g., daily,
weekly, etc. This will reduce the computational complex-
ity for this resource allocation. Similar models have been
considered in [16]–[25]. Conversely, such models have con-
sidered Poisson processes for the incoming traffic for vari-
ous tenants [16]–[18], a single tenant [19]–[23], or a fixed
sharing policy for every tenant [24], [25]. Therefore, these
models cannot capture arbitrary traffic characteristics as well
as traffic periodicity in some tenant applications, such as
smart metering. In [26] and [27], we developed spectrum
sharing models that deal with a non-Poisson arrival process.
However, the proposed models cannot be directly used for
multi-tenant wireless networks as they either consider a single
tenant and/or have a very high computational complexity.
Lastly, in [16]–[25], the number of allocated RBs to a tenant is
constant and does not consider the channel fluctuations. Thus,
the reliability of the transmission is degraded if the channel
quality is poor.
With regards to the spectrum utilization, none of the afore-
mentioned models has considered maximizing the spectrum
utilization. The work presented in [28] developed a traf-
fic load-based spectrum sharing model that can be applied
to describe analytically various spectrum sharing schemes.
However, the presented work in [28] has not proposed a
solution to obtain the optimal spectrum sharing policy that
maximizes the spectrum utilization. Paper [28] has presented
only an analytical model to evaluate various spectrum sharing
policies without any capability to find the optimal sharing
policy, which means it cannot be used for spectrum planning.
In addition, the analytical model in [28] has assumed Poisson
processes for the incoming and outgoing traffic for all tenants
sharing the spectrum, which is not realistic as mentioned
earlier. The optimisation of the spectrum allocation has been
extensively studied in [14], [15], and [29]–[32]; however,
the interaction between the spectrum utilization and the traffic
characteristics for various tenants in multi-tenant cellular
networks has not been considered yet. For this complex opti-
misation problem, a specific type of Learning Automata (LA)
technique, referred to as pursuit learning [8], is shown to be
effective in reducing the computational complexity of such
complex optimisation problems [8], [33]–[35]. To date, pur-
suit learning technique has not been applied to spectrum shar-
ing in multi-tenant cellular networks while considering traffic
statistics [26], [27]. Most papers are utilizing the stochastic
learning [14], [36]–[38] that converges to a solution very
slowly, which is not suitable for many practical applications.
For example, the delay allowance for high-speed protection
information in smart grid communication networks should be
less than 10 ms [39].
B. CONTRIBUTIONS
In this paper, we propose a versatile spectrum sharing frame-
work for a multi-tenant cellular network taking into account
the traffic load statistics. The main contributions of this paper
may be summarized as:
• We propose a general traffic model to evaluate
various schemes for the spectrum sharing among
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multiple tenants. The traffic model is based on a queu-
ing system and may be applied to any arrival process
and any distribution of the transmission times. That
is unlike [16]–[25] and [28], where the arrival pro-
cess is always assumed to be Poisson, the distribution
of the transmission times is exponential, or a single
traffic distribution is considered. In addition, the pro-
posed traffic model considers multiple tenants, where
each tenant has its own traffic distribution. This is also
unlike [26] and [27], where only a single tenant has been
assumed.
• We propose an optimal spectrum sharing policy, referred
to as the RBS policy, that takes into account the traf-
fic statistics of all tenants when allocating the RBs
to maximize the spectrum utilization. To enforce the
transmission quality, we introduce constraints on the
blocking rates of various tenants. This is unlike [9]–[15],
where the traffic load statistics are not taken into
account when allocating the RBs to the tenants, and
unlike [26] and [27], where no measures were taken to
guarantee the transmission quality.
• Furthermore, by deploying the proposed framework,
expressions for the blocking probability and spec-
trum utilization in a multi-tenant wireless network are
obtained. These expressions are utilized to formulate an
optimisation problem, referred to as the Reservation-
Based Sharing (RBS) policy, that maximizes the spec-
trum utilization with the number of allocated RBs
for each tenant as the optimisation variable, subject
to blocking rate requirement for each tenant. A low-
complexity optimisation solver based on pursuit learn-
ing [8] is then developed. This is unlike [28], where a
solution to obtain the optimal spectrum sharing policy
that maximizes the spectrum utilization has not been
proposed.
• Given the amount of information involved (including
channel state information and dynamic changes in ten-
ant’s demands), instantaneous approaches for spectrum
optimisation in multi-tenant cellular networks [9]–[15]
will result in significant inter-tenant signaling overheads
and require performing the spectrum optimisation at
every time transmission interval (TTI) in 5G cellular
networks [40]. Thus, in this paper, we abstract the above
information by constructing the probability distribution
functions of the incoming and outgoing traffic for each
tenant by using historical data captured by each tenant.
We then use this data to plan the spectrum for multi-
tenant wireless networks.
The organization of this paper is as follows. The ana-
lytical framework, that is formulated as a queuing system,
is presented in Section II. The steady-state equations, which
describe the system behavior when it becomes independent
of time, are obtained followed by deriving mathematical
expressions for the performance metrics. The formulation of
the RBS policy as an optimisation problem and its solution,
which is based on pursuit learning, are given in Section III.
Section V discusses the simulation results and followed by
conclusions in Section VI.
II. SYSTEM MODEL
A multi-tenant cellular wireless network is considered. The
NI operator owns andmanages the physical infrastructure and
radio spectrum of this network. The set of the physical BSs
in the network is denoted by C , {1, · · · , c, · · · ,C}, such
that the target cell is in the center. We assume a frequency
reuse of 1, i.e. every physical BS has a spectrum bandwidth
of BW , which is orthogonally divided into N RBs, such that
N , {1, · · · , n, · · · ,N }. An RB is the smallest resource unit
that can be allocated in 5G with 180-KHz bandwidth and
0.5-ms duration. Each physical BS may be leased by
K industries, where K , {1, · · · , k, · · · ,K }. Alternatively,
each physical BS is partitioned intoK virtual BSs, where each
virtual BS is leased by an industry.
The NI operator is responsible for managing the scheduler,
which is placed at the physical BS. Specifically, the scheduler
divides the N available RBs at each physical BS orthogonally
between the K tenants, in compliance with predefined spec-
trum sharing policies. The allocation policy is determined
based on a Service Level Agreement (SLA) between the
NI operator and the tenants. In Section III, we provide an
optimal spectrum sharing policy that maximizes the spec-
trum utilization while guaranteeing the SLA of each tenant,
expressed in terms of the maximum permissible blocking
rate. After the NI operator assigns the available RBs to the
K tenants, each tenant deploys its own scheduling policy to
assign its RBs to its users/devices. The spectrum allocation
among the K tenants sharing the same physical BS may be
implemented distinctly in various cells. The partitioning of
the spectrum bandwidth of the NI operator among various
tenants is known as wireless network virtualization (WNV).
In WNV, every tenant builds its own virtual network by uti-
lizing its own virtual resources, allocated by the NI operator.
Fig. 1 exemplifies a simple virtualised wireless network.
A. TRAFFIC DISTRIBUTIONS
We describe a queuing system to model the spectrum sharing
in a multi-tenant cellular network. In this system, tenant k
may request a number of RBs to provide services to its
users/devices.When the number of requested RBs by tenant k
is larger than the number of free RBs, this request will not
be granted, i.e. blocked. The arrival process for tenant k ,
that defines the number of requests for RBs initiated by
tenant k , follows a general probability distribution function
(pdf), denoted by Ak , with λk is the average arrival rate.
Alternatively, tenant k generates an average of λk requests per
time unit. The number of requested RBs by tenant k in every
initiated request for RBs is a discrete random variable F̃k ,
that may be described by any discrete pdfFk , e.g., geometric,
uniform, or constant. Note that Ak is the pdf of the number of
requests for RBs, while Fk is the pdf of the number of RBs
per request. By denoting lk,j = Pr(F̃k = j) as the probability
of requesting j RBs by all users of tenant k for a given
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FIGURE 1. Multi-tenant Wireless Network.
RB request, the average number of requested RBs by tenant k







, k ∈ K (1)
such that zl =
∑dk
j=1 lk,j = 1 and dk represents the largest
number of RBs that may be assigned to tenant k . The depar-
ture process of tenant k defines the number of releases of
RBs by tenant k . This process follows an arbitrary general
distribution with pdf Tk and an average departure rate µk .
Alternatively, µk represents the average number of releases
for RBs per unit time. The number of RBs released by tenant k
per release event depends on the number of transmitted sym-
bols, users’ locations, and its type of users. In addition, the pdf
Tk is dependent on the tenant-specific scheduling policy. That
is, different scheduling policies give different distributions
for Tk [41]. The number of released RBs by tenant k in every
release event is a discrete random variable W̃k , following
any discrete pdf Wk . By denoting bk,j = Pr(W̃k = j) as
the probability of releasing j RBs by tenant k for a given
RB release, the average number of released RBs by tenant k







, k ∈ K (2)
such that zb =
∑dk
j=1 bk,j = 1 and dk is the largest number
of RBs that can be released by tenant k . In real networks,
the pdfs of the random variables F̃k and W̃k , denoted by
Fk and Wk , respectively, may be determined by tracing
the numbers of requested and released RBs by the users
of tenant k over a long period of time, respectively, and
then using the distribution fitting approach [42] to obtain
those pdfs. Assuming different pdfs for F̃k and W̃k is due
to the blocking that might happen when the number of free
RBs is less than the number of requested RBs. The two pdfs
Fk and Wk would be similar in case there is no blocking in
the network. Specifically, when F̃k is larger than the number
of free RBs, the request for the RBs is blocked. Therefore,
W̃k = F̃k only if F̃k is smaller than or equal to the number
of free RBs, which indicates there is no blocking.
B. TRAFFIC BASED SPECTRUM SHARING MODEL
At any time instant, the state of the queuing system may
be defined by the numbers of RBs assigned to each tenant.
Therefore, at time t , the state space of the queuing system is
described by the stochastic process (t) = r, such that r =
[v1, · · · , vk , · · · , vK ], where vk is the number of RBs allo-
cated to tenant k and
∑K
i=1 vi ≤ N , since the same RB cannot
be allocated to different tenants. This stochastic process may
not be Markovian as the pdfs Ak and Tk can take any form.
Consequently, the next request or release of RBs is dependent
on the time of the previous request or release of RBs, respec-
tively [41]. Therefore, the process (t) does not define the
complete past history of the queuing system at time t since it
does not know the time of the previous request or release of
RBs. Note that for (t) to be a Markovian process, the time
of the next request or release of RBs should not depend on
the time of the previous request or release, respectively. This
is only achievable if the pdfs Ak and Tk , ∀k ∈ K, are modeled
as Poisson or exponential distribution [41], respectively.
To analyze the proposed queuing system, the first step
is to convert it into a Markovian process. Thus, we define
the joint process [(t), Ã1(t), · · · , ÃK (t), T̃1(t), · · · , T̃K (t)],
such that Ãk (t) and T̃k (t) are random variables following the
pdfs Ak and Tk , respectively, and describing the remaining
times until the next request or release of RBs by tenant k at
time t , respectively. Based on this joint process, we define the
probability of the system being in state r at time t , where the
remaining times until the next request or release of RBs by
tenant k are denoted by xk and yk , respectively, as
Pr(t, x1, · · · , xK , y1, · · · , yK )
≡ P[(t) = r, Ã1(t) = x1, · · · , ÃK (t) = xK ,
T̃1(t) = y1, · · · , T̃K (t) = yK ]. (3)
The above joint process is Markovian because the complete
past history is abstracted by the random variables Ãk (t) and
T̃k (t), ∀k ∈ K. This method of transforming a non-Markovian
process to a Markovian process is known as the supplemen-
tary variable method [43]. To ease the presentation, we define
the state rab, which is identical to the state r except for its
ath entry, which is given by r(a) + b, such that r(a) is the
ath entry of r and b is an integer.
C. STATE TRANSITIONS AND STEADY-STATE ANALYSIS
A new request or release of RBs by any tenant will cause the
queuing system to move from one state to another. Fig. 2
shows all possible transitions into and out of state r, such
VOLUME 7, 2019 1605
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FIGURE 2. Possible transitions into and out of state r, where
i = 1, · · · ,N .
that the numbers of RBs assigned to the tenants are given
by r = [v1, v2, · · · , vK ]. For instance, a new request for
RBs by tenant 1 requesting 3 RBs implies that the transition
to the state r = [v1, v2, · · · , vK ] happens from the state
r1
−3 = [v1−3, v2, · · · , vK ]. By using Fig. 2, (3), and defining
the remaining times until the next request or release of RBs
in all tenants as V = {x1, · · · , xK , y1, · · · , yK }, we write (4),
shown at the bottom of the this page, for the probability of
state r at time t when the remaining times until the next
request or release of RBs in all tenants are given by V . In (4),
h is the length of an infinitesimal interval [t − h, t], V ix is
equivalent to V , except for the i-th entry of the x variables,
which equals to xi+h. Similarly, V iy is equivalent to V , except
for the i-th entry of the y variables, which equals to yi + h.
The first, third, and fifth terms in (4) give the probability
that the queuing system is in state r at time t−hwhen there are
no requests or releases of RBs. The second and fourth terms
give the probability that the queuing system is in state r at
time t − h when the remaining time until the next request of
RBs by tenant i at time t − h is xi + h and the remaining
time until the next release of RBs by tenant i at time t − h
is yi + h, respectively. The sixth term corresponds to a new
request of RBs by tenant i, requesting j RBs, 1 ≤ j ≤ dk .
The seventh term represents a release of RBs by tenant i.
Thus, the sixth and seventh terms represent the total rate
at which the traffic model moves into state r from other
states during the interval [t − h, t]. Finally, the eighth and
ninth terms on the right-hand side of (4) show the total rate
at which the traffic model moves out of state r during the
interval [t − h, t]. We highlight here that the proposed model
is valid for any number of tenants, K . Increasing the number
of tenants will only increase the dimension of the state space,
represented by r = [v1, · · · , vk , · · · , vK ], which increases
the number of terms in (4) and does not change the approach
for finding the state probabilities.
The steady-state behavior of the proposed queuing system
is achieved when its state probabilities do not change with
time t , referred to as steady-state probabilities. To derive the
steady-state probabilities, we take the limit as h goes to zero
for each term on both sides of (4) and set the rate of change
in the state probabilities with respect to the time to zero to





















j=1 λili,j, µ =
∑K
i=1 µi, Ai(xi) and Ti(yi)
are the probabilities that the remaining times until the next
request or release of RBs by tenant i is given by xi and yi,
respectively. The first and second terms on the right-hand
side of (5) describe all possible transitions into and out of
state r, respectively. The third term on the right-hand side
of (5) corresponds to the case of remaining in state r, i.e. no
requests or releases of RBs.
The first step in solving the steady-state equations in (5)
is to write them as linear difference equations by applying





































































µibi,jPr(t − h,V iy)︸ ︷︷ ︸
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The second step involves solving the system of linear equa-
tions in (6) besides the normalization constraint written as∑
r∈Rϕ
Pr(s) = 1, (7)
where Rϕ is the set of all possible states. Rϕ is dependent
on the deployed spectrum sharing policy ϕ ∈ {PS,NS,CS},
where PS refers to Partial Sharing, NS refers to No Sharing,
and CS refers to Complete Sharing. The case of ϕ = PS
corresponds to all sharing policies, where the total number
of available RBs N is larger than the total number of RBs
assigned to all tenants, (
∑K
k=1 Nk < N ,∀k ∈ K). The un-
allocated RBs represent a pool of RBs, that may be assigned
to any tenant according to a first-come-first-serve policy.
Conversely, the case of ϕ = NS corresponds to all sharing
policies, in which all available RBs are assigned to the various
tenants,
∑K
k=1 Nk = N ,∀k ∈ K. Thus, every tenant owns a
fixed spectrum for its private usage and there is no pool of un-
allocated RBs. Finally, when ϕ = CS, the complete spectrum
is shared by all tenants, i.e,
∑K
k=1 Nk = 0,∀k ∈ K. In other
words, the number of RBs in the common pool in N .










Nk < N ,∀k ∈ K
}
(8)
such that Nk is the number of allocated RBs to tenant k .
Therefore, the proposed framework may be deployed to com-
pare different spectrum sharing policies under PS via control-
ling the number of assigned RBs for each tenant k , denoted










Nk = N ,∀k ∈ K
}
(9)
To obtain the steady-state probabilities of the proposed
queuing system under sharing policy ϕ, the system of linear
equations, given by (6) and (7), should be solved via a numer-
ical method, e.g., the successive over relaxationmethod or the
iterative power method [44]. To apply the iterative power
method, (6) is written as a matrix equation given by πQ = 0,
such that π is a row vector, whose entries are the steady-state
probabilities given by Pr(s) and Pr(0), ∀r ∈ Rϕ , and Q is
the transition rate matrix, whose entries are the coefficients
of Pr(s) and Pr(0) that represent the transition rates between
the different states. By assuming that there are no users in the
system at t = 0, the probabilities Pr(0) are set to zero. We
now solve thismatrix equation iteratively asπ (i+1) = π (i)V,
where π (i) is the i-th iteration and V = βQ + I, such that
I is the identity matrix and β ∈ [0, 1]. At each iteration i,
c(i) = ∂
∂sPr(s)|s=0, ∀r ∈ Rϕ , is computed, which represents
the mean value of the steady state probability of state r. The
iterations will stop when the absolute difference between c(i)
at iteration i and c(i−1) at iteration i−1, ∀r ∈ Rϕ , is smaller
than the threshold value of ε ∈ [0, 1]. When a state is not
feasible under sharing policy ϕ, then its probability equals to
zero.
D. PERFORMANCE METRICS
By utilizing the proposed queuing system, we derive two
performance metrics under sharing policy ϕ: 1) blocking
probability of tenant k , denoted by Bk,ϕ , and 2) the spectrum
utilization, denoted by 9ϕ . The spectrum utilization is the
ratio of the average number of allocated RBs to the total
number of available RBsN . The average blocking probability
for tenant k may be obtained as the first order Moment
Generating Function (MGF) of the Laplace transform steady-












where 0k (r) is the number of available RBs for tenant k
under sharing policy ϕ, when the system is in state r. 0k (r) is
described by






(vk − Nk )δvN ,
(11)
where δNv is 1 if Nk ≥ vk and 0 otherwise, while δvN is 1 if










which is the first order MGF of the Laplace transform steady-
state probabilities. In reference to (10) and (12), the effective
spectrum utilization, that considers the blocking probability,
under sharing policy ϕ is defined as
9effϕ = (1− Bϕ)9ϕ, (13)
where Bϕ =
∑K
k=1 Bk,ϕ/K is the average blocking probabil-
ity of all tenants under sharing policy ϕ. The efficiency gain
ϒ is defined as the ratio of the effective spectrum utilization
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The efficiency gain in (14) corresponds to the gain in
the effective spectrum utilization when deploying the
PS spectrum sharing policy, in comparison to the NS spec-
trum sharing policy. As ϒ in (14) increases, the effective
spectrum utilization under PS policy increases, leading to
smaller blocking probabilities and accordingly larger number
of devices admitted into the network, in comparison to the
NS policy.
III. SPECTRUM UTILIZATION OPTIMISATION
In this section, we propose an optimum spectrum sharing
scheme, referred to as the Reservation-Based Sharing (RBS)
policy. Specifically, the RBS policy aims at maximizing the
spectrum utilization in (12) under given blocking probability
threshold for each tenant, with the numbers of RBs allocated
to each tenant Nk ,∀k ∈ K, as the optimisation variables.







wksgn(Bthk − Bk,ϕ) (15)
where Bthk is the blocking probability threshold for tenant k
and sgn(a−b) = 1 if a ≥ b, and 0 otherwise, and wk ∈ (0, 1]
is the priority weight for tenant k such that 0 is the lowest
priority and 1 is the highest priority. Note that the value of the
blocking probability threshold for tenant k , Bthk , is specified
in the SLA between tenant k and the NI operator. Note that
in the event that the thresholds for the blocking probabilities
are set too low, the value of (15) will be zero, implying no
feasible solution for (15). In this case, the NI operator in
agreement with the tenants will increase the blocking proba-
bilities thresholds or reduce the number of tenants allowed
to share its spectrum, such that the spectrum utilization is
optimized. The global optimal solution for (15) may be found
by using an exhaustive search over all the possibilities of
{N1, · · · ,Nk , · · · ,NK }, ∀k ∈ K, such that
∑K
k=1 Nk ≤ N ,
where Nk is the number of allocated RBs for tenant k , and
then selecting the possibility that gives the maximum of (15).
However, the exhaustive search requires a high computational
complexity so that the optimal solution is hard to obtain in a
reasonable time.
A. PURSUIT LEARNING BASED RBS POLICY
Learning Automata (LA) has been shown to effectively
reduce the computational complexity of complex optimi-
sation problems, such as (15), in [8], [34], and [35]. The
LA is an adaptive and iterative machine learning algorithm
that finds the best action from a finite set of potential actions
based on the rewards received from an unknown environment
at every iteration. Specifically, an action is selected randomly
at each iteration according to an action probability vector. The
environment then provides a reward to the selected action and
the action probability vector is then updated according to this
reward. This process is repeated until the learning automaton
finds the optimal action from the action set that yields the
highest reward. In this paper, we apply a specific learning
automata technique, referred to as pursuit learning. The main
idea behind the pursuit learning scheme is to update the action
probability vector at every iteration to ‘‘pursue’’ the action
that results in the highest average reward.
To apply the pursuit learning to (15), we first regard each
tenant as a learning automaton with its tuple {a,p,R,L}
defined as follows.
• Action set (a): An action for tenant k is to select the
number of required RBs, Nk , such that 0 ≤ Nk ≤ N .
Thus, the action set for each tenant is given by
a = {a0, a1, · · · , aN }, such that ai, 0 ≤ i ≤ N , is the
action of requesting i RBs.
• Action probability vector (p): The probability of select-
ing action ai from the action set a by tenant k at iter-
ation f is denoted by pik (f ). Thus, the action proba-
bility vector for tenant k may be defined as pk (f ) =
[p0k (f ), p1k (f ), · · · , pNk (f )].
• Reward (R): Based on the optimisation problem in (15),
the instantaneous reward received by each tenant k at
iteration f is the same, referred to as common payoff,
and is given by
R(f ) = 9ϕ
∏
k∈K
sgn(Bthk − Bk,ϕ) (16)
Here, we define qk (f ) = {q0k (f ), · · · , qik (f ), · · · ,
qNk (f )} as the average reward vector for tenant k at
iteration f , where qik (f ) is the average reward received
by tenant k for taking action ai up to and including
iteration f , which is updated at iteration f as
qik (f ) =

qik (f − 1)+
R(f )− qik (f − 1)
Wik (f )
,
if ak (f ) = ai,
qik (f − 1), if ak (f ) 6= ai
(17)
where
Wik (f ) =
{
Wik (f − 1)+ 1, if ak (f ) = ai
Wik (f − 1), if ak (f ) 6= ai
(18)
which denotes the number of times action ai has been
selected by tenant k up to and including iteration f .
In (17), ak (f ) = ai indicates that action ai has been
selected by tenant k at iteration f . As seen from (17),
for tenant k , the average reward of taking action ai
will be increased if it has been selected at itera-
tion f and the average rewards of all other actions will
remain unchanged, i.e. equal to their average rewards at
iteration f − 1.
• Learning scheme (L): After updating the average reward
vector qk (f ),∀k ∈ K, the action probability vector for
all tenants will be updated accordingly as
pk (f ) = (1− θ )pk (f − 1)+ θemk (f ) (19)
where 0 < θ < 1 is the learning rate, ei is an (N + 1)-
vector whose ith entry is one and the others are zeros, and
mk (f ) is the index of the action at iteration f that incurs
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the highest average reward among all other actions for
tenant k , i.e. the highest average spectrum utilization.
Mathematically,
mk (f ) = argmax {q0k (f ), · · · , qNk (f )} (20)
Based on the above mathematical development, the pro-
posed pursuit learning based RBS policy is presented in
Algorithm 1 and can be explained as follows. At iteration f ,
each tenant k,∀k ∈ K, will take an action ai according to
its action probability vector pk (f ). The ai action indicates
that i RBs will be reserved for tenant k for its exclusive use.
Then, based on the actions taken by all tenants, each tenant
will receive the same reward R(f ), which is calculated by
using (16). Then, the entries of the average reward vector qk
for each tenant k will be updated by using (17), in which
the average reward for the selected action at step f will be
increased while keeping the average rewards of all other
actions unchanged. Then, we find the index of the action
that incurs the highest average reward for each tenant k by
using (20). Next, by using (19), the action probability vector
pk (f ) for each tenant will be updated. In (19), the probability
of the action that resulted in the highest average reward will
be increased, while the probabilities of all other actions will
be decreased. Finally, Algorithm 1 will start a new iteration
until we have an action that has a probability greater than
0.99 for each tenant k,∀k ∈ K .
The aforementioned optimisation process will be valid
for long periods of time unless major system parameters
change, for example, the spectrum bandwidth or the number
of tenants allocated on the same physical BS, which do not
change unless the operator decides to buymore spectrum or to
introduce a new tenant into its network, respectively. The
optimisation process is to be done as well in case the long-
term traffic load characteristics of any tenant has changed,
for example, more sensors are being installed by a utility in
its smart grid virtual network.
B. CONVERGENCE BEHAVIOR
The pursuit learning scheme is considered the best among
all learning automata schemes as it is shown to be ε-optimal
with fast convergence [33]. The pursuit learning scheme is
ε-optimal if, for any ε > 0, there exists a fixed θ > 0 such
that lim inff→∞ pk (f ) > 1 − ε with probability one [45],
∀i ∈ {0, · · · ,K }, ∀k ∈ {1, · · · ,N }. It also has been shown
in [33] that the pursuit learning algorithm, such as the one
in Algorithm 1, will eventually select a local optimal action
for each tenant k [33]. In other words, the number of allo-
cated RBs for each tenant will eventually give the maximum
spectrum utilization. Thus, if qik (f ) in Algorithm 1 is the
largest average reward in the vector qk = [q1k , · · · , qNk ],
then the probability of action ai gets close to 1 as f → ∞.
This indicates that the probability of the optimum action
increases at each iteration until it gets close to 1. Note that
the learning rate θ in (19) is to increase the probability of the
action that leads to the maximum average reward estimate at
the current iteration, while decreasing the probabilities of all
Algorithm 1 Pursuit Learning Based RBS Policy for
Tenant k , k = 1, . . . ,K
Inputs: λk , µk ,Tk ,Ak ,Fk ,Wk , and dk .
1. Initialisation:
• Set pik (0) = 1/(N + 1),∀k ∈ K, 0 ≤ i ≤ N .
• Wik (0) = 0, 0 ≤ i ≤ N ,∀k ∈ K.
• qik (0) is initialized by selecting action ai several times
and recording the proportion of rewards.
• Set f = 1.
2. At step f , each tenant k selects an action ak (f ) based
on its probability action vector pk (f ) and then all tenants
receive the same reward R(f ) calculated by using (16).
3. If R(f ) 6= 0, update Wik (f ) by using (18).
4. Compute the average reward obtained by taking action
ai by tenant k up to and including step f by using (17).
5. ∀k ∈ K, compute the index of the action that results in
the highest average reward by using (20).
6. ∀k ∈ K, update the action probability vector by using
(19).
7. If, ∀k ∈ K, there is a probability pik (f ), 0 ≤ i ≤ N ,
which is larger than 0.99, then stop. Otherwise, set f ←
f + 1 and go to step 2.
Outputs: The number of RBs allocated for each tenant k ,
(Nk , k = 1, · · · ,K )
other actions. Note that the big O notation of this algorithm
is given by O(KN ). The convergence and the optimality
of the pursuit learning algorithm are discussed in details
in [8] and [33].
IV. MODEL VALIDATION IN WIRELESS CELLULAR
NETWORKS
To prove the accuracy of the proposed analytical framework,
we develop a system-level event-based simulator built by
using MATLAB [27], [28]. In this simulator, an event rep-
resents a request for RBs from a tenant or a release of RBs
from a tenant. While the inputs for this simulator will be
abstracted from the network, in reality, those inputs may be
abstracted from the MAC layer. The proposed simulator is
based on 5G wireless cellular network having C cells with
the target cell being in the center. The available bandwidth
at every cell, BW , is divided to N RBs. The simulator con-
siders the contiguous allocation constraints required by the
3GPP standards on the allocation of RBs to the users in 5G
uplink [46]. Those constraints ensure that the sameRB cannot
be allocated to more than one user, and all RBs allocated to
the same user are adjacent and have the sameModulation and
Coding Scheme (MCS).
The distance between two adjacent BSs, referred to as
inter-site distance, is assumed to be r meters. The distribution
of the users is taken to be uniform. As in [47], the channel
gain between user u of tenant k , which is assigned RB n,
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where H c,ku,n is the mutlipath Rayleigh fading or small scale
fading, and ϒc,ku,n is the large scale fading, which includes
the path loss and the log normal shadowing. Since the signal
envelope of the small scale fading is described by a Rayleigh
distribution, we model H c,ku,n as statistically independent ran-
dom variables following an exponential distribution with a
mean of zero a variance of one. This is possible because H c,ku,n
represent geographically separated wireless channels, that
show independent multipath fading characteristics [47]. The
large scale fading ϒc,ku,n is constant during the optimisation
process. The path loss in dB is given by 128.1+37.6log10(d),
such that d is the distance in kilometers between a user and
its respective BS. Accordingly, Gc,ku,n are independent random
variables following the exponential distribution with param-










where E[.] is the expected value operator. Since H c,ku,n fluctu-
ates so fast, the BSmay average it out on its channel measure-
ments. Therefore, BS c estimatesϒc,ku,n (and equivalentlyχ
c,k
u,n )
for all of its users. In such a setting, the long term uplink
Signal-to-Interference-plus-Noise Ratio (SINR) for user u of
tenant k in cell c, when assigned RB n, is calculated as








where σ 2 is the noise power, Ic represents the set of users
outside cell c and interfering with user u in cell c, and ξu,n is
the transmit power of user u on RB n. The transmit power is
calculated by using an open-loop power control scheme given
in [48] as
ξu,n[dBm] = min{ξmax, ξ0 + 10log10|Dku | + αPL} (24)
where ξmax is the user maximum transmit power, ξ0 is a
reference power, Dku is the set of RBs assigned to user u
of tenant k and |Dku | is its cardinality, α is a constant path
loss factor, and PL is the path loss between a user and its
serving BS. Therefore, the long term capacity for user u of









log2(1+ γ c,ku,n ), (25)













where Z c,ku is a random variable representing the number of
transmitted bits by user u of tenant k in cell c. Thus, the pdf
of Z c,ku is written as
P(Z ku = x) = λze
−λzx (27)
where λz is the average number of transmitted bits per unit
time. This assumption of exponentially-distributed random
variables Z c,ku is widely used in the literature in order to
keep the analytical model tractable [49]. The denominator
of (26) shows that the capacity for each of the adjacent RBs
in Dku allocated to user u is the same capacity of the RB with
the worst channel conditions. This is known as the robust
Modulation and Coding Scheme (MCS) mode, that ensures
the same Block-Error Rate (BLER) performance for each RB
by allocating the same MCS for all RBs assigned to the same






where Uk ≡ {1, · · · ,U k} and U k is the number of users
of tenant k . The transmission time in (26) indicates the
time duration over which a tenant will keep the RBs for its
exclusive use.
In the uplink transmission, the number of bits each user has
in its buffer will be sent to the BS by using the Buffer Status
Report (BSR) [51]. Therefore, in the proposed simulator, each
user u sends a BSR to its serving virtual BS. Then, tenant k






















where Qku is the buffer length in bits of user u of tenant k ,
where u ∈ Uk . The buffer length is conveyed to the BS by
using BSR. Ts is the minimum scheduling interval in 5G,
normally 1 ms, bxc is the maximum integer less than x. The
constant dk represents the maximum number of RBs which
may be assigned to or released by tenant k . It is specified
in the SLA between the tenant and the NI operator. Based
on (29), each tenant estimates the number of RBs that should
be requested from the NI operator to serve its users. By inves-
tigating (29), we can see that the number of RBs allocated to
a user is proportional to the number of bits in its buffer.
To find the pdfs of the transmission times in (26) for ten-
ant k , denoted by Tk (yk ), and its mean service time, denoted
by µk , we exploit the distribution fitting approach. Firstly,
the simulator generates a set of the transmission times by
using (26). This set consists of 10000 values for the trans-
mission times of the users belonging to tenant k . Secondly,
we use the distribution fitting approach to obtain the best
distribution that fits this set of data. The steps of the distri-
bution fitting approach may be summarized in three steps
as follows: 1) select the pdfs that may fairly describe the
perceived empirical data; 2) calculate the parameters for each
possible distribution by applying the maximum likelihood
estimation method; and 3) verify the accuracy of the fit by
the Kolmogorov-Smirnov (K-S) test. More details on the
distribution fitting can be found in [42]. By following the
above steps, we calculate the pdf of the transmission times for
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TABLE 1. Simulation parameters.
each tenant. Once all these pdfs are obtained, we may then
apply the analytical models presented in Section II to find
the blocking probability and spectrum utilization. We also
apply the above approach to determine the pdf of the random
variable F̃k , ∀k ∈ K, that represents the number of RBs
requested by tenant k .
V. SIMULATION RESULTS
We show the accuracy of the proposed analytical framework
by using the simulator presented in Section IV. We assume
four tenants, K = 4, which are smart metering (MTC),
transportation (URLLC), eHealth (MTC), and connected
consumer (eMBB). The processes describing the number of
requests for RBs, i.e., Ai(xi),∀i ∈ {1, 2, 3, 4}, is assumed to
be periodic for smart metering and transportation tenants [3],
[4], [52] and to be Poisson for eHealth and connected con-
sumer tenants [53]–[55]. As shown in [3], [4], and [52]–[55],
these distributions are shown to be the best distributions to
describe the traffic generated by the services offered by the
aforementioned tenants. The value of dk is set to be 5 RBs for
all tenants. As in [56], the packet size for all users follows an
exponential distribution with a mean size of 200 bytes, since
this is the typical packet size in M2M communications. In the
figures, ‘Ana’ and ‘Sim’ refer to the analytical and simulation
results produced from the analytical model and the simulator,
respectively. The simulation parameters are given in Table 1.
To determine the pdf Tk of the transmission times for
tenant k , the pdf Wk of the number of RBs released by
tenant k per release event, and the pdf Fk of the number
of requested RBs by tenant k per request event, we generate
10000 simulation values for the tenants by using (26) and (29)
and obtain their means, µk , E[W̃k ], and E[F̃k ], respectively.
Then, we use the distribution fitting method to obtain the best
distribution that fits this set of data as explained in previous
section. The pdf of the arrival process for tenant k , denoted
by Ak , depends on the application that tenant k is serving
(examples are given in the first paragraph of Section V). Once
all these pdfs are obtained, we can then use the analytical
framework presented in Section II to find the blocking prob-
ability and spectrum utilization.
A. MODEL VALIDATION
We validate the accuracy of the proposed analytical frame-
work and the expressions in Section II-B by plotting the
FIGURE 3. Blocking probability vs. the arrival rate.
blocking probability and spectrum utilization as functions of
the total arrival rate λ =
∑4
i=1 λi and the total number of
RBs allocated to all tenants NT =
∑4
k=1 Nk . In addition,
we put λ/NT = λi/Ni,∀i ∈ {1, 2, 3, 4}, to assure fairness
among the tenants and to guarantee that the number of RBs
reserved by each tenant is proportional to its arrival rate. For
example, if λ = 100 RBs/sec andNT = 40 RBs, then wemay
have λ1 = 10 RBs/sec, λ2 = 20 RBs/sec, λ3 = 30 RBs/sec,
λ4 = 40 RBs/sec, N1 = 4,N2 = 8,N3 = 12, and N4 = 16.
Alternatively, for the same λ and NT , we may have λ1 =
λ2 = λ3 = λ4 = 25 RBs/sec, N1 = N2 = N3 = N4 = 10.
In Fig. 3, the blocking probability as a function of the
arrival rate λ is shown. Here, the total number of allocated
RBs, NT , is taken to be 40, 60, and 80, denoted by sce-
narios C40, C60, and C80, respectively. Firstly, it is clear
that the blocking probabilities calculated by using the ana-
lytical model and the simulation match very well. This vali-
dates the accuracy and universality of the proposed analytical
framework in modeling different sharing policies. Secondly,
as expected, the blocking probability increases as the arrival
rate increases in all of the three scenarios. A higher arrival
rate indicates more users arrive to the system leading to more
requests and consequently a higher competition for the lim-
ited network resources. As a result, the blocking probability
increases. A higher blocking probability means more users
will be rejected and will not get any of the network resources,
which eventually degrades the QoS offered to the users.
Finally, we notice that the blocking probability decreases as
the total number of allocated RBs to all tenants,NT increases.
By having more assigned RBs for its exclusive use, each
tenant can servemore of its incoming users, leading to smaller
blocking probability. However, when the number of assigned
RBs decreases, a smaller number of users can be served
and more users will be competing for the common pool of
RBs shared by all tenants. This leads to a higher blocking
probability.
For the same aforementioned scenarios, C40, C60, and
C80, Fig. 4 presents the spectrum utilization as a function of
the arrival rate λ. Firstly, similar to the blocking probability,
the analytical and simulation results for the spectrum utiliza-
tionmatch very well. Secondly, as the number of total number
of reserved RBs NT decreases, a higher spectrum utilization
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FIGURE 4. Spectrum utilization vs. the arrival rate.
is achieved. A smaller number for NT means that there are
more RBs available in the common pool of resources shared
by all tenants, leading to a higher spectrum utilization. This is
because a tenant with a larger number of users may get more
RBs from the common pool to serve them, leading to more
RBs being allocated and consequently a higher spectrum
utilization. On the contrary, when NT increases, the number
of RBs in the common pool decreases and more RBs are
assigned for the exclusive use of each tenant. Therefore,
in this case, a tenant with small number of users will have
most of its assigned RBs not being used, leading to smaller
spectrum utilization. From Figs. 3 and 4, we deduce that
NT is inversely proportional to both blocking probability and
spectrum utilization. Therefore, it is vital to determine the
optimal number of assigned RBs, NT , that guarantees the
blocking rate requirements of each tenant, whilst increasing
the spectrum utilization.
B. PERFORMANCE OF THE PURSUIT LEARNING BASED
RBS POLICY
Here, we evaluate the performance of the pursuit learning
based RBS policy with respect to its blocking probability
and spectrum utilization. The blocking probability threshold





4 = 0.1. For simplicity, the priority weight is
also taken to be the same for the four tenants, wk = 1,
∀k ∈ {1, 2, 3, 4}. We compare the pursuit learning based
RBS policy with the NS policy, where
∑K
k=1 Nk = N , and
with the CS policy [58], where Nk = 0,∀k ∈ {1, 2, 3, 4}.
Fig. 5 presents the blocking probability for the CS, NS, and
the learning based RBS sharing policies as a function of
the total arrival rate λ. The learning based RBS policy is
obtained by solving (15) using the exhaustive search and
Algorithm 1. We notice that Algorithm 1 provides a solution
for problem (15), which closelymatches the solution obtained
by exhaustive search. This is because, at each iteration
of Algorithm 1, the probability of selecting the solution that
maximizes the spectrum utilization in (15) is increased while
decreasing the probabilities of selecting all other solutions,
as shown from (19). In other words, the probability of the
optimal solution increases at each iteration until it becomes
almost 1.
FIGURE 5. Blocking probability vs. the arrival rate for various sharing
policies.
We can also notice that the blocking probability perfor-
mance for the learning based RBS policy is less than the
threshold value of 0.1 for the whole selected range of the
arrival rates. This confirms that the proposed learning based
RBS policy outperforms the CS and NS policies and guar-
antees the blocking probability requirements for all tenants.
In addition, it can be seen that the blocking probability
performance for the NS policy is better than the blocking
probability performance for the CS policy. This could be
explained by the fact that in the NS policy, each tenant will
have a dedicated exclusive number of RBs. Thus, each tenant
guarantees to serve its users by using its own fixed number
of RBs. That is, the RBs allocated to a tenant cannot be
accessed by other tenants. However, in the CS policy, all
tenants share all available RBs. Therefore, a tenant with high
traffic intensity may then hold a large number of RBs in order
to meet its high traffic demands, leaving other tenants with
only fewRBs and consequently a higher blocking probability.
By investigating Fig. 5, we notice that the CS and learning
based RBS policies represent the upper and lower limits for
the blocking probability performance, respectively. Note that,
in the learning based RBS policy, the blocking probability
cannot exceed the blocking probability threshold for each
tenant, as shown in (15).
Fig. 6 shows the spectrum utilization under theCS,NS, and
learning based RBS policies, where the learning based RBS
policy is obtained by solving (15) using the exhaustive search
and Algorithm 1. We notice that the learning based RBS
policy provides the highest spectrum utilization, compared
to the CS and NS policies, since it assigns the RBs to the
tenants dynamically, according to their loads, in order to
meet the blocking probability thresholds. We also notice that
Algorithm 1 provides a solution for problem (15), which
closely matches the solution obtained by exhaustive
search. The figure also shows that the CS policy offers
a better spectrum utilization compared to the NS policy,
because under CS policy, the complete spectrum is shared
by all tenants. Thus, any tenant may seize as many RBs as it
requests, leading to a higher spectrum utilization. Conversely,
for the NS policy, each tenant may obtain only a predefined
number of RBs all the time. Thus, in case the tenants are
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FIGURE 6. Spectrum utilization vs. the arrival rate for various sharing
policies.
TABLE 2. Traffic characteristics for various tenants.
lightly loaded, the utilization of their portions of the spectrum
is small, resulting in a smaller overall spectrum utilization.
By investigating Fig. 6, we notice that the NS and learning
RBS policies represent the lower and upper limits for the
spectrum utilization, respectively. We can also conclude that
the CS policy is preferred for a heavily-loaded tenant while
the NS policy is preferred for a lightly-loaded tenant.
C. EFFICIENCY GAIN
In this section, we show how the number of tenants shar-
ing the spectrum may affect efficiency gain in (14), ϒ .
We assume nine tenants, i.e. K = 9, as illustrated in Table 2.
For the NS policy, we consider that every tenant owns a phys-
ical spectrum based on a 10-MHz 5G system having 50 RBs.
For the case of PS sharing policy, all tenants share their
spectrums and the RBs are assigned according to the pursuit
learning based RBS policy in Algorithm 1. Fig. 7 shows the
efficiency gain in (14) as a percentage on the right y-axis,
and the effective spectrum utilization in (13) for the PS and
NS policies on the left y-axis. First, we notice that the PS
policy leads to a higher effective spectrum utilization. This is
because the RBs are allocated to the tenants based on their
traffic loads under the PS policy. This ensures that the spec-
trum is not wasted by assigning a quite large number of RBs to
FIGURE 7. Effective Spectrum utilization and efficiency gain as a function
of the number of tenants.
TABLE 3. Convergence of algorithm 1 and its utilization for various
numbers of tenants and actions.
the tenants with small traffic loads. An important observation
here is that the efficiency gain is almost proportional to the
number of tenants sharing the spectrum. In other words,
for the PS sharing policy, which is solved by Algorithm 1,
we may achieve a higher spectrum utilization in addition to a
smaller blocking probability. This is because, under the PS
policy, more RBs are available for sharing, in comparison
to the NS sharing policy, where no RBs are shared at all.
For instance, two tenants sharing the spectrum achieve an
efficiency gain of only 15%. In other words, 15% more users
may be admitted to the network in contrast to the NS policy.
On the contrary, the case of 8 tenants achieves an efficiency
gain of 48%.
D. CONVERGENCE OF RBS ALGORITHM
To investigate the convergence speed of Algorithm 1, we con-
sider three environments with different numbers of actions,
i.e., different numbers of available RBs. These environ-
ments, referred to as E5, E10 and E20, represent the cases
of 5-MHz, 10-MHz, and 20-MHz 5G physical spectrums
with 25, 50, and 100 RBs, and consequently 25, 50, and
100 actions, respectively. Table 3 illustrates the number of
iterations required until Algorithm 1 of the learning based
RBS policy converges for each of the above environments
for various number of tenants, when the stopping criterion
is taken to be 0.99. First, for a given number of tenants,
it is noticed that the number of iterations increases nearly in
proportion to the number of actions. In other words, as the
set of possible actions increases, Algorithm 1 needs more
time to find the optimum action from this set. Second, for
a given environment, the number of required iterations until
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FIGURE 8. Spectrum utilization vs. the number of tenants for various
spectrum sharing models.
Algorithm 1 converges decreases as the number of tenants
increases. In particular, we notice that the convergence speed
of the algorithm increases by approximately n-fold as the
number of tenants increases by n-fold. For example, for E10,
the number of required iterations for 2 tenants is 1823, while it
is 994 for 4 tenants. A similar finding is obtained in [62]. This
finding indicates that the proposed pursuit learning-based
RBS scheme is scalable and can be implemented for spectrum
sharing involving a large number of tenants. Table 3 also
shows the utilization achieved for the considered environ-
ments for various number of tenants. It is clear that, for a given
environment, as the number of tenants increases, we achieve
a better spectrum utilization.
E. COMPARISON OF PURSUIT LEARNING BASED RBS
POLICY WITH INSTANTANEOUS LOAD-BASED
SPECTRUM SHARING SCHEMES
We compare the performance and complexity of the pro-
posed pursuit learning based RBS sharing policy that takes
into account the traffic load statistics, with the instantaneous
load-based sharing schemes proposed in [11]–[13]. For these
simulations, we consider the 20-MHz 5G and the traffic
characteristics of the tenants are shown in Table 2. In Fig. 8,
the spectrum utilization of the instantaneous load-based
sharing schemes in [11]–[13] is shown to be higher than the
spectrum utilization of the proposed pursuit learning based
RBS policy. This is because the spectrum allocation in these
instantaneous schemes is changed every 1 ms, equivalent
to one transmission time interval (TTI) in 5G, to adapt to
the changes in instantaneous loads, since the tenant’s traf-
fic statistics are assumed unknown. This results in a heavy
computation. The spectrum allocation of the pursuit learning
based RBS policy exploits the knowledge of the traffic statis-
tics of all tenants to fix the spectrum allocation for longer
periods of time until the traffic statistics change. In other
words, as long as the traffic distributions remain the same,
the optimisation may be done only once and the allocation
parameters can be monitored on a long-term basis.
Table 4 compares the complexity of the instantaneous
load-based sharing schemes in [11]–[13] with the proposed
algorithm in terms of the percentage of the algorithm run-
ning time. It is the ratio of the total time required for the
TABLE 4. Percentage of the algorithm running time as a function of the
number of tenants for various spectrum sharing schemes.
algorithm to run to the total simulation time. For example,
if the simulation time is 1000 seconds and the total time taken
for the algorithm to find a solution in theses 1000 seconds is
200 seconds, then the percentage of the algorithm running
time is 200/1000 = 20%. From Table 4, it is clear that the
proposed pursuit learning based RBS algorithm needs much
less running time compared to the instantaneous load-based
sharing schemes, since the pursuit learning deploys the aver-
age reward, i.e. average spectrum utilization, in allocating the
resources instead of the instantaneous reward. From Fig. 8
and Table 4, we see that the proposed algorithm provides a
comparable spectrum utilization compared to the instanta-
neous load-based sharing schemes, while requiring much less
time to be executed completely.
VI. CONCLUSION
In this paper, we derived an analytical framework to inves-
tigate various spectrum sharing strategies in a multi-tenant
wireless cellular network, which is based on a queuing sys-
tem. The proposed framework is used to derive analytical
expressions for various performance metrics of each tenant
under a given sharing policy. We also proposed an optimum
sharing policy, which is formulated as an optimisation prob-
lem, with the number of RBs reserved for each tenant as the
optimisation variables. This optimisation problem is solved
by an algorithm based on the pursuit learning scheme. The
results show that the framework provides an accurate and
effective tool to obtain the optimal spectrum sharing, which
simultaneously minimizes the blocking probability and max-
imizes the spectrum utilization, in proportion to the number
of tenants.
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