A broad class of nonlinear systems and filters can be modeled by the Volterra series representation. However, its practical use in nonlinear system identification is sometimes limited due to the large number of parameters associated with the Volterra filter's structure. The parametric complexity also complicates design procedures based upon such a model. This limitation for system identification is addressed in this paper using a fixed pole expansion technique (FPET) within the Volterra model structure. The FPET approach employs orthonormal basis functions derived from fixed (real or complex) pole locations to expand the Volterra kernels and reduce the number of estimated parameters. That the performance of FPET can considerably reduce the number of estimated parameters is demonstrated by a digital satellite channel example in which we use the proposed method to identify the channel dynamics. Furthermore, a gradient-descent procedure that adaptively selects the pole locations in the FPET structure is developed.
INTRODUCTION
The identification of nonlinear dynamical systems from a given input-output data set has attracted considerable interest since many physical systems exhibit nonlinear characteristics. The Volterra model structure [1] can be used to represent a broad class of nonlinearities [2] . The output y(k) of a discrete-time, time-invariant truncated Nth order Volterra model with input sequence u(k) is
where {h (n) l1···ln } is called the nth order Volterra kernel. In practice, the infinite sum in (1) may be truncated to a finite number if the system has fading memory [2] . 1 It has been shown in [2] that any time-invariant nonlinear system with 1 A nonlinear system or filter has fading memory if the system output's dependence on past inputs fades out when time goes to the remote past. Many stable systems possess this property, though some broad class of systems, such as those with hysteresis effects, do not. See [2] for a detailed definition of fading memory. fading memory can be well approximated by a finite Volterra series representation to any precision. Hence, the class of truncated Volterra series models is attractive to use in nonlinear system identification.
Volterra filters are very simple to use and have nice properties. For instance, they are linear in the parameters and hence standard and well-behaved parameter estimation techniques can be used. Also, the Volterra series representation is a natural nonlinear extension to a linear impulse model. However, the large number of parameters associated with the Volterra models limit their practical utility to problems involving only modest values of memory and/or model order. This limitation arises not only because the identification of the large number of parameters may be problematic, but also design procedures based upon such models may also be cumbersome. Therefore, it is desirable to reduce the number of free parameters in the Volterra models in situation when we have high memory value and/or high order Volterra models.
To address this issue, we develop a fixed pole expansion technique (FPET) [3] amenable to least mean square (LMS) based or least squares (LS) based nonlinear system identification. The FPET approach employs orthonormal basis functions derived from fixed pole locations [4] to expand the Volterra kernels. A good choice for the pole locations is one for which the approximation error of the truncated series expansion decreases rapidly with model order. Such a choice enables a lower order, and hence reduced complexity, model for a desired level of approximation error. The idea of expanding the kernels of Volterra filters is originally described by Wiener in [5] , where Laguerre (single real pole) functions were used as the basis for the kernels. Marmarelis in [6] used this idea using discrete-time Laguerre functions. In this paper, we extend the approach to include orthonormal basis functions using multiple fixed poles. Our motivation is based on the idea that the choice of the basis functions can greatly enhance the ability of the model in describing the nonlinear dynamics. Furthermore, we develop a gradient-descent procedure that adaptively selects the fixed pole locations in the FPET structure to best fit a given data set.
For a detailed overview on the Volterra model structure the reader is referred to the existing literature (cf. [1, 2, 5, 6, 7] ). We also note here that our approach of reducing model complexity through decreasing the required Volterra system order is only one way to address the complexity issue. One recent alternative is that of [8, 9] . There, the Volterra model is approximated using a parallel-cascade structure in which each parallel connection of multiplicative combinations have enabled reduction of the overall complexity. Such an approach may also be applied to the FPET structure in addition to the more traditional Volterra structure.
The organization of this paper is as follows. In Section 2, we develop the FPET structure through a generalization of a block structure representation of Volterra filters and establish its equivalence. Section 3 defines the fixed pole basis functions for the FPET structure. Section 4 illustrates identification and pole selection approach for FPET. In order to show some features of identification and pole selection approach, we consider in Section 5 an example that can be described in FPET form. In Section 6, we give a simplified version of a linear-nonlinear-linear (LNL) structured digital satellite channel example in order to show the FPET performance. Finally, we draw our conclusions in Section 7.
FIXED POLE EXPANSION TECHNIQUE
Let {g i ( )} be a sequence of impulse response functions that form a basis for the linear space of stable, time-invariant systems. Then the Volterra model class of (1) is equivalent to the set of nonlinear systems described by
where
is the output of the linear system with impulse response {g i+1 ( )} (equivalently, transfer function G i+1 (z)) driven by the input signal u(k). If we truncate this expansion to include only a finite number of terms, we obtain
The model class of truncated systems can be represented as shown in Figure 1 . There we have a single-input, multioutput linear filter bank whose outputs are used to generate monomial terms which are then weighted and summed. The unknown weight parameters {b
l1···ln } in (4) can be estimated in practice by linear regression of the output data y(k) on the terms of the multinomial expansion of (4), as long as they are finite. One can see in Figure 1 that if G i (z) = z −(i−1) , the Volterra series representation is recovered.
Note that the total number of weight parameters for the Nth order (or Volterra model structure in (1)) expansion of (4) is (M N+1 − 1)/(M − 1). Without loss of generality, one can assume that the kernel parameters are symmetric, that is, (1)) is left unchanged for any of the n! permutations of the indices l 1 , . . . , l n . In this case the total number of parameters reduces to (M + N)!/M!N!. We, in this paper, represent the input-output relation as in (4) (or in (1)), in keeping with the standard practice in the literature, but when we remark on the total number of required parameters, we use the smaller number from the second formula.
The equivalence of (2) to (1) follows from {g i ( )} forming a basis and from the maximum order of the polynomial terms equalling N in both cases. For instance, putting (3) into (4) will give us
showing that the relationship between the Volterra kernels
k1···kn } in (1) and the weight parameters {b (n) l1···ln } in (4) can be written as
A sequence of such finite term expressions of the form of (4) converging to the infinite term expression in (2) thus yields the corresponding convergent sequence of expressions of the form of (5) and hence (1) . Similarly one may construct expressions to obtain the kernels in (2) from the kernels of the equivalent Volterra model. Because of the equivalence of the Volterra model class and the proposed model class of (2), then, following the results of [2] , any time-invariant nonlinear system with fading memory can be approximated to within arbitrary accuracy by a model of the form (4).
FIXED POLE BASIS FUNCTIONS
The previous section shows that we may approximate the input-output behavior of any fading memory nonlinear system by a linear combination of M fixed linear systems
and nonlinear interactions of their outputs. The adjustable parameters {b (n) l1···ln } are chosen to find the best linear combination of orthonormal basis functions
so that a good model may be obtained with small M. To this end we consider the set of orthonormal basis functions
by specified choice of L k (z) and
where the contour integral around the unit circle is analytic in the exterior of the circle. We specify the orthonormal basis functions in (7) using the approach taken in [10, 11] for either real poles or complexconjugate pole pairs.
Definition 3.1. Fixed real pole basis functions can be defined as
where k = 1, 2, . . . , M if the poles are real numbers in the
. .
Definition 3.2. The sequence of fixed complex pole basis functions {G k (z)} in (7) forms an orthonormal set by the choice of
and
where the complex conjugate pole pairs,
Figure 2 diagrams the realization of the fixed real and/or complex pole filter banks defined above. Note here that if α k = α for all k (only one real pole location) in (9) then {G j (z)} are called Laguerre functions in [6, 10, 11] , and also if β k = β, β * k = β * (one set of complex-conjugate pole locations) in (10) and (11), then {G j (z)} are called Kautz functions in [11] . Note also that if α k = 0 then (4) becomes the truncated Volterra filter with a finite memory length.
One of the most important aspect of the Volterra representation of nonlinear systems is that the kernel parameters are linearly related to the output. Therefore, given a finite set of input and output measurements, estimates of the Volterra kernel parameters can be obtained using least squares (LS) for preselected fixed poles.
IDENTIFICATION AND POLE SELECTION ALGORITHM
In this section, we consider the identification of the weight parameters in (4) . Additionally, we address the problem of specifying the location of the fixed poles of the expansion. As noted earlier, the intent of the FPET approach is to enable reduction of the overall model order through a "good" selection of the fixed poles. For situations in which a selection of fixed pole locations is not possible via a priori information, we develop a gradient descent based scheme for selecting the pole locations for the M basis functions. Given a set of measured input and output data {u(k), y(k), k = 0, . . . , K − 1}, we consider the following squared error cost function
whereŷ(k) is an estimate of the measured output y(k).
The estimates of the weight parameters {b (n) l1···ln } and pole parameters {λ i } may be defined as the minimizing argument of either the quadratic error criterion E{J(k)} (an LMS criterion, for which we assume a stationary random environment)
If we have a real-valued pole then the estimate of the ith poleλ i isα i . Instead of working in the complex field, we express the estimate of complex pole parametersλ i as a real parameter vector with real and imaginary parameters of the complex pole estimateβ i .
Here we develop an iterative estimation algorithm using the LMS formalism, taking the standard approach of following an approximate gradient descent [12] using the gradient of J(k) in (12) . The instantaneous gradient of J(k) with respect to the weight parameter {b
The instantaneous gradient of J(k) with respect to the ith pole is
and where Bθ is an M × ((M N − 1)/(M − 1)) matrix whose elements are the estimates of the parameters {b
) × 1 vector whose elements are filter bank outputs x i (k) and their nonlinear interactions (e.g., x i (k)x j (k)) up to order N − 1. It is straightforward to find the partial derivative of the linear filter bank outputs ∂x j (k)/∂λ i (k − 1) with respect to fixed pole estimates from (9), (10), and (11) using standard techniques, for example, [13] . This will be illustrated below.
A simple recursive procedure based on this gradient is the normalized LMS [12] 
where µ b and µ λ are positive adaptation stepsizes for weight parameters and pole parameters, respectively, and is a small, positive constant. The combination of a normalized algorithm for the weight parameters and an unnormalized algorithm for the pole parameters aids convergence. The estimatê
for ensuring the stability. Other algorithms such as Gauss-Newton algorithm can also be used to find the pole location as well as the weight parameters.
To illustrate the development of (15), we give a second order FPET model estimated output with two real poles so that
where the estimated filter banks outputs arê
If we take the derivative with respect to estimated fixed poles, α 1 andα 2 , we get in matrix form
01 2b
The partial derivatives ofx 0 (k) andx 1 (k) can be approximated as (see [13] )
Figure 3: Realization of sensitivity function for two real poles.
Each partial derivative is generated via linear filtering of the filter bank outputs using the estimated pole locations. This is shown in Figure 3 . The approximate gradient descent procedure described above will converge to a local minimum of the cost function error surface as long as the true gradient is well approximated. There are thus two major issues regarding the asymptotic convergence behavior of the algorithm: (a) how well the true gradient is approximated, and (b) the nature and number of local minima of the cost function. Concerning (a), we will not conduct here a detailed analysis, but make instead the following observations. At any time k, the constraints on the pole locations keep the equivalent "frozen" system stable. With a slowly time-varying system (slow adaptation), the internal signals remain bounded. Convergence of the approximate gradient descent then follows itself on an adequately small adaptation gain (step size). This is indeed what we observe for appropriately chosen step sizes. One should also note that with fixed pole locations (no adaptation ofλ i ), the algorithm is a simple linear regression and is well behaved.
The nature of the error surface is more problematic. As is typical for filter structures in which poles are adapted, multimodal error surfaces are possible [14] . In this nonlinear system environment, the likelihood of multimodal error surfaces apparently increases. It is also possible to have multimodal error surfaces even in the "sufficient order" case in which the model structure is able to represent the unknown system exactly with zero error (the example in the next section demonstrates this). Nonetheless, with judicious initializations of the algorithm convergence to the global minimum, or to a significantly deep local minimum, often occurs. Some features of the error surface geometry are illustrated in the following section.
SIMPLE ILLUSTRATIVE EXAMPLE
In this section, we consider a simple case in which we use an adaptive FPET to identify a nonlinear system that can be described in FPET form. We use the example to illustrate the performance gains achievable by the FPET approach, Figure 4 : Unknown system for example of Section 5.
and also to illustrate some features of a characteristic error surface.
The nonlinear system to be identified is depicted by the Wiener block structure (linear filter following by memoryless nonlinearity) shown in Figure 4 . The basis functions, G i (z), i = 1, . . . , 4 are given by (9) with α 1 = α 3 = 0.5 and α 2 = α 4 = 0.65. Note that this system may be exactly described by an FPET of the form of (4) with N = 3 and M = 4, using only two fixed poles at z = 0.5 and z = 0.65. An independent, identically distributed (i.i.d.), zero mean, white Gaussian 15, 000 samples input signal with unit variance is used to generate the output data set in this example. Adaptation stepsizes, µ b = 0.2 and µ λ = 0.005 are used for the adaptive algorithm in (16) .
The performance measure, normalized mean square error (NMSE) is defined as 10 log 10 (1/K)
The model structure to be used for the identification also has N = 3 and M = 4, but we restrict consideration to two real poles α 1 and α 2 to define the basis functions. Each pole is thus repeated twice. Note that because of the repeated nature of the poles in the unknown system, this model structure is capable of describing that system exactly. Figure 5 shows the error surface and contour plot for these two real, fixed poles in terms of NMSE. Note that the solid line (when α 1 = α 2 ) is the error surface for a single real pole (Laguerre) in this figure. The global minimum for these two fixed real pole is at the optimum α 1 = 0.5, α 2 = 0.65, where the cost is zero. If we use Laguerre basis function then the global minimum is at α = 0.58 as shown in Figure 5 . Even though exact modeling case is possible, we observe a multimodal error surface.
Using the iterative algorithm described above we find the results shown in Table 1 . The table shows for several different model structures the initial pole parameters at the start of adaptation, the pole parameters at convergence, and the achievable NMSE at convergence. The single real pole (Laguerre) converges towards an unavoidable local minimum when the initial condition is 0. If two optimal fixed poles are chosen for the FPET, then we will have a reduction of approximately 17 dB in the NMSE criterion compared to Laguerre and a reduction of about 51 dB compared to truncated Volterra with the same parameter complexity. Even with an initialization that leads to convergence to a local minimum (the second fixed real pole initialization in Table 1 ), the resulting NMSE decrease is significant compared to the Volterra model. The Volterra kernel parameters become negligible for this example when M reaches about 20, and the achievable reduction in NMSE reaches 52 dB, roughly comparable to the NMSE for the suboptimal, two pole, M = 4 FPET case. It is illustrative to compare the parametric complexity of the M = 20 Volterra model with the M = 4 two pole FPET. In the case of the M = 20 Volterra model, we have 1, 771 parameters to identify (excluding redundant parameters as noted in Section 2), while there are only 35 parameters in the FPET case. Hence the reduction in the parametric complexity is significant when we use FPET approach in this example.
EXAMPLE: NONLINEAR DIGITAL SATELLITE CHANNEL
To illustrate the basic algorithm behavior and the performance in a nonideal case we consider the problem of identi- 
3rd order Volterra filter Figure 6 : Application of Volterra filter to identify a nonlinear satellite channel. fying a simplified model of a digital nonlinear satellite channel [15] (see Figure 6 ) that can be represented by Volterra model structure [16] . Specifically, the channel filters u(k) by a low-pass linear filter, denoted as H B (z), then passes the signal through a memoryless nonlinear device, and in the last stage passes the signal through another low-pass filter H C (z). In this example H B (z) is a Butterworth filter and H C (z) a Chebyshev filter, each of fourth order, with cutoff frequencies both 0.1 cycles/sample. The memoryless nonlinear device has an input-output characteristic shown in Figure 6 . A detailed definition of H B (z) and H C (z) is given in [15] and the inputoutput relation of the memoryless device has been obtained from [16, 17] by interpolating with third order polynomial. The pole locations noted above were chosen to minimize the NMSE for the identification over choice of poles within the model structure over a grid in the z-plane with 0.1 spacing. Table 2 shows the achieved NMSE values. Notice that a good choice of poles in the FPET has significant advantage in terms of NMSE versus truncated third order Volterra model with same parameter complexity M = 8. For the Volterra model to achieve comparable performance, the number of poles must be increased to M = 20. For M = 8 the number of identified parameters is 165 while for M = 20 there are 1, 771 identified parameters, so that the savings in parametric complexity is quite significant.
The values for the best pole positions in Table 2 were found by trial and error. The adaptive algorithm in Section 4 can be used to determine a good value on-line. We apply the algorithm in the case of the Laguerre structure (all poles at one value z = α) as well as in the case of the Kautz structure (all poles at one complex value z = β) with the pole location adjusted via the algorithm. Adaptation stepsizes, µ b = 0.1 and µ λ = 0.04 are used in this example. Table 3 shows the achieved NMSE values when we use adaptive algorithm to locate the pole locations. Even though initialization of Laguerre pole parameter leads to convergence to a local minimum as shown in Table 3 , the resulting NMSEs are smaller compared to Laguerre model in Table 2 . Notice that Kautz parameter converges to a complex pole with a 1 dB reduction compared to the achieved NMSE with the Kautz model in Table 2 . (Recall that the value in Table 2 was optimized over a coarse spacing of 0.1 in candidate pole locations.) For the purpose of illustration, Figure 7 shows how the least-square error criterion of the single complex (Kautz) pole depends on the real and imaginary part of β. Notice that solid line here is the error surface for Laguerre parameter (when we only have real pole, Im(β) = 0). Note also that the leastsquare error criterion has multiple minima as shown in this figure. Therefore, we may have local convergence depending on the initial value for fixed pole location.
One may compare the different models as well as the true system by looking at kernels of the equivalent Volterra representation of each system. The kernels may be calculated as in (6) by using knowledge of the estimated weight parameters and the basis functions. Figure 8 shows the first order Volterra kernel and its estimates for different pole selections. After 40 time lags the kernel coefficients of the true system description become negligible. The FPET with two, fixed complex pole pairs does a good job of estimating these first 40 kernel 
coefficients. Figure 9 shows the second order Volterra kernel (top trace) and its estimate using the FPET with the two, fixed complex pole pairs as well as the difference between these two in bottom trace. Note the good fit achieved in the second order kernels. Figure 10 shows convergence curves for the real poleα(k) and NMSE averaged over several trails given two different initial conditions. The adaptive algorithm successfully locates the local minimum (whenα(0) = 0), and the global minimum (whenα(0) = 0.8) for the Laguerre parameter as shown in Table 3 (recall that the value of 0.5 in Table 2 is the best on a grid with spacing of 0.1). Notice that Figure 7 shows these local minima clearly. Also Figure 11 shows convergence curves for the real and imaginary part of the complex polê β(k) and NMSE averaged over several trails given an initial condition.
CONCLUSION
We, in this paper, addressed the identification problem of the nonlinear systems and filters which have fading memory using Volterra model structure. We suggest FPET approach in order to reduce the parameter complexity associated with the Volterra model structure. The results demonstrate the usefulness of the proposed idea for the overparametrization problem. Using the multiple poles for the choice of the basis functions enhance the ability of the nonlinear model in describing the nonlinear filters' dynamics.
Within the FPET approach, we also developed an adaptive algorithm using a gradient descent methodology to identify optimal pole locations. The efficacy of the FPET approach has been demonstrated with the identification problem of a simplified model of a digital satellite channel. Simulations demonstrate the effectiveness of the algorithm when used to adjust the pole parameter(s) in the FPET based on Laguerre and Kautz expansions. We show that the mean-squared error surface with respect to pole parameters is not quadratic and may even have local minima with these adaptive algorithm. We have seen in the examples of error surfaces that a good choice of pole parameters' initialization is important.
