This article makes two contributions to the work on semantics-based termination analysis for logic programs. The first involves a novel notion of type-based norm where for a given type, a corresponding norm is defined to count in a term the number of subterms of that type. This provides a collection of candidate norms, one for each type defined in the program. The second enables an analyzer to base termination proofs on the combination of several different norms. This is useful when different norms are better suited to justify the termination of different parts of the program. Application of the two contributions together consists in considering the combination of the typebased candidate norms for a given program. This results in a powerful and practical technique. Both contributions have been introduced into a working termination analyzer. Experimentation Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or direct commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. indicates that they yield state-of-the-art results in a fully automatic analysis tool, improving with respect to methods that do not use both types and combined norms.
INTRODUCTION
Termination analysis aims to determine that a given program definitely terminates for a specified, usually infinite, class of inputs. Proofs of termination are typically based on size functions (or level mappings) which map program states to the elements of a well-founded domain. These are defined in terms of norms which measure the size of the data (or terms). Termination is guaranteed if it can be shown that the states encountered through computation decrease in size, in particular, as the program goes through its loops. In this case, if the sizes of the inputs are bounded, then so are the sizes of the initial states, which can in turn then decrease only a finite number of times in a computation. This implies that the computation for any of the specified inputs terminates.
For logic programs, loops occur through recursion and the size of a term is bounded if it is rigid. This means that the term is sufficiently instantiated so that its size does not change under further instantiation. The size of a rigid argument cannot decrease indefinitely in a computation. Analyzers hence maintain two types of information: about the sizes of terms, to detect a decrease; and about their degree of instantiation, to detect rigidity.
Proving termination typically depends on finding a suitable norm and inferring sufficient size and instantiation information with respect to this norm to detect that all loops are decreasing and bounded. For practical reasons, most termination analyzers choose the natural numbers as the well-founded domain and measure size using so-called linear or semilinear norms.
The first contribution of this article refines the way in which norms are defined. Using linear or semilinear norms, it is difficult to treat occurrences of the same function symbol differently depending on its context in a term. Type information is considered in order to derive a (finite) collection of candidate type-based norms for the terms in a given program. The novelty is to define, for each type in the program, a norm which measures a term by counting the number of its subterms of that type.
The second contribution enables an analyzer to base termination proofs on size functions derived from a combination of several different norms. This is useful when different norms are best suited to justify the termination of different parts of the program. Consequently, proofs of termination for different loops may be established using different norms. In addition, extra precision can be gained from dependencies between (size and instantiation) information derived from a collection of norms.
Of particular interest is the application of the two contributions together, namely, termination analysis based on the combination of those type-based norms corresponding to the types defined in a program (component) . This leads to a powerful and practical technique which does not require the intervention of a user in selection of a norm. Identifying candidate norms without the intervention of a user is often considered the main missing link in automatic termination analysis for logic programs [Decorte et al. 1993] . The combination of both techniques is simple to implement, yet works well in practice. It overcomes limitations encountered with previous work when applying different norms to various parts of a program and is able to prove termination in cases where previous proposals fail.
Previous work recognizes that type information provides a useful insight into the problem of guessing a norm [Bossi et al. 1992; Decorte et al. 1993 Decorte et al. , 1996 Decorte et al. , 1997 Martin et al. 1996] as recursive types represent recursive data structures and thus identify potential sources of infinite recursion. As those works aimed at finding a single norm that is suited to prove termination of all loops in the program, their candidate norms were more complex than ours. Using a norm as simple as counting the number of subterms of the same type, as we proposed in Vanhoof and Bruynooghe [2002] , has (to the best of our knowledge) not been considered before. In fact, it is only by merging this technique with the technique of combining several norms ] that a powerful technique is obtained.
The idea of combining norms has been suggested before by King et al. [1997] in the context of lower bound time-complexity analysis. We build on that idea, applying it to termination analysis and providing a formal justification.
Both of the techniques proposed in this article, as well as their combination, can be implemented as a preprocessing step. The result of this step is a transformed program which can then be analyzed by any standard termination analyzer for logic programs. Both techniques have been integrated into the TerminWeb analyzer [Taboch et al. 2002; Codish and Taboch 1999] . Experimentation indicates that combining (a subset of) the type-based candidate norms corresponding to the types defined in a program works well in practice and overcomes problems encountered in previous work. The examples presented in this article can be accessed and run on the analyzer at http://www.cs.bgu.ac.il/~mcodish/TerminWeb/benchmarks.
Section 2 reviews the required background material on termination analysis and types for logic programs. The subsequent two sections introduce the main contributions of this work: Section 3 introduces a specific notion of typebased norm and Section 4 describes how norms can be combined. Experimental evaluation is described in Section 5. Related work is reviewed in Section 6 and finally, Section 7 concludes. This article is an extended version of previous work [ Vanhoof and Bruynooghe 2002; Genaim et al. 2002] corresponding to the two contributions.
PRELIMINARIES
This section introduces the required background material, as well as a number of motivating examples. Section 2.1 describes the basics of termination analysis and Section 2.2 introduces the required background on types. Section 2.1 opens in Section 2.1.1 with a language-independent setting in which the difference between global and local termination conditions is clarified. The correctness of the latter is proven in a proposition that relies on Ramsey's theorem [Ramsey 1930 ]. Section 2.1.2 recalls the semantic basis for termination of logic programs and Section 2.1.3 recalls the norms used to monitor size decreases over loops. Section 2.1.4 shows the principles of termination analysis based on program abstraction and how the general setting of Section 2.1.1 is applied to logic programs. Section 2.1.5 discusses a number of examples; these illustrate the weaknesses of current approaches and provide a motivation for our work.
We assume familiarity with logic programming concepts [Lloyd 1987; Apt 1990 ] and consider universal termination for pure logic programs using Prolog's leftmost selection rule. We restrict attention to the case where unifications do not violate the occurs check. Terms are assumed to be constructed from a fixed set of function symbols and an infinite enumerable set of variables V . A term which contains no variables is said to be ground.
Proving Termination: Background and Motivation

Global Versus Local Termination.
In the classic approach to proving termination, we should identify a mapping from program states to the elements of a well-founded domain D and a ranking function f , measuring the size of program states such that the size decreases as execution proceeds. In logic programming, this translates into the notion of acceptability [Apt and Pedreschi 1993] . Automated methods, however, do not consider all program points. They focus on the loops in the program as present in the finite graph representing its flow of control. It is sufficient to monitor that the function f shows a decrease each time the control passes though some program point of each loop. The same function f is used to show a decrease for all loops in the program, hence it may be viewed as a global termination condition. In logic programming, this approach was introduced in De Schreye et al. [1992] .
The analyzer upon which we base the results of this article takes an alternative approach based on the application of local termination conditions. In this approach, under a slightly different notion of "loop", termination is guaranteed if for each loop in the program, a (possibly different) ranking function is shown to decrease when execution goes through that loop. The idea of applying local termination conditions originates in the TermiLog system [Lindenstrauss and Sagiv 1997] . It is used in the TerminWeb analyzer [Taboch et al. 2002] and also considered in the functional programming setting as described in Lee et al. [2001] .
To illustrate the approach, let us assume that the program under consideration has a structural operational semantics (or small-step semantics) in which a computation is a sequence of configurations. A configuration can be viewed as a snapshot of the computation state, containing (at least) an indication to the part of the program currently being executed, and the values of the program variables (as well as possibly other components such as a stack, local naming environments, and so on). For our purposes we just assume that the essential information in a configuration is a pair p,t , where p is a program point andt represents the values of the program variables that could be changed in the transition to the next configuration. The exact form of the "program point" depends on the programming language under consideration: In an imperative language it could be the statement being executed, in assembly language it could be the value of the program counter, and in a functional language it could be the name of the function being evaluated. In all cases there is a finite number of possible program points for a given program. In our context, with the application to logic programming in mind, a program point is the name of a predicate and so we also refer to a configuration p,t as a call and denote it as p(t).
A computation for a program P from an initial configuration a 0 can be characterised by the corresponding sequence a 0 ; a 1 ; a 2 ; a 3 ; · · · of configurations encountered in the computation. Given a notion of computation, we focus on the set of possible configurations and on a binary relation which specifies how computation proceeds from configuration to configuration.
Definition 2.1 (Calls, Calls to Relation, Loop). Let P be a program and S a (typically infinite) set of initial configurations. The set of configurations occurring in the computations of P which start at an initial configuration from S is denoted calls (P, S). We denote by ← P, S the binary relation on configurations such that a ← P, S b if and only if a ∈ calls(P, S) and there is a computation starting from an initial configuration a 0 ∈ S of the form a 0 ; · · · ; a ; · · · ; b. We refer to ← P, S as the calls to relation. A pair of the form p(s) ← P, S p(t) in the calls to relation indicates a computation that revisits the same program point p and is called a loop.
We will refer to the ranking function applied to measure the size of a program state as a level mapping.
Definition 2.2 (Level Mapping, Termination Condition).
A level mapping is a function from configurations to a well-founded domain (D, <). In the following, we use both the order relation < and its inverse > when appropriate. A level mapping f is a termination condition for a loop
The following proposition establishes the basis for termination proofs using local termination conditions. PROPOSITION 2.1. Let P be a program, S a set of initial configurations, and L a finite set of level mappings. If for every loop in ← P, S there is a level mapping from L which is a termination condition for , then every computation in P starting from a configuration in S is finite.
• M. Bruynooghe et al. Proposition 2.1 is a general result which is applied to follow in Proposition 2.2 to provide the formal foundation for the TerminWeb analyzer and for the results established in Sections 3 and 4.
The original works on termination analysis based on local termination conditions [Lindenstrauss and Sagiv 1997; Codish and Taboch 1999] lack details in their formal justification. The first fully formal treatment for this approach is due to Dershowitz et al. [2001] and based on the application of Ramsey's theorem [Ramsey 1930 ]. The result of Dershowitz et al. went unnoticed and was later rediscovered independently as reported in Lee et al. [2001] , Lee [2002] , and . We present here a proof in a general setting based on Ramsey's theorem [Ramsey 1930 ]. For a more thorough presentation of Ramsey's theorem, see Graham et al. [1980] . PROOF OF PROPOSITION 2.1. Assume the premise of the proposition and, in contradiction, that there is an infinite computation (sequence of configurations) C in P starting from an initial call from S. Since there is a finite number of program points in P , there must be a program point p which is visited infinitely often in C. Denote the infinite subsequence of C of calls to p as C p = a 1 , a 2 , a 3 , . . . . By definition, for each pair of natural numbers i, j with i < j , a i ← (P, S) a j is a loop and by assumption, each loop is associated with a level mapping from L which is a termination condition for that loop. By Ramsey's theorem, taking level mappings as colors, there exists some fixed level mapping f ∈ L that maps configurations to a well-founded domain (D, <) and an infinite set X of natural numbers such that for each i, j ∈ X for which i < j , the loop a i ← (P, S) a j is assigned this level mapping f which is also a termination condition.
The elements of X determine an infinite subsequence
In practical terms, local termination conditions typically take a simpler form and are easier to infer automatically than global ones. In particular, there are situations where a global termination condition will involve tuples of values ordered lexicographically where each element in the tuple is a measure for an element in the state. In contrast, the local termination condition will, at worst, be a sum of the measures of elements from the state . This is the case in Example 2.3 (to follow) where a global termination condition takes the form f (ackermann(x, y, z)) = x, y and can be seen to decrease with respect to the lexicographic ordering for both loops in the program. On the other hand, the local conditions f 1 (ackermann(x, y, z)) = y and f 2 (ackermann(x, y, z)) = x do not require us to reason about lexicographic orders and decrease respectively for the two individual loops.
While it can be shown that the existence of local termination conditions guarantees that a corresponding global condition exists, existing termination analyzers based on global conditions do not always find these corresponding global conditions.
A Semantic Basis for Termination of Logic Programs.
In the logic programming setting, a configuration p(t) represents a call to predicate p (the program point) with argumentst (the state at that program point). The set of initial configurations corresponds to a set of initial (atomic) queries. Given a logic program P and a set S of initial atomic queries (the initial configurations) the computational model of logic programs under the left-to-right selection rule determines a set calls(P, S) and a relation ← (P, S) in the terminology of the general setting of Section 2.1.1. The former is the set of all atoms A, modulo variable naming, such that a variant of A is a selected atom under the leftto-right selection rule in some derivation for an initial query. The latter is the binary relation relating pairs of atoms encountered along the derivations of the program from an initial query.
Level mappings in the logic programming context were originally defined as mappings from ground atoms to natural numbers. An atom A is bounded with respect to a level mapping f if the values of f are bounded on the set of A's ground instances; A is rigid with respect to f if all of its ground instances are mapped to the same value. In our approach level mappings apply to arbitrary atoms (configurations). To have a level mapping that is defined for all atoms, we define f (A) as the minimum value of f on all ground instances of A.
In Apt and Pedreschi [1993] , it is shown that acceptability is a sufficient and necessary criterion for termination of a call to a program executed under the left-to-right computation rule. A program P is acceptable if there exists a level mapping f and a model I for P such that for each
Note that the latter means that termination of ← b 1 , . . . , b j −1 and hence calling b j is consistent with the model. A call is terminating if and only if it is bounded under a level mapping for which the program is acceptable. Hence, proofs of termination involve finding an appropriate level mapping to demonstrate acceptability. However, the approach is global, as the same level mapping is used for all atoms with the same predicate symbol. We adopt an alternative approach introduced in Codish and Taboch [1999] , which applies a semantics defined in terms of binary unfolding that makes termination observable. This approach supports local termination conditions.
The binary unfolding semantics of program P , denoted unf (P ), is a (typically infinite) set of binary clauses. Syntactically, a set of binary clauses of the form p(t) ← q(s) defines a binary relation on calls. However, unf (P ) is more general than the corresponding calls to relation for logic programs. It provides a "goal-independent" representation both for the set calls(P, S) as well as for the relation ← P, S . The semantics is goal-independent in the sense that for any set S of initial queries, calls(P, S) and ← P, S are both determined from unf (P ) as follows:
We note that the binary unfolding semantics is closed under unfolding. This means that the presence of p(r) ← q(s) and q(s ) ← h(t) implies the presence of ( p(r) ← h(t))θ with θ = mgu(q(s), q(s )). The binary unfolding semantics for logic programs was first introduced in Gabbrielli and Giacobazzi [1994] where it was shown to make calls observable as expressed in Eq. (1). This was further investigated in Codish and Taboch [1999] where it was shown that a program P has the same termination behavior as its binary unfolding semantics unf (P ) and the result of Eq. (2) was shown to provide a semantic basis for termination analysis. A termination analyzer is obtained by approximating this semantics with respect to information about the sizes of terms and their instantiation.
2.1.3 Size and Rigidity. In the logic programming context, the state of a configuration is represented by the arguments of the call. To measure them, we usually employ the notion of a norm which maps terms to natural numbers. So-called semilinear norms [Bossi et al. 1991] define the size of a term as the sum of the sizes of some of its arguments. More precisely, a semilinear norm |·| is a mapping from terms to the natural numbers that is defined recursively: For each function symbol f /n in the underlying signature there is an equation of the form
where constant c f and indices I f ⊆ {1, . . . , n} are determined by the symbol f /n; and for a variable X , |X | = 0.
Examples of well-known norms are the term-size (ts) norm, which counts the number of functors in a term, and the list-length (ll) norm, which counts the number of elements in a list. These are defined as
A term is rigid for a given norm if this norm maps all of its instances to the same size. The terms [a, b, c] and [x 1 , x 2 , x 3 ] (a, b, c denote constant symbols and x 1 , x 2 , x 3 are variables) are rigid with respect to the list-length norm but only the first is rigid with respect to the term-size norm. We may observe that a term is rigid with respect to the term-size norm if and only if it is ground.
Termination analyzers for logic programs maintain two types of information: about the sizes of terms, to detect a decrease; and about their degree of instantiation, to detect rigidity.
Instantiation (or rigidity) information is represented in the domain Pos of positive Boolean functions. The domain elements are interpreted as instantiation dependencies with respect to the given norm. For example, a formula of the form x ∧ ( y → z) describes a program state in which x is definitely bound to a rigid term and there exists an instantiation dependency such that whenever y becomes bound to a rigid term then so does z. Details on Pos can be found in the literature [Marriott and Søndergaard 1993] .
Size relations express linear information about the sizes of terms with respect to a given norm function. Formulas such as x + y = z and x ≤ y ∧ y ≤ z describe program states containing three terms, whose sizes x, y, and z are related according to the given formulas. Several methods for inferring such size relations are described in the literature [Benoy and King 1996; Brodsky and Sagiv 1989; Cousot and Halbwachs 1978; De Schreye and Verschaetse 1995; Karr 1976] . These differ primarily in the techniques they apply to ensure that analyses remain finite, as the abstract domain of size relations contains infinite chains.
Abstracting the Binary Unfolding Semantics.
Termination analysis for logic programs can be based on an approximation specifying for the calls that arise in a computation, which are their rigid arguments, and for the loops in computations, which are the arguments that decrease in size. Such an approximation is obtained by abstracting the binary unfolding semantics.
The input to this process is a program P , a norm function |·| a , and an initial call pattern G a . The initial call pattern describes a set S of initial calls to P and is represented as a formula p(x) ← ψ, where ψ is a conjunction of variables fromx specifying the arguments of p which are required to be rigid with respect to |·| a . For example, the call pattern append (x 1 , x 2 , x 3 ) ← x 1 ∧ x 2 , which can be abbreviated as append (true, true, x 3 ), describes the set of calls to append in which (at least) the first two arguments are rigid with respect to the chosen norm. We say that a call pattern G a is rigid with respect to a level mapping f if all calls described by G a are rigid with respect to f . Basically this means that f is defined in terms of the sizes of rigid arguments in the call pattern.
The outcome of the abstraction process is: (1) a finite set of call patterns, denoted calls a (P, G a ), which approximates the set calls(P, S). Each element in this set is of the form p(x) ← ψ with the same interpretation as for the initial call pattern G a ; and (2) a finite set of abstract binary clauses, denoted unf a P , which approximates the set unf (P ). Each abstract binary clause is of the form p(x) ← μ(x,ȳ), q(ȳ) wherex andȳ are tuples of distinct variables and μ(x,ȳ) is a conjunction of constraints on the variables ofx andȳ. The abstract binary clause p(x) ← μ(x,ȳ), q(ȳ) describes a concrete binary clause p(s) ← q(t) with respect to the norm |·| a if the instance μ(|s| a , |t| a ) of constraint μ(x,ȳ) holds. There is a concrete binary clause p(s) ← q(t) iff p(s) = p(x)θ , wherex is a tuple of distinct variables and there is an SLD derivation of nonzero length from ← p(x) to ← q(t), Q with computed answer θ . The set of concrete binary clauses described by an abstract one is closed under instantiation. In other words, if μ(|s| a , |t| a ) holds then so does μ(|sθ| a , |tθ| a ) for any substitution θ.
Different analyzers assume different restrictions on the constraints in μ (x,ȳ) . For simplicity, we will assume that μ(x,ȳ) is a conjunction of binary relations (<, ≤, =) between the variables ofx andȳ and that all variables are constrained to be nonnegative, although in general (and in the TerminWeb analyzer) no such restriction is necessary. This is the choice made in the TermiLog analyzer of Lindenstrauss and Sagiv [1997] , where such constraints are termed monotonicity constraints. A similar choice is made in the analyzer of Lee et al. [2001] , where such constraints are represented as size change graphs. An example of an abstract binary clause (taken from Example 2.1) is as follows: (u, v, w) .
We do not detail here the technique applied to compute these approximations. The interested reader can refer to Codish and Taboch [1999] . For intuition we describe briefly the approach which is based on a technique termed abstract compilation (e.g., in Codish and Taboch [1999] , Lindenstrauss and Sagiv [1997] , and Mesnard and Neumerkel [2001] ). The program P to be analyzed is first abstracted, using the chosen norm, to a corresponding abstract program P a which is obtained by systematically replacing predicate arguments in P by corresponding abstract arguments. An argument t is replaced by its term abstraction |t| An atom with all its arguments abstracted is called an abstract atom. As variable names are of no concern, often we "reuse" the variables of an atom as size variables, instead of introducing primed variables. For example, the abstract atom corresponding to p ([x| y] , [x|z] ) with respect to the list-length norm is usually written p(1 + y, 1 + z).
The set of abstract binary clauses unf a (P ) can be obtained as the binary unfolding semantics of an abstract program P a . The program P a is an abstraction of the concrete program P in the sense that whenever p(t 1 , . . . , t n ) is a ground consequence of P , then p(|t 1 |, . . . , |t n |) is a consequence of P a . The intuition of size dependencies is that where program variables range over terms, size variables range over the sizes of terms and where a program predicate p/n represents an n-ary relation on terms, the corresponding abstract predicate represents an n-ary relation on the sizes of terms. For a tuplet = t 1 , . . . , t n and a norm |·| we write |t| to denote the tuple |t 1 |, . . . , |t n |.
The following proposition, a rephrasing of the result introduced in Codish and Taboch [1999] , establishes conditions on any set unf a (P ) of abstract binary clauses that approximates unf (P ), which imply termination in unf (P ) and hence in P itself. PROOF. Let p(t) ← unf (P ), S p(s) be any loop in a computation in unf (P ) starting from a query described by G a . We show that the assumptions on unf a P imply that the loop has a terminating condition, and it then follows from Proposition 2.1 that unf (P ) terminates for all initial queries described by G a . This then implies termination of all such queries in P , since every loop in P is also a loop in unf (P ).
Consider the loop p(t) ← unf (P ), S p(s). It follows that p(t) is a call in calls(P, S) and that there exists a renaming
. This holds for all instances, in particular, μ(|t θ| a , |s θ| a ) holds. However,
By assumption (i) there is a level mapping f such that p(t) is rigid with respect to f . By assumption (ii)
Given that (4) holds and that p(t) is rigid, that is, that |t| a = |tθ | a , the antecedent of (5) holds and hence p(s) ). This demonstrates that the loop has a terminating condition, which establishes the result.
We note that there exist efficient algorithms to determine conditions under which (i) and (ii) in Proposition 2.2 hold [Codish and Taboch 1999] . Existing analyzers typically infer these automatically when they are of the form
. . , n} of argument positions which are rigid in the given call pattern with respect to the chosen norm.
Examples of Termination Analysis.
We proceed to demonstrate the application of termination analysis through a series of examples.
Example 2.1. Consider the append/3 predicate and its abstractions using the term-size and list-length norms. The concrete append program specifies the relation {(x, y, z)| z = x. y } (z equals the concatenation of x and y). The abstract programs specify the relations: (1) {(x, y, z)| z + 1 = x + y } for the term-size abstraction, which means that the term-size of z plus one is equal to the sum of the term-sizes of x and y, and (2) {(x, y, z)| z = x + y } for the list-length abstraction, which means that the listlength of z is equal to the sum of the list-length of x and y. The instantiation analyses obtained by applying a Pos analysis to the abstract programs specify the relations: (1) {(x, y, z)| (x ∧ y) ↔ z } meaning that x and y are rigid with respect to term-size (ground) if and only if z is, and (2) 
meaning that x is rigid with respect to list-length (a closed list) and y is so if and only if z is. A termination analysis based on either of these two norms infers the single recursive binary clause in the abstract domain of size relations
With respect to both norms this indicates that from a single recursive call to a future one, the first and third arguments decrease in size and the second remains equal in size. For the initial call pattern G a = append(true, true, ) (with respect to either of the norms), instantiation analysis infers that all calls to append/3 are of the same form. Taking the level mapping f (append(x, y, z)) = |x| hence satisfies conditions (i) and (ii) of Proposition 2.2. Similarly, for the initial call pattern G a = append( , , true) (with respect to either of the norms), all call patterns are of the same form and the level mapping f (append(x, y, z)) = |z| provides the proof of termination. The analyzer identifies the existence of these level mappings automatically.
The previous example might leave the reader with the impression that finding a norm with which to prove termination is easy. Analyses based on two different norms were demonstrated and both lead to a proof of termination. The next example indicates that this is not always the case. Here, analysis based on term-size does not find a proof of termination, whereas analysis based on list-length does, due to a recursive call with a list whose list-length has decreased but where the term-size of an element remains the same. We should keep in mind that there are any number of norms that might be considered. A termination analyzer may be programmed to consider some finite collection of alternative norms, but how should these be chosen? In Section 3 we come back to this question and propose to consider one norm for each "type" in the program.
Example 2.2. Consider the following program which together with the append/3 predicate from Example 2.1 constructs (bottom-up) a parse tree for words in the language a n b n based on the context free grammar s → a s b | a b. Here "a" and "b" are the terminals, "s" is a nonterminal, and a word is represented as a list of terminals. A sentential form is a list of terminals and nonterminals. Nonterminals are indicated as terms representing partial derivation trees. So, for instance, the derivation for aabb proceeds as follows:
terminating with a sentential form consisting of a single nonterminal, namely, the start symbol, which represents the desired parse tree. Note that the second and fifth abstract clauses are identical to, respectively, the first and fourth abstract clauses and can be removed. A termination analysis based on the list-length norm infers that loops for parse/2 are approximated by the binary clause
This, together with the information regarding the loops for append/3 and the instantiation information derived, provides a proof of termination for all inputs of the form parse(Word, Tree) for which Word is rigid with respect to list-length (namely a closed list). Note that using the term-size norm, we fail to prove termination. This is because in the third concrete clause [a, b|Bs] ts = [s(a, b)|Bs] ts , and so with respect to this norm the corresponding abstract binary clause representing the reduction from the head to the recursive call to parse/2 is of the
The next example demonstrates the advantage of proving termination by considering each of the individual loops in the program separately. With the exception of the analyzer described in Lindenstrauss and Sagiv [1997] , after which our termination condition is modeled, and the analyzer described in Lee et al.
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[2001] which employs a similar technique, other analyzers require a "global" level mapping based on lexicographic ordering to show termination for this example.
Example 2.3. Consider the following program on the left, which computes the Ackermann function. The analysis using the term-size norm identifies two types of loops, indicated below on the right. The proof of termination involves two simple level mappings for the ackermann/3 predicate: one which measures the size of the first argument and the other the size of the second argument.
concrete program loops wrt term-size norm
Both loop descriptions together provide a proof of termination for all inputs that are rigid in the first two arguments.
In the more classic approach to proving termination, a global termination condition is required. For this example, the function f (ackermann(x, y)) = x, y can be seen to decrease with respect to the lexicographic ordering for both loop descriptions. This provides a proof of termination. However, current termination analyzers for logic programs do not implement solvers to consider lexicographic orders. Hence the practical advantage of considering local termination conditions is that the orderings are of a simpler form.
Our fourth and last preliminary example illustrates a program for which existing technology does not give a sufficient result. We will come back to this example as we introduce our results in the coming sections.
Example 2.4. Consider the following program which transposes the elements of a matrix. Some of the program points have been annotated (e.g., a ) to facilitate the demonstration. A matrix is represented as a list of rows where each row is a list of elements and a row in the transposed matrix corresponds to a column in the original. The relation transpose(M1,M2) holds if M2 is the list of columns of elements in the rows of M1. For example, The program works as follows: If there are no rows, transpose aux/3 returns the accumulator (its second argument) as the transposed matrix (which is [ ] in the initial call). Otherwise it uses row2col/5 to distribute the elements of the first row over Cols1, the result of calling transpose aux/3 with the remainder of the rows. Note that row2col/5 not only computes the transposed matrix (in its second argument), but also, in its last argument, the accumulator needed by the base case of transpose aux/3 (a matrix with as many empty rows as there are elements in a row of the initial matrix). For the latter, it uses its own accumulator (fourth argument).
The program contains two loops: that, for transpose aux/3, invoked at program point a with the recursive calls at program point c , and the other, for row2col/5, invoked at program point b with the recursive calls at program point d .
First Observation: The program terminates when the first argument is a ground matrix:
Analysis applying the term-size norm delivers a proof of termination for queries in which the first argument is ground. This is because the analysis detects that the first argument in both loops is both decreasing and rigid. In the one loop, at point a the first argument is rigid by assumption and the decrease from [R|Rs] in the head of the recursive clause to R in the call at point c is straightforward to detect. In the other loop, invoked at point b , the first argument R is rigid because [R|Rs] in the head is rigid and the decrease in size from [X|Xs] in the head of the recursive clause to Xs in the call at point d is also straightforward to detect. The size information with respect to the term-size norm detected by the analyzer is as follows:
Second Observation: The program terminates when the second argument is a ground matrix:
However, for this case, analysis using the term-size norm does not deliver a proof of termination for queries in which the second argument is ground. The problem stems from the clause:
To prove termination, the analyzer should detect that the term-size of [C|Cs] in the head of this clause is strictly larger than that of Cols1 in the recursive call at program point c . To do this, the analyzer must be able to detect that
upon success of the call to row2col/5 at program point b , the term-size of the third argument (of this call) is always strictly smaller than that of the second argument (of this call). To this end the analyzer must reason about the success patterns of the row2col/5 predicate. The analysis of the row2col/5 predicate based on the term-size norm will detect that the size of the third argument is less than or equal to that of the second argument. This is due to the base case for row2col/5 where these two arguments are equal terms and hence also equal in term-size. An analyzer reasoning based on both term-size and list-length norms could detect in addition that the second and third arguments are equal in their term-size only when the list-length of the second argument is equal to zero and that in all other cases the inequality is strict. Given that the second argument in the call at program point b has a list-length greater than zero, the strict inequality is derived and termination can be proved.
However, this is beyond the capabilities of analyzers which consider single norms. We will revisit and solve this problem by combining the term-size and list-length norms using the techniques introduced in Section 4.
Third Observation: The transpose program terminates (in both directions) for matrices containing possibly nonground elements:
Here we also have a problem because using linear norms, we cannot even say "list of list of possibly nonground terms". This is because the cons function symbol occurs in two different contexts and must be considered differently in each. At the top level we want to treat lists as does term-size, but at the inner level, as does list-length. Such a distinction cannot be made using linear norms. For queries in which the first argument is given, we can solve this problem using the more refined notion of type-based norms introduced in Section 3. For queries in which the second argument is given, we obtain a proof of termination by combining type-based norms, hence taking advantage of the two techniques introduced in Sections 3 and 4.
Fourth Observation: It is interesting to note that the transpose program terminates for queries which specify the number of rows and columns:
Termination for these types of queries can be shown using the list-length norm. For the one loop at program point c , the first argument is detected to be both decreasing and rigid, and for the other loop at program point d , the second argument is detected to be both decreasing and rigid. The size information for the list-length norm detected by the analyzer is as follows:
The contributions set forward in this article address the deficiencies of current termination analyzers for logic programs, as demonstrated in the previous examples.
Type Information
We consider a standard notion of types for logic programs [Somogyi et al. 1996] . Termination essentially has nothing to do with whether programs are typed or untyped. We use the types themselves just as a device to generate type-based norms; we introduce well-typed programs as a natural means of ensuring that type-based norms are applied consistently, and hence that abstraction based on type-based norms is sound.
Types like terms are constructed from (type) variables and (type) symbols. We denote by T the set of types constructed from type variables V T and type symbols T . The sets of type variables, type symbols, variables, and function symbols are assumed to be disjoint. A type containing variables is said to be polymorphic, otherwise it is monomorphic. In this article we use only monomorphic types for termination analysis, but we introduce polymorphic types mainly because the notation is more convenient. For example, we can refer to the monomorphic types list(int) and list(list(int)) defined by instantiating the single definition of the polymorphic type list(T), rather than defining separate types.
Besides the usual substitutions which are mappings from variables to terms, we also have type substitutions which are mappings from type variables to types. For each type symbol, a unique type rule associates that symbol with a finite set of function symbols. We allow function symbols to be overloaded, that is, they can be used in different type rules.
Definition 2.3 (Type). A type rule for a type symbol
wherev is an n-tuple of distinct type variables from V T , f 1 , . . . , f k are distinct function symbols from associated with the type symbol h,τ i (1 ≤ i ≤ k) are tuples from T of the appropriate arity, and the type variables inτ i , if any, are fromv. A type definition is a finite set of type rules for distinct type symbols. A type rule or type definition containing variables is said to be polymorphic, otherwise it is monomorphic.
The application of a type substitution to a type rule gives an instance of the original rule. A ground instance of a type rule, say (h(v) −→ f 1 (τ 1 ); . . . ; f k (τ k ))θ , determines the denotation of the type h(v)θ . In addition to types defined by the user, we allow also predefined types that have a predefined denotation. An example is the type int representing the set of integers.
Example 2.5. Consider the following polymorphic type rules which define, respectively, lists and nested lists of elements of type T .
:-type list(T) −→ [ ] ; [T | list(T)]
:-type nest(T) −→ e(T) ; l(list(nest(T)))
Next presented are instances which define the denotations of the following monomorphic types: list(list(int)) for T = list(int), list(int) for T = int, list(nest(int)) for T = nest(int), and nest(int) for T = int. In what follows, we assume that programs are typed: It is assumed that the program contains a type definition ρ and that each predicate p/n has a unique declaration p(τ 1 , . . . , τ n ) stating the (possibly polymorphic) types of its arguments. We assume that programs are well-typed and adopt a standard concept of a well-typing from Mycroft and O'Keefe [1984] and Hill and Topor [1992] .
To simplify the presentation of the concept of a well-typing, we assume for the moment that programs are in a normal form such that each atom is of the form p(X 1 , . . . , X n ), X = Y or X = f (X 1 , . . . , X n ) (with X 1 , . . . , X n different variables). A variable typing is a function from variables to types. We say that a program P has a well-typing if each clause p(X 1 , . . . , X n ) ← B 1 , . . . , B m ∈ P has a variable typing μ such that: Generating several monomorphic instances of polymorphic predicates is a feasible approach, but in fact, termination of a query to a polymorphic predicate does not depend on the types τ i that are the instances of the type parameters T i . A polymorphic predicate can only pass around terms of type T i and can never construct or deconstruct them. Hence, we can consider the τ i as anonymous monomorphic types. Although we can be interested in using the predicate for different instances of the type parameters, one termination proof, where the different type parameters are considered as distinct predefined types, suffices. This and other issues relating to termination analysis based directly on polymorphic types is the subject of ongoing research Lagoon et al. 2003; Lagoon, 2004] The next definition specifies a notion of the constituents of a type. These are the possible types for subterms of terms of that type.
Definition 2.4 (Type Constituent). Let τ and σ be types. We say that σ is a constituent of τ , denoted σ τ , if there exists a term of type τ which has a subterm of type σ . The set of constituents of τ is denoted Constituents(τ ). By slight abuse of notation, we denote by Constituents(ρ) the union of the constituent sets for all types defined in a type definition ρ.
We adopt a common restriction in type-based program analysis, which is equivalent to requiring that Constituents(τ ) is finite. This excludes type rules such as t(τ ) −→ f (t(t(τ ))) which has an infinite set of constituents of the form t n (τ ) where n ≥ 1. Example 2.6. In the context of Example 2.5, observe that:
Hence we have that int int, int list(int), int list(nest(int)), etc.
TYPE-BASED NORMS
In this section we consider how norms can be defined based on type information. We refer to such norms as type-based norms. This problem has been considered previously in Bossi et al. [1992] , Decorte et al. [1993 Decorte et al. [ , 1996 Decorte et al. [ , 1997 , and Martin et al. [1996] . Inferring norms from type information makes sense, as recursive types represent recursive data structures and thus identify potential sources of infinite recursion. Our approach is simple: For a type σ we define a norm |·| σ which counts the number of nonvariable subterms of type σ in the term to which it is applied. This means that the contribution of a functor depends on the type context in which it appears. This very simple idea differs from previous proposals and turns out to work well in practice, for example, solving the problem that a term cannot be measured differently depending on the context. Basing norms on type information has two advantages. First, it provides more refined size measures. This is because while (semi) linear norms define the size of a term according to its prime functor (as a function of the size of its arguments), type-based norms define the size of a term based on its type context. This means that the same term can be measured differently, depending on its type. This is particularly useful when the same function symbol may occur in different contexts as is the case, for instance, in Example 2.4. Second, it identifies a finite set of candidate norms for the analyzer to consider -one for each type in the program. In practice, this set often includes norms isomorphic to those applied by the users of termination analyzers.
As in the work on semilinear norms, we introduce two notions: the σ -size of a typed term t, denoted |t| σ , which is a natural number; and its σ -abstraction, denoted |t| and computed by the following rules:
(1) If t = f (t 1 , . . . , t n ) is of a defined type τ and t 1 , . . . , t n are respectively of type τ 1 , . . . , τ n . Then there exists a rule
(2) If t is a nonvariable term of predefined type τ , then |t :
Otherwise, t is a variable, say X , and
Note in particular that for a variable X of type τ , if σ = τ then it is abstracted as X σ + 1. This is because any well-typed rigid instance of X contains at least one subterm of type σ . The explicit inclusion of the +1 ensures that X σ + 1 is strictly positive under the assumption that X σ ≥ 0, which is a uniform assumption on all size variables in the abstract program. Alternatively, we could have abstracted X by X σ and added the constraint that X σ > 0 whenever σ = τ , but this would be less convenient. In the following: (1) We drop the subscript σ from X σ when no confusion can arise; (2) sometimes we write e 1 > e 2 instead of writing e 1 ≥ e 2 + 1; and (3) we implicitly assume all size variables to be nonnegative.
As any type has a finite number of constituents, Definition 3.1 implies that there is only a finite number of different ways to measure a term using typebased norms. Note that all type-based norms not corresponding to one of the constituents of the term's type will measure the term as zero.
Example 3.1. The following table illustrates the σ -abstraction of several terms of type list(list(int)) for σ ∈ {int, list(int), list(list(int))}. The σ -sizes for these terms are obtained by assigning the size variables in the abstractions to zero.
Note that subterms may be measured differently according to the type context in which they appear.
When the term [ ] is considered to be of type list(list(int)) (as in the first row of the table), its list(int)-size is 0. If, on the other hand, [ ] is considered to be of type list(int) (as the innermost [ ] in the second row of the table), its list(int)-size is 1. Note also that the list(list(int))-size of the terms in the example is isomorphic to the list-length norm, as the list-length of a term is one less than its list(list(int))-size.
Program abstraction with respect to a type-based norm |·| σ is similar to the usual abstraction with respect to semilinear norms: A term t : τ is replaced by |t : τ | α σ and constraints are added to reflect the fact that all abstract variables are nonnegative. Often, in the examples these constraints are implicit. The definition of type-based abstraction allows us to formulate a simple definition of σ -rigidity. The intuition behind this definition is that a term is σ -rigid if further instantiations cannot introduce new subterms of type σ .
Definition 3.2 (Type-Based Rigidity).
With σ as a constituent of τ , a term t : τ is σ -rigid iff for all variables X : τ occurring in t, σ is not a constituent of τ .
Rigidity information can be represented in the domain Pos of positive Boolean functions [Marriott and Søndergaard 1993] . A type-based rigidity analysis is developed in Bruynooghe et al. [2001] . Note that the σ -size of a σ -rigid term t : τ is constant for all well-typed instances tθ of type τ . Definition 3.3 (Type-Based Norm). The type-based norm |·| σ is defined by assigning the value 0 to the variables in the σ -abstraction |·| α σ . Furthermore, |·| σ is also called the σ -size norm. The definition is such that |t| σ measures the minimal number of subterms of type σ in the well-typed and σ -rigid instances of t. The int-and list(int)-abstractions are given next. The subscripts i and (i) are used (as abbreviations) for int and list(int).
list(int)-abstraction int-abstraction
The int-abstraction of the term [ ] is 0, reflecting the fact that it does not contain an integer value. Similarly, its list(int)-abstraction is 1 reflecting that it contains a single subterm of type list(int). The list(int)-abstraction of [X|Xs] is 2 + Xs (i) , since any well-typed list(int)-rigid instance has at least two subterms of type list(int). Its int-abstraction 1 + X i + Xs i denotes the number of subterms of type int in any well-typed instance: 1 + X i in the head and Xs i in the tail. These abstractions are isomorphic to the list-length and term-size abstractions and both lead to a proof of termination.
The following example illustrates how type information can help to provide a finite number of candidate norms which can be tried one-by-one.
Example 3.3. Consider again the program from Example 2.2 which constructs (bottom-up) parse trees for words in the context-free language a n b n . We provide a type definition to represent the symbols that may occur in a sentential form. Recall that the nonterminals occur as terms representing partial parse trees. For the given grammar, there are two terminals: "a" and "b", and a nonterminal "s" which can occur in a parse tree with either two or three children. The type definition :-type symbol −→ a;b;s(symbol,symbol);s (symbol,symbol,symbol) specifies the terminal and nonterminal symbols in the grammar and the type declarations for the predicates in the program are :-pred append(list(symbol),list(symbol),list(symbol)). :-pred parse(list(symbol),symbol).
There are two type constituents: symbol and list(symbol). Termination analysis based on the symbol-abstraction fails to give a proof, similar to the use of termsize abstraction as described in Example 2.2. The list(symbol)-abstraction is isomorphic to the list-length abstraction, illustrated in Example 2.2 (the empty list [ ] is abstracted to 1 instead of to 0) and a proof of termination follows using this norm.
Basing norms on type information provides for more refined size and rigidity information. This is because, unlike semilinear norms, the size of a term is computed according to its type and not according to its prime functor. This is particularly useful when the same function symbol is used to represent different data structures, as for example, when representing a matrix as a list of list of elements. In this case, when counting inner list symbols, a list of lists of variables is rigid. . We are not able to prove termination for such queries using semilinear norms because we do not distinguish between the inner and outer list symbols in the matrix data structure. Using type-based norms we can do exactly that. Consider the norm which counts the number of inner list symbols in a list of lists: (1) In the loop at program point c , the number of inner list symbols in the first argument is both decreasing and rigid. It is decreasing because we remove the first row (i.e., R) together with all of its inner lists (at least one) and it is rigid because if [R|Rs] is rigid in its number of inner lists then so is Rs. (2) In the loop at program point d , the number of inner list symbols in the first argument decreases as we drop one element (X) and it is rigid because if [X|Xs] is rigid in the number of its list symbols then so is Xs. To define the analysis based on this norm, let us first add to the program suitable type declarations and definitions as follows (we take type int for the elements, but this could be any other type):
:-pred transpose(matrix,matrix). :-pred transpose aux(matrix,matrix,matrix). :-pred row2col(row,matrix,matrix,matrix,matrix).
Here the type row represents the inner list symbols while the type matrix represents the outer lists. The row-abstraction of the program is and this is exactly what we need to count the number of inner lists and prove termination. Note that we have omitted the constraints specifying the lower bounds on the values of abstract variables.
-From type-based norms to semilinear norms: The correctness of our approach is presented based on the correctness of termination analysis using semilinear norms as presented in Section 2. To this end, for a given well-typed program P , we construct a program P (without types) with the same termination behavior and show that the analysis of the well-typed program P with respect to a type-based norm |·| σ is equivalent to the termination analysis of the untyped program P with respect to a corresponding semilinear norm, which we denote as |·| sl(σ ) . More precisely, the proof of correctness is organized in the following three steps:
(1) We define a mapping U from typed to untyped terms and apply this to transform P to an untyped program P . We call U a term untyping. (2) We show that P and P have the same termination behavior. Specifically, P terminates for a goal G if and only if P terminates for a corresponding query G obtained by applying U to untype G. (3) We define a semilinear norm |·| sl(σ ) such that the abstraction of a typed term t : τ with respect to |·| σ is identical up to variable renaming to the abstraction of its untyping U(t) with respect to |·| sl(σ ) . The size abstractions for P and P with respect to |·| σ and |·| sl(σ ) , respectively, are thus isomorphic. The rigidity abstractions for P and P are also isomorphic. Proposition 2.2 thus implies the correctness of termination analysis using type-based norms, as stated in Theorem 3.1.
Term untyping, as defined in the following definition, specifies the type of a term by a corresponding untyped term which contains special function symbols. The idea is to "wrap" each subterm in the original term by a unique symbol which indicates its type.
Definition 3.4 (Untyping). Let τ, τ 0 , . . . be the types of the terms occurring in a well-typed syntactic object P . Let f τ , f τ 0 , . . . be unary function symbols not occurring in P , corresponding to τ, τ 0 , . . . , respectively. The untyped syntactic object P U corresponding to P is obtained by untyping its terms. The untyping of a well-typed term t : τ is an untyped term defined (recursively) as follows:
Example 3.5 (Untyping). Consider again the append/3 relation of Example 3.2. Let li and i be new unary function symbols corresponding to the types list(int) and int, respectively. Then the following is the untyped version of append/3:
LEMMA 3.1. For a given pair of well-typed terms t 1 : τ and t 2 : τ , mgu(t 1 : τ , t 2 : τ ) exists if and only if mg u(U(t 1 ), U(t 2 )) exists.
PROOF. Since the unification is between terms of the same type, the extra functor f τ used to wrap terms of type τ has no influence on the result of the unification, hence the success and failure of (an untyped version of) mgu are preserved.
LEMMA 3.2. A well-typed query G terminates for a well-typed program P if and only if the corresponding query U(G) terminates for U(P ).
PROOF. All unifications in LD-derivations for a well-typed goal and a welltyped program are between terms of the same type, and according to Lemma 3.1, two terms are unifiable if and only if the corresponding untyped terms are unifiable. Hence there is a one to one mapping between the LD-derivations for G with P and for U(G) with U(P ).
We now define, for a type-based norm |·| σ , its corresponding semilinear norm on untyped terms. Recall that when defining a semilinear norm the rules in the norm definition are always determined by the outermost function symbol of a term. In the definition, f τ /1 denotes one of those fresh unary symbols indicating a type and f /n indicates one of the original function symbols occurring in a term.
Definition 3.5 (Semilinear Version of Symbolic Type-Based Abstraction).
Let σ be a type, |·| σ a type-based norm, and t an untyped term (the result of an untyping). We denote by |·| α sl(σ ) the abstraction with respect to the semilinear norm corresponding to |·| σ PROOF. The proof is by structural induction on the term t. As a base case, we consider variables and constants. Step: Supposing that the lemma holds for all well-typed terms of depth smaller than n, we will show that it holds also for terms of depth n. Let f (t 1 , . . . , t k ) : τ be a well-typed term of depth n. According to Definition 3.1 its (U(t 1 ) , . . . , U(t k ))) and according to Definition 3.5, its abstraction is | f τ ( f (t 1 , . . . , t k 
The corresponding untyped term is li([i(X )|li(Y )]). Its abstraction according to the semilinear sl
. By the induction hypothesis,
are equivalent up to variable renaming.
The correctness of type-based termination analysis is thus established by showing (using Lemmata 3.2 and 3.3) that the abstraction of the typed program using type-based norms is semantically equivalent to that of the corresponding untyped program and semilinear versions of the type-based norms. As elaborated on in Section 2.1, termination analysis based on semilinear norms is known to be correct.
THEOREM 3.1 (CORRECTNESS OF TYPE-BASED TERMINATION). Let P be a program, |·| σ a type-based norm, and G
a an initial call pattern specifying the arguments in the initial query which are rigid with respect to |·| σ . Assuming the conditions of Proposition 2.2, P terminates for all initial queries described by G a .
We might observe that the term untyping of a program is simply a renaming of a function symbol that occurs in different type contexts. A similar technique is often applied manually by the users of a termination analyzer based on semilinear norms, for example, using two distinct list constructors, one for outer and one for inner lists, to represent a matrix. This manual process is error-prone and we must take care to rename function symbols consistently. Typing the program makes the renaming unnecessary. The untyping transformation can be viewed as a way to perform a consistent renaming.
COMBINING NORMS
There are several reasons to consider a combination of different norms when analyzing the termination behavior of a given program. First, it can be the case that different norms are required in the proofs of termination for different components of the program. Second, in some cases it is more natural to express the required norm for a proof in terms of several simpler norms. Finally, as we show in this section, dependencies between different norms can improve the precision of the termination analysis.
One of the main problems encountered already in previous work [Decorte et al. 1996 [Decorte et al. , 1997 concerns the interaction between size and rigidity information of program variables with respect to different norms. In terms of abstract compilation, variables in an abstracted program range over information about size and rigidity with respect to a given norm. We must know how to interpret values for each abstracted variable with respect to which norm; and we must take care that variables abstracted by different norms do not interfere-if different occurrences of variable X are abstracted by different norms then this will lead to problems. In our approach, these problems are avoided by separating the size information with respect to the different norms. In terms of program abstraction, the abstraction of a program variable X with respect to different norms gives different abstract variables. For example, the term-size and list-length abstractions of variable X are X ts and X ll , respectively. Likewise, the int-and list(int)-abstractions of the typed variable X : list(int) are X int and X list(int) .
This section introduces a simple technique which enables a termination analyzer to consider a combination of several norms. The key idea in our contribution is to combine norms by applying them simultaneously. This means that each argument in a predicate of the original program is replaced by several (renamed apart) abstract arguments, each specifying size and rigidity information with respect to the corresponding norm. This technique is extremely easy to implement. The advantage is that interargument size relations can provide information about the dependencies with respect to each norm and between different norms.
The novelty in our overall approach is to apply this idea in combination with the technique described in Section 3. Specifically: (1) The types in a program suggest a collection of type-based norms; and (2) that collection is the basis for applying a single combined analysis. Experimental evaluation, as presented in Section 5, indicates that this works well in practice for a wide range of programs. We introduce the technique and its advantage through a series of examples and then argue its correctness.
Example 4.1. Consider the following program where some of the program points have been annotated (e.g., a ):
We omit the definition of mul(X,Y,Z), which defines the relation "Z is the multiplication of X and Y", and concentrate only on the loops of p/1. The program is contrived to contain three different types of loops: (1) those where the list-length is invariant but the term-size decreases (recursive calls to point a ), (2) those where list-length decreases but term-size may increase (recursive calls to point b ), and (3) those where both measures decrease (recursive calls to point c ).
There are additional loops resulting from the composition of these three loops. The program terminates for ground queries. It seems natural to consider the term-size and list-length norms to prove termination for this example. However, termination analysis based on monotonicity constraints, using either one of these single norms, does not succeed. The abstractions of the program with respect to these two norms are given next (left and middle). For the term-size abstraction, the loop at program point b cannot be shown to be decreasing and for the list-length abstraction, the loop at program point a cannot be shown to be decreasing. The combined abstraction with respect to the two norms together is also given (right). Note that for the combined analysis the size variables have been renamed apart.
term-size abstraction list-length abstr. combined abstraction The following loops are detected by the termination analyzer when considering the combined norms:
The analysis determines that all loops decrease in at least one of the measures and gives sufficient information concerning rigidity. Hence termination is guaranteed. Note that this information cannot be recovered from separated term-size and list-length analyses. This program can be typed by adding the following declaration and definitions:
The combined analysis based on the two type constituents, nat and list(nat), determines termination and is very similar to the combined term-size and listlength analysis.
The previous example highlights an important issue. The analyzer identifies all of the loops in the program and characterizes each by size and rigidity information. To prove termination it is sufficient to show that each of the program loops "terminates" with respect to one of the norms involved. This is related to the fact that the abstraction introduces additional arguments for each of the norms. It boils down to choosing a different level mapping for each abstract binary clause. In the combined analysis, different level mappings might focus on arguments originating from the same norm or from a collection of different norms.
The next example is not contrived. The program is a classic in the area of termination analysis. It specifies (some of the) rules for computing the repeated differentiation of a function. Folklore has it that Floyd gave this program as a problem on a Ph.D. qualifying exam at Carnegie Mellon in 1967, expecting the students to use ordinals to solve it. In our context, the level mapping required to prove termination is nonlinear (see Dershowitz and Manna [1979] ). It has been reported [Serebrenik and De Schreye 2001] that no automatic system for proving termination on the basis of level mappings is able to generate mappings of the type required to prove termination for this example. We illustrate a proof of termination based on a combination of two simple norms derived automatically from the type definitions associated with this program.
Example 4.2. The following Prolog program (on the right), quoted from Serebrenik and De Schreye [2001] , formulates some of the rules for computing the repeated differentiation of a function. The function is an expression where t is a variable and d stands for "derivative of ". The original statement of the problem is given in terms of rewrite systems. We quote (on the left) from Dershowitz [1995] (for conciseness we omit the rule for subtraction). Note that the Prolog version is slightly deficient as, for example, indicated by the query p(d(d(t) * d(t)), Ans) which gives the answer Ans = d(t) * 0 + d(t) * 0. Using the rewrite system we can always get an expression without derivation symbols. The Prolog version does work as expected when applied so as to compute repeated derivations of the function in the single variable t. This, however, is not our concern. The program in this form is considered to pose a challenge for termination analysis of logic programs.
rewriting Prolog
We show that after typing the Prolog program, our system can prove its termination automatically. Moreover, typing the program restricts it to the inputs for which it works correctly. We distinguish between two types of terms in the program: expressions in the single variable t and derivation tasks. Expressions are specified by the type definition :-type exp −→ t; const(int); +(exp,exp); *(exp,exp).
• M. Bruynooghe et al. Note that the syntax for types requires that we wrap the (predefined) type int on the right side of a rule with a function symbol, as type rules are of the form h(v) −→ f 1 (τ 1 ) ; . . . ; f k (τ k ). Derivation tasks are specified by the type definition
Here too, we have wrapped the types occurring on the right side of a rule with a function symbol. The typed program (which includes the wrapper symbols) is:
Typed Program Example Queries
:-pred p(dt,exp).
?-p(d(e(const(2)*t+const(5))),X). X = const(2)*const(1)+ t*const(0)+const(0) ? ?-p(d(e(const(2)*t*t+const(5))),X). X = const(2)*t*const(1)+ t*(const(2)*const(1)+t*const(0)) +const(0) ?
There are two type constituents to consider in the termination analysis. The corresponding norms count, respectively, the number of expression symbols and the number of derivation tasks in a term. The analysis detects two forms of loops. For simplicity we show here only the constraints concerning the dtand exp-sizes of the first argument.
This together with the associated rigidity information is sufficient to prove termination for queries in which the first argument is a ground derivation task. The next example illustrates some additional advantages of combining norms. Here the recursion is not direct and the interaction between the different norms improves the quality of the interargument size relations derived.
Example 4.3. Consider again the program from Example 2.4 which transposes the elements in a matrix and consider a query in which the second argument is a list of list of ground terms. We have already noted in Example 2.4 that we cannot prove termination for such queries using the term-size norm nor the list-length norm. The key to proving termination for this example is to detect that there is a strict decrease in size of the third argument in the recursive clause. The relation between the sizes of the terms [C|Cs] in the head, and Cols1 in the recursive call at program point c is determined by the occurrences of these terms in the call to row2col at program point b . So we focus on the sizes of the second and third arguments in this predicate. If we consider the separate list-length and term-size analyses, we do not detect a strict inequality between the sizes of these arguments. The results obtained are of the form:
However, considering the combined term-size and list-length abstraction (and focusing only on the second and third arguments) Here we obtain a result of the form:
Hence, for any call to row2col in which the second argument is a nonempty list (and so B ll > 0), we will have the strict inequality B ts > C ts . Observe that the call at program point b has a nonempty list as a second argument. Note that a similar proof can be obtained for the combination of the type-based norms |·| row and |·| matrix .
Finally, let us consider another classic example, the termination of which cannot be shown automatically using existing systems.
Example 4.4. Consider the following program (14.4 in Sterling and Shapiro [1994] ) which colors a map so that no two adjacent regions have the same color. The predicates member/2 and select/3 (omitted) are standard predicates (see Sterling and Shapiro [1994] ). A map is represented as a list of regions where each region has a color and a list of colors for the adjoining regions. An example initial query is given in the box: Note that in the initial query the colors of the regions are given by means of free logic variables, since the program is going to decide which color is associated with which region in order to avoid coloring two adjacent regions with the same color (note the use of shared variables). The type declarations and definitions are given Proving termination for this program is not straightforward and cannot be performed using the available termination analyzers. The term-size norm is not suitable because the list of regions in the initial query contains variables (and hence is not rigid with respect to term-size). The list-length norm is not suitable because the first clause invokes a call to color region/2 which traverses the list of neighbors in that region (so even though the first argument in color map/2 is expected to be a rigid list, all information about the elements of that list is ignored and in particular, the ability to reason about the rigidity of the lists of neighbors inside these elements is lost). A specialized semilinear norm cannot be defined because the list functor occurs in two different type contexts (for regions and for neighbors) and should be treated differently in each. Using norms derived from types, we obtain a suitable combined norm and a proof of termination.
-From multiple norms to a single norm: To justify the correctness of our approach we show that our combined termination analysis of a program P with respect to a collection N of norms (semilinear or type-based) is equivalent to the termination analysis of another program P N which has the same termination behavior as P with a single norm |·| N . Here, Equivalent means that when we abstract P N with respect to the single norm, we obtain exactly the same abstract program as when we perform our combined analysis for P with the combination of norms. Hence, the correctness of termination analysis of a program using one of these approaches is the same as using the other. In the rest of this section we assume given a program P and a collection of k norms N = {|·| 1 , . . . , |·| k }.
Step 1. To obtain P N we "duplicate" the program P taking k copies, each containing different function symbols and variable names. We combine these copies into a single program putting them side-by-side, replacing each n-ary relation by a corresponding (k * n)-ary relation. For example, duplicating two times the third clause of the p/2 predicate of Example 4.2 yields the following clause:
Renaming the function symbols enables us, in the next step, to consider renaming the norms in such a way that they will not interact during program abstraction. The termination behavior of the duplicated program is the same as that of the original, for corresponding queries. Intuitively, the execution of a query G N with respect to P N is like executing k copies of G with respect to P simultaneously, since the different copies do not share function symbols or variables. To prove (formally) this claim, we introduce a term renaming operator and then proceed to k-duplicate the atoms in P .
Definition 4.1 (Term Renaming).
A term renaming operator is a mapping i : Terms → Terms defined as follows:
Example 4.5. Let t = d (e(X + Y )) and let 1 be a renaming operator, then 1 (t) = d 1 (e 1 (X 1 + 1 Y 1 )).
Definition 4.2 (k-Duplication). Given an n-ary atom A = p(t 1 , . . . , t n ) and an integer k, the k-duplication of A is an n * k-ary atom
For N = {|·| 1 , . . . , |·| k }, we let A N denote the k-duplication of atom A. For a program P we let P N denote the k duplication of P which is obtained by kduplicating its atoms.
Example 4.6. Let t = d (e(X + Y )), t = D X + DY , and A = p(t, t ) then: Now we can proceed to the next step, which defines a single norm |·| N such that the abstraction of P N with respect to this norm is identical (up to variable renaming) to the combined abstraction of P with respect to the norms in N .
Step 2. To obtain a single norm |·| N we rename and duplicate the symbols occurring in the norms in N to be consistent with the term renamings in the duplicated program. We first note that the notion of a term renaming extends in a natural way to also rename norm definitions. We simply apply term renaming to the terms occurring in the definition. 
Now we are in a position to define a norm as a combination of some other norms. Basically, we rename the individual norms apart and take their union. Combined Norm) . Let N = {|·| 1 , . . . , |·| k }, and let the norms |·| i be defined by the set of equations E i . The combined norm |·| N is given by its set of equations E N as follows:
Definition 4.3 (A
The following example illustrates the combination of two semilinear norms corresponding to those from Example 4.2.
Example 4.8. Consider the semilinear norm |·| d from Example 4.7 corresponding to the type-based norm |·| dt of Example 4.2. Consider also the following semilinear norm |·| e which corresponds to the type-based norm |·| exp from Example 4.2: 
Note that terms of the form d (t) in the original program are copied to the abstract program either as d 1 (t ) or d 2 (t ) (where t and t correspond to renamings of t), using the preceding (combined) norm, and terms of the form d 1 (t ) are abstracted using the rule from 1 (|·| d ), namely, to 1 + |t | N , while terms of the form d 2 (t ) are abstracted using the rule from 2 (|·| e ), namely, to |t | N .
Correctness follows because P and P N have the same termination behavior and because the analysis for P combining the norms from N proceeds with exactly the same abstract program as the analysis of P N with the single norm |·| N . Proposition 2.2 can then be applied to establish the correctness of termination analysis.
EXPERIMENTAL EVALUATION
We have implemented the techniques presented in Sections 3 and 4 and integrated these into the TerminWeb analyzer [Taboch et al. 2002] . The modules concerned with user interface and with program abstraction have been extended to handle type information. No other changes were necessary. The implementation effort required only a few hours of coding.
From a theoretical point of view, the analysis based on combining several norms is always at least as precise as the analyses with each of the individual norms. This claim could be formalized by showing that the single norm analyses are abstractions (in the sense of abstract interpretation) of the combined norm analysis. However, this is true only in the absence of application of the widening operation of the domain of convex polyhedra [Cousot and Halbwachs 1978] . Since this operator is not monotonic and moreover, in our implementation, depends on the syntactic representation of the linear constraints, we cannot provide any general formal precision claim for this domain. However, in practice, experimentation indicates that combined analyses are no less precise than when using individual norms.
As for efficiency, combined analysis increases the number of arguments in the predicates of the abstract program. This could potentially lead to an exponential increase in the number of abstract binary clauses derived during analysis. Moreover, the constraints between the (increased number of) arguments in each binary clause may become more complex and hence the abstract operations on them more costly. However, in practice, experimentation indicates that the overhead for combined analysis is reasonable and that the number of binary clauses increases slightly (by one) only in five of the benchmark programs.
We have performed an experimental evaluation focusing on cost and precision of our techniques based on a collection of 45 typed logic programs. Table I summarizes these experiments and contains three blocks of entries. An extended version of Table I , together with the source programs, is available from http://www.cs.bgu.ac.il/~mcodish/TerminWeb/benchmarks. The experimentation performs termination inference [Mesnard 1996 ] using TerminWeb, as described in Genaim and Codish [2005] . For a given program the analyzer infers a class of queries which is guaranteed to terminate. The extended table also indicates for each program the class of queries determined by the analyser to be terminating. The programs in the first block are adapted from Apt [1997] . Type definitions and declarations were added manually and symbolic arithmetic introduced, as TerminWeb does not support native Prolog arithmetic. These are the same programs used in the experimentation reported in Table 1 of Lagoon et al. [2003] . The programs in the second block include the examples from Vanhoof and Bruynooghe [2002] , Genaim et al. [2002] , Martin et al. [1996] , and Bruynooghe et al. [2002] and correspond to those given in Table II of Lagoon et al. [2003] . The programs in the third block are those from this article. The experiments were performed using SICStus 3.10.0 running on an Intel Pentium III 933MHz, 640MB RAM, Linux 2.4.22.
The first column of Table I indicates the benchmark program name, together with the number of types defined in the program. For this collection, the number of types ranges from one to four. The columns headed ll and ts indicate the analysis times (in milliseconds) using list-length and term-size norms, respectively. The column headed ts×ll specifies the analysis time for the combined list-length and term-size analysis where indicates that the combined analysis is more precise than both of the list-length and term-size analyses. Similarly, the columns headed T 1 , . . . , T 4 indicate the analysis times using type-based norms for the (up to four) types defined in the programs. The column headed T i indicates the analysis time using the corresponding combined type-based norms where indicates that the combined analysis is more precise than each of the individual type-based analyses (T 1 , . . . , T 4 ). The symbol ⊕ indicates that the combined type-based analysis is more precise than the combined ts×ll analysis.
For all analyses, the analyzer is set to allow two iterations before applying widening (except for mergesort, where four iterations are allowed). Note that the only operation performed manually is the addition of the type declarations.
-Analysis time: For 39 of the benchmark programs, the runtime of the combined analysis (ts×ll) is between one to two times larger than the sum of the runtimes of the individual analyses, and for the other six programs it is two to three times larger. For 26 of the benchmark programs the runtime of the combined type-based analysis ( T i ) is between one to two times larger than the sum of the runtimes of the individual type-based analyses. For 15 programs it is two to three times larger, for two programs it is three to four times larger, and for the other two programs it is (respectively) about six and seven times larger. The slowdown in the combined analyses stems mainly from new information The times are in milliseconds: ts = term-size, ll = list-length, ts × ll = combination of term-size and list-length, T 1 − T 4 = type-based norms, T i = combination of type-based norms, = the combined analysis is more precise than all corresponding single norm analyses, ⊕ = T i is more precise than ts × ll.
expressed as size dependencies between components of the different norms. The number of abstract binary clauses in the combined analyses is basically the same as (the maximal number of those) in the corresponding individual analyses. To be precise there is one additional abstract clause in the combined analysis for only five of the programs (der.pl, g.pl, p.pl, t nonlin.pl, and t.pl).
-Analysis precision: Precision is measured in terms of the class of initial queries for which termination can be guaranteed. We say that one analysis is more precise than another if it can prove termination for a larger class of initial queries. For all of the experiments, the combined analyses are no less precise than when using individual norms. Moreover, the combined type-based analyses are always at least as precise as the individual and combined listlength and term-size analyses.
The symbols in the column ts×ll indicate that for ten of the benchmark programs, the combined (ts×ll) analysis is more precise than both individual list-length and term-size analyses. The symbols in the column T i indicate that for 14 of the benchmark programs, the combined type-based analysis is more precise than each of the individual type-based analyses. The symbol ⊕ in the column T i indicates that for 15 benchmark programs the combined type-based analysis is more precise than the combined ts×ll analysis.
For 14 out of the 23 benchmarks for which there is a slowdown of a factor greater than two for a combined analysis, there is in return a gain in precision. In the other nine benchmarks for which there is such a slowdown, this is due to the additional information derived (dependencies between arguments corresponding to different norms) which does not contribute to precision in terms of proving termination for more queries.
-Comparison with Lagoon et al. [2003] : A recent work [Lagoon et al. 2003 ] takes an approach similar to our combination of type-based norms. In this work the authors integrate the treatment of polymorphic types.
The set of benchmarks in the first two blocks of Table I correspond to those  in Tables I and II of Lagoon et al. [2003] . With respect to performance, our results are comparable to those presented in Lagoon et al. [2003] (except for quicksort since we added symbolic arithmetic). It is difficult to compare raw timings, as the experiments are performed on different machines, using different versions of Prolog, and based on different libraries for manipulating constraints. However, timings are similar with regard to the overhead for applying (combined) type-based analyses in comparison to individual list-length and term-size analyses.
For precision, we report the same improvements as in Lagoon et al. [2003] where their combined type-based analysis is compared to individual term-size and list-length analyses. They indicate for each program whether the precision of type-based analysis is improved with respect to list-length and term-size analyses. In their Table I (corresponding to the first block of programs in our Table I ) there are 12 programs for which there is such an improvement, indicated in their table by a ( ). In our case this means that there is either an improved precision for the combined ts×ll analysis with respect to the individual list-length and term-size analyses (a in the column ts×ll) or for the combined type-based analysis with respect to the combined ts×ll analysis (an ⊕ in the column T i ). In the first block of programs in our Table I , there are 12 programs indicated to have this kind of precision improvement. There are slight differences between the results in the two works: The program named query in Lagoon et al. [2003] corresponds to running map color/2 for a specific input which is already included in our version of map color.pl (and hence this example is excluded from our table). Other differences (in the programs search tree.pl, mergesort.pl, and slowsort.pl) stem from our use of symbolic arithmetic. The programs in Table II of Lagoon et al. [2003] correspond to those in the second block in our Table I . For these programs we report the same precision improvements.
We note that the analyzer described in Lagoon et al. [2003] cannot prove termination for three of the programs in the third block of our Table I . These are the programs from Examples 2.3, 4.1, and 4.2. For these examples, an analyzer based on global termination conditions should support constraint solving with lexicographic orders. Our analyzer succeeds in proving termination for these examples, without the support of lexicographic orders, due to the use of local termination conditions.
RELATED WORK
The use of types to refine other program analyses has recently been considered in Bruynooghe et al. [2001] and Lagoon and Stuckey [2001] . The basic idea is to refine the way that the abstract unification operation for a given domain is defined so as to consider that if a program is well-typed then only subterms of the same type can be unified. Our idea of multiplying the arguments of predicates -one copy for each type constituent -resembles the approach used in Lagoon and Stuckey [2001] where for each type, the corresponding copy of an argument contains its subterms of that type. These works improve on the observations made in Decorte et al. [1997] , where the authors abstract each predicate argument with respect to a single but possibly different type.
The idea of using type information to define norms has previously been studied by Bossi et al. [1992] , Martin et al. [1996] , and Decorte et al. [1993 Decorte et al. [ , 1996 Decorte et al. [ , 1997 . Our approach builds primarily on the technique of Decorte et al.
The authors observe in Decorte et al. [1993 Decorte et al. [ , 1996 that different predicate arguments can be measured by different (type-based) norms. They also observe that interargument size relations between different norms can provide useful information. Their work suffers from two restrictions. First, at most, one type-based norm can be applied to a term of a given type. Second, as reported in Decorte et al. [1997] , the use of different norms for different arguments (in their approach) renders the computation of interargument size relations far from trivial. They propose a partial solution based on a notion of reexecution. In contrast, we propose to combine different norms by duplicating predicate arguments and applying the analyses simultaneously. A similar idea was suggested in King et al. [1997] in the context of lower bound time-complexity analysis to increase the precision of interargument size relations.
So far experiments with the approach presented in this article have focused on the analysis of well-typed programs where types are declared by the user. Type inference systems such as those described in Gallagher and Puebla [2002] and Vaucheret and Bueno [2002] are capable of deriving a monomorphic type for a given program. While inferred types for a program are guaranteed to be correct (i.e., the types overapproximate the success set of the program) they do not necessarily give a well-typing. One solution is to transform the inferred types into a well-typing. However, there is a simple rudimentary way of ensuring that type-based termination analysis is still correct for ill-typed programs. We simply isolate the ill-typing to ensure that it always occurs in unifications of the form X : τ 1 = Y : τ 2 . This is always possible. Indeed, if an atom of another form has an argument X that is ill-typed, it can be replaced by a new variable Y that has the correct typing and an extra (ill-typed) unification X : τ 1 = Y : τ 2 can be added without affecting the termination behavior of the program. Then, after removal of all ill-typed unifications, the type-based termination analysis can be applied. If termination can be proved, then the original program terminates. However, it could be that the removed unifications contain size relations that are crucial for proving the termination. A refined approach is described in a recent work [Lagoon et al. 2003] . If the unification X : τ 1 = Y : τ 2 succeeds, then the resulting value is correctly typed by both τ 1 and τ 2 . Comparing both type definitions, we can build size relationships between their constituents. These relationships preserve information that is lost when discarding ill-typed unifications. The authors of Lagoon et al. [2003] were also the first to report an extensive evaluation of type-based termination analysis of programs with declared types. They also report a few experiments where types were inferred using the approach of Gallagher and de Waal [1994] . In several cases, the termination conditions are weaker than those obtained with declared types. This suggests that the success set approximations inferred by Gallagher and de Waal [1994] are not the right types for use in type-based termination analysis. Very recently, a method has been developed to infer a well-typing from a given program [Bruynooghe et al. 2005] . Preliminary results on the programs listed in Table I indicate that termination conditions derived from the inferred types are as strong as those obtained from declared types.
An initial study about the extension of type-based termination analysis to polymorphic types is reported in Bruynooghe et al. [2002] . It overlooks a problem of interference between different type constituents. A solution is offered in Bruynooghe et al. [2003] . A slightly different approach is taken by the authors of Lagoon et al. [2003] . While more convenient (it does not require knowledge of an upper bound on the number of constituents in the type of a call) it can cause the polymorphic analysis to be less precise than the corresponding meromorphic analysis. An advantage of the latter work is that it can handle unifications X = Y where X and Y have a different type, a feature also exploited in handling calls with a type that is an instance of the declared polymorphic type.
The idea of applying local termination conditions originates in the TermiLog system [Lindenstrauss and Sagiv 1997] . It is used in the TerminWeb analyzer and also considered in the functional setting, as described in Lee et al. [2001] .
In contrast, the work described in Lagoon et al. [2003] is based on an analyzer which checks global termination conditions. There is a practical advantage in basing implementations on the local approach. This is because the termination conditions take a simpler form and are easier to prove. We have seen this in the context of Example 2.3 (and others), where the global approach requires lexicographic orderings to be considered. This is also the case in Example 4.1. Here, with the local approach, termination follows (for the combined term-size and list-length analysis) using the abstract domain of monotonicity constraints. The global approach requires the identification of a termination condition of the form f ( p(x, y)) = x + 2 y which can be done using a richer abstract domain.
The use of different level mappings for different loops also increases substantially the modularity of the proofs. In previous works addressing modularity, although one clause at-a-time was considered, the same level mappings were used across the whole program, or in a recent work [Bossi et al. 2002] , across all the clauses in one module out of a hierarchy of modules.
CONCLUSION
This article describes a technique which enables a termination analyzer to consider a combination of several (type-based) norms. The contribution is a powerful technique which stems from two simple ideas: (1) Interesting type-based norms can be defined by counting the number of subterms of a given type occurring in (typed) terms; and (2) replicating the arguments of a predicate (once for each type-based norm) solves many of the problems encountered in previous related work. The advantages follow from three factors. First, the analysis benefits from taking into account the dependencies amongst different measures of the terms, which are contained in the types. Second, the analyzer considers all measures simultaneously, and so can discover which combination of the measures derived from the program's types is suitable for proving termination. Finally, the implementation becomes straightforward.
The implementation of an analyzer which supports the combination of norms and type-based norms is derived from the termination analyzer described in Codish and Taboch [1999] , simply by changing the abstraction module and user interface. No other changes are necessary. When the user provides a program to the analyzer, first it infers type-based norms from the program (if the program is typed) and then provides the user with a list of the inferred norms, together with a predefined norms collection (e.g., list-length, term-size, etc.). The user can then apply the combined analysis with respect to all type-based norms (the default) or with respect to a subset of the available norms. The analyzer can be accessed or downloaded from http://www.cs.bgu.ac.il/~mcodish/TerminWeb. The analyses for the benchmark programs from Table I can be performed by accessing http://www.cs.bgu.ac.il/~mcodish/TerminWeb/benchmarks.
