Algorithms for computing matrix function are the subject of current investigations from the practical and theoretical point of view (see [6] ). In the talk we focus on a convergence of iterations of the Padé family, introduced by Laszkiewicz and Ziȩtak [7] for computing the principal matrix pth root, and of iterations of the new dual Padé families, introduced in [9] , for computing the principal matrix pth root and the matrix p-sector function. We determine certain regions of convergence of these iterations. For this purpose we apply the results proved in Guo [5] and Lin [8] have shown some properties of iterates and of corresponding residuals generated by the Newton and Halley methods for computing the principal pth root of a matrix A. We generalize their results to the Padé family of iterations and to the dual Padé family of iterations for the principal matrix pth root. It simplifies proofs of convergence of iterations of these families in certain regions. We show that the properties of the Newton and Halley methods, presented by Guo [5], follow from properties of the Padé approximants to the function (1 − t) −1/p that generate the iterations of the Padé and dual Padé families.
