On October 20, 2017, John Lisman sadly passed. Being very ill did not hinder his determination, as he was continuing full speed in his research, keeping several collaborations in parallel, writing papers, and giving talks until the very last moment. Impressively, John gave an excellent talk on his work on synaptic plasticity at Brandeis University from his hospital bed in the ICU. In his long scientific career, John made numerous scientific contributions that have shaped the field of neuroscience, spanning from novel insights on second-messenger cascades to human memory. His scientific contributions are characterized by fundamental research on physiologically constrained mechanistic models, with the aim of explaining behavior. For many of us who were so privileged to work with John, he was not only a mentor who taught us how to think big and creatively, but he remained supportive, helping us to develop our careers.
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John spent most of his career at Brandeis University. He first earned a BA in physics in 1966 and later a PhD in physiology at MIT working with Joel Brown. Subsequently, he did a postdoctoral fellowship at Harvard University supervised by Nobel Laureate George Wald. He then returned to Brandeis University as an assistant professor in 1974 and became full professor in 1987. Over the last decade, he held the Zalman Abraham Kekst Chair in Neuroscience.
We have tried to pinpoint the qualities that made John such an exceptional scientist. Possibly the first key quality is that he did not respect any boundaries between scientific fields. He would shamelessly move from one domain to another, which made him a true scientific polymath. In John's mind there was no such thing as ''my'' or ''their'' research field. A second key feature of John's approach to science was to test and develop ideas through intense discussions with fellow scientists. These discussions would be with anyone ranking from students to Nobel Laureates. John did not care; what mattered to him was that the discussion partner would challenge him. The only thing that would offend him in discussions was intellectual sloppiness or disrespect for empirical facts. Over the years, we have spent countless hours with John debating systems neuroscience. A third key feature of John's approach to science was his persistence and tunnel vision. He would ponder and discuss a scientific problem with boundless energy. Often we would receive emails from him at three in the morning-he had woken up with a new idea he just couldn't wait to share.
John managed to run a strong team doing both computational neuroscience and top-notch experimental work. Of special mention are Nikolai Otmakhov and Nonna Otmakhova, who worked with John for decades, ensuring a well-functioning laboratory and a welcoming environment for new researchers. Beyond his laboratory, John established a wealth of collaborations with researchers around the globe, resulting in a large volume of theories and experimental work. Here are a few examples of some of the most influential theories that John developed and contributed to testing.
CaMKII and Memory: From the 1970s to the mid-1980s, John was completely devoted to investigating photo-transduction in the Limulus. In the late '80s he became increasingly interested in the problem of learning and memory in mammals, particularly the idea that the mechanism behind memory storage was long-term potentiation (LTP), as found in the rat hippocampus. The focus of the community at the time was to determine if the observed changes were due to pre-or post-synaptic mechanisms. But John's main concern was different: it was about stability. He wanted to know how synaptic strength was kept stable over time, considering that the proteins that contributed to synaptic properties were notably short lived, a few days to a week at most. Memories, on the other hand, can last a lifetime. How can memories remain for years in the light of the natural process of protein turnover? Due to the staggering number of synapses on a typical hippocampal pyramidal cell, and considering that nearby synapses would strengthen and weaken independently, it was unlikely that the individual synapses were controlled from the nucleus where DNA resides, the only longlived molecule in a cell. Thus, in a very insightful paper in PNAS in 1985 (Lisman, 1985) , the opening sentence was simply the question, ''How [can] information be stably stored by unstable molecules''? John proposed that the information about the strength of a synapse could be kept in the protected realms of a synaptic spine by a molecular switch triggered by recent activity. The switch was supposed to be a graded dynamical process involving phosphorylation of a kinase, and the key property to guarantee stability to the process was that once activated, the kinase would phosphorylate similar kinase molecules in a process called autophosphorylation. At the time of the publication of the PNAS paper, John did not have a candidate for the protein kinase. It was a purely theoretical hunch, mostly due to his previous experience with molecular switches in phototransduction of the Limulus. In 1988 John went further and named a candidate memory molecule, the type II Ca 2+ /calmodulin-dependent protein kinase (CaMKII), that is abundantly present in synaptic spines. CaMKII molecules live in clusters of 12 in a flower-like structure called a holoenzyme. A transient input of high Ca 2+ (such as the one that follows the stimulation protocol used in LTP) can cause some CaMKII units of the holoenzyme to enter a phosphorylated state. Then autophosphorylation will complete the process, and the active holoenzyme will be resistant to phosphatases and protein turnover. Therefore, the persistent change in activation of CaMKII following LTP induction could support the persistence of changed synaptic potentiation. Since then, the model has been updated to include the NMDA receptor, due to empirical findings suggesting that the CaMKII holoenzyme, when activated, forms a complex with NMDAR. Thirty years after John proposed his hypothesis, many experiments have proved the importance of CaMKII and the CaMKII/NMDAR complex in learning (Lisman and Raghavachari, 2015) . Special care was dedicated to uncover its precise role in the induction, maintenance, or expression of synaptic strength. Nowadays we know that animals that do not produce CaMKII or produce versions that cannot autophosphorylate cannot learn. We also know that injection of activated CaMKII into a synapse causes its permanent potentiation and prevents any further potentiation. More importantly, in a recent breakthrough study from the Lisman laboratory published in September in Neuron (Rossetti et al., 2017) , it was demonstrated that by transiently interfering with CaMKII in a synapse, it was possible to erase aversive memories in rats without precluding their capacity to learn future associations. This finding provided compelling proof that the CaMKII/NMDAR complex is responsible for the maintenance of memory. John was exceedingly proud of this paper and luckily saw it published just in time.
These results suggest that John Lisman's 30-year quest to identify one of the key molecules for memory may be finally concluded. The Theta-Gamma Code: In the 1990s, while working toward the experimental proof for his CaMKII model, John's interest expanded beyond the biochemistry of memory, and he started to think about how computation happened in the brain. In particular, he was drawn by the functional role of brain oscillations. It was known that hippocampus displays very strong theta oscillations (5-10 Hz) during active exploration. But John was especially intrigued by the finding that if you measure the local field potential in the hippocampus of a behaving animal, faster gamma oscillations (30-100 Hz) were also present, and they were locked to the theta phase. This resulted in the notion that these oscillations were fundamental for organizing neuronal coding. Back then, the so-called ''phase-toamplitude'' coupled oscillations were only sparsely reported and considered a curiosity. More recently, it has been demonstrated by a large number of studies that such coupled oscillations are ubiquitous throughout the brain.
John's creative way of thinking and his disregard for scientific boundaries allowed him to make a theoretical leap, proposing that these rodent results might generalize to something even more exciting: human working (or short-term) memory. The limited span of human working memory was made famous by the seminal work by George Miller in 1956. Roughly, in tasks where humans were asked to recall a list of unrelated items, they would correctly retrieve only 7 ± 2 of them. This small and mysterious number was compatible to the ratio of theta to gamma frequency: i.e., the number of gamma cycles per theta cycles was about 7 ± 2 as well. Could it be a coincidence? A second key finding pertained to the so-called scan rate of working memory. In 1966 Saul Sternberg presented compelling psychophysical data consistent with the notion that during recognition, working memory is sequentially scanned. Most importantly, the scan-rate fell in the range of the period of the gamma oscillations. This led John and I (Marco) to propose that multiple items are kept in working memory, in a multiplexing scheme in which each item is kept active at the theta frequency, but different items are active in different gamma cycles (Lisman and Idiart, 1995) . Relying on established physiological assumptions, we put forward a computational model based on nested gamma and theta oscillations that could account for key properties of human working memory.
The multiplexing scheme coordinated by coupled theta and gamma oscillations did not only apply to human short-term memory. In 1993, John O'Keefe discovered an important feature of place firing. Place cells are hippocampal neurons in the rat that respond only when the animal is at specific locations, i.e., place fields. O'Keefe demonstrated that place cells fired with a specific relation to the theta rhythm: as the rat advanced through the place field, the firing advanced to earlier and earlier phases of the theta rhythm. As it turns out, the multiplexing mechanism based in coupled theta-gamma oscillations can account for the theta phase precession phenomenon. All that one needs to assume is that time-compressed lists of 7 ± 2 positions are read out within a theta cycle.
Both the models for short-term memory and theta phase precession of place cells have received empirical support from numerous studies (Lisman and Jensen, 2013) . At Brandeis in the mid-'90s, John initiated discussions with Michael Kahana. Mike was a new faculty member at Brandeis and was developing a research program on memory, investigating electrophysiological responses from intracranial data recorded from epileptic patients undergoing pre-surgical evaluations. Inspired by John's ideas, Mike was able to demonstrate the emergence of theta oscillations in humans performing spatial navigation and working memory tasks. Human intracranial data obtained from various groups displays evidence for coupled theta and gamma oscillations during working memory maintenance. A recent study-now in review-based on human intracranial recordings and spearheaded by John has now provided very compelling support for a phase-specific code during working memory maintenance. Also, the idea that theta phase precession can be explained by a multiplexed code, coordinated by nested theta and gamma oscillations, has received empirical support. There is now ample evidence that the rat hippocampus encodes sequences that can be replayed in a timecompressed manner during spatial navigation.
In these days when researchers are being lured toward ''big data,'' ''data mining,'' and ''deep learning'' approaches, it is important to balance these endeavors with the lessons learned from John. Nothing can replace the intellectual process of deep thinking fueled by intense discussions driven by pure scientific curiosity. As such, beyond John's numerous scientific contributions, he will by his approach remain an important role model to us all.
Science was his supreme passion, but John enjoyed other forms of creative expression. He experimented with photography, including a long-term project of portraits of fellow scientists and collaborators; he played with digital visual arts, scans, and collages; and he wrote poetry. John is survived by his wife Natasha, his son Aaron and daughter Nora, grandchildren Natalie, Sam, and Myla; his lifetime friends from his men's group, Ben, Constantine, Curt, and Geoff; long-term lab members Nick Otmakhov and Nonna Otmakhova; and hundreds of collaborators, colleagues, and students.
