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INVESTIGATION OF TEMPORAL VARIATIONS OF WINDS
 
By J.F. Bedinger and E. Constantinides
 
GCA Corporation
 
GCA Technology Division
 
SUMMARY
 
This report discusses the methods and results of two types of
 
analysis of upper atmospherit wind data obtained *from observations of
 
vapor trails." The temporal variations of the winds were studied di­
rectly from data that were closely spaced in time and that extended
 
over an interval of several hours. Then, the entire data sample was
 
analyzed using statistical methods. Each of the analytical procedures
 
revealed interesting characteristics of the winds. The results of the
 
analysis may be summarized as follows:
 
(1) The time series that have been carried out to date'reveal
 
the persistance, over periods of several hours, of the detailed struc
 
ture of the wind profiles. This evidence is substantiated in a quan­
titative manner by the analysis of the temporal behavior of the winds
 
in terms of polynomials.
 
(2) Characteristic periods inferred from correlation functions
 
imply that, for the time intervals spanned by the time series, the
 
behavior of the winds is best described in terms of a constant (or
 
.prevailing) component, and harmonic components with periods ranging
 
from 4 to 8 hours. Measurements from time series that provide ade­
quate data over a longer time interval (12 hours) would make possible
 
the determination of the terdiurnal and semidiurnal wind components.
 
(3) Analysis of the wind data in terms of harmonic components
 
has revealed the presence of waves travelling in both vertical di­
rections. Those waves on occasion combine to form standing waves,
 
which indicate the presence of a reflection mechanism. The reflec­
tion of energy flux cannot be accounted for by a linear theory.
 
(4) The statistical analysis shows that, whereas on the average
 
energy is propagating upward, the energy flux does not remain con­
stant with height. On the contrary, a part of the upward-propagating
 
energy flux must be reflected, to account for the observed profile
 
of the average kinetic energy density.
 
(5) Viscous dissipation of kinetic energy density cannot account
 
for the observed profile of the average kinetic endrgy density.
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(6) A proper interpretation of statistical averages in terms of
 
quasi-linear concepts shows that, by suitable methods, the statisti­
cal method can be used to infer the characteristics of long-wavelength
 
oscillations.
 
I. INTRODUCTION
 
The objectives of this contract are (1) to examine existing upper
 
atmospheric.wind data to determine the temporal variations of the winds,
 
in particular the nonlinear character of the atmospheric response,
 
(2) to investigate the physical properties of the atmosphere implied
 
from the above analysis and develope a particular model which describes
 
the observed motions, and (3) to develop specific requirements for
 
future observations and theoretical study.
 
The observational data consist of vertical profiles of the hori­
zontal wind in the altitude range 80 to 180 km. The data are obtained
 
from analyses of the motion of vapor trails ejected from rockets during
 
twilight and at night. When applied properly, the method has a high
 
degree of accuracy and resolution which allows a detailed study of the
 
vertical structure of the wind from each trail and of the temporal vari­
ation from a series of sequential trails. The characteristics of in­
dividual trails have been discussed at length and the interpretation in
 
terms of the general dynamics of the upper atmosphere is discussed in
 
detail in the reports on Contract NAS5-3970 and in the technical litera­
ture (Ref. 1). Briefly, it is concluded that the wind system is strongly
 
nonlinear and that the persistent detailed structure and the periodic
 
temporal variations cannot be explained by a linear theory.
 
The most recent data were obtained from sequential vapor trails
 
spaced throughout the night. Trimethyaluminum (TMA) is the trace
 
material used at night and the height range is restricted to the region
 
in which this material is highly chemiluminescent, i.e., 90 to 135 km.
 
Preliminary analysis of the sequential wind data indicated that the
 
temporal variations of the winds are complex and new analytical methods
 
are required. The development of these methods and the application to
 
the sequential wind data was one of the objectives of this contract.
 
The methods and results to date are discussed in Section II of this
 
report. Briefly, the new approach involves the use of computer pro­
trams, which allow representation of the data in terms of polynomials
 
and also in terms of cyclic components. These procedures have indi­
cated that the persistent small-scale vertical structure which is
 
generally present on the wind profiles is most readily explained in
 
terms of the nonlinearity of the atmospheric response to relatively
 
long periodic tidal oscillations. The results clearly indicate the
 
desirability of observations which would allow representation with
 
three or more cyclic components as well as of daytime observations.
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At the present time, data from a total of 64 vapor trails are
 
available from Wallops Island. The development and application of
 
methods of statistical analysis of these data was another objective
 
of this contract. The methods and results of this analysis are con­
tained in Section III of this report. It was found that the inter­
pretation of the results is highly dependent upon the physical model
 
used and must consider the fact that most of the data were obtained
 
during twilight and that no daytime measurements are available.
 
Specifically, the statistical study demonstrated the difficulty
 
in separating the prevailing winds from periodic components as pro­
posed by other investigators (Ref. 2), and also led to theoretical
 
studies Which revealed serious difficulties in the linear theory as
 
it is currently applied. Thb.apparent reflection of tidal energy
 
from various levels of the atmosphere as revealed by the harmonic
 
analysis and the profile of average kinetic energy density obtained
 
from the statistical study cannot be explained by the linear theory.
 
These problems, the physical implications of other results of the
 
analysis, and suggestions for future work are discussed in Section IV
 
of this report.
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II. TEMPORAL VARIATION OF WINDS
 
Description of the Data
 
The temporal variation of the winds over Wallops Island has been
 
studied from observation of successive vapor trails spaced throughout
 
the night. The height range of these studies extends from 95 ,to 135 km.
 
This is the region in which TMA is effective at night. A series of
 
five vapor trails were observed during the nights of 17-18 January 1966,
 
16-17 July 1966, 8-9 August 1967, and a series of six trails occurred
 
during the night of.21-22 February 1968. The firing times and the trail
 
separations in hours and minutes are given in Table 1. The wind data.
 
from the 1966 and 1967 series are contained in the Final Report on
 
Contract NAS5-3970. The data from the 1968 series is containe(' in Appen­
dix A of this report.
 
The methods of analysis designed to examine the temporal charac­
teristics of the winds are described fully in the previously-referenced
 
Final Report. A brief review of these methods, and the detailed results
 
of the analysis for two of the series are presented below.
 
The original wind data from each trail were processed by a special
 
computer program which introduced a minimal amount of smoothing and, in
 
addition, tabulated values of the wind components at intervals of 0.5 km
 
below 110 km, and 1.0 km above 110 km. The temporal behavior'of the'
 
winds was examined independently at each height, and for a fixed height,
 
independently for each of the two horizontal components of the wind.
 
Two distinct methods were used to analyze the data of the time
 
series. In the first method, a polynomial was used to obtain a contin­
uous representation of the winds as a function of time. The secoid
 
method obtains a continuous representation in terms of harmonic-compo­
nents.
 
Polynomial Analysis
 
Specifically, the first method consists of determining the parameters
 
XO) XA, XB, and XC in the polynomial representation
 
X(t) (XO) + (XA)t + (XB) L-)+ (XC) (la) 
for the X(eastward) component of the wind velocity, and the parameters 
YO, YA, YB, and YC in the polynomial representation 
Y(t) (yO) + (YA)t + (YB) () + (YC) (i-) (lb) 
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TABLE 1
 
LAUNCH TIMES AND TRAIL SEPARATIONS
 
January 1966 (17-18) 
Trail Number 
Launch Time (EST) 
Trail Separation 
14.262 14.263 14.264 14.265 14.266 
17:39 19:32 21:00 00:12 00:31 
01:53 01:28 03:12 06:19 
Julyi1966 (16-17)
 
Trail Number 14.291 14.292 14.293 14.294 14.295
 
Launch Time (EST) 19:59 00:03 01:48 03:r28 04:12
 
Trail Separation 04:04 01:45 01:40 00:44
 
August 1967 (8-9)
 
Trail Number 14.338 14.339 14.340 14.342 14.343
 
Launch Time (EST) 21:43 00:00, 02:58 03:47 04:28
 
Trail Separation 02:17 02:58 00:49 00:41
 
February 1968 (21-22)
 
Trail Number 14.284 14.364 14.365 14.366 14.367 14.208
 
Launch Time (EST) 18:17 00:09 01:30 03:00 04:30 06:02,
 
Trail Separation 05:52 01:21 01:30 01:30 01:32
 
for the Y(northward) component. For these analytic representations,
 
several quantities of interest were computed. Among these were the
 
time derivations 2Xkt and 3Y/dt, computed at the times corresponding
 
to the launch.times. These derivatives, plotted in the form of hodo­
graphs, were included in the Final Report mentioned previously for
 
the series of July 1966. These hodographs revealed striking regulari­
ties which persisted from trail to trail, even down to the detailed
 
structure. The same persistent regularity is evident in the results
 
for the other three time series.
 
Another quantity computed from the polynomial representation
 
was the normalized autocorrelation function
 
cX(t,s) = QX<rs) (2) 
[Pxcrs) RX(r,sPJ 
S-T"
 
where QXJt's) = I-J dt X(t) X(t + r) (3a) 
0
 
s-t
 
2
PX(r,s) = Is-f dt X(t) (3b) 
o 
S-T
 
RX(r,s) = (3c)9 J'dtX(t + T)2 
0
 
T = the correlation time
 
s = time interval between first and last trail.
 
By definition CX satisfies the equation
 
CX(Os) = I
 
which expresses the fact that there is full correlation between two
 
measurements of the same quantity performed at the same time. The
 
correlation function also has the property that it vanishes when the
 
correlation time 'C is equal to one-quarter of the characteristic
 
period T of the oscillation
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xG ,S)=0 (4) 
It follows from the last equation that the characteristic period T can
 
be determined by finding the value of T which satisfies this equation.
 
Ideally, the time interval s over which the correlation function is
 
evaluated should exceed T. In any case, the defining Equations (3) are
 
valid only if
 
s -C>0
 
Since it is necessary to calculate the correlation function for the 
correlation interval T = T/4 in order to determine the period T, the 
last equation requires that 
T
 
4 
In fact, s must exceed (T/4) by a substantial part of T, if the integra­
tion intervals in Equations (3) are to be sufficiently large to avoid
 
spurious results. For the series of January 1966 and July 1966, the
 
values of s were 6 and 4 hours, respectively. These time intervals
 
were not sufficiently long to determine the zeros of the correlation
 
function, according to Equation (4). Accordingly1 the average value
 
of the wind is subtracted from the instantaneous wind, and the corre­
lation function was recalculated from the residual wind, given by the
 
expression
 
5 
x(t) - fdtf X(t)s 
0 
Thus, the correlation functions were calculated with the prevailing
 
wind and at least part of the diurnal and semidiurnal contributions
 
removed. It is to be expected, therefore, that the characteristic
 
periods inferred from Equation (4), reflect the contributions of os­
cillations with periods of less than 12 hours. An entirely analogous
 
procedure was followed in the calculation of the correlation function
 
for the Y-component.
 
Figures la and lb present the results of these calculations for
 
the series of January 1966 and July 1966, respectively. Figure la
 
shows the values of TX, and TY, the characteristic periods inferred
 
from Equation (4) and the analogous equation for the Y-component for
 
the January 1966 series. Over most of the height interval, the TX
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and TY values range between 6 and 8 hours. Figure lb shows TX and TY
 
for the July 1966 series. The characteristic periods in,this case lie
 
for the most part in the interval between 4 and 6-liours. The determina­
tion of these characteristic periods by means of correlation functions
 
was particularly useful in the selection of periods -usedin harmonic
 
representation, which is described below.
 
Harmonic Analysis
 
The polynomial analysis discussed above made use of the data from
 
four trails, the unused trail in each case being too far removed in
 
time from the others to be included in the polynomial representation.
 
Since periodic functions are of bounded variation, all five trails were
 
used to calculate the parameters CX(6), CX(TI), CX(T2), DX(TI), and
 
DX(T2) in the equation
 
X(t) = CX(O) + CX(TI)Cos 2i [t-DX(T1 )] + CX(T2)cos 2 [t-DX(T2)] (5a)
 
1I 
 2
 
and the parameters CY(O), CY(TI), CY(T2), DY(T1), and DY(T2) in the
 
equation
 
T1 
 2
 
In these equations, CX(O) represents the prevailing eastward wind, CX(TI)
 
and CX(T2) the amplitudes of oscillations with periods T1 and T2,
 
respectively, and DX(TI) and DX(T2) the'phases of these oscillations.
 
As defined, DX(TI) represents the time at which the oscillation of
 
period TI attains its maximum (positive) value. Entirely analogous
 
definitions apply to the parameters that define the Y(northward) wind
 
component.
 
The periods TI and T were chosen from the list of values 12, 8, 
2 
6, 4.8, and 4 hours, all of which are harmonics of the fundamental 
(24-hour) tidal oscillation. The pairs of values chosen-were (12,8). 
(8,6), (8,4), (6,4.8)j and (6,4). A harmonic analysis was performed 
for each pair of periods. The pair that was finally chosen for each 
series was the pair that satisfied the following criteria: (1) the 
amplitudes CX(T), CX(T2), etc., should have values that do not exceed 
the maximum observed winds, (2) the time derivatives calculated from 
Equations (5a) and (5b) should not exceed in magnitude (27c/T)-times 
the maximum observed wind where T is the shorter of the two periods 
used. Both of these restrictions serve to avoid spurious physical in­
terpretations. Not unexpectedly, it turns out that the pair of periods 
that best fits the listed'criteria agrees very well with the range of 
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characteristic periods inferred from the correlation functions calculated
 
from the polynomial analysis. Accordingly, T and T were chosen to be 8
 
and 6 hours for the4January 1966 series, and and 4-hours for the July
 
1966 series. The results are shown in Figures 2 through 11.
 
In discussing the results, it is helpful to keep in mind the follow­
ing correspondence between physically meaningful quantities on one hand
 
and the parameters that are shown in the figures on the other hand.
 
(1) A travelling wave that propagates energy upward has a slowly­
varying amplitude and a phase thit decreases with height.
 
(2) A travelling wave that propagates energy downward also has a
 
slowly-varying amplitude but with a phase that increases with height.
 
(3) Two waves of the same period and wavelength, and of nearly
 
equal amplitude, but travelling in opposite direction, combine to pro­
duce a wave whose phase remains nearly constant with height, and whose
 
amplitude exhibits definite minima and maxima. The minima of the ampli­
tude are associated with an abrupt change in the phase by half a period.
 
If the amplitudes of the two waves are not nearly equal, the maxima and
 
minima of the resultant wave are less well defined, and the phase transi­
tions are more gradual.
 
The results of the harmonic analysis presented in the figures
 
described below show that waves of the third type listed above predomi­
nate.
 
Figure 2 shows the phases DX(8) and DX(6) and Figure 3 shows the
 
amplitudes CX(8) and CX(6) for the 8- and 6-hour X oscillations for the
 
January 1966 series. Figure 2 shows that DX(8) remains constant at 3
 
hours from 132 km down to 118 km, undergoes an abrupt change to 6.8
 
hours at 117 km, a gradual decrease to 5.8 hours at 106 km, and a rather
 
abrupt change to 3 hours at 102 km. Reference to Figure 3 shows that the
 
abrupt changes in DX(8) are associated with the minima of the amplitude
 
CX(8). The phase of the 6-hour X component, DX(6), increases slowly
 
from zero at 132 km to 0.5 hour at 120 km, changes abruptly to 3 hours
 
between 120 and 117 cm, stays fairly constant down to 108 km, changes
 
rather abruptly by 3 hours (half a period) between 108 and 103 km, and
 
increases slowly below that height. For the 6-hour component as well,
 
the amplitude CX(6) has minima where the phase DX(6) changes abruptly.
 
The phases DY(8) and DY(6) of the Y-component are shown in Figure 4
 
and the associated amplitudes CY(8) and CY(6) are shown in Figure 5.
 
Both DY(6) and DY(8) remain fairly constant from 132 km down to 117 km
 
below which height they change rapidly but not abruptly. From 95 to
 
112 km, DY(8) generally increases with height, implying downward energy
 
propagation, whereas the opposite is true of DY(6). The rapid oscilla­
tion of DY(8) between 91.5 and 94 km is associated with very small
 
amplitudes, as can be seen in Figure 5.
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Figures 3 and 5 show that the amplitudes CX and CY have entirely
 
reasonable values, with 165 meters/second being the highest value in
 
either figure. Figure 6 shows the components CX(O) and CY(0). These
 
cannot be strictly interpreted as the "prevailing" components, because
 
they probably contain large contributions from the relatively long­
period 24- and 12-hour components. In fact, they show evidence of a
 
time-averaged wave, with the two components being roughly of opposite
 
phase.
 
Figure 7 shows the phases DX(6) and DX(4) for the series of July 
1966. Both phases stay essentially constant between 93.5 and 98 km 
at the lower end, and between 130 and 134 km at the upper end of the 
height range. In-between, both phases decrease more or less monoton­
ically with height, implying upward energy propagation Figure 9 
shows the phases DY(6) and DY(4) for the Y-compondnt. DY(4) remains 
between 3 and 3.5 hours from 134 km down to 112 km. Below that, DY(4) 
shows abrupt changes with height at iI, id5, and at 102 km. Figure 
10 shows that the associated amplitude, CY(4) has minima at these 
heights. The phase of the 6-hour component, DY(6), remains essentially 
constant between 99 and 104 km, and betwee 117 and 125 km. Between 
104 and 117 km, DY(6) decreases with height. 
The results of the harmonic analysis described above suggest that,
 
in general, the winds can be des&ribed as a superposition of waves with
 
periods of several hours, and propagating in both directions (upward
 
and downward). To be sure, a particular description is only valid over
 
the time interval spanned by the measurements. Furthermore, the time
 
series that have occurred to date span intervals that are too short to
 
evaluate the contributions of the diurnal and semidiurnal components.
 
The method of analysis, over the time intervals involved, tends to lump
 
these relatively long periods, together with the actual "prevailing"
 
winds, into the constants CX(0) and CY(O). There are indications,
 
based on the results of the next section, that the semidiurnal winds
 
play an important part in the height range under consideration. It is
 
therefore of interest to obtain observations, and to devise methods of
 
analysis which will make possible the detection of the semidiurnal com­
ponent. This point is discussed further in Section IV. Possible re­
flection mechanisms, which are responsible for the observed phase and
 
amplitude variations are also discussed in the same section.
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III. STATISTICAL ANALYSIS OF WIND DATA
 
Description of the Data
 
Approximately 80 vapor trails have been launched by the GCA Corpora­
tion since 1959. Of this number, 64 trails were launched from Wallops
 
Island. The wind data from 57 Wallops Island trails were judged suitable
 
for statistical analysis. The majority of the selected trails were
 
launched at evening twilight (23) or morning twilight (19). Fifteen
 
trails were launched during the night. Figure 12 gives the number of
 
trails per 1-hour interval as a function of the time of day. It is evi­
dent that the distribution of measurements is weighted towards the twi­
light hours. The significance of this fact will be discussed later.
 
The height interval covered by the trails ranged from a minimum of
 
63 km to a maximum of 220 km. The statistical analysis was performed
 
for the interval from 80 to 190 km since outside of this interval the
 
sample size was less than 8. Figure 13 presents the distribution of -the
 
number of measurements at a given height as a function of height. In
 
the interval between 90 and 150 km the sample size exceeds 30. Between
 
95 and 130 km the sample size exceeds 50. In examining the results of
 
the statistical analysis it is important to bear in mind that the more
 
meaningful conclusions pertain to the interval between 95 and 130 km,
 
where the sample size is largest. In this connection it should be pointed
 
out that this height interval coincides with the range generally covered
 
by nighttime measurements. Outside this range, the sample consists al­
most exclusively of twilight measurements.
 
The seasonal distribution of the data may be described as follows: 
There were 10 "spring" measurements (March 21 to June 20) from 7 dif­
ferent occasions, 20 "summer" measurements (June 21 to September 30) 
from 6 different occasions, 11 "fall" measurements (September 21 to 
December 20) from 7 different occasions, and 16"winter" measurements
 
(December 21 to March 20) from 5 different occasions. In the present
 
context, a series of measurements performed during the same night con­
stitute a single "occasion." None of the nighttime measurements occurred
 
during spring or fall. The seasonal classification is somewhat arbitrary
 
and is intended only as a qualitative description of the seasonal distri­
bution of the data.
 
In order to perform the statistical analysis of the measurements,
 
it was necessary to tabulate the quantities of interest at "standard"
 
values of the height. The "standard" heights are taken as integral and
 
half-integral values up to 10 km, and integral values above 110 km.
 
This tabulation was accomplished by a computer program which, at the
 
same time, produced some degree of "smoothing" of the data, The orig­
inal data was in the form of a table of wind speed and direction at "non­
standard" values of th& height. The "smoothing" was performed by fitting
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five of the original data points to a four-term polynomial, and subse­
quently calculating the 4uantities of interest at the standard heights
 
in the vicinity of the central data point. This method of smoothing the
 
data was selected in order to preserve the detailed structure of the
 
wind profile while avoiding spurious values in the calculation of deri­
vatives.
 
List of Quantities Analyzed
 
X = X-component (eastward) of velocity
 
Y = Y-component (northw &,d) of velocity 
Xl = first derivative of X with respect to height 
M = first derivative of Y with respect to height 
X2 = second derivative of X with respect to height 
Y2 = second derivative of Y with respect to height 
V2 = X(2 + y2=square of the-speed 
VI2 + Y12 square of wind gradient (shear)
= = 12 

V = (X2 + y2)1/2 speed
 
1
VI = (X12 + Yl2) 2 = magnitude of shear
 
CURV = curvature of the wind hodograph
 
The curvature of the wind hodograph is defined in the standard way:
 
(CURV) = (XI Y2 - Y1 • X2)/(XI2 + yl2)3/2 (6a) 
It is negative if the hodograph exhibits a clockwise rotation with in­
creasing height. Further, the curvature has a large numerical value
 
at the "corners!' of a wind hodograph, i.e., where the hodograph changes
 
direction sharply.
 
,LetF represent any one of the qpantities listed above. The
 
s-tatistical analysis of F consists of calculating the quantities
 
AF F.)/N = average value of F
(I 
Fi/N] 1/2 root-mean-square (rms) value of F
RF 2 
SF[R2 2]
1/2 
-
= standard deviation of F.SF 2 
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In addition to the quantities listed above, the following correla­
tion functions were computed:
 
ACXY = RX ' RY) (6b) 
= correlation between X and Y velocity components.
 
ACXlY I Y) d RX--Y (7) 
= correlation between Y component and first 
derivative of X
 
ACYIX Yli)/y R1-R)(8) 
= correlation between X component and first 
derivative of Y.
 
Relation Between Statistical Averages'and Temporal Averages
 
This section contains a description of a simple model of the wind
 
behavior in which statistical averages are interpreted as temporal
 
averages and analytical expressions are derived, from the model, for
 
quantities of physical interest.
 
If the wind velocity assumed purely random values, the statistical
 
description of the velocity field would involve only the determination
 
of average values, rms values, and standard deviations. It is known1
 
however; that the wind behavior in this region exhibits a high degree
 
-of regularity (Ref. 1). In particular, there is evidence that the
 
major portion of the wind energy is of tidal origin. Therefore, despite
 
the fact that the behavior of the winds is complicated by strong non­
linearities, it seems appropriate to interpret the data as a random
 
sampling (in the time domain) of the wind velocity field. The statis­
tical average of a quantity then becomes, effectively, an average over
 
a period. Unfortunately, the sample at hand does not involve measure­
ments over the entire fundamental tidal period (24 hours), since day­
time wind measurements are not available.
 
A further uncertainty results from the fact -that the sample is not
 
evenly distributed in the time interval that the measurements cover, but
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it is weighted toward the twilights. On the other hand, this aspect of
 
the temporal distribution of the data may minimize the presence of the
 
diurnal component in the results because, on the average, morning and
 
evening twilights are separated by 12 hours (half the period of the
 
diurnal component). Thus, the combined contribution of morning and
 
evening twilight measurements tends to cancel the diurnal component.
 
It is convenient to utilize a simple model for the winds in order
 
to facilitate the discussion. In the model chosen, each component of
 
the wind is represented by a constant part (in time) and a part that
 
varies harmonically with frequency a):
 
X = (AX) + 21/2 (SK) cos (nt - DX), Y = (AY) + 2./2 (SY) cos (@t - DY) (9) 
Both the amplitudes (AX, AY, SX, and SY) and the phases (DX and DY) are
 
dependent on the height.
 
We now proceed to equate statistical averages with averages over
 
one period T = 2r/a. Indicating by a bar the temporal average, we have
 
T T
 
x= 4 fdt X(t) = 4 dt L 2't SX cos - DX
 
0 0 
= AX 
and similarly Y .AY. In the same way we find that
 
T 
c)2 a(x) 2 2 1 fdt X(t)2 (AX) 2 + (SX) 
2 
C)2 - 2 2 
0 
2(Ry)= () (AY)2 + (Sy)2" 
The choice of (AX) and (SX) as the amplitudes for the X velocity
 
component now becomes evident, and leads to a simple connection with
 
the statistical averages; namely, the constant component (AX) is equal
 
to the statistical average of X, whereas the amplitude of the harmonic
 
component (21/2 SX) is equal to 212 times the standard deviation of X.
 
An analogous connection exists between AY and SY and the corresponding
 
statistical averages.
 
The next quantity of interest is the correlation between the X and
 
Y velocity components. Proceeding as before, we have
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T
 
AXY = XY - Idt X(t) Y(t) = (AX)(AY) + (SX)(SY) cos (DX -DY),

T 'j
 
0
 
and the correlation function ACXY is given by
 
(DX - DY)
ACXY AXY (AX)(AY) + (SX)(SY) cos 
(RX) (RY) - (RX) (RY) 
More interesting then the correlation function is the phase dif­
ference between the X and Y components, given by
 
cos (x - DY)b  =AXY- - SY) (10)Dx (
cos ) (AX)(AY) 

Before turning to the interpretation of this phase difference, we cal­
culate averages involving derivatives. Indicating differentiation with
 
respect to height by a prime, we have
 
1/2 1/2
X1 = (AX)' + 2 (SX)' cos (pt - DX) + 2 (SX)(DX)t sin (wt - DX) (11) 
AXI = Vt = (AX)' 
and similarly
 
Y, = (AY)' + 21/2 (SY)' cos (t - DY) + 21/2 (SY)(DY)' sin (wt - DY) (12) 
and 
AYI = Y' = (AY)'
 
Two other quantities of interest are ACXlY, the correlation between 
Xl (the derivative of the X component) and Y (the Y component), ACYIX, 
the correlation between YI (the derivative of the Y component) and X 
(the X component). These are calculated as follows: 
2P
 
MXY L 
T 
dt-XI (t) Y(t) 
= (AX)'(AY) + (SX)'(SY) cos 
= (AXI)(AY) + (SX)'(SY) cos 
by Equation (11), and similarly 
T 
AYIX d-fdt Y'(t) X(t) 
0 
- (AYl) (AX) + (SY)'(SX) cos 
(DX - DY) - (SX)(SY)(DX)' sin (DX - DY) 
(DX - DY) - (SX)(SY)(DX)' sin (DX - DY) 
(DX - DY) + (SY)(SX)(DY)f sin (DX - DY) 
(13) 
(14) 
In terms of these functions, the correlation functions are defined as 
ACXlY = 
and 
ACYIX = 
From the definition of X, 
AXIY/[(RXI) 
AYIX/[(RY1) 
- (RY)] 
" (RX)] 
(15) 
(16) 
X= (AX) + 21/2. (SX) cos (cot -bx) (9) 
it is evident that DX specifies the phase of the periodic part of X 
as a function of height. For a traveling wave of constant wavelength, 
(DX) = +kz + 8 (17) 
where8bx is a constant, z is the height and k is the wave number. 
positive sign corresponds to a wave with a positive (upward) phase 
velocity. From Equation (17) it follows that 
The 
(DX)' = k-(18) 
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Hence, the determination of (DX)' allows the calculation of the wave­
length X(= 2A/k). If the wavelength varies with height, the relation
 
of Equation (18) remains valid, except that k is height-dependent, and
 
the corresponding wavelength is the local wavelength. The sign, of
 
course, determines the direction of propagation. From Equations (13)
 
and (14)
 
(DX)I = _ (AXIY) - (AXI)(AY) - (SX)'(SY) cos (DX - DY) (19)(SX)(SY) sin (DX - DY)
 
and
 
(DY)' = (AYlX) - (AYI)(AX) - (SY)'(SX) cos (DX - DY) (20) 
(SX) (SY) sin (DX - DY) 
Discussion of the Results
 
The main body of the results of the statistical analysis of the
 
wind data is presented in graphical form in Figures 14 through 28.
 
Most of the figures contain the results for the height range between
 
90 and 150 km. The height range is extended downward to 80 km and
 
upward to 180 Iom in some of the figures. A high degree of confidence
 
can be placed on the results of the 90 to 150 km range because the
 
sample size is.larger in this region. It may be mentioned at this
 
point that separate statistical analyses were carried out for the
 
summer data and for the winter data. However, because the sample sizes
 
for the seasonal data are small, the results of these analyses are of
 
a qualitative nature at best, and references to them should be regarded
 
as such.
 
Figure 14 is a hodograph of the average winds for the interval
 
80 to 180 km. Figure 15 is a plot of AX, the average eastward compo­
nent, as a function of height. Figure 16 is the plot of AY, the
 
average northward component. The hodograph of Figure 14 indicates
 
that the average wind is directed mainly toward the east and north­
east below about 100 km, and mainly toward the southwest above about
 
110 km. A relatively high-shear region from 100 to 110 km connects
 
the upper and lower regions. This conclusion is also evident from
 
inspection of the separate graphs of AX and AY in Figures 15 and 16.
 
The same general picture emerges from the separate analyses of the
 
winter data and the summer data. The exceptions are that (1) in the
 
summer the northeastward winds below 100 km are stronger than they are
 
for the whole sample, and (2) in the winter the winds are toward the
 
south-southeast between 115 and 155 km, whereas above 155 km they
 
follow the soutwestward trend of the whole sample. This indicates
 
that the behavior of the mean winds is essentially independent of the
 
season in accordance with qualitative observations based on the ex­
amination of hodographs of individual wind measurements.
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Because of the uncertainties contained in the sampling method, it
 
is difficult to interpret the pattern exhibited by the average winds.
 
The most significant uncertainty is due to the fact that a highly dis­
proportionate part of the sample derives from wind data taken at twi­
light. Consequently, it is quite possible that the calculated average
 
winds are not truly prevailing winds, in the sense that they are con­
taminated by contributions from the periodic wind components, especially
 
the 12- and 8-hour components. The values of these components are
 
roughly in phase at evening and morning twilights. Periodic components
 
with periods less than 6 hours contribute very little to the calculation
 
of the average wind.
 
The uncertainties regarding the interpretation'of the average-wind
 
calculation can be reduced by the use of a data sample that is more
 
evenly distributed in time. This is discussed further in Section IV.
 
Figure 17 presents the height profile of the standard deviation,
 
SX, of the eastward wind component. Figure 18 presents the correspon­
ding quantity, SY, for the northward wind component. According to the
 
simple model of the winds described previously, 21/2 (SX) and 2'/2(Sy)
 
are the amplitudes of the periodic parts of the wind components. Both
 
profiles exhibit a well-defined peak at 107.5 km. A minor peak occurs
 
at 102.5 km for SX, and at 97.5 km for SY. In both profiles the wind
 
amplitude increases rapidly between 90 and 107.5 km. Above the 107.5­
km peak, the two profiles differ. The eastward component, SX, has a
 
rather broad minimum between 110 and 115 km, and remains essentially
 
constant from 122 to 150 km. The northward component, SY, has a very
 
broad minimum centered at about 125 km, and remains essentially constant
 
.from 140 to 150 km. On the whole, SX exceeds SY by 10 to 20 percent.
 
Because the data sample is weighted toward the twilight hours,
 
there is some uncertainty also about the values of SX and SY, but it
 
can be shown that this uncertainty does not affect SX and SY as much
 
as AX and AY. This point is discussed further in Section IV.
 
Figures 19a and 19b present the phase difference (DX - DY) between 
the X and Y velocity components for the height intervals 80 to 140 km 
and 130 to 180 km, respectively. The phase difference was calculated 
from Equation (10) which determines the cosine of (DX - DY). Since 
cos(a) = cos(-a), Equation (10) does not determine the sign of (DX - DY). 
Nevertheless, this sign has been taken to be positive for two reasons: 
(1) Because of the Coriolis effect, the horizontal-wind vector at a
 
fixed height rotates clockwise (in time) as seen from above (for the
 
Northern hemisphere). This fact, which has been conclusively verified
 
by observation, implies that the X (eastward) wind component attains
 
its maximum after the Y (northward) component attains its maximum.
 
Since the phases DX and DY are proportional to the time at which the
 
maximum X and Y values are attained, it follows that (DX - DY) must be
 
positive. (2) It can be inferred directly from the values of the cor­
relation functions ACXlY and ACYlI , which are discussed below, that
 
CDX - DY) is positive. 
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From Figure 19a, it can be seen that (DX - DY) is centered at 97
 
degrees in the height range 90 to 130 km. About 70 percent of the
 
(DX - DY) values in this interval fall within +4 degrees of 97 degrees.
 
This result indicates, first of all, that the X and Y velocity compo­
nents are strongly correlated at any fixed height. Moreover, this
 
correlation persist throughout the height range. Finally, the value
 
of the phase difference is precisely what one would expect if the
 
Coriolis effect is a dominant feature of the wind motion, namely that
 
the wind vector rotates clockwise with constant angular frequency,.
 
and that the X component lags the Y component by 90 degrees. The strong
 
influence of the Coriolis effect implies, in turn, that the periods of
 
the wind oscillations are comparable in magnitude to the Coriolis period,
 
which is approximately 19 hours for the latitude of Wallops Island.
 
Figure 20 presents the correlation functions ACX1Y and ACYIX, which
 
were defined by Equations (13) through (16). It will be recalled that
 
ACX1Y is the correlation between X', the vertical derivative of the X­
wind component, and Y, the Y-wind component. To clarify the signifi­
cance of these correlation functions, we simplify the defining equations
 
by assuming that the wind consists exclusively of a periodic component
 
of constant amplitude. Then the correlation functions reduce to the form
 
ACXlY = -1 sin (DX - DY) (21) 
and
 
ACYIX = 1ja 1- sin (DX - DY) (22) 
From these equations it is evident that the sign of the correla­
tion function ACXlY is determined by the sign of (DX)' and the sign
 
of (DX - DY), and similarly for the sign of ACYIX. It is known from
 
observation, as well as on theoretical grounds, that the periodic wind
 
components have downward phase propagation. This implies, with the
 
aid of Equations (17) and (18), that
 
(DX)' = - (DX)1! , (DY)' - !(DY)'I 
Thus, ACXIY has the same sign as (DX - DY), whereas the sign of ACYIX
 
is the opposite of the sign of (DX - DY). Figure 20 indicates that
 
ACYIX is negative between 90 and 130 km, whereas ACXIY is positive. It
 
follows, therefore, that (DX - 4Y) is positive, as was assumed above.
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Conversely, one may assume that (DX - DY) is positive and, reversing
 
the logical argument presented above, arrive at the conclusion that the
 
periodic components have, on the average, downward phase propagation. The
 
direction of phase propagation is generally opposite to the'direction of
 
energy propagation. The statistical analysis thus implies that, on the
 
average, energy propagates upward.
 
If the physical interpretation outlined above is correct, it can be
 
shown that the curvature of the hodograph, as defined by Equation (6a),
 
must be negative. Figure 21 shows that the curvature values between 90
 
and 130 km are centered at -2 x 10-2 seconds/meter. The sign of this
 
value confirms the arguments given above. The magnitude of the curva­
ture implies that the amplitude of the periodic components is about 50
 
meters/second, which is also consistent with the statistically-determined
 
amplitudes.
 
Figure 22 presents AV, the average value of the speed. The peak at
 
107.5 km, mentioned in connection with the discussion of SX and SY, is
 
evident in this figure as well. There is a general increase with height
 
in the average speed. It amounts to about 0.87 meters/second/kilometer
 
above 115 kIn, and to about 2 meters/second/kilometer below 106 km. In
 
between these limits, the amplitude of AV decreases.
 
Figure 23 presents AVSQ, the average value of the square of the speed.
 
This quantity represents the average kinetic energy per unit mass. There
 
is a rapid increase up to 107.5 km, at which point the AVSQ curve begins
 
falling off sharply. Above 120 km the AVSQ curve starts rising again,
 
but at a rate substantially lower than the rate found below 107.5 km.
 
Figure 24 is a plot of the average kinetic energy density 2p V2>
 
as a function of height. This quantity is obtained by multiplying the
 
square of the speed by p, where p is the density as tabulated in the
 
1962 U.S. Standard Atmosphere. Apart from the peak at 107.5 km this
 
curve is essentially the same as, but smoother than, the similar curve
 
presented in Reference 1. From Figure 24 it can be seen that the average
 
kinetic energy density decreases by four orders of magnitude between 80
 
and 190 km. The rate of decrease appears to be more gradual above 130 km.
 
Figure 25 presents the average shear for the X component (AXI) and
 
for the Y component (AYI). According to the model outlined previously,
 
these quantities are expected to equal the derivatives of the prevailing
 
components AX and AY, respectively. A qualitative comparison between
 
Figure 25 and Figures 15 and 16, which present AX and AY, shows that
 
this expectation is born out quite well. On the whole, the values.of
 
AXI and AYI are quite small, keeping within the limits of +2 meters/
 
second/kilometer above 115 kan. Figure 26 presents the average shear
 
(AVI) defined by the equation
 
(AV)= 1/2
 
i
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The value of (AVI) is 3 to 5 times larger than the values of (AMI) and
 
(AYI). This fact is discussed in Section IV. Figure 27 presents the
 
average of the square of the shear, defined by the equation
 
2 +1
 
i
 
This quantity is needed for the calculation of the average rate of dis­
sipation of kinetic energy, given by n times AVlSQ, where tl is the co­
efficient of dynamic viscosity, calculated from the expression (U.S.
 
Standard Atmosphere, 1962)
 
10-5 
= 1.458 x T3/2/(T + 110.4)] gm/sec/cm­
where T is the absolute temperature. The average rate of viscous dis­
sipation of the kinetic energy density (ergs/cm6 '/sec) is plotted in
 
Figure 28, in which the results of the statistical calculation are
 
plotted as points. In addition, a hand-smoothed curve has been drawn
 
in order to facilitate the reading of the results. Figure 28 indicates
 
that the rate of dissipation is relatively high between 85 and 110 km.
 
At 100 ha, for example, the kinetic energy dissipated in one day-equals
 
the average kinetic energy content at the height. Between 100 and 110
 
kim the kinetic energy dissipated in one day exceeds the average kinetic
 
energy content. Below 100 km, this situation is reversed. The physical
 
implications of these results are discussed in Section IV.
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IV. 	THEORETICAL INVESTIGATIONS AND SUGGESTIONS
 
FOR CONTINUED OBSERVATIONS
 
General
 
In this section, the results of the analyses described in Sections
 
II and III are discussed in some detail, with emphasis on the physical
 
meaning of the results. At the end of this section, suggestions for
 
the direction of future observational and theoretical work are presented.
 
The investigation of the temporal variation of winds can be pursued
 
in two ways. The first involves the detailed analysis of the temporal
 
evolution of the winds over a time interval of several hours. The material
 
in Section II falls into this category. The second involves the statisti­
cal analysis of wind data obtained on diverse occasions, as illustrated by
 
the material in Section III. In both cases the discussion and the physical
 
information drawn from it are closely tied to the observations. It is felt
 
that this approach to an understanding of the behavior of upper atmospheric
 
winds is more fruitful than an axiomatic approach that is based on theore­
tical arguments alone.
 
The basic difficulty encountered in the interpretation of the observed
 
winds is that their behavior is essentially nonlinear. A detailed discus­
sion of the nature of this nonlinearity was given in Reference 1 as well as
 
in the Final Report under Contract NAS5-3970. In the absence of an adequate
 
nonlinear theory, however it becomes necessary to analyze the wind data in
 
terms of quasi-linear concepts. It should be borne in mine, therefore, that
 
although these concepts lead to a satisfactory qualitative understanding of
 
the winds, a satisfactory quantitative description can result only from a
 
fully developed nonlinear theory.
 
The following points are emphasized in this section: Reflection of
 
tidal oscillations from various levels of the atmosphere, the propagation,
 
reflection, and dissipation of tidal energy, and the detailed characteris­
tics of individual tidal components. These are discussed in terms of the
 
linear tidal theory, and the results of Sections II and III.
 
Energy Propagation (Linear Theory)
 
According to the linear tidal theory, the variation with height- of
 
all quantities of interest is determined by the function y [in the nota­
tion of Siebert (Ref. 3)] which satisfies the differential equation
 
d2 + k2y 	 = 0 (23)

2d 
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where t is the reduced height, and
 
k2 
 + 1 Y 1-+ 	 (24) 
where 	 H scale height
 
h "equivalent depth" of the particular tidal component
 
y 1.4 = ratio of specific heats
 
z = height in real space
 
The following well-known properties (Ref. 3) of the solutions of
 
Equation (23) are useful in the following discussion. When k2 is posir
 
tive, the solutions of Equation (23) are oscillatory in nature. The
 
local wavelength (which is in general height-dependent) is given (in
 
kilometers) by
 
2i-	 (25) 
When k2 is negative, the solutions of Equation (23) are given in terms
 
of (essentially) increasing and decreasing exponential functions.
 
In general, the solution of Equation (23) is written as a combina­
tion of two solutions, one of which is associated with upward phase
 
propagation and the other with downward phase propagation. It is a
 
simple matter to show that the direction of phase propagation is oppo­
site to the. direction of energy propagation. The net upward energy
 
flux is determined by the relative magnitudes of the amplitudes of the
 
downward- and upward-propagating solutions of Equation (2j). These in
 
turn, are determined solely by the boundary conditions imposed at the
 
lower and upper limits of the height interval of interest.
 
It is evident from the preceding remarks that the linear tidal
 
theory can accommodate without difficulty the combination of upward­
and downward-propagating components. The difficulty arises in connec­
tion with the energy flux. The linear theory prescribes that the
 
energy flux remains constant with height. Hence, it is impossible, on
 
the basis of the linear theory, to investigate the reflection of energy
 
flux at various levels. As a consequence, the decrease of the kinetic
 
energy density with height, shown in Figure 24, cannot be explained at
 
all by the linear theory.
 
The proof of the statement that, in the linear theory, the energy
 
flux remains constant proceeds as follows. In the linear theory, the
 
vertical energy flux is equal to p'w, where p? is the first-order pres­
sure variation, and w is the vertical component of the wind. In terms
 
of the solutions of Equation (23), tfis quantity is proportional to (Ref. 3)
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F _=ImQ* df) (26) 
where y is the complex conjugate of y and Im(A) indicates the imaginary
 
part of A. From Equation (23), the vertical variation of the energy flux
 
is proportional to
 
Y* d2]dF = Im d + 
det I d dft+ 6jj2 
= Im [dy dj - k2 y* y] (27)
 
Each term within the brackets of Equation (27) consists of the product
 
of a quantity times the complex conjugate of the same quantity. Thus,
 
the quantity within the brackets is real, and hence its imaginary part
 
vanishes. Accordingly
 
dF
 
-= 0 (28)
dE.
 
as stated above. This result remains valid even when several tidal modes
 
are present simultaneously, in the sense that, averaged over 24 hours,
 
the upward flux does not change with respect to height. Thus, the linear
 
theory allows energy to accumulate in different height ranges, depending
 
on the time of day, but on the average it does not allow,the reflection
 
or accumulation of energy at any one level. A second-order theory is
 
necessary to explain realistically the mechanics of energy propagation
 
and the average energy density profile shown in Figure 24. Such a theory
 
is suggested as one of the objectives of future theoretical investigations.
 
Energy Propagation (Rigorous Result)
 
The equations pertaining to the energetics of the region can be
 
derived from the equations of motion, the equation of continuity, and
 
the pertinent thermodynamic relations (Ref. 4). These equations are
 
I [P(L 2.K g)] tp12 2 ±-gz 11u.La- KV] (29) 
and
 
pT[a+ .V = (-Tu x+k +V (KVT) (30) 
i,k
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where p =,density
 
u velocity vector
 
e internal energy per unit mass
 
g gravitational constant
 
t = time 
z height 
p pressure
 
K coefficient of thermal conduction 
T temperature
 
s = entropy per unit mass 
1 coefficient of dynamic viscosity
 
xii = 1,2,3 = coordinates 
uii = 1,2,3 = velocity components, and 
-= the viscosity stress tensor, defined by the equation
 
6Ui uk 2 
ik= L- . 5ik V (31) 
ik xk x3 1k
 
Equation (29) has the following meaning. The rate of increase of the
 
local energy density is equal to the rate of convergence of energy flux.
 
Equation (30) states that the rate of increase of the local heat content
 
per unit volume is equal to the sum of the rate of viscous dissipation
 
of kinetic energy and the divergence of thermal flux.
 
Let us now calculate the temporal average of these two equations.
 
The temporal average implied can be either of two types. If the quan­
tities involved are periodic, the average is to be taken over the funda­
mental period. If the quantities involved vary randomly, the average
 
is to be taken over a long time within which the random samplings were
 
taken. In either case, the left-hand side of both Equations (29) and
 
(30) vanishes under the averaging process. The net result is repre­
sented by the equations
 
- • [pi u2 + e pp + gz) -u • o - KVT=0 (32) 
1 X u+2 + v (VT) = 0(33) 
i~k
 
where a bar indicates the temporal averaging process. These equations
 
state, respectively, that on the average (1) the convergence of energy
 
flux of all forms vanishes, and (2) the rate of viscous dissipation of
 
kinetic energy is balanced by the divergence of thermal flux. By elimi­
nating the thermal flux between the two equations, we obtain the result
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V) I Oui k 
J UiL u + e+ PIP-I+ z)g72IAT + 0 (34) 
which states that the convergence of energy flux is balanced by the rate
 
of viscous dissipation of the kineticenergy density. If the time
 
averages are equated to statistical averages, as described in Section III,
 
a meaningful comparison can be made between the two averages shown by the
 
last equation. Unfortunately, the first term cannot be calculated from
 
the observed quantities, because the pressure, density, and the vertical
 
wind component are not observable quantities. On the other hand, in the
 
linear theory both terms of Equation (34) vanish. In this instance, as
 
well, a second-order theory is needed to provide a meaningful physical
 
interpretation of the observations.
 
Attempts have been made to explain the average kinetic energy density
 
profile of Figure 24 in.terms of'viscous dissipation, involving molecular
 
viscosities (above 110 km) and turbulent viscosities (below 110 km) (Ref. 2).
 
These attempts are based on the ad hoc assumption that
 
P u2)j u. + 2 (35) 
i'k 
where the bar indicates the statistidal average. It is difficult to
 
see how such an equation can lead to a meaningful conclusion, for two
 
reasons.
 
(1) It is inconsistent with the rigorously-derived energy-balance
 
equations.
 
(2) By any conceivable interpretation, the statistical average on
 
the left is identically zero. The conclusion, derived on the basis of
 
this equation, -that turbulent viscosities, exceeding molecular viscosi­
ties by an order of magnitude, prevail below 110 km must also be re­
garded with caution.
 
Statistical Results
 
Section III presented the results of the statistical analysis of
 
all the available data from Wallops Island. These results were inter­
preted on the basis of a simple model together with arguments pertain­
ing to the equivalence between statistical averages and temporal averages.
 
In connection with this equivalence, it was pointed out that the data
 
sample used was not uniformly'distributed over a day, but was instead
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concentrated about the twilight hours. The nature of this distribution
 
casts some uncertainty on the physical interpretation of the statisti­
cal averages, primarily on the average values AX and AY, of the east­
ward and northward wind components, respectively. A preliminary investi­
gation of the effects of the unbalanced temporal distribution indicates
 
that (1) a more balanced distribution is necessary to justify the straight­
forward interpretation of statistical averages discussed in Section III,

.and (2) the unbalanced distribution, when properly accounted for, can be
 
exploited to furnish very useful informat$on. These points, and particu­
larly the second, are discussed below.
 
As in Section III, but with different notation, the velocity compo­
nents are expressed as the combination of a part which is constant in
 
time and a part which varies periodically with time:
 
F(t) = Fo + FI cos (cot - D) (36)
 
where Fo, Fl; and 1lare height - dependent, and F represents either
 
velocity components. In Section III the temporal average used involved
 
the integral of Equation (36) over a period T = 2,t/. For the present 
purposes, a different averaging procedure is considered. First, the
 
average over a period is replaced by the integral
 
dt F(t) g(t)
 
dt g(t)= i (37) 
where g(t) is a weighting function that represents the actual distribu­
tion of the data sample over a day, as shown for example in Figure 12.
 
Before this temporal average is equated t6 the statistical average, a
 
second averaging process must be talcen into account. This averaging
 
involves the phase, D, of the periodic component. It was assumed im­
plicitly in Section III that the value of D for a specified height was
 
the same for the entire data sample, regardless of season or any other
 
perturbing influence. However, it is more reasonable to assume that D.
 
has some average value D, about which it is normally distributed, ac­
cording to the probability function
 
P(D) = -1/ (282_-i/2 exp - [(D _ )2/(2S2)j (38) 
where S is the standard deviation of D. These two averaging processes
 
have the following effect on F:
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dt F(t) g(t) = F +0 Qtt FC]COS (D (39) 
where Qt is a positive factor less than unity and a is a phase shift
 
introduced by taking the weighted average over time. Averaging over
 
the distribution of phases as well produces the result
 
JdD P(D) dt g(t) F(t) = FO + [exp (-S 2/2)] Qt cos (D - a) (40) 
It is this quantity that must be equated to the computed statistical
 
average:
 
AF = F + [exp (-S 2/2)] Qt cos (D - a) (41) 
In contrast to Section III it is seen that the contribution of the
 
periodic component to AF does not vanish. It is interesting to ob­
tain a quantitative estimate of this contribution. Based on the tem­
poral distribution of measurements shown in Figure 12, which applies
 
to the 95 to 130-km region, the factors Qt and the phase shifts a have
 
been calculated assuming that the period of the periodic component is
 
24, 12, 8, 6, 4.8, 4, and 3 hours. The numerical results are shown in
 
Table 2
 
TABLE 2
 
VALUES OF Qt AND a FOR VARIOUS PERIODS 
T (hours) 24 12 8 6 4.8 4 3
 
Qt 0.34 0.47 0.34 0.29 0.33 0.01 0.03
 
a (degrees) -15 164 -4 8 -75 147 143
 
It can be seen that substantial portions of the first five harmonics
 
survive the time-averaging process. To estimate the attenuation fac­
tor due to the distribution of phases D, we adopt the following line
 
of reasoning. The variation in phase, AD, at a fixed height due to
 
seasonal and other perturbations, is equivalent to the change in
 
height, sz, required to restore the phase to the average value D.
 
Accordingly, from the definition of D and Equation (18)
 
D = 2g (42) 
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For a quantitative estimate, it is reasonable to equate the standard de­
viation S to the value of AD appropriate to a 6z of half a scale height:
 
S = ifHiX (43) 
The wavelengths of the dominant modes of the diurnal, semidiurnal, and
 
terdiurnal tides can be computed for the linear tidal theory from
 
Equations (23) and (24) and the U.S. Standard Atmosphere (1962). At
 
115 km, which is roughly at the center of the height range under con­
sideration, the wavelengths and attenuation factors (exp -S2/2) for
 
the first three harmonics are given in Table 3. It can be. seen from
 
Tables 2 and .3 that only about 10 percent of the diurnal periodic com­
ponent remains after the averaging described above whereas about 45
 
and 34 percent, respectively, of the semidiurnal and terdiurnal cow­
tributions survive the averaging process. It must be concluded, there­
fore, that the statistical averages AX and AY, shown in Figures 15 and
 
16, contain substantial contributions from the semidiurnal and .terdiur­
nal tidal components. This fact can be explored to-yield information
 
about these components.
 
TABLE 3
 
WAVELENGTHS AND ATTENUATION FACTORS
 
T (hours) 24 12 8
 
X (km) 21 87 138 
Attenuation Factor 0.37 0.94 0.98
 
Suggestions for Further Investigation
 
The straightforward part of the statistical analysis of the data
 
from Wallops Island has been completed. The interpretation of this
 
analysis, outlined in Section III and in the present section has demon­
strated that the statistical results contain a wealth of information
 
which can be extracted provided proper methods are applied. It is
 
suggested that this analysis be extended, by the*use of a more sophisA
 
ticated model, involving more than one periodic component. It is ex­
pected that this analysis will yield the wavelengths, amplitudes and
 
phases of the semidiurnal and terdiurnal tidal components. Once these
 
important components are isolated and subtracted from the total wind,
 
the analysis can focus on the other components. To accomplish this
 
purpose, it may be necessary to redo the statistical analysis by using
 
that part of the sample which optimizes the stated objective.
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The results that are expected to emerge from the statistical anal­
ysis described above are of particular importance to the methods of
 
analysis applied to the time series. Specifically, the removal of the
 
long-wavelength semidiurnal and terdiurnal components will make it
 
possible to study the behavior of short-wavelength components (such as
 
the diurnal component) and components with short periods.
 
Two other methods are suggested for the analysis of data from time
 
series. The first method involves the removal of short-wavelength com­
ponents from each wind profile by the calculation of running means over
 
an -appropriate height interval. The resulting profiles can then be sub­
jected to a (temporal) harmonic analysis in order to study the behavior
 
of the long-wavelength components. The second method involves the re­
moval of short-period components by averaging the data from a time
 
series over 3 or 4 hours and performing a harmonic analysis on the re­
sultant data. It should be emphasized that the quality of the results
 
is determined by the time interval spanned by a time series. It is
 
highly desirable that the time interval be long enough to allow the
 
study of the 12-hour component, which has been demonstrated to play a
 
major role in the winds at these heights. It has been found that one
 
and one-half hours is about the maximum allowed interval between measure­
ments in order to provide a continuous representation of the data. In
 
order to optimize the utility of the observational resources, it is
 
recommended that a series of nine trails be launched over a 12-hour
 
period.
 
The data utilized in the statistical analysis was obtained from
 
Wallops Island. Wind data are also available from other sites whose
 
geographic latitudes are sufficiently close to the latitude of Wallops
 
Island. The differences in longitude can be accounted for by a suit­
able adjustment of the time of the measurement. It is recommended
 
that data from these sites be incorporated in future statistical anal­
yses.
 
Some of the results referred to previously can have a proper
 
theoretical interpretation only outside the limits of a linear theory.
 
It is suggested that a second-order theory, i.e., a theory that takes
 
into account to first-order the interaction of each periodic component
 
with itself and vith the other periodic component, be formulated to
 
explain the observations.
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APPENDIX A
 
Winds from the series of vapor trails during February 1968 are
 
presented in hodograph form.
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