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1 Introduction
Faster innovation cycles and the increasing complexity of electrical devices necessitate their
simulation. Nowadays engineers design new devices on desktop computers thus reducing
the construction of prototypes to a minimum.
Such virtual prototyping consists of several steps: the engineer draws the geometry of
a particular device (e.g. a transformer) using a computer aided design tool. He assigns
material data and boundary conditions. Then he carries out a simulation to verify that
his device is adequate for its purpose. For example the engineer might be interested in the
behavior of a transformer after connecting it to the electric power network. The power
network supplies energy and this excites the device. Now, to predict the performance
of it, the physical quantities must be computed by solving differential equations for the
given excitation, e.g., the time-varying currents and voltages. Typically, the corresponding
simulation in time domain (‘time-integration’) is computationally very expensive because
millions of equations must be solved repeatedly at various time points.
The main goal of this treatise is to develop methods speeding up those simulations.
The idea behind it is trivial: different parts of a given problem are not equally important.
For example the simulation of a power plant is not necessary to predict the behavior
of a transformer plugged into an electric socket. Thus some effects can be neglected or
simulated by simpler models, while other problem parts are crucial and thus need models
of higher quality. Obviously, higher quality automatically implies higher computational
costs.
This treatise deals with the coupling and simulation of device models of different quality
and scales, in other words multirate methods are applied to a hierarchy of multiscale
models.
1.1 Multiscale and Multirate
Coupled multiscale problems are a challenging task for time integrators: the intrinsic time
rates of subsystems can differ by several orders of magnitude. Some effects are very fast,
while other are very slow. Furthermore the type of the equations can be different, i.e., their
symmetry and definiteness. For example Figure 1.1a shows an electric circuit modeled by
differential-algebraic equations (DAEs), where a part is refined by a magnetoquasistatic
field model using partial differential equations (PDEs). The simulation of the resulting
PDAE model is often denoted as mixed mode simulation. In the example here, the voltages
are only pulsed in the circuit part but slow and sinusoidal in the field part, Figure 1.1b.
Due to the different approaches, i.e., network and space discretization, the underlying
equations are different in shape, the circuit system is non-symmetric and typically tackled
by direct solvers, while the field is symmetric and solved by iterative methods.
Standard time-integration is inefficient for those problems and thus tailor-made ap-
proaches are presented in this thesis: bypassing and cosimulation. Cosimulation in partic-
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Figure 1.1: Introduction to multirate. Example configuration (a) and multirate behavior in
example (b), see [118].
ular allows for multirate and multimethod, but the presence of algebraic constraints can
handicap higher-order integration and may cause divergence. In this treatise it will be
shown that the stability and convergence of a cosimulation can be verified by analyzing
the coupling interface. The design of the coupling interface is crucial: it determines the
convergence speed and may or may not support multirate time-integration.
In problems with different time-scales the representation of the slow subsystem by a re-
duced order model for as many time steps as possible is advantageous, because the weaker
the coupling, the more efficient the cosimulation. For example in most magnetoquasistatic
applications a lumped linear inductance model extracted from the field equations is suf-
ficient to reflect the device characteristics for a reasonable time span. The nonlinearity
of the inductance due to magnetic saturation can be slowly resolved in time because of
the inertia of energy transport. Thus this treatise proposes to solve a network problem
consisting of entirely lumped models and fit the parameters on the fly by an outer iteration
with PDE device models, Fig. 1.2b.
For that the cosimulation approach is adapted and sufficient conditions for stability
and convergence are derived and the convergence rate is well understood. The parameter
coupling approach is rather general and can be applied to any DAE-DAE problem and
thus a second example from electrical engineering is given: an electric circuit coupled to a
semiconductor model.
1.2 Related Works
Since [70] the strongly coupled time-transient simulation of the field/circuit problem has
become an established methodology, [82, 132]. Different approaches have been combined:
the field subsystems were discretized e.g. by finite elements or the finite integration tech-
nique and the circuit has been represented by different formulations, e.g. loop or nodal
analysis, [137, 46, 15]. For the coupling different conductor models were proposed, e.g.
the stranded and solid conductors, [14, 49, 40]. Some of those results are already avail-
able in text books, e.g. the 2D coupling for stranded conductors is discussed in [111].
Furthermore the properties of the coupled system have been studied, [131]. Higher order
time-integration, [101] with adaptive step size control, [28] and the different fixed point
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iterations to solve the nonlinear system (Newton-Raphson, successive substitution etc.),
are state of the art, [102], [100]. There has been extensive research on linear solvers, either
direct or iterative, in particular conjugate gradients, [110] and multigrid, [95], [107].
Domain decomposition and in particular substructuring methods were applied to both
the field and circuit problems to reduce their complexities, e.g. [3, 130]. Similarly the
elimination of the circuit equations by Schur complements was proposed in [84] and vice
versa the elimination of the field equations in [134].
At the same time cosimulations based on source coupling were developed, [14]. The more
advanced approaches [80, 143] deployed reduced inductances for the inductive coupling
and this was further enhanced in [85, 86]. They applied several time-steps in the circuit
subsystem, while only one time step in the field part. This was a first multirate technique
for the field/circuit problem, but it suffers from bad stability properties, because each
subsystem was only solved using once without error control. Dynamic iteration schemes are
superior when they solve the subproblems iteratively and exchange coupling information
in each sweep, [88, 141]. This improves the overall convergence order of the method, see
Fig. 1.2a. The convergence of these schemes is well understood in the case of ordinary
differential equations, [97, 27]. Additional algebraic constraints are known to endanger
convergence, [76, 5]. Dynamic iteration has been traditionally applied in circuit simulation,
but was also applied to multiscale problems, e.g., for the coupling of semiconductors and
circuits, [62, 7, 51].
1.3 Overview
The focus of this thesis is the efficient time-transient simulation of device/circuit coupled
problems by exploiting properties of the multiscale models (time scales, symmetries etc).
Several methods are proposed in this thesis, but the cosimulation is the most natural
choice. One has the opportunity to freely choose different methods for each subproblem.
On the other hand cosimulation requires more analysis of the problem formulation and the
interfaces.
The structure of the work is as follows: the next chapter introduces the electromagnetic
field problem. The quasistatic approximations to Maxwell’s equations are recapitulated
and the space discretization is briefly discussed. Maxwell’s equations are the foundation
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of the multiscale models that are derived in Chapter 3. It is subdivided into Section 3.1
on electric network modeling, Section 3.2 on magnetoquasistatic devices and finally Sec-
tion 3.3 that recapitulates the drift-diffusion model of a semiconductor. The results in
those Sections are standard, although Section 3.2 contains some new aspects from [118, 8].
Chapter 5 is the core of this thesis. It starts with a brief summary of numerical time-
integration (Section 5.1). In the following Section 4 the time-discretization properties of the
field/circuit coupled problem are analyzed using the differential-algebraic index concept.
The section is based on a recent publication compiled in cooperation with Sascha Bau-
manns and Andreas Bartel, [8], but also includes results from material that was presented
at SCEE 2008, [117]. Section 5.2 discusses a new multirate technique based on standard
time-integration: the field subsystem is reduced by Schur complements and updated ac-
cording to its energy-level. This approach was presented at SCEE 2010 and was devised in
collaboration with Andreas Bartel and Herbert De Gersem, [116]. The cosimulation stabil-
ity and convergence theory for general index-1 DAEs is presented in Section 5.3. It utilizes
results from [7], but features the multi-window propagation of splitting errors in dynamic
iteration schemes, similarly to [5]. Furthermore important special cases are studied with
more rigor. The dynamic iteration schemes are applied to the field/circuit (Section 5.3.5)
and semiconductor/circuit coupled problems (Section 5.3.6). The convergence theory and
its application are the result of a collaboration with Andreas Bartel, Markus Brunk and
Michael Gu¨nther, [9]. The multirate coupling in Section 5.3.5 is developed together with
Herbert De Gersem and was presented at Compumag 2009 and EPNC 2010, [118]. Fur-
thermore some of the convergence studies for the semiconductor case in Section 5.3.6 were
presented at SCEE 2010, [1]. In Section 5.4 a domain substructuring approach is discussed
that exploits the particular structure, i.e., linear/nonlinear and conductive/nonconductive
domains, of the eddy current problem. The method was presented at IGTE 2010 in col-
laboration with Markus Clemens, Andreas Bartel and Herbert De Gersem, [36].
Chapter 6 shows the significance and practicability of the various results and methods:
the index-2 time-integration of a magnetostatic device model (Section 6.1), the multirate
bypassing of a magnetoquasistatic transformer model (Section 6.2), the cosimulation of
both MQS and semiconductor devices coupled to circuits (Section 6.3.1 and 6.3.2), and
finally the domain substructuring approach is applied to 2D and 3D transformer models
(Section 6.4). With the exception of the semiconductor/circuit cosimulation all the ex-
periments were performed using the software FIDES (within Octave/CoMSON DP). The
numerical results for the semiconductor problem were obtained by Markus Brunk using
Matlab, [9]. The thesis closes with conclusions in Chapter 7.
4
2 Electromagnetism
2.1 Maxwell’s Equations
Electromagnetic phenomena are described on the macroscopic level by Maxwell’s partial
differential equations, [93]
∇× ~E = −∂
~B
∂t
, ∇× ~H = ∂
~D
∂t
+ ~J , ∇ · ~D = ρ , ∇ · ~B = 0 , (2.1)
where ~E = ~E(~r, t) is the electric field strength, ~B = ~B(~r, t) the magnetic flux density,
~H = ~H(~r, t) the magnetic field strength, ~D = ~D(~r, t) the electric flux density, ρ = ρ(~r, t)
the electric charge density and ~J = ~J(~r, t) is the electric current density. All quantities
depend on space ~r ∈ Ω and time t ∈ I. These equations are related to each other by the
additional material relations
~D = ~~ε ~E, ~J = ~~σ ~E, ~H = ~~ν ~B, (2.2)
where the permittivity ~~ε = ~~ε(~r), conductivity ~~σ = ~~σ(~r) and reluctivity (inverse perme-
ability) ~~ν = ~~ν(~r, || ~B||2) are rank-2 tensors. All field quantities can be expressed by the
magnetic vector potential (MVP) ~A : I ×Ω→ R3 and its integration constant, the electric
scalar potential ϕ : I × Ω→ R
~B = ∇× ~A and ~E = −∂
~A
∂t
−∇ϕ. (2.3)
The magnetic flux density ~B defines the magnetic vector potential ~A only up to a gradient
field. For a unique solution an additional gauging condition is required, e.g. Coulomb’s
gauge ∇ · ~A = 0.
The engineering applications in this treatise are either in the high or low frequency
regime. This allows us to consider approximations to Maxwell’s full set of equations for
special frequency ranges, [71].
Assumption 2.1 (Quasistatics). We assume that the problems considered in this treatise
are either
i) magnetoquasistatic (MQS), i.e., ∂
~D
∂t
= 0
ii) electroquasistatic (EQS), i.e., ∂
~B
∂t
= 0
iii) static, i.e., both assumptions i) and ii)
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Assumption 2.1 i) and inserting Maxwell’s equations into each other, starting from
Ampe`re’s law, i.e., the second equation of (2.1), gives the magnetoquasistatic approxi-
mation, [71]
~~σ
∂ ~A
∂t
+∇×
(
~~ν∇× ~A
)
= −~~σ∇ϕ. (2.4)
This curl-curl equation is of parabolic type, but if we further disregard changes in the
magnetic field (Ass. 2.1 iii), we end up with the magnetostatic approximation
∇×
(
~~ν∇× ~A
)
= −~~σ∇ϕ (2.5)
which is an elliptic problem. From the electric permittivity material law and Ohm’s Law,
i.e., the first two material relations of (2.2) and using the assumption of statics (Ass. 2.1
iii) one deduces the electrostatic approximations
−∇ ·
(
~~ε∇ϕ
)
= ρ and −∇ ·
(
~~σ∇ϕ
)
= 0 , (2.6)
that are elliptic equations of Poisson’s type, [71]. The formulations above are not the only
possible choice. There are other formulations (e.g. [18]) based on various quantities. Those
are not used in the following.
2.1.1 Boundary and Initial Conditions
Maxwell’s Equations (2.1)-(2.2) are defined on an infinite space. In our device simulations,
we are only interested in the solution on a finite domain whose center is given by a device:
Assumption 2.2 (Computational domain). The computational domain Ω is a simply
connected polyhedral domain with the boundary Γ = ∂Ω¯.
This truncation is reasonable for our parabolic and elliptic PDEs if the boundary is
sufficiently far from the center, i.e., the device. This can be enforced by extending the
computational domain using a sufficiently large region of air around the device. In MQS
problems, the magnitude of the magnetic flux decays rapidly outside of the device towards
the boundary. The rule of thumb commonly given in the literature recommends a distance
from the center to the outer boundary to be at least five times the radius of the device,
[30].
The boundary conditions (BC) are given at the geometrical borders Γ of our truncated
problem and they model the behavior in the outside world. Furthermore, they can be used
to model symmetries.
Assumption 2.3 (Boundary conditions). The boundary is either of Dirichlet (dir), Neu-
mann (neu) or anti-periodic ( anti) type:
Γ = Γdir ∪˙ Γneu ∪˙ Γanti .
The choice of the BCs depends on several restrictions: on one hand at least one boundary
must be defined as a Dirichlet type to yield a uniquely solvable problem, [105]. On the
6
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(a) Dirichlet (b) Neumann and Dirichlet (c) anti-periodic
Figure 2.1: Boundary conditions and flux lines. (a) Dirichlet condition imposed on left and
bottom boundary, (b) Neumann condition on left and Dirichlet on bottom boundary, (c) anti-
periodic conditions on both boundaries.
other hand the circuit coupling, as discussed in Section 3.2, adds further constraints. In
the case of excitation by source terms, the boundaries are commonly of Dirichlet type
(unless symmetries are exploited), while a coupling via boundary conditions requires more
sophisticated assumptions, [75]. In the magnetic vector potential formulation (2.4) the
conditions read thus:
Definition 2.1 (Dirichlet boundary). Let Γdir denote the Dirichlet boundary and ~n its
outward normal unit vector then
~A(~r)× ~n = ~Adir with ~r ∈ Γdir
sets the tangent components of the magnetic vector potential at the boundary to the
prescribed value ~Adir. In the case of ~Adir = 0 the condition is called homogeneous Dirichlet
BC.
The condition is called electric BC, often also described as “flux wall” or “current gate”.
It does not allow the magnetic flux to pass through the border (the flux lines stay parallel
to the boundary). On the other hand it corresponds to perfectly conducting borders, i.e.,
with infinite electric conductance, see Fig. 2.1a.
Definition 2.2 (Neumann boundary). Let Γneu denote the Neumann boundary and ~n its
outward normal unit vector then
~~ν
(
∇× ~A(~r)
)
× ~n = ~Hneu with ~r ∈ Γneu
sets the tangent components of the magnetic field strength at the boundary to the pre-
scribed value ~Hneu. In the case of ~Hneu = 0 the condition is called a homogeneous Neumann
BC (for the magnetic vector potential).
The condition is called magnetic BC, often also described as “flux gate” or “current
wall”. It forces the magnetic flux to leave the computational domain perpendicular to the
border and corresponds on the other hand to perfectly resistive borders, see Fig. 2.1b.
Definition 2.3 (Anti-periodic boundary). Anti-periodic boundaries are used to exploit
symmetry and thus they are defined in pairs. Let Γanti = Γanti,+ ∪ Γanti,- denote two
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boundaries connected by a mapping ~s(~r) : Γanti,+ → Γanti,- and let ~n+, ~n− describe their
outer normal unit vectors, then
∇× ~A(~r) · ~n+ = −∇× ~A(~s) · ~n−
forces the same magnetic flux entering/leaving through one boundary Γanti,+ to equally
enter/leave through the other one Γanti,- (for an equal spatial distribution), see Fig. 2.1c.
Finally the problem description is complete with the specification of the time interval of
interest, i.e., I := [t0, te] and an initial value for the parabolic setting.
Assumption 2.4 (Initial value). The initial conditions are given for t0
~A(t0, ~r) = ~A0(~r) for all ~r ∈ Ω. (2.7)
2.1.2 Partitioning into Regions and Materials
In engineering applications the devices can be decomposed into several regions. For exam-
ple a single-phase transformer model consists of two coils wound around a common core
and it is surrounded by air. The air region is important, because it ensures that the com-
putational domain is sufficiently large, see Ass. 2.2. Each region is made of a material. For
example the coils are made of copper strands and the core is made of iron. Mathematically
speaking the regions define a partitioning of the computational domain.
Assumption 2.5 (Regions). We assume that the computational domain is partitioned into
nΩ subdomains Ω
(r), called regions
Ω¯ =
⋃
r
Ω¯(r) with Ω(r) ∩ Ω(s) = ∅ for r 6= s (2.8)
with interfaces Γ(r,s) = Ω¯(r) ∩ Ω¯(s) that are piecewise C2 and Lipschitz-continuous, [72].
We assume that the materials properties are constant within each region.
Assumption 2.6 (Permittivity). We assume an isotropic permittivity that is given by a
positive constant in each region, i.e.,
∂ ~D
∂ ~E
= ~~ε(~r) = ε(r)I with ε(r) > 0 for ~r ∈ Ω(r). (2.9)
Assumption 2.7 (Conductivity). We assume a region-wise constant non-negative con-
ductivity, whose axes of anisotropy are aligned with the coordinate system, i.e.,
∂ ~J
∂ ~E
= ~~σ(~r) = ~~σ(r) = diag(σ(r)x , σ
(r)
y , σ
(r)
z ) with σ
(r)
{x,y,z} ≥ 0 for ~r ∈ Ω(r)
(2.10)
Assumption 2.8 (Reluctivity). We assume that the reluctivity tensor is given by Brauer’s
model, [24]. It is defined as the superposition of an isotropic and anisotropic tensor, i.e.,
~~ν(|| ~B||2) = νiso(~r, || ~B||2) · I+ ~~νaniso(~r) (2.11)
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Figure 2.2: Maxwell’s house. Maxwell’s equations and differential forms, i.e., Tonti’s diagram
for the discrete and continuous formulations, [129, 34].
with the region-wise constant differential reluctivity
∂ ~H
∂ ~B
=
∂
(
~Hiso + ~Haniso
)
∂ ~B
= ~~νd(~r, || ~B||2) = ~~ν(r)d (|| ~B||2)) for ~r ∈ Ω(r).
Only the isotropic material scalar νiso depends nonlinearly on the magnetic flux density
|| ~B||2 and it is assumed that this tensor and all derivatives are positive definite and bounded
ν2 > ν
(r)
iso (|| ~B||2) > ν1 , ν(r)d,iso :=
∂ ~Hiso
∂ ~B
=
∂ν
(r)
iso (|| ~B||2) ~B
∂ ~B
and ~~ν
(r)
aniso :=
∂ ~Haniso
∂ ~B
by constants ν2 > ν1 > 0.
2.2 Space Discretization
Following a discrete approach to electromagnetics, see Fig. 2.2, or discretizing the equa-
tions (2.1) and (2.2) in space by the finite element method (FEM) with Whitney elements,
[19, 22] or the finite integration technique (FIT), [138], one subdivides the computational
domain into elements. We consider here FEM for 2D problems with triangular elements
and a hexahedral FIT discretization for 3D problems. The latter uses explicitly staggered
grids, while the FEM discretization can be interpreted accordingly, [19]. Fig. 2.3 shows
a sketch of a primary and dual grid for hexahedral 3D discretization and a 2D triangu-
lation. We assume that the discretization (primary grid) respects the regions defined in
Section 2.1.2; they are subdivided into disjunct elements:
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Figure 2.3: Primary and dual grid cells
Assumption 2.9 (Discretization). The primary grid discretizes the regions, i.e.,
Ω¯(r) =
⋃
Ωe⊂Ω(r)
Ω¯e with Ωe ∩ Ωj = ∅ for e 6= j , (2.12)
where Ω¯e denotes (the closure of) elements (triangle, hexahedron etc.) of the primary grid.
This treatises deals with polytopal elements only and thus Ass. 2.9 implies that the
computational domain Ω¯ and all regions Ω¯(r) are polytopes. Again, this assumption is
only made for simplicity of notation and can be overcome, e.g. by curved elements, [33].
Definition 2.4 (Primary objects). The pairwise intersection of all elements of the primary
grid yields vertices (0D polytope) denoted by Pi with i = 1, . . . , n0, edges (1D polytope)
denoted by Li with i = 1, . . . , n1, facets (2D polytope) denoted by Ai with i = 1, . . . , n2,
and cells (3D polytope) denoted by Vi with i = 1, . . . , n3.
Similarly, one defines objects for the dual grid, see Section A.1.1.
2.2.1 Maxwell’s Grid Equations
On both, primary and dual objects, one formulates Maxwell’s grid equations, [138, 140].
Their definition and relation to differential forms using the Whitney complex was studied
in [21, 19]. The equations can be read from Tonti’s diagram, Fig. 2.2, independently of the
element definitions above
C⌢e = − d
dt
⌢
b , C˜
⌢
h =
d
dt
⌢
d+
⌢
j , S˜
⌢
d = q , S
⌢
b = 0 , (2.13)
with discrete curl operators C and C˜, divergence operators S and S˜ on the primal and
dual grid, respectively. The variables are time dependent quantities, whose diacritical
bows correspond to the dimension of the underlying object, i.e., edges, facets and cells,
[21]. On the one hand there are the line-integrals of electric and magnetic field strength ⌢e(t)
and
⌢
h(t). They are located on primary and dual edges. For example the line-integrated
electric field strength and magnetic vector potential are time dependent functions I → Rn1
10
2.2 Space Discretization
measured in Volt (V) and Weber (Wb), respectively, see Fig. 2.2b. They read
⌢ei :=
∫
Li
~E · ds and ⌢ai :=
∫
Li
~A · ds i = 1, . . . , n1, (2.14)
and are defined on the primary edges Li ⊂ Ω. The scalar n1 denotes the number of all
primary edges. The other quantities, i.e., the discrete magnetic flux density, the discrete
current density and the displacement field
⌢
b(t),
⌢
j (t) and
⌢
d(t), respectively, are defined as
surface integrals. The first is located on primary facets and the latter ones are defined on
dual facets. Finally the electric flux density q is defined on dual volumes.1
The constitutive material laws relate the primary and dual quantities to each other, see
Fig. 2.2b, such that Maxwell’s Grid Equations are completed by
⌢
d =Mε
⌢e ,
⌢
j =Mσ
⌢e ,
⌢
h =Mν
⌢
b , (2.15)
where the matrices Mε, Mσ and Mν =Mν(
⌢
b) represent the permittivities, conductivities
and (nonlinear) reluctivities, respectively. The matrices of permittivities and reluctivities
are always positive definite, while the matrix of conductivities is typically positive semi-
definite due to non-conducting parts in the computational domain, see Section 2.2.3.
In the FEM context the material matrices are typically constructed by assembling local
material matrices defined per element. On the other hand in the classical FIT there is no
need for the construction of local matrices due to the sophisticated index mappings on the
underlying (structured) grid. Nonetheless for unity of notation the element-wise approach
can be used for both methods, [42, 41]. This approach is generalized in Section A.2.2 to
apply to anisotropic materials.
For both discretization the material properties were assumed region-wise constant,
Ass. 2.6-2.8 and this property is inherited by the elements. It holds for the element in
the r-th region (~re ∈ Ωe ⊂ Ω(r)):
~~ε(~re) = ~~ε
(r), ~~σ(~re) = ~~σ
(r) and ~~ν(~re, ||Be||2) = ~~ν(r)(||Be||2)
with constant permittivity ~~ε(r), conductivity ~~σ(r) and reluctivity ~~ν(r). The nonlinear reluc-
tivity is evaluated using an element-wise averaged magnetic flux density ||Be||2.
The rough material approximation above implies that curved material boundaries are
discretized by staircase approximations. This simplifies the notation because no material
parameter averaging is necessary, but in practice this limitation is overcome by subgridding
or other more elaborate schemes, [126, 83]. In either case the global material matrices
Mε :=
∑
r
Mε,r , Mσ :=
∑
r
Mσ,r , Mν(
⌢
b) :=
∑
r
Mν,r(
⌢
b) , (2.16)
can be written as the sum of region-wise matrices, assembled from the element contribu-
tions, see Section A.2.2.
Definition 2.5 (Regional index sets). The indices of all primary objects belonging to a
region can be expressed by index sets. For example the edges for the (closed) region r are
1For simplicity of notation the electric flux density is denoted without bows, although located on volumes.
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given by
L (Ω¯(r)) := {i ∈ N | Li ∈ Ω¯(r)} .
Note that an object may be included in one or more index sets because of intersections of
closures (for example the region-wise matrices overlap only at region boundaries).
Lemma 2.10 (Conductive regions). On a (conductive) region r with ~~σ(r) > 0 the region-
wise material matrix is positive definite, i.e.,
⌢e⊤Mσ,r
⌢e > 0 if i ∈ L (Ω¯(r)) such that ⌢ei 6= 0.
Proof. Direct consequence of the element assembly, see for example the FIT case in Sec-
tion A.2.2.
Analogous results hold for the region-wise permittivities and reluctivities.
2.2.2 Semi-discrete Problem Formulation
In analogy to the continuous formulation, Maxwell’s grid equations (2.13) can be rewritten
to form a single equation. Its unknown is the line-integrated magnetic vector potential,
[17]. It is accompanied by the discrete electric scalar potential Φ : I → Rn0 located on
primary points with n0 denoting their number. We find analogously to the continuous case
⌢
b = C⌢a and ⌢e = − d
dt
⌢a + S˜⊤Φ . (2.17)
For 3D discretizations the matrix C is singular, such that the vector potential is not
uniquely defined (as in in the continuous case). Section 2.2.3 discusses possible regular-
ization techniques. In further correspondence with the continuous formulation, i.e., (2.4)
and (2.5), one obtains the semi-discrete curl-curl equations for the magnetoquasistatic
(Ass. 2.1 i) and magnetostatic regimes (Ass. 2.1 iii) as
Mσ
d
dt
⌢a + C˜Mν(C
⌢a)C⌢a =
⌢
j s and C˜Mν(C
⌢a)C⌢a =
⌢
j s (2.18)
with a given (facet-integrated) source current density
⌢
j s. The degrees of freedom (DoF)
of this problem are the line-integrated vector potentials ⌢a. The mass matrix Mσ is the
algebraic origin for eddy currents and thus magnetoquasistatic problems are called eddy-
current problems. The stiffness matrix is the derivative of the curl-curl term with respect
to ⌢a. It is called the (differential) curl-curl matrix
∂
∂⌢a
(
C˜Mν(C
⌢a)C⌢a
)
= C˜Mν,d(C
⌢a)C , (2.19)
whose derivation is given in more detail for the FIT case in Section A.3. Finally the
semi-discrete Poisson problems in the electrostatic approximation (Ass. 2.1 iii) read
S˜MεS˜
⊤Φ = q and S˜MσS˜
⊤Φ = 0. (2.20)
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(a) spy plot of (regularized) curl-curl matrix (b) curl-curl discretization stencil
Figure 2.4: The regularized curl-curl matrix consists of entries from the original matrix and
additions from the regularization, see [36].
similarly to (2.6). The equations (2.18) and (2.20) yield well-posed problems when bound-
ary conditions and for the initial value problems the corresponding initial values are pre-
scribed. For the magneto(quasi)static problems the discretization of the boundary condi-
tions, Section 2.1.1 yields restrictions for MVP; for example in the homogeneous Dirichlet
case the tangential components vanish
⌢ai = 0 if i ∈ L (Γdir) ,
and for the (anti-)periodic condition we identify
⌢ar = ϑ
⌢as if r ∈ L (Γanti,+) and Ls = ~s(Lr)
where ϑ = ±1 depends on the orientation of the edges and the type of periodicity. The
homogeneous Neumann condition is naturally fulfilled by the discretization. In any case
the conditions are built into the system matrices, such that superfluous components are
removed, e.g. [103, Section 8.4.5].
2.2.3 Gauging
On a 3D domain the curl-operator inherits the non-uniqueness from its continuous coun-
terpart, i.e.,
CS˜⊤Φ = 0 for all Φ. (2.21)
whereby the gradient operator −S˜⊤ has full column rank, Section A.1.1. Thus the curl-
curl matrix (2.19) has zero eigenvalues and it is not invertible. This is inconvenient for
the structural analysis and renders direct matrix factorizations impossible. This can be
overcome by regularizations in a similar way to the continuous Coulomb gauge, [20, 37,
81]. Those regularizations remove the nullspace by addition
Definition 2.6 (Regularization). The regularized curl-curl term reads
kν(
⌢a) := C˜Mν(C
⌢a)C+ Zσ, where Φ
⊤S˜ZσS˜
⊤Φ > 0 for all Φ 6= 0, (2.22)
such that kν(
⌢a) is positive definite (and Zσ is positive semi-definite).
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eig(C˜MνC)
eig(Kν)
eig(λMσ + C˜MνC)
eig(λMσ +Kν)
regularization
regularization
0 102 104 106 108 1010
Figure 2.5: Shift of eigenvalues due to grad-div regularization, parameter λ = 103, cf. [36].
This approach transfers directly to the differential curl-curl matrix.
Corollary 2.11 (Regularization of differential curl-curl matrix ). The differential curl-curl
matrix is positive definite and it reads
Kν(
⌢a) :=
∂
∂⌢a
(
C˜Mν(C
⌢a)C⌢a
)
+ Zσ. (2.23)
Proof. See Section A.3.
The regularization Zσ is supposed to shift the zero eigenvalues to the positive real axes,
but should not affect nonzero eigenvalues. Otherwise the corresponding flux
⌢
b = C⌢a would
be altered. A common regularization approach is the following, [20, 37]:
Definition 2.7 (Grad-div regularization). The particular regularization
Zσ :=M1S˜
⊤M2S˜M1 (2.24)
is called the Grad-Div regularization. It utilizes the gradient and divergence operators S˜
from above and suitable (artificial) material matrices: M1 maps primary edges to dual
facets and the norm matrix M2 maps dual points to primary volumes, [37].
For a homogenous material distribution and an equidistant grid, the Grad-Div regular-
ized curl-curl matrix (see Fig. 2.4) corresponds to the discrete vector Laplacian (−∇2),
[37]. Suitable choices for the material matrices M1 and M2 are discussed in [36].
When considering a magnetoquasistatic problem (2.18), we are interested in the regu-
larity of the matrix pencil (c.f. Fig. 2.5)
[Mσ,Kν(
⌢a)] := λMσ +Kν(
⌢a), with λ > 0 (2.25)
which occurs naturally when solving problems in the time domain, e.g. λ = 1/h for the
implicit Euler, see Section 5.1. The conductivity matrix Mσ already shifts some of the
zero eigenvalues of the curl-curl matrix onto the positive real axis, see Section 5.2. The
regularization (2.22) would affect those eigenvalues superfluously. Hence a gauging in the
nonconductive domain is sufficient, [37, 36]. This domain can be addressed formally by the
following projector:
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Definition 2.8 (Projector onto non-conductive regions). Let Qσ be a constant projector
onto KerMσ, such that Qσ = Q
⊤
σ. The complementary projector Pσ = I−Qσ is given by
Pσ =M
+
σMσ (2.26)
where M+σ is the (Moore-Penrose) pseudo-inverse of Mσ, [61].
In the MQS case it is sufficient to regularize only in the non-conductive parts, e.g. by
restricting the regularization to Zσ = Q
⊤
σZσQσ. The restriction can be incorporated into
the artificial material matrices in Definition 2.7. This is the ‘Grad-Div Gauging Type II’
in [36]. In either case the following result holds (in particular for the Grad-Div Gauging)
Corollary 2.12. If a positive semi-definite regularization Zσ fulfills
⌢a⊤Zσ
⌢a > 0 for all ⌢a ∈ KerKν ∩KerMσ (2.27)
then the matrix pencil [Mσ,Kν(
⌢a)] is positive definite for all ⌢a and λ > 0.
Proof. We find that
Φ⊤S˜ (λMσ + Zσ) S˜
⊤Φ > 0 for all Φ 6= 0.
is positive in both of the two possible cases:
1. if S˜⊤Φ ∈ KerMσ then there is an ⌢a such that S˜⊤Φ = Qσ⌢a. The first summand
vanishes but the second summand is positive because the element is not in KerZσ.
2. else MσS˜
⊤Φ 6= 0 and thus the first summand is positive and the second summand is
non-negative.
Independently of the particular choice for the regularization, the following assumption is
made:
Assumption 2.13 (Gauge). In the magnetostatic case the curl-curl matrix is fully regu-
larized (Definition 2.6) with a positive semi-definite matrix Zσ such that kν and Kν are
positive definite. In the MQS case the same regularization is applied but only for elements
in KerMσ.
As a consequence of this assumption, in the following the regularized curl-curl equations
are used for the analysis
Mσ
d
dt
⌢a + kν(
⌢a)⌢a =
⌢
j s and kν(
⌢a)⌢a =
⌢
j s, (2.28)
although in practice the gauging is not applied if an iterative solver is available:
Remark 2.1 (Weak Gauging). No explicit regularization is necessary when solving linear
systems with system matrices of the form (2.25) with Krylov subspace methods. They
exhibit a weak gauging property, [37], i.e., they will not alter the initial guess in the
nullspace of the system matrix, [78].
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2.3 Conclusions
This chapter has introduced briefly the continuous and discrete formulation of Maxwell’s
equations and their common quasistatic approximations. General properties of the discrete
material and differential operators for spatial discretizations based on edge-elements have
been presented. The notation was based on FIT, but without loss of generality.
Special emphasis was put on a uniquely solvable discrete problem formulation, because
the following chapters will discuss time-integration and the corresponding theory and meth-
ods rely on uniqueness.
This chapter has established the electromagnetic framework into which the following
chapter embeds (multiscale) models for electromagnetic networks and distributed device
models, i.e., the magnetoquasistatic and semiconductor devices.
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In the previous chapter the electromagnetic phenomena of a single problem (‘device’) were
described on the macroscopic scale. In electric circuit simulation, e.g. [32], the behavior
of the combination of a large number of such devices is in focus. This chapter focusses on
effects in circuit simulation that must be resolved on different spatial scales. This will be
clarified by the description of a transformer and a semiconductor, whose spatial dimensions
differ by many orders of magnitude.
A multiscale simulation with PDE models of all devices
’
is obviously computationally
inappropriate. Instead the complexity of some devices is reduced, e.g., by disregarding the
spatial distribution (lumping). Then a network of idealized basic elements is considered,
where each element describes only one effect, e.g. resistances, inductances, capacitances
and sources. A single physical device is approximated by several basic elements. They are
called equivalent, compact or companion models. Most often, the network equations for
all devices are set up element-wise according to the modified nodal analysis (MNA), which
is introduced in Section 3.1. Mathematically speaking the result is a set of differential
algebraic equations (DAEs).
However, many devices cannot be described sufficiently accurately in terms of a few
idealized lumped elements. The corresponding equivalent circuits become too complex
and contain hundreds of parameters, most of them with no physical interpretation, [44].
Especially if one is interested in the effects on all scales at the same time, a hierarchical
modeling of PDE devices and the electric network DAEs is the only viable strategy (mixed
mode simulation, [62]). The result is a system of partial differential algebraic equations
(PDAEs), which models the distributed effects by computationally expensive PDE models
only where necessary.
1 2 3 4 5
R1 R2
L2L1 Rloadv(t)
0
6
(a) Electric circuit: rectifier (0D)
PDE
(b) Semiconductor: diode (1D) (c) Field: transformer (3D)
Figure 3.1: Multiscale modeling: 0D network coupled to 1D and 3D devices.
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In the next sections we present different models (see Fig. 3.1) and couplings. The first
model in Section 3.1 is a recapitulation of the electric network description in terms of the
modified nodal analysis (MNA). This formulation is the standard approach in commer-
cial tools for circuit analysis (e.g. SPICE-like simulators as Titan by Infineon), [108]. In
Section 3.2 the magnetoquasistatic field device and the corresponding field/circuit cou-
pling is established. The device model yields a current/voltage relation and this makes
the circuit coupling straightforward, independently of the type of circuit analysis. This
treatise follows [113, 8] and features the MNA. Other approaches use the standard nodal
analysis [46, 137] or study the coupling and numerical treatment for a coupled system
using loop/branch analysis, e.g. [15]. Finally in Section 3.3 the standard drift-diffusion
model of a semiconductor is reproduced, [123, 119, 62]. This well-known model features
a microscopic correction of the electrostatic Maxwell’s equations in terms of holes and
electrons.
3.1 Electric Network
The electric network model, [32, 74], is derived from Maxwell’s equations (2.1). The
spatial distributions are disregarded and instead a 0D network is considered. Its basic
elements, i.e., capacitors, inductors, resistors correspond to the constitutive relations (2.2),
extended by voltage and current sources. The unknowns are lumped quantities obtained
from Maxwell’s distributed quantities , e.g., the currents i through the elements are defined
as surface integrals of the current densities ~J at the contacts of the elements. The network
topology is maintained by (reduced) incidence matrices: AC,AR,AL,AV and AI where
each matrix corresponds to an element type. They state the node-branch relations for each
element type for the underlying digraph:
(A⋆)ij =


1, if branch j leaves node i
−1, if branch j enters node i
0, if branch j is not incident with node i
where each row of A⋆ refers to a network node. One node is identified as the mass node
(‘ground’) and its row is skipped in the reduced matrix A⋆. The flux/charge oriented
modified nodal analysis (MNA) yields equations of the form, [64, 57, 54]
AC
d
dt
q +ARgR(A
⊤
Ru, t) +ALiL +AViV +AIis(t) = 0, (3.1a)
q − qC(A⊤Cu, t) = 0, (3.1b)
d
dt
φ −A⊤Lu = 0, (3.1c)
φ − φL(iL, t) = 0, (3.1d)
A⊤Vu − vs(t) = 0, (3.1e)
where the time is denoted by t ∈ I := [t0, te] defined on an interval of interest. The
given functions qC(v, t), gR(v, t), φL(i, t), vs(t) and is(t) describe the constitutive relations
for the circuit elements, i.e., capacitances, resistances, inductances, voltage and current
sources, respectively. The sources are assumed here to be independent, the extension
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to classes of controlled sources is straightforward, [54]. The unknowns of the system are
most importantly the node potentials u : I → Rnu (without ground), they correspond
to the voltage drop between the node and ground. Further unknowns are the currents
iL : I → RnL, iV : I → RnV through inductors and voltage sources and the charges
and fluxes q : I → RnC and φ : I → RnL, respectively (where nL, nV and nC denote
their respective number), see [57, 65]. The problem is completed with (consistent) initial
conditions at time t = t0, [8].
The flux/charge-oriented MNA above is reduced to the traditional MNA, when the
unknowns for the fluxes and charges are eliminated. This yields a smaller system, but does
not guarantee the conservation of energy, [65]. Structurally both approaches are nearly
equivalent, [54] and in either case a mathematically consistent description must fulfill
some topological conditions. The constitutive relations should be passive, i.e.,
Assumption 3.1 (Local passivity). The functions qC (v, t) ,φL (i, t) and gR (v, t) are con-
tinuous differentiable with positive definite Jacobians:
C (v, t) :=
∂qC (v, t)
∂v
, L (i, t) :=
∂φL (i, t)
∂i
, G (v, t) :=
∂gR (v, t)
∂v
.
In the following sections PDE devices are added to the network. That is, we enlarge
our list of basic elements by magnetoquasistatic field and semiconductor devices, see Sec-
tion 3.2 and Section 3.3, respectively. The coupling yields an extended circuit problem
(this is the spatially discretized PDAE system). In the MNA framework we simply add
the unknown currents iM ∈ RnM and iD ∈ RnD to the current balance equation (3.1a) using
the corresponding incidence matrices AM and AD. Then Kirchhoff’s current law (3.1a) for
the coupled problem reads
AC
d
dt
qC(A
⊤
Cu, t) +ARgR(A
⊤
Ru, t) +ALiL +AViV +AIis(t) +AMiM +ADiD = 0. (3.2)
To obtain a uniquely solvable system we need further equations for the devices which
describe the unknown currents in terms of the applied voltage drops. These voltages drops
are given by vM = A
⊤
Mu and vD = A
⊤
Du and the corresponding model equations are the
topic of Section 3.2 and Section 3.3. Furthermore the extended circuit must fulfill the
following condition to prevent short circuits
Assumption 3.2 (Soundness of extended circuit). The circuit shall be connected and the
matrices
AV and [ACARALAVAMAD]
⊤
have full column rank, i.e., there is neither a loop containing only voltage sources nor a
cutset containing only current sources.
If Ass. 3.2 is violated, the circuit equations (with initial conditions) would have either no
solution or infinitely many solutions due to Kirchhoff’s laws.
Remark 3.1 (Incidence matrices). A (reduced) incidence matrix A has full column rank
if and only if there are no loops in the graph. It has full row rank if the graph is connected,
i.e., there is a spanning tree. Let A = [A1,A2] describe a connected graph, where also A1
has a spanning tree. Then A2 has full row rank if and only if the subgraph contains no
cutset of elements from the other subgraph A1.
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vm
im
Ω
Ω(m)
(a) connected at boundary
vm
im
Ω
Ω(m)
(b) within computational domain
Figure 3.2: MQS device types. Solid conductor connected at boundary and forming a loop
within the domain.
The network is now soundly defined. It is the coupling framework for all devices. The
elements (multiscale models from 0D to 3D) may communicate only via lumped network
quantities. Thus the following PDE models must have corresponding boundary conditions
and source terms, such that physical correctness of the overall model is ensured. This is
the topic of the following sections.
3.2 Magnetoquasistatic Conductor Model
The coupling of the MQS device to the circuit is established by identifying a device’s regions
as circuit branches. Those regions must either be connected to the boundary, Fig. 3.2a,
or form a loop within the computational domain, Fig. 3.2b. Otherwise the divergence-
freeness of the current density could be violated. The coupling for the first configuration
is straightforward, only appropriate boundary conditions must be set, [75]. In the second
configuration, which is an important model for a coil, an (artificial) cut is introduced in
the coil model (the reference layer) such that the circuit can be attached. We do not
distinguish between the two configurations in the following: the procedure is analogous if
we consider an infinitesimal reference layer, [49, 73]. In both cases the electric current is
imposed from the coupled circuit by assigning the integrated current density to a branch
current of the electric circuit and computing an electric field from the applied voltage drop.
To guarantee a current flow, it is assumed
Assumption 3.3 (Soundness of conductor region). We assume the conductor region
Ω(m) ⊂ Ω to be conductive, i.e., a region where the material tensor ~~σ(M) is positive definite.
From the engineering point of view, it is necessary to distinguish between different
conductor types. The most important types are the solid and stranded model, [133, 14].
We will only discuss the solid conductor in detail. It is a single massive bar connected with
an electrode at each end. The contacts exhibit an equipotential voltage. On the other hand
the stranded conductor models windings are made of thin strands. This model is based on
the assumption that the current at a cross section is constant, [49, 48, 43]. The derivation
of both models is analogous and it can be shown that both are structurally equivalent
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vm
im
Ω
Ω(m)
Γref
γ
S
(a) Solid conductor coupling, [71]
contact at
the boundary
edges
reference plane
contact at
the boundary
(b) Cartesian reference plane, see [43]
Figure 3.3: MQS device coupling. Source term coupling at the reference plane.
(albeit different from the engineering point of view), [117]. The important differences are
discussed in Section 3.2.1.
Let us consider in the following a single (solid) conductor (see Fig. 3.3a). Its region shall
be denoted by Ω(m). It corresponds to a circuit branch, which is connected by two perfect
conducting contacts. The 0D-voltage drop vm must be distributed onto the 3D-domain;
this defines an electric field.
For that we denote by γ an arbitrary path through the conductor domain and S is the
area inside the loop described by the path γ, see Fig. 3.3a. The wires connecting the
conductor to the circuit are regarded as 0D objects and therefore they are not considered
in the field model, see [71, Chapter 8]. The voltage drop is given by Faraday’s Law∫
γ
~E · d~s− vm = − d
dt
∫
S
~B · d ~A .
Replacing E = − d
dt
~A−∇ϕ, ~B = ∇× ~A and applying Stokes theorem yields
−
∫
γ
d
dt
~A · d~s−
∫
γ
∇ϕ · d~s− vm = − d
dt
∫
∂S
~A · d~s .
The connecting wires are not considered in Ω, i.e., ∂S = γ and thus
vm = −
∫
γ
∇ϕ · d~s . (3.3)
Finally the electric field is only defined via its integral. This can be exploited in the
construction of a discrete distribution. The discrete electric field ⌢eM is located on primary
edges. Since we are only interested in line integrals on those edges, we look at an arbitrary
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(a) 2D coupling X¯m (b) 3D coupling Xm
Figure 3.4: Full and sparse coupling. Stranded conductor coupling vectors and for the first
coil of a transformer model discretized by FIT. This corresponds to a 1A excitation.
discrete path ⌢γ ∈ {−1, 0, 1}n1 from one contact to the other (within Ω(m)). Due to the
linearity of Ohm’s law, it is sufficient to consider an applied voltage vm = 1V and define
a corresponding distribution matrix X¯m ∈ Rn1 , such that X¯⊤m⌢γ = 1 for all ⌢γ.
In [43, 8] a construction is proposed that imposes the voltages only onto edges that cross
a reference plane Γref (see Fig. 3.3b). This implies that the reference plane is a set of dual
facets. The definition of the coupling reads for a Cartesian grid with an orthogonal aligned
reference plane
(
X¯m
)
i
=
{
±1 if edge Li ⊂ Ω(m) crosses the reference plane,
0 else,
(3.4)
where the sign depends on the directions of the edges. This coupling vector X¯m is sparse;
it features only nonzero entries at the reference plain (,,2D coupling”). This is computa-
tionally less costly than a full coupling that exhibits entries in the whole 3D domain Ω(m),
[43]. Fig. 3.4 shows the coupling pattern of both approaches.
Nonetheless the full coupling is favored in the following, because it can be constructed
in a way that the source current density is divergence free. The divergence property of the
sparse coupling X¯m is corrected by previously solving the following Poisson problem
S˜Mσ,m S˜
⊤Φm = S˜Mσ,mX¯mvm with Qσ,mS˜
⊤Φm = 0 . (3.5)
with unit excitation vm = 1V and projector Qσ,m onto KerMσ,m , see Definition 2.8.
Lemma 3.4 (Excitation). Let a sparse coupling vector X¯m be given as defined in (3.4)
and let the potential Φm denote the solution of (3.5). Then the full coupling vector reads
Xm := X¯m − S˜⊤Φm .
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The current excitation is divergence free and the voltage drops are only applied in conductive
regions, i.e., Xm = PσXm .
Proof. From Lemma 2.10 follows X¯m ⊂ imMσ,m and thus QσX¯m = 0. The rest is clear
from equation (3.5).
By linearity, the coupling matrix Xm allows the application of an arbitrary voltage
vm = A
⊤
mu by multiplication. The applied source current density is given by
⌢
jm =Mσ,m S˜Φ =Mσ,mXmvm . (3.6)
In the sparse coupling the total current through the conductor is given by integrating over
the reference cross section. In the full coupling approach, the coupling vector Xm averages
over all cross section integrals. We find by using Ohm’s Law in the solid conductor region
im = X
⊤
m
⌢
j = X⊤mMσ,m
⌢e = X⊤mMσ,mXmvm −X⊤mMσ,m
d
dt
⌢a . (3.7)
The excitation is easily generalized to the case of an arbitrary number of conductors
⌢
jM =
∑
m∈M
Mσ,mXmvm . (3.8)
where M is the index set of all conductor regions (their total number is denoted by nM =
|M|). Thus the field device has nM terminals. In the case of the transformer shown in
Fig. 3.4, the set consists of two regions that correspond to the primary and secondary coil.
In practice the region-wise construction of multiple neighbored conductors can suffer
from smearing effects, [117]. The conductivities and thus the coupling vectors are not
clearly separated at material boundaries. For a nonzero voltage drop vm the following
currents are not the same
MσXmvm 6=Mσ,mXmvm,
if a conductive region is adjacent to the coupling region Ω(m). This may cause the model to
behave unexpectedly. Let us consider a transformer discretized by 2D FEM, see Fig. 3.5.
A voltage excitation in the (stranded) conductor region Ω(m) causes no current flow in
the region itself because stranded conductors are commonly modeled as nonconductive
material to disable eddy currents, see Section 3.2.1. On the other hand there is a current
within the neighboring iron core due to smearing at the boundary.
This smearing is a typical discretization error. It can be prevented by using adequate
material matrices, a sufficiently large insulation region around each conductor or the error
can be made arbitrarily small by mesh refinements. The problem with the latter approach
is that the insulation layers may be very thin but have to be resolved by the mesh. In the
following it is assumed that there is no smearing.
Assumption 3.5 (No smearing). There is no smearing, i.e., the images of the region-wise
conductivity matrices are distinct
imMσ,r ∩ imMσ,m = {0} for r 6= m . (3.9)
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(a) transformer (b) dots denote dislocated voltages/currents in the iron core
Figure 3.5: Smearing. Current in the iron core while excitation only applied to the coil Ω(m).
This allows for the following simplified notation of the device equations using the curl-curl
equation (2.28) and the voltage drop vM = A
⊤
Mu
Mσ
d
dt
⌢a + kν(
⌢a)⌢a =MσXMA
⊤
Mu , with
⌢a(t0) =
⌢a0, (3.10a)
where the total current (3.7) is equivalently given by
iM = X
⊤
Mkν(
⌢a)⌢a . (3.10b)
Each column of the matrix XM is a coupling vector Xm that corresponds to the region
Ω(m). The branch currents are gathered in the MQS device’s current vector iM.
3.2.1 More Conductor Models
The solid conductor was characterized by the equipotential voltage at the reference plane.
This property followed immediately from Maxwell’s Equations. Now, if the conductor
consists of very thin strands, one would be forced to resolve each strand in the grid. Obvi-
ously this is computationally not efficient. Thus other conductor models were introduced
to overcome this impasse, e.g. the stranded and foil model, [39]. We discuss here briefly
the stranded conductor, whose region is denoted by Ωstr.
Assumption 3.6 (Stranded conductor). The current at the reference plain in a stranded
conductor is homogeneously distributed.
This assumption implies that we neglect the insulator around each strand and that there
are no eddy currents in the strands, i.e., there diameter is below the skin-depth. The model
accounts for that by using a modified conductivity tensor that vanishes in the stranded
conductor region. The homogeneous current distribution allows to impose the current by a
coupling vector similarly to the voltage drops for the solid model Xm. The source current
density is given for stranded conductors by
⌢
j str = Xstristr (3.11)
with a divergence-free stranded conductor coupling vector Xstr. The construction is similar
to the solid conductor coupling vector, starting from a sparse coupling vector X¯str. The
only difference is the scaling to account for the area of the reference plane and the number
24
3.2 Magnetoquasistatic Conductor Model
of windings, [49, 48, 43]. Using the no-smearing Ass. 3.5, the coupled system for solid and
stranded conductors reads
Mσ˜
d
dt
⌢a + kν
⌢a =MσXsolvsol +Xstristr (3.12a)
with gauging, initial and boundary conditions for ⌢a and the coupling equations
− d
dt
X⊤solMσ
⌢a +R−1solvsol = isol , R
−1
sol := X
⊤
solMσXsol , (3.12b)
− d
dt
X⊤str
⌢a +Rstristr = vstr , Rstr := XstrM
+
σXstr , (3.12c)
where the superscript ‘+’ denotes a Moore-Penrose pseudo-inverse [61]. The matrices R⋆
denote extracted dc resistances, cf. (3.7). The modified conductivity matrix
Mσ˜ :=
∑
Ωr 6=Ωstr
Mσ,r (3.13)
corresponds to the global conductivity matrix Mσ defined in (2.16), but without the con-
tributions from stranded conductors. This has consequences for the gauging, Section 2.2.3
because modified conductivity matrix Mσ˜ has a larger nullspace
Remark 3.2 (Gauging in presence of stranded conductors). If stranded conductors are
present, a new projector Qσ˜ onto KerMσ˜ must be defined analogously to Qσ in Defini-
tion 2.8.
Similarly to the definition of the lumped dc resistances in (3.12b) and (3.12c), an in-
ductance matrix can be extracted. The approach corresponds to an 1 Ampere excitation
⌢
j str = Xstr of the curl-curl matrix, [111].
Lemma 3.7 (Inductance extraction). If the stranded conductor coupling vector is diver-
gence free, i.e., SXstr = 0 and the curl-curl matrix kν is symmetric positive semi-definite,
then the extracted inductance
Lstr(
⌢a) := X⊤strk
+
ν (
⌢a)Xstr (3.14)
is symmetric positive definite.
Proof. We can add a grad-div regularization, without altering the inductance matrix, i.e.,
Lstr(·) = X⊤strk+ν (·)Xstr = X⊤strk+ν (·)Xstr +X⊤strS⊤SXstr = X⊤str
(
k+ν (·) + S⊤S
)
Xstr .
The inner matrix is symmetric positive definite, see Remark 4.1 and thus the nullspace of
this matrix is given by Xstr. This matrix has full column rank, thus we conclude symmetric
positive definiteness.
This reveals that a stranded conductor model corresponds to the series connection of a
lumped (nonlinear) inductance Lstr and a resistance Rstr.
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Lemma 3.8 (Structural equivalence of conductor models, [117]). The solid and stranded
conductor models are structural equivalent, i.e., the stranded conductor can be written as
a solid conductor with a particular conductivity matrix.
Proof. To show the structural equivalence of the solid and stranded model, [117], we left-
multiply (3.12c) by XstrR
−1
str and add the result to (3.12a)
(
Mσ˜ +XstrR
−1
strX
⊤
str︸ ︷︷ ︸
=:Mequiv
) d
dt
⌢a + kν(
⌢a) =MσXsolvsol +XstrR
−1
strX
⊤
str︸ ︷︷ ︸
=:Mequiv
M+σ,strXstrR
−1
str︸ ︷︷ ︸
=:Xequiv
vstr . (3.15a)
Then left-multiplying (3.15a) by R−1strX
⊤
strM
+
σ,str and adding to (3.12c) gives
R−1strX
⊤
strM
+
σ,str︸ ︷︷ ︸
=X⊤equiv
kν(
⌢a) = istr . (3.15b)
This is the same structure as for solid conductors only, i.e., (3.10a)-(3.10b). Note that the
new (artificial) conductivity matrix Mequiv contributes with only one (positive) eigenvalue
for each stranded conductor to the global conductivity matrix.
Similarly other conductor models can be rewritten in the form of a solid conductor with
special conductivity matrix, e.g. the foil model, [39]. In the following chapters we will
chose the formulation that is more convenient for the corresponding section. Due to the
equivalence above the analysis and methods remain applicable for all conductor models.
For example the following field/circuit coupled system Section 3.4 is given in the solid
conductor formulation.
3.3 Semiconductor Device Model
In contrast to the MQS device, the semiconductor model as a whole is identified as a
circuit branch. In the coupled device/circuit setting the coupling is carried out by the
prescription of the voltage drop vD at the contacts of the device, [26, 1]. In the following
the drift-diffusion model is recapitulated in the particular case of a pn-diode, [123, 119]. It
is crucial for the physical correctness of the coupled problem that the semiconductor and
MQS device domains are separate problems. In practice the spatial discretization of both
problems is done independently to resolve the effects on the different scales.
The computational domain is denoted by Ω(D). In this simple model it is not further
partitioned into regions, only the boundary is divided into Dirichlet and Neumann type
Γ(D) = Γ
(D)
dir ∪˙ Γ(D)neu where Γ(D) := ∂Ω(D).
The drift-diffusion model is a microscopic correction of the macroscopic Poisson equation,
i.e., the electrostatic approximation (3.5). It reads
−∇ ·
(
~~ε∇ϕ
)
= ρ where ρ = q(n− p− C(~r)) (3.16)
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where the refined electric flux density ρ is given in dependence of the elementary charge q,
the electron and hole densities n, p and the doping concentration C(~r). The densities are
determined by the additional conservation laws
∂n
∂t
− q−1∇ · ~Jn = −R, ~Jn = µn(UT∇n− n∇ϕ), (3.17a)
∂p
∂t
+ q−1∇ · ~Jp = −R, ~Jp = −µp(UT∇p+ p∇ϕ), (3.17b)
where R = R(n, p) denotes the generation-recombination term, µn, µp are the mobility
parameters and UT is the thermal voltage. The total current leaving the device at terminal
Γ
(D)
k ⊂ Γ(D)dir (k = 1, 2) is then given by
iD =
∫
Γ
(D)
k
(
~Jdisp − ( ~Jn + ~Jp)
)
· d ~A where ~Jdisp = ~~ε ∂
∂t
∇ϕ (3.17c)
denotes the displacement current.
Due to charge conservation the absolute current iD is the same. The integrals for k = 1, 2
differ only by sign. The model is supplemented with initial conditions for n, p at t = t0 and
boundary conditions for ϕ, n, p on the Dirichlet boundary Γ
(D)
dir and for
~Jn, ~Jp,∇ϕ on the
Neumann boundary Γ
(D)
neu. Space discretization, e.g. by exponentially fitted mixed finite
elements [90, 26], yields the semi-discrete problem
Mn(Φ)
d
dt
n+Kn(Φ)n = rn(p,Φ), S˜MεS˜
⊤Φ = q(n,p,vD), (3.18a)
Mp(Φ)
d
dt
p+Kp(Φ)p = rp(n,Φ), iD = jD(n,p,Φ,
d
dt
Φ), (3.18b)
with (regular) matrix functions Mn,Mp,Kn,Kp and the Laplacian S˜MεS˜
⊤. The bold
symbols represent the vectors containing the discrete approximations of the corresponding
continuous quantities in (3.17). The lumped current iD is the discrete approximation of
the total current and it can be obtained in a post-processing step, i.e., it is not necessary
to solve a differential equation for Φ. Finally vD denotes the the voltage drop applied
to the device. It is determined by the surrounding circuit. The boundary conditions are
incorporated in the functions rn, rp and q.
The displacement current in (3.18b) can be expressed in terms of the time derivative of
the applied voltage drop vD, [2]. This capacitance extraction gives the following equivalent
definition of the coupling current
iD = CD
d
dt
vD − iSD with iSD := jSD(n,p,Φ). (3.18c)
The capacitance CD may either by extracted from the discrete model or computed ana-
lytically, e.g. CD = εAD/lD for a cubic diode with isotropic permittivity ε, length lD and
cross-section AD.
This reveals that the semiconductor model corresponds to the parallel connection of a
lumped capacitance and a lumped (nonlinear) resistance.
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Remark 3.3 (Singular mass matrices). The spatial discretization (e.g. using mixed finite
elements) of the semiconductor (3.18) might yield singular mass matrices Mn,Mp. This
turns n,p in some discretization nodes into algebraic variables, [26]. However, this does
not affect the following analysis; projectors are defined similarly to Definition 2.8. This
particular case is disregarded in the following.
3.4 Conclusions
At the conclusion of this chapter we assemble the equations of the spatial discrete models
into one system of equations: the extended circuit model (3.2), (3.1b)-(3.1e), the MQS
device model (3.10a)-(3.10b) and the drift-diffusion model (3.18). The coupled PDAE sys-
tem is given by the extended network equations (for simplicity of notation in the notation
of traditional MNA)
AC
d
dt
qC(A
⊤
Cu, t) +ARgR(A
⊤
Ru, t) +ALiL +AViV +AIis(t)
+AMX
⊤
Mkν(
⌢a)⌢a +ADjD(n,p,Φ,
d
dt
Φ) = 0
(3.19a)
d
dt
φL(iL, t)−A⊤Lu = 0 (3.19b)
A⊤Vu − vs(t) = 0 (3.19c)
coupled to the MQS device problem
Mσ
d
dt
⌢a + kν(
⌢a)⌢a −MσXMA⊤Mu = 0 (3.19d)
and the semiconductor device problem
Mn(Φ)
d
dt
n+Kn(Φ)n− rn(p,Φ) = 0 (3.19e)
Mp(Φ)
d
dt
p+Kp(Φ)p− rp(n,Φ) = 0 (3.19f)
S˜MεS˜
⊤Φ− q(n,p,A⊤Du) = 0 (3.19g)
with the unknown node potentials u : I → Rn without ground and the currents iL :
I → RnL, iV : I → RnV through inductors and voltage sources (where nL and nV denote
their number), the magnetic vector potential ⌢a : I → Rn1 for the MQS device and the
electric scalar potential Φ : I → Rn0 , the electron and hole densities n,p : I → Rn0
for semiconductors. In the spirit of traditional MNA, the device currents iM and iD in
Kirchhoff’s current law (3.2) are replaced by the corresponding current assignments (3.10b)
and (3.18b).
The following chapter discusses the expected numerical difficulties during the time-
integration of problem (3.19a)-(3.19d) with AD = [] in terms of the DAE-index. Later
on, in Section 5 efficient multirate strategies for the solution in the time domain are dis-
cussed.
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Differential/algebraic equations are structurally different from ordinary differential equa-
tions. The additional algebraic constraints make those problems ‘infinitely’ stiff, so only
implicit time-integration methods can be applied. Furthermore the errors of numerical ap-
proximations are more critical. To classify this criticality, the DAE-index was introduced,
e.g. [25, 68]. There are different concepts, but roughly speaking the idea is that the index
corresponds to the highest derivative of an input function that enters the problem. This
highest derivative affects the numerical approximation most severely. In the index-0 case,
which corresponds to an ordinary differential equation, there is no such derivative. On the
other hand systems of index larger than 1 are called higher index problems and suffer from
higher derivatives. They may require special numerical treatment.
In this chapter we will analyze the DAE-index of the coupled system (3.19). It consists
of contributions from three different subproblems. The index results for circuits containing
semiconductor devices based on the drift-diffusion equation are well-known, e.g. [13, 120,
127]. Thus this section focuses on the index-analysis of the field/circuit coupled problem.
The extension to all three problems is straightforward when using topological assumptions
that keep the circuit’s branches of both PDE problems separate.
In the following we employ the tractability index. This concept is often used in the
circuit analysis community. It gives a detailed view of the structure of the equations by
using projectors and especially for the MNA the tractability index is only determined
by the circuit’s topology, [54]. However, we expect for the field/circuit problem the same
results when employing other index concepts.
4.1 Tractability Index
The tractability index is a projector-based approach, where a projector Q : Rm → Rm is
an idempotent operator such that Q2 = Q. The tractability concept provides an index
characterization in terms of the original problem’s unknowns; it also leads to a precise
solution description and requires low smoothness of the involved functions [63].
We deal here with a special class of DAEs that can be written with a properly stated
leading term. In particular DAEs stemming from MNA (see Section 4) with only basic
elements can always be given in this formulation [91] and the DAE-index does not exceed
two under passivity assumptions (Ass. 3.1), [54].
Let be given an abstract DAE
A
d
dt
d (x, t) + b (x, t) = 0 (4.1)
with a matrix A ∈ Rl×m, coefficient functions d (x, t) ∈ Rm and b (x, t) ∈ Rl that are
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assumed continuous in their arguments and smooth. Their partial derivatives are
d′x (x, t) :=
∂
∂x
d (x, t) and b′x (x, t) :=
∂
∂x
b (x, t) .
The unknown solution is x = x(t) ∈ D ⊂ Rl, t ∈ I = [t0, te].
Definition 4.1 (Properly stated leading term, [92]). The DAE (4.1) has a properly stated
leading term if and only if
KerA⊕ Imd′x (x, t) = Rn for all x ∈ D, t ∈ I,
and if there is a representing projector R ∈ C1 (I, Rn), KerA = KerR (t), Imd′x (x, t) =
ImR (t) and d (x, t) = R (t)d (x, t) for all x ∈ D and t ∈ I.
The following definitions are used to discuss the index, see [91].
Definition 4.2 (Matrix chain and subspaces). Given the DAE (4.1), we define recursively
the following objects:
G0 (x, t) := Ad
′
x (x, t) ,
N0 (x, t) := KerG0 (x, t) ,
P0 (x, t) := I−Q0 (x, t) , Q0 (x, t) projector onto N0 (x, t) ,
S0 (x, t) := {z ∈ Rm |b′x (x, t) z ∈ ImG0 (x, t)} ,
G1 (x, t) := G0 (x, t) + b
′
x (x, t)Q0 (x, t) ,
N1 (x, t) := KerG1 (x, t)
S1 (x, t) := {z ∈ Rm |b′x (x, t)P0 (x, t) z ∈ ImG1 (x, t)} .
The definitions above allow to characterize the tractability-index.
Definition 4.3 (Tractability index, [92]). The DAE (4.1) with a properly stated leading
term is called DAE of (tractability) index-0 if and only if
N0 (x, t) = {0} for all x ∈ D, t ∈ I
or it is of index-1 if and only if
(N0 ∩ S0) (x, t) = {0} for all x ∈ D, t ∈ I
or it is of index-2 if and only if
(N0 ∩ S0) (x, t) = const. and (N1 ∩ S1) (x, t) = {0} for all x ∈ D, t ∈ I.
4.2 Index Analysis for the Field/Circuit Problem
The Kronecker-index, [68], for the eddy-current problem was studied first by [101]. Later
a simple source coupling, i.e., a linear 2D MQS device without an external network, was
analyzed by Tsukerman, [131]. In [117], the differential-index-1 was investigated for a
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linear 3D model with an attached network. Now following [8], the nonlinear field/circuit
problem in 3D is studied using the tractability index concept, [63]. This allows for a deeper
understanding of the index-2 case, for example compared to [117]. For the tractability
analysis the coupled system without semiconductors (AD = []), i.e., equations (3.19a-
3.19d), is given in the notation of traditional MNA with a properly stated leading term,
i.e., in the form of (4.1)

AC 0 0
0 I 0
0 0 0
0 0 Mσ

 ddt

A+CACqC (·)φL (·)
M+σMσ
⌢a


+


ARgR (·) +ALiL +AViV +AMX⊤kν(·)⌢a +AIis(t)
−A⊤Lu
A⊤Vu − vs(t)
kν(·)⌢a −MσXA⊤Mu

 = 0.
(4.2)
where the unknown vector is given by x⊤ =
[
u⊤ i⊤L i
⊤
V
⌢a⊤
]
. Let Qσ and Pσ = I − Qσ
be defined as in Definition 2.8, i.e., Qσ is the constant projector onto KerMσ, such that
Ass. 2.13 ensures
Ker
(
Mσ +Q
⊤
σKν(·)Qσ
)
= {0}
which is a necessary condition for a uniquely solvable problem. Let further PC = I−QC
be defined using the projector QC onto KerA
⊤
C as in the classical MNA case, [54]. Then
(4.2) has a properly stated leading term with projector
R :=

PC 0 00 I 0
0 0 Pσ

 =

A+CAC 0 00 I 0
0 0 M+σMσ

 .
Compared with the circuit only case, R features an additional row and column for Pσ,
because of the additional curl-curl equation. The curl-curl equation contributes also with
the conductivity matrix Mσ to the overall mass matrix
G0 (x, t) := Ad
′
x (x, t) =


ACC (·)A⊤C 0 0 0
0 L (·) 0 0
0 0 0 0
0 0 0 Mσ

 . (4.3)
If the mass matrix above is regular, all equations are differential equations, such that the
problem is an ODE. This is the case for the following class of circuits, [8].
Theorem 4.1 (Index-0). Let Ass. 2.13, 3.1 and 3.2 be fulfilled. Then the DAE (4.2) has
index-0 if and only if there is no voltage source, a tree containing capacitors only and
(a) the circuit does not contains MQS devices, or
(b) the MQS devices only have conductive regions.
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Proof. The matrix G0 is nonsingular iff all blocks on the diagonal have full rank. The
matrices C and L are positive definite by assumption and KerA⊤C = {0} is trivial iff
the circuit has a tree containing capacitors only, see Remark 3.1. The third row/column
vanishes iff there are no voltage sources. Finally, KerMσ = {0} iff the circuit does not
include MQS devices (this is obviously the classical MNA case, [54]) or the domains of all
MQS device are conductive (Mσ has full rank).
4.2.1 Index-1 Conditions
The index-0 (ODE) case above is very restrictive. For example flux/charge oriented MNA
or the introduction of the currents iM as variables turns the problem into a DAE, [54]. When
generalizing the problem to the index-1 case, additional elements, i.e., voltage sources, can
be considered. This requires the following definitions, [8]
Q0 :=


QC 0 0 0
0 0 0 0
0 0 I 0
0 0 0 Qσ

, b′x (x, t) =


ARG (·)A⊤R AL AV AMX⊤Kν(·)
−A⊤L 0 0 0
A⊤V 0 0 0
−MσXA⊤M 0 0 Kν(·)

,
and
b′x (x, t)Q0 =


ARG (·)A⊤RQC 0 AV AMX⊤Kν(·)Qσ
−A⊤LQC 0 0 0
A⊤VQC 0 0 0
−MσXA⊤MQC 0 0 Kν(·)Qσ

 ,
whereQ0 is a constant projector onto KerG0 (x, t). Again, the matricesQ0 and b
′
x (x, t)Q0
are similar to the well-known 3×3 block structure in MNA index analysis. Thus the index-1
proof as given in [8] is a straightforward extension of [54].
Theorem 4.2 (Index-1). Let Ass. 2.13, 3.1 and 3.2 be fulfilled and the circuit contains at
least an MQS device, a voltage source or there is no tree containing capacitors only. Then
the DAE (4.2) has index-1 if and only if there is neither
(a) a LIM-cutset, i.e., a cutset consisting of inductances, current sources and MQS
devices only, nor
(b) a CV -loop, i.e., a loop consisting of capacitances and at least a voltage source only.
Proof. The intersection (N0 ∩ S0) (x, t) is analyzed in the following, see Definition 4.2.
Let W0 (x, t) denote a projector along ImG0 (x, t). Consequently W
⊤
0 (x, t) is a projector
onto KerG⊤0 (x, t). Symmetry gives KerG
⊤
0 (x, t) = KerG0 (x, t) and thus we can choose
W⊤0 (x, t) = Q0. We find starting from Definition 4.2
(N0 ∩ S0) (x, t) = KerG0 (x, t) ∩Ker (W0b′x) (x, t) (4.4)
with
S0 (x, t) = {z ∈ Rm |b′x (x, t) z ∈ ImG0 (x, t)}
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= {z ∈ Rm |W0 (x, t)b′x (x, t) z = 0}
= (W0b
′
x) (x, t)
and consequently
(N0 ∩ S0) (x, t) = ImQ0 ∩KerW0b′x (x, t)Q0.
Exploiting the identity W0 = Q
⊤
0 yields
W0b
′
x (x, t)Q0 =


Q⊤CARG (·)A⊤RQC 0 Q⊤CAV Q⊤CAMX⊤Kν(·)Qσ
0 0 0 0
A⊤VQC 0 0 0
0 0 0 Q⊤σKν(·)Qσ

 .
We show that z = 0 when z ∈ (N0 ∩ S0) (x, t). Let z⊤ = [z⊤1 z⊤2 z⊤3 z⊤4 ], then follows from
Q0z = z
QCz1 = z1, (4.5)
Qσz4 = z4, (4.6)
z2 = 0, (4.7)
and W0b
′
x (x, t)Q0z = 0 implies
Q⊤CARG (·)A⊤RQCz1 +Q⊤CAVz3 +Q⊤CAMX⊤Kν(·)Qσz4 = 0, (4.8)
A⊤VQCz1 = 0, (4.9)
Q⊤σKν(·)Qσz4 = 0. (4.10)
From (4.10) and Q⊤σMσ = 0 it follows immediately that
Q⊤σKν(·)Qσz4 = Q⊤σ
(
Mσ +Kν(·)
)
Qσz4 = 0,
where Mσ +Kν(·) is positive definite by Ass. 2.13 and thus we achieve z4 = 0 using (4.6).
Now we are back to the ‘classical’ case, i.e., without MQS device. From (4.5-4.10) it follows
Q⊤CARG (·)A⊤RQCz1 +Q⊤CAVz3 = 0, (4.11)
A⊤VQCz1 = 0, (4.12)
QCz1 = z1, (4.13)
z2 = 0, z4 = 0. (4.14)
Left-multiplication of (4.11) by z⊤1 and using (4.12) gives z1 ∈ KerA⊤RQC and thus
Q⊤CAVz3 = 0. Now, from (4.13) follows
z1 ∈ Ker [ACARAV]⊤ and Q⊤CAVz3 = 0 .
Then (N0 ∩ S0) (x, t) = {0} holds iff there are neither LIM-cutsets nor CV -loops with at
33
4 DAE-Index Analysis
least one voltage source.
The intersection (4.4) can be given elegantly in terms of additional projectors from the
classical MNA index-analysis, [54]: the constant projector QCRV = QCQV-CQR-CV onto
Ker[AC AR AV]
⊤, where QC-V, QV-C and QR-CV are constant projectors onto KerQ
⊤
CAV,
KerA⊤VQC and KerA
⊤
RQCQ
⊤
C-V From those projectors this result follows immediately:
Lemma 4.3. The dimension of the intersection
(N0 ∩ S0) (x, t) = {z ∈ Rn | z1 ∈ ImQCRV, z3 ∈ ImQC-V, [z2 z4] = 0} (4.15)
is constant.
This result will be exploited in the next section in Theorem 4.5, where we prove that the
DAE-index is at most 2.
4.2.2 Index-2 Conditions
In the index-2 case, the main difficulty is to verify that the excitation of the field model is
consistent and that the coupling vectors do not extract currents from non-conductive edges,
[117]. To prove this (without additional assumptions), we need the following auxiliary result
for pseudo-inverses and projectors:
Remark 4.1. Let K, K+ and Q denote an arbitrary matrix, its Moore-Penrose pseudo-
inverse and a projector, respectively. If K = Q⊤KQ then it follows that K+ = QK+Q⊤.
Proof. One verifies easily that QK+Q⊤ is a Moore-Penrose pseudoinverse of K = Q⊤KQ
if K+ is a pseudoinverse. The uniqueness of the Moore-Penrose pseudoinverse proves the
equality of both inverses.
With Remark 4.1 the following lemma from [8] can be proved, which is structurally
similar to the extraction of a lumped inductance from the PDE model, see Lemma 3.7.
Lemma 4.4 (Consistent excitation). Let Ass. 2.13 and 3.4 be fulfilled, then
X⊤Hk (·)X with Hk (·) = Kν(·)
(
Kν(·)+ −
(
Q⊤σKν(·)Qσ
)+)
Kν(·)
is positive definite.
Proof. A straightforward computation using properties of the projector and pseudo-inverse
(Remark 4.1), the soundness of the excitation X = PσX and its divergence-freeness
S˜MX = 0 (Lemma 3.4) yield
X⊤Hk (·)X = X⊤TZk (·)T⊤X
with a curl-curl matrix Zk (·) := Kν(·)+M⊤S˜⊤S˜M that is fully regularized and the block-
elimination T (·) := I− (P⊤σZk (·)Qσ)(Q⊤σZk (·)Qσ)+.
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The matrix T (·) is regular with T−1 (·) = I+(P⊤σZk (·)Qσ)(Q⊤σZk (·)Qσ)+ and X has full
column rank by construction. Thus the definiteness of Zk (·) must be shown, where the
only interesting elements are from KerC = im S˜⊤, i.e.,
x⊤S˜
(
Zσ +M
⊤S˜⊤S˜M
)
S˜⊤x > 0 for all x 6= 0
with Zσ as defined in (2.22). Positive definiteness follows in both cases
1. if S˜⊤x ∈ KerM then there is an y such that S˜⊤x = Qσy. Thus the second summand
vanishes and the first summand is positive because of Ass. 2.13.
2. else MS˜⊤x 6= 0 and thus the second summand is positive (because its kernel is
KerMS˜⊤) and the first summand is non-negative.
Remark 4.2 (Schur complement). The matrix Hk in Lemma 4.4 corresponds to a Schur-
complement. Let us assume a convenient partitioning of the curl-curl-equations into equa-
tions for conducting and nonconductive domains Mσ = diag(M11, 0). Then the projector
onto KerMσ can be given as Qσ = diag(0, I). With a corresponding block partitioning of
the curl-curl matrix
Kν(·) =
[
K11(·) K12(·)
K⊤12(·) K22(·)
]
follows Hk(·) =
[
H11 0
0 0
]
. (4.16)
with H11 := K12(·)K+22(·)K⊤12(·). The Schur complement is the simplest form of domain
substructuring, [104]. It yields a reduced system because only the first block must be solved.
This can be exploited when solving linear systems, see Section 5.4.
Now, having computed the important ingredient Lemma 4.4, the next element of the
matrix chain Definition 4.2, i.e., G1 (x, t) = G0 (x, t) + b
′
x (x, t)Q0 is analyzed to extract
the topological conditions for the index-2 case.
G1 (x, t) =


ACC (·)A⊤C +ARG (·)A⊤RQC 0 AV AMX⊤Kν(·)Qσ
−A⊤LQC L (·) 0 0
A⊤VQC 0 0 0
−MσXA⊤MQC 0 0 Mσ +Kν(·)Qσ

 .
Following [8], the next proof will not be based on the classical procedure as given in [54],
where the projector Q1 onto KerG1 (x, t) is computed. Instead it will be shown that the
intersection N1 ∩ S1 is trivial, see Definition 4.2 in Section 4.1.
Theorem 4.5 (Index-2). Let Ass. 2.13, 3.1, 3.2, and 3.4 be fulfilled and let the circuit con-
tain at least one MQS device or one voltage source or there is no tree containing capacitors
only. Then the DAE (4.2) has index-2 if and only if there is either
(a) a LIM-cutset, i.e., a cutset consisting of inductances, current sources and MQS
devices only, or
(b) a CV -loop, i.e., a loop consisting of capacitances and at least a voltage source only.
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Proof. Using Remark 4.1 the projector
W1 (x, t) =


Q⊤CRV 0 0 −Q⊤CRVAMX⊤Kν(·)
(
Q⊤σKν(·)Qσ
)+
0 0 0 0
0 0 Q⊤C-V 0
0 0 0 0


is defined and it holds true ImG1 (x, t) ⊂ KerW1 (x, t). Now, we can reformulate the
object
S1 (x, t) = {z ∈ Rn |b′x (x, t)P0z ∈ ImG1 (x, t)}
⊂ {z ∈ Rn |W1 (x, t)b′x (x, t)P0z = 0} =: S˜1 (x, t) .
Due to the inclusion S1 (x, t) ⊂ S˜1 (x, t) it is sufficient to show
(
N1 ∩ S˜1
)
(x, t) = {0}.
The new set S˜1 defines the matrix
W1 (x, t)b
′
x (x, t)P0 =


0 Q⊤CRVAL 0 Q
⊤
CRVAMX
⊤Hk (·)Pσ
0 0 0 0
Q⊤C-VA
⊤
VPC 0 0 0
0 0 0 0

 ,
with Hk as defined in Lemma 4.4. The matrix imposes the following conditions on z (this
is now almost the same procedure as in the proof of Theorem 4.2):
Q⊤CRVALz2 +Q
⊤
CRVAMX
⊤Hk (·)Pσz4 = 0, (4.17)
Q⊤C-VA
⊤
VPCz1 = 0, (4.18)
and G1 (x, t) z = 0 gives(
ACC (·)A⊤C +ARG (·)A⊤RQC
)
z1 +AVz3 +AMX
⊤Kν(·)Qσz4 = 0, (4.19)
z2 − L−1 (·)A⊤LQCz1 = 0, (4.20)
A⊤VQCz1 = 0, (4.21)
−MσXA⊤MQCz1 + (Mσ +Kν(·)Qσ) z4 = 0. (4.22)
The left-multiplication of equation (4.22) by (Qσz4)
⊤ together with the Gauging Ass. 2.13
(Mσ +Kν(·) is positive definite) gives
Qσz4 = 0, i.e., z4 = Pσz4 . (4.23)
From Equation (4.22) with Pσ =M
+
σMσ, z4 = Pσz4 and Lemma 4.4 (X = PσX) follows
z4 = XA
⊤
MQCz1 . (4.24)
A ‘classical’ procedure of MNA index-analysis is the left-multiplication of (4.19) by (QCz1)
⊤
and using both (4.21) and (4.23) to arrive at
QCz1 ∈ KerA⊤R. (4.25)
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Still using standard techniques, equations (4.20), (4.25) and the definition of QC yield
QCz1 ∈ Ker [ACARAV]⊤ = ImQCRV,
and thus QCz1 = QCRVQCz1. Now, substituting (4.20) and (4.24) in (4.17) gives
Q⊤CRVALL
−1 (·)A⊤LQCz1 +Q⊤CRVAMX⊤Hk (·)XA⊤MQCz1 = 0
where the important non-standard term X⊤Hk (·)X is positive definite as shown in
Lemma 4.4. Therefore it follows that A⊤LQCz1 = 0 and A
⊤
MQCz1 = 0 (using QCz1 =
QCRVQCz1). Hence QCz1 ∈ Ker [ACARALAVAM]⊤, which is trivial due to Ass. 3.2
(without semiconductors AD = []). QCz1 = 0 or equivalently PCz1 = z1.
The rest of the proof only uses standard arguments: it follows from (4.20) immediately
z2 = 0 and (4.19) can be restated as (using a ‘regularization’ of the capacitive term)
HC (·)PCz1 = −AVz3 and thus z1 = −HC (·)−1AVz3
because HC (·) = ACC (·)A⊤C + Q⊤CQC is positive definite. Multiplying of (4.19) from
the left by Q⊤C leads to Q
⊤
CAVz3 = 0 and z3 ∈ ImQC-V respectively. Finally (4.18) and
z3 ∈ ImQC-V give
Q⊤C-VA
⊤
VHC (·)−1AVQC-Vz3 = 0.
Hence AVz3 = 0 and z3 = 0 because AV has full column rank. Now HC (·) z1 = 0 implies
z1 = 0. Thus it has been shown that
(
N1 ∩ S˜1
)
(x, t) and consequently (N1 ∩ S1) (x, t) is
trivial iff there is a LIM-cutset or a CV -loop with at least one voltage source.
Remark 4.3 (Flux/charge-oriented MNA). Using the flux/charge-oriented formulation
instead of the traditional MNA for system (4.2) does not change the index results for the
index-1 and index-2 cases, [54].
While the time-integration of index-1 DAEs behaves numerically almost like integrating
a stiff ODE, it can be shown using perturbation-index analysis that index-2 problems
are more severe, [67]. On the other hand it is known for index-2 Hessenberg systems
with linear index-2 variables, [25, 6], and for index-2 circuits, [128], that the numerical
difficulties in time-integration are moderate. The derivative of the perturbation does not
affect the differential (index-0) variables and thus they do not propagate and accumulate.
The field/circuit coupled problem belongs to this class, because the MQS device does
not contribute with additional index-2 other than the voltages vM, [8]. This is shown
numerically in the example in Section 6.1 and mathematically by the following result
which matches the classical MNA result extend by a trivial column and row, [128].
Remark 4.4 (Linear index-2 variables). The index-2 variables are components that de-
pend on the first derivatives of the input functions. Following [53] they are described by
the constant projector
T :=


QCRV 0 0 0
0 0 0 0
0 0 QC-V 0
0 0 0 0


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onto (N0 ∩ S0) (x, t) and the complimentary projector U := I−T. The stiffness term can
be split accordingly b (x, t) = b (Ux, t) + BTx using a problem-specific matrix B and
d (x, t) = d (Ux, t). Thus it can be concluded that the index-2 variables enter our system
linearly.
4.3 Conclusions
In this section the structural properties of magnetoquasistatic devices in electrical circuits
modeled by MNA were discussed. The coupled multiscale system of lumped devices (re-
sistors, inductors, capacitors, independent current and voltage sources) and MQS devices
was formulated with a proper leading term and analyzed by the tractability index concept.
The field/circuit coupled problem was proved to be numerically harmless, i.e., it is
index-2 (with linear index-2 components) at most and index-1 under rather mild conditions
(analogously to the classical network case). The MQS devices were plugged into the circuit
as controlled current sources, but the analysis shows that they behave topologically as
inductances. This corresponds to the physical effects covered by the eddy current problem.
The index results are numerically verified in Section 6.1 by applying Euler’s method as
a time-integrator to a PDE inductance model. More efficient (multirate) time-integration
methods are discussed in the following section.
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As we mentioned in the introduction, the coupled multiscale problems of Section 3 are
a challenging task for time-integrators: the intrinsic time rates of subsystems differ by
several orders of magnitude and the type of the subsystems is different, i.e., concerning
their symmetry and definiteness. Unfortunately the structural properties can also change.
The coupling of DAE index-1 subsystems can yield an arbitrarily high index problem, e.g.
[51].
The introductory example Figure 5.1a shows an electric circuit configuration, where
a part is refined by a magnetoquasistatic field model using partial differential equations
(PDEs). Due to the different modeling techniques, i.e., network and space discretization,
the underlying equations are different in shape, the circuit system is non-symmetric and
typically tackled by direct solvers, while the field is symmetric and solved by iterative
methods. Furthermore the voltages, Figure 5.1b, are only pulsed in the circuit part but
slow and sinusoidal in the field part. The discretization has to resolve the dynamics of the
coupled system as a whole and thus it produces a series of time steps that matches the
dynamics of the most active component (i.e., the one working at the highest frequency).
Due to switches, filters or high integration there may only be a small number of devices
active at any given moment, while the others remain latent. The time-integrator will
resolve those parts with an unnecessarily high time resolution causing an avoidable high
computational cost.
Standard single-rate time-integration (described in Section 5.1) is inefficient for those
problems. A possible work-around is presented in Section 5.2: a Schur complement ap-
proach for the MQS device is introduced, cf. [134, 58]. It allows us to use different linear
solvers for the subsystems, i.e. a direct solver for the circuit and an iterative one for the
field. Furthermore the Schur complement is used for several time steps (bypassing), such
that multiple time scales are exploited to some extend.
A more general way is to treat every subsystem independently within a cosimulation
scheme, Section 5.3. This permits the use of multirate and multimethod techniques and
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Figure 5.1: Multirate behavior. Example is described in Section 6.3.1.
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simplifies the coupling of simulator packages. The drawback is the decline in stability:
the presence of algebraic constraints can handicap higher-order integration, [136] and may
cause divergence, [1, 5].
In this thesis stability and convergence are proved for an iterative cosimulation scheme
(‘dynamic iteration’) by analyzing the coupling interface, see Section 5.3. The analysis in-
cludes particularly the application in field/circuit and semiconductor/circuit problems as
discussed in Section 5.3.5 and Section 5.3.6, respectively. In Section 5.3.5 the cosimulation
approach is adapted for efficient multirate time-integration of field/circuit coupled prob-
lems by using reduced order models: ‘fitting parameters on the fly’, [118]. The conditions
for stability and convergence are obtained and the convergence order is well understood.
5.1 Single Rate DAE Time-integration
In Section 4 we have shown, that the coupled field/circuit problem as derived in Section 3
can be given as a DAE with properly stated leading term
A
d
dt
d (x, t) + b (x, t) = 0
with a matrix A ∈ Rl×m, coefficient functions d (x, t) ∈ Rm and b (x, t) ∈ Rl. The
numerical difficulties in the time-integration of those problems depend strongly on their
DAE-index, see Section 4. The difficulty of numerical time-integration increases with a
higher index, [25]. In the present case of problems that do not exceed index-2 standard
time-integration methods for stiff problems can be applied without difficulty, e.g. implicit
Runge-Kutta methods (IRK), linearly implicit schemes or Backward Differentiation For-
mulas (BDF), [68]. All methods discretize the time interval I into a series of time points
t0 < t1 < . . . < tn < . . . < te.
The solution of all components of x is computed at each time point (‘single rate’), inde-
pendently of their dynamics. For simplicity of notation a constant step size is assumed,
i.e., tn+1− tn = h. In practice an error control estimator together with a step size predictor
adjusts the step size adaptively, [68].
The various time-integration methods differ in the construction of higher-order approx-
imations xn to x(tn). We focus here on BDF because they are traditionally used in circuit
simulators. The other methods are analogously applicable and for example in Section 6
some examples are discretized by a Runge-Kutta method, i.e., RADAU5, [68]. The BDF
scheme turns the time-continuous problem into a series of nonlinear time-discrete prob-
lems, where the higher order approximation is obtained by constructing a polynomial of
degree k using previously computed data. The time-discrete problems reads for tn in the
notation above with properly stated leading term, [91]:
F(xn−k, . . . ,xn, tn−k, . . . , tn) := A
1
h
k∑
i=0
αid(xn−i, tn−i) + b (xn, tn) = 0 (5.1)
using coefficients αi (k-th order BDF). For the special choice k = 1 with α0 = −α1 = 1,
the method is the implicit Euler scheme. The nonlinear time-discrete problems are usually
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solved by Newton-Raphson
J(i)n x
(i+1)
n = −F(i)n + J(i)n x(i)n︸ ︷︷ ︸
=:r
with J(i)n :=
α0
h
G0
(
x(i)n , tn
)
+ b′x
(
x(i)n , tn
)
F(i)n := F(xn−k, . . . ,xn−1,x
(i)
n , tn−k, . . . , tn)
(5.2)
where G0 := Ad
′
x (x, t) and b
′
x are the (differential) mass and stiffness matrices, respec-
tively (see Definition 4.2). The problems in this treatise exhibit only constant mass ma-
trices, such that G0 = const and thus the time-derivative is discretized directly.
In Section 2.2.3 the regularization of the curl-curl operator was discussed, such that the
matrix pencil J
(i)
n above is invertible, cf. equation (2.25). This guarantees well-posed linear
problems for direct solvers in the Newton-Raphson iteration (5.2). Alternatively iterative
solvers could be used, which would benefit from their weak gauging property as noted in
Remark 2.1, [37].
The single rate approach is not efficient for problems with different time-scales. Some
components of the unknown vector may behave slowly and almost linearly in time, while
other are fast and nonlinear. This limitation can be mitigated by using bypassing tech-
niques, Section 5.2 or completely overcome by cosimulation Section 5.3.
5.2 Multirate Bypassing of MQS Schur Complements
In this section a bypassing algorithm based on Schur complements for the field/circuit
coupled problem is developed, see [116]. It exploits the problem specific multirate behav-
ior in the field/circuit coupled problem. It is important to note that classical multirate
techniques (for example [60, 10, 125, 112] to name only a few) cannot exploit the multi-
rate behavior as shown in Fig. 5.2, because the problem exhibits a special mixed signal
(‘multi-tone’): the nonlinearity of the saturation curve varies on a slow scale, while the
MQS device behaves rather linearly on the fast scale. There are approaches that can cope
with such signals, e.g., multirate partial differential algebraic equations (MPDAEs) split
the time axis into a fast and slow scale and solve a PDAE instead of a DAE, [23], but those
approaches come with a high computational overhead and cannot simply be implemented
into existing simulation environments.
The first part of the section introduces the basics of matrix assembly and Schur com-
plements in circuit simulation and Section 5.2.1 explains which time scales are relevant.
Circuit simulators assemble the time-discretized MNA equations (3.19) element-wise.1
The time-integrator is typically a BDF method, see above. Each circuit element is repre-
sented by an current/voltage relation possibly with some additional equations and internal
unknowns. Those relations are algebraic functions Fe,n that finally form the overall system
Fn = 0 at the n-th time step. Similarly each element contributes with Je,n to the overall
Jacobian. Suppressing the subscript n (for simplicity of notation), we read
J(i) :=
∑
e
QeJ
(i)
e Q
⊤
e and F
(i) :=
∑
e
QeF
(i)
e (5.3)
with element-wise assembly matrices Qe that organize the contributions such that the
1Element refers here to circuit elements and they are not related to elements used for space discretization.
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MNA equations (3.19) are obtained, [116]. In particular they incorporate the incidence
matrices Ae. One calls the tuple J
(i)
e , F
(i)
e the element stamp. It consists of internal and
external variables, i.e., variables used only inside the particular element and variables that
are related to other elements by the simulator, [56, 58].
Following [116, 134] we want to speed up the solution of the Newton system in
field/circuit applications by eliminating the magnetic vector potential ⌢a. We focus here on
the MQS device’s contribution to the time-discretization of system (3.19). This is in the
notation above a particular contribution to the function F in (5.3). It reads
F
(i)
M :=

 I 0 0RM −I 0
−XM 0 kν(⌢a(i))

x(i)M + 1h

0 0 00 0 X⊤M
0 0 Mσ˜

 ρx(i)M ,
with the variables
xM := xM,n :=

 iM,nvM,n
⌢an

 and ρx(i)M := α0x(i)M,n + k∑
i=1
αixM,n−i .
The first row contains the contribution to the current balance equation, the second line
is the coupling equation and finally the last row represents the MQS curl-curl equation.
Here the model is excited by stranded conductors (the solid conductor case is analogous).
We obtain the following Jacobian contribution:
J
(i)
M :=

 I 0 0RM −I α0h X⊤M
−XM 0 K(i)h

 with K(i)h := Kν(⌢a(i)) + α0h Mσ˜ (5.4)
with the differential reluctivity matrix Kν(
⌢a(i)), see (2.23). The contribution to the right-
hand side is given by, cf. (5.2):
r
(i)
M := −F(i)M + J(i)M x(i)M =
1
h

 0X⊤M
Mσ˜

(α0⌢a(i) − ρ⌢a(i))+

 00
Kν(
⌢a(i))− kν(⌢a(i))

⌢a(i), (5.5)
where the only unknown ⌢a is the magnetic vector potential, which is internal, i.e., it is not
used outside the MQS stamp. Only the current/voltage relation of the series connection
of a (nonlinear) inductor and a resistor needs to be revealed to the host circuit simulator.
This is the case if ⌢a is eliminated from the Newton system by the Schur complement.
This is beneficial for all kinds of large elements, e.g. it allows cache-optimized stamping
of semiconductor models, [58], or field devices, [134, 116]. In either case more compact
stamps are obtained, which fit better into the overall MNA framework.
The unknown ⌢a is removed and one ends up with a reduced stamp in terms of x˜⊤M =
(i⊤M, v
⊤
M). The corresponding reduced Jacobian reads
J˜
(i)
M :=
[
I 0 0
0 I −α0
h
X⊤M
(
K
(i)
h
)−1]J(i)M

I 00 I
0 0

 = [ I 0
RM +
α0
h
L
(i)
h −I
]
(5.6)
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with generalized inductance matrix
L
(i)
h
:= X⊤M
(
K
(i)
h
)−1
XM (5.7)
using K
(i)
h from (5.4). For static models, equation (5.7) extracts an inductance by one
Ampe`re excitation, [118], but here L
(i)
h also takes eddy current effects into account (due
to the presence of the conductance matrix Mσ˜). Thus the inductance depends on the
frequency (via the step size h) and therefore the matrix must be recomputed or interpolated
for any change of h.
The reduced right-hand side contribution is
r˜
(i)
M =
[
0
r˜
(i)
M,v
]
where r˜
(i)
M,v =
1
h
X⊤M
(
I− α0
h
(
K
(i)
h
)−1
Mσ˜
)
(α0
⌢a(i) − ρ⌢a(i))
− α0
h
X⊤M
(
K
(i)
h
)−1 (
Kν(
⌢a(i))− kν(⌢a(i))
)
⌢a(i).
The magnetic vector potential is still needed to evaluate the reduced right-hand sides (and
thus the nonlinear material curve). This evaluation and the recomputation of the Schur
complements come with computational costs.
In the following the computational costs are discussed in terms of direct solvers (matrix
factorizations). Their application is beneficial for our approach, because the factorization
can be stored. For the Schur complement in the Newton iteration i+1, we need to compute
L
(i)
h . When applying a direct solver, the matrix K
(i)
h is factorized (one LU decomposition)
and afterwards forward/backward substitutions are carried out for each circuit branch
(m = 1, . . . , nM):
K
(i)
h
⌢a(i)m = Xm s.t. L
(i)
h = X
⊤
M
⌢a
(i)
M with
⌢a
(i)
M := [
⌢a1, . . . ,
⌢anM ] (5.8)
by sparse inner products. Also, the magnetic vector potential for the right-hand-side
voltage must be computed. To this end, we solve the following equation inside each Newton
iteration (derived from Jacobian (5.4) and right-hand side (5.5)):
K
(i)
h
⌢a(i+1) =r
(i)
M,a +XMi
(i+1)
M , r
(i)
M,a :=
1
h
Mσ˜
(
α0
⌢a(i) − ρ⌢a(i))+ (Kν(⌢a(i))− kν(⌢a(i)))⌢a(i) .
Thus we determine the remaining term ⌢a
(i)
V by forward/backward substitutions from:
K
(i)
h
⌢a
(i)
V = r
(i)
M,a, (5.9)
and finally one obtains for the magnetic vector potential
⌢a(i+1) = ⌢a
(i)
V +
⌢a
(i)
M i
(i+1)
M .
Moreover, we find for the reduced right-hand side the simplification:
r˜
(i)
M,v =
1
h
X⊤M
(
α0
⌢a(i) − ρ⌢a(i) − ⌢a(i)V
)
.
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Figure 5.2: Time scales in a field/circuit coupled problem: the inductivity changes according
to the slow sine wave, which is the low frequency part of the pulsed signal.
This improves the result of [134] for a similar setting. It has been shown that only one
factorization and nM + 1 forward/backward substitutions, i.e., equations (5.8) and (5.9),
are necessary for the Schur complement in each Newton iteration. The choice of the
linear solver for the Schur complement is independent of the solver used in the circuit
host simulator (typically a direct solver). So, for example an iterative method such as
(block) PCG could be used for the Schur complement, [110]. This allows us to solve 3D
problems within the circuit simulator without additional gauging, because of the weak
gauging property, Remark 2.1. This highly improves the efficiency of the linear solver,
especially if multiple right-hand-sides are supported to solve (5.8-5.9), e.g., [142].
5.2.1 Bypassing as Multirate Time-Integration
The (generalized) inductance matrix Lh is determined by the magnetic saturation due to
the underlying BH-curve (2.15). The saturation is driven by the supplied energy and thus
it is rather slow compared to other time rates of the electric circuit, e.g., the switching
frequency of transistors, see Fig. 5.2. Thus the relevant time rate of the nonlinearity
corresponds to the dynamics of the following integral, even if the applied voltage is a much
faster switching signal
E(tn) = E(t0) +
tn∫
0
iM(s)vM(s)ds (5.10)
with the initial energy level of the device E0. In the i-th Newton iteration of time step n
the energy is approximated by
En ≈ E0 + h
(
n−1∑
j=0
iM,jvM,j + i
(i)
M,jv
(i)
M,j
)
and this can easily be compared to the initial energy level E0 using a (relative) norm.
Updates of the nonlinearity are only necessary if the energy level changes significantly.
Consequently, the computation of the material matrices can often be bypassed, Fig. 5.3.
Then the model behaves (nearly) linearly and only one forward/backward substitution
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field
circuit
Newton Schur complement
t0 h te
Figure 5.3: Bypassing. The field and circuit problems are decoupled: the solid arrows denote
time steps where the system is solved by an ordinary Newton-Raphson iteration. Time steps
with the dashed arrows indicate the usage of the Schur complement.
for the right-hand-side per iteration is necessary (5.9). This defines a simplified Newton
algorithm, where the Jacobian (5.6) is frozen for several iterations and possibly several
time steps if the (relative) change of energy does not exceed a threshold and thus the
reluctivity is (nearly) constant.
Furthermore, if the problem is rather latent the right-hand-side evaluation can be by-
passed as well. The vector potential needs no update and thus the field problem is decou-
pled from the circuit, where it is represented by an inductance matrix. This is obviously
not free of risks, because the bypassing of the right-hand-side changes the fixed point of
the Newton scheme. The algorithm is given in Listing 1 where the energy level and the
reluctivity ν are monitored by relative norms. This algorithm relieves the host simulator of
the burden of solving unnecessarily large system of equations, especially if the nonlinearity
is weak. On the other hand the host-simulator still can use a Jacobian for its Newton
iteration. The drawback are the additional iterations due to the inferior convergence of
simplified Newton, albeit solving a sequence of reduced systems.
5.2.2 Conclusions
The Schur complement approach yields significantly smaller element stamps that are equiv-
alent to a series connection of an inductance and a resistance (this is in line with DAE-index
result, Section 4). The additional costs of the complement computation can be disregarded
if linear solvers with multiple right-hand side techniques are available. In particular iter-
ative solvers will improve the efficiency of this solution process. Due to bypassing, the
field/circuit coupling is weakened and thus the time-integration of the circuit is cheapened
because only basic elements are evaluated. This decoupling exploits the multirate time
behavior of the coupled system if present, see Section 6.2.
Although the bypassing allows for a decoupling, the circuit simulator still controls the
simulation: the same time-integrator is used for all subproblems, the circuit simulator
decides about step sizes and Newton iterations etc., see Fig. 5.3. If the level of decoupling
is to be further increased the use of waveform relaxation approaches is appropriate. This
is the topic of the next section.
5.3 Multirate Cosimulation
Coupled multiscale problems like (3.19) arise naturally in electromagnetic device simulation
and in the previous section on Schur complement bypassing, we have introduced a method
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Listing 1 Algorithm: Bypassing
1) compute ⌢a(i) and E
(i)
n
2) if norm(E
(i)
n − E0) >tol
then evaluate material curve ν(i) := ν(⌢a(i))
2a) if norm(ν(i) − ν(i−1)) >tol
then compute L
(i)
h and v
(i)
M
else bypass matrix update L
(i)
h
:= L
(i−1)
h and v
(i)
M := v
(i−1)
M
else bypass material update ν(i) := ν(i−1) and L
(i)
h := L
(i−1)
h , v
(i)
M := v
(i−1)
M
3) return to host simulator.
that is able to mitigate some of the most severe problems (multirate and the efficency of
linear solvers). On the other hand, problems often come along with their own specific
simulation packages and thus the coupled system cannot be solved monolithically (as a
whole system) in the time domain. This renders standard time-integration impossible
and even the bypassing approach is only feasible if the simulation packages supply the
corresponding interfaces, e.g., such that we can access the magnetic vector potential to
ensure correct initial values.
One way to overcome this impasse is to apply cosimulation methods, i.e. methods for
the coupling of simulator packages. Each model is simulated separately by its package,
e.g. network and PDE models. Thus all problems may be solved on their own time scale,
with tailor-made methods (multimethod). Information on how the models interact are
exchanged only at synchronization points (on ‘time windows’).
In the following we will revisit the waveform relaxation or dynamic iteration schemes,
which solve the subproblems iteratively and exchange coupling information in each sweep,
[88, 141]. Fig. 5.4 depicts the general idea of separate time-stepping, windowing and it-
eration. Those schemes are known to be unconditionally stable for coupled ODEs, [97,
27] and their convergence is well understood for ODEs that stem from circuit simulation
and space discretized PDEs, [135, 77]. On the other hand instabilities are known when
those schemes are applied to DAEs. The introduction of a windowing technique has been
proposed to speed-up convergence and avoid instabilities. Nonetheless the contraction of
the underlying fixed point iteration is only guaranteed if a stability constraint is fulfilled.
This constraint forces the algebraic coupling to be weak, but then convergence on a single
window is enforced, [76, 7].
The error transport for multiple windows has been analyzed so far for a special class
of DAEs, where the coupling is established by Lagrangian multipliers, [5]. In [51] the
error transport of the general case was considered using a differential equation for the
error propagation, but the DAE system was reduced to its underlying ODE. This has
simplified several aspects, that are discussed in [9], which is the basis of the following
analysis. It generalizes the approach of [5] to the most general form of index-1 DAEs,
for which a similar stability constraint is derived. Global convergence and stability (with
error propagation) will be guaranteed if the splitting error remains in a neighborhood of the
analytical solution. Sections 5.3.5 and 5.3.6 will apply the theory to the electromagnetic
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field
circuit
t0 H1 t
Figure 5.4: Dynamic iteration. The subsystems (e.g. field and circuit) are discretized on their
own time scales using different time steps (solid arrows). Several time steps are a time window
and they are computed iteratively (the ‘sweeps’ are denoted by the dashed arrows).
models in electric networks of the previous sections and show that dynamic iteration is
indeed a strategy for exploiting multirate behavior using reduced order models similar to
those illustrated in [106].
5.3.1 Abstract DAE-DAE Coupling
In the index analysis Section 4, it has been shown that the coupled problem is addressed
by the abstract equation (4.1). The projectors in Section 4 can be used to decompose
the problem down into dynamic and algebraic parts, [92]. The resulting parts can be
reorganized such that we obtain a semi-explicit initial value problem of differential algebraic
equations (DAE-IVP)
y˙ = f(y, z), with y(t0) = y0 , (5.11a)
0 = g(y, z), with z(t0) = z0 , (5.11b)
where the variables are renamed to x⊤ = [y⊤, z⊤] with the vector functions f and g. This
formulation addresses the whole problem abstractly and thus allows us to extract the un-
derlying principles without the dispensable details. The following analysis of system (5.11)
is limited to the index-1 case. In the field/circuit case this can be assured by Theorem 4.2
that demands loop/cutset conditions for the circuit. This prerequisite is mathematically
formalized by the following index-1 assumption:
Assumption 5.1 (Monolithic index-1). The differential algebraic initial value prob-
lem (5.11)
(a) has a unique solution on I = [t0, te]
y : [t0, te]→ Rny and z : [t0, te]→ Rnz (5.12)
and the initial values are particularly consistent, i.e., y0 and z0 solve the algebraic
equation (5.11b),
(b) the right-hand-side functions f and g are supposed to be sufficiently often differen-
tiable in the neighborhood of the solution,
(c) the Jacobian ∂g/∂z is non-singular in the neighborhood of the solution (the coupled
problem is index-1).
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Remark 5.1 (Index concepts for Hessenberg systems). Please note that we do not dis-
tinguish between different DAE index-concepts for semi-explicit systems. Equation (5.11)
describes the special case of an index-1 Hessenberg system and for Hessenberg systems
of index-1, index-2 and index-3 it has been shown in [67, Page 13] that the important
index-concepts coincide, [29].
In the index-1 case above the vector y contains only the differential variables, i.e., the
variables that are defined by first derivatives with respect to time, while z contains the
algebraic variables that are not described by any derivatives.
Let the coupled problem (5.11) consist of r subsystems. For example a network con-
taining an MQS and a semiconductor device consists of r = 3 subsystems. Let us further
assume that the equations are partitioned accordingly, then the i-th subsystem is given by
(for i = 1, . . . , r)
y˙i = fi(y, z), with y
⊤ = [y⊤1 , . . . ,y
⊤
r ] (5.13a)
0 = gi(y, z), with z
⊤ = [z⊤1 , . . . , z
⊤
r ] (5.13b)
where the global right-hand-sides are assembled in the obvious way f⊤ = [f⊤1 , . . . , f
⊤
r ] and
g⊤ = [g⊤1 , . . . , g
⊤
r ]. Similar to the monolithic Ass. 5.1 we require for each subsystem
Assumption 5.2 (Subsystem index-1). The Jacobian
∂gi/∂zi is not singular for all i = 1, . . . , r, (5.14)
in the neighborhood of the solution (the subsystems are index-1).
This guarantees by the Implicit Function Theorem that each subsystem gi(y, z) = 0 is
(locally) uniquely solvable for zi. It is important to note that Assumptions 5.1 and 5.2 do
not imply each other, as shown by the following examples.
Example 5.1 (DAE-index of subsystems and monolithic DAE-index). The following ex-
amples show that coupling two index-1 subsystems can result in a (monolithic) index-2
system and vice-versa.
• Let us consider the following scalar subsystems separately, [50]
y˙1 = f1(y, z) := z1 and 0 = g1(y, z) := y1 + z1 +w1
y˙2 = f2(y, z) := z2 and 0 = g2(y, z) := y2 + z2 +w2,
where w1(t) and w2(t) are given inputs and each subsystem is index-1
∂g1/∂z1 = ∂g2/∂z2 = I, but w1 = z2,w2 = z1 yields ∂g/∂z =
[
I I
I I
]
such that the monolithically coupled system is index-2.
• Let us consider the following scalar subsystems (Hessenberg form) separately
y˙1 = f1(y, z) := y1 + z1 and 0 = g1(y, z) := y1 +w1
y˙2 = f2(y, z) := y2 + z2 and 0 = g2(y, z) := y2 +w2,
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where w1(t) and w2(t) are given inputs and each subsystem is index-2
∂g1/∂z1 = ∂g2/∂z2 = 0, but w1 = z2,w2 = z1 yields ∂g/∂z =
[
0 I
I 0
]
such that the monolithically coupled system is index-1.
Now, having ensured that the problem is well-posed, the next section will introduce the
iteration schemes using the concept of splitting functions.
5.3.2 Dynamic Iteration
This section defines the fundamental ingredients for a dynamic iteration scheme: the par-
titioning into time windows, the extrapolation and iteration steps. The iteration step is
applied repeatedly, but it is stopped after a finite number of iterations. Thus the dynamic
iteration returns an approximation to problem (5.11) that is affected by a splitting error.
The approximation is denoted by, cf. [9]
x˜ :=
[
y˜
z˜
]
with y˜ : [t0, te]→ Rny and z˜ : [t0, te]→ Rnz (5.15)
being close to the exact solution (5.12). As indicated before, the dynamic iteration scheme
operates on time windows [Tn, Tn+1], such that
t0 = T0 < T1 < T2 < . . . < TN = te
with window size Hn := Tn+1 − Tn. In the multirate context those windows are called
macro steps in contrast to the micro steps h of the numerical time-integration, see Fig. 5.4.
Assuming a numerical approximation is computed on the window [Tn−1, Tn], the dynamic
iteration defines a new approximation on the consecutive window
x˜|[Tn,Tn+1] ∈ C1,0n with C1,0n := C1([Tn, Tn+1],Rny)× C([Tn, Tn+1],Rnz)
using an extrapolation step followed by (one or more) iteration steps. The corresponding
steps are defined by operators as in [5].
Extrapolation step. Let the operator Φn : C
1,0
n−1 → C1,0n denote a continuous extrapola-
tion from the old window [Tn−1, Tn] to the new window [Tn, Tn+1]. This defines an initial
guess of the new approximation[
y˜
(0)
n
z˜
(0)
n
]
:= Φn
[
y˜|[Tn−1,Tn]
z˜|[Tn−1,Tn]
]
with Φn =
[
Φy,n
Φz,n
]
. (5.16)
Actually the initial value x˜
(0)
n (Tn) is fixed from the previous window. Its constant extrap-
olation on the new window is the most common choice for an initial guess:[
y˜
(0)
n (t)
z˜
(0)
n (t)
]
=
[
y˜n(Tn)
z˜n(Tn)
]
for all t ∈ [Tn, Tn+1].
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This operator introduces an error in O(Hn), which can be improved by linear or higher
order polynomial extrapolation. It is uniformly Lipschitz-continuous, independently of Hn,
see [5].
Iteration step The extrapolation has defined an initial guess. It is followed by an iteration
step defined by the mapping Ψn : C
1,0
n → C1,0n[
y˜
(k−1)
n
z˜
(k−1)
n
]
→
[
y˜
(k)
n
z˜
(k)
n
]
:= Ψn
[
y˜
(k−1)
n
z˜
(k−1)
n
]
with Ψn =
[
Ψy,n
Ψz,n
]
(5.17)
where k = 1, . . . , kn and kn is the (finite) number of iterations. The mapping Ψn defines
the solution operator for the initial value problem
˙˜y(k)n = F
(
y˜(k)n , y˜
(k−1)
n , z˜
(k)
n , z˜
(k−1)
n
)
, with y˜(k)n (Tn) = y˜
(k−1)
n (Tn), (5.18a)
0 = G
(
y˜(k)n , y˜
(k−1)
n , z˜
(k)
n , z˜
(k−1)
n
)
. (5.18b)
where the differential and algebraic splitting functions F and G, respectively, are consis-
tent, i.e., they fulfill the following compatibility condition:
Definition 5.1 (Consistent splitting functions). Splitting functions F and G are called
consistent if they are sufficiently differentiable and fulfill the compatibility condition
F
(
y,y, z, z
)
= f
(
y, z
)
and G
(
y,y, z, z
)
= g
(
y, z
)
. (5.19)
Remark 5.2 (Fixed-point). The following statements follow immediately from the defini-
tions above:
• the compatibility condition implies the exact solution x is a fixed-point of the itera-
tion operator Ψn.
• the solution on [Tn, Tn+1] after extrapolation and kn iterations reads[
y˜|[Tn,Tn+1]
z˜|[Tn,Tn+1]
]
:= (Ψknn ◦ Φn)
[
y˜|[Tn−1,Tn]
z˜|[Tn−1,Tn]
]
. (5.20)
• for the partitioned system (5.13) with corresponding unknowns y˜⊤n = [y˜⊤1,n . . . y˜⊤r,n],
z˜⊤n = [z˜
⊤
1,n . . . z˜
⊤
r,n], the iteration operator Ψn is defined by r initial-value problems:
˙˜y
(k)
i,n = Fi(y˜
(k)
n , y˜
(k−1)
n , z˜
(k)
n , z˜
(k−1)
n ), with y˜
(k)
i,n (Tn) = y˜
(k−1)
i,n (Tn),
0 = Gi(y˜
(k)
n , y˜
(k−1)
n , z˜
(k)
n , z˜
(k−1)
n )
(5.21)
where i = 1, . . . , r and splitting functions F⊤= [F⊤1 . . . F
⊤
r ] and G
⊤= [G⊤1 . . . G
⊤
r ].
All common iteration schemes can be encoded by the splitting functions above, i.e., Pi-
card, Jacobi or Gauß-Seidel-type schemes, [9]. For example the Gauß-Seidel-type scheme
is visualized in Fig. 5.5 for the case of two subsystems. It computes sequentially the so-
lutions of all r subsystems. It iterates such that the i-th subsystem in the k-th iteration
solves for the new solution x
(k)
i,n where it utilizes the latest available data for the variables
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PSfrag
x˜
(k−1)
1,n
x˜
(k−1)
2,n
x˜
(k)
1,n
x˜
(k)
2,n
Subsystem 1 Subsystem 2
Figure 5.5: Schematic representation of the k-th Gauß-Seidel iteration on the n-th time window
for r = 2 subsystems; schematic as given in [51].
of the previous subsystems (1, . . . , i− 1) and old data (from the previous iteration) for the
variables of following subsystems (i+ 1, . . . , r).
Definition 5.2 (Gauß-Seidel). The splitting functions (i = 1, . . . , r)
Fi
(
y˜(k)n , y˜
(k−1)
n , z˜
(k)
n , z˜
(k−1)
n
)
:= fi
(
Y˜
(k)
i,n , Z˜
(k)
i,n
)
, (5.22a)
Gi
(
y˜(k)n , y˜
(k−1)
n , z˜
(k)
n , z˜
(k−1)
n
)
:= gi
(
Y˜
(k)
i,n , Z˜
(k)
i,n
)
(5.22b)
define a Gauß-Seidel-type iteration scheme with
X˜
(k)
i,n :=
[
Y˜
(k)
i,n
Z˜
(k)
i,n
]
with Y˜
(k)
i,n (t) :=


y˜
(k)
1,n(t)
...
y˜
(k)
i,n (t)
y˜
(k−1)
i+1,n (t)
...
y˜
(k−1)
r,n (t)


and Z˜
(k)
i,n(t) :=


z˜
(k)
1,n(t)
...
z˜
(k)
i,n(t)
z˜
(k−1)
i+1,n(t)
...
z˜
(k−1)
r,n (t)


.
Remark 5.3. The Gauß-Seidel-type iteration scheme of Definition 5.2 defines consistent
splitting functions F and G, i.e., they fulfill the compatibility condition and inherit their
smoothness and differentiability from f and g, see Definition 5.1. Please note that the split-
ting functions reflect changes in the computational sequence. In other words: it matters
in which sequence the subsystems (5.21) are solved.
For coupled ODEs (short ‘ODE-ODE’) various splitting schemes can be shown to be
convergent, [27] and similar results are known for the special case of an ODE coupled to
an algebraic equation (short ‘ODE-AE’), [136].
Example 5.2 (Gauß-Seidel examples). Let us consider the following examples
(i) The Gauß-Seidel type scheme for r = 2 ODE subsystems has the following form
˙˜y
(k)
1 = f1(y˜
(k)
1 , y˜
(k−1)
2 ),
˙˜y
(k)
2 = f2(y˜
(k)
1 , y˜
(k)
2 ),
with F =
[
f1(y˜
(k)
1 , y˜
(k−1)
2 )
f2(y˜
(k)
1 , y˜
(k)
2 )
]
.
(ii) The Gauß-Seidel type scheme for an ODE and AE subsystem, i.e., the ‘fractional
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step method for index-1 DAEs’, has the following form
˙˜y(k) = f(y˜(k), z˜(k−1)),
0 = g(y˜(k), z˜(k)),
with
F = f(y˜(k), z˜(k−1)),
G = g(y˜(k), z˜(k)).
Please note that the old waveforms y˜
(k−1)
2 and z˜
(k−1) enter in both examples only in the
first differential equation. The importance of that fact becomes clear by Cor. 5.6.
In contrast to the special cases above, the general DAE case is more involved: the
algebraic constraints (5.22b) may depend on old algebraic variables, i.e., those of the
previous iteration z˜
(k−1)
n . They can cause divergence and thus the scheme is carefully
analyzed in the following: Section 5.3.3 gives a fixed point analysis in function space of
the iteration scheme and Section 5.3.4 carries out an error analysis (using the fixed point
argument) to prove stability and convergence.
The reader who is not interested in mathematical details and proofs may skip to Sec-
tion 5.3.5 or Section 5.3.6 for applications in field/circuit and semiconductor/circuit cou-
pling, respectively.
5.3.3 Recursion Estimate
The k-th dynamic iteration starts from a given waveform. It stems either from a previous
iteration or from an extrapolation step. In any case it must already be sufficiently close
to the exact solution to guarantee contraction. This is not clear because the number of
iterations (kn) is finite and thus a splitting error occurs on each window (and this error is
even propagated to subsequent windows). These errors and their propagation are discussed
in Section 5.3.4. For now the quantification of ‘close’ is given by the following neighborhood
in function space:
Definition 5.3 (Neighborhood of the solution). For each time window Tn the distance
d > 0 defines a neighborhood of the exact solution
Ud,n =
{
X :=
[
Y
Z
]
∈ C1,0n :
∣∣∣∣Y − y|[Tn,Tn+1]∣∣∣∣2,∞, ∣∣∣∣Z− z|[Tn,Tn+1]∣∣∣∣2,∞ ≤ d
}
, (5.23)
where ‖v(t)‖2,∞ := maxt ‖v(t)‖2 utilizes the maximum-norm in time and the Euclidean
norm in space.
The splitting functions must fulfill the following smoothness properties on that neighbor-
hood, which are typically inherited from the original right-hand-side functions f and g:
Assumption 5.3 (Smoothness in the neighborhood of the solution). Let the problem (5.11)
with consistent splitting functions F, G be given, then it is assumed that there is a d0 > 0
with
(a) the (differential) splitting Function F is Lipschitz-continuous on Ud0,n with constant
LF > 0
(b) the (algebraic) splitting Function G is totally differentiable with Lipschitz-continuous
derivatives on Ud0,n
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(c) the partial derivative Gz(k) is invertible on Ud0,n.
Ass. 5.3 ensures that the split problems (5.18) are index-1 and have a well-defined so-
lution. For the Gauß-Seidel iteration the smoothness of the neighborhood in Ass. 5.3 is
implied by the smoothness of the right-hand-sides, see Ass. 5.2 and Definition 5.2.
Now, let the functions X, X˜ ∈ Ud0,n be given and further k denote the number of
iterations on the n−th time window. This allows for the following abbreviations, [9]
Ykn := Ψ
k
y,nX, Z
k
n := Ψ
k
z,nX, and Y˜
k
n := Ψ
k
y,nX˜, Z˜
k
n := Ψ
k
z,nX˜, (5.24)
that are introduced to measure the distance of a approximation from the exact solution
after k iterations, i.e., the following abbreviation for the differences
∆ky,n(t) := Y
k
n(t)− Y˜kn(t) , δky,n :=
∥∥∆ky,n∥∥2,∞ ,
∆kz,n(t) := Z
k
n(t)− Z˜kn(t) , δkz,n :=
∥∥∆kz,n∥∥2,∞ . (5.25)
Based on the result in [7] for particular waveforms, the following general result yields an
estimate for the dynamic iteration of two arbitrary waveforms X and X˜ on Ud,n
Lemma 5.4 (Recursion estimate). Let Ass. 5.1 and Ass. 5.3 be fulfilled for the consistent
splitting functions F, G. Then there is a constant C > 1, such that for a distance
d < min{d0/C, 1/(4C)}
and a window size Hn < Hmax, two waveforms
Xk−1n , X˜
k−1
n ∈ Ud,n. (5.26)
fulfill the recursion estimate[
δky,n
δkz,n
]
≤ K
[
δk−1y,n
δk−1z,n
]
+
[
1 + CHn
C
] ∥∥∆0y,n(Tn)∥∥2 (5.27)
with recursion matrix and contraction factor
K :=
[
CHn CHn
C CHn + αn
]
and αn := (1 + Cd)
∥∥G−1
z(k)
Gz(k−1)
∥∥
2,∞
+ Cd, (5.28)
respectively.
Proof. The proof follows [9] and generalizes [5, 7]. It is split into two parts: in the first
part the recursion estimate (5.27) for the differential unknowns ∆ky,n is shown (similarly to
the classical proof of the Picard-Lindelo¨f iteration). The second part proves the estimate
for the algebraic unknowns ∆kz,n using a homotopy between the two waveforms (5.26), see
Fig. 5.6.
Estimate for the differential components. Inserting the two waveforms (5.26) into (5.18a)
yields two differential equations. Subtracting one from the other and then integrating over
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Tn Tn+1t1 t2
t
y|[Tn,Tn+1]
Ykn
Y˜kn
Y˜k−1n
Yk−1n
d0
Y(k),θ(t2)
∆0y,n(Tn)
∆ky,n(t1)
y(t) Ud0,n
Ud,n
Figure 5.6: Contraction of waveforms. A differential component is shown for the k-th iteration
of the time window Tn, see the proof of Lemma 5.4.
the interval [Tn, τ ] with the limits Tn < τ ≤ Tn+1 yields
∥∥∆ky,n(τ)‖2 ≤ ∥∥∆ky,n(Tn)‖2 + LF
τ∫
Tn
(∥∥∆ky,n∥∥2 + ∥∥∆k−1y,n ∥∥2 + ∥∥∆kz,n∥∥2 + ∥∥∆k−1z,n ∥∥2) dt,
using the consistency of F and its Lipschitz-continuity on Ud0,n (Ass. 5.3). To obtain the
new waveforms at iteration k the solvability of the ODE (5.18a) is required, which can
be assured for a sufficiently small time window [Tn, τ ] by standard ODE theory. The
smallness is concretized in (5.33) by the constant C. From the fact that the initial offset
is given by error propagation and thus cannot be improved by iterations, follows
≤ ∥∥∆0y,n(Tn)‖2 + LF
τ∫
Tn
(∥∥∆ky,n∥∥2 + ∥∥∆k−1y,n ∥∥2 + ∥∥∆kz,n∥∥2 + ∥∥∆k−1z,n ∥∥2) dt. (5.29)
The Implicit Function Theorem (with Ass. 5.3) allows us to solve the algebraic equa-
tion (5.18b) for Z(k) = ζˆ(Y(k),Y(k−1),Z(k−1)) and analogously for Z˜(k). This yields∥∥∆kz,n∥∥2 = ∥∥ζˆ(Y(k)n ,Y(k−1)n ,Z(k−1)n )− ζˆ(Y˜(k)n , Y˜(k−1)n , Z˜(k−1)n )∥∥2
≤ Lζˆ
(∥∥∆ky,n∥∥2 + ∥∥∆k−1y,n ∥∥2+∥∥∆k−1z,n ∥∥2) (5.30)
with the Lipschitz constant Lζˆ > 0. Inserting this result into (5.29) yields the maximum
∆ky,n ≤
∥∥∆0y,n(Tn)∥∥2 + L0Hn (∆ky,n +∆k−1y,n +∆k−1z,n )
with L0 := LF(1 + Lζˆ), then reordering yields
≤
(
1 +
L0
1− L0Hn Hn
)∥∥∆0y,n(Tn)∥∥2 + L01− L0Hn Hn (δk−1y,n + δk−1z,n ) . (5.31)
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Let Hn < Hmax := 1/(2L0) then L0Hn < 1/2 implies
δky,n ≤ (1 + 2L0H) ‖∆k−1y,n (Tn)‖2 + 2L0H
(
δk−1y,n + δ
k−1
z,n
)
. (5.32)
This proves the differential part of the estimate (5.27). To verify that the new waveforms
are in the neighborhood, the distance from the exact solution is measured. This can be
done using the estimates above but for the special cases, that one of the waveforms is
identified as the exact solution, i.e., the fixed point. We set
Xkn = x|[Tn,Tn+1] such that ∆kx,n = X˜kn − x|[Tn,Tn+1]
and X˜kn = x|[Tn,Tn+1] such that ∆kx,n = Xkn − x|[Tn,Tn+1].
Then the following a priori estimates are found from the estimate (5.32)
|Ykn − y|[Tn,Tn+1]|, |Y˜kn − y|[Tn,Tn+1]| ≤ 7d,
|Zkn − z|[Tn,Tn+1]|, |Z˜kn − z|[Tn,Tn+1]| ≤ 9Lζˆ d,
(5.33)
and thus d < d0/C implies X
k
n, X˜
k
n ∈ Ud0,n for a constant
C > max
{
2L0, 7, 9Lζˆ
}
.
Estimate for the algebraic components. In the second part of the proof, the inequality for
the algebraic component is shown. The key is the following homotopy for θ ∈ [0, 1]:
Y(k),θ(t) := θY˜kn(t) + (1− θ)Ykn(t), and Z(k),θ(t) := θZ˜kn(t) + (1− θ)Zkn(t).
Insertion of the homotopies into the splitting function G defines implicitly an ‘overloaded’
version of G in the only parameter θ
G(θ) := G
(
Y(k),θ, Y(k−1),θ, Z(k),θ, Z(k−1),θ
)
and Gu(θ) :=
∂G
∂u
(θ).
where u denotes an arbitrary argument of the splitting function. The waveforms fulfill the
algebraic constraint and thus it holds that G(0) = G(1) = 0. Therefore the integral
0 = G(1)−G(0)
=
1∫
0
(
Gy(k)(θ)∆
k
y,n +Gy(k−1)(θ)∆
k−1
y,n +Gz(k)(θ)∆
k
z,n +Gz(k−1)(θ)∆
k−1
z,n
)
dθ (5.34)
is obtained, where all partial derivatives are identified as the error abbreviations (5.25),
e.g., ∂
∂θ
Y(k),θ = Y˜kn − Ykn = ∆ky,n. The Estimate (5.33) and Ass. 5.3 guarantee that all
arguments of G are in the neighborhood Ud,n. Thus the Lipschitz continuity of G on Ud,n
(Cd ≤ d0) with the constant LG′ yields∥∥Gu(θ)−Gu(0)∥∥2 ≤ LG′( ∥∥θY˜kn + (1− θ)Ykn −Ykn∥∥2 + . . .
. . .+
∥∥θZ˜k−1n + (1− θ)Zk−1n − Zk−1n ∥∥2)
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= LG′θ
(∥∥∆ky,n∥∥2 + ∥∥∆k−1y,n ∥∥2 + ∥∥∆kz,n∥∥2 + ∥∥∆k−1z,n ∥∥2)
≤ 18(1 + Lζˆ)LG′ d. (5.35)
Now, Ass. 5.3 guarantees the regularity of Gz(k)(0) and thus left-multiplication of (5.34)
yields
0 =
1∫
0
G−1
z(k)
(0)
( (
Gz(k)(0) +
[
Gz(k)(θ)−Gz(k)(0)
])
∆kz,n
+
(
Gz(k−1)(0) +
[
Gz(k−1)(θ)−Gz(k−1)(0)
])
∆k−1z,n
+Gy(k)(θ)∆
k
y,n
+Gy(k−1)(θ)∆
k−1
y,n
)
dθ.
(5.36)
Furthermore Ass. 5.3 (smoothness) guarantees that the Jacobians G−1
z(k)
, Gz(k−1) , Gy(k) and
Gy(k−1) are uniformly bounded on Ud0,n. Let the corresponding constant be denoted by
cg. Then solving equation (5.36) for G
−1
z(k)
(0)Gz(k)(0)∆
k
z,n = ∆
k
z,n and application of the
maximum norm in conjunction with estimate (5.35) yields
δkz,n ≤
(
||G−1
z(k)
Gz(k−1) ||2,∞ +
c˜
2
d
)
δk−1z,n +
c˜
2
d δkz,n + c
2
g
(
δky,n + δ
k−1
y,n
)
,
with the constant c˜ := 36(1 + Lζˆ)LG′cg and∥∥G−1
z(k)
Gz(k−1)
∥∥
2,∞
= max
t∈[Tn,Tn+1]
∣∣∣∣G−1
z(k)
Gz(k−1)
∣∣∣∣
2
(
Ykn(t),Y
k
n(t),Z
k
n(t),Z
k
n(t)
)
.
Finally the estimate (5.32) with Hn < Hmax and d < min
{
d0/C,
1
2c˜
}
give
δkz,n ≤ 3(1 + c˜d)c2g
(∥∥∆k−1y,n (tn)∣∣2 + δk−1y,n )
+ (1 + c˜d)
(
2c2gL0H + ||G−1z(k) Gz(k−1) ||2,∞ +
c˜
2
d
)
δk−1z,n
≤C(∥∥∆k−1y,n (Tn)∥∥2 + δk−1y,n )+ (CHn + αn) δk−1z,n . (5.37)
and this proves the algebraic part of the estimate (5.27). Using d < d0 the global constant
C > max
{
2L0, 7, 9Lζˆ , 3(1 + c˜d0)c
2
g, (1 + c˜d0)c
2
gL0,
c˜
2
}
is large enough to deduce all estimates, i.e., (5.32), (5.33) and (5.37).
Lemma 5.4 and especially the proof above distinguish between the different (Lipschitz)
constants and their respective origin. On the other hand the estimates in [5] are rougher.
Naturally the recursion estimate (5.27) can be brought to the form of Lemma 3.1 as it is
given in [5].
Remark 5.4 (Rougher recursion estimate). In the infinity norm the initial offset is
bounded by the maximum error on time window, i.e., |∆k−1y,n (Tn)| ≤ δk−1y,n . Thus (5.27)
implies the following (rougher) estimate(
δky,n
δkz,n
)
≤ K
(
δ0y,n
δk−1z,n
)
+
(
1
0
)∥∥∆k−1y,n (Tn)∥∥2, (5.38)
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with a (possibly) larger constant C. The rougher estimate matches the structure in [5, 7].
The consequences of the iterative application of estimates of the structure (5.38) are
discussed in [5]. The following result is easily transferred to the general index-1 setting, it
holds that
Proposition 5.5 (Iteration estimate). Let the same assumptions as for Lemma 5.4 be
fulfilled with a constant C > 1 > αn. Then there is a new constant C0 > C such that for
all k ≥ 1 and Hn ≤ Hmax it holds:(
δky,n
δkz,n
)
≤
(
C(4C + 1)Hnµ
max(0,k−2)
n 4CHnµ
k−2
n
4Cµk−1n µ
k
n + (µn − αn)k
)(
δ0y,n
δ0z,n
)
+
(
1+C0Hn
C0
)
δ0y,n(Tn)
(5.39)
where
µn = µ(αn, Hn) := αn +
2CHn
αn
2C
+
√
Hn
. (5.40)
Proof. The total error after k iterations corresponds to the iterative application of estimate
(5.38). This is the multiplication by the k-th power of the matrix K, see (5.28). Thus the
claim is deduced using the eigenvalues of K, i.e.,
λ1,2(K) =
1
2
(
αn + 2CHn ±
√
α2n + 4C
2Hn
)
, (5.41)
the details of the proof can be found in [5].
Without discussing the contraction of the recursion above (i.e., spectral radius ρ(K) < 1)
and shifting the analysis of the contraction factor αn to Theorem 5.7, the following corollary
is immanent
Corollary 5.6 (Simple coupling and convergence Rate). The eigenvalues (5.41) determine
the rate of contraction of the recursion above for the limit Hn → 0 and α < 1.
(i) Given a general splitting with
4C2Hn < α
2
n,
then the convergence rate is αn +O(Hn).
(ii) Given a splitting (‘simple coupling’), where no algebraic constraint depends on old
algebraic iterates, i.e.,
Gz(k−1) = 0,
then αn = 0 and the convergence rate is O(
√
Hn).
(iii) Given a splitting, where no algebraic constraint depends on old iterates, i.e.,
Gz(k−1) = 0 and Gy(k−1) = 0,
then the convergence rate is O(Hn).
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Proof. The first claim (i) is shown by Taylor expansion of (5.41). It holds√
α2n + 4C
2Hn = αn (1 + 2C
2Hn/α
2
n) +O(H2n).
and this, together with the assumptions, concludes the proof. The other claims (i) and
(ii) are shown in the same way as Lemma 5.4. One exploits that some Jacobians vanish,
namely Gz(k−1) and Gy(k−1) .
The different convergence rates imply that it is beneficial to design the coupling interface
in such a way that the contraction factor αn vanishes. This is for example obtained if
algebraic couplings are avoided. This guarantees immediately a higher order convergence
(cf., ‘simple coupling’ in [7]). Whether a differential coupling can be achieved or not,
depends obviously on the particular problem, the splitting scheme and especially on the
computational sequence of the subsystems, [5]. This will be discussed in more detail in
Section 5.3.5 and Section 5.3.6 for examples in field/circuit and semiconductor/circuit
applications, respectively.
Remark 5.5 (Convergence rate of the fractional step method). Cor. 5.6 includes two im-
portant special cases: the fractional step method, see Example 5.2, exhibits a convergence
rate in the order of O(Hn). This special case is discussed in [136]. The same rate applies
to the ODE-ODE Gauß-Seidel splitting, but the theory in this treatise is obviously not
tailored for a deeper understanding of the ODE case, see [27].
Now, having established a recursion estimate for a finite number of iterations, it will be
used in the next section to obtain convergence and stability of the scheme.
5.3.4 Convergence and Stability
For convergence and stability it will be shown that the global splitting error can be con-
trolled only by the window size and a finite number of iterations. The analysis consists
of two parts, firstly the local splitting error (due to stopping after a finite number of
iterations) and secondly the propagation error (transport of local errors from window to
window). Discretization errors originating from numerical time integration are disregarded,
i.e., it is assumed that problems (5.21) are solved analytically. The next sections follow
the approach in [9], where the results of [5, 7] are transferred to the new (general) set-
ting (5.11). In the following the local and global splitting errors are defined, similar as in
the analysis of standard time-integration methods, [69]. The errors and their propagation
are visualized by Lady Windermere’s Fan, Fig. 5.7.
Definition of the Splitting Errors
Following the standard technique in the error analysis of time-integration methods, e.g.
[68], the global error is split into contributions as depicted by Lady Windermere’s Fan,
Fig. 5.7. Each error definition corresponds to a particular difference of two waveforms as
defined in (5.25). Let us start with the global error:
Definition 5.4 (Global splitting error). The global error for k iterations on the n-th time
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T0 T1 T2 . . . Tn+1
dy,0
dy,1
dy,n
ey,n ǫy,n
T
y(t)
Figure 5.7: Lady Windermere’s Fan. Error propagation for the differential component. The
solid line depicts the exact solution, the dotted lines are approximations, [69].
window (t ∈ [Tn, Tn+1]) is defined by
ǫkx,n :=
[
ǫky,n
ǫkz,n
]
:=
[
(y˜ − y) |[Tn,Tn+1]
(z˜− z) |[Tn,Tn+1]
]
=
(
Ψkn ◦ Φn
) [y˜|[Tn−1,Tn]
z˜|[Tn−1,Tn]
]
−
[
y|[Tn,Tn+1]
z|[Tn,Tn+1]
]
,
where y˜(t) and z˜(t) denote the numerical approximations of the exact solution given by
y(t) and z(t), see (5.20).
The global error consists of the local splitting error of the current window and of the
splitting errors of previous windows, that are propagated by the initial values of each
window.
Definition 5.5 (Local splitting error). The local splitting error
dkx,n :=
[
dky,n
dkz,n
]
:=
(
Ψkn ◦ Φn
) [y|[Tn−1,Tn]
z|[Tn−1,Tn]
]
−Ψkn
[
y|[Tn,Tn+1]
z|[Tn,Tn+1]
]
(5.42)
describes the difference between the exact solution x|[Tn,Tn+1] and the approximation after
k iterations that is obtained when starting from the exact data x|[Tn−1,Tn] on the n-th
window.
The definition above exploits the fact that the exact solution x is a fixed point of Ψn, i.e.,
x = Ψknx and thus the definition above gives indeed the local error.
Definition 5.6 (Propagated splitting error). The propagated splitting error
ekx,n :=
[
eky,n
ekz,n
]
:=
(
Ψkn ◦ Φn
) [y˜|[Tn−1,Tn]
z˜|[Tn−1,Tn]
]
− (Ψkn ◦ Φn)
[
y|[Tn−1,Tn]
z|[Tn−1,Tn]
]
(5.43)
describes the difference between the solutions that are obtained by k iterations on window
n when starting from the exact solution x|[Tn−1,Tn] and the approximation x˜|[Tn−1,Tn].
59
5 Multirate Methods
The splitting error definitions imply the additive error decomposition in the style of Lady
Windermere’s Fan, Fig. 5.7, [
ǫy,n
ǫz,n
]
=
[
dy,n
dz,n
]
+
[
ey,n
ez,n
]
(5.44)
where the superscript for the iteration number of the error on window n is disregarded if
a fixed number kn of iteration is applied, e.g., ǫy,n := ǫ
kn
y,n.
Splitting Error Analysis
Let us start with the analysis of the local error, [5, 7]. The exact solution x is compared to
the splitting error on the n-th window after extrapolation and k iterations. The following
theorem from [9] holds
Theorem 5.7 (Contraction). Let an index-1 DAE (5.11) with Ass. 5.1, the constant
extrapolation operator and consistent splitting functions (Ass. 5.3) be given. Then for d
and H < H0 small enough, the hypothesis∥∥G−1
z(k)
Gz(k−1)
∥∥
2,∞
< 1 (5.45)
implies that the local error mapping decreases strictly for all k > 1, i.e.,∥∥dk−1x,n ∥∥2,∞> ∥∥dkx,n∥∥2,∞ , (5.46)
such that Ψ is strongly contractive.
Proof. The proof assumes a constant extrapolation with accuracy O(Hn), see (5.16). The
generalization to higher order schemes is straightforward. Contraction is shown by induc-
tion on k.
Induction Basis. For the differential equation at iteration k = 0 follows
∥∥y(τ)− y0(τ)∥∥
2
=
∥∥ τ∫
Tn
f(y, z) dt
∥∥
2
≤ cfHn, τ ∈ [Tn, Tn+1], (5.47)
with cf := ||f(y|[Tn,Tn+1], z|[Tn,Tn+1])||2,∞. The index-1 Ass. 5.1 together with the implicit
function theorem guarantees the solvability for the algebraic component, i.e., z = φ(y)
and thus ∥∥z(τ)− z0(τ)∥∥
2
=
∥∥φ(y(τ))− φ(y(0))∥∥
2
≤ LφcfHn (5.48)
where Lφ denotes the corresponding Lipschitz constant. Thus for Hn sufficiently small,
i.e., Hn < H0 :=
1
cf (Lφ+1)
, the extrapolated waveform is in the neighborhood, i.e.,
Φnx|[Tn−1,Tn] ∈ Ud,n. (5.49)
Induction step. The error decreases if the matrix K in the recursion estimate (5.27) has a
spectral radius ρ(K) < 1, see Prop. 5.5. From the eigenvalues (5.41) it follows that αn < 1
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is sufficient for contraction (given d and H0 small enough). By the definition of αn in
(5.28), this gives us our hypothesis (5.45). The theorem is concluded by Lemma 5.4 where
∆k−1y,n (Tn) = 0. There is no initial offset due to the Definition 5.5 of the local error (the
exact solution is extrapolated from the previous window).
Now that contraction on a single window is guaranteed by hypothesis (5.45) in Theo-
rem 5.7, an upper bound for the local splitting error will be derived. This will eventually
give stability and convergence for a single time window.
Proposition 5.8 (Local error estimate). Let Ass. 5.1 and Ass. 5.3 be fulfilled for the
consistent splitting functions F, G. Then for hypothesis (5.45) and H sufficiently small
(H < H0), there is a constant C
⋆
d independent of window size Hn, contraction factor αn
and iteration number kn, such that the local error is bounded in terms of the step size∥∥dy,n∥∥2 +Hn∥∥dz,n∥∥2 ≤ C⋆dHnδ0n, (5.50)
with the extrapolation error (5.40)
δ0n := µ
max(0,kn−2)
n δ
0
y,n + µ
kn−1
n δ
0
z,n. (5.51)
with µn as defined in (5.40).
Proof. Theorem 5.7 states Φnx|[Tn−1,Tn] ∈ Ud,n given H small enough, see (5.49). Thus
the recursion estimate (5.39) in Prop. 5.5 is applicable (αn < 1) for the two particular
waveforms X := x|[Tn,Tn+1] (exact solution) and X˜ := Φnx|(Tn−1,Tn] (extrapolation of exact
data). There is no initial offset: δ0y,n(Tn) = 0. Finally summation of both the differential
and algebraic estimates conclude the proof using a sufficiently large constant C⋆d.
For a sufficiently small window size Hn and assuming hypothesis (5.45), it follows µn < 1.
Thus the dynamic iteration on a single window convergences to a fixed point as k → ∞.
After stopping this fixed point iteration after a finite number of iterations kn a local
splitting error remains. The propagation of this error to subsequent windows is analyzed
in the following section.
Error Propagation
Due to the windowing technique errors on previous windows accumulate and propagate to
the current window, Fig. 5.7. Stability and convergence require that this error is control-
lable. For this the differential and algebraic propagation errors ey,n and ez,n are analyzed.
Following [9] the Prop. 5.5 is utilized to obtain (cf. [5]):
Proposition 5.9 (Propagation error). Let an index-1 DAE (5.11) with Ass. 5.1, the
constant extrapolation operator and consistent splitting functions (Ass. 5.3) be given. If
µn < 1, then there is a constant C
⋆
e > 0, such that the propagation error is bounded[∥∥ey,n∥∥2∥∥ez,n∥∥2
]
≤
[
1 + C⋆eHn C
⋆
eHn
C⋆e α
⋆
n
]
·
[∥∥ǫy,n−1∥∥2∥∥ǫz,n−1∥∥2
]
(5.52)
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with α⋆n depending on the Lipschitz constant LΦ of the extrapolation operator
α⋆n := LΦ
(
µknn + (µn − αn)kn
)
. (5.53)
Proof. The application of Prop. 5.5 with the waveforms X := Φnx|(Tn−1,Tn] (extrapolation
of exact data) and X˜ := Φnx˜|(Tn−1,Tn] (extrapolation of erroneous data) yields an initial
offset at Tn, which is bounded by the total error on the previous time window, i.e.,∥∥∆0y,n(Tn)∥∥2 ≤ ∥∥y|(Tn−1,Tn] − y˜|(Tn−1,Tn]∥∥2.
The extrapolation operator is a uniformly Lipschitz continuous mapping, see (5.16). Let
LΦ denote the corresponding constant. It follows[
δ0y,n
δ0z,n
]
≤ LΦ
[∥∥y|[Tn−1,Tn] − y˜|[Tn−1,Tn]∥∥2∥∥z|[Tn−1,Tn] − z˜|[Tn−1,Tn]∥∥2
]
= LΦ
[∥∥ey,n−1∥∥2∥∥ez,n−1∥∥2
]
,
such that the proof is completed by the application of Prop. 5.5 for the particular choice
of waveforms above.
Finally, combining all the previous results, the following theorem guarantees stability and
from that the global convergence result is deduced by iterative application, [5].
Theorem 5.10 (Stability). Let an index-1 DAE (5.11) with Ass. 5.1, the constant extra-
polation operator and consistent splitting functions (Ass. 5.3) be given. If the contractivity
constant is bounded
αm ≤ α¯ < 1 and LΦαkmm ≤ α¯ for 0 ≤ m ≤ n,
and the approximation is close to the solution, i.e.,∥∥ǫy,m∥∥2 + ∥∥ǫz,m∥∥2 ≤ d for 0 ≤ m < n,
then there is a constant C⋆ > 0 (independent of the window number n and of the window
sizes Hm) such that the global error on the n-th time window satisfies∥∥ǫy,n∥∥2 + ∥∥ǫz,n∥∥2≤ C⋆ max0≤m<n δ0m ≤ d (5.54)
for all window sizes 0 < Hm < H0 small enough.
Proof. From equation (5.40) the following estimate is derived
µm = αm +
2CHm
αm
2C
+
√
Hm
< αm + Cα,m
√
Hm (5.55)
where Cα,m is a sufficiently large constant. Then the assumption LΦα
km
m ≤ α¯ < 1 yields
α⋆m = LΦ
(
µkmm + (µm − αm)km
)
< LΦ
((
αm + Cα,m
√
Hm)
)km
+ (Cα,m
√
Hm)
km)
)
< 1,
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for Hm small enough and finally α
⋆ := max
0≤m≤n
α⋆m < 1. The Prop. 5.8 and Prop. 5.9 imply
(∥∥ǫy,n∥∥2∥∥ǫz,n∥∥2
)
≤
(
1 + C⋆eH C
⋆
eH
C⋆e α
⋆
)
·
(∥∥ǫy,n−1∥∥2∥∥ǫz,n−1∥∥2
)
+
(
C⋆dHδ
0
n
C⋆dδ
0
n
)
.
This proves the first half of the inequality (5.54), while the second half is clear by the
definition of the extrapolation operator, i.e., for the constant extrapolation δ0m = O(Hm).
Thus the extrapolation errors can be made arbitrarily small by the window size Hm.
Finally Theorem 5.10 above is applied iteratively, [9, 5]. This guarantees that the ap-
proximating waveform remains in the neighborhood of the exact solution, which depends
only on the sizes of the time windows Hn. This is the desired global convergence and
stability result.
Corollary 5.11 (Convergence and stability). Let the same assumptions as for Theo-
rem 5.10 be fulfilled. Then there is a constant C⋆, such that∥∥y˜|[0,te] − y|[0,te]∥∥2 + ∥∥z˜|[0,te] − z|[0,te]∥∥2 ≤ C⋆ · max0≤m<N δ0m,
where δ0m is the extrapolation error on the m-th window.
Let us conclude that the only important constraint for stability and convergence is the
hypothesis (5.45), i.e., the algebraic-to-algebraic coupling, [5, 7]∥∥G−1
z(k)
Gz(k−1)
∥∥
2,∞
< 1,
while the dependence on the window size is a natural condition that cannot be circum-
vented. In the following Sections 5.3.5 and 5.3.6 cosimulations of applications from elec-
trical engineering are discussed; the focus is especially on the hypothesis above and how
this coupling can be avoided in practice.
5.3.5 Application to Field/Circuit Coupling
This section deals with the application of dynamic iteration methods to the coupled prob-
lem of circuits described in terms of the MNA and field problems given by MQS devices,
(3.19). The time-transient monolithic simulation of this coupled problem has been an es-
tablished technique for several years, [133] and higher order methods have been studied,
e.g. [15]. On the other hand the weak coupling (or cosimulation) where the circuit and field
subproblems are kept separately is also well-known: for example the coupling via current
and voltage sources is proposed in [14, 113]. A more advanced cosimulation strategy is
for example studied by [80, 143], where inductances are extracted from the finite element
model and inserted into the circuit subsystem. This idea is further enhanced in [85, 86] by
using a multirate approach, i.e., different time steps in each subproblem. Nonetheless all
the approaches have in common that they solve the subsystems only once per time window
(i.e., one iteration kn = 1) and then proceed to the next window. This makes those cosimu-
lation approaches very dependent on the particular choice of the window size. Furthermore
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there is no error control and convergence analysis. Thus this treatise features the dynamic
iteration approach as introduced in Section 5.3.2 and analyzed in Sections 5.3.3-5.3.4.
The DAE-index of the subsystems and the coupling interface are the crucial points
for the convergence of a dynamic iteration scheme. The hypothesis (5.45) identified the
exchange of algebraic variables as the mathematical reason for divergence of the iteration
scheme. Thus an interface is required that circumvents those problems. Let us recapitulate
the coupled field/circuit system in order to derive an adequate interface. It reads for the
flux/charge oriented MNA and excited by stranded conductors, see Section 3.2
AC
d
dt
q +ARgR(A
⊤
Ru, t) +ALiL +AViV +AIis(t) +AMiM = 0,
q − qC(A⊤Cu, t) = 0,
d
dt
φ −A⊤Lu = 0,
φ − φL(iL, t) = 0,
A⊤Vu − vs(t) = 0
(5.56a)
with the coupling interface
d
dt
φM +RMiM − vM = 0 (5.56b)
and the curl-curl equation
Mσ
d
dt
⌢a + kν(
⌢a)⌢a −XMiM = 0 (5.56c)
where ⌢a denotes the line-integrated magnetic vector potentials, φM := X
⊤
M
⌢a is introduced
only for the matter of notation and vM = A
⊤
Mu are the voltage drops applied to the coils,
cf. equation (3.7). For the circuit unknowns we refer to Section 3.1. When the field and
circuit subproblems are solved separately, the field system (5.56c) above must be fed by
an input signal from the circuit system (5.56a) and vice versa. This may either be the
current iM or the voltage drop vM. These inputs can be interpreted as surrogate models
(i.e., time-dependent sources) of the circuit subproblem for the duration of a time window.
Analogously an output of the field system (5.56) that enters the circuit subsystem must
be defined.
The dynamic of the MQS device (especially its nonlinearity) varies rather slowly varying
in time (cf. Section 5.2.1) and thus typically the circuit is discretized using smaller time
steps than the MQS device. Consequently it is advantageous to use a high quality surrogate
model as a representation of the MQS device, because it will be the object of multiple
evaluations in the time-integration of the circuit. In fact, the better the quality of this
model, the larger the time windows can be chosen, lesser communication is needed and the
more efficient is the method.
Definition 5.7 (Field/circuit coupling interfaces). Let the MQS device be excited by
a given voltage drop. Depending on the splitting scheme, this is for example vM(t) =
A⊤Mu
(k−1)(t) with t ∈ [Tn, Tn+1], where u(k−1) are the waveforms of node potentials com-
puted in the previous iteration (k−1) by solving the circuit subproblem. Then the following
surrogate models of the field device are defined:
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replacemen
vM
iM
circuit
device
(a) source coupling.
vM
LM
circuit device
(b) parameter coupling.
Figure 5.8: Field/circuit coupling interfaces. In interface (a) the coupling to the circuit is
given by the current through the device and in model (b) by an extracted inductance, [9].
(a) Source coupling. For the given voltage vM the system (5.56) is used to compute
a new waveform for the current i
(k)
M . Then it is inserted as a time-dependent current
source into the network equations (5.56a), see Fig. 5.8a. This interface corresponds
to the model in [14]. The circuit input on the n-th time window is given by
is(t) := i
(k)
M (t), for t ∈ [Tn, Tn+1]
andAI = AM, where it is assumed for simplicity of notation that the current through
the MQS device is the only current source in the circuit.
(b) Parameter coupling. For the given voltage vM the system (5.56) is used to compute
the saturation level, i.e., the vector potential ⌢a(k). Then a lumped parameter model,
e.g., a time-dependent inductance matrix and a constant resistance are extracted,
see, Fig. 5.8b. For the n-th time window, i.e., t ∈ [Tn, Tn+1], it holds
gM := R
−1
M AMu with RM := X
⊤
MM
−1
σ XM ,
φM := L
(k)
M (t)iL + φ
(k)
eddy(t) with L
(k)
M (t) := X
⊤
Mk
−1
ν
(
⌢a(k)(t)
)
XM
and φ
(k)
eddy(t) := L
(k)
M (t)i
(k)
M (t)−X⊤M⌢a(k)(t) ,
(5.57)
with the incidence matrix AR = AL = AM, where it is assumed for simplicity of
notation that the MQS device is the only inductive φL = φM and resistive element
gR = gM in the circuit. The new characteristic equations above replace the corre-
sponding definitions in the network equations (5.56a).
This model covers the inductive and eddy current effects due to the inductance LM
and the flux φM. It generalizes the approaches in [143, 85].
(c) MOR coupling. This is a generalization of (b), where LM may describe an arbitrary
(linear) system obtained by Model Order Reduction (MOR): for the given voltage vM
the system (5.56) is used to compute the MVP ⌢a(k)(t). Then a standard model order
reduction can be applied to the system (5.56), e.g. proper orthogonal decomposition,
[106]. It may utilize the waveform of the MVP on t ∈ [Tn, Tn+1], for example such
that the curl-curl term loses its nonlinear character, i.e., k−1ν
(
⌢a(k)(t)
)
depends only
on time.
In practice the subproblems (field and circuit) are solved numerically by a single rate
time-integrator, see Section 5.1. Hence the solution is not a continuous waveform, but a
series of discrete solutions at time steps ti. A (continuous) waveform can be reconstructed
from them for example using dense-output or spline interpolation, [69]. Obviously, the
65
5 Multirate Methods
-0.2
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
source coupling
exact solution
H
co
u
pl
in
g 
cu
rr
en
t [
A]
time [s]
Figure 5.9: Qualitative behavior (‘festoon-like’) of the waveforms when using the source cou-
pling (a) in Definition 5.7. Window size H = 10−2.
interpolation must be of sufficient quality (order), so that after exchanging the waveforms
the other time-integrator can benefit from it.
In a monolithic simulation, the interfaces (a) and (b) in Definition 5.7 are equivalent:
one can interpret (5.57) as the Schur complement of the system (5.56). In fact, this is
another way of looking at the bypassing approach in Section 5.2. On the contrary approach
(c) will introduce a modeling error depending on the reduction technique, [106]. For the
weak coupling by a dynamic iteration scheme, the models behave differently: the source
approach (a) is only a black-box coupling. Additional evaluations of the source model at
time points ti ∈ (Tn, Tn+1) do not reflect the physical behavior, see Fig. 5.9. On the other
hand the lumped parameter approach (b) still models the inductive effect (Faraday’s Law)
correctly. The drawback is the additional computational cost: the inductance matrices LM
must be computed for each time step. This drawback applies even more to general MOR
approaches. Nonetheless these approaches pay off in practice due to the better decoupling.
Remark 5.6 (Interface and DAE-index of the MQS device, [117]). It has been shown
in Example 5.1 that the design of the coupling interface may change the DAE-index.
For the field/circuit case the models in Definition 5.7 guarantee that the MQS device-
subsystem remains an index-1 problem. On the other hand the current-driven case, e.g,
where equation (5.56c) is fed by a given current and the voltage vM is computed and
supplied to the network equations (3.1e) corresponds to an index-2 system (Theorem 4.5)
and thus the dynamic iteration theory of Section 5.3.2 is not applicable, [117].
Abstract Coupling Analysis
For the circuit system the standard loop and cutset conditions from Theorem 4.2 are
assumed and thus the circuit system (5.56a) is index-1. Moreover, the coupled system is
index-1 (another application of Theorem 4.2). Then the following problem description is
derived, where the MQS device subsystem is abstractly addressed by the functions with
subscript M and the circuit subsystem by subscript C (the structure below is the same for
all interfaces in Definition 5.7)
y˙M = fM(zM, zC), y˙C = fC(yC, zC),
0 = gM(yM, zM), 0 = gC(yC, zC, zM),
(5.58)
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with regular ∂gM/∂zM and ∂gC/∂zC. The variables of the field and circuit equations are
yM :=
[
Pσ
⌢a
φM
]
, zM :=


Qσ
⌢a
iM
vM
LM

 and yC :=
[
q
φ
]
, zC :=

uiL
iV


where y denotes differential (i.e., defined by differential equations) and z algebraic compo-
nents (i.e., only defined by algebraic constraints). Similar to flux/charge oriented MNA,
the magnetic φM := XM
⌢a is typically not computed as an explicit unknown of the sys-
tem. Projector Pσ picks out the differential part of the magnetic vector potential, i.e., the
components defined in conductive materials, see Definition 2.8. A detailed derivation of
structure (5.58) is given in [117].
Now, having defined the subproblems and identified the coupling variables, a splitting
scheme must be chosen that defines the computational sequence of the waveforms. From
its structure a convergence guarantee can be deduced (depending on hypothesis (5.45)).
Following [118, 9] a Gauß-Seidel-type dynamic iteration scheme is applied to (5.58), so the
newest data available is always exploited. Let us start with the computation of the field
subproblem. The splitting scheme reads
F
(
y(k),y(k−1), z(k), z(k−1)
)
:=
[
fM(z
(k)
M , z
(k−1)
C )
fC(y
(k)
C , z
(k)
C )
]
, (5.59a)
G
(
y(k),y(k−1), z(k), z(k−1)
)
:=
[
gM(y
(k)
M , z
(k)
M )
gC(y
(k)
C , z
(k)
C , z
(k)
M )
]
, (5.59b)
with y⊤ := [y⊤M y
⊤
C] and z
⊤ := [z⊤M z
⊤
C]. The only old iterate z
(k−1)
C , i.e., the voltage
drop defined by the circuit, enters a differential equation via the function fM. Thus the
contraction factor α vanishes, see Cor. 5.6 (iii).
Theorem 5.12 (Convergence of field/circuit cosimulation). Let the assumptions of The-
orem 5.10 be given. Then the Gauß-Seidel-type dynamic iteration of the field (5.56) and
circuit subsystems (3.1) coupled by one of the interfaces from Definition 5.7 is uncondi-
tionally stable and convergent with a window-wise convergence rate O(Hn), if the iteration
starts with the computation of the MQS device.
Proof. Application of Cor. 5.6 to the splitting functions (5.59).
A reordering of the computational sequence creates a mutual algebraic dependence. In
contrast to the previous scheme (5.59) the Gauß-Seidel scheme
F˜
(
y(k),y(k−1), z(k), z(k−1)
)
:=
[
fM(z
(k)
M , z
(k)
C )
fC(y
(k)
C , z
(k)
C )
]
, (5.60a)
G˜
(
y(k),y(k−1), z(k), z(k−1)
)
:=
[
gM(y
(k)
M , z
(k)
M )
gC(y
(k)
C , z
(k)
C , z
(k−1)
M )
]
, (5.60b)
does not fulfill the hypothesis (5.45) trivially, i.e.,∥∥G−1
z(k)
Gz(k−1)
∥∥
2,∞
> 0.
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Figure 5.10: Applied PWM voltage and its frequency spectrum.
Thus the smallness of the contraction factor α is not automatically fulfilled, see equation
(5.28). Consequently convergence is not guaranteed by the theory described above and
divergence might occur. Even if 0 < α < 1 holds true in (5.60) the convergence properties
of (5.58) would be better, see Cor. 5.6. Thus scheme (5.59) is employed in the following,
see Listing 2 on Page 71.
As previously mentioned, cosimulation is especially efficient if the adaptive time-
integration of the subproblems can exploit different time scales.
Multirate Phenomenon in Field/Circuit Coupling
The drawback of single rate time-integration is that it resolves the dynamics of a system
as a whole, cf., Sections 5.1 and 5.2.1. Thus it yields a series of time steps that matches
the dynamics of the most active component, i.e., the one working at the highest frequency.
In coupled, multiphysical systems (e.g. electromagnetic problems with heating effects)
one can split the equations corresponding to their time constants on the basis of physical
reasoning. Let us consider a 2D model of an induction motor, [40]. Its rotor position
can be updated using an additional ODE and, furthermore, changes in the conductivity
due to the MQS device heating up can be modeled by another PDE. Here the separation
into subproblems allows immediately for a efficient cosimulation exploiting the inherent
time-constant of the subproblems. This approach is particularly convenient when different
physical effects are simulated by different software tools.
In contrast to this, the field and circuit subproblems describe the same physical phenom-
ena and one speaks of ‘refined modeling’, [11]. Hence the subproblems feature similar time
constants. Nevertheless, due to switches or filters in the circuit there may only a subset
of the devices active at any given time, while the others remain latent. Then cosimulation
is more efficient than the single-rate approach, see the example in Section 6.3.1 where a
low-pass filter causes dynamics at different rates.
If the circuit topology does not provide such a splitting, the time rates are not well
separated in the coupling variables. Let us consider another example, where the voltage
that is applied to the MQS device is a pulse-width-modulated (PWM) sine-wave switching
at 20 kHz, see Fig. 5.10. The saturation, i.e., the nonlinearity of the inductance matrix,
is characterized by the underlying, much slower sine wave, see Fig. 5.10b. Mathematically
speaking the saturation of nonlinear materials in the PDE model depends on the energy
supplied, see (5.10) in the section on bypassing Section 5.2. This is related to the time
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Figure 5.11: Spline approximation of the integral waveform and its derivative.
integral of the applied voltage vM(t)
ψ(t) =
t∫
Tn
vM(s) ds with t ∈ [Tn, Tn+1] .
Consequently the relevant time rates of the nonlinear behavior is given by the time rates
of the integral above, even if the voltage applied is a much faster switching signal. The
waveform in Fig. 5.10a shows the PWM voltage while Fig. 5.11a depicts its integral with
respect to time. The integral is a step function approximating the cosine at a frequency of
50Hz, see Fig. 5.10c. For high frequencies the approximation is very accurate (below the
accuracy of the nonlinear curve), so one could use the smooth signal instead of the step
function.
The same approach is valid if the signal (voltage) is composed of a fast and a slow part
vM(t) = vfast(t) + vslow(t).
Problems often exhibit a time rate of interest that is given by vslow, and either the amplitude
of the fast signal max |ψfast| ≪ max |ψslow| is negligible or the energy of the fast switching
voltage vfast(t) evolves at a slower time rate. The impact of the fast signal on the nonlinear
effects can be disregarded, similar to thermal coupling that takes effect only at a slow time
rate due to energy transport, [47, 7].
Signal Separation and Smoothing
As explained above, feeding the field model by the low frequency part of the signal (the
sine wave) will have the same effect on the nonlinearity as the fast waveform (PWM), but
time-integration will need fewer time steps. On the other hand the low-frequency part of
the waveform, i.e., the sinusoidal voltage in the example above, is typically not explicitly
given because other circuit elements will have an impact on the signal too. Various methods
can be used to extract the low-frequency part of the waveform, we propose here a simple
method based on spline interpolation of the integrated voltage.
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The known waveform vfast(t) is integrated in time on the interval In := [Tn, Tn+1], which
corresponds to a summation of the discrete solutions vM(ti) (ti ∈ In) multiplied by the
corresponding step sizes hi
ψn :=
n∑
i=1
vM(ti)hi. (5.61)
Now we shall define a cubic spline interpolation ψ˜(t) of ψ(t) that gives a smooth time-
integrated voltage. The interpolation knots should be chosen accordingly to the dynamics
of the low-frequency part of the waveform. For example the number of knots can eas-
ily be estimated by a Fourier analysis or might be known beforehand. In the example
Fig. 5.10b) 20 uniformly distributed knots per period were chosen, and these yield a sat-
isfactory approximation of the sinusoidal waveform. It is crucial that the spline is a good
approximation of (5.61), because otherwise the energy balance will be violated.
Finally the cubic polynomials of the spline interpolation are differentiated piecewise with
respect to time yielding a slowly varying spline approximation v˜slow(t) to the low-frequency
part of the waveform. The adaptive time-integrator will require only a few time steps for
the smooth slowly-varying signal compared to the hundreds of steps that are necessary to
sample the original, non-smooth and fast switching PWM signal.
This smoothing requires only a small change in Listing 2: the integration, resampling and
derivation of the spline for the voltage excitation mast be done in Step 2d. This approach
can reduce the computational effort significantly, but it introduces a model error that
relates to the frequency of the pulsed signal and the accuracy of the spline interpolation.
Conclusions
In this section the stability and convergence of the field/circuit cosimulation were mathe-
matically analyzed, following [118, 9]. It was shown that different coupling interfaces are
feasible, but that the parameter coupling is superior because it reflects the underlying laws
of physics and exploits multirate behavior (located in the nonlinearity of the MQS device).
This is documented by numerical examples in Sections 6.3 and 6.3.1.
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Listing 2 Multirate Dynamic Iteration Algorithm (Gauß-Seidel Type), cf. [118]
0) Initialization. Set first time window size H0, window counter n := 0, sweep counter
k := 0 and initial values φ0, q0 and
⌢a0. Go to Step 1).
1) Guess. Set window Tn+1 = Tn +Hn and extrapolate the circuit solution
v
(0)
M (t) := A
⊤
Mu
(k)(Tn) for t ∈ [Tn, Tn+1],
where u(k) is the waveform of the node potentials from the last iteration on the
previous window. Set k := 1 and start dynamic iteration, i.e., go to Step 2).
2) Solve the DAE initial value problems.
a) Adaptive time-integration of the MQS device IVP on time window t ∈ [Tn, Tn+1]
with initial value ⌢a0
Mσ˜
d
dt
⌢a(k) + kν(
⌢a(k))⌢a(k) = XMi
(k)
M ,
d
dt
X⊤M
⌢a(k) +RMi
(k)
M = v
(k−1)
M .
b) Computing the reduced order model, see equation (5.57)
φM(iL, t) := L
(k)
M (t)iL + φ
(k)
eddy(t) .
c) Adaptive time-integration of the circuit IVP on time window t ∈ [Tn, Tn+1]
with initial values φ0 and q0
AC
d
dt
q(k) +AMR
−1
M A
⊤
Mu
(k) +AVi
(k)
V +AIi
(k)
s (t) +AMi
(k)
L = 0,
d
dt
φ(k) −A⊤Mu(k) = 0, φ(k) − φM(i(k)L , t) = 0,
q − qC(A⊤Cu(k), t) = 0, A⊤Vu(k) − vs(t) = 0 .
d) Compute the field excitation from the node-potentials and go to Step 3)
v
(k)
M (t) := A
⊤
Mu
(k)(t) .
3) Sweep control. If e.g. norm(i
(k)
L − i(k)M ) > tol, then repeat step, i.e., set k := k + 1
and go to Step 2), else goto Step 4)
4) Next window. If Tn+1 ≥ te then go to Step 5), else set new initial values
φ0 := φ
(k)(Tn+1) , q0 := q
(k)(Tn+1) and
⌢a0 :=
⌢a(k)(Tn+1).
Determine the new window size Hn+1, e.g. from the step size predictor of the time-
integrators in Step 2a) and 2b). Go to Step 1) with n := n+ 1.
5) Stop.
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5.3.6 Application to Semiconductor/Circuit Coupling
Similarly to the previous section, this one deals with the application of dynamic iteration
methods. Here the coupling of the semiconductor problem (mathematical model from
Section 3.3) and electric circuits (network model from Section 3.1) is described. The
idea is based on [1, 9] using the previous works of [26] and [7]. Especially in the last
mentioned treatise [7] the dynamic iteration of semiconductors and circuits was studied in
a similar way, but without considering the error propagation from window to window, see
Section 5.3.4.
In the following the focus is the derivation of a natural coupling interface (‘parameter
coupling’), such that the algebraic-to-algebraic coupling term vanishes, [9]. This will be
compared with the classical source coupling, cf. Section 5.3.5. For this, the semiconduc-
tor/circuit problem is briefly recapitulated. It reads for the flux/charge oriented MNA
couled to a single semiconductor device, see (3.19)
AC
d
dt
q +ARgR(A
⊤
Ru, t) +ALiL +AViV +AIis(t) +ADiD = 0,
q − qC(A⊤Cu, t) = 0,
d
dt
φ −A⊤Lu = 0,
φ − φL(iL, t) = 0,
A⊤Vu − vs(t) = 0,
(5.62a)
with the coupling interface
iD = CD
d
dt
vD − iSD with iSD := jSD(n,p,Φ) (5.62b)
and the drift-diffusion equations
Mn
d
dt
n+Knn− rn(p,Φ) = 0,
S˜MεS˜
⊤Φ− q(n,p,vD) = 0,
Mp
d
dt
p+Kpp− rp(n,Φ) = 0,
(5.62c)
where the unknowns Φ,n,p denote the electric scalar potential, the electron and hole
densities, see (5.62c); iD is the discrete current through the device and vD = A
⊤
Du denotes
the applied voltage drop. For the circuit unknowns we refer to Section 3.1. This structure
allows for different interfaces, similarly to the field/circuit case in Definition 5.7:
Definition 5.8 (Semiconductor/circuit coupling interfaces). Let the semiconductor be
excited by a given voltage drop. Depending on the splitting scheme, this is for example
vD(t) = A
⊤
Du
(k−1)(t) with t ∈ [Tn, Tn+1], where u(k−1) are the waveforms of node potentials
computed in the previous iteration (k − 1) by solving the circuit subproblem. Then the
following surrogate models of the semiconductor device are defined
(a) Source coupling. For the given voltage vD the system (5.62c) is used to compute
a new waveform for the current i
(k)
D . Then it is inserted as a time-dependent current
source into the network equations (5.62a), see Fig. 5.12a. This interface corresponds
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Figure 5.12: Semiconductor/circuit interfaces. (a) the displacement current is modeled in the
PDE device (semiconductor) and (b) given by a parallel lumped capacitance in the network
model (circuit), see [1, 9].
to the model by [7]. The waveform on the n-th time window is given by
is(t) := i
(k)
D (t), for t ∈ [Tn, Tn+1]
and AI = AD, where it is assumed for simplicity of notation that the current through
the semiconductor is the only current source in the circuit.
(b) Parameter coupling. The capacitance CD can be extracted from the semiconduc-
tor model beforehand. From the given voltage vD the current iSD is computed, i.e.,
the one without the displacement current, see equation (5.62b) and Fig. 5.12b. For
the n-th time window, i.e., t ∈ [Tn, Tn+1], it holds
AC
d
dt
q := ADCDA
⊤
D
d
dt
u and is(t) := i
(k)
SD(t) (5.63)
with the incidence matrix AI = AC = AD, where it is assumed for simplicity of
notation that the semiconductor is the only capacitance and current source in the
circuit. The new characteristic equations above replace the corresponding definitions
in the network equations (5.62a). Please note that (5.63) uses the traditional MNA
for the constant capacitance CD. This does not compromise the conservation laws
because the charge is given here by a linear relation, [57].
Remark 5.7 (Parameter coupling for semiconductors). The parameter coupling for semi-
conductors in (5.63) uses additional information on the model for the capacitive effect, but
it is still a source coupling (it directly utilizes the current iSD). The parameter approach
can be further improved by using the nonlinear lumped conductance
gD(A
⊤
Du, t) :=
i
(k)
SD(t)
v
(k)
D (t)
A⊤Du for t ∈ [Tn, Tn+1]
instead of the plain current i
(k)
SD. The equation above is given for the special case of a diode,
i.e., scalar voltage and current.
In the case of a monolithic coupling, the interfaces (a)-(b) are equivalent, [9]. On the
other hand for a weak coupling by a dynamic iteration scheme, they behave differently,
cf. Definition 5.7. The additional lumped device in the interface (b), i.e., the capacitance
CD, is a simple compact model for the displacement current of the diode. It reflects the
physical law correctly, even though in lumped form. This idea is similarly used in [51],
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where a capacitance and an exponential resistance model are exploited as a preconditioner
for dynamic iteration.
Alternatively the parallel capacitance CD can be interpreted as a special case of an
overlapping technique, e.g., [59]: the capacitive effect is computed in both, the device and
circuit subsystems, but it is removed in the coupling interface. If the coupling current in
interface (b) is defined as iSD := iD −CD ddtvD. One can use here an arbitrary capacitance
CD, as long as it is correctly added to the circuit subsystem, see equation (5.63).
In the following section the two coupling interfaces are analyzed in the framework of
dynamic iteration, i.e., Section 5.3.4.
Abstract Coupling Analysis
It is assumed that the circuit system fulfills the standard loop and cutset conditions from
Theorem 4.2 for both coupling interfaces, i.e., neither the current sources iD and iSD intro-
duce LI-cutsets nor the capacitance CD creates a CV -loop, see Section 4. For the semicon-
ductor subsystem (5.62c) a prescribed voltage drop vD = A
⊤
Du also yields an subsystem
index-1 DAE , [26]. Moreover, it can be assured that the coupled system is monolithic
index-1, [120]. This allows the application of the dynamic iteration theory above and the
following analysis is eligible, [1, 9].
Source coupling. The semiconductor/circuit subsystems, i.e., (5.62a) and (5.62c),
with interface (b) in Definition 5.8 have the following semi-explicit form
y˙D = fD(yD, zD), y˙C = fC(yC, zC, zD),
0 = gD(yD, zD, zC), 0 = gC(yC, zC, zD)
(5.64)
where the circuit subsystem is denoted by subscript C and the semiconductor subsystem
by D. The partial derivatives ∂gD/∂zD and ∂gC/∂zC are regular due to the index-1
assumptions above. The differential and algebraic components of the subsystems are given
by
yD :=
[
n
p
]
, zD :=
[
Φ
iD
]
and yC :=
[
q
φ
]
, zC :=

uiL
iV

 ,
where the space discrete electric scalar potential is denoted by the vector Φ and the device
current by iD, see the definitions in (5.62c).
The circuit is given in flux/charge oriented MNA and thus the node potentials u and
consequently the voltage drop vD = A
⊤
Du are algebraic variables of the circuit. The device
subsystem depends only on the algebraic circuit variables zC in the algebraic equation
gD. In turn the algebraic variable zC (that contains the device current) may enter the
differential fC and/or the algebraic equations gC of the circuit subsystem (5.64) (that
depends on the circuit topology), [1, 9]. In a nutshell: the algebraic equations of both
subsystems depend on the algebraic variable of the other subsystem. As a consequence
the contraction factor does not vanish, i.e., α > 0, independently of the computational
sequence of the subsystems in the dynamic iteration scheme. For example the splitting
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functions for the device-first Gauß-Seidel iteration are
F˜(y(k),y(k−1), z(k), z(k−1)) :=
[
fD(y
(k)
D , z
(k)
D )
fC(y
(k)
C , z
(k)
C , z
(k)
D )
]
,
G˜(y(k),y(k−1), z(k), z(k−1)) :=
[
gD(y
(k)
D , z
(k)
D , z
(k−1)
C )
gC(y
(k)
C , z
(k)
C , z
(k)
D )
]
,
(5.65)
with y⊤ := [y⊤D y
⊤
C] and z
⊤ := [z⊤D z
⊤
C]. The superscript (k) denotes the iteration number. It
encodes the computational order. Due to the dependence of G on an old algebraic iterate
convergence cannot be guaranteed by structural analysis. The parameters of all devices
and the circuit topology will have a serious influence, see Section 6.3.2. Thus the following
result is obtained, [1]
Lemma 5.13 (Semiconductor/circuit cosimulation via sources). Let the assumptions of
Theorem 5.10 be given. Then the Gauß-Seidel-type dynamic iteration of the semiconduc-
tor (5.62) and circuit subsystems (5.62a) coupled by the interface (a) from Definition 5.8
is not convergent in general.
Proof. From the splitting functions (5.65) it follows that the hypothesis (5.45) is not triv-
ially fulfilled, i.e., convergence and stability are only guaranteed for cases where α < 1.
Parameter coupling. The interface (b) of Definition 5.8 replaces the current iD in the
balance equation (3.1a) by the current iSD with a parallel capacitance CD in traditional
MNA notation, i.e., by introducing some node potentials as differential unknowns:
y˙D = fD(yD, zD), y˙C = fC(yC, zC, zD),
0 = gD(yD, zD,yC), 0 = gC(yC, zC),
(5.66)
with the following variables for both subsystems
yD :=
[
n
p
]
, zD :=
[
Φ
iSD
]
and yC :=

 qφ
PDu

 , zC := [QDuiLiV
]
,
where QD is a projector onto the kernel of A
⊤
D and PD = I − QD its complement. The
projectors separate the differential from the algebraic components, i.e., PD picks out the
difference of the node potentials at the capacitance CD and QD adresses the other po-
tentials. Consequently the current iSD enters only in fC via zD, because it is related to a
differential equation.
When starting, as before, with the semiconductor device computation, the splitting
functions read (device first)
F(y(k),y(k−1), z(k), z(k−1)) :=
[
fD(y
(k)
D , z
(k)
D )
fC(y
(k)
C , z
(k)
C , z
(k)
D )
]
,
G(y(k),y(k−1), z(k), z(k−1)) :=
[
gD(y
(k)
D , z
(k)
D ,y
(k−1)
C )
gC(y
(k)
C , z
(k)
C )
]
.
(5.67)
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The capacitive path between the coupling nodes ensures that the voltage drop vD is part
of the differential variables yC and thus the only old iterate used is differential. Conse-
quently the contraction factor α vanishes for the splitting functions (5.67) and Cor. 5.6 (ii)
guarantees a convergence rate of O(√H).
On the other hand for the reversed computational order (circuit first)
Fˆ(y(k),y(k−1), z(k), z(k−1)) :=
[
fD(y
(k)
D , z
(k)
D )
fC(y
(k)
C , z
(k)
C , z
(k−1)
D )
]
,
Gˆ(y(k),y(k−1), z(k), z(k−1)) :=
[
gD(y
(k)
D , z
(k)
D ,y
(k)
C )
gC(y
(k)
C , z
(k)
C )
]
,
(5.68)
there is no dependence on old iterates in any algebraic equation, and thus Cor. 5.6 (iii)
promises a higher convergence rate, i.e., O(H), [9]. The alleged difference in the convergence
rates is analyzed in the next section.
Analysis of the Computational Sequence
In the previous section the Cor. 5.6 was used to prove the convergence of the dynamic
iteration schemes (5.67) and (5.68). The criteria for convergence are easily verified if
the splitting functions are known. But they are not necessary conditions: especially for
subsystems that have less mutual dependencies than the general case, problem-specific
estimates can improve the expected convergence results, [9]. This is demonstrated in the
following for the splitting functions (5.67).
Definition 5.9 (Lipschitz constants). Let Assumptions 5.1 and 5.2 be fulfilled and let
the Lipschitz-continuous functions ζC and ζD define zC and zD by the implicit function
theorem applied to gC and gD from (5.66), respectively. Then the following Lipschitz
constants are defined
• let L denote the maximum of the Lipschitz constants of f⋆ and ζ⋆ w.r.t. y⋆ and z⋆
for ⋆ ∈ {D,C}
• let LC denote the maximum of L and the Lipschitz constant of fC w.r.t. zD
• let LD denote the maximum of L and the Lipschitz constant of ζD w.r.t. yC.
The latter Lipschitz constants LC and LD are a measure of the strength of the mutual
coupling between the semiconductor and circuit subsystems. Following [9], a problem-
specific version of the recursion estimate Lemma 5.4 is found
Lemma 5.14 (Refined recursion estimate). Let the assumptions of Lemma 5.4 be fulfilled.
Then for the Gauß-Seidel-type dynamic iteration scheme (5.67) the recursion estimate[
δky,n
δkz,n
]
≤
[
CDHn 0
C 0
]
︸ ︷︷ ︸
=:KD
[
δk−1y,n
δk−1z,n
]
+
[
1 + CHn
C
] ∥∥∆0y,n(Tn)∥∥2 (5.69)
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holds true and similarly for the reversed order scheme (5.68)[
δky,n
δkz,n
]
≤
[
0 CHn
0 CCHn
]
︸ ︷︷ ︸
=:KC
[
δk−1y,n
δk−1z,n
]
+
[
1 + CHn
C
] ∥∥∆0y,n(Tn)∥∥2 (5.70)
with the constants
CD :=
∣∣∣∣ LCLD1− L(1 + LC)Hmax
∣∣∣∣ , and CC :=
∣∣∣∣ LCLD1− L(1 + LD)Hmax
∣∣∣∣ (5.71)
where Hmax > Hn denotes the maximum time window size and C > 1 is a sufficiently large
constant.
Proof. The proof is basically the same as for Lemma 5.4, but here the Lipschitz constants
from Definition 5.9 are analyzed separately. Instead of equation (5.30) one finds for the
particular splitting scheme (5.67)∥∥∆kz,n∥∥2 ≤ L∥∥∆ky,n∥∥2 + LD∥∥∆k−1y,n ∥∥2 (5.72)
and analogously to (5.29) integration gives for Tn < τ ≤ Tn+1
∥∥∆ky,n(τ)∥∥2 ≤ ∥∥∆0y,n(Tn)∥∥2 + L
τ∫
Tn
∥∥∆ky,n∥∥2 dt + LC
τ∫
Tn
∥∥∆kz,n∥∥2 dt (5.73)
with Lipschitz constants L, LC and LD as defined in Definition 5.9. Now the insertion of
(5.72) into (5.73) and solving for the differential difference δky,n yields
δky,n ≤ (1 + CHn)
∥∥∆0y,n(Tn)∥∥2 + CDHnδk−1y,n , (5.74)
with the constant CD as defined above, C as defined in (5.76) and using the upper bound
of the time window size H < Hmax. Then (5.72) and (5.74) imply
δkz,n ≤ C
∥∥∆0y,n(Tn)∥∥2 + Cδk−1y,n . (5.75)
with the overall constant
C >
{
L(1 + LC)
1− L(1 + LC)Hmax , (LCD + LD)
}
. (5.76)
This concludes the proof of (5.69); the other estimate (5.70) is shown analogously.
Now the following convergence result is immanent, [9]:
Theorem 5.15 (Convergence of semiconductor/circuit cosimulation). Let the assumptions
of Theorem 5.10 be given. Then the Gauß-Seidel-type dynamic iteration of the semiconduc-
tor (5.62c) and circuit subsystems (5.62a) coupled by the interfaces (b) from Definition 5.8
is unconditionally stable and convergent with a window-wise convergence rate O(H), inde-
pendently of the computational sequence.
77
5 Multirate Methods
Proof. Stability and convergence follow from Cor. 5.6. Thus only the convergence rate
O(H) must be shown. The spectral radii of the iteration matrices KC and KD are given
by ρ(KC) = CCHn and ρ(KD) = CDHn, respectively. Thus for H ≥ maxHn follows
convergence rate O(H), where CC and CD are estimates for the leading coefficients.
Although both computational sequences have the same order, the proof shows that the
speed of the iteration scheme depends on different leading order coefficients, i.e., CC and
CD. Again, their estimates differ only by the Lipschitz constants LC and LD, reflecting the
strength of the coupling via differential and algebraic equations, see (5.71). This difference
can be observed in numerical simulations, see Section 6.3.2.
Conclusions
In this section the stability and convergence of the semiconductor/circuit cosimulation was
mathematically analyzed, following [1, 9]. It was shown that only parameter coupling guar-
antees convergence for both computational sequences. This is documented by a numerical
example using the different coupling interfaces and sequences in Section 6.3.2.
5.4 Domain Substructuring in MQS Devices
The key idea of the multirate approaches in the previous Sections 5.2 and Section 5.3
in particular was that the field subproblem was reduced within the field/circuit coupled
problem, e.g., by Schur complements. The multirate behavior was exploited by the fact
that the reduced model was only updated on demand. In this sense the dynamic iteration
method is a domain decomposition technique in time: the different domains (i.e., subprob-
lems) are solved separately and solutions are exchanged. In the special case of domain
decomposition where the different domains do not overlap, the algebraic counterpart of
the Steklov-Poincare´ operator is in fact a Schur complement (cf. Section 5.2). Its ap-
plication within the field problem already occurred naturally in the DAE-index analysis,
cf. equation (4.16). This special case of domain decomposition is referred to as domain
substructuring, see e.g. [104, Chapter 2.3].
Although the ideas are similar, the focus in this chapter is not on multirate time-
integration for coupled problems but on finding a beneficial decomposition of the field
subproblem itself, i.e., system (3.10). The chapter follows [36], where the solution of the
transient nonlinear magnetoquasistatic field computation is accelerated by the Schur com-
plement method. This approach is well-known and similar to eliminations in saddle point
problems, [16], or the reduction of subdomains in simulations with different discretization
techniques, e.g. finite elements coupled to boundary elements, [87], or finite elements cou-
pled to spectral elements, [38]. Furthermore, cascaded conjugate gradient methods have
been used before to remove material jumps, [89].
The Schur complement method bases on the important observation that eddy-current
problems consist of large subdomains that are only described by linear and static equations
(e.g. air), Fig. 5.13. For the corresponding degrees of freedom it is sufficient to solve a linear
system once on beforehand and use this information through out the whole simulation,
i.e., a factorization of the linear parts is precomputed and reused in every solve of a linear
system.
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(a) nonlinear domain: iron core (b) linear domain: copper coils (conductors)
Figure 5.13: Domain substructuring of a transformer. Iron core exhibits eddy currents and
a nonlinear permeability. The surrounding air and the coils are modeled by static and linear
equations (no eddy currents, strands below skin-depth), cf. Fig. 3.4.
5.4.1 Linear/Nonlinear Decomposition
cImplicit time-integrators solve a series of nonlinear systems for each time step, Section 5.1.
Typically this is done by the Newton-Raphson method solving linear systems that feature
the matrix pencil, cf. equation (2.25):
J(⌢a) := λMσ˜ +Kν(
⌢a) (5.77)
where λ is related to the time step size. For the implicit Euler method with constant time
step size h, it holds: λ = 1/h, Section 5.1. The differential curl-curl matrix Kν(
⌢a), see
Definition 2.6 and the conductivity matrix Mσ˜ have typically a common nullspace in 3D
formulations. This is removed by a regularization technique, e.g. Grad-Div, as given in
Section 2.2.3.
In relevant technical applications, typically only few materials are modeled in such a
way that (non-)linear or even hysteretic behavior is taken into account. Furthermore
many regions are non-conductive, either because the material is nonconductive (air) or
because it is modeled non-conductively to prevent eddy currents, e.g. without resolving
laminations or windings in the discretization (e.g. as for copper coils, see Section 3.2).
This turns the corresponding degrees of freedom into algebraic variables and increases the
nullspace of the conductivity matrix Mσ˜.
Consequently the models contain large regions described only by linear algebraic rela-
tions. The entries of the system matrix J related to edges that are strictly linear model
parts do not change during the overall simulation. This is commonly exploited in profes-
sional implementations, e.g., the assembly of the corresponding elements is bypassed. But
this does not fully exploit the structure: the linear model parts are still solved unnecessarily
in every step of the nonlinear iteration in the time-integration, [36].
The degrees of freedom of the eddy-current problem (2.18) can be separated by projec-
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tors into edges belonging to conducting Pσ
⌢a and non-conducting regions Qσ
⌢a, see Def-
inition 2.8. For simplicity of notation it is assumed in the following that the DoFs are
partitioned accordingly into ⌢a1 and
⌢a2, cf. Remark 4.2. Then the eddy current problem
becomes a coupled magnetoquasistatic/magnetostatic system
M11dt
⌢a1 +K11(
⌢a)⌢a1 +K12
⌢a2 =
⌢
j s,1 (5.78a)
K⊤12
⌢a1 +K22
⌢a2 =
⌢
j s,2 (5.78b)
where K11 and K22 are the curl-curl matrices of the respective subdomains and K12 is a
interface matrix. The regularity of K22 follows from the Gauging Assumption 2.13. Thus
(5.78) fulfills the standard criterion for a differential-index-1 equation, Section 4, [101].
The first equation (5.78a) is an ordinary differential equation with a positive definite
conductivity matrixM11 and the second equation (5.78b) is an algebraic constraint. How-
ever time-discretization turns (5.78) into a nonlinear algebraic problem that has to be
solved by Newton-Raphson.
For a given ⌢a1 we can solve the algebraic equation for the non-conductive domain and
reinsert the resulting ⌢a2 into the differential equation (5.78a). This is in terms of discrete
domain substructuring the Schur complement
Σ11(
⌢a1) := K11(
⌢a1)−H11 with H11 := K12(K22)−1K⊤12
that was already used in the index-analysis, see equation (4.16). This approach is known
in DAE theory as index-reduction, because we have transformed the index-1 DAE (5.78)
into an ordinary differential equation (index-0)
M11dt
⌢a1 + Σ11(
⌢a1)
⌢a1 =
⌢
j 11 (5.79)
with the reduced right-hand-side
⌢
j 11 :=
⌢
j s,1 − K12(K22)−1
⌢
j s,2. If the application of the
inverse K22 is feasible, the Schur complement system is iteratively solved by Listing 3, that
is basically the preconditioned conjugate gradients method with some additional linear
solves for the complement, [110].
In Listing 3, the matrix J11 := λM11+K11(·) denotes the upper left block of the matrix
pencil (5.77) and ⌢a1(t0) is the initial value for time-integration and P is a matrix for
preconditioning. So far, this method only differs from the Schur complement equipped by
standard CG by the fact that, here, the Schur complement is not explicitly formed, [36].
5.4.2 Convergence and Eigenvalues
The convergence speed of conjugate gradients is determined by the effective condition
number λmax/λmin, which is the quotient of the largest λmax and smallest λmin nonzero
eigenvalue, [122, 78]. For the 3D eddy-current problem this is especially important, because
a gauging shifts zero eigenvalues to the positive axes and may impair the condition number,
[20, 37]. The same analysis must be carried out for the Schur method above, since it is
closely related to gauging (i.e., equation (5.79) is regularized).
The spectrum of the Schur complement consists of two kinds of eigenvalues: those from
conductive and those from non-conductive regions. In conductive regions the positive
eigenvalues of the conductivity matrix are further increased by the inverse of the time step
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Listing 3 Schur complement PCG method, [36]
solve K22p
(0)
2 =
⌢
j s,2
r
(0)
1 :=
⌢
j s,1 −K12p(0)2 − J11⌢a(0)1 + J11⌢a1(t0)
solve Pz
(0)
1 := r
(0)
1
p
(0)
1 := z
(0)
1
for i := 0, 1, . . . , until convergence
solve K22p
(i+1)
2 =
⌢
j s,2 −K⊤12p(i)1
x
(i)
1 := J11p
(i)
1 +K12p
(i+1)
2
α(i) := (r
(i)
1 , r
(i)
1 )/(x
(i)
1 ,p
(i)
1 )
⌢a
(i+1)
1 :=
⌢a
(i)
1 + α
(i)p
(i)
1
r
(i+1)
1 := r
(i)
1 − α(i)x(i)1
solve Pz
(i+1)
1 := r
(i+1)
1
β(i) := (r
(i+1)
1 , z
(i+1)
1 )/(r
(i)
1 , z
(i)
1 )
p
(i+1)
1 := z
(i+1)
1 + β
(i)p
(i)
1
end
λ. This shifts the corresponding eigenvalues of the curl-curl matrix (further) to the right
on the positive axis, while the eigenvalues of the non-conductive domain remain unaltered,
Fig. 5.14a.
By construction, all eigenvalues of the Schur system (5.79) are affected by conductivities
(M11 has full rank). This diminishes the influence of the material jump from the system’s
spectrum and improves the speed of convergence of the CG method. Additionally, the
(maximum) number of iterations decreases because the system has less DoFs than before.2
Fig. 5.14b shows the improvement in the convergence rate using the 2D example of Sec-
tion 6.4. This plot does not take the additional computational costs into account: the
higher convergence speed comes at the price of a more expensive iteration since in each
step an inner solver computes the Schur system, see Listing 3
K22p
(i+1)
2 =
⌢
j s,2 −K⊤12p(i)1 .
Furthermore an additional matrix factorization must be created on beforehand, once for
the whole time-integration procedure. Consequently it is important to make the inner
solving procedure as computationally cheap as possible. If this is feasible the reduced
number of iterations will compensate for the increased costs.
2In exact arithmetics CG needs fewer iterations than the number of DoF, [110].
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Figure 5.14: Eigenvalues and PCG convergence. The eigenvalues in (a) are given for the FIT
discretization of a 3D transformer model: 882 of 4752 eigenvalues of the curl-curl matrix are
zero, 2457 eigenvalues of the conductivity matrix are zero and finally their sum has 673 zeros.
The plot (b) shows the convergence for the full and Schur system (5.79) for a 2D model (the
models are discussed in Section 6.4, see [36]).
5.4.3 Inner Solvers
Instead of computing the explicit inverse for the Schur complement an inner solving step
is introduced into PCG in Listing 3. There are several possibilities for solving or modeling
this block, [36]
• an iterative method, preferably equipped with deflation, in order to benefit from the
repeated solving with the same system matrix, e.g. [52, 35]
• a sparsity preserving factorization (e.g., Cholmod [31]) in the preprocessing phase
together with forward/backward substitution steps during the outer CG iterations;
• a sparse, approximate inverse, e.g., using hierarchical matrices, [66]
• MOR (e.g. using proper orthogonal decomposition, Krylov techniques, etc.) con-
structed from the first solutions of the time-stepping process;
• a model of the non-conductive subdomain based on another discretization technique
that is better suited for models with homogeneous material, e.g. boundary elements,
[87], spectral elements, [38] or nodal formulations for the curl-curl equation, [79].
The first three ‘solvers’ compute (approximations of) the solution that belong to the origi-
nal problem, whereas the last two alternatives solve a modified problem (in the static and
linear regions).
The second approach is discussed in Section 6.2 for the eddy-current problem of a trans-
former model in 2D and 3D formulations. It features a sparse Cholesky factorization of
the matrix K22. In 2D this approach works very well, while in 3D the additional burden
of the forward/backward substitutions in each iterations may become dominant, [36].
As we have said before, in 3D the block K22 has a non-trivial nullspace (the gradient
fields, see (2.21)). Thus standard factorizations fail and a regularization must be applied,
Section 2.2.3. For the Schur complement method an additional constraint for the regular-
ization is crucial to preserve: the separation between conductive and non-conductive model
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regions. This ensures that the Schur complement removes the (conductivity) material jump
completely and only then can a significant gain in PCG’s convergence be expected, [36].
5.4.4 Conclusions
In this section we have proposed a variant of the Schur complement method for the eddy-
current problem. This adapted version has been shown to exploit the material structure,
i.e., the static and linear part. It reduced the differential-algebraic problem to an ordinary
differential equation and the resulting system matrix has an advantageous eigenvalue spec-
trum. This speeds up the convergence of the preconditioned conjugate gradient algorithm.
Computational examples are given in Section 6.2.
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In this chapter the multirate methods and analysis given in Chapter 5 are numerically
verified by examples from electrical engineering.
The software is written in Octave within the framework of the demonstrator platform
of the CoMSON project (Coupled Multiscale Simulation and Optimization in Nanoelec-
tronics). For the circuit simulation part the OCS package (Octave’s Circuit Simulator) is
used. It is coupled to the new package FIDES (Field Device Simulator) for magnetoqua-
sistatic field device simulations, [113]. The 3D examples are obtained from handmade FIT
discretizations, while 2D examples are designed in FEMM and discretized by Triangle [94,
121]. Visualizations are obtained by Paraview, [98]. The workflow is shown in Fig. 6.1.
The MQS devices may consist of several conductor models (stranded or solid), connected
to the electric circuit as one multiport device, Section 3.2. The connection to OCS is
established by calling a corresponding device file in the circuit netlist, that is an IFF-file,
[55]. For the strong field/circuit coupling (monolithic coupling) the device file Mfidesmono
defines the (full or reduced) element stamp, such that the field equations are solved along
with the circuit equations by the same time stepping scheme, Section 5.2. Consequently
the device file adds additional unknowns (external and internal variables) to the circuit
problem: each conductor inside the model is excited by a voltage drop and hence it is
represented in the circuit by two pins (2 external variables), Section 3.2.
The internal variables are the magnetic vector potential ⌢a and the currents through each
conductor model iM. They require several input parameters: the filename of the model,
followed by the specification of external variables. These specifications must meet the
topology of the field model, e.g., the number of unknown currents must match the number
of columns of the coupling matrix XM, [114].
design
discretization, see Section 2.2
field/circuit assembly, see Section 5.2
time-integration, see Section 5.1
visualization
FEMM
Triangle
FIDES OCS
odepkg
Paraview
coupling
Figure 6.1: Flow chart of software packages. The focus in this treatise is on the efficient
coupling of simulator packages, i.e., the dashed box. The analysis and methods from Section 5
belong there.
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PDE model
LM
RM
vM(t) iM
(a) index-1 circuit
PDE model
LM
RM
vMiM(t)
(b) index-2 circuit (LIM -cutset)
Figure 6.2: DAE-index example circuits. (a) voltage-driven and (b) current-driven devices
have a different DAE-index, [8].
The procedure for the cosimulation (dynamic iteration) follows a different approach: the
resistances are defined separately and the fluxes are given by a special nonlinear inductance
device Mfidesinduct. This device file receives the extracted inductances from the field
subproblem using an outer iteration, see interface (5.57) and interpolates if necessary, [114].
The following examples are discussed in their corresponding sections
5.1 DAE-index: the increased error when solving a DAE-index-2 system monolithically
for the MQS device is analyzed using a linear axisymmetric inductance example,
5.2 bypassing: the multirate bypassing for reduced field stamps is applied to a pulsed
circuit coupled to a nonlinear 2D model of a transformer,
5.3 cosimulation: examples of the Gauß-Seidel-like dynamic iteration of MQS and
semiconductor devices with circuits; the results for the semiconductor example are
taken from [9],
5.4 substructuring: the domain substructuring method is applied to a transformer in
2D and 3D formulations.
6.1 DAE-Index in Applications
In this section the simplest possible field/circuit configuration is analyzed: a linear magne-
tostatic field model is connected to an independent voltage or current source, see Fig. 6.2
from [8]. This setting is already sufficient to demonstrate the numerical consequences of
the DAE-index results stated in Section 4. One solves the system
Kν
⌢a = XMiM
− d
dt
X⊤M
⌢a +RMiM = vM
either for given voltages v(t) or currents i(t). The magnetostatic system only exhibits
inductive effects (no eddy currents) and the coil is modeled by a stranded conductor, see
Section 3.2.1. The corresponding axisymmetric PDE model was discretized by FEMM,
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air
iron core
copper coil (stranded conductor)
Figure 6.3: Inductor example. Axisymmetric inductor model from FEMM, discretized by
Triangle, [94]. The coupling is established via stranded conductor models, see [9].
[94]. The device model, Fig. 6.3, is taken from the FEMM examples section in the online
tutorial (‘Inductance Calculation Example’, file: induct1a.fem1). In this simple case
the tractability concept matches the Kronecker and differentiation indices and thus it
corresponds to the special cases in [117, 131].
Solely the circuit topology determines the DAE-index of the coupled problem, see The-
orem 4.2 and Theorem 4.5. The index-1 and index-2 cases are obtained for the different
choices (see Fig. 6.2)
(a) voltage source connected to the device, i.e., incidence matrices AV = [1] and AM =
[−1], states an index-1 problem,
(b) current source connected to the device, i.e., incidence matrices AI = [1] and AM =
[−1], states an index-2 problem (LIM-cutset).
As a consequence of linearity and statics a lumped analytical solution is given by a
resistance and an inductance: the magnetic vector potential is determined by
⌢a := K−1ν XMiM
and thus the following lumped quantities are easily extracted from the PDE model
RM := X
⊤
MM
+
σXM = 0.070197Ω and LM := X
⊤
MK
−1
ν XM = 1.73 · 10−3H
and thus for the sinusoidal current source
iM(t) = sin(2πft) with a frequency f = 50Hz (6.1)
the voltage drop (at the RL-element) is given by
vM(t) = −2πfLM cos(2πft)−RM sin(2πft). (6.2)
For the time-discretization the implicit Euler scheme was used with fixed step sizes
h = 10−11s, 10−10s, . . ., 10−6s, Section 5.1. The application of higher-order methods is
1see http://www.femm.info/wiki/InductanceExample
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Figure 6.4: Index-1 vs. index-2 errors. Errors for (a) the index-1 setting (driven by voltage
source) and (b) the index-2 setting (driven by current source), [9].
straightforward but it will not give further insight (e.g. using FIDES and a RADAU
scheme supplied by odepkg, see Fig. 6.1).
The numerical solutions of the index-1 and index-2 case are compared to the analytical
reference solution as given above (either the current (6.1) or voltage (6.2)). Fig. 6.4 shows
the numerical errors due to time-integration for both cases. The relative errors of both
problems behave very differently: in the index-1 setting, Fig. 6.4a, the relative error of
the current decreases with the step size. Small oscillations (near the machine precision)
occur at the smallest step size h = 10−11s. On the other hand, in the index-2 setting
Fig. 6.4b, the error oscillates at a high amplitude for step sizes below h = 10−8s. This
is a typical index-2 phenomenon: the error increases while the step size decreases. These
numerical results underline the difference that is mathematically described by Theorem 4.2
and Theorem 4.5.
Although index-2 problems are rather ill-conditioned, Fig. 6.4b shows clearly that the
index-2 errors are not propagated in time. Remark 4.4 explains this behavior: the index-
2 components enter the system only linearly and cannot affect subsequent time-steps,
[6, 128]. Nonetheless one must not use the index-2 variables (the voltages) for step size
control, because the (numerical) oscillations might be detected by the control and hence
the predictor would suggest unreasonably small step sizes.
6.2 Multirate Bypassing
This section discussed the various Schur complement strategies introduced in Section 5.2
and [116]. The field part is a 2D model of a transformer. The secondary side is connected to
a load resistance. Fig. 6.5a shows the specifications of the model. The first coil consists of
358 and the second one of 206 copper winding turns with a conductivity of 57.7 · 106S/m.
The coils are connected as stranded conductors. They are wound around an iron core
(with conductivity 0.5 · 106S/m); its reluctivity is given by a nonlinear material curve
(interpolated by splines), Fig. 6.5c.
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Figure 6.5: Bypassing example. Device and circuit problem description, reference solution,
errors and decompositions, cf. [116].
The model has been drawn and discretized by FEMM and simulated by the software
packages OCS, FIDES and odepkg, see Fig. 6.1. The simulation is carried out only for
the startup phase, i.e., until the saturation phase is reached, Fig. 6.5d. Afterwards the
computation can be continued by a linear model without difficulty.
Fig. 6.5b shows the field/circuit coupling, where a pulse width modulated (PWM) voltage
source is connected to the primary side of a transformer. The PWM voltage is switching
at a frequency of 20kHz. The secondary side is connected to a load resistance Rload = 10Ω.
For the simulation the different strategies of Section 5.2 were implemented in
Mfidesschur for OCS, [114]: this is (a) the standard Newton-Raphson scheme that serves
as a reference, (b) a simplified Newton iteration with Schur complements and (c) a sim-
plified Newton with bypassing of right-hand-side evaluations.
The circuit device element Mfidesschur uses the bypassing heuristics defined in List-
ing 1. This algorithm allows the element to decide independently whether a new factoriza-
tion of (5.8) or a new right hand-side evaluation (5.9) is necessary or not. The advantage
is that this implementation only requires changes to the MQS device element. No other
parts of the host circuit simulator need adjustment. The other (basic) elements remain
responsible for their respective contributions and the outer (standard) Newton-Raphson
scheme is still available for them.
On the other hand, if the step size control of the host simulator is accessible, it should
be configured so as to be as conservative as possible, i.e., the step size h should be kept
constant as long as possible. In fact, step size changes require a recomputation of the
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Table 6.1: Computational costs for the different Newton strategies. The ‘full Newton’ solves
the full system of equations without bypassing. The ‘simplified Newton’ solves the reduced
system and bypasses some Jacobian updates. The ‘bypassed Newton’ solves the reduced system
and bypasses Jacobian and right-hand-side updates.
decompositions forward/backward substitutions stamp evaluations time
full Newton 23371 27936 27936 20h
simplified Newton 2531 36460 31398 1h
bypassed Newton 450 3171 20449 25min
Schur complement Lh but alternatively one may continue with a ‘wrong’ Jacobian, cf.
equation (5.7). For the following example from [116] this is not implemented: only back-
ward Euler with fixed step sizes is used, because the examples are determined by pulsed
inputs and step size prediction would yield high amounts of rejected steps. In principle
adaptive higher-order methods are available by odepkg.
Fig. 6.5f shows the different bypassing strategies in comparison with the reference ap-
proach. The reference method is a non-optimized Newton algorithm; it evaluates the
material curve (unnecessarily) in every iteration, see Table 6.1. On the other hand both
bypassing strategies (simplified and bypassed Newton) detect the linearity in the material
curve (for t ≤ 0.003s) and skip the superfluous evaluations and matrix factorizations. De-
pending on the error, the nonlinear effect is not important here and the reduced (lumped)
models are sufficient, see Fig. 6.5e. Those models preserve correctly the characteristics on
the fast scale, e.g., they resemble the switching in the current due to PWM, Fig. 6.5d,
while other multirate techniques would probably fail here, especially when waveforms are
interpolated and not models (‘the multirate behavior is in the nonlinearity’).
In the highly nonlinear saturation phase, 0.003s < t ≤ 0.007s, all approaches require
approximately the same (high) number of Jacobian updates. Without those updates the
Newton iteration might diverge or even converge to a wrong solution if the bypassing
of right-hand-side evaluations is not controlled. Each bypassing of the right-hand-side
assumes linearity and as a consequence the Newton iteration requires less Jacobian updates
but the error increases, see Fig. 6.5. Finally after the saturation level is reached, t > 0.007,
the field problem behaves again linearly and the updates of the simplified and bypassing
Newton are clearly reduced, [116].
6.2.1 Conclusion
The bypassing approach was shown to exploit reliably multirate potential in the nonlinear
field part. Of course the efficiency depends on the particular choice of error norms, toler-
ances and the device’s characteristics. Nonetheless, the numerical experiments indicated
that the heuristic is rather insensitive to changes in those parameters and that the compu-
tational costs can be significantly reduced even when using conservative parameters (i.e.,
small tolerances).
Obviously, the changes in the saturation cause the high computational costs. For a
transformer example this typically occurs only during the start-up phase, but in an in-
duction machine, where the saturation follows the rotation, one is forced to recompute
the Schur complement in every turn. Nonetheless the rotation is still determined by the
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Figure 6.6: Field/circuit cosimulation example. Nonlinear 2D transformer (a) coupled to a
nonlinear rectifier (b). The plots show voltages (c), currents (d) and self inductances (e), [9].
energy (5.10) and not by the fast frequency of the pulsed inputs and thus solving on the
slow scale should be sufficient for most applications. Furthermore an optimized version of
the bypassing could save previously computed inductances, e.g. in dependence of the rotor
angle, and reuse them in the subsequent simulation.
6.3 Cosimulation
In this section cosimulations of exemplary field/circuit and semiconductor/circuit problems
are performed using Gauß-Seidel-like dynamic iteration schemes, see Sections 5.3.5 and
5.3.6. For both settings the different coupling interfaces
(a) source coupling
(b) parameter coupling (using extracted, lumped models)
are implemented and numerically compared. Furthermore it will shown that the conver-
gence speed predicted in Section 5.3 is verified by the simulations.
The focus in the field/circuit case is primarily on the multirate potential that can be
exploited in cosimulation, while the main topic in semiconductor/coupling is the compu-
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Figure 6.7: Convergence of field/circuit cosimulation. Figures show the splitting error in the
primary current on the full time interval in dependence of the window size H .
tational sequence and the convergence properties. Due to similar time scales for semi-
conductors and integrated circuits there is typically no multirate potential in this kind of
simulations (with the obvious exception of devices in latent branches, [124]).
6.3.1 Field/Circuit Problem
The dynamic iteration given in Section 5.3 is applied here to the field/circuit coupled ex-
ample from [9]. This is the rectifier circuit shown in Fig. 6.6b connected via the transformer
(see Fig. 6.6a) to a sinusoidal voltage source with an effective voltage 160 sin(2πft)V at
low frequency (f = 60Hz). The transformer shown in Fig. 6.6a is a single-phase isolation
transformer, whose coils are described by the stranded conductor model, see Section 3.2.1.
The discretization was obtained by FEMM, [94] and model specifications are also taken
from the FEMM examples section in the online tutorial (‘Determination of Transformer
Operating Point’, file: mytransformer.fem2). The primary coil has 260 turns and the
secondary coil 90 turns. The reluctivity is given by the same nonlinear BH-curve ν(
⌢
b)
that was used in the previous examples, see Fig. 6.5c.
The circuit model consists of four diodes described by the Shockley’s lumped exponential
model (as it is available in OCS). The reverse bias saturation current of those devices is
Is = 10
−9A. The constant load resistance is given by Rload = 10Ω and the resistances of
the coil windings are extracted from the FEMM model, i.e., R1 = 0.44937Ω and R2 =
0.061526Ω, see (3.12c).
The problem is simulated on the time interval I := [0, 10−2]s, this is approximately one
period of the applied voltage. This time span is sufficient to cover the nonlinear start-up
behavior due to inrush currents. The figures 6.6c-6.6e show voltages, currents and induc-
tances, respectively. The voltage plot shows the applied voltage versus the transformed
and rectified voltage drop at the load resistance. The inrush currents are clearly visible in
the current plot and they cause the very high saturation in the transformer such that the
corresponding inductances decrease rapidly.
2see http://www.femm.info/wiki/MyTransformer
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Figure 6.8: Contraction of field/circuit cosimulation. Splitting errors in the primary current
on the first time window [0, H ] in dependence of the number of iterations.
For the numerical experiments, the time-integrator has been the implicit Euler scheme
with fixed time step h = 10−5s, see Section 5.1. The dynamic-iteration scheme (5.58) has
been performed using various window sizes and the two interfaces (a) source coupling
and (b) parameter coupling, see Definition 5.7. The interfaces are implemented in
the functions Mfidescurrent and Mfidescurrent within FIDES, [114]. The cosimulation
results have been compared with a monolithic simulation (implicit Euler with h = 10−5s).
Thus the comparison neglects the time-discretization error (due to the implicit Euler) and
visualizes only on the splitting error (due to the iteration scheme).
Contraction
The splitting errors of the source coupling interface are shown in Fig. 6.7a. The simula-
tions were performed with constant extrapolation and up to 5 iterations per window. No
interpolation was necessary to recover the waveforms from the discrete currents, due to the
same step size h in both subproblems. Convergence was only obtained for very small time
window sizes near the time step size, i.e., H = 2 · 10−5s and 5 · 10−5s. The parameter cou-
pling interface comes with additional costs: two additional linear systems must be solved
afterwards to extract the 2× 2 inductance matrix LD(t), but the effort pays out as shown
in Fig. 6.7b. The dynamic iteration with the parameter interface converges faster and for
the much larger window sizes H = 5 · 10−5s, . . . , 10−2s as the source coupling (up to 5 iter-
ations per window, constant extrapolation and spline interpolation). Both results confirm
neatly the theoretic results of Section 5.3: the error decreases with the time window size if
the the window size is sufficiently small. The second convergence study, Fig. 6.8 shows the
time-integrated error on the first time window versus the number of iterations. The source
coupling converges badly on the first time window (H = 10−4s) and it divergences on a
subsequent window (i.e., the corresponding window size Hn is not small enough). For the
parameter coupling interface, the convergence is much better even for the larger window
size H = 5 · 10−3s. The iteration order is here approximately linear in H , which matches
the expected order in Theorem 5.12. For more than 4 iterations the splitting error is in
the order of the time-integration error.
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Figure 6.9: Multirate cosimulation example. Nonlinear field/circuit configuration (a) exhibit-
ing different time constants in the voltages u1 and u3 due to a fast switching PWM voltage
source (b); currents (c) and partitioning into time windows H and time steps h (d), [118].
For small window sizes near the step size of the time discretization (H ≈ h) the dis-
cretization error may dominate the asymptotic behavior; then additional iterations are
superfluous. In the present case of the implicit Euler method, its accuracy is first or-
der, thus depending on the quality of the initial guess, one or two iterations are typically
sufficient. This changes for higher order methods.
The rectifier example could not benefit from multirate time-integration: the time step-
ping was fixed to simplify the convergence analysis. This will be generalized in the following
multirate example.
Multirate in the Field/Circuit Problem
To prove the feasibility of multirate time-integration by dynamic iteration, the following
example was given in [118]. The circuit in Fig. 6.9a acts as a low pass filter feeding only
the important frequencies to an MQS device. This is a typical engineering approach for
signal separation, in contrast to the numerical approach in Section 5.3.5.
The voltage source applies a pulse-width modulated (PWM) signal, while only the low
frequency part arrives at the transformer. The MQS device is described here by the
same nonlinear model as in Section 6.2, see Fig. 6.5a. The application of an adaptive
time-integrator yields time step sizes in the order of hC = 10
−6s, although step sizes of
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Figure 6.10: Convergence of multirate cosimulation. dynamic iterations (a), convergence
(b)-(c) and convergence for a higher order Runge-Kutta time-integrator (d), [118].
hL = 10
−4s would be sufficient to render the dynamics of the field model (Fig. 6.9b).
The interface couples via inductance parameters as defined in equation (5.57). All time-
integrations have been performed by the implicit Euler method, Section 5.1. The circuit
subproblem is discretized by a fixed step size of h = 10−6s, which is reasonable for fast
switching PWM signal, while the field subsystem is solved adaptively. The low order
method was chosen to allow easy comparison, although high order adaptive multi-method
time-integration is straightforward in FIDES.
The dynamic iteration is performed with linear extrapolation, spline interpolation, fixed
time window sizes from H = 10−5s to 2 ·10−4s, either with (k ≤ 3 iterations) or without
sweep control (1 sweep), [118]. Table 6.10c shows the computational effort expressed in
linear systems solved. The first summand relates to the time-integration and the second
relates to the inductance extraction. The costs of the monolithic integration (fixed step
size href = 10
−6s) are included for comparison. The relative errors shown in Table 6.10c
and Fig. 6.10b are always given with respect to the monolithic reference solution (scaled
by the maximal current 15.3A). Due different time-steppings for the field subsystem, the
depicted errors consists of both splitting and time-discretization errors.
The dynamic iteration (‘weak’ coupling) gives for the window size H =10−4s the same
level of accuracy as the monolithic approach (‘strong’), but requires less than half of the
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Figure 6.11: Semiconductor/circuit cosimulation example. Model and parameters from [9].
computational effort. The additional iterations improve the accuracy but also increase the
computational costs, Fig. 6.10a. The iterations cannot improve the order of the method
Fig. 5.14b. This is mainly because the order of the time-discretization dominates the
plot. If one uses higher order methods additional iterations are important to conserve
the quality of approximation. Fig. 6.10d shows the convergence of the cosimulation when
using a higher order Runge-Kutta method (RADAU5). The convergence order in terms of
the window size increases clearly with the number of dynamic iterations (for this plot the
same example was used, but the applied input signal was smoothened to benefit from the
higher order of RADAU5).
Larger time windows (H = 2 ·10−4s) cause larger errors (> 12%) but at reduced com-
putational costs. On the other hand simulations with H≤ 5 · 10−5s require less than 70%
of the computational effort of the monolithic coupling (h=10−5s) while being significantly
more accurate, see Fig. 5.14b. For small window sizes the sweep control does not require
iterations and thus the curves of both methods coincide in Fig. 5.14b, [118].
Conclusions
Two examples underlined the convergence and stability of the dynamic iteration approach
for the field/circuit coupled problem. The convergence rate was discussed and it has been
shown that the scheme automatically exploits multirate behavior due to the decoupling
of subproblems. The source and parameter interface were implemented. The parameter
approach together with outer iterations allows for enlarged window sizes. For optimal
results higher order time-integration is needed and a combined window size and sweep
control will further improve the efficiency.
6.3.2 Semiconductor/Circuit Problem
In [9] the dynamic iteration technique is applied to the series connection of a voltage
source, resistor and a block of ND silicon pn-diodes connected in parallel (using the 1D-
model described in Section 3.3). The resistance is given by a linear model with R = 1Ω,
the voltage source v(t) = sin(2πft)V is a fast oscillating sinus wave at a frequency f = 1011
Hz. Each diode consists of a 50nm n-region doped with doping concentration C0 and a
50nm p-region doped with −C0, see Table 6.11b.
The example is used to underline the theoretic results of Section 5.3.6 by numerical
computations. The convergence rates of both interfaces (‘source coupling’ and ‘parameter
coupling’) are compared and the impact of computational sequence is discussed.
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Figure 6.12: Contraction of semiconductor/circuit cosimulation. Splitting error of the network
components in dependence of the iterations k on the time window [2.2, 2.3] · 10−12s, see [9].
Contraction
For the convergence study we analyzed the academic test example shown in Fig. 6.11a. The
diode-block consists of ND = 1500 diodes. Due to their parallel connection it is sufficient
to simulate a single PDE device and multiplying the output current by the number of
devices.
The dynamic iteration is applied with constant extrapolation and 10 iterations per win-
dow on the time interval I = [0, 10] · 10−12s. The underlying time-discretization was
performed by the implicit Euler method. The time windows and time steps are chosen
to be the same H = h = 0.1 · 10−12s, i.e., after each time step both subproblems are
synchronized. The detailed algorithm is similar to Listing 2; it is described in more detail
in [1].
Now the contraction analysis follows. The solutions of the cosimulation after 10 itera-
tions is compared with the monolithic reference. The reference allows the verification of
convergence of the dynamic iteration scheme. It is performed with same method and step
size, such that the comparison shows the splitting error only (time-integration errors are
neglected).
(a) Source Coupling. As predicted in Lemma 5.13 the dynamic iteration scheme does
not converge reliably for the source coupling. The convergence depends on the contraction
parameter α in (5.28). In the present numerical example the amplification of the diode’s
current by the factor 1500 directly affects the corresponding Lipschitz constants and thus
causes divergence. This is shown in Fig. 6.12a where the relative error of the network com-
ponents (with respect to the monolithic reference solution) is plotted in dependence of the
number of iterations for the time window [2.2, 2.3] ·10−12s. The dynamic iteration schemes
converges (slowly) on the previous windows until it diverges on the window depicted. The
same problem occurs independently of the computational sequence, i.e., the iteration for
both device-first and circuit-first do not converge. The different starting values for the
sequences are due to different errors on previous time windows (error propagation).
(b) Parameter Coupling. In the second approach the displacement current of the
diode is extracted and modeled by a lumped parallel capacitance, see Definition 5.8. It
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Figure 6.13: Contraction and Lipschitz constants. Splitting errors on the time window
[0.4, 0.5] · 10−12s for different numbers of diodes, see [9].
is for the given example CD = 10
−17F for each diode and this accumulates to a single
capacitance of 1.5 · 10−14F. Consequently the interface couples via the current iSD. In
contrast to the source coupling approach above the parallel capacitance aids the dynamic
iteration scheme. One obtains a robust algorithm that yields a sufficiently accurate solution
after a few iterations, see Fig. 6.12b. The convergence plot depicts the relative error (w.r.t.
the monolithic reference solution) of the network components in dependence of the number
of iterations for the same interval as above, i.e., [2.2, 2.3] · 10−12s. Moreover, due to
significantly better convergence on the previous time windows the initial error is reduced.
Computational Sequence
The convergence study above revealed that for the parameter coupling, i.e., interface (b),
both computational sequences yield a convergent cosimulation, but at slightly different
speeds, see Fig. 6.12. According to Theorem 5.15 the speed is determined by the Lipschitz
constants and they can be influenced by the number of diodes ND. More precisely the
number of diodes affects the Lipschitz constant LF from Definition 5.9. Figure 6.13 shows
the corresponding convergence plots of the dynamic iteration scheme as above applied to
the same problems but for varying numbers ND = 1, 10, 100 and 1000. As before the
splitting error is computed with respect to the reference solution and again the time step
size h = 0.1 · 10−12s was applied.
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Figure 6.14: Convergence of semiconductor/circuit cosimulation. Splitting errors for different
values of LC after 2 · 10−12s for different time step sizes H and for the circuit first and device
first approach with one iteration per time window.
Figures 6.13a and 6.13b show that for a small number of diodes (ND ≤ 10), i.e., with a
small Lipschitz constant LC, the speed of convergence is nearly the same for both computa-
tional sequences. However, for an increasing number of diodes (ND > 10) the convergence
speed is clearly superior when solving the circuit subproblem first: for ND = 100 diodes
the same level of accuracy is obtained with one iteration less and for ND = 1000 diodes one
saves nearly two iterations. Those results reflect the effect of the leading order coefficients
CD and CC as predicted in (5.71), cf. [9].
For further increasing values ofND (and thus LC) the advantage of the device-first approach
is expected to improve further on and it will require fewer iterations than the reversed order
approach. This shows that a deeper knowledge on the strength of the coupling, i.e., a good
estimation of the Lipschitz constants (LD, LC) helps to determine an optimal sequence for
solving the subsystems. Similarly it is known that reordering the computational sequence
can turn a splitting scheme with contraction factor α > 1 into a convergent setting, see
[5].
Conclusions
Finally global convergence and stability of the parameter coupling scheme is numerically
verified on the time interval I = [0, 2]·10−12s by performing simulations for decreasing time
window sizes, i.e., H = 10−12, 10−13, 10−14. Simulation are computed for both sequences
(circuit-first and device-first), where only one Gauß-Seidel iteration (k = 1) is applied.
Time-integration is still obtained by the implicit Euler method. On one hand the additional
iterations decrease the splitting error by O(H), but on the other hand the implicit Euler
method is globally first order accurate O(h) = O(H) (step size equals window size) and
thus more iterations will not improve the total order of the scheme (when considering
splitting and time-discretization errors).
The relative errors (with respect to the monolithic reference solution using the same
time-stepping) are depicted in Fig. 6.14 for different window sizes. This is an order plot
for the convergence of the splitting scheme. For both sequences the convergence order is
approximately linear in the time window size H . Again, the larger Lipschitz-constants LC
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coil 2(nonlinear)
(a) nonlinear, conductive region (iron), linear, non-
conductive regions: coils and air
(b) transformer model in 3D, eddy cur-
rents at the surface of the solid iron core
material region number of triangles number of hexahedra
iron 619878 21120
air 61771 22997
copper 23459 14144
(c) Number of elements per material in the 2D and 3D examples
Figure 6.15: Domain substructuring example: (a) material regions, (b) field distribution in
3D, (c) region-wise degrees of freedom, see [36].
(for ND = 1000) causes the circuit-first approach to perform better than the device-first
approach (although both sequences are still of the same order). This underlines the results
of Theorem 5.15.
6.4 Domain Substructuring of a Transformer
This section discusses the numerical application of the Schur complement method given
in Section 5.4. The transformer model and the analysis are taken from [36]. The example
is 30cm×40cm×6cm in size with 358 primary and 206 secondary copper strands wound
around a (nonlinear) iron core modeled by the nonlinear material curve shown in Fig. 6.5c.
The coils do not exhibit eddy currents due to strands with cross-sectional diameters below
the skin depth. Consequently they are modeled by stranded conductors that are excited
here by a sinusoidal currents at 20A, see Section 3.2.1. Their DoFs belong to the non-
conductive domain and they are treated together with the other DoFs in the air region
by the Schur complement method. Fig. 6.15a shows the linear nonconductive/nonlinear
conductive partitioning. The transformer is described using two different formulations: 2D
FEM and 3D FIT discretization are applied.
The 2D example is discretized by FEMM and Triangle using two meshes, with 333732
and 352990 DoFs (i.e., nodes), respectively. For the 3D example the finite integration
technique was applied, it uses 174783 DoFs (edges). For simplicity all problems have been
discretized by the implicit Euler method, see Section 5.1. Higher-order time-integration
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Figure 6.16: Eigenvalues in substructuring example. The eigenvalues of the scaled conduc-
tivity matrix dominate the eigenvalues of the curl-curl matrix, time step h = 10−5s, see also
Fig. 5.14a and [36].
is straightforward and it is available within FIDES (using odepkg, see Fig. 6.1). The
embedded Newton-Raphson scheme solves the linear problems directly by SuiteSparse
(Cholmod, [31]) or by PCG with a Jacobi preconditioner for the original, the regularized
and the Schur complement system (5.79).
The 2D and 3D problem formulations are structurally different: the block K22 is only
invertible in the 2D case where it corresponds to the discretization of the Laplacian. In
the 3D FIT discretization the same block must be regularized to allow for direct solvers. A
grad-div term was added in the non-conductive region as described in [36]. Furthermore it
will be shown that the sparsity patterns in 2D and 3D are different and thus direct solvers
behave differently. Let us start with the 2D problem.
6.4.1 2D Test Problem
The 2D problem has been discretized by two different meshes to illustrate the dependence
on the number of DoFs. The refinement was only performed in the air region, i.e., the part
that is removed by the Schur complement. Table 6.2 shows for the different methods the
total simulation time, the total number of all PCG iterations and the condition number as
approximated by the PCG method (averaged over all system matrices). The methods are
in detail: a) Cholmod and b) PCG applied to the full system and c) the iterative solver
using the Schur complement method (Listing 3) with embedded Cholesky factorization.
The results indicate that for both meshes the number of PCG iterations can be signifi-
cantly reduced by using the Schur complement. For the given example this comes almost
without additional costs. The forward/backward substitutions per iteration are cheap, be-
cause the factorization can preserve the sparsity (the averaged time per iteration increase
slightly from 0.09s to 0.1s). On the other hand the direct approach to the whole problem
is very time consuming and scales badly when increasing the number of unknowns in the
air region.
6.4.2 3D Test Problem
The analysis of the 3D example focuses on the dependence of the time step size h. When
it is decreased the gap between the largest and smallest eigenvalue increases, see Fig. 6.16.
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Table 6.2: Substructuring of the 2D model. Time transient simulation, 10 time steps, 48
Newton iterations, fixed step-size h = 10−3. ‘iterations’ denotes the total number of all CG
iterations and ‘condition’ refers to the averaged condition number as approximated by PCG.
‘Cholmod’ and ‘PCG’ refer to direct/iterative solves of the full system, while ‘Schur PCG’
denotes the proposed algorithm from Listing 3 with Jacobi preconditioning, [36].
time iterations condition
Cholmod 37.0min - -
PCG 18.7min 13186 9.4 · 103
Schur PCG 6.5min 4083 7.4 · 102
(a) 2D transformer with 333732 DoFs.
time iterations condition
Cholmod 55.3min - -
PCG 21.3min 14057 1.0 · 104
Schur PCG 7.1min 4163 7.7 · 102
(b) 2D transformer with 352990 DoFs (refined).
Table 6.3: Substructuring of the 3D model. Time transient simulation, 48 steps, step-sizes
h = 10−5 and 10−4; ‘iterations’ denotes the total number of all PCG iterations and ‘condition’
refers to the averaged condition number as approximated by PCG. PCG was used to solve
the curl-curl equation (‘PCG original’), its regularized version (‘PCG gauged’) and the Schur
system (5.79) (‘Schur method’); regularization is carried out by an edge-wise grad-div term,
[36].
time iterations condition
PCG original 12.3min 13423 1.4 · 104
PCG gauged 49.8min 38425 1.2 · 105
Schur method 7.2min 815 1.9 · 101
(a) 3D example with step size h = 10−5
time iterations condition
PCG original 17.8min 19019 3.0 · 104
PCG gauged 76.1min 56935 1.5 · 105
Schur method 20.6min 2456 1.4 · 102
(b) 3D example with step size h = 10−4
The time step pushes the eigenvalues of the conductivity matrix further along the positive
axis, while the non-conductive ones remain unaltered. Thus especially in the case of tiny
step sizes, the eigenvalues of the conductivity matrix dominate the spectrum.
Table 6.3 shows the total simulation time, the number of PCG iterations and the es-
timated condition number for (i) the original system, (ii) the system with applied grad-
div regularization and finally (iii) the Schur system Listing 3. Again, the Schur com-
plement method reduces the number of PCG iterations substantially, but for large step
sizes this does not compensate for the higher computational costs due to the additional
forward/backward substitutions. The sparsity pattern is not well preserved by Cholmod
and thus the matrix/vector operations increase the averaged time for a single PCG itera-
tion from 0.05s to 0.5s (other direct solvers using other ordering strategies might perform
better3).
Only for small step sizes h ≤ 10−5 the gap between the eigenvalues becomes dominant
and the fewer number of iterations compensates for the additional costs per iteration.
In 3D, the direct solver fails for the singular matrix pencil and when applied to the
regularized system, the memory requirements are so huge that the simulation takes an
unreasonable time of ten hours.
3Cholmod uses METIS for ordering, http://www-users.cs.umn.edu/~karypis/metis
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6.4.3 Conclusions
The 2D and 3D computational examples have demonstrated the general feasibility of the
Schur complement method. The direct linear system solvers perform very well for (small
scale) 2D problems, but they become too expensive for large 3D problems. The usage
of low-rank approximations, model order reduction techniques and inner iterative solvers
with deflation is expected to further improve the proposed method. Combinations of the
method with other more sophisticated preconditioners or multigrid solvers is the subject
of current research, [115].
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In this thesis multiscale models from electrical engineering, i.e., the lumped electric net-
work, the magnetoquasistatic field device and the drift-diffusion model of a semiconductor
device were derived, analyzed and mutually coupled. This culminates in a system of partial
differential algebraic equations (PDAEs) that may contain device models of any dimension
(from 0D to 3D) interconnected by the surrounding electric network.
For the spatial discretized PDAE system new differential-algebraic-index results in terms
of the tractability concept were obtained: in particular it was shown that the field/circuit
coupled problem is at most index-2 and that the index-2 variables enter the system only
linearly. Thus the error propagation during time-integration is not seriously affected.
Numerical test examples have underlined this result and show that the index-2 case is
rather harmless but nonetheless the time-integration error can be decreased when modeling
the circuit topology according to the index-1 results.
Two different classes of multirate time-integration methods for the given PDAE problem
were discussed. They both follow a hierarchical multiscale approach where lumped models
(for example generalized inductances) are fitted on the fly by spatially distributed PDE
models (for example magnetoquasistatic Maxwell’s Equations).
This is in particular accomplished by the multirate Schur complement approach in which
the PDE device equations are eliminated from the circuit equations such that only a lumped
model remains. The lumped model is updated according to an energy-based scheme such
that the problem-specific multirate potential is exploited. Furthermore the complement
makes multimethod approaches feasible, i.e., different linear solvers can be used for the
subproblems. The acceleration of the time-integration is significant: a numerical example
shows a 40× speed-up compared to a standard approach.
Secondly the multirate cosimulation (using dynamic iteration) was adapted for this hier-
archical approach. For that purpose we introduced a parameter coupling interface that uses
lumped surrogate models. This interface was shown to be superior to the common source
coupling approach. Again, this unlocks multirate potential and allows even the application
of different time-integrators for each subproblem – with the drawback of an increased com-
putational overhead due to additional iterations. Nonetheless numerical examples from
field/circuit coupling show a clear reduction in the computational costs compared to a
monolithic single rate approach.
Furthermore, it was mathematically proved that the dynamic iteration applied to both
field/circuit and semiconductor/circuit coupled problems is always convergent if the cou-
pling interface is modeled by the parameter approach. To this end we carried out a fixed
point analysis in function space and a propagation error analysis. This allowed us to com-
pare the different interface models and we discussed their advantages and disadvantages.
The underlying principles were given within an abstract framework such that this approach
can be easily applied to other fields of application.
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7.1 Outlook
This treatise raises new interesting questions and problems: the DAE-index analysis and
multirate cosimulation of a coupled system consisting of all three subproblems, i.e., field,
circuit and semiconductor seems to be the inevitable next step. A tentative analysis reveals
that the interaction of coupling interface, number of subsystems and convergence rate offers
interesting new aspects. Along with the analysis, numerical experiments should be carried
out for this enlarged system.
Another interesting aspect is the relation of the order of the time-integrator and the
overall cosimulation. The results in Section 6.3.1 imply that higher order cosimulation
requires additional iteration. This is clear for simulations where time window and step
size coincide, but what happens in the general (multirate) case? If this is well understood
and one knows the approximation order of each iterate, this will allow us to predict the
splitting error and consequently to derive a very efficient control for the window size and
the number of iterations.
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A.1 Discrete Operators
A.1.1 FIT Numbering Scheme
This section discusses some aspects of the finite integration technique (FIT) for rectilinear
grids, [138]. The primary grid is given by a finite number of volumes
G := {V (n) := V (ix, iy, iz) | V (ix, iy, iz) = [xix , xix+1]× [yiy , yiy+1]× [ziz , ziz+1];
ix = 1, . . . , nx − 1; iy = 1, . . . , ny − 1; iz = 1, . . . , nz − 1},
The three indices ix, iy and iz , given nx, ny and nz ∈ N, are combined into one space
index, which allows us to number the objects consecutively:
n = n(ix, iy, iz) = ix · kx + (iy − 1) · ky + (iz − 1) · kz , (A.1)
with kx := 1, ky := nx and kz := nx · ny, such that n ≤ n0 := nx · ny · nz.
The primary grid G is accompanied by the dual grid G˜, which is constructed by con-
necting the center points of the primary volumes, i.e., the dual points. The intersection
of two primary volumes is by construction either empty, a point P(n), an edge Lw(n), a
facet Aw(n) or a volume V(n), where w ∈ {x, y, z} denotes the direction of the object,
see Definition 2.4. The intersections in the dual grid are P˜(n), L˜w(n), A˜w(n) and V˜w(n),
respectively.
Every object (edge, facet, volume) is associated with its smallest numbered connected
point P(n). Thus three edges, three facets and one volume are connected to each point.
An edge Lw(n) connects two in w-direction neighbored points P(n) and P(n + kw) and
is always directed from P(n) towards P(n + kw). A facet Aw(n) is defined by P(n) and
the direction w, in which its normal vector points. The dual objects are numbered slightly
different, e.g. a dual edge L˜w(n) points from P˜(n− kw) to P˜(n).1
In Section 2.2 each discrete field quantity was defined on an geometrical object. In FIT
those objects are numbered in x, y and z order. For example the discrete electric field
strength was given as
⌢ei :=
∫
Li
~E · d~s such that Li =


Lx(i) if i ≤ n0
Ly(i− n0) if n0 < i ≤ 2n0
Lz(i− 2n0) else
corresponds to the classical FIT numbering scheme.
1The numbering scheme as presented in this paragraph introduces phantom objects at the grid’s boundary,
see Section A.1.2.
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Figure A.1: Cells and primary curl operator.
Discrete Operators
The curl and divergence operators are discretized according to the primary and dual grid.
This results in structured 3n0 × 3n0-matrices that reflect the continuous operators. When
neglecting the effects at the boundary of the grid, the discrete curl operators read
C∞ =

 0 −Pz PyPz 0 −Px
−Py Px 0

 , and C˜∞ = C⊤∞.
The divergence operators are
S∞ =
[
Px Py Pz
]
, and S˜∞ =
[−P⊤x −P⊤y −P⊤z ] ,
where the partial differential operators Pw ∈ {−1, 0, 1}n0×n0 for each spatial direction
w ∈ {x, y, z} are defined as
(Pw)p,q := δp+kw,q − δp,q =


−1 for q = p,
1 for q = p+ kw,
0 else;
(A.2)
where I denotes the identity matrix and kw is defined as in (A.1). For inner edges each par-
tial differential operator exhibits exactly two non-zeros (1 and −1) per row. Consequently
the primary curl matrix has four entries (−1, −1, 1, 1) in each row which pick out the
corresponding line-integrals from a vector that lives on the primary edge, see Fig. A.1b.
Lemma A.1. Two discrete partial differential operators Pv and Pw with v, w ∈ {x, y, z}
commute
PvPw = PwPv. (A.3)
Proof. Let Dp,q := δp+1,q denote a shift matrix then Pw = D
kw − I and
PvPw = (D
kv − I)(Dkw − I) = Dkv+kw −Dkv −Dkw + I = (Dkw − I)(Dkv − I)
= PwPv ,
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Figure A.2: Primary FIT grid of dimensions 2× 2× 2.
which is obviously true for all kv, kw ∈ {kx, ky, kz}.
The result of Lemma A.1 corresponds to the interchange of partial derivatives in the
continuous case. A similar proof is given for example in [139, 12].
Theorem A.2. The product of the discrete divergence and the discrete curl matrices is
zero
S∞C∞ = 0 (A.4)
S˜∞C˜∞ = 0. (A.5)
Proof. Both relations are simple applications of Lemma A.1. For example we find for the
operators on the primary grid
S∞C∞ =
[
PyPz −PzPy PzPx −PxPz PxPy −PxPy
]
= 0
which is zero because the Pw commute. The dual case is analogous. This proof and its
consequences are discussed in several publications, e.g. [12].
A.1.2 Phantom Objects on Finite Grids
The numbering scheme introduces superfluous phantom objects at the boundary of the
grid G. Those edges, facets and volumes must be disregarded in the computations.
Example A.1. Let us examine the (primary) FIT grid of dimensions 2× 2× 2 as shown
in Fig. A.2. It describes only one complete volume with 6 facets and 12 edges, but another
7 volumes, 18 facets and 12 edges are superfluously included in the numbering scheme.
Projectors for Partial Differential Operators
The phantom objects are always attached to those points on the boundary that are ad-
dressed by the multi-index n(ix, iy, iz), where one direction index reaches its maximum
iw = nw, where w ∈ {x, y, z}. The following sets contain the indices of all primary points
with an attached phantom edge in direction w:
Hw = {1 ≤ n(ix, iy, iz) ≤ n0|iw = nw}
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We denote the set of all points connected to at least one phantom edge by Hxyz := Hx ∪
Hy ∪Hz and define Hxy, Hxz, Hyz accordingly. Each index set Hw with w ∈ {x, y, z} gives
raise to a diagonal matrix Lw ∈ {0, 1}n0×n0 with
(Lw)pq =
{
1 for p = q and p /∈ Hw,
0 else.
(A.6)
Lemma A.3. The matrices Lw are projectors, i.e., L
2
w = Lw and have the following
properties for two directions v, w ∈ {x, y, z} with v 6= w
LwLv = LvLw, (A.7)
LwLvPv = LvPvLw, (A.8)
where Pw is defined as in equation (A.2) and Lw as in equation (A.6).
Proof. The idem-potency of the projectors and their commuting is trivial, since they are
diagonal matrices containing only ones and zeros. The left-hand-side of the third equa-
tion (A.8) reads
(LwLvPv)pq =


−1 for p = q ∧ p /∈ Hw ∪Hv,
1 for q = p+ kv ∧ p /∈ Hw ∪Hv,
0 else.
which is equivalent to the right-hand-side
(LwPvLv)pq =


−1 for p = q ∧ q /∈ Hw ∪ Hv,
1 for q = p+ kv ∧ p /∈ Hv ∧ q /∈ Hw,
0 else.
because p /∈ Hv implies that
p = ix + iyky + izkz with iv < nv
and thus q = p+ kv gives
q = i′x + i
′
yky + i
′
zkz with i
′
v = iv + 1 ≤ nv
but iw = i
′
w (for w 6= v) and thus the condition p /∈ Hw is equivalent to the condition
q = p + kv /∈ Hw for w 6= v.
Only the edges in the set Hw exist in the grid, i.e., are degrees of freedom. We define
analogously that facets and volumes exist if none of their edges are phantoms. We assemble
the projectors corresponding to the index sets in x, y z-order, such that
IP = IV˜ := I
IL = IA˜ := blkdiag(Lx,Ly,Lz)
IA = IL˜ := blkdiag(LyLz, LxLz , LxLy)
IV = IP˜ := LxLyLz
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Figure A.3: The number of total and non-phantom objects in Maxwell’s house
where IP, IL, IA and IV denote the projectors for all points, edges, facets and volumes
in the primary grid; the ones with a tilde are the corresponding counterparts on the dual
grid, see Fig. A.3. These definitions match the matrices in [45, Section 2.2.2].
Corollary A.4. The matrices IP, IL, IA and IV are projectors.
Projected Operators
The curl operator relates the edges to the flux through their facet and therefore we ignore
contributions from phantom edges and facets. Using the matrices from above we can apply
the curl-operator on finite domains by defining (cf. [45, Section 2.2.2])
C := IAC∞IL and C˜ := IA˜C˜∞IL˜. (A.9)
The divergence operators are a mapping between facets and volumes; the primary and
dual operator read using the projectors
S := IVS∞IA and S˜ := IV˜S˜∞IA˜. (A.10)
Remark A.1. The curl operator C∞ was constructed from only three partial differential
matrices Pw with w ∈ {x, y, z}, but the finite operator C in equation (A.9) is constructed
from 6 pairwise distinct blocks, e.g.
LyLzPyLz 6= LxLyPyLx (A.11)
and those blocks differ again from the blocks in both, the primary and dual divergence
operators S and S˜
LxLyLzPyLxLz 6= PyLxLyLz (A.12)
Nonethless the blocks have a redundancy in the projectors, which is revealed by the
following corollary:
Corollary A.5. Let S denote the primary divergence operator as defined in equa-
tion (A.10) and C the primary curl operator from equation (A.9), then
C := IAC∞IL = IAC∞
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S := IVS∞IA = IVS∞
Proof. This is just a consequence of Lemma A.3. We show here only the second equation;
it holds
S = IVS∞IA = LxLyLz
[
PxLyLz PyLxLz PzLxLy
]
= LxLyLz
[
Px Py Pz
]
= IVS∞
because the projectors on the left commute, so they can be reordered. Then the operators
commute with the projectors on their right and finally the projectors are idem-potent.
Remark A.2. Sometimes in the literature, the partial differential matrices are directly
constructed for finite domains, for example
(P¯y)pq =


−1 for q = p and j ≤ J − 1,
+1 for q = p+ ky and j ≤ J − 1,
0 else;
with row index 1 ≤ p = p(i, j, k) ≤ n0 and column index 1 ≤ q ≤ n0. This corresponds to
P¯y = LyPy
in our notation and it unveils that the boundary constraints of P¯y are not sufficient,
compare equations (A.11) and (A.12).
A.1.3 Degrees of Freedom in FIT
Properties from Vector Calculus
The validity of the fundamental operator properties Theorem A.2 on finite domains can be
easily verified using the projectors, e.g. the fact that the divergence of a rotation vanishes
is assured by the following theorem
Theorem A.6. Let S denote the primary divergence operator as defined in equation (A.10)
and C the primary curl operator, equation (A.9), then
SC = 0,
S˜C˜ = 0.
Proof. We show the first equation using the results from Corollary A.5 for S and C, we
obtain directly
SC = IVS∞C∞IL = 0
because S∞C∞ = 0 holds as a stated in Theorem A.2. The dual case can be proved
analogously.
Curl-Curl Matrix
The projectors apply also naturally to material matrices. In this case the consistency of
the discrete problem is ensured, since material properties might be assigned to phantom
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objects, e.g. if all diagonal entries of the reluctivity matrix are positive. Let us discuss in
the following the curl-curl matrix as it is used in the vector-potential formulations.
Corollary A.7. For the curl-curl matrix it is equivalent to either impose the boundary
conditions on the material matrix only or on the curl matrices only
C˜MνC = C˜∞MνC∞ = C˜Mν,∞C.
Proof. Starting from the curl-curl matrix expressed in the infinite operators with the ma-
terial matrix Mν = IL˜Mν,∞IA mapping from primary facets to dual edges
C˜MνC = IA˜C˜∞IL˜IL˜Mν,∞IAIAC∞IL = C˜Mν,∞C
= C˜∞IL˜Mν,∞IAC∞ = C˜∞MνC∞ ,
which shows the equivalence in imposing the boundary condition in both the curl matrices
and material matrix Mν , or just in one of them.
Conclusion
The phantom edges do not belong to the degrees of freedom. It was shown that they can
be disregarded in the construction of the differential operators, if the material matrices are
assembled correctly.
A.2 Material Matrices
The global material matrices are fomred by looping over the contributions from each ele-
ment Ωe, see Ass. 2.9. Mathematically speaking this assembly is carried out with the help
of incidence matrices, which map the local element-wise indices to global ones. We assume
for simplicity and without loss of generality that
Assumption A.8 (Orientation). The local orientation of objects (edges and facets) cor-
responds to the global one.
Consequently the indices are mapped by the matrices
Qp,e =
(
1πp,e(1) 1πp,e(2) . . . 1πp,e(mp)
)
, p ∈ {0, 1, 2}
where p refers to the dimension of the object, e denotes the element and 1i a column vector
with a 1 at the i-th position and 0 otherwise (the non-negativity follows from Ass. A.8).
The length of the vectors is given by the overall number of either points (n0), edges (n1)
or facets (n2). The local numbers are denoted by mp, see Table A.4a. The index mappings
πp,e are injective embeddings identifying the local to its global number
πp,e : {1, . . . , mp} → {1, . . . , np} thus rank Qp,e = mp ,
i.e., full column rank. For example in the 3D FIT case the incidence matrix Q2,e for the
facets (Fig. A.4b), is constructed by the index mappings
π2,e(1) = e, π2,e(3) = n1 + e, π2,e(5) = 2n1 + e
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Method (elements) points edges facets
FIT 3D (hexahedron) 8 12 6
FEM 3D (tetrahedron) 4 6 4
FEM 2D (triangle) 3 3 1
(a) number of points, edges and facets of primary elements
for first order methods
1
2
3 4
5
6
x
y
z
(b) facets numbering in FIT
Figure A.4: Local elements and numbering in FIT case.
π2,e(2) = e + kx, π2,e(4) = n1 + e+ ky, π2,e(6) = 2n1 + e+ kz,
where kx, ky and kz are defined as in (A.1) and n1 is the global number of edges.
Assumption A.9 (No phantom objects). It is assumed that degrees of freedom are not
located on phantom objects, i.e., that each p-dimensional object belongs to one or more grid
elements, see Section A.1.3
∀ip ∃(e, jp) πp,e(jp) = ip , (A.13)
where e refers to an element, ip and jp are the global and local number of the same p-
dimensional object.
A.2.1 Element Matrices
In this section we focus on the construction of the anisotropic reluctivity matrix in a 3D FIT
discretization. The nonlinearity is taken into account in Section A.2.3. The constructions
for the other material properties and discretizations is analogous, [41].
The reluctivity relates the magnetic flux
⌢
b (2-form) to the field strength
⌢
h (1-form). In
FIT both are connected at the centers of primary facets. Each element, i.e., hexahedron,
in the i-th region, i.e., Ωe ⊂ Ω(r), contributes to the global material matrix with the 6× 6
element matrix
Mν,e(
⌢
be) :=
1
4
(
D1,e ⊗
[
1 0
0 1
])
ν
(r)
FIT(
⌢
be)
(
D−12,e ⊗
[
1 0
0 1
])
(A.14)
with the 6× 6 facet-wise reluctivity tensor
ν
(r)
FIT(
⌢
be) := diag
(
ν(r)(||Be||2)
)⊗[1 0
0 1
]
+
(
ν(r)(||Be||2)
)⊗[1 1
1 1
]
− diag (ν(r)(||Be||2))⊗[1 11 1
]
,
where the diagonal 3 × 3-matrices D1,e and D2,e contain the primary edge lengths and
primary facets areas of the element e. The local area-integrated magnetic flux densities
(i.e., magnetic fluxes) are given by
⌢
be := Q
⊤
2,e
⌢
b. Allocation of the fluxes at the facet centers
and averaging the opposing ones yields the local flux density Be in the element center
Be :=
1
2
(
D−12,e ⊗
[
1 1
])⌢
be and ||Be||2 = (Be)21 + (Be)22 + (Be)23
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is the corresponding magnitude of the magnetic flux. The definition (A.14) yields for
diagonal material tensors, i.e., ν
(r)
aniso = 0, diagonal and positive definite matrices. In this
case it coincides with the classical FIT approach. On the other hand the definition above
preserves symmetry even for anisotropic materials, which is in contrast to other approaches,
[99]:
Lemma A.10. The matrix Mν,e is symmetric positive definite if the material tensor ν is
so.
Proof. For the hexahedral FIT-discretization the volume matrix of each element is given
by D3,e = D1,eD2,e = |Ωe| · I; rewriting Mν,e in the form T⊤ν(r)T yields symmetry by the
assumption above (with a suitable matrix T). On the other hand positive semi-definiteness
follows from the positive semi-definiteness of each Kronecker product and finally the full
rank of the matrix sum is proved by Sylvester’s inequality (the product of both summands
is zero).
A.2.2 Global Matrix Assembly
The material matrices for the regions are given by the sums
M(r)ε :=
∑
Ωe⊂Ω(r)
Q1,eMε,eQ
⊤
1,e , M
(r)
σ :=
∑
Ωe⊂Ω(r)
Q1,eMσ,eQ
⊤
1,e , M
(r)
ν (
⌢
b) :=
∑
Ωe⊂Ω(r)
Q2,eMν,e(
⌢
be)Q
⊤
2,e ,
and finally the global matrices are defined in the obvious way
Mε :=
∑
i
M(r)ε , Mσ :=
∑
i
M(r)σ , Mν(
⌢
b) :=
∑
i
M(r)ν (
⌢
b) , (A.15)
with symmetric positive definite local matrices Mε,e and Mν,e (as shown above for the
reluctivity matrix). The matrix Mσ,e is in general only symmetric positive semi-definite
due to non-conducting areas (e.g. due to air). In the special case of FIT the construction
yields diagonal global material matrices if only isotropic materials or anisotropic materials
with principal directions coinciding with the grid directions are present.
In all cases the symmetry (diagonality) of the local matrices obviously carries over to
the global material matrix. Even the definiteness is ensured since each object (edge, facet)
is assigned at least one material parameter, mathematically speaking:
Lemma A.11. The global matrix Mξ with ξ ∈ {ε, σ, ν} is positive definite if all element
contributions Mξ,e are so; it is positive semi-definite if Mξ,e are only semi-definite.
Proof. Let p denote edges or facets depending on the material property ξ and let there
be a vector x 6= 0 ∈ RNp and ip denote the index of a non-zero degree of freedom. Then
follows from (A.13) that there is an element e such that y := Qp,ex 6= 0 and hence the
corresponding summand is positive y⊤Mξ,ey > 0. Therefore the whole sum is positive,
since all other summands are non-negative. The semi-definite case is trivial.
A.2.3 Nonlinearity
In real world applications the material properties depend on additional conditions for
example due to nonlinear material relations as in the case of the reluctivity matrix in
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(A.15). In this case the additional dependence has to be introduced into the global material
and local matrices. This yields matrix-valued functions instead of the constant matrices
above. The following analysis applies to nonlinear reluctivities, but also to temperature-
dependent conductivities: let be given a positive scalar valued function f (e.g., f = νiso)
f : Rnp → R>0
whose argument αe can be any quantity located at the points, edges, facets or centers of
primary element (for example the averaged flux magnitude ||Be||2 is located at the center).
Although the function itself depends nonlinearly on the parameter, its value affects the
local element matrix only affine linearly
Mξ(αe) :=
∑
e
Qp,ef(αe)Mξ,eQ
⊤
p,e. (A.16)
where p = {1, 2} is chosen accordingly to the material, as defined above. The parameter-
dependent material matrix has the same properties as before: it is still symmetric (diagonal
if applicable) and positive (semi-)definite, with a kernel that does not depend on the
parameter (the image is R>0).
Lemma A.12. The kernel of Mξ(αe) as defined in (A.16) is constant, i.e., independently
of the parameter αe.
Proof. Let αe and α
∗
e denote two distinct parameters and x ∈ KerMξ(αe), then follows
KerMξ(αe) ⊂ KerMξ(α∗e) from the scalar nature of fe
0 = x⊤Mξ(αe)x =
∑
e
fe(αe)x
⊤Qp,eMξ,eQ
⊤
p,ex
=
∑
e
fe(α
∗
e)x
⊤Qp,eMξ,eQ
⊤
p,ex = x
⊤Mξ(α
∗
e)x,
because all summands are necessarily zero, independently of fe > 0. Now using the same
arguments for x∗ ∈ KerMξ(α∗e) yields KerMξ(αe) = KerMξ(α∗e).
The arguments above are only valid for effects that have an isotropic (scalar valued)
impact on the material and do not force the material property to vanish (e.g. switches).
Typical applications are in the modeling of temperature dependent conductivities or sat-
uration effects of the reluctivities.
A.3 Differential Curl-Curl Matrix
The derivative of the curl-curl equation with respect to the magnetic vector potential reads
Kν =
dkν(
⌢a)
d⌢a
=
d
d⌢a
(
C˜Mν(C
⌢a)C⌢a
)
+ Zσ
=
d
d⌢a
(
C˜Mν(
⌢
b)
⌢
b
)
+ Zσ =
d
d
⌢
b
(
C˜Mν(
⌢
b)
⌢
b
)d⌢b
d⌢a
+ Zσ
=C˜
d
d
⌢
b
(
Mν(
⌢
b)
⌢
b
)
C+ Zσ
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and due to the linearity the derivative with respect to
⌢
b, it can be passed through the
sums in equation (A.15) right to the nonlinear isotropic material tensor and thus
ν
(r)
FIT,d(
⌢
be) := ν
(r)
FIT(
⌢
be) +
dν
(r)
iso (||Be||2)
d||Be||2
(
D(r)ν ⊗
[
1 0
0 1
])(
D−12,e ⊗
[
1 0
0 1
])
⌢
be
⌢
b
⊤
e,av ,
with the averaged flux density
⌢
be,av :=
(
D2,e ⊗
[
1 0
0 1
]) d||Be||2
d
⌢
be
=
(
I⊗
[
1
1
])
Be =
1
2
(
D−12,e ⊗
[
1 1
1 1
])
⌢
be .
In conclusion, the differential reluctivity (and thus the differential curl-curl matrix) are
assembled by using the differential reluctivity tensor νFIT,d instead of the chord reluctivity
tensor νFIT in (A.14).
Mν,d,e(
⌢
be) :=
1
4
(
D1,e ⊗
[
1 0
0 1
])
ν
(r)
FIT,d(
⌢
be)
(
D−12,e ⊗
[
1 0
0 1
])
(A.17)
The resulting matrix can be nonsymmetric depending on the construction, [41]. However,
for physical correct material curves positive definiteness can be shown.
Corollary A.13. For Brauer’s model the differential reluctivity matrix is positive definite.
Proof. Assumption 2.8 assures a positive isotropic differential reluctivity
0 <
∂ν
(r)
iso (||Be||2)
∂||Be||2 = ν
(r)
iso (||Be||2)I+ 2
∂ν
(r)
iso (||Be||2)
∂||Be||2 ||Be||
2
which is the only non-trivial eigenvalue of
= ν
(r)
iso (||Be||2) +
∂ν
(r)
iso (||Be||2)
∂||Be||2 eig
((
D−12,e ⊗
[
1 0
0 1
])
⌢
be
⌢
b
⊤
e,av
)
.
The isotropic scalar, i.e., ν
(r)
iso > 0, is positive by Ass. 2.8. We conclude for all eigenvalues
0 < eig
(
ν
(r)
iso (||Be||2)I+
∂ν
(r)
iso (||Be||2)
∂||Be||2
(
D−12,e ⊗
[
1 0
0 1
])
⌢
be
⌢
b
⊤
e,av
)
and the anisotropic tensor is positive definite by Ass. 2.8
= eig
(
ν
(r)
iso (||Be||2)I+
∂ν
(r)
iso (||Be||2)
∂||Be||2
(
D−12,e ⊗
[
1 0
0 1
])
⌢
be
⌢
b
⊤
e,av + ν
(r)
aniso
)
= eig
∂ν(r)(||Be||2)
∂||Be||2 .
This proves that the differential reluctivity material tensor is positive definite and thus the
material matrix is positive definite by Lemma A.11.
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algebraic variable, 47
assembly
circuit simulator, 41
finite elements, 113
backward differentiation formulas, 41
BDF, see backward differentiation formu-
las
boundary conditions, 6, 13
Brauer’s model, 8, 115
bypassing, 44
capacitance extraction, 27, 73
circuit analysis
cutset, 19
CV-loop, 32, 74
LIM-cutset, 32
loop, 19
conductivity, 5, 9, 11
matrix, 11, 25
tensor, 9
conductor model
foil, 26
solid, 20, 25
stranded, 25
cosimulation, 46, 72, 90, 91, see also dy-
namic iteration
field/circuit, 91
semiconductor/circuit, 72
Coulomb’s gauge, see regularization
coupling
DAEs, 47
field/circuit, 20
semiconductor/circuit, 26
coupling interface
field/circuit, 64, 92
semiconductor/circuit, 72, 96
coupling matrix, 22, 25
full, 22
sparse, 22
curl matrix, 10, 106
curl-curl equation, 6, 12
discrete, 12, 64
curl-curl matrix, 12
differential, 114
cutset, see circuit analysis
CV-loop, see circuit analysis
differential algebraic equations
index, 29, 48, see also index
index reduction, 80
monolithic index, 47
MQS index, 30
tractability index, 29
differential index, see index
differential variable, 47
divergence matrix, 10, 106
domain decomposition, 78
linear/nonlinear, 79
Schur complement, 35, 78, 80
substructuring, 78
doping concetration, 27
drift-diffusion model, 26
dynamic iteration, 49
extrapolation step, 49
field/circuit, 63, 91
Gauß-Seidel, 51, 58, 67, 74
iteration step, 50
recursion, 53
semiconductor/circuit, 72
simple coupling, 57
eigenvalues
dynamic iteration, 57
gauging, 13
PCG, 81
substructuring, 100
electric circuit, see network
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electric scalar potential, 5, 12, 21, 26
discrete, 12, 22, 27, 72
electron density, 27
discrete, 27, 72
electrostatic, see static
elementary charge, 27
energy estimation, 44, 69
EQS, see quasistatic
extrapolation step, see dynamic iteration
field device
conductor, see conductor model
modeling, 20
finite elements, 9, 112
element definition, 9
material matrices, 112
finite integration, 9, 105
grids, 105
material matrices, 112
nonlinear materials, 113
operators, 106
phantom objects, 107
fractional step method, 58
Gauß-Seidel, see dynamic iteration
grad-div term, see regularization
Hessenberg system, 48
hole density, 27
discrete, 27, 72
implicit Euler, 41, 79, 87, 92, 96, 100
incidence matrix, 18, 19
index, see differential algebraic equations
differential, 30
Kronecker, 30
linear index-2, 37
monolithic, 48
perturbation, 37
inductance
circuit simulation, 18
extraction, 43
nonlinear, 45, 69
interpolation step, see dynamic iteration
Kronecker index, see index
Lady Windermere, 58
LIM-cutset, see circuit analysis
linear solvers, 82
bypassing, 43, 89
PCG, 44, 80
substructuring, 99
Lipschitz, 53, 76, 97
extrapolation, 50
neighborhood, 53
regions, 8
semiconductor, 76
semiconductor example, 97
loop, see circuit analysis
magnetic vector potential, 5, 11
line-integrated, 11, 12, 24, 64
magnetostatic, see static
mass matrix
magnetoquasistatic, 12
semiconductor, 27
conductivity matrix, 12
material matrices, 113
matrix pencil, 14, 41, 79, 80
MNA, see modified nodal analysis
modified nodal analysis, 18
MQS, see quasistatic
multirate, 39, 44, 87, 93
bypassing, 44, 87
cosimulation, 46
field/circuit, 93
multiscale, 17, 20
0D network model, 18
1D semiconductor device, 26
3D field device, 20
MVP, see magnetic vector potential
network model, 18
Newton-Raphson, 40
permittivity, 5, 9, 11
tensor, 9
perturbation index, see index
projectors, 14
properly stated leading term, 31, 40
quasistatic, 5
electroquasistatic, 5
magnetoquasistatic, 5, 12
regions, 8, 113
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regularization, 13
Coulomb’s gauge, 5, 13
grad-div, 13
reluctivity, 5, 11
nonlinear, 9, 11, 43, 44, 113
tensor, 9
Runge-Kutta methods, 40, 95
Schur complement, see domain decompo-
sition
inductance, 43
semiconductor
modeling, 26
simple coupling, see dynamic iteration
single rate, 40
smearing, 23
solid conductor, see conductor model
space discretization, 9, 105
splitting functions, 51
field/circuit, 67
semiconductor/circuit, 74–76
stamping, 41
static, 5
electrostatic, 6, 12, 26
magnetostatic, 6, 12
step size, 40, 95
stranded conductor, see conductor model
substructuring, see domain decomposi-
tion
time discretization, 40, 42, 58
time step size, see step size
time window size, see window size
tractability index, see index
window size, 49, 95
field example, 91
semiconductor example, 98
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