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Abstract
The following integral equation is considered:
’(x) = g(x) +
Z 1
−1
’(x − t) dF(t);
where g 2 L1  L1(−1;1); dF is a Borel probability measure, possessing nonzero absolute
continuous component; at least one of numbers <+1 and  6= 0, where
+ =
Z 1
0
x dF(x); − =−
Z 0
−1
x dF(x); = + − −; −166+1:
It is proved, that this equation has a solution ’0 = ’1 + ’2, where ’1 2 L1; ’2 2 C(−1;1);
9 nite limits ’2(1);
’2(+1)− ’2(−1) = −1
Z 1
−1
g(x) dx: If =1; then −1 = 0:
If g 2 L1 is a bounded function and g(1)=0; then ’1 is bounded and ’1(1)=0. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider the Renewal Integral Equation on the whole line (see Feller, 1971;
Rudin, 1973):
’(x) = g(x) +
Z 1
−1
’(x − t) dF(t); x 2 R= (−1;1); (1.1)
where F is a probability distribution on R and dF is the corresponding Borel measure:
F(−1] = 0; F(+1) = 1; F(x) " with X: (1.2)
We call F the Pre-kernel of Eq. (1.1). It admits standard Lebesgue decomposition
F = FD + FS + FA; (1.3)
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where FD; FS and FA denote, respectively, the discrete, singular and absolute contin-
uous (AC) components of F .
The problem of existence of solution of Eqs. (1.1) and (1.2) as well as existence
and determination of limits ’(1) are of interest in Probability Theory (see Feller,
1971; Stone, 1965,1966; Revuz, 1975; Breiman, 1968; Lalley, 1984). This problem was
studied by Stone (1966) for the case where the Fourier transform of measure dF has
a compact support. The principal result is the following Karlin’s Theorem (see Rudin,
1973, Theorem 9:15):
Theorem 1.1 (S. Karlin). Let
FA(+1)> 0;
Z 1
−1
jxj dF(x)<+1;  
Z 1
−1
x dF(x) 6= 0: (1.4)
If g 2 L1 =L1(R); g(1)=0 and ’ is a bounded function; satisfying Eqs. (1:1) and
(1:2); then the limits ’(1) exist and
’(+1)− ’(−1) = −1
Z 1
−1
g(x) dx: (1.5)
Theorem 1.1 tells nothing on solvability of Eq. (1.1).
This paper contains some new results on the existence, uniqueness and properties
of solution of Eqs. (1.1) and (1.2). The complete form of Karlin’s theorem will be
obtained: the additional condition of boundedness of g is necessary and sucient for
the existence of bounded solution of Eq. (1.1). The approach is based on the author’s
method of Nonlinear Factorization Equations, on new Renewal theorem (Gevorgian
and Yengibarian, 1997) and on some facts of Tauberian Theory.
2. Notation and auxiliary propositions. One uniqueness lemma
2.1. Functional spaces
Let E be one of the following Banach spaces of the functions dened on R:
Lp (16p<+1); M;Ml;M0; CM ; Cu; Cl; C0:
In this list M = L1 and CM are the spaces of essentially bounded and continu-
ous bounded functions, respectively. CuCM is the space of uniform continuous and
bounded functions. If f 2 MlM or f 2 ClCM , then there exist nite limits
f(1). If f 2 M0Ml or f 2 C0Cl, then f(1) = 0.
Let E+ = E(R+) be one of Banach spaces of the functions dened on R+ =
[0;1): L+P ;M+; M+l ; M+0 ; C+M ; C+l ; C+0 : If f 2 C+l C+M or f 2 M+l M+; then 9 nite
limit f(1). If f 2 C+0 C+l or f 2 M+0 M+l , then f(1) = 0.
Denote by Lloc and Lloc+ the linear topological spaces of functions, locally integrable
on R and R+, respectively.
Let A and B are subspaces of some Linear space. Denote
A+ B= fx + y; x 2 A; y 2 Bg:
N.B. Yengibarian / Stochastic Processes and their Applications 85 (2000) 237{247 239
2.2. Moments of functions on R and R+
Denote by mk(f) and m+k (f) where k=0; 1; 2; : : : ; the moment of function f of kth
order, on R and R+, respectively:
mk(f) =
Z 1
−1
xkf(x) dx; m+k (f) =
Z 1
0
xkf(x) dx:
It is assumed, that the integral in expression for mk converges absolutely, or f>0
and at least one of the integrals
R1
0 x
kf( x) dx is nite, then −16mk(f)6+1.
If f>0, then m+k (f) may be both nite or innite.
2.3. Some properties of convolution
Consider the convolution  =K f:  (x)= R1−1 K(x− t)f(t) dt. If K 2 L1; f 2 E,
then  2 E and
jj jjE6jjfjjE; where  =
Z 1
−1
jK(x)j dx: (2.1)
If K 2 L1 and f 2 M , then  2 Cu (see Rudin, 1973, Chapter 9, Ex. 10). The
following simple lemma holds:
Lemma 2.1. (a) Let K;f 2 L1; K(+1) = f(+1) = 0 (or K(−1) = f(−1) = 0.
Then  2 L1 and  (+1) = 0 (or  (−1) = 0).
(b) Let K 2 L1; f 2 M + L1 and 9f(+1). Then
 2 Cu + L1;  (+1) = f(+1)
Z 1
−1
K(x) dx: (2.2)
Let s> 0. Introduce the function
!s(x) =

s−1 if x 2 [0; s];
0 if x 2 [0; s]: (2.3)
We have for any f 2 Lloc:
(!s  f)(x) = s−1
Z x
x−s
f(t) dt  fs(x):
If f 2 Ml + L1, then fs 2 Cl.
2.4. One uniqueness lemma
Below, the problem of uniqueness for homogeneous equation will be considered
’(x) =
Z 1
−1
’(x − t) dF(t): (2.5)
Let us formulate one fact of Tauberian theory: an uniqueness theorem, which is a
particular case of Theorem 9:13 from Rudin (1973).
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Theorem 2.1. Let dF be a Borel probability measure on R such that FA(+1)> 0.
Let ’ 2 M be a Borel function; satisfying Eq. (2:5). Then ’(x) = Const almost
everywhere (in the sense of Lebesgue measure).
Consider now the case where ’ 2 M + L1.
Lemma 2.2. Let ’ 2 M + L1 and other conditions of Theorem 2:1 holds. Then
’(x) = C = Const almost everywhere.
Proof. Denote ’s = !s  ’ 2 Cu; where !s is dened by (2.3). From (2.5) we have,
in accordance with Theorem 2.1, that ’s(x) = Cs. Let
 (x) =
Z x
0
’(t) dt: Denote by G the set fx 2 R;  0(x) = ’(x)g:
We have mes(R nG) = 0. Let x0; x0 + s 2 G. Then s’0s(x0) = ’(x0 + s) − ’(x0) = 0,
hence ’(x) = C on G. The lemma is proved.
3. Eq. (1.1) with absolutely continuous pre-kernel
3.1. The Volterian factorization
We begin with the following Renewal equation:
’(x) =  (x) +
Z 1
−1
K(x − t)’(t) dt; (3.1)
where  2 L1, the kernel K satises the following conditions of conservativity (i.e. a
probability density):
06K 2 L1;
Z 1
−1
K(x) dx = 1: (3.2)
Eq. (1.1) takes the form (3.1), when F = FA; K(x) = F 0(x):
Let 
A be the class of integral operators of the form:
(Kf)(x) =
Z 1
−1
K(x − t)f(t) dt; K 2 L1; K>0:
The operator K 2 
A acts continuously in each of the spaces E. In accordance with
(2.1) we have
jjKjjE =  
Z 1
−1
K(x) dx: (3.3)
Rewrite Eq. (3.1) in the form
(I −K)’=  ; (3.4)
where I is the unit operator, K 2 
A.
We consider the factorization
I −K= (I −V−)(I −V+); (3.5)
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where V 2 
A are formally Volterian operators to be found:
(V+f)(x) =
Z x
−1
V+(x − t)f(t) dt; (V−f)(x) =
Z 1
x
V−(t − X )f(t) dt:(3.6)
Factorization (3.5) is equivalent to the following Nonlinear Factorization Equation
(NFE) (see Engibaryan and Arutyunyan, 1975; Arabajian and Yengibarian, 1987):
V(x) = K(x) +
Z 1
0
V(t)V(x + t) dt;
V 2 L+1 :
(3.7)
Here K(x) = K(x); x> 0.
The nonlinear system (3.7) possesses the so-called Basic solution (BS) (V+; V−),
which has the properties
V>0;  =
Z 1
0
V(x) dx61; (1− −)(1− +) = 0: (3.8)
The BS of (3.7) is the limit in L+1  L+1 of the following increasing iterations
(V+n ; V
−
n ):
Vn+1(x) = K(x) +
Z 1
0
Vn (t)V

n (x + t) dt; V

0 = 0; n= 0; 1 : : : : (3.9)
The moments of K and V play an important role in the theory of Eqs. (3.1) and
(3.7), as well as in the theory of the corresponding Wiener{Hopf equations. Denote
 = m+1 (K). We assume that at least one of 
 is nite. Then   m1(K) = + −
−; −166+1.
According to Arabajian and Yengibarian (1987) we have
If −16< 0; then − = 1; +< 1:
If  = 0; then  = 1:
If 0<61; then −< 1; + = 1:
(3.10)
Let 0<61. Then due to (3.10) and(3.4), the operator V+ is conservative and
I −V+ is not invertible, but V− is contractive in E and I −V− has positive inverse.
3.2. Calculation of m+1 (V+)
Consider now the question of niteness and calculation of m+1 (V+) in the case > 0.
Lemma 3.1. Let 0<6+1. Then
m+1 (V+) = (1− −)−1 (6+1): (3.11)
Proof. Because of V+>K+ we have m+1 (V+)=+1, if =+1. Let now 0<<+1.
Consider the monotonically increasing iterations (3.9). Multiplying both sides of (3.9)
by x and integrating from 0 to 1, we obtain
m+1 (V
+
n+1) = 
+ +
Z 1
0
V−n (t) dt
Z 1
t
V+n (y)(y − t) dy (3.12)
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and
m+1 (V
−
n+1) = 
− +
Z 1
0
V+n (t) dt
Z 1
t
V−n (y)(y − t) dy: (3.13)
The inequality follows from (3.12) by induction:
m+1 (V
+
n )6(1− −)−1+<+1 (n= 0; 1; : : :);
whence we obtain
m+1 (V+)6(1− −)−1+: (3.14)
Taking limit in (3.12) at n !1 we obtain
m+1 (V+) = 
+ +
Z 1
0
V−(t) dt
Z 1
t
V+(y)(y − t) dy: (3.15)
From (3.13) using + = 1 we have
m+1 (V
−
n+1 − V−n ) + m+1 (V−n )
Z 1
0
[V+(t)− V+n (t)] dt
+
Z 1
0
V+n (t) dt
Z t
0
V−n (y)y dy +
Z 1
0
V+n (t)t dt
Z 1
t
V−n (y) dy = 
from which follows the inequalityZ 1
0
V+n (t) dt
Z t
0
V−n (y)y dy +
Z 1
0
V+n (t)t dt
Z 1
t
V−n (y) dy6:
Taking limit at n !1 we obtainZ 1
0
V+(t) dt
Z t
0
V−(y)y dy +
Z 1
0
V+(t)t dt
Z 1
t
V−(y) dy6−: (3.16)
Let us show that the reverse inequality also takes place. Multiplying the second of
equations (3.7) by x and integrating from 0 to s<+1 we obtainZ s
0
xV−(x) dx =
Z s
0
xK−(x) dx +
Z 1
0
V+(t) dt
Z t+s
t
V−(y)(y − t) dy:
By using + = 1 we getZ s
0
xV−(x) dx
Z 1
x
V+(t) dt +
Z s
0
V−(y) dy
Z y
0
V+(t) dt
=
Z s
0
xK−(x) dx +
Z 1
x
V−(y) dy
Z y
y−s
V+(t)(y − t) dt;
hence Z s
0
xV−(x) dx
Z 1
x
V+(t) dt +
Z s
0
V−(y) dy
Z y
0
V+(t)t dt>
Z s
0
xK−(x) dx:
Taking limit at s !1 we arrive at the reverse inequality to (3.16). Therefore,Z 1
0
V+(t) dt
Z 1
t
xV−(x) dx +
Z 1
0
V+(t) dt
Z 1
t
V−(y) dy = −: (3.17)
From (3.17) and (3.15) follows (3.11) when <+1. The lemma is proved.
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4. Application of factorization (3.5) to Eq. (3.1)
4.1. Reduction of Eq. (3.1) to Volterian equations
Consider Eq. (3.1) in the case where
 2 L1; 0<6+1: (4.1)
Using the factorization (3.5) we shall construct the solutions of Eqs. (3.1), (3.2)
and (4.1) in classes M and M + L1.
Factorization (3.5) reduces Eq. (3.1) to the successive solution of the following
formally Volterian equations:
(I −V−)=  ; (4.2)
(I −V−+)’= : (4.3)
Because of > 0 we have −< 1 and +=1. Therefore (4.2) has a solution  2 L1.
If  2 L1 \M0, then  2 L1 \M0. From (4.2) we haveZ 1
−1
(x) dx = (1− −)−1
Z 1
−1
 (x) dx: (4.4)
4.2. Solution of Eq. (4.3)
Let h>0; h 2 Lloc be the Resolvent function of Eq. (4.3), determined by Renewal
Equation
h(x) = V+(x) +
Z x
0
V+(x − t)h(t) dt: (4.5)
In accordance with Blackwell Renewal Theorem (see Blackwell, 1953; Feller, 1971,
Chapter 11, the Basic form of Renewal theorem) we have
(!s  h)(+1) = >0; 8s> 0;
where !s is determined by (2:4), = [m+1 (V+)]
−1. If  =+1, then
m+1 (V+) = +1; = 0:
In paper Gevorgian and Yengibarian (1997) (see also Engibaryan, 1999) the follow-
ing more exact asymptotic property for h have been proved: the function h admits the
representation
h= + h1 + h2; h1 2 L+1 ; h2 2 C+0 : (4.6)
Let the function ’0 be determined by the formula
’0(x) = (x) +
Z x
−1
h(x − t)(t) dt; (4.7)
where  2 L1 is the free term of Eq. (4.3). It follows from (4.6) and (4.7) that
’0 = ’1 + ’2; (4.8)
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where
’1(x) = (x) +
Z x
−1
h1(x − t)(t) dt 2 L1;
’2(x) = 
Z x
−1
(t) dt +
Z x
−1
h2(x − t)(t) dt 2 Cl:
We have ’2(−1) = 0; ’2(+1) = 
R1
−1 (t) dt (see Lemma 2.2). If  2 L1 \M0,
then ’1 2 L1 \M0.
One can show by direct verication, that the function ’0, determined by (4.7),
satises Eq. (4.3). In accordance with Lemma 2.2 the general solution of Eq. (3.1) in
M + L1 has the form ’= ’0 + C.
The following Renewal theorem for Eq. (3.1) follows from the results of this section
(the case < 0 studied analogously).
Theorem 4.1. Let in Eq. (3:1)  2 L1; K satises conditions (3:2) and 9;−166+
1;  6= 0. Then the general solution of Eq. (3:1) in the class M + L1 has the form
’= ’0 + C. Here C = Const; ’0 | the Basic solution of (3:1); which possesses the
following properties: ’0 = ’1 + ’2; where ’1 2 L1; ’2 2 Cl;
’2(+1)− ’2(−1) = −1
Z 1
−1
 (x) dx  : (4.9)
If 0<6+1; then ’2(−1) = 0; ’2(+1) = :
If −16< 0; then ’2(−1) =−; ’2(+1) = 0:
If  2 L1 \M0; then ’1 2 L1 \M0; ’1(1) = 0; ’ 2 Ml:
Denote, that existence of solution ’ 2 Lloc of Eq. (3.1) in conservative case (3.2)
with  2 L1;  6= 0 was proved by Arabajian (1987) by using factorization (3.5).
5. The general case of Renewal theorem
In the present section Theorem 4.1 will be generalized to Eq. (1.1) where pre-kernel
F has non-zero absolutely continuous component: FA(+1)> 0. In this way the com-
plete form of Karlin’s Theorem 1.1 will be obtained.
5.1. The structural factorization
Let 
 be the class of convolution integral operators F of the form
(F’)(x) =
Z 1
−1
’(x − t) dF(t);
where F is a non-decreasing function, F(−1) = 0; F(+1)< + 1. The measure
dF dened the bounded operator in each of the spaces (see for example Engibaryan,
1996; 1999),
jjFjjE6  F(+1): (5.1)
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Let us rewrite Eq. (1.1) in the operator form
(I − F)’= g: (5.2)
Consider the factorization
I − F= (I − F0)(I −K); (5.3)
where F0 =FD +FS and K is an operator from 
A
 to be dened. One can obtain
from (5.3) the following equation for kernel K of operator K, where T (x) = F 0A(x):
K(x) = T (x) +
Z 1
−1
K(x − t) dF0(t): (5.4)
Since the assumptions F(+1) = 1 and 0 = FA(+1)> 0 we have F0(+1)< 1.
So Eq. (5.4) is an equation with an operator contractive in E (see (5.1)). Therefore
Eq. (5.4) has a unique solution K 2 L1, and K>0.
Let us calculate the norm 1 of the function K in L1. Integrating (5.6) from 0 to
1 we get
1 = (1− 0) + 10; 1 = 1: (5.5)
Let = (F) be the rst moment of the measure dF :
=
Z 1
−1
x dF(x) = + − −
where
+ =
Z 1
0
x dF(x); − =−
Z 0
−1
x dF(x):
It is assumed, that at least one of the numbers  is nite. Then −166 +1.
Multiplying (5.4) by x and integrating from −1 to 1, after simple calculations
we get
m1(K) = m1(T ) + m1(K)0 + (F0); m1(K) = (1− 0)−1: (5.6)
5.2. Renewal theorem
The factorization (5.3) reduces (5.2) to Eq. (3.1), where the kernel K is determined
by (5.4), while the free term  is dened from the following equation with a contractive
operator:
 (x) = g(x) +
Z 1
−1
 (x − t) dF0(t): (5.7)
If g 2 L1 or g 2 L1 \M or g 2 L1 \M0, then  2 L1;  2 L1 \M;  2 L1 \M0,
respectively. From (5.7) we getZ 1
−1
 (x) dx = (1− 0)−1
Z 1
−1
g(x) dx: (5.8)
The facts obtained in the present section in conjunction with Theorem 4.1 yield the
following renewal theorem.
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Theorem 5.1. Let dF be a Borel probability measure on R such that FA(+1)> 0;
at least one of the numbers  is nite and  6= 0; where
+ =
Z 1
0
x dF(x); − =−
Z 0
−1
x dF(x); = + − −; −166+1:
If  6= 0; then Eq. (1:1) possesses a solution ’0 = ’1 + ’2; where
’1 2 L1; ’2 2 Cl; ’2(+1)− ’2(−1) = −1
Z 1
−1
g(x) dx:
If =1; then −1 = 0. If g 2 L1 \M; then ’1 2 L1 \M; ’0 2 M . If g 2 L1 \M0;
then ’1 2 L1 \M0; ’0 2 Ml,
’0(+1)− ’0(−1) = −1
Z 1
−1
g(x) dx:
The general solution of Eq. (1.1) in class M + L1 is ’= ’0 + C.
Remark. If Eq. (1.1) possesses bounded solution ’, then g = ’ − F’, must be a
bounded function. Therefore, in the framework of conditions of Karlin Theorem 1.1
the additional condition g 2 M is necessary and sucient for the existence of a bounded
solution ’.
5.3. Some remarks on the case FA(+1) = 0
Let us briey consider Eq. (1.1) in the case where FA(+1)=0. Let F be an Abso-
lutely Continuous-type distribution, i.e. 9n>1 such that Fn possesses the non-trivial
absolutely continuous component. Here Fn is the convolution nth degree of distribu-
tion F . It represents the pre-kernel of operator Fn. In this assumption one can construct
the solution of Eq. (1.1) in spaces M+L1 and Ml by considering the following equation
for ’: ’= gn + Fn’; gn = g+   + Fn−1g.
Let us consider now the general case of non-arithmetical distribution F . Using some
constructions of paper Yengibarian (1996), as well as | Blackwell Renewal theorem
(see Blackwell, 1953; Feller, 1971) one can obtain an analogue of Theorem 5.1. But
then we must put stronger restrictions on free term g (for example | directly Riemann
integrability).
Acknowledgements
I thank the referee for useful information.
References
Arabajian, L.G., Yengibarian, N.B., 1987. Convolution equations and nonlinear functional equations. J. Soviet
Math. 36, 2.
Arabajian, L.G., 1987. On one integral equation of Radiative transfer in non-homogeneous media.
Dierentsial’nye Uravneniya 23(9), 1618{1622 (in Russian).
N.B. Yengibarian / Stochastic Processes and their Applications 85 (2000) 237{247 247
Blackwell, D., 1953. Extension of a renewal theorem. Pacic J. Math. 3, 315{320.
Breiman, L., 1968. Probability Theory. Addison-Wesley, Reading, MA.
Feller, W., 1971. An Introduction to Probability Theory and its Applications, Vol. II. Wiley, New York.
Gevorgian, G.G., Yengibarian, N.B., 1997. New theorems for the Renewal integral equation. J. Contemp.
Math. Anal. 32 (1), 2{16.
Engibaryan, N.B., Arutyunyan, A.A., 1975. Integral equations on the half-line with dierence kernels and
nonlinear functional equations. Math. USSR Sb. 26 (1), 31{54.
Engibaryan, N.B., 1996. Convolution equations containing singular probability distributions. Izv. Math. 60
(2), 251{279.
Engibaryan, N.B., 1999. Renewal equations on the semi-axis. Izv. Math. 63 (1), 57{71.
Lalley, S.P., 1984. Conditional Markov Renewal Theory. Ann. Probab. 12, 1113{1148.
Revuz, D., 1975. Markov Chains. North-Holland, Amsterdam.
Rudin, W., 1973. Functional Analysis. McGraw-Hill Book Company, New York.
Stone, C.J., 1965. On characteristic functions and renewal theory. Trans. Amer. Math. Soc. 120, 327{342.
Stone, C.J., 1966. On absolutely continuous components and renewal theory. Ann. Math. Statist. 37, 271{275.
