Abstract-Internal resonant modes are always observed in the marching-on-in-time (MOT) solution of the time domain electric field integral equation (EFIE), although "relaxed initial conditions," which are enforced at the beginning of time marching, should in theory prevent these spurious modes from appearing. It has been conjectured that, numerical errors built up during time marching establish the necessary initial conditions and induce the internal resonant modes. However, this conjecture has never been proved by systematic numerical experiments. Our numerical results in this communication demonstrate that, the internal resonant modes' amplitudes are indeed dictated by the numerical errors. Additionally, it is shown that in a few cases, the internal resonant modes can be made "invisible" by significantly suppressing the numerical errors. These tests prove the conjecture that the internal resonant modes are induced by numerical errors when the time domain EFIE is solved by the MOT method.
I. INTRODUCTION
It is well known that the solution to the frequency domain electric field integral equation (EFIE) may be corrupted by internal resonant modes [1] . Spurious internal resonant modes are observed in the solution of the time domain EFIE as well [2] - [4] . Internal resonant modes in the frequency domain are well studied and understood: the frequency domain EFIE operator has a null space at certain internal resonant frequencies [1] . However, the appearance of spurious internal resonant modes in the solution of the time domain EFIE has not been investigated comprehensively. In the time domain, the EFIE is usually solved by the marching-on-in-time (MOT) scheme [5] , which enforces the system to be relaxed before time . Theoretically, the internal resonant modes cannot be induced in the solution of the MOT system, as they are not supported by the initial conditions enforced at . Possible reasons about the appearance of the spurious internal resonant modes in the MOT solutions have been conjectured in [2] - [4] , [6] : numerical errors built up during time marching establish the required initial conditions and induce the internal resonant modes in the solution. Nevertheless, these conjectures have not been verified systematically, largely because MOT-EFIE solvers always suffer from in- stabilities, which prevent collection of adequate late-time data required for comprehensive studies of spurious internal resonant modes. In recent years, several techniques have been developed to stabilize MOT-EFIE solvers allowing for generation of accurate solutions for sufficiently long times [7] - [9] . In this work, the MOT-EFIE solver described in [8] , which makes use of an "exact" integration technique to accurately evaluate spatio-temporal convolutions of the scattered electric field, is employed to investigate the internal resonant modes observed in the MOT solution of the time domain EFIE. Our systematic numerical experiments demonstrate that the amplitudes of the internal resonant modes are in direct correlation with levels of numerical errors. In a few cases where the numerical errors could be significantly suppressed, internal resonant modes become invisible in the MOT solution. In conclusion, the numerical tests carried out in this work verify the conjectures of [2] - [4] , [6] .
II. MOT SOLUTION OF TIME DOMAIN EFIE AND SPURIOUS INTERNAL RESONANT MODES
Let denote a closed perfectly electric conducting (PEC) surface residing in free space. An incident electric field excites ; it is assumed that is (essentially) temporally band-limited to frequency and vanishingly small for and ( Fig. 1) . In response to the excitation, supports a surface current density , which in turn generates a scattered electric field . Enforcing the electric field boundary condition on yields a time domain EFIE:
(1)
In (1), is the outward normal direction on and are del operators acting on the observation and source position vectors and is the distance between and , and , and are the speed of light, permittivity, and permeability in free space. Like the incident field is vanishingly small for and . To numerically solve the time domain EFIE (1), MOT scheme expands the unknown in terms of spatial basis and temporal basis functions as (2) Here, are the spatial basis functions, is the temporal basis function, and is the time step size. In- MOT system of equations in (3) can be solved for at time step once the current coefficient vectors , are known. The time domain EFIE in (1) supports non-zero when [1] . In a hollow cavity with PEC wall , internal resonant modes satisfy source-free Maxwell equations and have zero tangential electric field on . Obviously, the surface current induced by a resonant mode on the cavity wall belongs to the null space of (1) .
spans the entire time domain . Whereas, when the MOT scheme is applied to solve (1), current is enforced/assumed to be zero for and . As a consequence,
should not be observed in the solution of the MOT system (3) in theory, as the required initial condition of at is not satisfied. Nevertheless in practice, the internal resonant modes are always observed in the MOT solution. Possible reasons were conjectured in [2] - [4] , [6] : numerical errors built up during time marching establish the necessary initial conditions and induce the internal resonant modes in the MOT solution. These conjectures have been proved by limited numerical experiments, but never verified systematically. In this study, systematic numerical experiments are carried out to identify the internal resonant modes in late-time MOT solutions and their relation with numerical errors, by employing the MOT-EFIE solver developed in [8] .
There exist various numerical error sources in the MOT scheme described above. In this work, these error sources are classified into two groups and controlled separately.
Group-A: Inaccuracies related to spatio-temporal discretization in (2) and inaccuracies in computation of and in (5) and (6), respectively. Group-B: Inaccuracy in solving the MOT system (3) for . Group-A errors can be mitigated by increasing spatial and temporal discretization density, employing higher-order basis functions, and/or increasing the computation accuracy of the integrals in (5) and (6) . Note that all these approaches are computationally expensive if percentage errors on the order of or lower are desired. Group-B errors are relatively easier to control. For example, when is directly inverted (using Gaussian elimination or LU decomposition, for instance) to solve for in (3), Group-B errors can be suppressed down to the machine precision level.
In addition to reducing the numerical errors as described above, the resonant mode amplitudes can be suppressed by adjusting the temporal and/or spatial properties of the incident wave. For instance, if the incident wave is (temporally and/or spatially) orthogonal to a certain internal resonant mode, numerical errors have little projection onto the MOT solution for that internal resonant mode. As a result the amplitude of that particular resonant mode is expected to be suppressed.
Numerical tests presented in Section III verify the effect of Group-A and -B numerical errors and the incident field's temporal and spatial spectra on the amplitudes of the internal resonant modes. It is demonstrated that, with the decrease of numerical errors at an internal resonant frequency, amplitude of the corresponding internal resonant mode diminishes accordingly. Further, when both Group-A and -B errors are controlled to be small enough, the internal resonant mode becomes invisible in the MOT solutions.
III. NUMERICAL RESULTS
In this section, numerical results demonstrating the relationship between numerical errors and internal resonant modes are presented. Two scatterers are considered: a unit sphere and a circular cylinder. In all simulations considered here, the excitation is a plane wave with electric field (1) where is the polarization, is the amplitude, is the direction of propagation, and represents a modulated Gaussian pulse expressed as Here, is the delay, is the duration, and is the modulation frequency of the pulse.
A. Unit Sphere
In the first example of this section, the scatterer is a PEC sphere with radius 1 meter and centered at the spatial origin. It is noted that for this unit sphere, the lowest internal resonant frequency is 131 MHz [10] . The surface current density on the sphere is discretized using Rao-Wilton-Glisson basis functions [11] ; the temporal basis function is the linear Lagrange interpolation function [8] and time step size is ns. The component of the current density at , is recorded. Impacts of Group-A and Group-B on the internal resonant mode are demonstrated separately next.
The effect of Group-A errors on the internal resonant modes is controlled by two methods here. In the first method, the numerical error associated with is controlled by varying the computation accuracy of the integrals in (6) . Specifically, the accuracy of the one-dimensional numerical integration [8] needed for computing is set to roughly either or . In the second method, incident wave's spectrum is tuned to have different levels at 131 MHz (which is the lowest internal resonant frequency of the unit sphere scatterer). To be specific, three sets of parameters are used for the incident electric field defined in (1) for the above three sets of parameters are plotted in Fig. 2 ; the components of at Fig. 2 . Spectra of the three incident waves used for exciting the unit sphere. Fig. 3 . , induced on the sphere surface reveals the internal resonant modes.
131 MHz defined by the parameter sets (iii) and (i) are the strongest and weakest, respectively. LU decomposition method [12] is used to invert directly in (3) . Since double precision is used in our computations, Group-B error is on the order of machine precision . In Fig. 3 , two curves of are displayed in the temporal range of ns, 900 ns], when incident wave (iii) above is used. This range belongs to "late-time," which means "after the main waveform vanishes in time" and in which the analytical value of is virtually zero. The two curves in Fig. 3 are results of the MOT, which uses matrices obtained with accuracy (labeled as "less accurate ") and accuracy (labeled as "more accurate "), respectively. The internal resonant modes (oscillating at 131 MHz) are clearly shown in the time domain MOT results presented in Fig. 3 . When more accurate matrices are used in MOT, the amplitude of the internal resonant mode becomes weaker. To clearly identify the internal resonant mode, late-time data of in the range of are Fourier transformed. Fourier transforms of are shown in Fig. 4 . There are six curves in Fig. 4 , for the two accuracies in evaluating matrices and for the three incident waves, respectively. As in Fig. 3 , "less accurate " and "more accurate " stand for the accuracy and accuracy in evaluating matrices, respectively. Fourier transforms of obtained from the MOT with incident waves (ii) and (iii) exhibit obvious spurious internal resonant mode at 131 MHz. Also, the amplitude of the internal resonant mode observed in obtained from the MOT with incident wave (iii) is stronger than that with incident wave (ii), because incident wave (iii) is relatively stronger at 131 MHz. The internal resonant mode is invisible in obtained from the MOT with incident wave (i), which has very weak spectral component at 131 MHz and thus can be considered "temporally orthogonal" to the internal resonant mode at 131 MHz. For both MOTs with incident waves (ii) and (iii), accuracy in evaluating matrices generates larger numerical errors than accuracy, and as expected, results in a higher level of the internal resonant mode amplitude.
Next, the effect of Group-B on the internal resonant mode is demonstrated. For this set of simulations, incident wave (i) described above is used to guarantee that the effect of Group-A errors is suppressed to be sufficiently small at 131 MHz. The MOT matrix system (3) is solved using three methods. a) Using iterative GMRES solver [12] with precision b) Using iterative GMRES solver with precision c) Using direct LU decomposition method (the precision is about , as discussed above) obtained from three MOT simulations, after Fourier transformation, are shown in Fig. 5 . When LU decomposition is used, no internal resonant mode is visible. For the other two cases, internal resonant modes are generated by the inaccuracies pertinent to solving the MOT system (3); in addition, the more inaccuracy there is, the stronger the internal resonant mode is, which clearly verifies the discussion in Section II.
B. Circular Cylinder
The second scatterer example of this section is a circular cylinder. The cylinder's geometry is aligned with the cylindrical coordinate system and sits on the -plane as shown in the insets of Fig. 6 . The radius and height of the cylinder are 1 meter and 1.7 meters, respectively. The cylinder supports cylindrical internal resonant modes; the two modes with the lowest resonant frequencies are TM mode (with resonant frequency around 115 MHz) and TE mode (with resonant frequency around 124 MHz) [10] . The surface current density on the sphere is discretized using Rao-Wilton-Glisson basis functions [11] ; the temporal basis function is the linear Lagrange interpolation function [8] and time step size is ns. The accuracy of the one-dimensional numerical integration [8] needed for computing is set to roughly . LU decomposition method is used to invert directly in (3), and as a result, Group-B's impact is negligible. The following two sets of parameters are used for the incident electric field defined in (1): i) V/m, ns, ns, and MHz ii) V/m, ns, ns, and MHz Note that the incident waves' spectra are centered at 119.6 MHz and are rather strong at 115 MHz (resonant frequency of TM mode) and 124 MHz (resonant frequency of TE mode); in other words, the incident waves are not temporally orthogonal to the two internal resonant modes under concern. The component of the current density at meter), obtained from the MOT is recorded; its data in the temporal range of are Fourier transformed and plotted in Fig. 6 . The two curves in Fig. 6 correspond to incident wave (i) [ -propagating plane wave] and incident wave (ii) [ -propagating plane wave], respectively. The -propagating plane wave is spatially orthogonal to the TM mode. Consequently, Group-A errors have little projection onto TM mode. As expected, the curve corresponding to the -propagating plane wave in Fig. 6 does not exhibit TM internal resonant mode (at 115 MHz). In contrast, the curve corresponding to the -propagating plane wave in Fig. 6 shows both the TM mode (at 115 MHz) and TE mode (at 124 MHz). This is expected since the -propagating plane wave is not spatially orthogonal to either mode.
IV. CONCLUSION
This communication investigates the internal resonant modes in MOT solutions by employing a stable solver to solve EFIE in the time domain. Our numerical results reveal that, the internal resonant modes are directly correlated to the numerical errors, and further, they are invisible in the MOT solutions when numerical errors are suppressed significantly. It is therefore concluded that the internal resonant modes observed in MOT solutions are caused by numerical errors. To the best of the authors' knowledge, this conclusion has never been proved by numerical means in the past.
