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THE KRONECKER LIMIT FORMULAS VIA THE
DISTRIBUTION RELATION
KENICHI BANNAI AND SHINICHI KOBAYASHI
Abstract. In this paper, we give a proof of the classical Kronecker
limit formulas using the distribution relation of the Eisenstein-Kronecker
series. Using a similar idea, we then prove p-adic analogues of the Kro-
necker limit formulas for the p-adic Eisenstein-Kronecker functions de-
fined in our previous paper.
1. Introduction
In these notes, we will give a proof of the classical first and second Kro-
necker limit formulas concerning the limit of values of Eisenstein-Kronecker-
Lerch series. Our proof is based on the distribution relation of the Eisenstein-
Kronecker-Lerch series. Using a similar idea, we then prove p-adic analogues
of these formulas for the p-adic Eisenstein-Kronecker functions defined in our
previous paper [BFK].
Let Γ ⊂ C be a lattice. We define a pairing for z, w ∈ C by 〈z, w〉Γ :=
exp [(zw − wz)/A(Γ)], where A(Γ) is the area of the fundamental domain of
Γ divided by pi = 3.1415 · · · . Then for an integer a and a fixed z0, w0 ∈ C,
the Eisenstein-Kronecker-Lerch series is defined as
K∗a(z0, w0, s; Γ) =
∑∗
γ∈Γ
(z0 + γ)
a
|z0 + γ|2s
〈γ,w0〉Γ,
where
∑∗ denotes the sum taken over all γ ∈ Γ except for γ = −z0 if z0 ∈ Γ.
The above series converges for Re(s) > a/2+1, but one may give it meaning
for general s by analytic continuation. In what follows, we omit the Γ from
the notations if there is no fear of confusion.
We let θ(z) be the reduced theta function on C/Γ associated to the divisor
[0] ⊂ C/Γ, normalized so that θ′(0) = 1. Then the Kronecker limit formulas
are given as follows.
Theorem 1.1 (Kronecker limit formulas). Let c be the Euler constant c :=
limn→∞
(
1 + 12 + · · ·+
1
n − log n
)
, and let ∆ be the discriminant of Γ defined
as ∆ := g32 − 27g
2
3 , where gk :=
∑
γ∈Γ\{0} γ
−2k. Then we have the following.
(i) The first limit formula
lim
s→1
(
AK∗0 (0, 0, s) −
1
s− 1
)
= −
1
12
log |∆|2 − 2 logA+ 2c.
1The 2000 Mathematics Subject Classification: 11M35, 11M36, 11S80
1
2 KENICHI BANNAI AND SHINICHI KOBAYASHI
(ii) For z /∈ Γ, the second limit formula
AK∗0 (0, z, 1) = − log |θ(z)|
2 +
|z|2
A
−
1
12
log |∆|2.
Numerous proofs exist for this classical formula, and many of the proofs
rely on arguments concerning the moduli space. We give a proof of the
above theorem, valid for a fixed lattice Γ ⊂ C, using the Kronecker theta
function. As in the original proof by Kronecker, we first prove the second
limit formula, and then deduce the first limit formula from the second. The
key in our proof is the distribution relation for the Eisenstein-Kronecker
function.
Our view of understanding the Kronecker limit formulas in terms of the
Kronecker theta function and the distribution relation allows us to prove the
following p-adic analogues of Theorem 1.1. Suppose now that Γ corresponds
to a period lattice corresponding to the invariant differential ω = dx/y of an
elliptic curve E : y2 = 4x3−g2x−g3 with complex multiplication by the ring
of integers OK of an imaginary quadratic field K. We assume in addition
that E is defined over K, and that the model above has good reduction at
the primes above p ≥ 5. We fix a branch of the p-adic logarithm, which is
a homomorphism logp : C
×
p → Cp. In the paper [BFK], we introduced the
p-adic Eisenstein-Kronecker series Ecola,b(z) as a Coleman function for integers
a, b such that b ≥ 0. This function is a p-adic analogue of the Kronecker
double series
K∗a+b(0, z, b) =
∑∗
γ∈Γ
γa+b
|γ|b
〈γ, z〉.
In this paper, we let
Kcola+b(0, z, b) := E
col
a,b(z)
to highlight the analogy. Then in analogy with Theorem 1.1 (ii), we have
the following.
Theorem 1.2 (p-adic Kronecker second limit formula). For any prime p ≥ 5
of good reduction, we have the second limit formula
Kcol0 (0, z, 1) = − logp θ(z)−
1
12
logp∆,
where logp θ(z) is a certain p-adic analogue of the function log |θ(z)|−|z|
2/A
defined in Definition 3.1 using the reduced theta function θ(z) and the branch
of our p-adic logarithm.
The p-adic analogues of Kronecker second limit formula were previously
investigated by Katz [Ka] and de Shalit [dS] in the context of p-adic L-
functions when p is a prime of good ordinary reduction. Our formulation
via p-adic Eisenstein-Kronecker series gives a direct p-adic analogue, and is
valid even for supersingular p.
When p ≥ 5 is a prime of good ordinary reduction, we defined in [BK1]
§3.1 a two-variable p-adic measure µ := µ0,0 on Zp × Zp interpolating
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Eisenstein-Kronecker numbers, or more precisely, the valuesK∗a+b(0, 0, b)/A
a
for a, b ≥ 0. We define the p-adic Eisenstein-Kronecker-Lerch series by
K(p)a (0, 0, s) :=
∫
Z
×
p ×Z
×
p
〈x〉s−1ω(y)a−1〈y〉a−sdµ(x, y)
for any s ∈ Zp, where 〈−〉 : Z
×
p → C
×
p is given as the composition Z
×
p →
1 + pZp →֒ C
×
p and ω : Z
×
p → µp−1 is the Teichmu¨ller character. Then an
argument similar to the proof of Theorem 1.1 (i) gives the following.
Proposition 1.3. Suppose p ≥ 5 is a prime of good ordinary reduction.
Then
lim
s→1
K
(p)
0 (0, 0, s) = Ω
−1
p
(
1−
1
p
)
logp π
where Ωp is a p-adic period of the formal group of E.
The proof of the above proposition is similar to that of the proof of The-
orem 1.1. However, due to the existence of a trivial zero for the function
K
(p)
0 (0, 0, s) at s = 1, the analogy with the classical case is not perfect. See
Remark 3.8 for details.
2. Kronecker limit formulas
2.1. Kronecker’s Theorem. In this section, we recall the definition of
Eisenstein-Kronecker-Lerch series and the Kronecker theta function. Then
we will state Kronecker’s theorem giving the relation between the two. All
of the results are contained in [We1]. Se also [BK1] or [BKT].
We fix a lattice Γ in C and let A be the area of the fundamental domain
of Γ divided by π. Let a be an integer ≥ 0. For a fixed z0, w0 ∈ C, we let
θ∗a(t, z0, w0) be the function
θ∗a(t, z0, w0) =
∑
γ∈Γ
∗
exp(−t|z0 + γ|
2/A)〈γ,w0〉(z0 + γ)
a,
where
∑∗ means the sum taken over all γ ∈ Γ other than −z0 if z0 is in Γ.
Furthermore, we let
Ia(z0, w0, s) :=
∫ ∞
1
θ∗a(t, z0, w0)t
s−1dt.
Then we have
(1) AsΓ(s)K∗a(z0, w0, s) = Ia(z0, w0, s)−
δz0,a
s
〈w0, z0〉
+ Ia(w0, z0, a+ 1− s)〈w0, z0〉+
δw0,a
s− 1
,
where δa,x = 1 if a = 0 and x ∈ Γ, and δa,x = 0 otherwise. The above
integral expression gives the meromorphic continuation of K∗a(z0, w0, s) to
the whole complex plane, and also the functional equation.
We next review the definition of the Kronecker theta function. We let θ(z)
be the reduced theta function on C/Γ associated to the divisor [0] ∈ C/Γ,
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normalized so that θ′(0) = 1. This function may be given explicitly in terms
of the Weierstrass σ-function
σ(z) := z
∏
γ∈Γ\{0}
(
1−
z
γ
)
exp
[
z
γ
+
z2
2γ2
]
as follows. Let e∗0,2 := lims→2+
∑
γ∈Γ\{0} γ
2|γ|−2s. Then θ(z) is given as
θ(z) = exp
[
−e∗0,2z
2
2
]
σ(z).
This function is known to satisfy the transformation formula
θ(z + γ) = ε(γ) exp
[
zγ
A
+
γγ
2A
]
θ(z)
for any γ ∈ Γ, where ε : Γ → {±1} is such that ε(γ) = −1 if γ ∈ 2Γ and
ε(γ) = 1 otherwise. We define the Kronecker theta function Θ(z, w) by
Θ(z, w) :=
θ(z + w)
θ(z)θ(w)
.
The above function is known to be a reduced theta function associated to
the Poincare´ bundle on C/Γ× C/Γ.
For any z, w ∈ C such that z, w 6∈ Γ, we let Ka(z, w, s) := K
∗
a(z, w, s),
which we view as a C∞ function for z and w. The relation between this
function and the Kronecker theta function is given by the following theorem
due to Kronecker.
Theorem 2.1 (Kronecker).
Θ(z, w) = exp
[
zw
A
]
K1(z, w, 1).
The above theorem was originally proved in terms of Jacobi theta func-
tions by Kronecker using moduli arguments (See for example [We1].) In
[BK1] or [BK2], we give another proof valid for a fixed lattice Γ ⊂ C us-
ing the fact that both sides of the equality are reduced meromorphic theta
functions associated to the Poincare´ bundle on C/Γ × C/Γ, with the same
poles and the same residue at each pole.
2.2. Proof of the second limit formula. In this subsection, we deduce
Theorem 1.1 (ii) from Theorem 2.1.
Proposition 2.2. There exists a constant C such that
log |θ(z)|2 −
|z|2
A
= −AK∗0 (0, z, 1) + C
for any z /∈ Γ.
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Proof. By Theorem 2.1 and the fact that
lim
z→0
[
K1(z, w, 1) −
1
z
]
= K∗1 (0, w, 1),
we have
lim
z→0
(
Θ(z, w) −
1
z
)
= K∗1 (0, w, 1) +
w
A
.
Direct computation also shows that
lim
z→0
(
Θ(z, w) −
1
z
)
=
θ′(w)
θ(w)
.
Hence we have
K∗1 (0, w, 1) +
w
A
=
θ′(w)
θ(w)
.
In particular,
∂
∂z
(
log θ(z)−
zz
A
)
= K∗1 (0, z, 1).
Therefore, if we let Ξ(z) be the function
Ξ(z) := log |θ(z)|2 −
|z|2
A
,
then we have
∂
∂z
Ξ(z) = K∗1 (0, z, 1),
∂
∂z
Ξ(z) = K∗1 (0, z, 1).
On the other hand, one can directly show that
A
∂
∂z
K∗0 (0, z, 1) = −K
∗
1 (0, z, 1), A
∂
∂z
K∗0 (0, z, 1) = −K
∗
1 (0, z, 1).
(See for example, Lemma 2.5 and the first formula of p.22 of [BKT]. ) Hence
Ξ(z) +AK∗0 (0, z, 1) must be constant. 
Our goal is to determine the constant C. We use the following result,
which is a type of distribution relation.
Lemma 2.3. We have∑
zn 6=0
K∗0 (0, zn, 1) = −
2 log n
A
,
where the sum is over all n-torsion points zn of C/Γ except zero.
Proof. We have ∑
zn∈
1
n
Γ/Γ
〈γ, zn〉 =
{
n2 (γ ∈ nΓ)
0 (γ /∈ nΓ).
Hence
1
n2
∑
zn
K∗0 (0, zn, s) =
∑
γ∈nΓ
1
|γ|2s
=
1
n2s
K∗0 (0, 0, s)
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when the real part of s is sufficiently large, and hence for any s by analytic
continuation. In particular, we have
1
n2
∑
zn 6=0
K∗0 (0, zn, s) =
(
1
n2s
−
1
n2
)
K∗0 (0, 0, s).
Since the residue of K∗0 (0, 0, s) at s = 1 is 1/A, we have
1
n2
∑
zn 6=0
K∗0 (0, zn, 1) = −
2 log n
n2A
as desired. 
The above lemma shows that the constant C is
C =
1
n2 − 1
∑
zn 6=0
(
log |θ(zn)|
2 −
|zn|
2
A
)
− 2 log n
 .
We will now calculate this value explicitly in terms of ∆.
Proposition 2.4. We have
1
4
log |∆′|2 = −
∑
z2 6=0
(
log |θ(z2)|
2 −
|z2|
2
A
)
where z2 runs through non-trivial 2-torsion points of C/Γ and
∆′ = (e1 − e2)
2(e2 − e3)
2(e3 − e1)
2
for y2 = 4x3 − g2x− g3 = 4(x− e1)(x− e2)(x− e3).
Proof. Note that
(x− e1)(x− e2)(x− e3) =
∏
z2 6=0
(x− ℘(z2)).
Then if Γ = Zω1 + Zω2, we may suppose that e1 = ℘(ω1/2), e2 = ℘(ω2/2)
and e3 = ℘((ω1 + ω2)/2). Since
θ(z + w)θ(z − w)θ(z)−2θ(w)−2 = ℘(w)− ℘(z),
we have
θ
(
ω1 + ω2
2
)
θ
(
ω1 − ω2
2
)
θ
(ω1
2
)−2
θ
(ω2
2
)−2
= e2 − e1,
θ
(
ω1 +
ω2
2
)
θ
(ω2
2
)
θ
(
ω1 + ω2
2
)−2
θ
(ω1
2
)−2
= e1 − e3,
θ
(
ω2 +
ω1
2
)
θ
(ω1
2
)
θ
(
ω1 + ω2
2
)−2
θ
(ω2
2
)−2
= e2 − e3.
Hence using the transformation formula of θ(z), the value ∆′ is
exp
[
ω1ω1 + ω2ω2 + ω1ω2
A
]
θ
(ω1
2
)−4
θ
(ω2
2
)−4
θ
(
ω1 + ω2
2
)−4
.
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Multiplying it and its complex conjugation and taking the logarithm, we
obtain the formula. Note that since we take the logarithm of positive real
numbers, the values do not depend on the choice of the branch of the loga-
rithm. 
Proof of Theorem 1.1 (ii). Since the Ramanujan ∆ is given by ∆ = 24∆′,
we have by Lemma 2.3 ad Proposition 2.4
C =
1
3
(
−
1
4
log |∆′|2 − 2 log 2
)
= −
1
12
log |∆|2.
Our assertion now follows from Proposition 2.2. 
2.3. Proof of the first limit formula. We now prove Theorem 1.1 (i)
using the second limit formula.
Proof of Theorem 1.1 (i). From (1), we have
As−1Γ(s)
(
AK∗0 (0, 0, s) −
1
s− 1
)
= I0(0, 0, s) −
1
s
+ I0(0, 0, 1 − s)−
As−1Γ(s)− 1
s− 1
.
Therefore, we have
(2) lim
s→1
(
AK∗0 (0, 0, s) −
1
s− 1
)
= I0(0, 0, 1) − 1 + I0(0, 0, 0) − logA+ c,
where c is the Euler constant as before and we used the fact Γ′(1) = −c. On
the other hand, we have
AK∗0 (0, z, 1) = I0(0, z, 1) − 1 + I0(z, 0, 0).
We let
I∗0 (z, 0, s) = I0(z, 0, s) −
∫ ∞
1
exp(−t|z|2/A)ts−1dt.
Then lim
z→0
I0(0, z, 1) = I0(0, 0, 1) and lim
z→0
I∗0 (z, 0, 0) = I0(0, 0, 0). We have
Γ(s)−
1
s
=
∫ ∞
|z|2/A
e−tts−1dt+
∫ |z|2/A
0
e−tts−1dt−
1
s
=
∫ ∞
|z|2/A
e−tts−1dt+
∫ |z|2/A
0
(e−t − 1)ts−1dt+
1
s
[(
|z|2
A
)s
− 1
]
.
Taking s→ 0, we have
−c =
∫ ∞
|z|2/A
e−tt−1dt+
∫ |z|2/A
0
(e−t − 1)t−1dt+ log
(
|z|2
A
)
.
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Hence
AK∗0 (0, z, 1) = I0(0, z, 1) − 1 + I
∗
0 (z, 0, 0) +
∫ ∞
1
exp(−t|z|2/A)t−1dt
= I0(0, z, 1) − 1 + I
∗
0 (z, 0, 0) − c−
∫ |z|2/A
0
(e−t − 1)t−1dt− log
(
|z|2
A
)
.
Therefore
lim
z→0
(
AK∗0 (0, z, 1) + log |z|
2
)
= I0(0, 0, 1) − 1 + I0(0, 0, 0) − c+ logA.
Finally, combining this with (2) and the second limit formula, we have
lim
s→1
(
AK∗0 (0, 0, s) −
1
s− 1
)
= lim
z→0
(
AK∗0 (0, z, 1) + log |z|
2
)
− 2 logA+ 2c
=−
1
12
log |∆|2 − 2 logA+ 2c.
This proves our assertion. 
3. p-adic Kronecker limit formulas
3.1. The p-adic Eisenstein-Kronecker functions. Assume now the con-
ditions of the second half of the introduction. In [BFK], we defined a p-adic
analogue of the Kronecker double series as a Coleman function on a CM
elliptic curve. In order to prove the p-adic limit formulas, we define in this
subsection a p-adic analogue of the function log |θ(z)|2−|z|2/A, which turns
out to be a Coleman function. We then prove the distribution relation,
which will be used to characterize this function.
Let p be a prime ≥ 5. In what follows, fix an embedding of Q into Cp.
We fix a branch of the logarithm, which is a homomorphism logp : C
×
p →
Cp. We extend this homomorphism to Cp[[t]] by using the decomposition
Cp[[t]] = Cp× (1+ tCp[[t]]) and defining logp(1− tf(t)) = −
∑
tnfn(t)/n for
any f(t) ∈ Cp[[t]]. Let E be a CM elliptic curve as in the introduction and
let Γ be the period lattice of E ⊗ C. For z0 ∈ Γ⊗Q, we let
θz0(z) := θ(z + z0) exp
(
−
zz0
A
−
z0z0
2A
)
.
Then by [BK1], the Taylor series of θz0(z) at z = 0 has algebraic coefficients.
If we consider the formal composition
θ̂z0(t) := θz0(z)|z=λ(t)
of this series with λ(t), where λ(t) is the formal logarithm of the formal
group of E, then we may regard this power series as an element in Cp[[t]].
Considering its derivatives, we may prove that logp θ̂z0(t) is a rigid analytic
function on the open unit disc over Cp, namely, it is convergent if |t| < 1.
We use the same notations as in [BFK]. In particular, we fix a prime p
in OK over p ≥ 5, and we let π := ψE/K(p), where ψE/K is the Gro¨ssen
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character of K associated to the elliptic curve E. Then π is a generator of
the ideal p.
Definition 3.1. We let logp θ be the function in Alog(U) defined by
logp θ|]z0[ := logp θ̂z0(t) ∈ Alog(]z0[)
on each residue disc ]z0[.
Now we investigate basic properties of logp θ.
Proposition 3.2. For z0 ∈ Γ ⊗ Q and zα such that αzα ∈ Γ for π-power
morphism α ∈ End
Q
(E), we have
logp θ̂z0(t⊕ tα) = logp θ̂z0+zα(t)
where zα ∈ C is a lift of a torsion point in C/Γ corresponding to tα ∈
E(Cp)tor, and the right hand side is independent of the choice of the lift.
Proof. Let α and β be elements of OK such that 2α|β and βz0 ∈ Γ. Then
fβ(z) := θ(z)
Nβ/θ(βz) is a rational function on E over Q. We have
(3) θz0+zα(z)
Nβ = ±θ(βz)τ∗z0+zαfβ(z).
Similarly, we have
θ̂z0(z)
Nβ = ±θ(βz)τ∗z0fβ(z).
Since fβ is a rational function, we also have
τ∗z0+zαfβ(t) = τ
∗
z0fβ(t⊕ tα).
Hence we have
(4) θ̂z0(t⊕ tα)
Nβ = ±θ([β]t)τ∗z0+zαfβ(t).
Our assertion now follows from (3) and (4). 
Corollary 3.3. Let tα be a π-power torsion point, and we assume that
z0 6= 0 or tα 6= 0. Then we have
logp θ̂z0(tα) = logp
(
θ̂(z0 + zα) exp
[
−
(z0 + zα)(z0 + zα)
2A
])
.
Roughly speaking, logp θ(z) is a p-adic function which interpolates the
special values log θ(z) − zz/2A at torsion points. We thus regard logp θ(z)
as a p-adic analogue of the function log |θ(z)|2 − |z|2/A.
3.2. The p-adic second limit formula. In this subsection, we prove The-
orem 1.2, which is a p-adic analogue of the Kronecker second limit formula.
Proposition 3.4. Let z0 be a f-torsion point of C/Γ. Then for α ∈ OK we
have
θαz0(αz)
24N(αf) = ∆2N(αf)(Nα−1)
∏
zα∈E[α]
θz0+zα(z)
24N(αf)
where zα is a lift of a α-torsion point of E and the right hand side is inde-
pendent of the choice of the lifts z0 and zα on C.
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Proof. Since for γ ∈ Γ we have θz0+γ(z) = ±〈z0/2, γ〉θz0(z), the function
θz0(z)
2Nf is independent of the lift z0 if (N f)z0 ∈ Γ. The independence of
the lifts of z0 and zα follows from this fact. The logarithmic derivatives of
both sides coincide (see for example Proposition 2.15 of [BFK]). Hence for
each α, there exists a constant cα such that
θαz0(αz)
2N(αf) = cα
∏
zα∈E[α]
θz0+zα(z)
2N(αf).
By the definition of θz0(z), we see that cα is independent of z0. Hence we
may assume that z0 = 0 and N f = 1. Then we have∏
zαβ∈E[αβ]
θzαβ(z)
2N(αβ) =
∏
zαβ∈E[αβ]/E[α]
∏
zα∈E[α]
θzαβ+zα(z)
2N(αβ)
=
∏
zαβ∈E[αβ]/E[α]
cNβα θαzαβ(αz)
2N(αβ)
= cNβ
2
α c
2Nα
β θ(βαz)
2N(αβ).
Hence we have cNβ
2
α c2Nαβ = cαβ = c
Nα2
β c
2Nβ
α or equivalently,
cNβ(Nβ−1)α = c
Nα(Nα−1)
β .
In particular, c12α = c
Nα(Nα−1)
2 . On the other hand, we consider the constant
term of
θ(2z)8
θ(z)8
= c2
∏
z2∈E[2]−{0}
θz2(z)
8.
As in the proof of Proposition 2.4, we have∏
z2∈E[2]−{0}
θz2(0)
8 = ∆′−2.
Hence c2 = 2
8∆′2 = ∆2. Our assertion now follows from these facts. 
Corollary 3.5. The function Ξ(z) := − logp θ(z) −
1
12 logp∆ satisfies the
distribution relation
Ξ(αz) =
∑
zα∈E[α]
Ξ(z + zα).
Proof. By Proposition 3.4, we have
logp θ̂αz0([α]t) =
Nα− 1
12
logp∆+
∑
tα∈E[α]
logp θ̂z0(t⊕ tα).
Our assertion follows from this formula. 
We now prove the p-adic second limit formula.
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Proof of Theorem 1.2. Since the derivatives of Ξ(z) and
Kcol0 (0, z, 1) := E
col
1,1(z)
are equal, their difference c(z) = Ξ(z)−Ecol1,1(z) is a constant on the residue
disc ]z0[. By (i) and the definition of E
col
1,1(z), the locally constant function
c(z) satisfies the distribution relation. For any torsion point z0 of order f,
we take N such that πN ≡ 1 mod f. Then [πN ]∗(]z0[) =]z0[ and
[πN ]∗c(z)|]z0[ =
∑
w∈E[piN ]
c(z + w)|]z0[.
Since c(z)|]z0[ is constant, the above relation shows c(z)|]z0[ = 0. 
The above result shows in particular that Ξ(z) = − logp θ(z)−
1
12 logp∆
is in fact a Coleman function.
3.3. p-adic Eisenstein-Kronecker-Lerch series. In this subsection, we
introduce the p-adic Eisenstein-Kronecker-Lerch series. Then we consider
a p-adic counterpart to the arguments concerning the Kronecker first limit
formula in the classical case and prove Proposition 1.3.
Let p ≥ 5 be a prime of good ordinary reduction for E, and we fix a prime
p of OK over p. We defined in [BK1] §3.1 a p-adic measure µ := µ0,0 on
Zp × Zp interpolating the Eisenstein-Kronecker numbers, or more precisely,
the special values of Eisenstein-Kronecker-Lerch seriesK∗a+b(0, 0, b; Γ)/A(Γ)
a
for a, b ≥ 0, where Γ is the period lattice of E. We define the p-adic
Eisenstein-Kronecker-Lerch function as in the introduction as follows.
Definition 3.6. For any integer a ∈ Z, we define the p-adic Eisenstein-
Kronecker-Lerch function by
K(p)a (0, 0, s) :=
∫
Z
×
p ×Z
×
p
〈x〉s−1〈y〉a−sω(y)a−1dµ(x, y).
The p-adic Eisenstein-Kronecker-Lerch function is analytic in s ∈ Zp. The
reason we view this function as a p-adic analogue of Eisenstein-Kronecker-
Lerch series is the following interpolation property.
Proposition 3.7. For any integer a, b such that a ≥ b > 0 and b ≡ 1
(mod p− 1), we have
(5)
K
(p)
a (0, 0, b)
Ωa−1p
= (−1)a−1(b− 1)!
(
1−
πa
pa−b+1
)(
1−
πa
pb
)
K∗a(0, 0, b)
A(Γ)a−b
,
where Ωp is a p-adic period of the formal group of E.
Proof. This follows from the interpolation property of the measure µ := µ0,0
given in [BK1] Proposition 3.5. 
We now give the proof of Proposition 1.3.
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Proof of Proposition 1.3. We consider the function
f(t) := Ωp
∫
Z×p ×Z
×
p
y−1 exp(yΩ−1p λ(t))dµ(x, y)
on the p-adic residue disc ]0[ around 0. Then
λ′(t)−1
d
dt
f(t) =
∫
Z
×
p ×Z
×
p
exp(yΩ−1p λ(t))dµ(x, y)
= F1(t; Γ)− π
−1F1([π]t; Γ) − F1(t; pΓ) + π
−1F1([π]t; pΓ).
Hence for E
(p)
1,1(z; Γ) := E
col
1,1(z; Γ) − p
−1Ecol1,1(πz; Γ), the function
f(t)− E
(p)
1,1(z; Γ) + E
(p)
1,1(z; pΓ)
is a constant on the residue disc ]0[. Furthermore, both functions satisfy the
distribution relation
∑
tpi∈E[pi]
f(t ⊕ tpi) = 0 and
∑
tpi∈E[pi]
E
(p)
1,1(t ⊕ tpi) = 0.
Hence we must have f(t) = E
(p)
1,1(z; Γ) − E
(p)
1,1(z; pΓ) on ]0[. On the other
hand, the p-adic second limit formula shows that
E
(p)
1,1(z; Γ) = logp θ(z; Γ)−
1
p
logp θ(πz; Γ) +
1
12
(
1−
1
p
)
logp∆(Γ),
hence we have
f(0) = E
(p)
1,1(z; Γ) − E
(p)
1,1(z;πΓ)
∣∣
z=0
=
(
1−
1
p
)
logp π.
Our assertion now follows from the fact that f(0) = ΩpK
(p)
0 (0, 0, 1). 
Remark 3.8. In the interpolation formula of (5), if we let a = 0 and b = 1,
then the interpolation factor of the the right hand side vanishes. Hence the
value
ΩpK
(p)
0 (0, 0, 1) =
∫
Z
×
p ×Z
×
p
y−1dµ(x, y)
is in some sense not the constant term but the residue at s = 1 of the p-adic
analogue of
∑∗
γ∈Γ 1/|γ|
2s. Because of this fact, the formula of Proposition
1.3 is not a perfect p-adic analogue of the classical Kronecker first limit
formula.
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