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We extend the notion of compositional associative rewriting as
recently studied in the rule algebra framework literature to the set-
ting of rewriting rules with conditions. Ourmethodology is category-
theoretical in nature, where the denition of rule composition opera-
tions is encoding the non-deterministic sequential concurrent appli-
cation of rules in Double-Pushout (DPO) and Sesqui-Pushout (SqPO)
rewriting with application conditions based upon M-adhesive cat-
egories. We uncover an intricate interplay between the category-
theoretical concepts of conditions on rules and morphisms, the com-
positionality and compatibility of certain shift and transport con-
structions for conditions, and thirdly the property of associativity of
the composition of rules without conditions.
1 Introduction and relation to previous work
Graph rewriting has emerged as a powerful formalism to represent multi-agent
systems whose dynamics can be captured by a nite set of rules. The so-called
rule-based modeling approach, originally introduced by V. Danos and C. Lan-
eve in the early 2000’s [23, 25, 24], has developed into one of the main ap-
proaches to the study of biochemical reaction systems (in the form of the two
main frameworks Kappa [21, 15] and BioNetGen[13, 34]). The approach seeks to
model protein-protein interaction networks via certain graph rewriting mod-
els, in which proteins are the vertices of a graph whose connected components
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denote molecular complexes. As formal methods are expending in the molec-
ular biology community, it is expected that large models describing signaling
pathways and self-assembling processes occurring in the cell will be common-
place in a near future.
While the algorithmic aspects of graph rewriting are a well-studied, pro-
gramming language approaches to modeling with graphs are to date still a
comparatively underdeveloped topic. Contrary to classical term rewriting, the
notion of a match of a graph rewriting rule and its eects on a term (a graph)
is subject to various denitions, allowing more of less control over possible
rewrites. In addition, the mere nature of the graphs that are being rewritten
impacts both the algorithmic design and expressiveness of graph rewriting.
Category theory is a practical toolkit for equipping graphs with well-dened
operational semantics. Double pushout (DPO) rewriting [20] is a popular tech-
nique, partly because it relies on a simple denition, and does not yield side
eects when rules are applied (which makes it amenable to static analysis for
instance). However, when a graph rewriting rule entails node deletion, DPO
semantics will not allow a match of such rule to trigger if the node that is
deleted is connected outside the domain of the match (which would yield a so
called "side eect"). This has limited the practicality of DPO in the context of
biological modeling, where more permissive techniques have been employed.
Sesqui-pushout (SqPO) rewriting [19] in particular is the technique that is used
to rewrite Kappa graphs [21], one of the main graph rewriting formalisms for
biological models.
Quite orthogonal to the issue of dening rule matches and eects, having
access to a ne-grained control over rule triggering is a key issue when graph
rewriting is used as a modeling language. To this aim, graph rewriting rules
have been equipped with application conditions [33, 27], which can be seen as
constraints that need to be checked “on the y” when a rewrite rule is applied.
The main objective of this paper consists in providing a rst-of-its kind
compositional variant of DPO and SqPO-type rewriting for rewriting rules with
conditions in a very general category-theoretical setting. From a mathemati-
cal perspective, while the framework of both types of rewriting developed here
relies upon the original denitions of DPO-rewriting (see e.g. [27]) and of
SqPO-rewriting [19], new developments are necessary in order to obtain the
desired compositionality properties. For rules without conditions, one of the
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core technical obstacles has proved to be establishing a compositional associa-
tivity property for sequential compositions of rewriting rules, which for the
DPO-type case has been achieved in [10, 11, 7], and for the SqPO-type case
in [6]. The latter work also established a compositional concurrency property for
SqPO-type rewriting theories that was hitherto unknown. Lifting these results
to the settings of rules with application conditions is the core contribution of
this work.
The main motivation for our search for compositional rewriting theories is
two-fold: in the setting of rewriting without conditions, the notion of rule al-
gebras [7, 9, 10, 6] has been developed as a new mathematical framework to
encode the concurrent and combinatorial interactions of rewriting rules, which
in particular allows one to develop a principled and novel analysis techniques
for stochastic rewriting systems [7, 10, 8]. Especially the recent results of [8]
hint at the intimate interplay of design choices in constructing rewriting sys-
tems with regards to their dynamical properties, and at the potential of greatly
improving the tractability of the analysis of such systems via judiciously cho-
sen constraints on objects and rewriting rules (such as implemented in the form
of rigidity constraints in the Kappa formalism [22]).
Our second main motivation originates from the desire to analyze rewrit-
ing systems statically, rather than via simulation-based techniques. While the
traditional rewriting theory generally approaches this problem from the view-
point of so-called derivation traces (i.e. sequences of rule applications to a given
input graph), we posit that a viable alternative approach may consist in focus-
ing instead on sequential rule compositions, which in particular when combined
with application conditions is anticipated to yield a powerful framework to
study the causality of rewriting systems. For certain specialized applications
of DPO-type graph rewriting, namely those in the well-established eld of so-
called chemical graph rewriting [12, 5, 1], such types of analyses have already
proven very fruitful [4, 3, 30, 2], and we believe that our compositional rene-
ments as described in the present paper can provide a signicant contribution
to future algorithms and renements thereof.
1.1 A motivating example: rewriting simple graphs
Since our main constructions will be somewhat technical, let us start with a
simple example in order to provide the readers with some intuitive picture of
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the concepts. To this end, consider the task of dening a sound notion of
rewriting undirected simple graphs, a type of graphs where at most one undi-
rected edge may exist between any two given vertices of the graph, as opposed
to multigraphs. Following the rewriting theory paradigms, one may envision
manipulating such graphs by virtue of graph rewriting rules. Intuitively, speci-
fying a rewriting rule amounts to providing the following data:
• An Input pattern I,
• an Output pattern O, and
• a Kontext pattern K together with embedding morphisms i : K ↪→ I and
o : K ↪→ O.
Then in order to apply a rule r := (O o←−↩ K i↪−→ I) to a graph G, one has to
1. specify an embedding m : I ↪→ G of the input pattern I into G (i.e. one
has to select a particular occurrence of the pattern I in G), referred to as
a match,
2. in m(I) ⊂ G, replace m(I) with m ◦ i(K), and
3. “glue” a copy of O onto m ◦ i(K) (according to the embedding morphism
o : K ↪→ O).
For example, one may consider the rewriting rules
e+ :=
(
id←−−−↩ id↪−−−→
)
, e− :=
(
id←−−−↩ id↪−−−→
)
, (1)
which implement the manipulations of adding a new edge between two vertices
(e+) and deleting an edge between two vertices (e−). However, in the setting of
rewriting of simple graphs, the above tentative denition for the rewriting of
graphs is as of yet incomplete. For example, given the graph below (where the
indices are just used to be able to specify the possible matches, but where the
graph is in fact considered unlabeled)
e1 2
3
,
if we were to apply our edge creation rule at a match comprising the vertices
marked 1 and 2, we would produce the non-simple graph depicted below (with
e′ the newly produced edge):
e
e′
1 2
3
4
Therefore, in order to ensure that our transformations via application of rules
keep the constraint of graphs to be simple intact, we need to endow the rules
with so-called application conditions. While this approach is in fact very well-
known in the rewriting literature, we will demonstrate that via a careful re-
implementation of the traditional framework some interesting mathematical
structures may be uncovered: rules with conditions are endowed with a struc-
ture of composition operation that permits to synthesize sequences of causally
sound rewriting steps without reference to a host object, and this operation
is demonstrated to be associative. Contact with the traditional techniques of
rewriting is then made in the form of a suitable adaption of the so-called con-
currency theorem, whereby a sequence of rule application to an initial object
may always be equivalently described by the application of a sequential com-
posite of the rules to that object. The most non-trivial part of our results then
concerns a certain compositional associativity property, which reasons about
structures in triple sequential compositions of rules.
To conclude the example at hand, we will not only be able to express a
constraint that the edge creation rule can only be applied to a graph if its input
is matched to two vertices that are not already linked, but we will also be able
to compute causal information such as e.g. that applying the edge creation rule
e+ followed by applying the edge deletion rule e− (in a fashion such as to delete
the previously created edge) will lead to a rule that, when applied to a given
graph, can also only be applied at two not yet linked vertices (transforming the
graph identically).
1.2 Structure of the paper
As illustrated in Figure 1, in Section 2, we will present the category-theoretical
prerequisites for the two variants of our framework for associative rewriting
with conditions. In Section 3, the notion of conditions on objects and mor-
phisms is introduced. The so-called Double-Pushout (DPO) variant of our
framework is presented in Section 4, with the Sesqui-Pushout (SqPO) vari-
ant to be found in Section 5. A collection of technical lemmas is provided in
Appendix A.1.
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Category theory (Section 2):
· M-adhesive categories (Sections 2.1 and 2.2)
· Assumptions for DPO- and SqPO-settings (Section 2.3)
· Collection of technical lemmas (Appendix A.1)
Conditions (Section 3)
· Core definitions (Section 3.1)
· Refined Shift construction (Section 3.2)
Compositional associative DPO and SqPO rewriting (Sections 4 and 5):
· DPO/SqPO rewriting w/o conditions (Sections 4.1/5.1)
· Trans construction (DPO: Section 4.2/SqPO: Section 5.2)
· Refined DPO/SqPO rule composition w/ conditions (Sections 4.3/5.3)
· DPO/SqPO compositional concurrency theorems (Section 4.4/5.4)
· DPO/SqPO compositional associativity theorems (Section 4.5/5.5)
Figure 1: Structure and original contributions of the paper.
2 Category-theoretical preliminaries
Rewriting in its modern formulations is a concept that heavily relies on spe-
cic types of category-theoretical structures. In this section, we collect all
the necessary prerequisites that permit to formulate consistent frameworks
of associative rewriting theories with conditions on objects and morphisms,
in both the Double-Pushout (DPO) and the Sesqui-Pushout (SqPO) approaches.
While many of the mathematical details of these setups are by now standard in
the literature, we will emphasize the specially designed additional prerequisites
necessary to guarantee associativity (in the sense of [10]), and thus consequently
also the compositionality of concurrent composition of rules with conditions.
2.1 M-adhesive categories
We begin by quoting a number of essential denitions and results from the
standard literature, where our main references will be [16, 33, 27] (see also [39,
40] for some more recent works). Let us rst recall the notion ofM-adhesive
categories, which are the most general mathematical setting currently known
that permit to dene DPO- and SqPO-type rewriting theories, and which gen-
eralize adhesive categories [36].
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Denition 1 ([16], Def. 2.1) LetC be a category, and letM be a class ofmonomor-
phisms1. Then the data (C,M) denes anM-adhesive category if the following re-
quirements are satised:
(i) The classM⊂ mor(C) contains all isomorphisms and is closed under
(a) composition,
∀g ◦ f ∈ mor(C) : f ∈M∧ g ∈M⇒ g ◦ f ∈M , (2)
(b) decomposition,
∀g ◦ f ∈M : g ∈M⇒ f ∈M . (3)
(ii) C has pushouts and pullbacks along M morphisms, i.e. pushouts of spans
and pullbacks of cospans where at least one of the two morphisms of the (co-)
span is inM exist.
(iii) M morphisms are closed under pushouts and pullbacks: if in the diagram
below (1) is a pushout, m ∈ M implies n ∈ M, while if (1) is a pullback, then
n ∈M impliesm ∈M:
A C
B D
m (1) n (4)
(iv) Pushouts alongM-morphisms areM-van Kampen (M-VK) squares (also
referred to as vertical weak VK squares in the literature): given a commu-
tative cube inC as shown below, where the bottom square is a pushout along an
M-morphismm ∈ M, the back faces are both pullbacks, and if b, c, d ∈ M, then
the top face is a pushout if and only if the two front faces are pullbacks.
A′ C ′
B′ D′
A C
B D
c
b
m
f d
. (5)
1Note that the general theory ofM-adhesive categories would not require the classM to be a class of
monomorphisms, yet this more general setting will not be of interest to the constructions in this paper.
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For certain applications, it is also of interest to consider a variant of the denition
called weak M-adhesive categories, which are categories in which all of the above
axioms hold except for theM-VK property; the latter is modied to the weak M-VK
property:
(iv)’ Pushouts along M-morphisms are weakM-van Kampen (M-VK) squares:
given a commutative cube in C as shown in (5), where the bottom square is a
pushout along anM-morphism m ∈ M, the back faces are both pullbacks, and
if
(b, c, d ∈M) or (f ∈M) ,
then the top face is a pushout if and only if the two front faces are pullbacks.
Note that the decomposition property (ib) follows directly from closure under
compositions and stability ofM-morphisms under pullbacks.
M-adhesive categories enjoy a number of special properties (some of which
referred to in the literature as high-level replacement (HLR) properties) that will
be of key importance to our main constructions. We collect the (long) list of
such properties in Appendix A.1.
As advocated in particular in the work of Ehrig [16], one of the most opti-
mal compromises for a very general setting in which DPO (and, as we shall see,
also SqPO) rewriting theories involving constraints on objects and morphisms
may be formulated eciently is provided byM-adhesive categories with cer-
tain additional special properties. A central role in this setup is played by the
following concepts:
Denition 2 (M-initial object; [16], De. 2.5) An object∅ of anM-adhesive cat-
egoryC is dened to be anM-initial object if for each object A ∈ obj(C) there exists
a unique monomorphism iA : ∅ ↪→ A, which is moreover required to be inM. AnM-
initial object∅ is said to be strict if for each objectX ∈ obj(C), everymorphismX → ∅
must be an isomorphism.
Lemma 1 ([16], Fact 2.6) If anM-adhesive category possesses anM-initial object
∅ ∈ obj(C), the category hasnite coproducts, andmoreover the coproduct injections
are inM. In particular, the coproduct A+B of two objects A,B ∈ obj(C) is then given
as the pushout of the span (A iA←− ∅ iB−→ B).
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For later convenience, we present a number of consequences of an M-
adhesive category possessing a (strict)M-initial object in Appendix A.3.
Denition 3 (Finite objects, nitary categories, nitary restrictions; [16],
Def. 2.8 and Def. 4.1) Let C be anM-adhesive category. An object A ∈ obj(C)
is said to be nite, if there exist only nitely manyM-morphisms B ↪→ A into A (i.e.
if “A has nitely manyM-subobjects”). C is nitary if all its objects are nite. The
nitary restriction (Cfin,Mfin) is dened via the full subcategoryCfin ofC obtained
by restrictionCfin to nite subobjects, and withMfin :=M∩Cfin.
Theorem 1 ([16], Thm. 3.14) Thenitary restriction (Cfin,Mfin)of anM-adhesive
categoryC is a nitaryM-adhesive category.
Denition 4 (Epi-M-factorizations; cf. e.g. [33], Def. 3) AnM-adhesive cat-
egory C is said to possess an epi-M-factorization if every morphism f of Cmay be
factorized into an epimorphism e and a monomorphism m ∈ M such that f = e ◦m,
and such that this factorization is unique up to isomorphism.
It is worthwhile to note that a large class ofM-adhesive categories of prac-
tical importance (see e.g. the examples listed below) indeed possess an epi-M-
factorization.
Example 1 Referring to [16, Ex. 2.3] and [26, Section 4.2] for further details, well-
known examples ofM-adhesive andM-initialM-adhesive categories include:
• (Set,MS), the category of sets and (total) set functions, withMS the class of
all injective set morphisms, and with theMS-initial object ∅S ∈ obj(Set) (the
empty set).
• (uGraph,MU ), the category of undirected multigraphs [10] and graph homo-
morphisms, withMU the class of all injective homomorphisms of uGraph and
withMU-initial object ∅U ∈ obj(uGraph) (the empty graph).
• (Graph,MG), theM-adhesive category of directed multigraphs, withMG the
class of all injective graph homomorphisms. This category possesses the empty
graph G∅ as anMG-initial object.
• (GraphTG,MTG), the category of typed graphs and morphisms thereof (con-
structed as the slice categoryGraphTG := Graph \TG for some xed type graph
TG ∈ Graph), withMTG the class of all injective typed graph homomorphisms.
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• More generally, the categories of Petri nets and of elementary Petri nets [16,
Ex. 2.3] areM-adhesive andM-initial for certain classes ofM.
All categories in the above list possess an epi-M-factorization, as do their nitary re-
strictions. For example, in Graph, every graph homomorphism can be factored into
the a surjective composed with an injective graph homomorphism. Interestingly, for
thewell-known non-examples, which are certain categories of (typed or untyped) at-
tributed graphs, these fail to possess anM-initial object and an epi-M-factorization.
There exist a number of functorial constructions that permit to construct nitary
M-adhesive categories with the desired properties from known such categories. We
refer the reader to [16, Sec. 5] for the precise details.
One of the most important additional properties required in view of com-
positionality of rewriting rules is the following one:
Denition 5 (M-eective unions) Let C be anM-adhesive category, forM a
class of monomorphisms. Then C is said to possessM-eective unions if for every
commutative diagram as belowwhere all morphisms except d are inM, where (1) is a
pushout and where the exterior square is a pullback,
A
B C
D
E
b′ c′
b
e
c
f
∃! d
, (6)
the morphism d is inM.
While we are not aware of a set of necessary conditions to ensure the above
property, we can provide at least a set of sucient conditions that covers many
cases of interest in practical applications.
Theorem 2 ([11], Thm. 1.15) LetC be aweakM-adhesive category, forM a class
of monomorphisms, that admits an epi-M-factorization, and that is in addition bal-
anced (i.e. for all morphisms f ∈ mor(C), if f ∈ mono(C) and f ∈ epi(C), then f ∈
iso(C)). ThenC possessesM-eective unions.
In particular, since according to [36] (Lem. 4.9) all adhesive categories are
balanced, realizations of the above conditions are given by e.g. the adhesive
categories Graph of directed and uGraph of undirected multigraphs.
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2.2 Additional prerequisites for the Sesqui-Pushout (SqPO) framework
Referring to [6] for a more extensive presentation, it suces here to quote
some necessary background materials, and to discuss the generalM-adhesive
setting.
Denition 6 (Final Pullback Complement (FPC); [19, 37]) Given a commutative
diagram of the form
P
B A
C D
Q
x
w
yc
a
b
d
z
∃!w ∗
, (7)
a pair of morphisms (d, b) is a nal pullback complement (FPC) of a pair (c, a) if
(i) (a, b) is a pullback of (c, d), and
(ii) for each collection of morphisms (x, y, z, w) as in (7), where (x, y) is pullback of
(c, z)andwhere a◦w = x, there exists amorphismw∗with d◦w∗ = z andw∗◦y = w
that is unique (up to isomorphisms).
Lemma 2 (cf [37], Fact 2, and [19], Lemma 2) For an arbitrary morphism f :
A → B, (idB, f) is a FPC of (f, idA) and vice versa. Moreover, every pushout square is
also an FPC square. FPCs are unique up to isomorphismand preservemonomorphisms.
If we are working over an adhesive category (i.e. an M-adhesive category
whereM coincides with the class of all monomorphisms [16]), the stability of
monomorphisms under FPCs as guaranteed by Lemma 2 will be sucient for
our purposes. However, in the more generalM-adhesive setting, we will have
to require the following stronger property:
Denition 7 (Stability ofM-morphisms under FPCs) LetC be anM-adhesive
category (forM a class of monomorphisms). ThenM-morphisms in C are said to be
stable under FPCs if whenever for a pair of morphisms (a, b) with a : A ↪→ B inM
and b : C → B arbitrary, if (b′, a′) such that a◦ b = b′ ◦a′ is the FPC of (a, b), then b′ ∈M.
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2.3 Summary: full set of necessary assumptions for DPO and SqPO rewriting
Combining all ndings of the previous two sections (together with some in-
sights from the constructions presented in the following sections), the re-
quirements for associative Double-Pushout (DPO) and Sesqui-Pushout (SqPO)
rewriting that admit conditions on both objects andmorphisms read as follows:
Assumption 1 (Associative DPO rewriting with conditions) We assume thatC
is anM-adhesive category with epi-M-factorization, whereM is required to be
a class of monomorphisms. We also assume that C is balanced, possesses a strict
M-initial object ∅ ∈ obj(C) andM-eective unions.
Assumption 2 (Associative SqPO rewriting with conditions) Weassume thatC
is anM-adhesive category satisfying Assumption 1, and we assume in addition that
for all pairs of composableM-morphismsA m↪−→ B n↪−→ C, thenal pullback complement
exists, and moreover thatM-morphisms are stable under FPCs.
According to [18], examples of M-adhesive categories for which the ex-
istence of FPCs as required in Assumption 2 may be guaranteed are those
categories that possess a so-called M-partial map classier (cf. Thm. 1 and
Sec. 2–5 of [18]; compare [17]). While we refer the interested readers to these
references for the full technical details, we mention here that examples of cat-
egories possessing an M-partial map classier include the M-adhesive cat-
egories Set and Graph, all presheaf categories, numerous variants of typed or
polarized graphs, and more generally all slice categories C ↓ X with C a topos
and X ∈ obj(C). To the best of our knowledge there are no known necessary or
sucient conditions that guarantee this stability property, other than a result
by J.R.B. Cockett and S. Lack (see Proposition 4.16 and Example 4.17 of [17]),
which however in eect only rearms the case of C being an adhesive cate-
gory. In the generalM-adhesive setting,M-stability under FPCs will have to
be veried at a case-by-case level. Note that the guaranteed existence of -
nal pullback complements in the congurations encountered in SqPO rewriting
will drastically simplify the framework, and is in fact necessary to guarantee
associativity as discussed in [6].
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3 Conditions on objects and morphisms
The central concepts of the framework of conditions are the following notions
of constraints (i.e. conditions over objects), application conditions (i.e. conditions
over morphisms) and the associated notions of satisability. We quote the pre-
cise denitions from [27], and also from [33], where some important clarifying
details are given (on the notion of satisability on objects and morphisms).
3.1 Core definitions
Denition 8 (Conditions; cf. [27], Def. 3.3, and [33], Def. 4) A condition, also
referred to as constraint if it is formulated over an object, or application condition
if it is formulated over a morphism or rule, is dened inductively as follows:
(i) Trivial condition: for every object P ∈ obj(C), true is a condition over P .
(ii) “Transported” conditions: for every objectP ∈ obj(C), for every2M-morphism
(a : P ↪→ Q) ∈ mor(C) and for every condition cQ over Q, ∃(a : P → Q, cQ) is a
condition over P .
(iii) Derived conditions: given conditions cP and {cPi}i∈I (for some index set I) over
an object P ∈ obj(C), ¬cP and ∧i∈IcPi are conditions over P .
The following two shorthand notations are customary:
∃a := ∃(a, true) , ∀(a, c) := ¬∃(a,¬c) . (8)
The precise meaning of the above denitions is specied via the associated notions of
satisability, which are also dened inductively. Onerst needs to dene satisability
of conditions onmorphisms:
(i) EveryM-morphism p : P → P ′ (for P, P ′ ∈ obj(C)) satises the trivial condition
true over P .
(ii) GivenM-morphisms p : P → P ′ and a : P → Q as well as a condition ∃(a, cQ)
over P , the morphism p is dened to satisfy the condition ∃(a, cQ) if and only if
2It is here that our restriction toM-morphisms in the formulation of conditions reflects our choice of
framework, i.e. that of M-satisfiability (for M-morphisms). We refer the interested readers to [33] for
the proof that this is in fact the most general framework available when working with M-morphisms in
matches and rewriting rules only, i.e. generalizing morphisms in conditions of arbitrary morphisms in this
setting does not lead to more expressivity.
13
there exists anM-morphism q : Q → P ′ such that q ◦ a = p and such that q
satises the condition cQ,
P Q cQ
P ′
a
p q  . (9)
(iii) Given aM-morphism p : P → P ′ and an application condition cP over P , p sat-
ises ¬cP if it does not satisfy cP . If {cPi}i∈I (for some indexing set I) is a family
of application conditions over P , p satises ∧i∈IcPi if it satises each of the ap-
plication conditions cPi .
For a morphism p ∈ mor(C), we write
p  c
to denote that p satises the condition c. Finally, two application conditions cP , c′P
over some object P ∈ obj(C) are equivalent, denoted cP ≡ c′P , if and only if for all
M-morphisms p : P → H (for arbitraryH ∈ obj(C)with P as aM-subobject) we nd
that
p  cP ⇔ p  c′P . (10)
Then for objects, satisability is dened as follows [33]:
(i) Every object P ∈ obj(C) satises true.
(ii) Only conditions ∃(a, cC) with a : ∅ → C anM-initial morphism from theM-
initial object ∅ are meaningful to consider in the context of satisability for ob-
jects. Then for such a condition ∃(iC : ∅→ C; cC), an object P ∈ obj(C) is dened
to satisfy the condition if and only if the initial morphism iP : ∅→ P satises the
condition ∃(iC ; cC) (in the sense of satisability as dened for morphisms):
P  ∃(iC : ∅→ C, cC) :⇔ iP  ∃(iC : ∅→ C, cC) . (11)
(iii) Given an object P ∈ obj(C) and a condition cP on P , P satises ¬cP if it does not
satisfy cP . If {cPi}i∈I (for some indexing set I) is a family of conditions on P , P
satises ∧i∈IcPi if it satises each of the conditions cPi .
For later convenience, we take the convention that the statement “cP is a condi-
tion on an object P ∈ obj(C)” shall always imply that cP is of the admissible form.
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What renders this set of denitions somewhat counter-intuitive is that
properties over objects of the M-adhesive category C are seemingly freely
mixed with properties related to morphisms of the category. It may thus be
instructive to the readers to explicitly parse the denition of conditions on
objects as in the following example:
Example 2 Given an object P ∈ obj(C), a condition of the form “P contains aM-
subobjectQ” is expressed in the present framework as P  ∃(iQ) = ∃(iQ : ∅→ Q, true),
since by virtue of the denition of satisability of conditions on objects, P  ∃(iQ) en-
tails the existence of anM-morphism q : P → Q such that q ◦ iQ = iP :
∅∃(iQ) P ′ true
P
iP ′
iP q
 (12)
Next, consider the following example for illustration of the concept of nested
application conditions. We will in practice be interested exclusively in nite
nested application conditions, i.e. in sequences (or in general DAGs) of condi-
tions that ultimately end in an instance of a condition of the form ∃(x, true). In
this sense, the example below is suciently generic.
Example 3 The application condition below (on undirected multigraphs)
∃
(
a : 1 → 1 2 ,∃
(
b : 1 2 → 1 2 , true
))
(13)
parses more explicitly into the diagram
1 1 2 1 2
G
∃(b, true)
true∃(a,∃(b, true)) a b
p
q
r
(14)
expressing the condition that a morphism p : 1 ↪→ G satises the condition if G con-
tains at least one other vertex 2 (which is the information encoded in the rst part of
the condition), and such that 1 and 2 are linked by an edge. Onemay also observe that
theM-morphism q in the above diagram automatically exists if the entire condition
is satised. This is in fact a typical example of renement (orM-coverability [33]),
whereby the condition ∃(a, true) is rened by the condition ∃(a,∃(b, true)).
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3.2 A refined notion of shift construction
One of the most central concepts in the theory of rewriting with conditions
is the notion of shift construction, which is, in essence, a category-theoretical
characterization of the interplay between conditions and extensions of their
domains. We introduce here an optimized version of the classical shift con-
struction presented in [33] (which itself is a development of the original con-
struction as reviewed in [27]). Our optimization hinges on the assumed prop-
erties of the underlyingM-adhesive categories according to Assumption 1. We
believe this optimization will be of key importance in future developments of
algorithms and software implementations of our framework. The following
theorem is at the basis of our novel construction:
Theorem 3 GivenanM-adhesive categoryC satisfyingAssumption 1, consider a com-
mutative diagram of the form below,
X
B1 A
D B2
E
b1
b2
d1
e1
a1
a2(1)
x
e
d2
e2
(15)
where the square marked (1) is a pushout, where a1, a2 ∈ M (and thus by stability of
M-morphismsunder pushout also d1, d2 ∈M), e1, e2 ∈MandX = PB(B1 e1−→ E e2←−B2)
(and thus by stability ofM-morphisms under pullbacks also b1, b2 ∈M, plus due to the
decomposition property ofMmorphisms, also x ∈ M). Then the following holds: the
morphism e is an epimorphism if and only if the exterior square is a pushout.
Proof: “⇒” direction: Suppose that the exterior square in (15) is a pushout. Let
e = m◦f be the epi-M-factorization of e (with f ∈ epi(C) and (m : F → E) ∈M).
Then construct the commutative diagram presented in the left part of (16) as
follows: form the two pullbacks B′i = PB(F → E ← Bi), which by universality of
pullbacks also induces morphisms Bi → B′i (for i = 1, 2); according to Lemma 13
of Appendix A.2, we may conclude that B′1 ∼= B1 and B′2 ∼= B2. Next, let X ′ =
PB(B′1 → F ← B′2); by universality of pullbacks, this implies the existence of
morphisms A → X ′ and X ′ → X (and by decomposition ofM-morphisms, the
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B1 A
C B2
B′1 X ′
F B′2
B1 X
E B2
f
m
e
B1 A
C B2
B1 X
F ′ B2
B1 X
E B2
f ′
m′
e
(16)
latter is in M). Since the square just constructed is a pullback, the bottom
square a pushout along M-morphisms (and thus a pullback), and since, due
to B′i ∼= Bi (for i = 1, 2) and m ∈ M, Lemma 12(i)c entails that the bottom left
and bottom front vertical squares are pullbacks, we may conclude via invoking
pullback-pullback decomposition (Lemma 12(iii)a) that also the bottom back
and bottom right vertical squares are pullbacks. Thus by virtue of stability of
isomorphisms under pullbacks (Lemma 12(i)d), X ′ ∼= X. Moreover, the M-
van Kampen property entails that the middle horizontal square is a pushout,
whence by uniqueness of pushouts up to isomorphism, we have that F ∼= E,
which proves the claim that e = f ◦m ∈ epi(C).
“⇐” direction: Suppose that e ∈ epi(C) and that the exterior square in (15)
is a pullback. Construct the commutative diagram depicted in the right part
of (16) as follows: start by forming the pushout F ′ = PO(B1 ← X → B2), which by
universality of pushouts (recalling that the top square is by assumption also a
pushout) entails the existence of morphisms (f ′ : C → F ′) and (m′ : F ′ → E) such
that f ′ ◦m′ = e. By stability ofM-morphisms under pushouts, the morphisms
(B1 → F ′) and (B2 → F ′) are inM, whence by decomposition ofM-morphisms,
so is m′. The top commutative cube thus precisely satises the properties nec-
essary to invoke the theorem in the “⇒” direction, in order to conclude that
f ′ ∈ epi(C). Since by assumption e ∈ epi(C), and since e = m′ ◦ e′, invoking
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decomposition of epimorphisms yields that m′ ∈ epi(C). On the other hand,
since by assumption the bottom square is a pullback, invoking the property
of M-eective unions permits us to conclude that m′ ∈ M. As the underly-
ing category is assumed to be balanced, and sinceM ⊆ mono(C), we conclude
that m′ ∈ iso(C), i.e. F ′ ∼= E, which proves that the bottom square is a pushout
(by uniqueness of pushouts, and since pushouts alongM-morphisms are also
pullbacks). 
Theorem 4 (Shift construction; compare [33], Thm. 5 and Lem. 3) Given an
M-adhesive category C satisfying Assumption 1, there exists a shift construction,
denoted Shift, such that for every condition cP over an object P ∈ obj(P ) and for every
M-morphism p : P → Q, anM-morphism m = n ◦ p (with n ∈ M) satises the
condition cP if and only if n satises Shift(p, cP ), the shift of cP along p:
n ◦ p  cP ⇔ n  Shift(p, cP ) , (17a)
with
PcP Q Shift(p, cP )
H
p
n◦p n
  . (17b)
Here, the application condition Shift(p, cP ) is constructed inductively as follows:
(i) Case cP = true:
Shift(p, true) := true . (18)
(ii) Case cP = ∃(a, cA) (for some a : P → A and cA an application condition
over A ∈ obj(C)): construct the commutative diagram below, where the square
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marked PO is a pushout3:
X
Q P
S A
cA
E
Shift(s, cA)
p′′
a′
p
PO
x
a
p′
s
a′′
r
e
(19)
Here, eachM-morphism x : P → X such that there existM-morphisms p′′ :
X → Q and a′′ : X → A with p′′ ◦ x = p and a′′ ◦ x = a induces an object E and
M-morphisms r : Q→ E and s : A→ E via taking the pushout of the spanQ p′′←−
X
a′′−→ A. Since objects in C are assumed to be nite, which entails in particular
that there are onlynitelymanyM-subobjects ofQandA, up to isomorphismsof
spans (induced by isomorphisms ofX) there are only nitely many isomorphism
classes of spans Q p′′←− X a′′−→ A. Denoting the set of all isomorphism classes of
M-morphism pairs (r, s) thus obtained by E , we dene
Shift(p : P → Q,∃(a, cA)) :=
∨
(r,s)∈E
∃(r : Q→ E,Shift(s, cA)) . (20)
(iii) Case cP = ¬c′P :
Shift(b,¬c′P ) := ¬Shift(b, c′P ) . (21)
(iv) Case ∧i∈Ici:
Shift(b,∧i∈Ici) := ∧i∈IShift(b, ci) (22)
Proof: Our starting point is the formulation of the Shift construction according
to [33] (with the crucial construction called A2 in [33, Thm. 5]) for the special
case ofM-satisability that is of interest in our setting, whereby the conditions
contributing to the shift construction are computed by constructing all possible
3Besides a more concrete characterization of Shift, we also profit from restricting all morphisms involved
in this construction (except for the epimorphisms e) to beM-morphisms, which in particular guarantees
due to the assumed M-adhesivity of the underlying category C that the pushout to form the object S
always exists.
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epimorphisms e : S → E that yield cospans ofM-morphisms (r, s). We thus ob-
tain the statement of our theorem via application of Theorem 3 that claries the
precise way in which to construct the epimorphisms e in the commutative dia-
gram (19) (namely via constructing the possible isomorphism classes of spans
as described in the theorem statement above). It remains to verify that the con-
struction is well-posed, in the sense that each choice of representatives of the
isomorphism classes of spans (p′′, a′′) or of the representatives for the relevant
pushouts (r, s) leads to an equivalent condition Shift(p, cP ). Due to the inductive
nature of the construction, it suces to demonstrate this property on an in-
dividual condition of the form ∃(r) = ∃(r : Q→ E, true). For a xed object Q, the
two kinds of aforementioned isomorphisms induce isomorphisms ϕ : E ∼=−→ E′.
However, due to the denition of satisability, a morphism (h : Q → H) ∈ M
satises ∃(r) if there exists anM-morphism g : E → H such that g ◦ r = h. But
in that case, we also have that h satises the condition ∃(r′) = ∃(r : Q→ E′, true),
since evidently g′ = g ◦ ϕ−1 satises g′ ◦ r′ = h (for r′ = ϕ ◦ r). This demonstrates
that each choice of representatives for the isomorphism classes (r, s) and the
pushouts yields an equivalent condition Shift(p, cP ). 
At this point, we may demonstrate a rst application of our rened Shift
construction, namely to a special situation for shifts that plays a role later on
in the theory of compositions of rewriting rules:
Lemma 3 (Shift along coproduct injections) Let C be anM-adhesive category
satisfying Assumption 1. Let P,Q ∈ obj(C) be objects, and let ∃(a : P → A, cA) be a
condition over P . Then Shift(P → P + Q,∃(a : P → A, cA)) may be computed via the
following type of diagram:
P +W
P +Q P
A+Q A
cA
E
Shift(s, cA)
[idP ,w1]
inP
PO
inP
a
inA
s
[a,w2]
r
e
(23)
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Proof: Consider the following specialization of the technical result stated in
Lemma 16: starting from the diagram depicted in (15), any M-morphism f :
X → P + Q decomposes into the form [fp, fq] : XP + XQ → P + Q (where
XP +XQ ∼= X and fp, fq ∈M), and analogously the morphism x : P → X decom-
poses into the pair ofM-morphisms [g, h] : P ′+P ′′ → XP +XQ (with P ′+P ′′ ∼= P ).
But since by commutativity of the diagram in (23) [fp, fq] ◦ [g, h] = inP , it follows
that P ′ ∼= P and P ′′ ∼= ∅, which upon invoking Theorem 4 proves the claim. 
Example 4 As an illustrative application of Lemma 3, consider the following explicit
computation in the category uGraph of undirected multigraphs (which satises As-
sumption 1, with ∅ the empty graph):
PO (24)
The image demonstrates how the shift along the the embedding of the two-vertex
graphwith an edge (highlighted in orange) into a disjoint unionwith a “square” graph
yields a condition over this disjoint union of graphs that tests for a disjoint pattern, but
also (via the only other possible non-trivial overlap up to isomorphisms, along an ad-
ditional disjoint vertex marked in blue) an alternative condition that tests for a non-
disjoint pattern:
Shift
(
→ , ∃
(
→ , true
))
≡ ∃
(
→ , true
) ∨
∃
(
→ , true
)
.
(25)
Finally, we will require two additional technical lemmas of key importance
to our framework of compositional rewriting. Both results rely on the de-
nition of the notion of equivalences of conditions (see Denition 8 and equa-
tion (10)).
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Lemma 4 (Units for Shift) For every object P ∈ obj(C) and for every condition cP
over P , we have that
Shift(idP : P → P, cP ) ≡ cP . (26)
Proof: This follows directly from the denition of Shift according to Theorem 4,
by specializing (17) in the form
n ◦ idP = n  cP ⇔ n  Shift(idP , cP ) , (27a)
with
PcP P Shift(idP , cP )
H
idP
n◦idP=n
n
  . (27b)

Lemma 5 (Compositionality of Shift; compare [31], Fact 3.14) Let X ∈ obj(C)
be an object, cX an application condition overX, and let f : X → Y and g : Y → Z be
two morphisms ofC. Then the following equivalence of conditions holds:
Shift(g,Shift(f, cX)) ≡ Shift(g ◦ f, cX) (28)
Proof: The proof follows by a repeated application of Theorem 4. The equiva-
lence holds if for all morphisms c : Z → H, we nd that
c  Shift(g,Shift(f, cX)) ⇔ c  Shift(g ◦ f, cX) . (29)
Starting from the diagram below,
Xc Y
Shift(f, c)
Z Shift(g, c)
H
f g
c◦g◦f
c◦g c  
, (30)
we may calculate:
c  Shift(g,Shift(f, cX))
(17)⇔ c ◦ g  Shift(f, cX)
(17)⇔ c ◦ g ◦ f  cX
(17)⇔ c  Shift(g ◦ f, cX) .
(31)

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4 Compositional associative Double-Pushout rewriting with conditions
4.1 DPO-rewriting inM-adhesive categories
Keeping the denitions and results to the essential minimum (mainly follow-
ing [10]), with the assumptions described in Assumption 1, we will be exclu-
sively interested in studying so-called Double Pushout (DPO) rewriting for linear
rules:
Denition 9 (Linear rules) LetC be anM-adhesive category. We denote by Lin(C)
the set of linear rules, dened as the set of isomorphism classes4
Lin(C) :=
{
r =
(
O
o←− K i−→ I
)∣∣∣O,K, I ∈ obj(C), o, i ∈M}upslope∼= . (32)
Here, we dene r = (O ← K → I) and r′ = (O′ ← K ′ → I ′) as isomorphic when
there exist isomorphisms ω : O → O′, κ : K → K ′ and ι : I → I ′ that make the
evident diagram commute. Thus a (representative of a) linear rule r ∈ Lin(C) is
a span ofM-morphisms o, i ∈Mwith Output object O, Kontext objectK and Input
object I. The precise interpretation of the concept of linear rules is provided in
the form of the following main denition of DPO rewriting:
Denition 10 (DPO rewriting) Let r := (O o←− K i−→ I) ∈ Lin(C) be a linear rule,
let X ∈ obj(C) be an object, and let m : I → X ∈ M be anM-morphism5. Then m
is dened to be an admissible match for the application of r to X, if and only if the
diagram below is constructible:
O K I
rm(X) K ′ X
m∗ PO
o
POC
i
m (33)
Here, the squaremarked POCmust be constructible as a pushout complement, while
if this square exists the square marked PO is always constructible as a pushout (cf.
4Contrary to most of the graph rewriting literature, we prefer to interpret spans as encoding a partial
injective map going from the right leg to the left leg, rather than the other way around (for reasons of
consistency with the notations of the stochastic mechanics and rule algebra frameworks, cf. [7, 10, ?].
Furthermore, all constructions presented in the following are naturally defined only up to isomorphisms,
whence the choice to consider isomorphism classes of linear rules.
5We will only be interested in the construction of the DPO-type rule algebra framework in admissible
matches that are in the class M, even though DPO rewriting as e.g. discussed in its most general form
in [27].
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Assumption 1), whence the moniker Double-Pushout (DPO) rewriting is derived. In
this case, we refer to rm(X) ∈ obj(C) as the rewrite of X via the rule r along the
(admissible) match m. We introduce the notation Mr(X) for the set of admissible
matches for the application of the rule r to the objectX :
Mr(X) := {(m : I → X) ∈M | POC (1) in (33) exists} . (34)
For compatibility with the standard DPO rewriting literature, we will sometimes also
use the notation
rm(X)⇐==
r,m
X
in order to explicitly reference the information contained in (33). Moreover, the mor-
phismm∗ is referred to as the comatch of m (under the application of linear rule r to
the objectX).
In order to provide a quick intuitive illustration of the DPO rewriting con-
cept, consider the edge creation rule described in the introduction:
e+ :=
(
E
A B
←−
A B
−→
A B
)
(35)
Here, as customary in the graph rewriting literature, the structure of the linear
rule (in this case a span of undirected and unlabeled multigraphs) is indicated
via the auxiliary labeling indices, i.e. in the present case reecting that the
vertices marked A and B are preserved in applications of this rule, and that
the edge marked E is created. An example for an admissible match and the
respective rule application to the example graph
X := e
1 2
along the example match m (which sends the vertices A and B of I to the
vertices 1 and 2 of X, respectively) is depicted below:
E
A B A B A B
e
E
1 2 e1 2 e1 2
PO POC m: A→1B→2
4.2 From conditions to application conditions for rewriting rules
Conditions formulated for objects and for morphisms may be demonstrated
to interact in a straightforward manner with the concept of rewriting rules,
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which requires two key constructions, the shift construction, as introduced in
Theorem 4, and the so-called transport construction. We will follow the stan-
dard literature on M-adhesive categories (cf. e.g. [27]) in dening the latter
construction6.
Denition 11 (Transport of conditions over rules; cf. [27], Construction 3.15)
Let r := (O o←− K i−→ I) ∈ Lin(C) be a linear rule, and let cO be an application condition
over O. Then there exists a transport construction Trans such that Trans(r, cO) is an
application condition over I, and which is constructed inductively as follows:
(i) Case cO = true:
Trans(r, true) := true . (36)
(ii) Case cO = ∃(a, c′O) with a : O → O′: if the diagram below
O K I
O′c′O K ′ I ′ Trans(r′, c′O)
a
o
o′
POC PO
i
i′
a∗ (37)
is constructible, i.e. if the pushout complement marked POC exists, we dene
Trans(r, ∃(a, c′O)) := ∃(a∗,Trans(r′, c′O)) , (38)
with r′ :=
(
O′ o
′←− K ′ i′−→ I ′
)
. Otherwise, we dene
Trans(r, ∃(a, c′O)) := false . (39)
(iii) Case cO = ¬c′O:
Trans(¬c′O) := ¬Trans(c′O) . (40)
(iv) Case cO = ∧j∈JcOj :
Trans(r,∧j∈JcOj ) := ∧j∈JTrans(r, cOj ) . (41)
It is straightforward to verify that the transport construction is invariant un-
der the various possible isomorphisms involved in the relevant constructions
of pushouts and pushout complements, for precisely the same reasons as those
ensuring the invariance of the shift construction under isomorphisms as de-
tailed in the proof of Theorem 4.
6In this definition, there is, a priori, a choice to be made about the “direction” of the transport; our
chosen convention agrees with the one in the literature and will prove convenient in our later applications
to notions of compositionality of rules with application conditions.
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Lemma 6 (Property of transport along DPO-type rules; cf. [27], Lemma 3.14)
In aM-adhesive category C satisfying Assumption 1, let r = (O ← K → I) ∈ Lin(C)
be a linear rule, and let cO be an application condition over O. Then for any DPO-
admissible match (m : I → X) ∈ Mr(X) of the rule r into an object X ∈ obj(C), and if
m∗ denotes the comatch ofm, one nds that
m∗  cO ⇔ m  Trans(r, cO) , (42a)
with
OcO K I Trans(r, cO)
rm(X) K ′ X
m∗
o
PO POC
i
m
  . (42b)
The transport construction permits us to choose, without loss of generality,
a “standard position” for the application conditions in a linear rule, where we
x the following conventions:
Denition 12 (Standard form for DPO-type linear rules with application con-
ditions and for admissble matches) Let Lin(C) denote the set of linear rules ofC.
Then Lin(C)denotes the set of linear rules with application conditions in standard
form, where elements of R ∈ Lin(C) are of the form
R = (r, cI) , r =
(
O
o←− K i−→ I
)
. (43)
Consequently, we may introduce the notion of admissible matches for applications
of rules with application conditions to objects as follows; let X ∈ obj(C) be an object,
R ∈ Lin(C) as above a rule with application conditions, andm : I → X an element of
M. Thenwe refer tomas an admissible match if and only ifm satises the application
condition,
m  cI ,
and if the diagram below is constructible:
O K I cI
Rm(X) K ′ X
m∗
o
PO POC
i
m
 . (44)
Equivalently, admissibility ofm thus amounts to admissibilitywith respect to the linear
rulewithout application conditions (i.e. in the sense of (34)) combinedwith satisfaction
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of the application condition, whence we may write the following compact formula for
the set of admissible matchesMR(X):
MR(X) := {m ∈Mr(X) | m  cI} . (45)
For later convenience, we will employ the shorthand notation ≡˙ to signify
“equivalence under the constraint of admissibility”7:
Denition 13 Let r = (O o←− K i−→ I) ∈ Lin(C) be a linear rule and cI , c˜I conditions
over I . Then we dene
(cI≡˙c˜I) :⇔ (∀X ∈ obj(C) : ∀m ∈ Mr(X) : m  cI ⇔ m  c˜I) . (46)
As a further renement, the Trans construction permits a certain form of
compression of application conditions for linear rules.
Denition 14 (Compressed standard form for conditions) Let R := (r := (O ←
K → I), cI) ∈ Lin(C) be a linear rule with application conditions. Then we dene the
compressed standard form for cI as
c˙I := Trans(r,Trans(r¯, cI)) , (47)
where r¯ := (I ← K → O).
The intuition behind the above denition of “equivalence up to non-transportable
subconditions” is that while it is perfectly possible to dene arbitrary conditions
of the form ∃(a : I → A, cA) over the input I of a linear rule, only those conditions
will contribute in applications of the linear rule via matches that are trans-
portable via Trans, since by denition of Trans the operation Trans(r,Trans(r¯,∃(a :
I → A, cA)) in eect tests whether or not the relevant pushout complement
exists such that an admissible match of the rule could satisfy ∃(a : I → A, cA).
This also implies that
cI ≡˙ c˙I , (48)
thus motivating the notation c˙I.
We conclude this subsection by stating a number of technical lemmas that
are necessary in order to derive our novel associative compositional DPO rewriting
7We choose to not make the linear rule with respect to which admissibility is required explicit in our
notation ≡˙, since it may be inferred uniquely from the structure of the conditions that are related in any
given formula.
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framework as presented in the following subsection, which concern certain
important properties of the Trans construction and of the compatibility of the
Shift and Trans constructions:
Lemma 7 (Units for Trans) LetX ∈ obj(C) be an arbitrary object and cX a condi-
tion over X . Then with ridX :=
(
X
idX←−− X idX−−→ X
)
∈ Lin(C) the “identity rule on X”,
we nd that
Trans(ridX , cX) ≡ cX . (49)
Proof: The proof follows directly from the denition of the Trans construction
as provided in Lemma 6, whence one nds for arbitrary admissible matches
m : X → Y in MridX (X) that
m∗ = m  cX ⇔ m  Trans(ridX , cX) , (50a)
with
XcX X X Trans(ridX , cX)
rm(X) = Y Y Y
idY idY
m∗=m
idX
PO POC
idX
m
  . (50b)
Here, the pushout complement in the squares marked POC always exists by
virtue of Lemma 12(i)a, and m∗ = m as well as rm(X) = Y follow due to stability
of isomorphisms under pushouts. 
Lemma 8 (Compositionality of Trans) Given two composable spansofM-morphisms
r ≡
(
C
b←− B a−→ A
) and s ≡ (E d←− D c−→ C) ,
dene their composition via pullback as
F
D B
E C A
f e
PB
d c b a
s ◦ r := (E d◦f←−− F a◦e−−→ A) , (51)
which is due to stability ofM-morphisms under pullbacks and compositions also a
span ofM-morphisms (and thus r, s, s ◦ r ∈ Lin(C)). Let cE be a condition over E.
Then we nd that
Trans(s,Trans(r, cE)) ≡˙Trans(s ◦ r, cE) . (52)
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Proof: The proof relies upon the denition of the transport construction ac-
cording to Lemma 6 as well as on theM-adhesivity of the underlying category
C. We proceed by constructing the following commutative diagram in two
dierent ways for the two directions of the proof:
EcE D C
Trans(r, cE)
B A
Trans(s ◦ r, cE)
Trans(s,Trans(r, cE))
X ′′ D′ X ′ B′ X
F
F ′
d c b a
m∗∗ m∗ m
(53)
“⇒” direction: Suppose that m ∈ Mr(X) and that the comatch m∗ of m satises
m∗ ∈ Ms(X ′) (with X ′ = rm(X)). Then by denition of the Trans construction,
this implies that
m∗∗  cE ⇔ m∗  Trans(r, cE)⇔ m  Trans(s,Trans(r, cE)) .
We have to demonstrate that m ∈ Ms◦r(X) as well as
m  Trans(s,Trans(r, cE)) ⇒ m  Trans(s ◦ r, cE) . (54)
Admissibility ofm andm∗ entails that the squares formed in the back row of (53)
(the ones drawn in black and blue) are constructible as pushouts and pushout
complements, respectively. Construct the objects F and F ′ as pullbacks,
F = PB(D c−→ C b←− B) and F ′ = PB(D′ → X ′ ← B′) ,
which by universality of pullbacks induces a unique arrow F → F ′. By stabil-
ity ofM-morphisms under pullbacks and by theM-morphism decomposition
property, respectively, all morphisms thus constructed are found to be in M.
Invoking pullback-pullback decomposition (Lemma 12(iii)a) and the M-van
Kampen property twice (cf. Denition 1), we may conclude that the induced
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squares (F, F ′, D′, D) and (F, F ′, B′, B) are in fact pushouts. Thus by pushout
composition, the front left and right “curvy” faces (in orange) are pushouts.
This entails that m ∈ Ms◦r(X), and thus by denition of Trans that indeed
m  Trans(s ◦ r, cE) .
“⇐” direction: Suppose that m ∈ Ms◦r(X), which by denition of Trans implies
that if m∗∗ is the comatch of m under the application of the rule s ◦ r, then
m∗∗  cE ⇔ m  Trans(s ◦ r, cE) .
Admissibility of m for the rule s ◦ r applied to the object X entails that the
“curvy” front right and front left squares of the diagram (53) drawn in black and
orange are constructible as pushout complement and pushout, respectively.
We may then construct the remaining parts of the diagram via forming the
pushouts
D′ = PO(D ← F → F ′) , B′ = PO(B ← F → F ′) , X ′ = PO(C ← B → B′) ,
which uniquely induces the remaining arrows drawn in blue (and where we
could have equivalently dened X ′ as X ′ = PO(C ← D → D′)). By virtue of
three applications of pushout-pushout decomposition (Lemma 12(iii)b), we
may conclude that all squares in the back of diagram (53) thus constructed
are pushouts. Furthermore, stability of M-morphisms under pushouts im-
plies that all newly constructed morphisms are inM. Since thus the back part
of the diagram encodes two DPO rewrite steps with m ∈ Mr(X), m∗ the co-
match of m under application of the rule r, m∗ ∈ Ms(rm(X)), and since m∗∗ is
also the comatch of m∗ under application of s, we nd by denition of the Trans
construction that
m∗∗  cE ⇔ m∗  Trans(s, cE) ⇔ Trans(s,Trans(r, cE)) ,
which concludes the proof. 
The compositionality of the Trans construction in particular permits an ef-
cient encoding of the reduced standard form of application conditions:
Corollary 1 LetR := (r := (O o←− K i−→ I), cI) ∈ Lin(C) be a linear rulewith application
conditions. Then the compressed standard form c˙I for cI according to Denition 14
evaluates to
c˙I ≡˙Trans(I i←− K i−→ I, cI) . (55)
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Lemma 9 (Compatibility of Shift and Trans; compare [31], Fact 3.14) Given
the data as in the commutative diagram below,
O
cO
K I
O′ K ′ I ′
o i
PO POp∗ p p
o′ i′
, (56)
letting r = (O o←− K i−→ I) and r′ = (O′ o′←− K ′ i′−→ I ′), we have that for all objectsX and
for all admissible matches n ∈ Mr′(X) of r′ intoX,
n  Shift(p,Trans(r, cO))⇔ n  Trans(r′,Shift(p∗, cO)) , (57)
which we may write more compactly as
Shift(p,Trans(r, cO)) ≡˙Trans(r′, Shift(p∗, cO)) . (58)
Proof: Let us x an object X and some admissible match n ∈ Mr′(X).
“⇒” direction: Suppose that (n : I ′ → X) ∈ Mr′(X) satises n  Shift(p,Trans(r, cO))
(which by denition of satisfaction of conditions entails in particular that
Trans(r′, Shift(p∗, cO)) 6≡ false). Since n is by assumption an admissible match
of r′, one can rewrite X by applying r′ along n, resulting in the diagram below
(where the top part is inserted from the assumption of the lemma):
O
cO
K I
Trans(r, cO)
O′ K ′ I ′ Shift(p,Trans(r, cO))
r′n(X) K ′ X
o i
PO POp∗ p p
o′ i′
n∗ n nPO POC
(59)
By composition of pushout squares, we conclude that the M-morphism m =
n◦p is an admissible match for r, which entails that r′n(X) ∼= rm(X). By denition
of Shift, n  Shift(p,Trans(r, cO)) implies thatm = n◦p satisesm  Trans(r′, cO), and
moreover that Trans(r′, cO) 6≡ false. Since we found that m ∈ Mr(X), by denition
of Transwe have that the comatchm∗ : O → rm(X) ofm (which is by construction
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of DPO rule applications in M) has the property m∗ = n∗ ◦ p∗  cO. The latter
implies that n∗  Shift(p∗, cO), and since by assumption n ∈ Mr′(X), and since n∗ is
the comatch of n, we may nally conclude that indeed n  Trans(r′, Shift(p∗, cO)).
“⇐” direction: The proof is entirely analogous to the previous case (starting
from the observation that n ∈ Mr′(X) together with the data provided in (56)
entails that m ∈ Mr(X)). 
4.3 A refined notion of sequential compositions of DPO-type rules with conditions
The notion of E-concurrent rules as originally introduced in the work or Ehrig
et al. (cf. e.g. [27], Denition 4.13) may be considerably rened in the setting of
anM-adhesive category C satisfying the assumptions listed in Assumption 1.
To this end, we follow the philosophy put forward e.g. in [14, 36] and start from
a denition of concurrency in sequential compositions of linear rules based
upon spans of M-morphisms. The crucial dierence to the denition of E-
concurrent rules (in which overlaps are dened in terms of cospans E of generic
morphisms) consists in the fact that since inputs and outputs of all linear rules
are nite objects, there exist for any two given linear rules only nitely many
possible isomorphism classes of “(M-) monomorphic overlaps”. This in turn
is a key prerequisite for the construction of DPO-type rule algebras [7, 10] and
related novel structures in concurrency theory.
Denition 15 LetC be a category satisfying Assumption 1. Let Rj ≡ (rj , cIj ) ∈ Lin(C)
be two linear rules with application conditions (j = 1, 2), and let
µ21 ≡
(
I2
m2←−−M21 m1−−→ O1
)
be a span of monomorphisms (i.e.m1,m2 ∈M). If the diagram below is constructible,
O2 K2 I2
cI2
M21 O1 K1 I1
cI1
O21 K ′2 N21 K ′1 I21
cI21
K21
o2
POC
i2
PO m′2
m2
PO
m1
m′1
o1
POC
i1
PO p1
PB
o21
=
i21
=
(60)
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where
cI21 := Shift(p1, cI1)
∧
Trans
(
N21 ← K ′1 → I21,Shift(m′2, cI2)
)
, (61)
and if cI21 6≡ false, then we call µ21 an admissible match for the rules with conditions
R2 and R1, denoted
µ21 ∈MR2(R1) .
In this case, we introduce the notation R2 µ21J R1 to denote the composite,
R2
µ21J R1 :=
(
O21
o21←−− K21 i21−−→ I21, cI21
)
. (62)
The denition of the composition operation . .J . entails a number of highly
non-trivial eects in practical computations, which originate from the inter-
play of admissibility of matches for rules without application conditions and
the requirements on the induced composite application conditions. One of the
most striking such results well-known also from the traditional graph rewrit-
ing literature [27] is the following:
Lemma 10 (Trivial matches) By denition of the notion of admissiblematches, for
any two linear rules with application conditions Rj ≡ (rj , cIj ) ∈ Lin(C), the trivial
match
µ∅ := (I2 ←−↩ ∅ ↪−→ O1)
is an admissible match µ∅ ∈ MR2(R1) if and only if the composite condition cI21 does
not evaluate to false.
Proof: The proof follows directly from the denition of the composition oper-
ation . .J ., namely by construction of the following diagram:
O2 K2 I2
cI2
∅ O1 K1 I1
cI1
O2 +O1 K2 +O1 I2 +O1 I2 +K1 I2 + I1
cI21
K2 +K1
o2
POC
i2
PO m′2
m2
PO
m1
m′1
o1
POC
i1
PO p1
PB
o2+O1
=
i2+i1
=
(63)
By virtue of Lemma 1 and Lemma 14, the pushout complements marked POC in
the diagram above always exist. To determine whether the trivial match µ∅ is
an admissible match, it then remains to evaluate the composite condition cI21,
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which according to (61) of Denition 15 reads
cI21 := Shift(p1 : I1 → I2 + I1, cI1)∧
Trans
(
I2 +O1 ← I2 +K1 → I2 + I1, Shift(m′2 : I2 → I2 +O1, cI2)
)
.
(64)
Thus the claim follows, since the above condition may evaluate to false in gen-
eral, such as in the case where cI2 = ¬∃(I2 → I2 +O1, true). 
Nevertheless, it is possible to exhibit one special rule for which µ∅ is always
an admissible match:
Lemma 11 (Neutral element for . .J .) By denition of . .J ., the trivial rule
R∅ := (∅← ∅→ ∅, true)
is the (left- and right-) neutral element for . .J ..
Proof: The proof follows from a specialization of (63) in the proof of Lemma 10,
by specializing either of the two linear rules involved to the trivial rule. Note
rst that on the level of rules without application conditions, the only ad-
missible match between the trivial rule and another linear rule is the trivial
match µ∅. Let us then compute the condition cI21 of the composite for the case
r1 = r∅ and for generic r2 = (O2 ← K2 → I2), which reads according to (61) of
Denition 15 reads
cI21 = Shift(p1 : ∅→ I2, true)∧
Trans (I2 ← I2 → I2,Shift(q2 : I2 → I2, cI2))
≡ cI2 .
(65)
Thus for every linear rule r2 with application condition cI2 6≡ false, µ∅ ∈ MR2(R∅).
For the remaining case, consider that r1 = (O1 ← K1 → I1) is an arbitrary linear
rule with application condition cI1 6≡ false. Again, admissibility of µ∅ as a match
of the rules without conditions follows by a specialization of (63), so it remains
to compute the composite condition cI21:
cI21 = Shift(p1 : I1 → I1, cI1)∧
Trans (O1 ← K1 → I1,Shift(q2 : ∅→ O1, true))
≡ cI1 .
(66)

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4.4 Concurrency theorem for DPO-type rules with conditions
Wewill need the following concurrency theorem, which is a renement of a result
of [32] to our new notion of rule compositions, and which for the case of rules
without conditions has been introduced in [11]:
Theorem 5 (Concurrency theorem, compare [32], Thm. 4 and [11], Thm. 2.7)
Let C be anM-adhesive category satisfying Assumption 1, X0 ∈ obj(C) an object,
and Rj ≡ (rj , cIj ) be two linear rules with application conditions (j = 1, 2). Then there
exists the following bijection:
(i) “Synthesis”: For every sequence of rule applications
X2 ⇐====
R2,m2
X1 ⇐====
R1,m2
X0 (67)
along admissiblematchesm1 ∈MR1(X0) andm2 ∈MR2(X1)withX1 = r1m1 (X0),
there exist admissible matches µ21 ∈ MR2(R1) of the linear rule R2 into R1 and
m21 ∈ MR21(X0), with R21 ≡ (r21, cI21), r21 = R2 µ21J R1, and an application con-
dition cI21 computed as
cI21 = Shift(I1 → I21, cI1)
∧
Trans
((
N21 ←−↩ K ′1 ↪−→ I21
)
, Shift(I2 → N21, cI1)
)
,
(68)
where themorphisms and objects in this formula depend (uniquely up to isomor-
phism) on the input data, such thatX2 ∼= R21m21 (X0).
(ii) “Analysis”: For every admissible match µ ∈ MR2(R1) and for every rule appli-
cation
X2 ⇐=====
R21,m21
X0 (69)
with m21 ∈ MR21(X) and R21 = R2 µ21J R1, there exists a pair of admissible
matches such as in (67)which transformX0 viaX1 into the same (up to isomor-
phism) objectX2.
Proof: Referring the interested readers to [11] for the precise details, note rst
that at the level of linear rules without application conditions, the concur-
rency theorem of [11] entails the parts of the above statements pertaining to
the existence of the admissible matches of “plain” rules. The concrete tech-
nical construction of the proof provided in [11] may be summarized by the
diagram below, where all vertical squares are pushouts (and where we have
marked the relevant conditions for later convenience). The aforementioned
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proof consisted in verifying that the parts of the diagram marked in blue may
be uniquely constructed from the parts of the diagram colored in orange and
vice versa:
O2 K2 I2 M21 O1 K1 I1
O21 K
′
2 N21 K
′
1 I21
X2 K2 X1 K1 X0
K21
K21
cI2 cI1
Shift(I2 → N21, cI2)
cI21 (70)
It thus remains to verify the part of the claim pertaining to the relevant con-
ditions of the rules.
“Analysis” part of the proof: Suppose that we are given admissible matches (m1 :
I1 → X0) ∈ MR1(X) and (m2 : I2 → X1) ∈ MR2(X1) with X1 = r1m1 (X0). Admis-
sibility entails in particular that m1  cI1 and m2  cI2. By construction of the
diagram in (70), we have that m1 and m2 factor as
m1 = (I1 → X0) = (I21 → X0) ◦ (I1 → I21)
m2 = (I2 → X1) = (N21 → X1) ◦ (I2 → N21) ,
which entails by denition of the Shift construction that m21 = (I21 → X) and
m¯21 = (N21 → X1) satisfy m21  Shift(I1 → I21, cI1) and m¯21  Shift(I2 → N21, cI2),
respectively. Noting that the rightmost two bottom squares in the back of (70)
are pushouts, we nd in addition that
m21  Trans
((
N21 ←−↩ K ′1 ↪−→ I21
)
,Shift(I2 → N21, cI1)
)
.
Since according to Denition 15 R21 = R2 µ21J R1 = (r21, cI21) with cI21 as dened
in (68), we conrm that m21  cI21, which concludes the proof of the “Analysis”
part of the theorem.
“Synthesis” part of the proof: Supposing that we are given an admissible match
m21 of the composite R21 of the rules with application conditions R2 with R1
along the admissible match µ21 ∈ MR1(R2), the construction of the diagram
in (70) provides two admissible matches (m1 : I1 → X0) ∈ Mr1(X0) and (m2 : I2 →
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X1) ∈ Mr2(X1) with X1 = r1m1 (X0). It thus remains to verify the claim that these
matches satisfy the conditions cI1 and cI2, respectively, which may be demon-
strating by running the corresponding arguments of the “Analysis” part of the
proof “in reverse”. 
4.5 Associativity of DPO-type composition of rules with conditions
We will now state one of the main results of this paper, in the form of an as-
sociativity property aorded by the DPO-type composition operation on rules
with conditions. The case of DPO-type compositions of rules without condi-
tions was studied in [7, 10], and the following result is an extension to the
setting of rules with conditions aorded by our rened framework for con-
ditions as introduced in Section 3 and the current section. In contrast to the
DPO-type concurrency theorem (which, in a slightly dierent formulation, had
been previously known in the literature), the associativity result presented be-
low is to the best of our knowledge the rst of its kind.
Theorem 6 (DPO-type Associativity Theorem) Let Rj ≡ (rj , cIj ) (j = 1, 2, 3) be
three linear rules with application conditions. Then there exists a bijection between
the pairs of admissible matchesMA andMB dened as
MA := {(µ21, µ3(21))|µ21 ∈ MR2(R1) , µ3(21) ∈ MR3(R21)}
MB := {(µ32, µ(32)1)|µ32 ∈ MR3(R2) , µ(32)1 ∈ MR32(R1)}
(71)
with Ri,j := (ri µijJ rj , cIij ) (and cIij dened as in (61)) such that
∀(µ21, µ3(21)) ∈MA : ∃!(µ32, µ(32)1) ∈MB :
r3
µ3(21)
J
(
r2
µ21J r1
)
∼=
(
r3
µ32J r2
) µ(32)1
J r1 (72a)
∧ cI3(21) ≡˙ cI(32)1 (72b)
and vice versa. In this particular sense, the operation . .J . is associative.
Proof: Considering rst the case of compositions of “plain” rules r1, r2, r3 ∈
Lin(C), i.e. of rules without application conditions, one may quote from [11]
(Theorem 2.9) an isomorphism of pairs of admissible matches of the form
M ′A := {(µ21, µ3(21))|µ21 ∈ Mr2(r1) , µ3(21) ∈ Mr3(r21)}
∼= M ′B := {(µ32, µ(32)1)|µ32 ∈ Mr3(r2) , µ(32)1 ∈ Mr32(r1)} .
(73)
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The isomorphism entails that for each corresponding pair, equation (72a) is
veried. Consider then two such isomorphic pairs
(µ21, µ3(21)) ∈M ′A and (µ32, µ(32)1) ∈M ′B
of admissible matches of “plain” rules. The isomorphism entails in particular
that the following commutative diagram is uniquely constructible (where we
also draw the positions of the various application conditions at play for later
convenience):
O3 K3 I3 M32 O2 K2 I2 M21 O1 K1 I1
O3 K3 I3 M3(21) O21 K
′
2 N21 K
′
1 I21
O32 K
′
3 N32 K
′′
2 I32 M(32)1 O1 K1 I1
O321 K3 N3(21) K2 N(32)1 K1 I321
acI1acI2acI3
acI32
acI21
acI321
(74)
In order to verify the validity of (72b), it is sucient to utilize our various
technical lemmas pertaining to the Shift and Trans constructions and to follow
the “paths” in the diagram depicted in (74) along which the three conditions cIj
for j = 1, 2, 3 have to be shifted and transported in order to form the conditions
cI3(21) and cI(32)1, respectively.
(i) contribution of cI1:
Shift (I321 ← I1, cI1)
Lem. 5≡ Shift (I321 ← I21, Shift (I21 ← I1, cI1)) (75)
(ii) contribution of cI2:
Shift
(
I321 ← I21,Trans
(
N21 ←K ′1 → I21, Shift (N21 ←I2, cI2)
))
Lem. 9≡˙ Trans
(
N(32)1 ←K1 → I321, Shift
(
N(32)1 ← N21,Shift (N21 ←I2, cI2)
))
Lem. 5≡ Trans
(
N(32)1 ←K1 → I321,Shift
(
N(32)1 ←I32, Shift (I32 ← I2, cI2)
))
.
(76)
Here, in the last step, we have made use of the commutativity of the
diagram (74), whereby
(
N(32)1 ← N21
)
◦ (N21 ←I2) =
(
N(32)1 ←I32
)
◦ (I32 ← I2) . (77)
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(iii) contribution of cI3:
Trans
(
N(32)1 ← K1 → I321,Trans
(
N3(21) ← K2 → N(32)1,
Shift
(
I3← N3(21), cI3
)))
Lem. 5≡ Trans
(
N(32)1 ← K1 → I321,Trans
(
N3(21) ← K2 → N(32)1,
Shift
(
I3← N32, Shift
(
N32 ← N3(21), cI3
))))
Lem. 9≡˙ Trans
(
N(32)1 ← K1 → I321,Shift
(
N(32)1 ← I32,
Trans
(
N32 ← K ′′2 → I32, Shift
(
N32 ← N3(21), cI3
))))
(78)
It is then easy to verify (using the denition of concurrent compositions
of rules with application conditions with rules according to Denition 15 and
eq. (61)) that since
cI3(21) = lhs(75)
∧
lhs(76)
∧
lhs(78) , cI(32)1 = rhs(75)
∧
rhs(76)
∧
rhs(78) , (79)
where by “rhs” we mean the very last equality in each set of equations, we nd
indeed that
cI3(21)≡˙cI(32)1 . (80)

5 Compositional associative Sesqui-Pushout rewriting with conditions
While the previously discussed notion of compositional DPO-type rewriting
may be seen as a renement of pre-existing notions of DPO-rewriting from
the literature (apart from the associativity theorem), the corresponding con-
struction for a framework of SqPO-rewriting is almost entirely new. The rst
framework for a compositional SqPO-rewriting framework for rules without
conditions was introduced in [6]. The essential technical step in order to extend
our framework from DPO- to SqPO-type consists in analyzing the interplay of
nal pullback complements with application conditions and transformations
thereof. We will rst provide a brief introduction to this type of rewriting, and
then develop our new framework.
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5.1 Definition of SqPO rule applications and rule compositions
Denition 16 (compare [19], Def. 4) Given an objectX ∈ obj(C) and a linear rule
r ∈ Lin(C), we denote the set of SqPO-admissible matchesMsqr (X) as
Msqr (X) := {(m : I → X) ∈M} . (81)
Let m ∈ Msqr (X). Then the diagram below is constructed by taking the nal pullback
complement marked FPC followed by taking the pushout marked PO:
O K I
X ′ K X
m∗
o i
kPO FPC m
o′ i′
(82)
We write rm(X) := X ′ for the object “produced” by the above diagram. The process
is called (SqPO)-derivation of X along rule r and admissible match m, and denoted
rm(X)
SqPO⇐===
r,m
X .
Notably, SqPO-type rewriting thus diers from DPO-type rewriting in the
important aspect that nal pullback complements as well as pushouts are
guaranteed to exist in our base category (cf. Assumption 2), whereas pushout
complements may fail to exist in general. A typical example already mentioned
in the introduction concerns the application of a rule that deletes a vertex to a
graph that consists of two vertices linked by an edge:
∅ ∅
A
2 2 e1 2
PO (∗) m: A→1
In DPO-type rewriting, the deletion rule is not applicable along the match pre-
sented, since the square (∗) is not constructible as a pushout complement. In
SqPO-type rewriting however, since the square (∗) is constructible as a nal
pullback complement as presented, the deletion rule is applicable, resulting in
a graph with just a single vertex. This example demonstrates the distinguishing
feature of SqPO-type rewriting over DPO-rewriting, in that the former admits
so-called “deletion in unknown context” (here the implicit deletion of the edge
via application of the vertex deletion rule).
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5.2 The transport construction in the SqPO-type setting
The following theorem demonstrates that the construction Trans as introduced
in Denition 11 is precisely the construction needed in order to implement
“transporting” conditions over linear rules also in the SqPO-rewriting setting.
This quintessential result appears to be new.
Theorem 7 (Transport construction in SqPO rewriting) LetCbeanM-adhesive
category satisfying Assumption 2. Then the transport constructionTrans satises the
following property: for every linear rule r ≡ (O o←− K i−→ I) ∈ Lin(C), for every SqPO-
admissible match (m : I → X) ∈ Msqr (X) of r into an object X ∈ obj(C) and for every
application condition cO over O, in the commutative diagram below
OcO K I Trans(r, cO)
rm(X) K ′ X
m∗
o
PO FPC
i
m , (83)
it holds that
m∗  cO ⇔ m  Trans(r, cO) . (84)
Proof: Due to the recursive nature of the denition of Trans (Denition 11), it
suces to verify the claim on conditions of the form cO = ∃(b : O ↪→ B, cB) (for
b ∈M).
“⇒” direction: Suppose that we are given an SqPO-type rewriting step and a
condition of the form cO = ∃(b : O → B, cB), which by denition of satisability
of conditions according to Denition 8 entails the existence of a morphism
n∗ : B ↪→ rm(X) inM such that n∗ ◦ b = m∗:
O K I
rm(X) K X
B PO FPCcB
m∗ m
b∗
n∗
(85)
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We may then construct the commutative diagram below,
O K I
rm(X) K X
B K ′ C Trans(r, cB)cB
m∗ m
b
n
b∗
n∗
(2) (3)
(1) (4)
, (86)
with the following individual steps taken:
(i) The square (1) is formed by taking pullback, which by the universal prop-
erty of pullbacks entails the existence of a morphism K → K ′. By stability
ofM-morphisms under pullback, the morphisms of the induced span are
inM. Since thus in particular K ′ → K is inM and since K → K is inM,
we conclude by M-morphism decomposition that also K → K ′ is in M.
Moreover, by virtue of pushout-pullback decomposition (Lemma 12(iii)c),
the squares (1) and (2) are both pushouts.
(ii) The square (3) is formed by taking pushout. By universality of pushouts,
there exists anM-morphism n : B → X such that n ◦ b = m. Then invok-
ing vertical FPC-pushout decomposition (Lemma 12(iii)h), the resulting
square (4) is an FPC and n ∈M.
If cB ≡ true, we have thus demonstrated by virtue of satisability of condi-
tions that theM-morphism n satises the condition ∃(b : I ↪→ B,Trans(r, true)),
since by denition of Trans we have that Trans(r, true) ≡ true. If cB is itself nested,
we may proceed by induction in the evident fashion, whence the claim of the
“⇒” part of the theorem statement follows.
“⇐” direction Suppose that we are given the following part of data presented
in diagram (86):
(i) The squares (1) + (2) (a pushout), (2) (a pushout), (3) + (4) (an FPC) and (3)
(a pushout).
(ii) An arrow n ∈M that satises the condition Trans(r, cB).
What is somewhat hidden in this set of data is the fact that the square
(K,K ′, X, I) is a pullback (where the M-morphism K ′ → X is provided as
the composition of the M-morphisms n : B → X and K ′ → B, which are by
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assumption part of the above data). This statement may be veried by con-
structing the commutative cube below left:
K I
K I
K ′ B
K ′ X
m
b
n
K
K I
K X
K ′
FPC m
∃!
(87)
By virtue of Lemma 12(i)c, the right square is a pullback. Since the top square
is a pushout and thus also a pullback, by pullback composition the square
(K,K ′, X, I) (i.e. the composite of the top and right squares) is indeed a pull-
back.
We may then invoke the universal property of FPCs (compare Denition 6)
in the form presented in the right part of (87), which entails that there ex-
ists a morphism K ′ → K (that is unique up to isomorphism). Then by M-
morphism decomposition, as K ′ → X and K → X are inM, so is the morphism
K ′ → K. Consequently, it is possible to invoke vertical FPC-pushout decompo-
sition (Lemma 12(iii)h) to conclude that the square (4) in (86) is an FPC, while
due to pushout-pushout decomposition (Lemma 12(iii)b) the square (1) may be
veried to be a pushout. The latter result entails in particular that by virtue of
stability ofM-morphisms under pushout, the induced morphism n∗ is inM.
In summary, if cB ≡ true, we have veried that n∗  cB, and thus that
m∗  ∃(b : O → B, cB). If cB is nested, we may prove the statement induc-
tively in the evident fashion. 
The detailed structure of the above proof permits to clarify that while the
Trans construction in SqPO rewriting is identical to the Trans construction of
the DPO rewriting setting insofar as the calculation of the transported condi-
tions is concerned, it diers in the precise reasons why it indeed furnishes a
transport construction in the desired sense (i.e. why satisfaction of conditions
is “transported” against the direction of SqPO linear rules as detailed above).
Moreover, since there does not exist a construction that would permit to trans-
port conditions “with” the direction of the linear rules (i.e. in the direction of
43
rule applications), in SqPO rewriting the only degree of freedom in describing
linear rules with application conditions is to transport any conditions a rule
might carry on its output to its input, motivating the following denition:
Denition 17 (Standard form for SqPO-type linear ruleswith applicaiton con-
ditions and for admissble matches) . LetC be anM-adhesive category satisfying
Assumption 2. Let Lin(C) denote the set of linear rules ofC, and Lin(C) the set of linear
rules with application conditions in standard form as introduced in Denition 12,
whence elements of R ∈ Lin(C) are of the form
R = (r, cI) , r =
(
O
o←− K i−→ I
)
. (88)
We then introduce the notion of SqPO-admissible matches for applications of rules
with application conditions to objects under SqPO-type semantics as follows: let X ∈
obj(C) be an object, R ∈ Lin(C) as above a rule with application conditions, and m :
I ↪→ X an element ofM. Since according to Assumption 2 FPCs of arbitrary pairs of
composableM-morphisms exist, the diagram below is always constructible,
O K I cI
Rm(X) K ′ X
m∗
o
PO FPC
i
m
 , (89)
the SqPO-admissibility of m hinges solely on whether the match satises the con-
dition cI of the rule R. We thus dene the set of SqPO-admissible matches for the
application of the rule R to the objectX as
MsqR (X) := {(m : I → X) ∈M | m  cI} . (90)
A benecial side-eect of the former observation is the following corollary,
most statements of which carry over from the DPO-rewriting setting for the
Trans construction:
Theorem 8 (Properties of Trans in SqPO-rewriting) Given anM-adhesive cat-
egory C satisfying Assumption 2, the transport construction Trans has the following
properties:
(i) Units for Trans: LetX ∈ obj(C) be an arbitrary object and cX a condition overX .
Then with ridX ≡
(
X
idX←−− X idX−−→ X
)
∈ Lin(C) the “identity rule onX”, we nd
that
Trans(ridX , cX) ≡ cX . (91)
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(ii) Compositionality of Trans: Given two composable spans ofM-morphisms
r ≡
(
C
b←− B a−→ A
) and s ≡ (E d←− D c−→ C) ,
we nd that
Trans(s,Trans(r, cE)) ≡ Trans(s ◦ r, cE) . (92)
(iii) Compatibility of Shift and Trans:
O
cO
K I
O′ K ′ I ′
o i
PO FPCp∗ p p
o′ i′
, (93)
letting r = (O o←− K i−→ I) and r′ = (O′ o′←− K ′ i′−→ I ′), we have that for all objects
X and for all admissible matches n ∈ Msqr′ (X) of r′ intoX,
n  Shift(p,Trans(r, cO))⇔ n  Trans(r′,Shift(p∗, cO)) , (94)
which we may write more compactly as8
Shift(p,Trans(r, cO)) ≡ Trans(r′,Shift(p∗, cO)) . (95)
Proof: The proofs of the rst two statements take precisely the same shape as
the corresponding proofs of Lemma 7 (units for Trans) and Lemma 8 (composi-
tionality of Trans) for the DPO-rewriting setting, as they are independent of the
underlying type of rewriting. It remains to prove the third statement, which
follows by suitably adapting the proof strategy of Lemma 9 (compatibility of
Shift and Trans in DPO-rewriting). More precisely, construct the diagram below,
where the top part is inserted from the assumption of the lemma, and where
the bottom part constitutes an SqPO-type rewrite step of applying the rule r′
8Note that unlike in the DPO rewriting case, since by Assumption 2 FPCs of arbitrary composable pairs
of M-morphisms exist, it is indeed the case that any M-morphism (n : I ′ → X) ∈ M is an admissible
match for the linear rule without application conditions r′; consequently, the equivalence takes precisely
the form of standard equivalence of application conditions without a constraint of admissibility.
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to X along the match n:
O
cO
K I
Trans(r, cO)
O′ K ′ I ′ Shift(p,Trans(r, cO))
r′n(X) K ′ X
o i
PO FPCp∗ p p
o′ i′
n∗ n nPO FPC
(96)
From hereon, the proof structure is fully analogous to the DPO rewriting case:
since n  (Shift(p,Trans(r′, cO)), m = n ◦ p  Trans(r′, cO). Since the top and bottom
left squares compose into a pushout and the top and bottom right squares into
an FPC, m  Trans(r′, cO) implies that m∗ = n∗ ◦ p∗  cO. Since m∗ = n∗ ◦ p∗,
m∗  cO implies that n∗  Shift(p∗, cO), and since the bottom left and right
squares are of the form of an SqPO-type rewriting step, we nd that indeed
n  Trans(r′, Shift(p∗, cO). The proof of the converse direction follows by reversing
the order of the preceding steps of the proof. 
5.3 SqPO-type concurrent composition of rules with conditions
The second central denition for our rewriting framework consists in the fol-
lowing notion of concurrent composition, which is an extension of a construc-
tion rst introduced in [6] to the setting of rules with conditions.
Denition 18 (SqPO-type concurrent composition) Let C be anM-adhesive
category satisfying Assumption 2. Let Rj ≡ (rj , cIj ) ∈ Lin(C) be two linear rules with
application conditions (j = 1, 2), and let
µ ≡
(
I2
m2←−−M21 m1−−→ O1
)
be a span of monomorphisms (i.e.m1,m2 ∈ M). If the diagram below is constructible
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(if the pushout complement marked POC exists),
O2 K2 I2
cI2
M21 O1 K1 I1
cI1
O21 K ′2 N21 K ′1 I21
cI21
K21
o2
FPC
i2
PO m′2
m2
PO
m1
m′1
o1
POC
i1
PO p1
PB
o21
=
i21
=
(97)
where (in close analogy to the DPO-type rewriting setting)
cI21 := Shift(p1, cI1)
∧
Trans
(
N21 ← K ′1 → I21,Shift(m′2, cI2)
)
, (98)
and if cI21 6= false, then we call µ21 an SqPO-admissible match for the rules with
conditions R2 into R1, denoted
µ21 ∈ MsqR2(R1) .
In this case, we introduce the notation R2 µ21^ R1 to denote the composite,
R2
µ21^ R1 :=
((
O21
o21←−− K21 i21−−→ I21
)
, cI21
)
. (99)
As already noted in [6] for the case of SqPO-type rewriting for rules without
conditions, it might appear surprising at rst sight that there is an asymmetry
in the above denition (in that the left part of the diagram consists of an FPC
and a pushout, while the right part is formed by a pushout complement and a
pushout, respectively), but the precise reason for this denition will become
apparent when considering the concurrency theorem for SqPO-type rules with
conditions in the following subsection.
5.4 SqPO-type concurrency theorem for rules with conditions
To the best of our knowledge, the following key result is the rst of its kind in
the SqPO-rewriting setting:
Theorem 9 (SqPO-type Concurrency Theorem, extended from [6], Thm. 2.9)
Let C be anM-adhesive category satisfying Assumption 2, and let Rj ≡ (rj , cIj ) ∈
Lin(C) (j = 1, 2) be two linear rules with application conditions, and letX0 ∈ ob(C) be
an object.
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• Synthesis: Given a two-step sequence of SqPO derivations
X2
SqPO⇐====
R2,M2
X1
SqPO⇐====
R1,M1
X0 ,
with X1 := r1M1 (X0) and X2 := r2M2 (X1), there exists a SqPO-composite rule
R21 = R2
µ21^ R1 for a unique µ21 ∈ MsqR2(R1), and a unique SqPO-admissible
match n ∈ MsqR (X), such that
R21n(X0)
SqPO⇐===
R21,n
X0 and R21n(X0) ∼= X2 .
• Analysis: Given an SqPO-admissible match µ21 ∈MsqR2(R1) of R2 into R1 and an
SqPO-admissible match n ∈ MsqR21(X) of the SqPO-composite R21 = R2 µ21^ R1
into X0, there exists a unique pair of SqPO-admissible matches m1 ∈ MsqR1(X0)
andm2 ∈ MsqR2(X1) (withX1 := R1m1 (X0)) such that
X2
SqPO⇐====
R2,m2
X1
SqPO⇐====
R1,m1
X0 and X2 ∼= R21n(X0) .
Proof: For the part of the proof pertaining to the concurrency of SqPO-type
rules without application conditions, we will follow the strategy presented
in [6] (where slightly stronger conditions than the ones required according
to Assumption 2 were made, i.e. in [6] C was assumed to be adhesive).
“Synthesis” part of the proof: Suppose we are given rules with application con-
ditions R1, R2 ∈ Lin(C) and SqPO-admissible matches m1 ∈ MsqR1(X0) and m2 ∈
MsqR2(X1), with X1 = R1m1 (X0). This data is encoded in the blue part of the
diagram in (70). Let us begin by constructing the orange parts of (70) as fol-
lows: take the pullback M21 = PB(I2→ X1 ←O1), and then the pushout N21 =
PO(I2←M21 →O1); by universality of pushouts, this entails the existence of
a morphism N21 → X1, which is in M since C is assumed to possess M-
eective unions according to Assumption 2. Next, form the pullbacks K ′i =
PB(Ki → X1 ← N21) (for i = 1, 2), which entails the existence of morphisms
Ki→ K ′i (for i = 1, 2) that are in M due to the decomposition property of M-
morphism. By virtue of vertical FPC-pullback decomposition (Lemma 12(iii)g),
the second from the left bottom and top squares in the back of (70) are FPCs,
while via pushout-pullback decomposition (Lemma 12(iii)c) the second from
the right top and bottom squares in the back of (70) are pushouts. Let O21 =
PO(O2 ← K2→ K ′2), which by universality of pushouts entails the existence of a
morphism O21 →X2; by pushout-pushout decomposition (Lemma 12(iii)b), the
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leftmost bottom square in the back of (70) is a pushout, which also entails by
stability of M-morphisms under pushouts that (O21 →X2) ∈ M. Analogously,
let I21 = PO(K ′1 ←K1 → I1), which entails the existence of a morphism I21 →X0,
and via vertical FPC-pushout decomposition (Lemma 12(iii)h) that the right-
most bottom back square in (70) is an FPC and that (I21 →X0) ∈M.
At this point, note that the bottom row of squares in the back of (70) has
the shape of two consecutive SqPO rewriting steps. Since (m1 : I1 → X0)  cI1
and (m2 : I2 → X1)  cI2 by assumption, we may conclude that m21 = (I21 → X0)
satises m21  c21, with
c21 = Shift(I1→ I21, cI1)
∧
Trans(N21 ← K ′1 → I21,Shift(I2→ N21, cI2) . (100)
To complete this part of the proof, take the pullbacks
K21 = PB(K ′2 ← N21 → K ′1) and K21 = PB(K2 ← X1 → K1) ,
which also induces a morphism K21 → K21. By pullback-pullback decomposi-
tion (Lemma 12(iii)a), the induced square(K21,K21,K1,K ′1) (i.e. the inner right
“curvy” square) is a pullback, which entails by stability ofM-morphisms un-
der pullbacks that K21 → K21 is in M. Then by the M-van Kampen property,
the square (K21,K21,K2,K ′2) (i.e. the inner left “curvy” square) is a pushout.
The composition of the latter pushout (and thus an FPC) square and of the
second bottom square from the left in the back of (70) (an FPC) yields an FPC
square, while the third from the left bottom back square is a pushout (and thus
an FPC), whence, by horizontal FPC decomposition (Lemma 12(iii)e), we derive
that the inner right “curvy” square is an FPC. Consequently, forming the front
left “curvy” square as a composition of pushout squares and the front right
“curvy” square as a composition of FPCs, we have in summary exhibited an
SqPO rewriting step of X0 along the rule O21 ← K21 → I21 and admissible match
m21.
“Analysis” part of the proof: Suppose that we are given an SqPO-composite R21 =
R2
µ21^ R1 of linear rules with application conditions R2 with R1 along the SqPO-
admissible match µ21 = I2←M21 →O1, and that moreover m21 = I21 →X0 is an
SqPO-admissible match of R21 into X0. Forming a SqPO-rewrite step by ap-
plying R21 along m21 to X0 yields the orange parts of the diagram in (70). In
order to prove the claim, we have to demonstrate the existence of two SqPO-
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admissible matches m1 ∈ MsqR1(X0) and m2 ∈ MsqR1(X1), with X1 = R1m1 (X0) and
that X2 ∼= R2m2 (X1) under these assumptions.
We begin by forming the FPC K1 = FPC(K ′1 → I21 →X0), which is guaran-
teed to exist and to yield two M-morphisms K ′1 → K1 and K1 → X0 accord-
ing to Assumption 2. By the universal property of FPCs, there exists a mor-
phism K21 → K1, which by the M-morphism decomposition property is in
M. Horizontal FPC decomposition (Lemma 12(iii)e) entails that the square
(K21,K21,K1,K ′1) (inner right “curvy” square) is an FPC. Next, we take the
pushout X1 = PO(M21 ← K ′1 →K1), followed by forming the FPC
K2 = FPC(K ′2 → N21 → X1) .
Since the inner right “curvy” square (K21,K21,K1,K ′1) is an FPC and the sec-
ond from the right bottom back square in (70) a pushout, the composition
of these two squares is an FPC and thus a pullback. Then by the universal
property of FPCs, there exists a morphism K21 → K2, which is by the M-
morphism decomposition property inM, and by the horizontal FPC decompo-
sition property, the left inner “curvy” square is an FPC. Noting that the square
(K21,K ′2, N21,K ′1) is by assumption a pullback, by pullback-pullback decom-
position so is (K21,K2, X1,K1); thus by theM-van Kampen property, the left
inner “curvy” square is an FPC. Noting that the square is in fact a pushout. The
latter entails by the universal property of pushouts the existence of a morphism
K2 → X2, and then by pushout-pushout decomposition that the leftmost bot-
tom back square in (70) is a pushout (and thus by stability of M-morphisms
under pushouts that (K2 → X2) ∈M).
To complete the proof, note that the rightmost and second from right bot-
tom back squares in (70) are an FPC and a pushout, respectively, thus m21  cI21
(with cI21 dened as in (100)) implies that theM-morphisms
m1 = (X0 ← I21) ◦ (I21 ← I1) and m2 = (X1 ← N21) ◦ (N21 ←I2)
satisfy m1  cI1 and m2  cI2 according to the properties of the Shift and Trans
constructions. It then remains to compose pushout squares and FPC squares
in the top and bottom back of the diagram (70) in order to form the two SqPO
rewriting steps claimed to exist by the statement of the theorem, which con-
cludes the proof. 
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5.5 Associativity of SqPO rewriting with conditions
Based upon the developments presented thus far and on the central result of [6]
(the associativity theorem for SqPO rewriting without rules), we may now state
another key result of this paper. Due to the structural similarities between
the structure of the associativity proof in the DPO- and SqPO-type cases for
rules without application conditions, the following statement is almost verba-
tim equivalent to the corresponding DPO-type statement.
Note that in [6] the assumption was made that C is an adhesive category,
which amounts to a stronger assumption than Assumption 2, since [16] anM-
adhesive category is adhesive if M coincides with the class of all monomor-
phisms. While we suspect that Assumption 2 may in fact be sucient and
that a variant of the proof of the theorem stated below should be constructible
under this weaker assumption, in fact all known examples of categories satis-
fying Assumption 2 coincide with adhesive categories, however we postpone a
possible generalization to non-adhesive categories to future work.
Theorem 10 (SqPO-type Associativity Theorem) LetC be an adhesive category
satisfying Assumption 2. Let Rj ≡ (rj , cIj ) ∈ Lin(C) (j = 1, 2, 3) be three linear rules
with application conditions. Then there exists a bijection between the pairs of admis-
sible matchesMA andMB dened as
MA := {(µ21, µ3(21))|µ21 ∈ MsqR2(R1) , µ3(21) ∈ MR3(R21)}
MB := {(µ32, µ(32)1)|µ32 ∈ MsqR3(R2) , µ(32)1 ∈ MR32(R1)}
(101)
with Ri,j := (ri µij^ rj , cIij ) (and cIij dened as in (61)) such that
∀(µ21, µ3(21)) ∈MA : ∃!(µ32, µ(32)1) ∈MB :
r3
µ3(21)
^
(
r2
µ21^ r1
)
∼=
(
r3
µ32^ r2
)
µ(32)1
^ r1 (102a)
∧ cI3(21) ≡ cI(32)1 (102b)
and vice versa. In this particular sense, the operation . .^ . is associative.
Proof: Referring the interested readers to [6] for the precise details of the
proof for the part of the above statement pertaining to rules without application
conditions, suce it here to quote the result that the following diagram (where
we have also indicated the relevant conditions on rules for later convenience)
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is constructible starting from either of the sets of assumptions, and thereby
proves the bijection for the sets of matches of rules without conditions:
O3 K3 I3 M32 O2 K2 I2 M21 O1 K1 I1
O3 K3 I3 M3(21) O21 K
′
2 N21 K
′
1 I21
O32 K
′
3 N32 K
′′
2 I32 M(32)1 O1 K1 I1
O321 K3 N3(21) K2 N(32)1 K1 I321
acI1acI2acI3
acI32
acI21
acI321
(103)
In contrast to the analogous diagram (74) of the proof of the DPO-type asso-
ciativity theorem, the nature of the various squares in (103) diers at several
positions. For the purpose of proving the part of the SqPO-type associativity
theorem pertaining to the conditions on rules, we thus quote from [6] that
• the third and fourth squares in the front (counting from the left) are a
pushout and an FPC, respectively
• the second to right and rightmost bottom squares are pushouts.
Consequently, it suces to replace the various applications of the DPO-type
compatibility of Shift and Trans (Lemma 9) in the proof of Theorem 6 with its
SqPO-type variant (Theorem 8) in order to obtain a proof of the statements of
the present Theorem 10 pertaining to the conditions on rules. 
6 Conclusion and Outlook
This paper provides a self-contained account of a novel class of rewriting the-
ories, which have the special property of compositionality. Based upon the rich
theory of “traditional” Double-Pushout (DPO) [20, 26, 28, 27] and Sesqui-
Pushout (SqPO) [19, 37] rewriting in the setting of nitaryM-adhesive cate-
gories [36, 29, 16], we lift our earlier results on compositional concurrency and
compositional associativity as developed in [7, 10, 6] into the realm of rewriting
systems with conditions on objects and morphisms.
The technical structure of both the rewriting theory for rules without condi-
tions, and the theory of application conditions on objects and morphisms [38,
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33, 27, 35, 31], required us to reformulate traditional category-theoretical def-
initions, and to provide an in-detail verication (and in part establishment) of
the compatibility of the constructions with the requirements of composition-
ality.
From a technical perspective (referring to Section 2 for full details), it has
proved essential to analyze the requirements on the host categories for both
types of rewriting, namely that it should be nitary, M-adhesive and M-
extensive, with certain additional properties such as the existence of epi-M-
factorizations required as described in Assumptions 1 (DPO-case) and 2 (SqPO-
case).
Our second main contribution consists in a renement of the theory of con-
ditions in M-adhesive categories as presented in Section 3. For categories
satisfying either of the aforementioned assumptions, it is possible to rene a
central construction of the theory of conditions, the so-called shift construction,
into a form that allows one to develop a novel set of results on the interplay of
rewriting rules and conditions. In particular, the transport construction is shown
to possess a compatibility property in interaction with the shift construction,
which is required to ensure compositionality of rewriting with conditions.
This paper thus contains the rst-of-their-kind results on compositional
concurrency and associativity of rewriting with conditions in both the DPO
(Section 4) and SqPO (Section 5) cases. Our proof strategy and techniques
rely heavily on earlier developments in the setting of rewriting without condi-
tions [10, 6] in conjunction with the aforementioned results on the properties
of the rened shift and transport constructions. While admittedly a rather
technical work, we believe that our results could serve as a starting point for
a new generation of developments in the eld of rewriting, in particular in
view of static analysis tasks. Indeed, in most applications of practical inter-
est, idealized data structures such as multigraphs must be restricted to more
rigid structures (such as e.g. site graphs in the Kappa framework [25, 15]) in
order to obtain tractable algorithms of sucient predictive power.First results
in the elds of stochastic mechanics of continuous-time Markov chains based
upon stochastic rewriting systems [7, 10, 6, 8] hint at a great potential of the
framework of compositional rewriting with conditions as presented here.
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A Appendix
A.1 Collection of technical lemmata forM-adhesive categories
In many practical computations in the framework of M-adhesive categories,
one may take advantage of a number of technical results, some of which ele-
mentary, some of which rather specialized (such as in particular the lemmata
pertaining to nal pullback complements (FPCs)). For the readers’ conve-
nience, we provide here the full list of results used in the framework of this
paper. The list is an adaptation of the list provided in [6] from the setting of ad-
hesive toM-adhesive categories. Note also that while the category-theoretical
constructions of objects andmorphisms via pullbacks, pushouts, pushout com-
plements and FPCs are by denition unique only up to universal isomorphisms,
we follow standard practice in simplifying our notations by employing a con-
vention whereby e.g. the pushout of an isomorphism as in (104)(A) is denoted
by “equality arrows” (rather than keeping a notation with generic labels and
∼= decorations on arrows).
Lemma 12 LetC be a category.
(i) “Single-square” lemmas (see e.g. [11], Lem. 1.7): In any category, given
commutative diagrams of the form
A B
A B
f
(A)
f
A A
A B
(B) g
g
A B
A C
f
(C) g
g◦f
A C
B C
a
b (D)
c
, (104)
(a) (A) is a pushout for arbitrary morphisms f ,
(b) (B) is a pullback if and only if the morphism g is a monomorphism,
(c) (C) is a pullback for arbitrary morphisms f if g is a monomorphism, and
(d) If a, b, c ∈M and (D) is a pullback, then A ∼= B.
(ii) special M-adhesivity corollaries (cf. e.g. [27], Lemma 2.6): in any adhesive
category,
(a) pushouts alongM-morphisms are also pullbacks, and
(b) (uniqueness of pushout complements) given anM-morphism A ↪→ C
and a generic morphism C → D, the respective pushout complement A →
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B
b
↪−→ D (if it exists) is unique up to isomorphism, and with b ∈ M (due to
stability ofM-morphisms under pushouts).
(iii) “Double-square lemmas”: given commutative diagrams of the shapes
A B C
A′ B′ C ′
a (1)
d
b (2)
e
c
d′ e′
Z Z ′
Y Y ′
X X ′
w (3) w′
z
v (4)
y
v′
x
(105)
then in any categoryC (cf. e.g. [36]):
(a) Pullback-pullback (de-)composition: If (1) is a pullback, then (1) + (2) is
a pullback if and only if (2) is a pullback.
(b) Pushout-pushout (de-)composition: If (2) is a pushout, then (1) + (2) is
a pushout if and only if (1) is a pushout.
If the category isM-adhesive:
(c) pushout-pullback decomposition ([27], Lemma2.6): If (1)+(2) is a pushout,
(1) is a pullback, and if d′ ∈ M and (c ∈ M or e ∈ M), then (1) and (2) are
both pushouts (and thus also pullbacks).
(d) pullback-pushout decomposition ([31], Lem. B.2): if (1)+(2) is a pullback,
(2) a pushout, (1) commutes and a ∈M, then (1) is a pullback.
(e) Horizontal FPC (de-)composition (cf. [19], Lem.2andLem. 3, compare [37],
Prop. 36):9 If (1) is an FPC (i.e. if (d′, b) is FPC of (a, d)), then (1) + (2) is an
FPC if and only if (2) is an FPC.
(f) Vertical FPC (de-)composition (ibid): if (3) is an FPC (i.e. if (v.w′) is FPC
of (w, z)), then
i. if (4) is an FPC (i.e. if (x, v′) is FPC of (v, y)), then (3) + (4) is an FPC (i.e.
(x, v′ ◦ w′) is FPC of (v ◦ w, z));
ii. if (3) + (4) is an FPC (i.e. if (x, v′ ◦ w′) is FPC of (v ◦ w, z)), and if (4) is a
pullback, then (4) is an FPC (i.e. (x, v′) is FPC of (v, y)).
9It is worthwhile emphasizing that in these FPC-related lemmas, the “orientation” of the diagrams
plays an important role. Moreover, the precise identity of the pair of morphisms that plays the role of
the final pullback complement in a given square may be inferred from the “orientation” specified in the
condition part of each statement.
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(g) Vertical FPC-pullback decomposition (compare [37], Lem. 38): If v ∈M,
if (4) is a pullback and if (3)+(4) is an FPC (i.e. if (x, v′◦w′) is FPC of (v◦w, z)),
then (3) and (4) are FPCs.
If the category isM-adhesive and in addition possesses an epi-M-factorization
andM-eective unions:
(h) Vertical FPC-pushout decomposition: If all morphisms of the squares (3)
and (4) except v are inM, if v ◦ w ∈ M, if (3) is a pushout and if (3) + (4) is
an FPC (i.e. if (x, v′ ◦ w′) is FPC of (v ◦ w, z)), then (4) is an FPC and v ∈M.
Proof: Proofs of all but the very last statementmay be found in the references quoted in
each statement. It thus remains toproveournovel vertical FPC-pushout decomposition
result (in the setting ofM-adhesive categories). To this end, we rst invoke pullback-
pushout decomposition (Lemma 12((iii)d)) in order to demonstrate that since (3) + (4)
is an FPC and thus in particular a pullback, since (3) is a pushout, (4) commutes and
x ∈M, (4) is a pullback.
In order to demonstrate that v ∈M, construct the commutative cube below left:
Z Z ′
Y Y ′
Z Z ′
X X ′
z
w′w
v z
x
y
v′
Z Z ′
Y Y ′
X
w
v◦w (3)
z
w′
v
y
v◦y
(106)
Since the bottom square is the FPC (and thus pullback) (3) + (4), and since the right
square is a pullback via Lemma 12((i)c) (because v′ ∈ M ⊂ mono(C)), by pullback
composition the square(Z ′, Z,X, Y ′) (the right plus the bottom square) is a pullback.
Thus assembling the commutative diagramas shown above right, since by assumption
(3) is a pushout and all arrows except v are inM, invoking the property ofM-eective
unions (Denition 5) permits to prove that also v ∈ M. Finally, by applying vertical
FPC-pullback decomposition, we may conclude that (4) is an FPC. 
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A.2 Some useful consequences of epi-M-facotrizations
Lemma 13 Let C be anM-adhesive category satisfying Assumption 1. Then given a
commutative diagram as below left where a, b ∈M and c is an arbitrary morphism,
A B
C B
c
a
b
A B
E D
C B
e
c
e′
a
m PB
d
m′
b
e e′
A B
A B
E D
C B
a
c d
m′
b
m
a
(107)
then if the epi-M-factorization of themorphism c reads c = e◦m (with e ∈ epi(C) and
(m : E ↪→ C) ∈ M), and if we form the pullbackD = PB(E ↪→ C ←↩ B) (thus inducing
by the universal property a morphism e′ : B → D), then B ∼= D.
Proof: Note rst that by virtue of M-morphisms under pullbacks and by the
decomposition property ofM-morphisms, respectively, one may conclude that
d,m′ ∈ M and e′ ∈ M (since (idB : B → B) ∈ M). Next, form the commutative
cube diagram as depicted in the right part of (107). The left square is a pullback
(Lemma 12(i)c), and so is the top square (Lemma 12(i)a). Since by construction
also the bottom square is a pullback, by virtue of pullback-pullback decom-
position (Lemma 12(iii)a) the right square is a pullback. Thus by stability of
isomorphisms under pullbacks (Lemma 12(i)d), we obtain that D ∼= B. 
A.3 Some useful consequences of (strict)M-initiality
In the case that anM-adhesive category possesses a (strict)M-initial object,
the following useful properties may be derived.
Lemma 14 LetCbeanM-adhesive categorywithM-initial object∅. Then the com-
mutative diagram ofM-morphisms below is both a pushout and a pullback:
A B
A+ C B + C
. (108)
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Proof: Consider the following commutative diagram:
∅ A B
C A+ C B + C
(109)
Since the outer square and the left square are pushouts, according to the pushout-
pushout decomposition property stated in Lemma 12(iii)b, the right inner square is
also a pushout (and thus a pullback). 
Lemma 15 Let C be anM-adhesive category with a strictM-initial object ∅, and
consider the commutative diagrams ofM-morphisms below,
A+∅ A+∅
B + C A+D
(1)[a,∅] [a′,∅]
A+B A+ C
E + F D + C
(2)[a,b] [a,c] . (110)
Then if (1) is a pullback, A ∼= B, and if (2) is a pullback, B ∼= F .
Proof: Consider the following auxiliary commutative diagrams:
A A
A A
B + C A+D
B A
A+B A+ C
B C
E + F D + C
F C
. (111)
The left diagram is formed by taking a pullback to obtain the bottom square,
followed by taking the appropriate pullbacks to form the left and right squares
(which induces the dotted arrow by universality of pullbacks). Since the left,
back and right squares are pullbacks, by pullback-pullback decomposition (see
Lemma 12(iii)a) so is the front square. Then by stability of isomorphisms un-
der pullbacks (see Lemma 12(i)d), A ∼= B. The right diagram is constructed in
precisely the same fashion, thus proving that B ∼= F . 
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The notion of strictM-initiality also plays an interesting role in our frame-
work of conditions on object and rewriting rules studied in the main part of
this paper due to the following result:
Lemma 16 (M-morphisms into binary coproducts) Let C be anM-adhesive
category (forM a class of monomorphisms) that possesses a strictM-initial object
∅ ∈ obj(C). Then for all objects X,Y, Z ∈ obj(C), if there exists anM-morphism X +
Y
f←−↩ Z, then Z ∼= V +W with
V = PB(X ↪→ X + Y f←−↩ Z) and W = PB(Z f↪−→ X + Y ←↩ Y ) , (112)
and consequently (by universality of binary coproducts) f = [v, w] (with v : V ↪→ X
and w : W ↪→ Y both inM).
Proof: Construct the following commutative cube, with the bottom square a
pushout, and where the front and left faces are formed by taking pullbacks
as described in (112) in order to obtain V and W , followed by forming Z ′ =
PB(()V ↪→ Z ←↩ W ), which entails the existence of an arrow Z ′ → ∅ by univer-
sality of pushouts (since the bottom square is a PO):
v
V Z ′
Z W
X ∅
X + Y Y
f
w (113)
By virtue of strictM-initiality of ∅, the existence of the arrow Z ′ → ∅ entails
that Z ′ ∼= ∅. Since the bottom square is a pushout, all vertical squares are pull-
backs and all vertical morphisms are in M, by the M-van Kampen property
the top square is a pushout. Thus Z ∼= V +W by uniqueness of pushouts up to
isomorphisms, and the claim follows. 
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