Abstract. We consider one-dimensional inhomogeneous parabolic equations with higher-order elliptic differential operators subject to periodic boundary conditions. In our main result we show that the property of continuous maximal regularity is satisfied in the setting of periodic little-Hölder spaces, provided the coefficients of the differential operator satisfy minimal regularity assumptions. We address parameter-dependent elliptic equations, deriving invertibility and resolvent bounds which lead to results on generation of analytic semigroups. We also demonstrate that the techniques and results of the paper hold for elliptic differential operators with operator-valued coefficients, in the setting of vector-valued functions.
Introduction
In this paper we consider the following abstract periodic inhomogeneous equation ∂ t u(t, x) + A(x, D)u(t, x) = f (t, x), t > 0, x ∈ R u(0, x) = u 0 (x),
x ∈ R, (0.1)
where A(·, D) := 2m k=0 b k (·)D k is a differential operator of order 2m, with variable coefficients b k : R → C. Further, we enforce periodic boundary conditions on the problem by assuming the given functions u 0 , b k , f (t, ·), for t ≥ 0, k = 0, . . . , 2m, are all 2π-periodic in x ∈ R. Hence, we will be looking for solutions u(t, ·) which also exhibit 2π-periodicity on R, for t > 0. We will also consider the more general setting of vector-valued functions u 0 , f (t, ·), u(t, ·) : R → E, and operator-valued coefficients b k : R → L(E), for an arbitrary Banach space E over C. This more general setting is discussed in Section 6.
Understanding the nature of solutions (i.e. existence, uniqueness and regularity) to inhomogeneous equations of this form is integral to the study of abstract quasilinear equations. In the quasilinear setting, we see that (0.1) takes the form
where the coefficients b k = b k (u, u ′ , . . . , u (2m−1) ), and subsequently the differential operator A, may depend upon the solution u and its lower order derivatives u (j) , j ≤ 2m − 1. Meanwhile, the inhomogeneity f takes the form F(u) = F(u, u ′ , . . . , u (2m−1) ), for some nonlinear mapping F. Several authors have studied abstract quasilinear equations, including [1, 7, 11, 18, 20, 21] . Among the techniques employed to study quasilinear problems, the notion of maximal regularity has proven to be a valuable tool in establishing both qualitative and quantitative results, c.f. [5, 7, 11, 15, 18, 20, 21, 22, 24] . For a specific example of a quasilinear problem to which our results will apply, we reference the axisymmetric surface diffusion flow with periodic boundary conditions, as considered in [10] . In a forthcoming article, the results contained herein will be used to establish well-posedness, regularity and stability results for the periodic axisymmetric surface diffusion flow, a one-dimensional fourth-order quasilinear problem.
Given an elliptic differential operator with periodic coefficients, it is the goal of this paper to show that one can establish (continuous) maximal regularity results in the setting of periodic little-Hölder spaces. Moreover, we assume only minimal regularity conditions on the coefficients b k , lending our results to applications in periodic quasilinear problems. In order to establish maximal regularity, we make use of a result originally proved by DaPrato and Grisvard [12] , which gives a construction of pairs of function spaces with the property of continuous maximal regularity for a given operator, under the assumption that the operator generates a strongly continuous analytic semigroup. Hence, we focus first on showing generation of an analytic semigroup.
In fact, our results will show that elliptic operators with periodic coefficients generate analytic semigroups in the periodic Hölder and little-Hölder settings. However, we focus on the results in the little-Hölder space setting, because we get strong continuity of the semigroups generated, due to density of embeddings in the little-Hölder scale, a necessary condition for applying the results of DaPrato and Grisvard. To the best of the author's awareness, the work contained herein constitutes the first systematic treatment of semigroup generation in the case of variable coefficients for elliptic operators with periodic boundary conditions. A related result for constant coefficients in the periodic setting was proved by Escher and Matioc [14] , see also [19] , where they considered a specific abstract operator of third order, in the periodic little-Hölder setting.
In the process of establishing semigroup generation results, we consider the parameter-dependent elliptic equation
for which we show invertibility in the periodic Hölder and little-Hölder settings, provided Re λ is sufficiently large. Additionally, we establish parameter-dependent estimates on the resolvent of an elliptic operator under minimal regularity assumptions on the cefficients. With invertibility and resolvent estimates, semigroup generation follows from a standard result in semigroup theory, [2] and [16] . One will note that semigroup generation results are sufficient to derive well-posedness for the inhomogeneous problem (0.1) by classic semigroup techniques. However, as stated above, we focus on establishing maximal regularity results, for which the little-Hölder setting is desirable. The paper is organized as follows. In the first section, we express regularity conditions for periodic functions on R, exploiting a connection with functions defined over the one-dimensional torus T, and establish necessary results regarding these spaces. In the second section we state and prove a Marcinkiewicz-type Fourier multiplier result, which is a slight generalization of a result in [8] . In the third section we prove that a simplified operator −A b , with highest-order terms and constant coefficients, generates a (strongly continuous) analytic semigroup on periodic littleHölder spaces. In the fourth section, we extend this result to the principal part −A p , with highest-order terms and variable coefficients, using a partition technique as seen in [4, 6] . In the fifth section, we present a generation result for the full operator, discuss maximal regularity and solutions to the linear problem (0.1). We conclude the paper by discussing the case of vector-valued functions and necessary modifications to our methods for results to carry over to this setting.
Periodic Functions Over R
Given a 2π-periodic functionf : R → C with some known regularity, we can restrictf to an interval of periodicity (the interval [−π, π], for instance) and the full function can still be recovered, i.e. the restricted function f :=f | [−π,π] can be extended periodically to all of R and this extension will coincide exactly with f . Reversing this process, we want to start with a function f : [−π, π] → C and prescribe minimal conditions on f so that the periodic extension exhibits desired regularity on R. In this section, we characterize several regularity classes for periodic functions with respect to their properties on the interval [−π, π].
Let T := [−π, π], where the points π and −π are identified; we denote this point by {π, −π}. Endow T with the metric topology τ generated by the metric
, where a ∧ b := min{a, b}.
(For computational purposes, we follow the convention {π, −π} = π so that d T (x, {π, −π}) = |x − π| ∧ (2π − |x − π|) and {π, −π} ≥ x for all x ∈ T.) Notice that (T, τ ) is a topological group which is isomorphic to the quotient group R/2πZ endowed with the quotient topology. We see, moreover, that T is a complete, compact, metric space and we denote open balls of T by
We will demonstrate how using this metric gives intrinsic regularity conditions for functions defined on T, which can be naturally extended periodically to R.
Regularity on T.
Given a function f : T → C, we define its periodic extensionf
Denote by φ the periodic extension operator taking f defined on T tof defined on R. One can immediately see that φ is bijective from C T to C R per , the space of 2π-periodic functions on R. Now, we define spaces of regular periodic functions over R into which we want φ to map.
Denote by C per (R) and C k per (R) the spaces of 2π-periodic functions over R which are continuous and k-times continuously differentiable, respectively, for k ∈ N 0 := N ∪ {0}; we take C 0 per (R) = C per (R) by convention. Each is a closed subspace of the corresponding non-periodic spaces and are Banach spaces when equipped with the following norms
Moreover, for α ∈ (0, 1) and k ∈ N 0 , we define the space of Hölder continuous functions C k+α per (R) to be those functions
We call [·] α,R the α-Hölder seminorm over R and one can see that C k+α per (R) is a Banach space with the norm
For simplicity of notation, given θ ∈ R + , we define C θ per (R) := C ⌊θ⌋+{θ} per (R), where ⌊θ⌋ denotes the largest integer not exceeding θ and {θ} := θ − ⌊θ⌋.
With the periodic spaces over R established we define the spaces over T as follows.
It follows immediately that C θ (T) is a Banach space and φ is a linear isometric isomorphism from
. It is interesting to note that continuity, differentiability and Hölder continuity can all be defined intrinsically on T, making use of an ordered adaptation of the metric d T , such that φ remains a linear isomorphism. Intrinsic definitions of regularity provide a different perspective for functions over the periodic domain T and setting for regularity independent of periodic extensions. Although the connection between functions over T and periodic functions over R has been used widely in the literature (c.f. [9, 14, 23] ), little attention has been paid to the local conditions and geometry on T, which are important to the partition argument that we use in Section 4. We will state some of the results regarding this intrinsic viewpoint that will be of use later in the paper, in particular we state equivalent definitions for (Hölder) continuity over T and an application of the Mean Value theorem. For simplicity of notation, we denote by d
a) f ∈ C(T) if and only if f is continuous in the metric topology τ .
Proof. a) Follows from direct computation. b) First, assume f ∈ C α (T) and let x, y ∈ T such that x = y, without loss of generality assume x < y (recalling the convention the {π, −π} ≥ x for all x ∈ T). By definition of the metric d T , we see that d T (x, y) is either equal to |x − y| or |(x + 2π) − y|. Now, we examine both cases
Conversely, assume that [f ] α,T < ∞ and consider x, y ∈ R, x < y. Here we consider the following three cases
• if |x − y| ≤ π and there exists k ∈ Z so that x ∈ [π(2k − 1), π(2k + 1)] and y ∈ (π(2k + 1), π(2k + 3)]. Then we have that (
• if |x − y| > π, then we can find l ∈ Z so that |(x + 2πl) − y| ≤ π. Then we have, taking advantage of the periodicity off and the fact that |x − y|
where the last inequality follows from the previous two cases. Therefore, we can see that
x, y ∈ T and assume, without loss of generality, that x ≤ y. As before, it follows that d T (x, y) equals either |x − y| or |(x + 2π) − y|. We consider these two cases separately and see that the claim holds;
Finally, we define the so-called little-Hölder spaces over R and T. We discuss equivalent characterizations and results on little-Hölder spaces, important for maximal regularity and generation of analytic semigroups. For θ ∈ R + \ Z define the periodic little-Hölder spaces over R as
is a closed subspace of C θ per (R) and likewise a Banach space with the inherited norm · C θ (R) , defined by (1.2). Moreover, it follows that the littleHölder spaces are, in fact, Banach algebras, in both the periodic and non-periodic settings. Now, we define h θ (T) := {f ∈ C T : φ(f ) ∈ h θ per (R)}, for θ ∈ R + \ Z. Following Proposition 1.1, one easily verifies that an equivalent definition is
Little-Hölder spaces have been studied by several authors in context with analytic semigroups and maximal regularity, c.f. [11, 14, 15, 20] . The proposition that follows demonstrates two properties of little-Hölder spaces which make them a natural choice for maximal regularity results. Before we state these results, we make a couple of comments on notation. If E and F are Banach spaces, we say that E is continuously embedded in F , denoted E ֒→ F , if there exists a continuous injective operator i : E → F .
Moreover, we say E is densely embedded in
η,∞ denote the continuous interpolation functor of Da Prato and Grisvard, with exponent η ∈ (0, 1), see [2, 20] for reference. The following proposition is the periodic analog of well-known results on little-Hölder spaces over R, c.f. [20] .
Remarks on Proof: a) The proof of this statement is identical to the non-periodic case and can be found in Lunardi, [20, Proposition 0.2.1]. We remark that the approximating functions from C ∞ (R) established in Lunardi's proof, which are convolutions with smooth approximations of the identity, are in C ∞ per (R) in the periodic case. This fact follows from a property of convolutions involving periodic functions. Namely, given a function ϕ and a 2π-periodic function f such that the convolution f * ϕ is well-defined, then the convolution is periodic, as
b) The proof of this statement is identical to the non-periodic case, as demonstrated in [20, Theorem 1.2.17] . Again, this method applies to the periodic case because we consider convolutions of smoothing kernels ϕ t with periodic functions f over R. Hence, the resulting convolutions are contained in C ∞ per (R). 1.2. Periodic Besov Spaces. In order to state the Fourier multiplier theorem upon which our generation results heavily rely, we must first introduce the scale of Sobolev and Besov spaces. We present here a definition of periodic Besov spaces with respect to dyadic-type decompositions, similar to the development in [9] , for more details on these spaces, and equivalent definitions, see Triebel and Schmeisser [23, Section 3.5] .
Following the notation of Arendt and Bu [9] , let D(T) denote the space C ∞ (T) equipped with the locally convex topology generated by the family of semi-norms
We define the space of periodic distributions D ′ (T) := (D(T)) * , the set of all bounded linear functionals on D(T), and we equip D ′ (T) with the weak-star topology over D(T). Now we will investigate how the Fourier transform interacts with these spaces.
Denote by e k the function [x → e ikx ] : T → C, then e k ∈ D(T) for k ∈ Z. For T ∈ D ′ (T), we define the Fourier coefficientsT (k) := T, e −k , where ·, · :
Then the Fourier coefficients of T ϕ coincide with the usual Fourier coefficients for ϕ ∈ D(T), namelŷ
When no confusion is likely, we will denote by ϕ both the function and its induced distribution. Moreover, by [13, Theorem 12.5 .3], we have the Fourier series representation
To define Besov spaces over T, let S(R) be the Schwartz space on R and S ′ (R) the space of tempered distributions on R. Further, let Φ(R) denote the collection of all systems (ϕ j ) j∈N ⊂ S(R) satisfying the properties:
e k has only finitely many nonzero terms, by compactness of the support of ϕ j (we refer to finite series of this form as trigonometric polynomials), and it follows that
Now we define the periodic Besov space
is a Banach space when equipped with the norm
Although the definition of a periodic Besov space depends explicitly upon the choice of system ϕ ∈ Φ(R), it can be shown that (B
), for two systems ϕ, ψ ∈ Φ(R), c.f. [23, Theorem 3.5.1(i)]. Hence, we drop reference to particular systems ϕ ∈ Φ(R) and simply refer to Besov spaces parametrized by 1 ≤ p, q ≤ ∞ and s ∈ R. See [3, 4, 9, 23] for more information on Besov spaces and their properties. We mention one property that comes up in the sequel, c.f. [9, Theorem 3.1 (ii)] or [23, Theorem 3.5.4 (i)].
A Fourier Multiplier Theorem
The Fourier multiplier result that we will need is a slight modification of the result [9, Theorem 4.5 (ii)], which gives sufficient conditions on the symbol of a Fourier multiplier so that the associated operator is continuous from B s p,q (T) to itself. We modify the result to get sufficient conditions for continuity from B s p,q (T) to B r p,q (T) for distinct values of r and s. The modification we apply is the same technique used by B.V. Matioc [19] in altering the result [9, Theorem 4.
Then the Fourier multiplier with symbol
The proof of this result relies upon the following Lemma, which is a simple version of [9, Lemma 4.4]. Here we only consider C-valued functions over R, so that the spaces involved are of Fourier type 2 and the statement is simplified as follows.
holds whenever f ∈ L p (T) is a trigonometric polynomial, where C p is a constant depending only on p, and
Proof of Theorem 2.1: We provide the proof here for the reader's convenience and reference [9, Theorem 4.
and parameters s, r ∈ R, 1 ≤ p, q ≤ ∞ and ϕ := {ϕ j } j≥0 ∈ Φ(R). We follow the same method as Arendt and Bu, with modifications to account for the (possibly nonzero) difference |r − s|, which is zero in the case considered in [9] . To see that T is a bounded operator from B s p,q (T) to B r p,q (T) as stated, it will suffice to show that there exists some constant C > 0 such that the bound
holds uniformly for f ∈ B s p,q (T) and j ≥ 0.
To demonstrate this bound, we define an appropriate sequence of compactly supported continuous functions and take advantage of Lemma 2.2.
, and m j is affine on [k, k + 1] for all k ∈ Z. We define m 0 in a similar manner, where
and, by compactness of supp ϕ j , k∈Z ϕ j (k)f (k)e k is a trigonometric polynomial, for j ≥ 0. Hence, we can apply Lemma 2.2 to see that, for j ≥ 1, the following bounds hold.
Hence, it suffices to show that
} j≥1 is uniformly bounded. From direct computation, one can see that this bound follows from the property supp m j ⊂ [ 
Then, the W 1 2 (T) norms can be bounded explicitly, for all j ≥ 0, and it follows that the operator norm of T , as a bounded linear operator from B s p,q (T) to B r p,q (T), can be bounded in terms of the constants s 1 and s 2 alone.
Ellipticity and Generation of Analytic Semigroups
Having established a setting within which we will look for solutions to the inhomogeneous Cauchy problem (0.1) in Section 1, we turn our attention back to the differential operator A = A(·, D). First, we define ellipticity conditions on a differential operator of order 2m and then we demonstrate our first result regarding generation of analytic semigroups on periodic little-Hölder spaces.
Denote by D := i d dx the elementary differential operator over T and let m ∈ N be an arbitrary positive integer. Now, fix a collection {b k : k = 0, . . . , 2m} ⊂ h α (T) of coefficient functions and consider the differential operator A, acting on h 2m+α (T), defined by
By the embedding property Proposition 1.2(a) and the fact that h α (T) is a Banach algebra, it follows immediately that A maps h 2m+α (T) into h α (T). Now, denote by σA : T × R → C the principal symbol of A, defined by σA(x, ξ) := b 2m (x)ξ 2m . Then we say that A is a uniformly elliptic operator on T if there exists a constant c 1 > 0 such that
In case b 2m is simply a R-valued function, we see that uniform ellipticity is equivalent to the condition b 2m (x) ≥ c 1 for all x ∈ T. Meanwhile, when b 2m takes values in C \ R, uniform ellipticity is equivalent to the more general condition b 2m (T) ⊂ {z ∈ C : Re z ≥ c 1 }. Also notice, by assumption we have b 2m continuous on T, so that there always exists some constant c 2 > 0 for which
Following the notation of Amann [2] , given Banach spaces E 0 and E 1 with 
The method for proving this theorem is inspired by an argument presented by Escher and Matioc in [14] , where they demonstrated that a particular third order operator, associated with Stokesian Hele-Shaw flow, generates an analytic semigroup on periodic little-Hölder spaces. Before we present the proof, we need to state a result which helps establish a connection between little-Hölder spaces and Fourier multiplier results, stated earlier in the scale of Besov spaces. First, if we can apply Theorem 2.1 for the case p = q = ∞, then the identification in Proposition 1.3 gives results on C s (T) which we then need to connect with the little-Hölder spaces h s (T).
Proof. This result is a straight forward consequence of the dense embedding
, we present the proof here for the readers convenience. First, notice that for
, and T f j ∈ C l+r (T) for j ∈ N, by assumption. Therefore, we have T f ∈ C l+r (T) · C l+α = h l+α (T) and the lemma is proved.
Proof of Theorem 3.1. Fix α ∈ R + \ Z, ω > 0 and b ∈ C as indicated, in particular we assume that b ∈ Σ (c 1 , c 2 ) := {z ∈ C : Re z ≥ c 1 } ∩ {z ∈ C : |z| ≤ c 2 }. First, we realize the operator −A b as a Fourier multiplier. Since
we see that −A b is associated with the multiplier symbol (
) is a natural consequence of the embedding C 2m+σ (T) ֒→ C σ (T), for arbitrary σ ∈ R + . In particular, we see that
where c(σ) > 0 is the embedding constant, i.e. f C σ ≤ c(σ) f C 2m+σ for all f ∈ C 2m+σ (T). Now, we focus on showing continuous invertibility of the operator (λ + A b ). We will demonstrate invertibility in the classic Hölder spaces, then apply Lemma 3.2 to get the stated result.
We use Theorem 2.1 and the identification B , which we will show satisfies (2.1), with r = 2m + σ and s = σ. Then r − s = 2m and we have,
If k = −1, then this last term is equal 1 |λ| , which is majorized by 1 ω . For all other k ∈ Z \ {0}, we eliminate dependence on λ, as in claim 1, so that we have Taking p = q = ∞ and r = σ, we see R(λ) ∈ L(C σ (T), C 2m+σ (T)). Meanwhile, it holds that
which demonstrates that R(λ) = (λ + A b ) −1 and
for Re λ ≥ ω, and there is an upper bound
−1 has the associated multiplier symbol
. Now, by the embedding property, Theorem 1.2(a), we can also consider the mapping properties of (λ + A b ) −1 as an operator from h α (T) into itself. Again, we make use of Lemma 3.2 and Theorem 2.1, where now we are taking r = s = σ and p = q = ∞. Moreover, we show that s 1 and s 2 can be bounded independent of Re λ ≥ ω.
Notice that we can find ϑ = ϑ(c 1 , c 2 ) ∈ (0, π 2 ) such that Σ (c 1 , c 2 ) := {z ∈ C : Re z ≥ c 1 } ∩ {z ∈ C : |z| ≤ c 2 } ⊂ S ϑ := {z ∈ C : |arg z| < ϑ}. Moreover, there exists a constant C(ϑ) such that |λ + z| ≥ |λ|/C(ϑ) for all z ∈ S ϑ ∪ {0}, Re λ > 0, since ϑ < π 2 . In particular, we have
Now, considering s 2 , we have the bound
for k ∈ Z \ {0}. Hence,
) holds by application of Theorem 2.1, for λ ≥ ω, σ ∈ R + \ Z. Hence, the claim holds by Lemma 3.2 and we fix a constant
Hence, we see that
Partition and Generation Result
Now that we have generation results for the operator with constant coefficients, we can extend these results to variable coefficients through the following partition and perturbation argument. Here we consider the operator
and we assume that A p satisfies the conditions of uniform ellipticity (3.1). We will show that, under minimal regularity assumptions on the coefficient function b, A p generates an analytic semigroup on h α (T) with domain h 2m+α (T). For the following localization argument, we make use of the fact that T is isomorphic to the (additive) quotient group R/2πZ. In particular, for x ∈ T, we consider the associated coset [x] ∈ R/2πZ, [x] := {x + 2πk : k ∈ Z}. Note that the element x ∈ T is the unique member of the coset [x] contained in the interval [−π, π]; except in the notable case x = {π, −π}, where the points π and −π are both members of the coset [π] and they are identified in T. Moreover, for x ∈ T we see that the inverse element −[x] ∈ R/2πZ corresponds to −x ∈ T. Then, for z ∈ T, define the translation operator T z (y) := y − z, where y − z ∈ T is the unique element in T associated with the coset [y] − [z] ∈ R/2πZ. Note that the metric d T is invariant under translations on T, i.e. d T (T z (x), T z (y)) = d T (x, y) for any x, y, z ∈ T.
Localized Coefficient.
We begin by localizing the function b to open sets of the form B T (z, ε), for z ∈ T and ε ∈ (0, 1 2 ). We define cut-off functions and 'local retractions' which work together to accomplish this goal. For the cut-off functions, choose X ∈ C 1 (T) such that supp X ⊂ (−1, 1) and
2 ] ≡ 1. Then, define X z := X • T z -the cut-off function centered at z ∈ T -and notice that X z ∈ C 1 (T) with supp(X z ) ⊂ B T (z, 1) for every z ∈ T. For our 'local retractions' we define r ε : Then, for z ∈ T arbitrary, we define r z,ε := T −z • r ε • T z , the local retraction centered at z, which maps the closed neighborhood B T (z, 1) to B T (z, ε). Now, given a function b ∈ C T , we combine these 'local retractions' and 'cut-off' functions to define the functions
which essentially compare the local behavior of b against a fixed value b(z). Before we make use of these 'localized coefficients', we establish the following results regarding their regularity.
. Then the following results hold:
Proof. First notice, since b ∈ h α (T), it follows from the intrinsic characterization of little-Hölder spaces (1.4) that for ε ∈ (0, Now, let z ∈ T be a fixed sample point and ε ∈ (0, 1 2 ). To see that b z,ε has the necessary regularity, we make use of Proposition 1.1(c) and Proposition 4.1. In particular, let x, y ∈ T and consider the following cases:
• x, y ∈ B T (z, 1): Then r z,ε (x), r z,ε (y) ∈ B T (z, ε) and
• x ∈ B T (z, 1), y ∈ T \ B T (z, 1): Then X z (y) = 0 and
Together with the trivial case x, y ∈ T \ B T (z, 1) -where X z (x) = X z (y) = 0 -this is enough to see that b z,ε ∈ C α (T) with the α-Hölder norm of b z,ε bounded as
Hence, by the property (4.3) and the inequalities (4.4) and (4.5), we see that
which demonstrates b z,ε ∈ h α (T) as claimed in (a). Now the second claim follows from (4.3) and (4.6).
Partition and Generation
ε , where ⌈a⌉ denotes the smallest integer n such that n ≥ a, a ∈ R. Now, let {x ε,j : j = 1, . . . , n(ε)} ⊂ T be a collection of sample points from T so that x ε,1 = −π and x ε,j = x ε,(j−1) + ε, j = 2, . . . , n(ε). Further, define Ω ε := {B T (x ε,j , ε) : j = 1, . . . , n(ε)}, which is a finite open cover for T, and let Π ε := {π 2 ε,j } ⊂ C ∞ (T) be a resolution of unity subordinate to Ω ε . In particular, Π ε is a collection of infinitely differentiable functions such that supp(π ε,j ) ⊂ B T (x ε,j , ε), j = 1, . . . , n(ε), and
Now we are prepared to prove the following result, which is a generalization of Theorem 3.1 to the case of non-constant coefficients. The method of the proof is motivated by results in [4, 6] .
Lemma 4.3. Let m ∈ N, α ∈ R + \ Z and consider the differential operator
Proof. Fix ω > 0 and b ∈ h α (T). By assumption, there exist constants c 1 and c 2 , with c 2 ≥ c 1 > 0 such that b(T) ⊂ {z ∈ C : Re z ≥ c 1 } ∩ {z ∈ C : |z| ≤ c 2 }.
(i) First we demonstrate that it suffices to prove the result for α ∈ (0, 1). Suppose that the claim holds for α ∈ (0, 1) and let β := α + 1. In particular, we assume b ∈ h β (T) and
is invertible for Re λ ≥ ω and we have the resolvent estimates
for Re λ ≥ ω, for some ω > 0 and some κ ≥ 1. Now, fix λ ∈ C with Re λ ≥ ω and consider f ∈ h β (T). Then f ∈ h α (T), by Proposition 1.2(a), and we define u := (λ + A p ) −1 f ∈ h 2m+α (T). Then u satisfies the equation (λ + A p )u = f and, differentiating this equation, we see that
where, a priori, we know that u ′ ∈ h 2m−1+α (T). However, notice that
. Hence, we see that u ∈ h 2m+β (T) and
Meanwhile, in a similar fashion, we see that
L(h β ) ≤K for Re λ ≥ ω and so the claim holds for β = α + 1. Then, we extend the result to any β > 1, β / ∈ Z, by induction on α.
(ii) Now, we demonstrate the claim for α ∈ (0, 1). By uniform ellipcticity of A p , it follows from Theorem 3.1 that there exists some constant κ = κ(ω, c 1 ,
, κ, ω) for any fixed x 0 ∈ T. Now, fix η so that 0 < η < 1/κ. By Lemma 4.2(b), there exists ε 0 > 0 with associated sampling set {x j } := {x ε0,j } and partition Ω := Ω ε0 = {B T (x j , ε 0 )}, j = 1, . . . , n := n(ε 0 ), such that Moreover, by Lemma 4.2(a) and the fact that h α (T) is a Banach Algebra, the oper-
. . , n. Hence, by [2, Theorem 1.3.1(i)] and (4.8) we can see that perturbations of A p (x j ) remain in the class H, namely
In particular, this implies that {λ ∈ C : Re λ ≥ ω} ⊂ ρ(−A j ) and the resolvent estimates
hold uniformly for Re λ ≥ ω and j = 1, . . . , n. Let Π := Π ε0 = {π 2 j } be a resolution of unity subordinate to Ω, where we also insist that π j h α , π j h 2m+α ≤ M uniformly in j, for some M = M (ε 0 ) ≥ 1. Now, define the composite little-Hölder spaces
Then, it is easy to see that (h σ (T)) n is a Banach space, with the norm topology inherited from ℓ ∞ (h σ (T)). Moreover, we have the following retraction and coretraction
With finiteness of the partition Ω and the properties of the resolution of unity Π,
(4.12) We will make use of R and R C together with the spaces (h σ (T)) n to construct a left and right inverse for (λ + A p ), for Re λ ≥ ω 0 ≥ ω sufficiently large. Toward this goal, we define the following operators:
•
The second expression for B j follows from the fact that supp(π j ) ⊂ B T (x j , ε 0 ) and
, so that A p and A j coincide on supp(π j ). Moreover, the highest order terms are eliminated in B j so that we have
. In this way, we take advantage of the interpolation result for little-Hölder spaces, Proposition 1.2(b), in conjunction with the resolvent estimates (4.9) on A k , to see that
Here, we take advantage of the fact that the continuous interpolation method used in Propostion 1.2(b) is exact. Hence, the C j,k operator norms are bounded as
(4.14)
for Re λ ≥ ω. Notice that supp π k ⊂ B T (x k , ε 0 ) and supp B j ⊂ B T (x j , ε 0 ) for j, k = 1, . . . , n, so C j,k (λ) = 0 for 1 < |j − k| < n − 1. Hence, by (4.14), we can choose
. From the definition and discussion of C(λ) above, we can choose
Hence, by the Neumann series, we see that
Hence, invertibility of (λ + Λ + BR) follows from invertibility of (id (h α (T)) n + C(λ)) and invertibility of (λ + Λ), both of which hold if Re λ ≥ ω 1 ≥ ω. Furthermore, we see that (λ + Λ + BR)
, Re λ ≥ ω 1 . Now, we apply (4.9) to see that
and so, with (4.12), we get the bound
Finally, to see that L(λ) is indeed a left inverse for (λ + A p ), when Re λ ≥ ω 1 . Let u ∈ h 2m+α (T) and π j ∈ Π, then we see that
Hence, it follows, by exhibiting all components for j = 1, . . . , n, that
We make use of the same observations that led to the invertibility of (λ+Λ+BR) in the previous claim. Notice that
, for Re λ sufficiently large. However, this follows by the Neumann series, taking into account the fact that D ∈ L((h (2m−1)+α (T)) n , h α (T)), so that (4.13) implies
Hence, we can choose ω 2 ≥ ω large enough that
) follows from the resolvent estimate (4.15).
With this generation result for the principal operator A p established, we return to the full elliptic operator A. Making use of perturbation results for generators of analytic semigroups, we prove that -A generates an analytic semigroup in the scale of little-Hölder spaces.
, 2m, and suppose the operator
Proof. By Lemma 4.3 and [2, Theorem I.1.2.2] we can find ω > 0 and κ ≥ 1 such that
. Now, fix η so that 0 < η < 1/κ and consider the operator
, we make use of the interpolation inequality, c.f. [2, Proposition I.2.2.1], and Young's inequality to see that
where the last inequality holds for arbitrary ε > 0. Now, if we choose ε > 0 such thatε := cε b 2m−1 h α (T) < η, it follows from [2, Theorem 1.3.1(ii)] that
Now the theorem follows by repeating this argument for the remaining lower-order terms of the operator A.
Remark 4.5. Notice that the results of Theorem 4.4 also hold in the setting of classic Hölder spaces C σ (T), though one must still take coefficients from the littleHölder spaces to preserve smallness of localized coefficients, c.f. Lemma 4.2(b). One notable difference when considering these analogous results in the classic Hölder setting is that the semigroups generated are no longer strongly continuous, due to a lack of dense embeddings in this setting. For the methods leading to maximal regularity that follow, strong continuity of semigroups is necessary, so the results in the little-Hölder setting are required for our purposes.
Maximal Regularity and The Inhomogeneous Problem
Now we return to the task of finding solutions to the inhomogeneous problem
and u satisfies (5.1). Following results of DaPrato, Grisvard and Angenent, we will show how the analytic semigroup generation result of Theorem 4.4 leads to existence and uniqueness of solutions to (5.1), with maximal regularity of solutions. We begin by defining function spaces which define the temporal regularity of solutions (i.e. mapping the interval J into the little-Hölder spaces), then we define a class of maximal regularity and use properties of maximal regularity to demonstrate existence and uniqueness of solutions.
Function Spaces and Maximal
Regularity. Addressing temporal regularity of solutions, let µ ∈ (0, 1], J := [0, T ], for some T > 0, and let E be a Banach space. Following the notation of [11] , we define spaces of functions defined oṅ J := J \ {0} with prescribed singularity at 0. Namely, define
where BU C denotes the space consisting of bounded, uniformly continuous functions. It is easy to verify that BU C 1−µ (J, E) is a Banach space when equipped with the norm · C1−µ . Moreover, we define the subspace
and we set
Now, fix µ ∈ (0, 1] and consider the spaces
where E 1 (J) is a Banach space with the norm
It follows that the trace operator γ : E 1 (J) → h α (T), defined by γv := v(0), is well-defined and we denote by γE 1 the image of γ in h α (T), which is a Banach space when equipped with the norm 
where (·, ·) η denotes the continuous interpolation functor of DaPrato and Grisvard, c.f. [2, 20] , and the interpolation space characterization holds when 2mµ + α / ∈ Z (up to equivalent norms).
For
µ ∈ (0, 1], α ∈ R + \ Z and J = [0, T ] for some T > 0. In particular, we see that E 0 (J), E 1 (J) is a pair of maximal regularity for B if and only if for every (f, u 0 ) ∈ E 0 (J)×γE 1 , there exists a unique solution u ∈ E 1 (J) to the inhomogeneous Cauchy problem with operator B.
Maximal Regularity and Generation of Analytic Semigroups.
Our goal is to show that E 0 (J), E 1 (J) is a pair of maximal regularity for A for arbitrary α ∈ R + \ Z and J = [0, T ], given minimal regularity assumptions on the coefficients b k . In particular, fix m ∈ N and coefficients b k ∈ h α (T), k = 0, . . . , 2m such that A := A(·, D) := k≤2m b k (·)D k satisfies the uniform ellipticity conditions (3.1). The tool we are going to use to prove this maximal regularity result is the following theorem of DaPrato, Grisvard and Angenent, which was originally proved by DaPrato and Grisvard [12] in the case µ = 1 and then generalized to µ ∈ (0, 1) by Angenent [7] .
is a pair of densely embedded Banach spaces and consider an operator A ∈ H(E 1 , E 0 ). Now, set
A η := the maximal E η -realization of A.
It follows that
is a pair of maximal regularity for A η .
It is also a well-known result that A η ∈ H(E 1+η , E η ), c.f. [2, Section III.3.2] . Due to the continuous interpolation spaces constructed in the theorem, we see that we cannot directly derive maximal regularity results for A in h α (T). In particular, when applying Theorem 5.1, the derived maximal regularity results are necessarily in a little-Hölder space with slightly larger exponent than where we assume analytic semigroup generation results. Moreover, it is in general quite difficult to characterize the operator-dependent space E 2 (A), which is in turn dependent upon the regularity conditions imposed on the coefficients b k . However, we are able to take advantage of flexibility in Theorem 4.4, with respect to the regularity exponents, in order to work around these difficulties and prove the following result.
In particular, given any pair (f,
Proof. Fix β ∈ R + \ Z such that β < α < 2m + β and fix η := α−β 2m , then we see that η ∈ (0, 1) and 2mη + β = α. A is trivially realized as an operator from h 2m+β (T) to h β (T) by Proposition 1.2(a), so that, by Theorem 4.4, we know A ∈ H(h 2m+β (T), h β (T)). Now we construct the spaces E 2 , E η and E 1+η as in Theorem 5.1, and we apply Proposition 1.2(b) when possible. Namely, we set
equipped with the graph norm · 2 := A · h 2m+β + · h 2m+β ,
notice that, a priori, we cannot conclude E 1+η coincides with a little-Hölder space without a proper characterization of E 2 . However, by uniform ellipticity of A, with coefficients b k in h α (T), we know that A ∈ H(h 2m+α (T), h α (T)), by Theorem 4.4 again. Meanwhile, by the remark following Theorem 5.1, we see that A ∈ H(E 1+η , h α (T)). Hence, we can find ω > 0 sufficiently large so that
However, it follows that (ω + A)
is an isometric isomorphism, by commutativity. So, h 2m+α (T) and E 1+η coincide, up to equivalent norms, and it follows that E 0 (J), E 1 (J) is a pair of (continuous) maximal regularity for A, by Theorem 5.1, which demonstrates the claim.
Vector-Valued Setting
For the remainder of the paper, let E = (E, | · |) denote an arbitrary (non-trivial) Banach space over C. Again, consider the inhomogeneous problem (0.1) with periodicity enforced. However, suppose that one is given vector-valued functions, u 0 , f (t, ·) : T → E, and operator-valued coefficients, b k : T → L(E). It turns out that, with only minor modifications and appropriate alterations to definitions, the preceding results continue to hold in this more general setting. In this section, we highlight the necessary changes to the preceding theory and state results in this vector-valued setting.
6.1. Vector-Valued Function Spaces. Following common conventions, we denote by C(T, E), C θ (T, E), and h θ (T, E), the classes of regular E-valued functions analogous to the scalar-valued cases defined in Section 1.1, the definitions of which remain essentially unchanged. Moreover, one will note that Proposition 1.2 is a simplified version of [20, Proposition 0.2.1 and Theorem 1.2.17], which were already stated in the vector-valued setting, so there is no trouble in getting these same results for E-valued functions. In order to give an adequate definition of E-valued Besov spaces, however, one will need the concept of vector-valued distributions.
Taking D(T) to be the smooth C-valued functions over T, as before, we define the space of
, E) and we equip D ′ (T, E) with the weak-star topology over D(T). One can see that the same definitions of Fourier coefficients and results on Fourier series representations continue to hold, c.f. [9] . In particular, one can see that, for every f ∈ D ′ (T, E), it holds that
where e k ∈ D(T) has the same definition as before and e k ⊗ y denotes the function [x → e ikx y] : T → E for y ∈ E given. Then, we define the E-valued periodic Besov spaces B s p,q (T, E) as before, by making use of collections of dyadic decompositions Φ(R), and we derive analogous results to those discussed in the scalar setting.
6.2. Operator-Valued Fourier Multipliers. Now, with vector-valued Besov spaces established, we consider Fourier multiplier results in this setting. As discussed in [9] , the Fourier type of the underlying Banach space E will affect the statement of the Fourier multiplier result. To be clear, we are given a sequence (M k ) k ⊂ L(E) and consider the associated (formal) operator
The following multiplier theorem will work for the general case where E is a Banach space with arbitrary Fourier type. We note that Lemma 2.2 does not hold in this general case. Theorem 6.1. Let r, s ∈ R + and 1 ≤ p, q ≤ ∞. Suppose that (M k ) k∈Z ⊂ L(E) is a sequence such that 
A proof of 
) of operator-valued coefficient functions and consider the differential operator A, acting on h 2m+α (T, E), defined by
By the embedding property Proposition 1.2(a) and the regularity assumptions on b k and u, it follows immediately that A maps h 2m+α (T) into h α (T). Now, denote by σA : T × R → L(E) the principal symbol of A, defined by σA(x, ξ) := ξ 2m b 2m (x). We say that A is a normally elliptic operator on T if there exist constants c 1 ≥ 1 and θ ∈ (π/2, π) so that the properties ρ(−σA(x, ξ)) ⊃ Σ θ := {z ∈ C : | arg z| ≤ θ} ∪ {0}
(1 + |λ|) (λ + σA(x, ξ))
hold for all x ∈ T and |ξ| = 1. This definition coincides with the definition of normally elliptic operators presented in [4, Section 3] and one will note that this definition generalizes the notion of uniform ellipticity, as in (3.1). Moreover, as mentioned by Amann in [4] , in the case that E is finite-dimensional, this definition of normal ellipticity is equivalent to the condition that there exist 0 < r < R such that σ(σA(x, ξ)) ⊂ {z ∈ C : Re z ≥ r} ∩ {z ∈ C : |z| ≤ R}, for x ∈ T, |ξ| = 1. Proof. The proof of this result follows the same method used to prove Theorem 3.1, however, in this vector-valued setting, we must derive bounds for the term s 3 before applying our Fourier multiplier result, Theorem 6.1 in this case. Fix α ∈ R + \ Z, ω > 0 and b ∈ L(E) as indicated. Notice that −A b is now associated with the operator-valued multiplier symbol (M k ) k := −k 2m b k ⊂ L(E). Now, we can make formally identical claims to those stated in the scalar-valued setting. , where the condition of normal ellipticity guarantees that Re λ ≥ 0 is sufficient to see that λ ∈ ρ(σA b (x, ξ)). Moreover, in the constant coefficient case, it follows that σA b (x, ξ) ≡ b for |ξ| = 1. Now, the second condition of normal ellipticity, (6.2), gives adequate flexibility to see that λ k 2m ∈ ρ(b) and we conclude thatM k (λ) ∈ L(E) is well-defined, for k ∈ Z. Further, notice thatM
and we make use of the second expression in verifying the conditions of the Fourier multiplier theorem.
Using the resolvent bounds given in the normal ellipticity definition, we see that, concerning the symbol M k (λ) k , we have . Working through the details, one verifies that the s i terms, i = 1, 2, 3, are bounded exactly the same as in Claim 1 above. Hence, the desired result holds, and the proof of the theorem proceeds exactly as in the scalar-valued setting.
6.4. Semigroup Generation and Maximal Regularity. We conclude the paper with statements of our main results in the setting of vector-valued functions. Their proofs are obtained by direct application of the methods employed in the scalar-valued setting, with only minor changes of notation and definitions, which have already been addressed in the preceding parts of this section. Then we get the maximal regularity result. In particular, given any pair (f, u 0 ) ∈ BUC 1−µ (J, h α (T, E)) × γE 1 , there exists a unique solution u ∈ BUC 1 1−µ (J, h α (T, E)) ∩ BUC 1−µ (J, h 2m+α (T, E)) to the inhomogeneous Cauchy problem (0.1) on J.
