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Tato práce se zaměřuje na klasifikaci vysokofrekvenčních vysílačů v závislosti na 
nedokonalostech jejich komponent pomocí algoritmu strojového učení. Práce je 
rozdělena na dvě části - teoretickou a praktickou.V teoretické části je nejprve popsána 
základní struktura vysílače s přímou konverzí a jsou uvedeny nedokonalosti 
rádiového front-endu, které mohou být využity ke klasifikaci. Dále jsou vysvětleny 
vybrané metody strojového učení s učitelem, zejména metoda support vector 
machines a neuronové sítě. Praktická část se zabývá implementací a dosaženými 
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Abstract 
This work focuses on classifying Radio Frequency transmitters depending on their 
Radiofrequency imperfections by using a machine learning algorithm. The thesis is 
divided into two parts – theoretical and practical. The theoretical part can be divided 
into three branches. In the first branch, an overview of the RF transmitter with direct 
conversion is given. In the second one, Possible imperfections in the radio front-end 
are studied. In the third one, some supervised machine learning algorithms were 
explained. A detailed explanation of the support vector machine and neural network 
algorithms is given. The practical part deals with the implementation of support vector 
machines and neural networks in the MATLAB program and the evaluation of results. 
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Rozšířený abstrakt  
 
S nárůstem počtu bezdrátových zařízení se otázka ověření identity komunikujících 
zařízení stává stále důležitější. Tato práce se zaměřuje na klasifikaci vysokofrekvenčních 
vysílačů v závislosti na nedokonalostech jejich komponent pomocí algoritmů strojového 
učení. Ačkoli by jejich nominální parametry měly být shodné, mohou se jednotlivé 
vysokofrekvenční vysílače svými vlastnostmi lišit. Významnou odlišností mohou být 
vzhledem k tolerancím součástek, skutečné (nedokonalé) parametry rádiového front-
endu. Tyto nedokonalosti (například nelinearita výkonového zesilovače, I/Q nevyvážení, 
posun počátku konstelačního diagramu, posun nosné frekvence) lze použít ke klasifikaci 
dat konkrétního vysílače mezi ostatními zástupci. 
 Klasifikace dat je běžným úkolem metod tzv. strojového učení. V první fázi probíhá 
učení/trénování za pomoci trénovací sady dat. Následně je výkonost metody testována na 
testovací sadě dat, kdy v našem případě probíhá klasifikace neznámých vysílačů do 
jednotlivých tříd. 
V teoretické části práce je nejprve popsána základní struktura vysílače s přímou 
konverzí a jsou uvedeny nedokonalosti rádiového front-endu, které mohou být využity ke 
klasifikaci jednotlivých vysílačů. Algoritmy strojového učení se dělí na algoritmy 
strojového učení s učitelem a algoritmy strojového učení bez učitele. Algoritmy 
strojového učení s učitelem, používají trénování na označených datech, zatímco algoritmy 
strojového učení bez učitele předpokládají trénování na datech neoznačených. V této 
diplomové práci jsou vysvětleny vybrané metody strojového učení s učitelem, zejména 
metoda tzv. support vector machines (SVM) a metoda založená na umělých neuronových 
sítích. 
Praktická část práce se zabývá implementací těchto dvou metod v prostředí MATLAB 
a jejich aplikací na problému klasifikace rádiových front-endů, a uvádí dosažené výsledky 
na sadě osmi front-endů softwarově definovaného rádia USRP. 
Postupně byly vytvořeny tři scénáře pro algoritmus SVM: binární klasifikace 
využívající umělá data, binární klasifikace využívající skutečný soubor dat dvou 
samostatných vysílačů, klasifikace více tříd pomoci SVM využívající skutečný soubor 
dat tří vysílačů a poté klasifikace více tříd využívající skutečná datová sady osmi vysílačů. 
Různé kombinace vlastností vysílačů (tj. např. výše uvedené amplitudové a fázové 
nevyvážení kvadraturního modulátoru nebo kmitočtový ofset) pak tvoří dvourozměrný, 
resp. vícerozměrný prostor příznaků SVM klasifikátoru. Tímto způsobem je zjištěno, jaký 
z hardwarových parametrů, resp. jaká jejich kombinace, umožňuje nejspolehlivější 
klasifikaci mezi všemi vysílači. 
Algoritmus neuronové sítě použitý v naší práci představuje tzv. mělkou (shallow) 
neuronovou síť. Nejprve bylo zjištěno jak závisí úspěšnost klasifikace na počtu neuronů, 
a byl určen optimální počet neuronů skryté vrstvy. Podobně jako v případu SVM, byly 
zkoumány různé kombinace příznaků vysílače ve dvourozměrném a trojrozměrném 
prostoru. Tímto způsobem bylo zjištěno, které příznaky umožnují nejspolehlivější 
klasifikaci pomocí neuronové sítě. V závěru byly obě metody klasifikace – SVM a 
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The wireless devices classification based on the transmitter imperfections is one of the 
promising ways to provide additional security to future wireless communication networks 
[1]. These imperfections (such as power amplifier nonlinearity, IQ modulator imbalance, 
constellation origin offset, carrier frequency offset) can be used to classify the data of a 
specific transmitter amongst the others representatives [1]. The main source of these 
imperfections are the analog devices (digital to analog converter, mixer, local oscillator, 
and power amplifier) that are present in the radio frequency front-end. 
  
The main goal of this thesis is to classify radiofrequency transmitters depending on 
their radiofrequency imperfections using a selected machine learning algorithm. Various 
supervised machine learning techniques in the radiofrequency domain can be used for 
this purpose. In this thesis, the support vector machine and the neural network algorithm 
are used.  
                                                                                                                                 
This thesis is divided into six chapters. The primary radiofrequency transmitter chain 
is briefly described in section 2. This section also studies the possible imperfections of a 
typical direct conversion front-end board and describes these imperfections. Section 3 
deals with the presentation of the classification methods and describes some supervised 
learning algorithms, for instance, Support vector machines, k-nearest-neighbor, and 
neural network algorithms. In this section, the main description is based on the SVM and 
the neural network classifier, that will be used to classify the data of transmitters. A 
laboratory measurement workplace used to measure the RF imperfections and to classify 
them is briefly presented in section 4. As the classification was implemented in the Matlab 
environment, section 5 thus includes a brief description of the most important functions 
of this software. Results from Matlab and their discussion are also presented in section 5. 




















2. RADIO FREQUENCY TRANSMITTER 
The radio frequency transmitter creates the radio frequency signal and sends it to the 
antenna (see an example of direct conversion transmitter architecture in Figure.2-1). It 
consists of a digital modulator that produces the in-phase (I) and quadrature (Q) 
components. The I and Q components subsequently go through the digital to analog 
converter (D/A) that converts a digital signal into an analog signal. The low pass filter 
(LPF) only allows signals below its corner frequency to pass. The main application of this 
filter is to suppress the extra high-frequency images that are created by the D/A converter 
[2]. The components on the right colored pink present the Radio Frequency (RF)  front 
end. The output of this transmitter is presented by this equation [2]: 
 
𝑆(𝑡) = 𝐼(𝑡). cos(2Π𝑓𝑐𝑡) − 𝑄(𝑡). sin(2Π𝑓𝑐𝑡)                       (2.1) 
where fc is the local oscillator (LO) frequency. 
 
Figure.2-1:  Simplified block diagram of RF transmitter with direct conversion  
2.1 Radiofrequency front-end  
RF front-end is a module that includes all the components between the D/A converter and 
the antenna. It consists of a Local Oscillator, mixer, and Power Amplifier. 
2.1.1 Local oscillator 
The Local Oscillator (LO) generates a cosine wave and a copy of that signal that is phase-




2.1.2 Quadrature Mixer (quadrature upconverter) 
The mixer mixes the signal from the local oscillator with the incoming I signal and the 
90° shifted signal from the local oscillator with the Q signal to convert them into RF 
signals. 
2.1.3 Power amplifier  
The power amplifier (PA) is a device, which is responsible for amplifying the transmitted 
signal to a necessary power level for transmission to the receiver [2]. 
2.2 Radio Frequency Front-End Imperfections  
The RF signal is influenced by the hardware imperfections of the transmitter. These 
imperfections exist because of the nonlinear behavior of the RF frontend of the transmitter 
and this results in limiting the quality of the signal and degrading it [2].  
Good examples of such imperfections are: 
2.2.1 I/Q imbalance 
This problem appears in analog quadrature mixers that are present in the RF transmitter. 
This is because they are very sensitive to the problem of imbalance between phase and 
quadrature branches [2]. 
I/Q imbalance can be divided into two imbalances: 
2.2.1.1 I/Q Gain Imbalance (GI) 
It is caused by the gain difference between I and Q branches (see Figure.2-2). The gain 
imbalance is given by [2]: 
                                                                  20. log10
𝐼
𝑄
                   (2.1) 
2.2.1.2 I/Q phase imbalance (PI)  
The I/Q phase imbalance occurs when the phase shift between I and Q branches differs 













Figure.2-2: Constellation mapping for QPSK with gain imbalance 
 
 
Figure.2-3: Constellation mapping for QPSK with phase imbalance 
2.2.2 Power Amplifier Nonlinearity 
As we mentioned before, the amplifier amplifies the signal to overcome the path loss, and 
thus the signal can reach the receiver with enough power for successful detection. The 
maximum efficiency for modern PA is achieved closer to its saturation point [3]. This 
results in unwanted effects on the signal that can degrade it. 
2.2.3 Carrier frequency offset 
The Carrier Frequency offset (CFO) exists because of the frequency mismatch between 
transmitter and receiver local oscillators [4]. As a result, the received signal will be 
slightly shifted in frequency. This affects the work of some systems. For instance, in the 




2.2.4  Constellation Origin offset  
The signal from the local oscillator leaks to the input of the power amplifier, in which it 
is amplified. At the receiver side, this results in shifting the center of the constellation 
diagram of the origin, on Inphase and Quadrature axes. 
 























3.  CLASSIFICATION METHODS 
With the increase in the number of connected wireless devices, transmitter identification 
has become an important tool to stop malicious transmitters from impersonation [5]. Each 
radio frequency transmitter differs in its characteristics. They have different RF frontend 
imperfections that can be used for classifying. Classifying data is a common task in 
machine learning. At first, they would learn the data and then classify them into their 
radio transmitter. To do so various machine learning algorithms can be applied. Machine 
learning algorithms are divided into supervised learning algorithms and unsupervised 
learning algorithms [6]. Supervised algorithms are when you train the machine learning 
module with labeled data while unsupervised algorithms are when you train the module 
with unlabeled data [6]. In this thesis, we will talk about supervised learning algorithms. 
For instance, Support vector machines, k-nearest-neighbor, and neural networks 
algorithms. The primary focus will be on support vector machines and neural network 
algorithms. 
3.1 Support Vector Machines 
Support vector machine (SVM) is a supervised machine learning algorithm used for 
classification [7]. The algorithm searches for the optimal hyperplane that best separates 
the data into the classes and that means all data points of one class will be separated from 
those of the other classes. According to the number of classes, SVM classification can be 
divided into Binary classification and Multi-class classification. 
3.1.1 Binary classification 
In this case, the data has exactly two classes and the hyperplane separating the data can 
be either linear (linear classification) or nonlinear (non-linear classification).  
3.1.1.1 SVM in linear separable cases 
Let us assume we have two types of data presented in two-dimensional space. The pink 
data points represent the first class with label 1 and the blue data points represent the 
second class with label -1. The optimal hyperplane (a line for a two-dimensional space) 
can be achieved by choosing the line that has the maximum distance from the nearest data 
points of both classes. The nearest data points are called support vectors. The distance 
between the hyperplane and the support vectors is called the Margin ( see Figure.3-1). 
From the figure, it is evident that the data is linearly separable and that means there are 






Figure.3-1: Linear SVM  binary classification: Hard margin  
From the figure, the equation of the line can be written as follows [8]: 
 
( 𝑤1. 𝑥1) + (𝑤2. 𝑥2) + 𝑏 = 0 ⇒ 𝑤. 𝑥 + 𝑏 = 0      (𝟑. 𝟏) 
where w= (w1,w2) is the normal vector to the line, x= (x1,x2) is the total data points 
considering x1 and x2 as features. b is the offset of the line from the origin. The distance 
between the line passing through support vectors of the first class and the line passing 
through support vectors of the second class (marked as dotted lines) is known as the 
classification interval [8]. The dotted lines are given by [8]: 
 
𝑤. 𝑥 + 𝑏 = 1                        (3.2) 
𝑤. 𝑥 + 𝑏 = −1                     (3.3) 





𝑥𝑝. 𝑤 − 𝑥𝑏 . 𝑤
∥ 𝑤 ∥
 
                                      






                (3.4)                                                                               
where 
𝑤
 ‖𝑤‖  
 is the unit vector of w, xp is the support vector of the pink cluster, and xb is 
the support-vector of the blue cluster.  
To find the best hyperplane with the maximum margin, the classification interval 
should be maximized. In addition, some constraints should be met to classify the data 
points correctly [8]: 
 
𝑤. 𝑥 + 𝑏 ≥ 1            (3.5) 
 𝑤. 𝑥 + 𝑏 ≤ −1            (𝟑. 𝟔) 
These equations mean that all data points on or above the hyperplane would be 




would be classified to the second class with label -1 [8]. To generalize these two equations 
[8]: 
 
𝑦𝑖 . (𝑤. 𝑥𝑖 + 𝑏) ≥ 1                 (3.7) 
where i=1,2,3,……n and yi is the label's value. 
Hence to find the optimal hyperplane, two conditions must be met [8]:  
• ‖w‖ or 
1
2
 . ∥ 𝑤 ∥2 must be minimized  
• 𝑦𝑖. (𝑤. 𝑥𝑖 + 𝑏) ≥ 1 must be met. 
 
3.1.1.2 SVM in nonlinear separable case  
 In the linearly separable case, all data points are classified correctly. But in reality, data 
points are never completely separable. So, some data points will not be classified correctly, 
but the margin is kept as wide as possible so that other data points can still be classified 
correctly [7]. This case is known as the soft margin [7]. So, if there were data points from 
the pink cluster within the blue data points cluster, then the dataset becomes nonlinear 
separable (see Figure.3-2). In this case, to find the optimal line that separates the classes, 
these conditions must be met [8]: 
 




. ∥ 𝑤 ∥2+ 𝐶. ∑𝜉𝑖 )                (3.9) 
where C is the penalty coefficient and ζi. is the so-called slack variable and it represents 
point classification error. 
 
Figure.3-2: Linear SVM binary classification: Soft margin  
3.1.1.3 Non-linear classification  
As mentioned above, some data can be separated linearly even though they include noisy 
data points. But In many cases, the dataset can not be separated linearly. This problem 




more flexible to separate the classes without any errors. To do so non-linear kernel 
functions are used [9]. These kernel functions apply some type of transformations to the 
features and then create new features, thus the non-linear boundary can be found [9]. The 
most popular kernel functions are the Polynomial and Radial Basis Function(RBF). ( see 
Figure.3-3). 
 
Figure.3-3: Binary SVM classification with non-linear decision boundary: RBF 
kernel [10] 
The other solution for a non-linear separable dataset is mapping the data to a higher-
dimensional space, in which the data is separated linearly ( see Figure.3-4). This is known 
as the kernel trick [11]. 
 
Figure.3-4:Non-linear SVM classification using kernel trick [11] 
3.1.2  Multi classification SVM 
SVM is primarily used for binary classification, and its extension to multi-class 
classification is an ongoing research issue [12]. The two most commonly used algorithms 
are one-vs-one and one-vs-all. The one-vs-all algorithm divides the multi-class 
classification module into l  Binary SVM models where l is the number of classes [12]. 
Thus, it should be found l optimal hyperplanes, which each of them separates the data 




one algorithm divides the multi-class classification module into 𝑙.
𝑙−1
2
 binary SVM models 
[12]. Thus, it should be found 𝑙.
𝑙−1
2
 hyperplanes which each of these hyperplanes 
separates the data points between every two classes ( see Figure.3-6). 
 
 
Figure.3-5: one-vs-all ( based on [13] ) 
 
Figure.3-6: one-vs-one (based on [13]) 
3.2 K-Nearest Neighbor (KNN) classification 
The principle of the KNN algorithm is simple, each data point is assigned the class most 
commonly found among its neighbors [14]. The number of neighboring points through 
which we want to determine the class of the data point is defined by the k parameter [15]. 
Let us assume that two classes are presented in two-dimensional space and we want to 
find out the class of the redpoint. Let's say that k=4 then that class will be the class of the 
four adjacent points inside a circle whose center is that redpoint (see Figure.3-7). In this 
case, the red point will belong to the green class. The KNN algorithm should not be used 






Figure.3-7: KNN classification 
3.3 Neural Networks 
Neural networks (NNs) imitate the mechanism of the human brain. As it is known, the 
brain is a network of neurons, where the association of these neurons forms specific 
information. The neural network is a network of thousands of nodes. The principle of 
processing the information by the node is as follows: the input values are multiplied by 
the weights before entering the node and then apply the results to a non-linear function 
(the activation function), mapping them to the output [16] (see Figure.3-8).  
 
 
Figure.3-8: The neuron structure [15] 
Popular neurons activation functions are: Sigmoid function, Tanh function and 








                        
                   (b)                                                                                (c)                       
 Figure.3-9: The activation functions: (a) Sigmoid function. (b) Tanh function. 
(c) ReLU function  
The different types of NNs can be created by different types of connections among 
nodes. Most of today’s neural networks used a layered connection where the neurons are 
connected to the sites by three layers: the input layer, one or multiple hidden layers, and 
the output layer [16]. According to the number of hidden layers, the neural networks can 
be divided into shallow neural networks and deep layer networks. The main difference 
between them is that Shallow NNs usually have only one hidden layer as opposed to deep 
NN, which has several hidden layers(see Figure .3-10) [17]. 
 
The principle of using neural networks for classifying data with the least possible 
error is as follows: the nodes of the input layer receive the input signal with the initialized 
input weighs and processing them by the nodes in the first hidden layer then transmitting 
them to the nodes of the second hidden layer and so on until they arrive at the output 
layer, where the classification decision is made [17]. This output decision is compared 
with the actual classification and if they do not match, then the network parameters are 










                                                            (b) 
 
Figure.3-10: Simplified diagram of Neural network : (a) shallow neural 
network. (b) Deep neural network 
 
 












4.  MEASUREMENT SETUP  
As explained in the previous chapters, the main goal of the presented work is to classify 
the RF transmitters depending on their RF imperfections by using a selected machine 
learning algorithm. To do so, a laboratory workplace was established by Martin Pospisil 
from DREL, BUT [18]. This workplace consists of the PC that controls one of the 
universal software-defined radio (USRP) devices that emit an RF signal with specific 
features. The signal is received by a detector (antenna or direct cable connection) and 
Vector Signal Analyzer (VSA) Rohde&Schwarz FSVR with digital demodulation 
capability to estimate the RF signal's features suitable for wireless device authentication 
[18]. The features selection and their classification are done on the recognition system by 
Matlab software (see Figure.4-1). 
 
 
Figure.4-1: Laboratory workplace for  sending and receiving the Rf signal [18] 
 
A set of measurements was performed on a sample of eight different USRP N200 
transmitters by Martin Pospišil [19]. As we know, the USRP radio consists of a mainboard 
and a front-end board. The combination of these boards in each transmitter is shown in 
Tab.4-1. The main parameters that were set for the transmitted signal and the VSA are 
summarized in Tab.4-2. 
 
Tab.4-1:  The combination of the mainboard and front-end board 
 Mainboard Mainboard serial 
number 
Front-end name Front-end serial number 
RF1 N200 rev.2 E7R11YEUN     SBX rev.3.0 E8R11YCXS 
RF2 N200 rev.2 E7R11YEUN SBX rev.5.1 F4D019 
RF3 N200 rev.2 E7R11YEUN WBX rev.3.0 EAR23T4XW 
RF4 N200 rev.2 E7R11YEUN WBX rev.3.0 EDR1EV3XW 
RF5 N200 rev.4 E6R14U6UN WBX rev.3.1 EDR1EV3XW 
RF6 N200 rev.3 EBR10ZAUN WBX rev.3.0 E2R19X9XW 
RF7 N200 rev.4 E5R14U6UN WBX rev.3.1 EDR1EV1XW 






Tab.4-2:  The main parameters that were set for the transmitted signal and the 
VSA 
 Transmitted signal  
 Power 
[dBm] 




RF1 -1 10 1 QPSK 
RF2 -1 16 1 QPSK 
RF3 -1 24 1 QPSK 
RF4 -1 24 1 QPSK 
RF5 -1 24 1 QPSK 
RF6 -1 24 1 QPSK 
RF7 -1 24 1 QPSK 
RF8 -1 24 1 QPSK 
 
 VSA setting 








RF1 1800 -4.71 20 100 
RF2 1800 4.2 20 100 
RF3 1800 6.34 25 100 
RF4 1800 7.07 25 100 
RF5 1800 5.24 25 100 
RF6 1800 5.24 25 100 
RF7 1800 6.46 25 100 
















5.  IMPLEMENTING SVM AND NEURAL 
NETWORK WITH MATLAB 
In this chapter, the practical side of the RF transmitters classification will be discussed, 
where SVM and neural network algorithms are used. The first and second sections explain 
some Matlab functions that are used to implement the SVM and Neural network 
algorithms. In the last section, the outputs of applying SVM for classification is discussed 
and compared with the outputs of applying neural network. The main steps for developing 
such an SVM and neural network algorithms by Matlab software are:  
 
• Create a synthetic or use the measured dataset 
• Split the dataset into training data and testing data    
• Train the classifier with the training data   
• Evaluate the algorithm by using the testing data. 
5.1 The implementation of the SVM algorithm in Matlab 
5.1.1 scenario 1: Build a simple SVM with artificial data 
To illustrate how the SVM algorithm works, I tested first a simple case of a support vector 
machine classifier with artificial data corrupted by the white gaussian noise generated by 
the randn function. At first, the data were chosen to be linearly separable. Then a noise 
with varying dispersion was added to the data to investigate how the classifier 
performance varies as the dataset distribution changes. Some functions used in the code 
will be explained in the next section.  
 
5.1.2 scenario 2: Build a SVM code with real data for binary 
classification          
In this scenario, a support vector machine binary classifier is built in Matlab and tested 
with the example measured data of transmitters RF1 and RF4. The steps are as follows: 
 
• Step 1: Load the data  
The measured dataset is stored in eight folders. You can select the file path on 
your computer to get to the folders.  
     
• Step 2:  Select the features to be classified by the SVM algorithm for 
each transmitter 
 
The features that can be selected are:  
CFO [Hz], gain imbalance [dB], IQ imbalance[dB], origin offset [dB], phase 




           
       Here, we have chosen only two features at once for each transmitter because  
                 the classification is binary and they will be presented in 2D plots.  
 
• Step3:Train an SVM classifier using the Linear kernel and the box 





                  In this case of binary classification, an SVM classifier is trained by the fitcsvm  
                  function. This function takes the data matrix and the classes matrix as inputs 
                  and returns a classifier SVM object, which is stored in SVM variable. The  
                  dataset in the Data variable where the CFO and the gain imbalance have been 
                  used as the SVM features is not entirely separable. For this reason, The  
                  BoxConstraint parameter is used. The BoxConstraint parameter presents the 
                  penalty coefficient C which is mentioned in chapter 3.1.1.3. Boxconstraint is    
                  equal to 1 by default. It has been noticed that the bigger the C, the fewer 
                  fewer support vectors the decision boundary will depend on. The best fit was   
                  obtained at C = 500.        
        
•  Step4: getting the support vectors by  using the parameter     
SupportVectors provided in the  SVM module 
 
SupportV= SVM.SupportVectors;  
 




       There are several software functions for efficient formulation the decision  
                   boundary. I use the fitclinear function to find the parameters of the decision 
                   boundary. The fitclinear function takes the data matrix and the class matrix     
                   as inputs and returns a train linear classification module. It has been noticed 
                   that the Beta parameter and Bias parameter of the fitclinear module represent  
                   the parameters of the decision line.  
 





As mentioned in chapter 3.1.1, the equation of the decision line is as follows: 
              𝑤1. 𝑥1 + 𝑤2. 𝑥2 + 𝑏 = 0 ⟹ 𝑥2 =
−(𝑤1. 𝑥1 + 𝑏)
𝑤2
 
            Here, LinearR.Beta(1) and LinearR.Beta(2) represent the w1 and w2  





• Step7:Finding the Margin 
 
       M1=(LinearR.Beta(1)*SupportV+LinearR.Beta(2)*.. 
        SupportV+ LinearR.Bias)/ LinearR.Beta.*… 
        (LinearR.Beta)'; 
 
       The margin is simulated according to the distance of the line from the support 
                  vector point. The Margin is given by this equation:  
𝑤1.𝑥1+𝑤2.𝑥1+𝑏
∥𝑤∥
  where x1 
                  are the support vectors. 
. 




• Step9: Receiver Operating Characteristic (ROC) curve  
 
       SVMtest= fitcsvm(DataTest,ClassTest)  
        mdlSVM = fitPosterior(SVMtest); 
        [lable,pro_svm]= resubPredict(mdlSVM); 
        [Xsvm,Ysvm] = perfcurve(ClassTest,... 
        pro_svm (:,mdlSVM.ClassNames),'true'); 
 
            ROC curve is used to evaluate the performance of the used SVM classifier  
            where the false positive rate and the true positive rate were found by the  
            perfcurve function. In our case (binary classification between two    
            transmitters), the false-positive rate and the true positive rate can be explained  
            byTab.5-1. 
 
 Tab.5-1: The true positive rate and the false positive rate 
The real classification The output classification Probability 
Transmitter1 Transmitter1 the true positive rate 
Transmitter1 Transmitter2 the false-positive rate 
Transmitter2 Transmitter2 the true-positive rate 
Transmitter2 Transmitter1 the false-positive rate 
 
5.1.3 scenario 3: Build a SVM code with real data for multi-
class classification  
In this scenario, a support vector machine multi-class classifier is built in Matlab with the 
measured data of the transmitters. The steps are as follows: 
 
• Step1: Select the features to be classified by the SVM algorithm for each 
transmitter 
                  During the first experiments, two features were chosen. In the subsequent  




                  performance varies as the number of used features changes. 
 
• Step2: Create a template for a binary SVM using the function 
templateSVM 
 
template = templateSVM( 'Standardize',1); 
 
• Step3: Train an SVM classifier for multi-class classification 
 
                   SVMMul=fitcecoc(Data,Class,'Learners',template); 
 
        In the case of multi-class classification, the SVM classifier is trained by the 
                  fitcecoc function. This function takes the data matrix,and the classes matrix as  
                  inputs and returns error-correcting output codes ( ECOC) classifier which is 
                  stored in SVMMul variable.  
 
• Step4: Get the decision boundary parameters and find the appropriate 
function 
   
for i = 1:length(SVMMul.BinaryLearners) 
svm = SVMMul.BinaryLearners{i}; 
%in the case of 2 features 
x1vals = linspace(min(DataAll(:,1)),max(DataAll(:,1)));  
func =@(x1)-svm.Beta(1)/svm.Beta(2) * ((x1-
svm.Mu(1))./svm.Sigma(1)) - svm.Bias/svm.Beta(2);  




                 This script is written according to the one-vs-one algorithm, as mentioned in  
                 chapter 3.1.2. BinaryLearners is an SVMMul property to get the parameters                                 
                 for the decision boundary where each binary learner works with two classes.    
                 The decision boundary can be a line (in the case of choosing two features for 
                 classification) or a hyperplane (in the case of choosing three features). The  
                 following script applies to the first case. 
 
• Step5: Greate the confusion Matrix to evaluate the performance of the 




                This function plots a confusion matrix for the true labels Truelabels and  




5.2 The implementation of Neural network algorithm in 
Matlab 
This section introduces a brief description of some neural network Matlab functions used 
for classification:   
 
• Determine the number of neurons in the hidden layer of the neural network  
classifier  
 
              net= patternnet(20); 
 
     Here, the number of neurons in the hidden layer is equal to 20.  
 
• Train a neural network classifier 
 
            net = train(net,DataAll,Class); 
 
• Classify data and evaluate the performance of the  neural network classifier 
 
              y= net(Data); 
 
            The net function takes the data matrix as input and  returns the predicted label of  
            the data where it is stored in the y variable. 
 
      plotconfusion(tru,pre); 
 
      this function plots a confusion matrix for the true labels tru and predicted labels  
             pre. 
5.3  Results  
The following section describes the outputs of applying the classification by SVM and 
neural network algorithms in Matlab.  
 
The SVM algorithm is discussed and its performance is shown in Figure.5-1 to 
Figure.5-17. In these figures, the points enclosed in the yellow circles are the support 
vectors we have found. 
  
 From Figure.5-1, It is evident that the data are linearly separable. In this case. the 
SVM classifier best separates the data into two classes and thus there will be no 







Figure.5-1: SVM binary classification with artificial data( linear separable 
case) 
In Figure.5-2, a white gaussian noise signal with the dispersion of 0.7 is added to the 
data. The dataset then becomes only nonlinearly separable. This case introduces a soft 
margin SVM where some amount of data points are strayed over the line into the margin. 
The line becomes overfitting, resulting in increasing the classification error. 
 
 
Figure.5-2: SVM binary classification with artificial data ( linear non-separable 
case) 
Figure.5-3 presents the ROC curve to evaluate the performance of the used SVM 
classifier. It can be seen, that the performance of the classifier is degraded with increased 






Figure.5-3: ROC curve for better and worse SVM binary classifier with 
artificial data 
In Figure.5-4, the situation of SVM classification based on gain imbalance and 
quadrature error for transmitters RF1 and RF4 is shown. It is evident that these features 




     Figure.5-4: Binary classification for measured data of RF1 and RF4 (linear 
separable case) 
Figure.5-5 presents the results of SVM classification based on the gain imbalance and 
the CFO. It can be noticed that the number of support vectors is increased when the 




the overfitting. From the figure, it is possible to see that over-fitting still occurs even 
though the C parameter was tuned. The reason for this is the used linear kernel function.  
This problem can be solved by using an additional feature for classification where the 
data becomes linearly separable. In this case, the added feature is quadrature error (see 




Figure.5-5: Binary classification for measured data of RF1 and RF4. The CFO and 
the gain imbalance have been used as the SVM features 
 
 
Figure.5-6: Binary classification for measured data of RF1 and RF4. The CFO, the 





Figure.5-7, Figure.5-8 present various ROC curves and confusion matrix for binary 
classification between transmitter RF1 and transmitter RF4, transmitter RF3 and 
transmitter RF4, and transmitter RF1 and transmitter RF2 where the CFO and the gain 
imbalance have been used as the SVM features. The ROC curves and the confusion matrix 
are used to evaluate the performance of the SVM classifier. Each row in the confusion 
matrix corresponds to the predicted class and each column corresponds to the true class. 
It is possible to see that the best performance of the SVM classifier is obtained when 
classifying between RF1 and RF4 transmitters where the classifier works ideally because 
the selected data for evaluating the SVM classifier were almost linearly separable (the 
confusion matrix shows that the total classification accuracy is equal to 99.9%). The worst 
performance of the SVM classifier is obtained when classifying between transmitter RF3 
and transmitter RF4 because of the high data overlapping between these transmitters ( the 
confusion matrix shows that the total classification accuracy is equal only to 61%). 
 
    
(a)                                               
 
                                (b) 
 
                                                                    (c) 
 
Figure.5-7: ROC curves for binary SVM classification: (a) between RF1- RF4. 





                    
(a)                                                                           (b) 
                                          
                                                                      (c) 
Figure.5-8: Confusion matrix for binary SVM classification: (a) between RF1- 
RF4. (b) between RF3- RF4. (c) between RF1- RF2 
     Figure.5-9, illustrates the multi-class SVM classification according to the one-vs-one 
algorithm. The first, second, and third-class present the measured data of transmitters 
RF1, RF4, and RF7, respectively. At first, the classification is done based on the gain 
imbalance and the CFO features then it is done based on the gain imbalance, CFO, and 
quadrature error features. From the figures, it can be seen that the yellow line (or 
hyperplane) separates the data of the RF1 from the data of the RF4 while the red line (or 
hyperplane) separates the data of the RF1  from the data of the RF7. Finally, the green 







                
       Figure.5-9: Multi-class classification for real data of RF1, RF4, and RF7.  
 
Figure.5-10 presents the results of multiclass SVM classification based on the gain 
imbalance and the CFO where eight transmitters are used.  The eight classes present the 
measured data of transmitters RF1, RF2, RF3, RF4, RF5, RF6, RF7, and RF8, 
respectively. The confusion matrix has eight rows and eight columns because the number 
of used transmitters is eight. Each row corresponds to a predicted class and each column 
corresponds to a true class. 720 observations from each of the eight transmitters were 
tested.  
 
The interpretation of SVM performance for the confusion matrix in Figure.5-10 is not 
an easy task and may be misleading.  The emergence of such results can be explained by 





As mentioned in chapter 3.1.2, the multiclass classification problem according to the 
OAO algorithm is decomposed into 𝑙.
(𝑙−1)
2
 binary classifiers, where l is the number of 
classes in the multiclass problem. In our case, the number of  classes is equal to eight and 
thus the binary learners is equal to 28. The classes that each binary classifier works with 
are listed in Tab.5-2 where each column corresponds to a binary classifier for a pair of 
classes i and j. 
In our case, 720 observations for each of the 8 transmitter classes were processed in 
 (l-1=7) binary classifiers. Thus each transmitter can be identified in up to 5040 
occurrences. In the case of correct detection, all these 5040 occurrences will appear on 
the main diagonal of the confusion matrix.  
Moreover, the non-zero off-diagonal elements do not necessarily reflect the poor 
classifier performance, because, for each of 8 transmitter classes, there are 21 binary 
classifiers not considering the true transmitter class, resulting in (720.21= 15120) off-
diagonal occurrences even for correct detection. As consequence, the total classification 
accuracy is disturbed  [20]. 
 
Tab.5-2: The classes that each binary classifier works with 
Learner L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Class i 1 1 1 1 1 1 1 2 2 2 2 2 2 3 
Class j 2 3 4 5 6 7 8 3 4 5 6 7 8 4 
   
Learner L 15 16 17 18 19 20 21 22 23 24 25 26 27 28 
Class i 3 3 3 3 4 4 4 4 5 5 5 6 6 7 
Class j 5 6 7 8 5 6 7 8 6 7 8 7 8 8 
 
 
      
       Figure.5-10: The data distribution for the eight transmitters and their 





       Figure.5-11, presents the results of SVM classification based on the CFO and the 
quadrature error. Visible differences can be seen in the data distribution of the RF3, RF4, 
RF5, RF6, RF7, and RF8 transmitters. There is still high data overlapping between RF1 
and RF2. The explanation of the confusion matrix is similar to the explanation that was 
introduced for Figure.5-10. 
 
  
Figure.5-11: The data distribution for the eight transmitters and their 
confusion matrix. The CFO and the quadrature error have been used as the 
SVM features 
Figure.5-12 presents the results of multi-class classification based on the origin offset 
and the CFO.  The data became better separable after replacing the quadrature error with 
the origin offset.  
 
  
                    Figure.5-12: The data distribution for the eight transmitters and their 





Figure.5-13 presents the results of SVM classification based on the gain imbalance, 




Figure.5-13: The data distribution for the eight transmitters and their 
confusion matrix. The gain imbalance, CFO, and the quadrature error have 
been used as the SVM features 
Figure.5-14 presents the results of SVM classification based on the origin offset, CFO, 
and quadrature error. The dataset is highly separable. It can be noticed that all main 
diagonal of the confusion matrix has almost 5040 occurrences. 
 
  
Figure.5-14: The data distribution for the eight transmitters and their 
confusion matrix. The origin offset, CFO, and the quadrature error have been 







Figure.5-15, Figure.5-16  presents the confusion matrix according to the majority 
voting strategy called ‘MaxWins [21]. 720 observations from each of the eight 
transmitters are segmented into 10 segments of  72 samples. The principle of constructing 
this confusion matrix is as follows: for each segment, all binary classifiers assign the test 
data into its preferred class. Then, the outputs of all binary classifiers are combined to get 
the multiclass prediction such as the predicted class will be the class with the maximum 
probability of occurrences (see Figure.5-17). 
The elements of the confusion matrix represent the probability of prediction for j-th 
class (rows) in the case of transmission by i-th transmitter (column).  
Let us discuss the results in the first column, where the true class is class 1. It can be 
noticed that the SVM classifier seems to work ideally in the case of classification between 
RF1 and RF2 transmitters, although the data of these transmitters are highly overlapped. 
The fact is that the probability of occurrence class 2 data points is very close to the 
probability of occurrence class 1 data points, but according to the MaxWins strategy, the 
winning class will be the one with the highest probability, which is class 1. 
Note that in this particular case, the MaxWins strategy performed well, but this does 
not need to hold in general, in particular when the probability of occurrence of several 
classes is equal or very close to each other.  
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                   Figure.5-15: The data distribution for the eight transmitters and 
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                Figure.5-16: The data distribution for the eight transmitters and their 
confusion matrix. The gain imbalance, CFO, and quadrature error have been 
used as the SVM features 
 
 
Figure.5-17: Simplified diagram of MaxWins strategy. The red  block selects such 
a transmitter having the maximum number of occurrences accumulated overall 
binary learners NLall 
 
the outputs of applying the classification by neural network algorithm are discussed 
as shown in Fig. 5-18 to Figure.5-24. 
In Figure.5-18, a single hidden layered neural network with varying number of 
neurons {1, 20, 40, 60, 80, 100, 120, 140, 160, 180} was tested to know how the neural 
network classifier performance varies as the number of the used neurons changes. Note 
that a very good performance was obtained for the number of neurons equal to 20. It can 
be noticed that using number of neurons greater than 20 does not affect the performance 






       Figure.5-18: Neural network performance as a function of the number of 
neurons in the hidden layer 
Now, the optimal number of hidden layer neurons has been determined (20 neurons). 
To get the results shown in Figure.5-19 to Figure.5-24, the neural network classifier was 
trained with 2 or 3 input neurons ( the number of used features), 20 neurons in the hidden 
layer, and output nodes equal to the number of classes ( eight classes). 
 
Figure.5-19, presents the results of neural network classification based on the gain 
imbalance and the CFO. The confusion matrix has eight rows and eight columns because 
the number of used transmitters is eight. Each row corresponds to a predicted class and 
each column corresponds to a true class. 360 observations from each of the eight 
transmitters are tested. 
 
 From the confusion matrix, it is possible to see that the highest neural network 
performance degradation was observed when classifying between RF3-RF4 transmitters 
(60 to 70% observations misclassified) while the best performance was observed when 
classifying RF5 transmitter (100 % correctly classified). Significant errors also occurred 
in the classification between RF1-RF2. The reason for this is the high data overlapping 
between RF1-RF2, RF3-RF4-RF8 transmitters. Anyway, the total neural network 






Figure.5-19: The data distribution for the eight transmitters and their 
confusion matrix. The CFO and the gain imbalance have been used as the 
neural network features 
Figure.5-20, presents the results of neural network classification based on the CFO 
and the quadrature error. Visible differences can be seen in the data distribution of the 
RF3, RF4, RF5, RF6, RF7, and RF8 transmitters where the data of these transmitters 
became better separable after replacing the gain imbalance with the quadrature error. The 
data overlapping between RF1-RF2 transmitters is increased. The reason for this can be 
the selected features. Selecting other combinations of features may decrease this 
overlapping between RF1-RF2 transmitters. Anyway, the quadrature error can play a 
significant role in the classification between the transmitters where the total neural 
network classification accuracy achieves 91.4%. 
 
  
Figure.5-20: The data distribution for the eight transmitters and their 
confusion matrix. The CFO and the quadrature error have been used as the 




Figure.5-21 presents the results of neural network classification based on the origin 
offset and the CFO. The data distribution of the eight transmitters became better separable 
after replacing the quadrature error with the origin offset. The confusion matrix shows 
that the neural network classification accuracy for each class has high values ( at least 
88.3%). The total neural network classification accuracy is 96.8%!.  
 That is mean the origin offset feature plays the most important role in the 
classification between all transmitters. 
 
  
  Figure.5-21: The data distribution for the eight transmitters and their 
confusion matrix. The CFO and the origin offset have been used as the Neural 
network  features 
Figure.5-22 presents the results of neural network classification based on the gain 
imbalance, CFO, and quadrature error. Compared to Figur.5-19, where only gain 
imbalance and CFO were used for classification, the data of the eight transmitters became 
better separated from each other, and we can see that the total classification accuracy 
became 94.7% while it was 72.6%. This means the distribution of the data in three-
dimensional space makes the classification more robust. However, there still significant 
errors when classifying between RF1- RF2. The reason for this can be the selected 






  Figure.5-22: The data distribution for the eight transmitters and their 
confusion matrix. The CFO, gain imbalance and quadrature error have been 
used as the Neural network  features 
Figure.5-23 presents the results of neural network classification based on the origin 
offset, CFO, and quadrature error. It can be noticed that the data overlapping between 
RF1-RF2 transmitters noticeably decreased. The data of the other classes are almost 





   Figure.5-23: The data distribution for the eight transmitters and their 
confusion matrix. The CFO, origin offset, and quadrature error have been used 
as the Neural network  features 
The purpose of the last figure-Fig.5-24 is to show that even if this shallow neural 
network is trained on a small amount of data (5% of the total dataset), it can provide good 
classification accuracy. This can be that the number of neurons in the hidden layer is quite 
low, but still sufficient to process the input data. This means that the fewer neurons are 








Figure.5-24: The data distribution (0.5 % of the total dataset)  for the eight 
transmitters and their confusion matrix. The CFO, origin offset, and 






















The presented work's primary goal was to classify the RF transmitters depending on their 
RF imperfections using a selected machine learning algorithm. In the theoretical part, we 
first studied the analog devices (digital to analog converter, quadrature mixer, local 
oscillator, and power amplifier) that are present in the RF front end. The possible 
impairments (such as the power amplifier nonlinearity, IQ modulator imbalance, 
constellation origin offset, carrier frequency offset) that can occur in the RF front-end are 
also studied. Then, three supervised machine learning algorithms were presented: SVM, 
KNN, and neural networks. A detailed explanation was about the SVM and neural 
network algorithms.  
In the practical part, The implementation of the SVM and neural network algorithms 
is done in Matlab software with the use of Statistics and Machine learning Toolbox.  
Three scenarios for the SVM algorithm were successively built: a binary classification 
using the artificial data, a binary classification using a real dataset of two individual 
transmitters, a multi-class classification SVM using a real dataset of three transmitters 
and then a multi-class classification real dataset of eight transmitters. From the obtained 
results according to the first scenario, it has been noticed that the SVM classifier has the 
best performance when the dataset is linearly separable. It has also been noticed that the 
performance of the SVM classifier is degraded with increased noise dispersion because 
the data became non-linearly separable. In the second scenario, the SVM algorithm is 
verified by several graphs: plots of gain imbalance versus CFO or, gain imbalance versus 
quadrature error, and the performance is evaluated by a ROC curve and so-called 
confusion matrix. In the case of using only the gain imbalance and CFO as the SVM 
features ( non-linearly separable case), the used tuning penalty parameter C does not 
improve the overfitting. Thus, an additional imperfection (the quadrature error) has been 
added to the classification, making the data linearly separable. Then various ROC curves 
and confusion matrices are generated when classifying between RF1-RF4, RF1-RF2, and 
RF3-RF4 transmitter pairs. The worst SVM classifier performance was observed when 
classifying between RF3 and RF4 transmitters, in which case the confusion matrix 
indicates that the total classification accuracy is equal only to 61.9%. From the obtained 
results in the third scenario, the multi-class classification according to the one-vs-one 
algorithm is implemented. Various combinations of the transmitter features are used in 
two-dimensional and three-dimensional space. The selected features combination were: 
CFO and gain imbalance, CFO and quadrature error, CFO and origin offset, CFO and 
gain imbalance and quadrature error, CFO and origin offset and quadrature error. The 
confusion matrices have been generated for each combination of features. It has been 
noticed that the best dataset separation was in the case of the CFO and origin offset 
selected as the SVM features, while the worst case corresponds to the CFO and the gain 
imbalance as the SVM features (high data overlapping between RF1 and RF2, RF3 and 
RF4 and RF8 transmitters). The confusion matrices and their results have been interpreted 
by explaining how the one-vs-one multi-class algorithm works.   
 
The neural network algorithm used in our work was the shallow neural network. At 
first, the optimal number of hidden layer neurons is determined, which was 20 neurons. 
Then, similar to SVM, various combinations of the eight transmitter features are used in 




network classifier varies as the selected features change and determine which feature is 
the best to get robust classification between all transmitters. In the case of 2D features 
representation, it has been noticed that the worst neural network performance was when 
we have used the CFO and the gain imbalance as the neural network features. The SVM 
classifier misclassified especially the third and the fourth transmitter ( about 60 to 70 % 
of the observations were misclassified). The best performance was observed when we 
have used the CFO and the origin offset as the neural network features. The total 
classification accuracy was 96.8% (all transmitters are classified correctly with a few 
classification errors). In the case of 3D features representation, the best performance was 
observed when using the CFO, the origin offset, and quadrature error as the neural 
network features ( the total classification accuracy was 99.5%).  
Thus, the origin offset feature plays the most important role in the robust classification 
between all transmitters for SVM and neural networks algorithms. 
  
To conclude, the neural network classifier seems, in our case, to give more clear 
results than its SVM counterpart. However, the interpretation of the one-vs-one algorithm 
is quite complicated and its performance seems still not to be good enough for practical 
implementation, especially due to the selected voting strategy. There is a potential for its 
improvement by using advanced techniques, such as presented in [22].   
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The aim of the codes provided in the zip file (The file attached to the main thesis file)  is 
to create SVM and neural network algorithms for classifying the RF transmitters.  
 
Once opened the zip file, you will see 6 folders:  
 
The first folder, which is  Binary SVM classification with the artificial data. Just run it 
and you will see the results. 
The second folder, which is the Binary SVM classification with  real data is divided into 
these subcodes : 
• BinarySVMClassification.m: Run this subcode first. This subcode applies the 
binary SVM classification and generates the ROC curve to evaluate the 
classifier. 
• DataSepar.m: this subcode divides the dataset into training data and testing data. 
The third folder: which is Multiclass  SVM classification with real data is divided into 
various subcodes : 
• MultiSVM8Transmitters.m:  start running this subcode first. 
• Confusiontool.m: the outputs of the Binary classifiers are used to plot the 
confusion matrix. The confusion matrix is plotted with the use of a toolbox in 
Matlab  
• SVMTrain.m: This subcode creates the SVM multi-class classifier. 
• Draw.m: This subcode plots the data of the selected transmitters. 
• DataSepar.m: This subcode divides the dataset into testing data and training data. 
 
The fourth folder, which is the Multiclass  SVM classification with real data according 
to  MaxWins  is divided into various subcodes : 
• MultiClass_Segments.m: start running this subcode first. The subcode applies the 
multi-class SVM classification. The confusion matrix is done according to the 
MaxWins strategy. 
• SVMTestFinel.m: This subcode applies the predict to the data and calculates the 




The fifth folder, which is Multiclass SVM classification with the optimal hyperplanes, 
is similar to the third folder. The difference between them is in this folder; we also plot 
the optimal hyperplanes that separate the classes 
The sixth folder, which is Neural network classification with the real data is divided into 




• NeuralNetworkClassification.m:  start running this subcode first. The subcode 
applies the classification according to the neural network algorithm, It determines 
the optimal number of neurons in the hidden layer. It also plots the confusion 
matrix.  
• DataSepar.m 
• uspesnost.m: calculate the success of the Neural network classifier according to 
the number of neurons in the hidden layer. 
The last folder, which is The measured data of the transmitters, contains the measured 
data of the eighth transmitters that we want to use for classifying. You can select the file 















    
     
    
    
     
    
     
    
  
  
  
  
  
  
  
  
