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    中文摘要                             iii 
摘  要 
如果一个个体被分到了不是其真实状态的类中，就产生了误分类。通常可用
双重抽样的方法来估计误分类的概率。我们用含潜在变量的 Bayes 方法分析了多

















英文摘要                             iv 
Abstract 
Misclassification happened when a subject has been classified into a category 
that does not reflect the subject’s state. In general, double sampling technique is 
useful to analyze the misclassified categorical data. Based on the latent normal 
variable models, we develop a Bayesian method to analyze multivariate ordinal 
categorical data with misclassification. Gibbs sampler and Metropolis-Hastings 
algorithm are used to generate samples from the posterior of the parameters. To obtain 
a rapidly convergent algorithm, the parameter expansion technique is applied to the 
correlation structure of multivariate model. The proposed model and sampling method 
are demonstrated by simulation and are applied to analyze the real data. 
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第一章   绪   论 

















 在 60 年代人们就开始研究误分类数据了(Mote and Anderson，1965 ； Assakul and 
Proctor，1967 ；Press，1968 ; Chiacchierini and Arnold，1977 )。双抽样的方法分
析误分类数据把统计学推向了新的发展阶段( Tenenbein，1970 ；Hochberg，1977 ；
Chen, 1979 ；Espeland and, Odorff，1985 ；Espeland and Hui，1987 ； Palmgren，
1987 ；Buonaccorsi,1990 ； Pepe，1992 ) 。后来人们把研究的变量扩展到象
征性意义的分类变量，例如关于对数线性模型以及对二元响应变量的回归分析
































一、 数据放大法(Data Augmentation) 
设 是观察数据，y θ为未知参数。目的是从θ的后验分布 ( | )f yθ 中抽取θ的随
机数。但直接从 ( | )f yθ 中抽样可能很困难，因此引进潜在变量 ，而把观察数据 放
大到完全数据
z y
( , )X y z= 使得在完全数据 X 下从θ的后验 ( | , )f y zθ 中容易抽样。则可
从下列迭代中实现从 ( | )f yθ 中抽样的目的。 
1．从 ( , ) ( ,Z f Z Y f Y Z )θ θ∝∼ 抽出 ( )iZ ; 
2．从 ( ) ( )( , ) ( , ) (i i )f Z Y f Y Z fθ θ θ∝∼ θ 抽出θ ; 
3．重复 1-2 步。 




法的基本思想是：为了得到后验密度 ( )f yθ 的样本，任意选择一个条件密度函数
'(T )θ θ (称为侯选密度)，采用如下方法产生马氏链： 
1.给定或从某个分布中抽取开始点 0θ ，使得 0( )T yθ > 0 ; 
















4.从标准均匀分布中产生随机数 。如果u min( ,1)u r< 则 1t *θ θ+ = ；否则 1t tθ θ+ = 。 
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三、 狄里希里(Dirichlet)分布： 
设 1( , , )
T
nθ θ θ= 为随机向量，满足： 
(1)  
1







(2) 1, , nθ θ 的分布密度函数为 
11
1111
( ) ,    0, 1, , , 1;
( ) ( )( , , )



















其中 0, 1, , ,i i nβ > = 则称 1( , , )
T
nθ θ θ= 服从狄里希里分布，记作 1( , , )n nDθ β β∼
或 1 1( , , ) ( , , )n nD nθ θ β∼ β 。 
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第二章  多元误分类模型 
§2.1  概 率 结 构 
假定 为1, , pY Y p 个有序的分类变量，每个变量 有 个分类。潜在变量模型
认为 是从一个
iY is
1( , , )
T
pY Y Y= p 维连续型变量 1( , , )
T
pZ z z= 通过下列机制衍生而
来：  
11Y y=        若 11 ,111,1 yy z αα <≤− ，   其中   ； 11 ,,1 sy =
                                               
 1Y py=        若 1, 1 1,p py pz yα α− ≤ < ，    其中   1, ,p py s= ； 
其 中 门 限 参 数 满 足,1 , 1( , , )i
T
i i i sα α α −= +∞=<<<=∞− isiii ,1,0, ααα ，
。若假定 服从均值为pi ,,1= Tpzz ),,(Z 1= 1( , , )Tpμ μ μ= ，协方差阵为 的 p
维正态分布，则 落入单元格 的概率为： 
Ξ
Y 1( , , )Tpy y y=
1 1{ , ,y pp P Y y Y y= = = }p  
1 1 1
1 1 1
1, , 12 2
1, 1 , 1


















, 1 , 1






























并且对所有的 ，规定pi ,,1= i 1 0α =， 。模型（2.1）没有考虑误分类的情况。下面
我们将分别用符号 和 来代表个体Y 真正的和可能错的类别。进一步，记TY FY ( , ; )u vφ θ
为在 的类别为 而被划入单元 的条件概率，即 TY 1( , , )
T
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( , ; ) { | }F Tu v P Y v Y uφ θ = = = 。 
其中θ为参数，则有 
1、 的联合概率分布为 ( , )T FY Y
{ , } ( , ; )T FP Y u Y v u v Puφ θ= = = ⋅ ；                  （2.2） 
2、 的边缘概率分布为 FY
{ } ( , ; )F
u
P Y v u v Pφ θ= = u∑                        （2.3） 
 
§2.2  似 然 函 数 
在误分类概率未知的条件下，我们就采用双重抽样的方法来分析误分类数据。
首先设抽取的样本容量为 N，是采用易错分类得到的；接着在容量为 N 的样本中随
机抽取容量为 n 的样本，用精确的分类器重新进行分类，看作是正确分类的。假设
{ }( ) ( )( ) : 1,k kT FY Y k n=， , 是双重抽样的样本观测值，{ }( ) : 1, ,kFY k n N= + 是易错抽样













L P Y Yφ θ
=
=∏ i ，                     （2.4） 









L u Y Pφ θ
= +
⎡ ⎤= ⎢ ⎥⎣ ⎦
∑∏ 。                    （2.5） 
因为单纯易错样本和双重抽样是相互独立的，所以联合似然函数为 
( )
( ) ( ) ( )
1 2
1 1




T F F uY
uk k n
L L L P Y Y u Y Pφ θ φ θ
= = +
⎧ ⎫⎧ ⎫ ⎡ ⎤= ⋅ = ⎨ ⎬⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭⎩ ⎭
∑∏ ∏i 。     （2.6） 
据此，可对门限参数、相关阵、和误分类概率结构中的参数等进行统计推断。但直
接利用（2.6）对参数推断是非常困难的。我们进一步引进“删失数据”。 
把真实分类{ }( ) : 1, ,kTY k n N= + 和潜在变量{ }( ) : 1, , NkZ k = 看作是“删失数
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k k
T F( )( ) ( )( ) ( ) ( ) ( ), 1 ,
1 1




c ii Y i Y
k i




= Ξ < ≤⎨ ⎬
⎩ ⎭
∏ ∏ i θ  
1
( ) ( ) 1 ( ) ( )2 2
( , ) 1




n k k T k k
u v k
u v z zφ θ π μ μ
− − −
=
⎡ ⎤ ⎡ ⎤
= Ξ − − Ξ⎢ ⎥ ⎢ ⎥
⎣ ⎦⎣ ⎦
∏ ∏ −  













× < ≤∏∏ , k 。             （2.7） 





u v T F
k





化方法（Meng and Rubin，1993[20]; Meng and van Dyk，1999[21]; van Dyk and Meng，
2001[22])。下面利用参数扩展的方法。 
设 D 是一个 pp × 对角矩阵，对所有的 pi ,,1= ，对角元素 。从(2.1)式
可知，在变换 
0>id
,DZZ =∗ ,Dμ μ∗ = ,DDΞ=Ξ∗ iii dαα =
∗




1, , * 1 *2 2
1, 1 , 1












− −∗ ∗ ∗− ∗ ∗
− −
= Ξ − − Ξ −∫ ∫ ∗ 。
可见，概率 yP 保持不变，但上面等式中对协方差阵
∗Ξ 没有任何限制。对于扩展后的
参数 ， 和Tp )1
∗∗∗ = ααα ，，（ ∗Ξ μ∗以及新的潜在变量{ }( ) : 1, , Nkz k∗ = ，完全数据
的似然函数变为 
] { }( ) ( ) ( )( ), 1 ,
, ) 1 1
( , ; ) u v k k
i T
pNn k
ii Y i Y
u v k i
u v I zφ θ α α∗ ∗ ∗
−
= =
⎡ ≤ <⎣∏ ∏∏
（
 









z z *π μ μ
− −∗ ∗ ∗− ∗
=
× Ξ − − Ξ −∑  
] { }( ) ( ) ( )( ), 1 ,
, ) 1 1
( , ; ) u v k k
i T
pNn k
ii Y i Y
u v k i
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1 ( ) * ( ) *2 2
1





etr z zπ μ
− −∗ ∗− ∗ ∗
=
× Ξ − Ξ − −∑ Tμ  
] { }( ) ( ) ( )( ), 1 ,
, ) 1 1
( , ; ) u v k k
i T
pNn k
ii Y i Y
u v k i






        1 * * * 1 * *2 2
1(2 ) { } { ( ) (
2 2
Np N
TNetr A etr z z )π μ
− −∗ ∗− ∗−× Ξ − Ξ × − − Ξ −μ 。  (2.8) 
这里
* ( ) * ( ) *
1




z z z z∗ ∗
=
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第三章  贝 叶 斯 估 计 




1∝）（θπ ，                                (3.9) 
Jeffrey’s 先验          




Ξ ∝ Ξ（ , ） ，                          (3.10) 
        * 1π α ∝（ ） ，                                (3.11) 
并且假定上面的先验分布是相互独立的。 
§3.2  潜在变量的条件分布 
给定观察数据和其他参数时，潜在变量{ }*( ) : 1, ,kz k n= 的条件后验分布为均值
为 *μ ，协方差阵为 *Ξ 的 元的正态分布在超矩阵 上
的截断分布即 














}∗( ) ( )( ) ( ) * ( ) * ( ), 1 ,
1
| Y , , , ~ ( ; , ) { k k
T Ti i
p
k k k k
T ii Y i Y
i
z N z I zα μ μ α α∗ ∗ ∗ ∗ ∗ ∗ ∗
−
=
Ξ Ξ ≤ <∏ 。   (3.12) 
对 ，“删失数据” 和潜在变量 的联合条件分布为  1, ,k n N= + ( )kTY
*( )kz
( ) ( ) ( ) *, , , , ,k k kT FY z Y θ α μ




( ) ( )
( ) ( ) ( ) * ( )
, 1 ,
1
( , ; ) ( ; , ) { k
T
p
k k k k
T F ii Y i Y
i
Y Y N z I zφ θ μ α α∗ ∗ ∗ ∗ ∗
−
=
Ξ ≤ <∏  .      (3.13) 
(3.13)式较复杂，直接抽样比较困难，可利用Metropolis-Hasting算法的独立抽样器来
抽样(Metropolis et al,1953[17];Hastings,1970[18] )。首先从p维正态分布 * * *( ; , )N z μ Ξ
中随机抽取一个观察值
*( )cZ ， 根据CTY
*( )cZ 落入哪一个超矩阵来决定。以概率    
( ) ( ) ( )min{1, ( , ; ) ( , ; )}C k k kT F T FY Y Y Yφ θ φ θ  
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[ ( , ; ] uvn
u v
u vφ θ∏ 。                              (3.14)  
这表明给定 的条件下( ) ( ){( , ) : 1, , }k kT FY Y k N= θ与其它变量相互独立。 
2、 *μ 与 的后验分布 *Ξ
在给定 的条件下，( ){ , 1, ,kz k N= } * *( , )μ Ξ 与数据 和其它参数独立，且   ( )kTY
* * *( )( , | )kp zμ Ξ ∝   
1
* * 1 *( ) * *( ) * * * * 1 * *2
1
1 1| | { ( ) ( )} exp{ ( ) ( )
2 2
N p N
k T k T
k




Ξ − Ξ − − × − − Ξ −∑ }
1 *
* * 1 * * * 1 * *2 21 1| | { } | | exp{ ( ) ( ) ( )}
2 2
N p




− −− −Ξ= Ξ − Ξ × Ξ − − −  
*
*( , ) ( ,pInv Wishart N p A N z N
)Ξ∝ − + ×  ，                         (3.15) 
即正态——逆 Wishart 分布。 
3、门限参数 *α 的后验分布 
在给定完全数据和其他参数的条件下，门限参数α 的后验分布与下面式子成正
比： 
( ) ( ), 1 ,
* *( ) *
1 1
{ }







≤ <∏∏ ∝  
1
1
*( ) ( ) * *( ) ( )
,
1 1




k k k k
i T i i u i T iki u
I z Y u z Y uα
−
= =
= ≤ < = +∏∏ 。 
可见单个门限参数 *,i uα 服从区间  
*( ) ( ) *( ) ( )[max{ : }, min{ : 1}]
i i
k k k k
i T i i T ik
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