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Let V be a convex subset of a normed space and let ε  0, p > 0 be given constants.
A function f : V → R is called (ε, p)-midconvex if
f
(
x+ y
2
)
 f (x) + f (y)
2
+ ε‖x− y‖p for all x, y ∈ V .
We consider the case p ∈ [1,2] and investigate the relations between continuous (ε, p)-
midconvex functions and Takagi-like functions given by
ωp(x) :=
∞∑
k=0
2
2kp
dist
(
2kx;Z) for x ∈ R.
It occurs that functions ωp are optimal (1, p)-midconvex functions. This gives us sharp
estimations for continuous (ε, p)-midconvex functions.
We also compute the maximum of the function ωp for a certain set of parameter values.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In the year 1903 T. Takagi introduced the Takagi function [18]
T (x) :=
∞∑
k=0
1
2k
dist
(
2kx;Z) for x ∈ R
to give an easy example of a continuous nowhere differentiable function. This function was used in various parts of mathe-
matics, see [1,8,10,19].
In this paper we investigate the relations between approximate (mid)convexity and Takagi-like functions of the form
ωp(x) :=
∞∑
k=0
1
2kp
d
(
2kx
)
for x ∈ R,
where d(x) = 2dist(x;Z) (for more information concerning functions of this type see [7]). Notice that ω1 = 2T .
Investigation of approximate convexity has a long history. One should probably begin by mentioning D. Hyers and
S. Ulam [6] who in the year 1952 deﬁned and investigated ε-convex functions. Since then many papers on this subject
have appeared. Two trends in this papers can be pointed out. One is focused on investigation of the regularity properties
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730 J. Tabor, J. Tabor / J. Math. Anal. Appl. 356 (2009) 729–737(mainly differentiability) of approximately convex function (for more references see [11,16]). The other concerns, roughly
speaking, estimations of the bounds which satisfy approximately convex functions, see for example [12].
Our considerations lie in the second current and are motivated by the fact that Takagi-like functions appear naturally in
the investigation of approximate convexity [2–5,12,17]. To explain the problems brieﬂy we will need the following deﬁni-
tion [3–5].
Deﬁnition 1.1. Let V be a convex subset of a normed space and let ε  0, p > 0 be given constants. We say that a function
f : V → R is (ε, p)-midconvex if
f
(
x+ y
2
)
 f (x) + f (y)
2
+ ε‖x− y‖p for x, y ∈ V . (1)
The function f is called (ε, p)-convex if
f
(
tx+ (1− t)y) t f (x) + (1− t) f (y) + ε‖x− y‖p for x, y ∈ V , t ∈ [0,1].
A. Házy and Zs. Páles considered in [4] the case p = 1 and proved that if f : V → R is a continuous (ε,1)-midconvex
function then the following inequality holds:
f
(
tx+ (1− t)y) t f (x) + (1− t) f (y) + εω1(t)‖x− y‖ for t ∈ [0,1], x, y ∈ V .
It yields a natural question if in the class of continuous (ε,1)-midconvex functions the above estimation is optimal.
Z. Boros [2] proved that ω1 is (1,1)-midconvex, which by the observation of Zs. Páles [12] gives the positive answer to
the above question.
In this paper we are going to study a similar problem for p ∈ [1,2]. The case p > 2 is not interesting as it leads to
convexity, see [14,15], with the case p ∈ [0,1] we plan to deal in the next paper.
The following theorem plays an essential role in motivating our investigations. Its proof is contained in [17], however
since the paper has not appeared, for the readers convenience we provide a short sketch of the proof.
Theorem 1.1. (See [17, Theorem 3].) Let h : V → R be a continuous (ε, p)-midconvex function. Then
h
(
tx+ (1− t)y) th(x) + (1− t)h(y) + εωp(t)‖x− y‖p
for x, y ∈ V , t ∈ [0,1].
Idea of the proof. One can easily verify that the general case can be reduced to the case when V = [0,1], ε = 1, x = 1,
y = 0.
By the continuity of h it is enough to prove that
h
(
k
2N
)
 k
2N
h(1) +
(
1− k
2N
)
h(0) +
N−1∑
i=0
d(2i k
2N
)
2ip
for k ∈ {0, . . . ,2N}, N ∈ N. (2)
The proof goes by induction over N . For N = 0 (2) is obvious. Suppose that (2) is valid for some N . We are going to show that
it holds for N + 1. So let q = k/2N+1, where k ∈ {0, . . . ,2N+1}. If k = 2l for a certain l ∈ {0, . . . ,2N }, then d(2Nq) = d(l) = 0,
and the estimation follows directly from the inductive hypothesis.
Let k = 2l + 1 for a certain l ∈ {0, . . . ,2N−1}. Applying (1) and the inductive hypothesis we obtain
h(q)
h( l
2N
) + h( l+1
2N
)
2
+ 1/2Np
 1
2
(
l
2N
h(1) +
(
1− l
2N
)
h(0) +
N−1∑
i=0
d(2i l
2N
)
2ip
)
+ 1
2
(
l + 1
2N
h(1) +
(
1− l + 1
2N
)
h(0) +
N−1∑
i=0
d(2i l+1
2N
)
2ip
)
+ 1p/2Np
= qh(1) + (1− q)h(0) +
N−1∑
i=0
1
2ip
d(2i l
2N
) + d(2i l+1
2N
)
2
+ 1/2Np .
Since
d(2i l
2N
)+d(2i l+1
2N
)
2 = d(2i 2l+12N+1 ) for i = 0, . . . ,N − 1 and d(2N 2l+12N+1 ) = 1, the last formula simpliﬁes to (2). 
Problem 1.1 (Modiﬁed Problem of Zs. Páles). Can the bound ωp in Theorem 1.1 be improved? More precisely, does there exist
a function vp ωp , vp = ωp such that the assertion of Theorem 1.1 holds with ωp replaced by vp?
We will prove that for p ∈ [1,2] the answer to the above problem is negative. To do this we will need the following
observation.
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h(t) vp(t) for t ∈ [0,1] (3)
for every (1, p)-midconvex continuous function h : [0,1] → R such that h(0) = h(1) = 0. Then for every continuous (ε, p)-midconvex
function f : V → R the following inequality holds
f
(
tx+ (1− t)y) t f (x) + (1− t) f (y) + εvp(t)‖x− y‖p (4)
for x, y ∈ V , t ∈ [0,1].
Moreover, if v p itself is continuous and (1, p)-midconvex, then it gives the minimal estimation in the above inequality.
Proof. Clearly it is suﬃcient to consider the case ε > 0.
To prove (4) it is suﬃcient to ﬁx arbitrary x, y ∈ V , x = y and apply (3) for the function
h f : [0,1]  t 	→
[
f
(
tx+ (1− t)y)− t f (x) − (1− t) f (y)]/(ε‖x− y‖p) ∈ R.
Now let us consider the minimality part. Suppose that up : [0,1] → R is a function such that
f
(
tx+ (1− t)y) t f (x) + (1− t) f (y) + εup(t)‖x− y‖p for x, y ∈ V , t ∈ [0,1],
for all convex sets V and continuous (ε, p)-midconvex functions f : V → R. As vp is continuous (1, p)-midconvex function,
we can put it in the place of f in the above inequality and obtain (with x = 1 and y = 0)
vp(t) up(t) for t ∈ [0,1],
which obviously yields the minimality of vp . 
In the next part of the paper we show that for p ∈ [1,2] the answer to Problem 1.1 is negative. We ﬁrst prove it for
p = 2, and then express ωp by a series depending on ω2. This enables us to generalize the result of Z. Boros [2] onto the
case p ∈ [1,2] by using a completely different method.
Let us just add that in the case p ∈ (0,1) the function ωp is not (1, p)-midconvex (numerical veriﬁcations support the
conjecture that in this case the optimal estimation is given by the function
∑∞
k=0 dp(2kx)/2k obtained by A. Házy and
Zs. Páles [4]).
It is obvious that the functions ωp are bounded. Hence it follows from Theorem 1.1 that there exists a minimal con-
stant M(p)  0 such that every continuous (ε, p)-midconvex function is (M(p)ε, p)-convex. Thus we obtain naturally the
following problem.
Problem 1.2. Find the formula (or at least a “good” estimation from above) for the constant M(p).
From the optimality of the function ωp (which we show in Theorem 2.3) we easily conclude that in fact
M(p) = max
x∈[0,1]ωp(x).
Thus we arrive at the problem of evaluating the maximum of the function ωp . Directly from the deﬁnition of ωp we obtain
the following estimation
M(p)
∞∑
k=0
2
2kp
= 2
p
2p − 1 .
Clearly, this estimation is very rough. Let us recall here that the maximum of the classical Takagi function is 2/3 and is
attained on a Cantor set [7] (see also [9]). We generalize this result and give an analytic formula for the maximum of ωp
on a certain sequence of parameter values pn ∈ [1,2] such that p1 = 1, pn ↑ 2. The problem of determining such a formula
for M(·) is in general open.
2. Optimality of the Takagi-like functions
By B(R,R) we denote the space of bounded functions with the supremum norm. In our investigation we will need the
following reformulation of the G. de Rham’s Theorem [13]:
Theorem 2.1. Let h ∈ B(R,R), a,b ∈ R, |a| < 1. Let Th : B(R,R) → B(R,R) be an operator deﬁned as follows:
(Th f )(x) := h(x) + af (bx) for f ∈ B(R,R), x ∈ R.
Then
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(ii) fh is given by the formula fh(x) =∑∞n=0 anh(bnx), x ∈ R;
(iii) if h is continuous, then so is fh;
(iv) if a 0 and g ∈ B(R,R) is such that Th g  g, then fh  g.
We are now ready to proceed with our investigation. Let I be a subinterval of R and let f : I → R be a given function.
By J f we denote the Jensen difference of f , that is
J f (x, y) := f
(
x+ y
2
)
− f (x) + f (y)
2
for x, y ∈ I.
We are going to prove that
Jω2(x, y) d2
(
x− y
2
)
for x, y ∈ R.
We begin with some preliminary results.
Lemma 2.1. Let f : R → R be a 1-periodic function such that
f (x) = −x2 for x ∈ [−1/2,1/2].
Then
J f (x, y) 1
4
(x− y)2 for x, y ∈ R. (5)
Proof. Since Im f ⊂ [−1/4,0], we get
J f (x, y) ∈ [−1/4,1/4] for x, y ∈ R.
Thus (5) holds if |x− y| 1. Assume now that |x− y| < 1. Since f is 1-periodic and J f is symmetric with respect to x and
y it is suﬃcient to consider the case
y ∈ [−1/2,1/2], 0 x− y < 1.
Three subcases may occur.
(1) x ∈ [−1/2,1/2]. Then
J f (x, y) = −
(
x+ y
2
)2
+ 1
2
(
x2 + y2)= (x− y)2
4
.
(2) x ∈ [1/2,3/2], x+y2 ∈ [0,1/2]. Then
J f (x, y) = −
(
x+ y
2
)2
+ 1
2
[
(x− 1)2 + y2]= (x− y)2 − 4x+ 2
4
 (x− y)
2
4
.
(3) x ∈ [1/2,3/2], x+y2 ∈ [1/2,1]. Then
J f (x, y) = −
(
x+ y
2
− 1
)2
+ 1
2
[
(x− 1)2 + y2]= (x− y)2 + 4y − 2
4
 (x− y)
2
4
. 
Lemma 2.2.We have
ω2(x) = 4x(1− x) for x ∈ [0,1].
Proof. Let ϕ denote a 1-periodic function such that ϕ(x) = 4x(1− x) for x ∈ [0,1]. One can easily check that
ϕ(x) = d(x) + 1
4
ϕ(2x) for x ∈ R.
So by the de Rham’s Theorem to prove that ω2 = ϕ it is enough to observe that also ω2(x) = d(x) + 14ω2(2x) for x ∈ R. 
Now we are ready to proceed to the simple theorem which we will need to prove the main result of the paper.
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Jω2(x, y) d2
(
x− y
2
)
for x, y ∈ R.
Proof. We ﬁrst show that
Jω2(x, y) (x− y)2 for x, y ∈ R. (6)
Notice that by Lemma 2.2 ω2(x) = 4 f (x − 1/2) + 1, where f is the function deﬁned in Lemma 2.1. By Lemma 2.1 we
obtain (6).
Consider an arbitrary x, y ∈ R. We can ﬁnd a k ∈ Z such that x− y − 2k ∈ [−1,1]. Then
Jω2(x, y) =Jω2(x− k, x+ k)
[
(x− k) − (y + k)]2
= d2
(
(x− k) − (y + k)
2
)
= d2
(
x− y
2
)
. 
Now we are going to obtain a similar estimation of Jωp for p ∈ [1,2). In this purpose we will use Theorem 2.2 and the
representation of ωp(x) as an inﬁnite linear combination of ω2(x),ω2(2x), . . . .
Proposition 2.1. For every p > 0 we have
ωp(x) = ω2(x) +
(−2p/4+ 1) ∞∑
i=1
ω2
(
2i x
)
/2ip for x ∈ R. (7)
Proof. Since ω2(x) =∑∞k=0 d(2kx)/4k , the right-hand side of (7) can be written in the form ∑∞n=0 and(2nx), where
an = 1/4n +
(−2p/4+ 1)[1/(4n−12p)+ 1/(4n−222p)+ · · · + 1/2np]
= 1/4n + (−1/4n + 1/2np)= 1/2np .
Consequently
ω2(x) +
(−2p/4+ 1) ∞∑
i=1
ω2
(
2i x
)
/2ip =
∞∑
n=0
d
(
2nx
)
/2np = ωp(x). 
Lemma 2.3.We have
(1− x)p + 2x− 1 xp for x ∈ [1/2,1] and p ∈ [1,2].
Proof. Let g(x) = (1− x)p − xp + 2x− 1. Obviously, g is continuous on [1/2,1], twice differentiable on (1/2,1) and
g′′(x) = p(p − 1)[(1− x)p−2 − xp−2]> 0 for x ∈ (1/2,1).
Hence g is convex. Since g(1/2) = 0 = g(1) we obtain that g(x) 0 for x ∈ [1/2,1]. 
Now we are ready to present the desired result.
Theorem 2.3. For every p ∈ [1,2] we have
Jωp(x, y) dp
(
x− y
2
)
for x, y ∈ R.
Proof. By Proposition 2.1 and Theorem 2.2 for all x, y ∈ R we have
Jωp(x, y) =Jω2(x, y) +
(−2p/4+ 1) ∞∑
i=1
Jω2
(
2i x,2i y
)
/2ip
 d2
(
x− y
2
)
+
∞∑
d2
(
2i
x− y
2
)
/2ip .i=1
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ψp(r) := d2(r) +
∞∑
i=1
d2
(
2ir
)
/2ip for r ∈ R.
Thus to prove the assertion it is enough to show that
ψp(r) dp(r) for r ∈ R. (8)
One can easily check that
ψp(r) = ψp(2r)/2p + d2(r) − d2(2r)/4 for r ∈ R. (9)
We deﬁne an operator Sp : B(R,R) → B(R,R) by the formula
(Spφ)(r) := φ(2r)/2p + d2(r) − d2(2r)/4 for φ ∈ B(R,R), r ∈ R.
It follows from (9) that ψp is a ﬁxed point of Sp . Thus by Theorem 2.1 to prove (8) it is suﬃcient to show that(
Spd
p)(r) dp(r) for r ∈ R. (10)
The function d is 1-periodic and symmetric with respect to 1/2, and consequently the same properties has Spdp . Therefore
we need to verify (10) only for r ∈ [0,1/2].
Let r ∈ [0,1/4]. Then(
Spd
p)(r) = dp(2r)/2p + d2(r) − d2(2r)/4 = (4p/2p + 22 − 42/4)rp = dp(r).
Let us now consider the case r ∈ [1/4,1/2]. Then 2r ∈ [1/2,1]. Applying Lemma 2.3 we get(
Spd
p)(r) = dp(2r)/2p + d2(r) − d2(2r)/4 = [2(1− 2r)]p/2p + (2r)2 − [2(1− 2r)]2/4
= (1− 2r)p + 2(2r) − 1 (2r)p = dp(r). 
As a direct corollary from Theorem 2.3 we obtain the following result (taking p = 1 we obtain the result of Boros [2]):
Corollary 2.1. For every p ∈ [1,2] we have
Jωp(x, y) |x− y|p for x, y ∈ R,
i.e. ωp is (1, p)-midconvex function.
3. Maximum of the function ωp
By Proposition 1.1 we observe that Corollary 2.1 jointly with Theorem 1.1 implies that ωp |[0,1] gives a minimal bound for
continuous (1, p)-midconvex functions. Consequently then
M(p) = max
x∈[0,1]ωp(x) for p ∈ [1,2]. (11)
In this section we will investigate properties of the function M(p) for p ∈ [1,2]. It follows directly from the deﬁnition of ωp
that the family (ωp)p∈[1,2] is continuous with respect to p in the supremum norm. Hence the function M(·) is continuous.
Obviously it is also a decreasing function.
Making use of the fact that the maximum of the classical Takagi function is 2/3 [7,9] and ω1 = 2T we obtain that
M(1) = 4/3. From Lemma 2.2 we obtain that M(2) = 1. We are going to give a simple analytic formula of M(p) for a certain
increasing sequence (pn) ⊂ [1,2].
By xn we understand the unique positive solution to
n∑
k=1
xkn = 1.
One can easily notice that x1 = 1, xn ↓ 1/2 as n → ∞. The above equation can be rewritten (for n 2) in an equivalent form
xn+1n = 2xn − 1, xn ∈ (1/2,1). (12)
We denote
pn := 1− log2 xn. (13)
Clearly p1 = 1, pn ↑ 2. Now we are ready to present the main result of this section.
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C(p) := 1
1− (22−p − 1)p/(p−1) .
Then we have
M(1) = 4/3 = lim
p→1+
C(p), M(2) = 1 = lim
p→2−
C(p)
and
M(pn) = C(pn) for n ∈ N, n 2.
Before proceeding to the proof we present a few preliminary results. For K ∈ {4,6,8, . . .} and n ∈ N (where by N we
understand the set of nonnegative integers) we deﬁne
An :=
{
x ∈ [0,1]: Klx ∈ [1/2− 1/K ,1/2+ 1/K ] + Z for l ∈ N, l n},
A∞ :=
{
x ∈ [0,1]: Klx ∈ [1/2− 1/K ,1/2+ 1/K ] + Z for l ∈ N}.
We will need the following observation.
Observation 3.1. Let K ∈ {4,6,8, . . .} be ﬁxed. The set A∞ is nonempty and
A∞ = 1
2
{
1+ 1
K
+ · · · + n
Kn
+ · · · : i ∈ {−1,1}
}
.
Sketch of the proof. One ﬁrst shows by induction that for n ∈ N we have
An = 1
2
{
1+ 1
K
+ · · · + n
Kn
: i ∈ {−1,1}
}
+ [−1/Kn+1,1/Kn+1].
Then the assertion is an immediate consequence of the above formula. 
As we see A∞ is a Cantor-like set. As a direct consequence of the above observation we get
Proposition 3.1. Let K ∈ {4,6,8, . . .} be ﬁxed and let f : R → [0,1] be a 1-periodic function such that
(
x ∈ [0,1], f (x) = 1) ⇔ x ∈ [1/2− 1/K ,1/2+ 1/K ].
Let (an)n∈N ⊂ (0,∞) be a given sequence and let F (x) :=∑∞n=0 an f (Knx). Then
M = max
x∈R
F (x) =
∞∑
n=0
an,
and for x ∈ [0,1] we have
f (x) = M ⇔ x ∈ A∞.
Lemma 3.1. For every n ∈ N we deﬁne the function gn : R → R by the formula
gn(x) :=
n∑
k=0
1
2kpn
d
(
2kx
)
.
Then gn is symmetric with respect to 1/2 and 1-periodic. Moreover, gn is increasing on the interval [0,1/2(1− 1/2n)] and equal to 1
on [1/2(1− 1/2n),1/2].
Proof. We ﬁrst prove that gn is increasing on [0,1/2] and constant on [1/2 − 1/2n+1,1/2]. Since gn is symmetric with
respect to 1/2 and gn(1/2) = 1, this will consequently prove the assertion of the lemma.
Because gn is a piecewise linear function, to prove this it is obviously enough to verify that g′n(x) 0 for x ∈ [0,1/2] (at
points where the derivative exists), and that g′n(x) = 0 for x ∈ [1/2− 1/2n+1,1/2].
Clearly for x ∈ [0,1/2] we have
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n∑
k=0
2k
2kpn
d′
(
2kx
)= 2+ n∑
k=1
1
2k(pn−1)
d′
(
2kx
)
.
Since |d′(x)| = 2, we obtain that
g′n(x) 2− 2
n∑
k=1
1
2k(pn−1)
= 2
(
1−
n∑
k=1
xkn
)
= 0,
for x ∈ [0,1/2]. One can easily notice that d′(2lx) = −2 for x ∈ [1/2− 1/2n+1,1/2], which implies that in this case
g′n(x) = 2− 2
n∑
k=1
1
2k(pn−1)
= 0. 
Proof of Theorem 3.1. Consider the function gn from Lemma 3.1. Clearly,
ωpn (x) =
∞∑
k=0
1
(2pn(n+1))k
gn
((
2n+1
)k
x
)
.
Now we apply Proposition 3.1 to the function gn , K = 2n+1 and sequence an = 1(2p(n+1))k , and obtain that
max
x∈R
ωpn (x) =
∞∑
k=0
1
(2pn(n+1))k
= 1
1− (2−pn )(n+1) .
Thus to verify the assertion of the theorem it is enough to check if(
2 · 21−pn − 1)pn/(pn−1) = (2−pn )(n+1),
or equivalently if
2 · 21−pn − 1 = (21−pn )n+1.
Since by (13) xn = 21−pn , this is exactly Eq. (12). 
Remark 3.1. Looking at Theorem 3.1 one may expect that the equality holds for all p ∈ (1,2). However, it is not the case. For
example for p = 1.4 using strict numerical veriﬁcation one can show that M(p) = maxx∈[0,1] ωp(x)ωp(0.584385) 1.113,
while C(1.4) is less than 1.11. This can be also seen from the comparison of the graphs of the functions M(p) and C(p)
(see Fig. 1).
Fig. 1.
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For a more precise information let us look at Fig. 2 which shows the difference M(p) − C(p) in the log-scale.
The vertical lines at Fig. 2 are drawn in the points p1 = 1 up to p4 and 2. Fig. 2 supports the conjecture that M(p) = C(p)
if and only if p = pn for a certain n 2.
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