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Abstract: Current literature presents optimal control computational algorithms with regard to state,
control, and conjunctive variable spaces. This paper first analyses the advantages and limitations of
different optimal control computational methods and algorithms which can be used for short-term
scheduling. Second, it develops an optimal control computational algorithm that allows for the
solution of short-term scheduling in an optimal manner. Moreover, qualitative and quantitative
analysis of the manufacturing system scheduling problem is presented. Results highlight computer
experiments with a scheduling software prototype as well as potential future research avenues.
Keywords: scheduling; optimal control; manufacturing; algorithm; attainable sets
1. Introduction
Short-term scheduling in manufacturing systems (MS) considers jobs that contain operation chains
with equal (i.e., flow shop) or different (i.e., job shop) machine sequences and different processing
times. Operations which need to be scheduled for machines with different processing power are
subject to various criteria including makespan, lead time, and due dates ([1–4]).
Over the last several decades, various studies have investigated scheduling problems from
different perspectives. A rich variety of methods and applications can be observed in the development
of rigorous theoretical models and efficient solution techniques. [5–12] and [13] have demonstrated
that specific large-scale scheduling problems with complex hybrid logical and terminal constraints,
process execution non-stationary (i.e., interruptions in machine availability), complex interrelations
between process dynamics, capacity evolution and setups (i.e., intensity-dependent processing times
for machine work) require further investigation in terms of a broad range of methodical approaches.
One of these is optimal control.
Optimal control approaches differ from mathematical programming methods and represent
schedules as trajectories. The various applications of optimal control to scheduling problems
are encountered in production systems with single machines [14], job sequencing in two-stage
production systems [15], and multi-stage machine structures with alternatives in job assignments and
intensity-dependent processing rates. Specifically, such multi-stage machine structures include flexible
MSs ([16–18]), supply chain multi-stage networks ([19,20]), and Industry 4.0 systems that allow data
interchange between the product and stations, flexible stations dedicated to various technological
operations, and real-time capacity utilization control [13].
A diversity of knowledge and findings in optimal control applications exists which pertains to
scheduling. However, these approaches typically pertain to trajectories which are assumed to be
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optimal but are subject to some specific constraint system and process model forms such as finite
dimensionality, convexity, etc. In general, optimal control algorithms only provide the necessary
conditions for optimal solution existence. The maximum principle provides both optimality and
necessary conditions only for some specific cases, i.e., linear control systems. As such, further
investigations are required in each concrete application case.
This paper seeks to bring the discussion forward by carefully elaborating on the optimality issues
described above and providing some ideas and implementation guidance on how to confront these
challenges. The purpose of the present study is to contribute to existing works by providing some
closed forms of algorithmic optimality proven in the rich optimal control axiomatic.
The rest of this paper is organized as follows. In Section 2, we propose general elements of
the multiple-model description of industrial production scheduling and its dynamic interpretation.
In Section 3, optimal control computational algorithms and their analyses are proposed. Section 4
presents a combined method and algorithm for short-term scheduling in MS. In Section 5, qualitative
and quantitative analysis of the MS scheduling problem is suggested. The paper concludes in Section 6
by summarizing the results of this study.
2. Optimal Control Applications to Scheduling in Manufacturing Systems
Optimal control problems belong to the class of extremum optimization theory, i.e., the analysis
of the minimization or maximization of some functions ([21–28]. This theory evolved on the basis of
calculus variation principles developed by Fermat, Lagrange, Bernulli, Newton, Hamilton, and Jacobi.
In the 20th century, two computational fundamentals of optimal control theory, maximum principle [21]
and dynamic programming method [29], were developed. These methods extend the classical calculus
variation theory that is based on control variations of a continuous trajectory and the observation of
the performance impact of these variations at the trajectory’s terminus. Since control systems in the
middle of the 20th century were increasingly characterized by continuous functions (such as 0–1 switch
automats), the development of both the maximum principle and dynamic programming was necessary
in order to solve the problem with complex constraints on control variables.
Manufacturing managers are always interested in non-deterministic approaches to scheduling,
particularly where scheduling is interconnected with the control function [30]. Studies by [31] and [11]
demonstrated a wide range of advantages regarding the application of control theoretic models
in combination with other techniques for production and logistics. Among others, they include
a non-stationary process view and accuracy of continuous time. In addition, a wide range of analysis
tools from control theory regarding stability, controllability, adaptability, etc. may be used if a schedule
is described in terms of control. However, the calculation of the optimal program control (OPC)
with the direct methods of the continuous maximum principle has not been proved efficient [32].
Accordingly, the application of OPC to scheduling is important for two reasons. First, a conceptual
problem consists of the continuous values of the control variables. Second, a computational problem
with a direct method of the maximum principle exists. These shortcomings set limitations on the
application of OPC to purely combinatorial problems.
To date, various dynamic models, methods and algorithms have been proposed to solve planning
and scheduling problems in different application areas ([13,19,33–38]). In these papers, transformation
procedures from classical scheduling models to their dynamic analogue have been developed.
For example, the following models of OPC were proposed:
Mg—dynamic model of MS elements and subsystems motion control;
Mk—dynamic model of MS channel control;
Mo—dynamic model of MS operations control;
M f —dynamic model of MS flow control;
Mp—dynamic model of MS resource control;
Me—dynamic model of MS operation parameters control;
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Mc—dynamic model of MS structure dynamic control;
Mν—dynamic model of MS auxiliary operation control.
The detailed mathematical formulation of these models was presented by [36,37] as well as [38].
We provide the generalized dynamic model of MS control processes (M model) below:
M =
{
u(t)
∣∣ .x = f(x, u, t); h0(x(T0)) ≤ O,
h1(x(Tf )) ≤ O, q(1)(x, u) = O, q(2)(x, u) < O
}
,
(1)
Jϑ = Jϑ(x(t), u(t), t) = ϕϑ
(
x(t f )
)
+
Tf∫
T0
fϑ(x(τ), u(τ), τ)dτ,
ϑ ∈ {g, k, o, f , p, e, c, ν},
where ϑ ∈ {g, k, o, f , p, e, c, ν}—lower index which correspond to the motion control model,
channel control model; operations control model; flow control; Mp—resource control; operation
parameters control; structure dynamic control model; auxiliary operation control model; x =
‖x(g)T, x(k)T, x(o)T, x(p)T, x( f )T, x(e)T, x(c)T, x(v)T‖T is a vector of the MS generalized state, u =
‖u(g)T, u(k)T, u(o)T, u(p)T, u( f )T, u(e)T, u(c)T, u(v)T‖T is a vector of generalized control, h0, h1 are known
vector functions that are used for the state x end conditions at the time points t = T0 and t = Tf , and the
vector functions q(1), q(2) define the main spatio–temporal, technical, and technological conditions for
MS execution; Jϑ are indicators characterizing the different aspects of MS schedule quality.
Overall, the constructed model M (1) is a deterministic, non-linear, non-stationary,
finite-dimensional differential system with a reconfigurable structure. Figure 1 shows the
interconnection of models Mg, Mk, Mo, Mp, M f , Me, Mc, and Mν embedded in the generalized model.
In Figure 1 the additional vector function ξ = ‖ξ(g)T,ξ(k)T,ξ(o)T,ξ(p)T,ξ( f )T,ξ(e)T,ξ(c)T,ξ(v)T‖T
of perturbation influences is introduced.
The solutions obtained in the presented multi-model complex are coordinated by the control
inputs vector u(o)(t) of the model Mo. This vector determines the sequence of interaction operations
and fixes the MS resource allocation. The applied procedure of solution adjustment refers to
resource coordination.
The model complex M evolves and generalizes the dynamic models of scheduling theory.
The predominant distinctive feature of the complex is that non-linear technological constraints are
actualized in the convex domain of allowable control inputs rather than in differential equations [36,37].
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Figure 1. The scheme of optimal progra control model interconnection.
I t is c s , t j shop scheduling problem can be formulated as the following problem
of OPC: it is necessary to find an allowable control u(t), ∈ (T0, Tf ] that ensures f r t e el ( )
eeting of vector constraint functions q(1)(x, u) = 0, q(2)(x, u) ≤ 0 and guides the dyna ic syste
(i.e., MS job shop schedule)
.
x(t) = f (t, x(t), u(t)), from the initial state to the specified final state.
If there are several allowable controls (schedules), then the best one (optimal) should be selected
to maximize (minimize) Jϑ. The formulated model is a linear, non-stationary, finite-dimensional,
controlled differential system with the convex area of admissible control. Note that the boundary
problem is a standard OPC problem ([21,36,37]). This model is linear in the state and control variables,
and the objective is linear. The transfer of non-linearity to the constraint ensures convexity and allows
use of interval constraints.
In this case, the adjoint system can be written as follows:
.
ψl = −
∂H
∂xl
+
I1
∑
α=1
λα(t)
∂ q(1)α (x(t), t))
∂xl
+
I2
∑
β=1
ρβ(t)
∂ q(2)β (x(t), u(t))
∂xl
(2)
The coefficients λα(t), ρβ(t) can be determined through the following expressions:
ρβ(t)q
(2)
β (x(t), u(t)) ≡ 0, β ∈ {1, . . . , I2} (3)
graduH(x(t), u(t),ψ(t)) =
I1
∑
α=1
λα(t)graduq
(1)
α (x(t), u(t)) +
I2
∑
β=1
ρβ(t)graduq
(2)
β (x(t), u(t)) (4)
Here, xl are elements of a general state vector, ψl are elements of an adjoint vector. Additional
transversality conditions for the two ends of the state trajectory should be added for a general case:
ψl(T0) = −
∂Job
∂xl
∣∣∣∣
xl(T0)=xl0
, ψl(Tf ) = −
∂Job
∂xl
∣∣∣∣
xl(Tf )=xl f
(5)
Let us consider the algorithmic realization of the maximum principle. In accordance with this
principle, two systems of differential equations should be solved: the main system (1) and the adjoint
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system (2). This will provide the optimal program control vector u∗(t) (the indices «pl» are omitted)
and the state trajectory x∗(t). The vector u∗(t) at time t = T0 under the conditions h0 (x(T0)) ≤ 0 and
for the given value of ψ(T0) should return the maximum to the Hamilton’s function:
H(x(t), u(t),ψ(t)) = ΨTf(x, u, t) (6)
Here we assume that general functional of MS schedule quality is transformed to Mayer’s
form [21].
The received control is used in the right members of (1), (2), and the first integration step for
the main and for the adjoint system is made: t1 = T0 + δ̃ (δ̃ is a step of integration). The process of
integration is continued until the end conditions h1
(
x(Tf )
)
≤
→
O are satisfied and the convergence
accuracy for the functional and for the alternatives is adequate. This terminates the construction of the
optimal program control u∗(t) and of the corresponding state trajectory x∗(t).
However, the only question that is not addressed within the described procedure is how to
determine ψ(T0) for a given state vector x(T0).
The value of ψ(T0) depends on the end conditions of the MS schedule problem. Therefore, the
maximum principle allows the transformation of a problem of non-classical calculus of variations
to a boundary problem. In other words, the problem of MS OPC (in other words, the MS schedule)
construction is reduced to the following problem of transcendental equations solving:
Φ = Φ(ψ(T0)) = 0 (7)
At this stage, we consider the most complicated form of the MS OPC construction with MS initial
state at time t = T0. The end point of the trajectory and the time interval are fixed:
x(Tf ) = a (8)
where a =||a1, a2, . . . , añ||T is a given vector; ñ is the dimensionality of the general MS state vector.
Hence, the problem of optimal MS OPC construction is reduced to a search for the vector ψ(T0),
such that:
Φ = Φ(ψ(T0)) = x(Tf )− a (9)
The problem of solving Equations (9) is equivalent to a minimization of the function:
∆u(ψ(T0)) =
1
2
(
a− x(Tf )
)T(
a− x(Tf )
)
(10)
The main feature of the problems (9), (10) is that the interdependency of ψ(T0) and ρ(Tf ) =(
a− x(Tf )
)
is defined indirectly via the system of differential Equation (1). This feature leads to the
use of iterative methods.
3. Classification and Analyses of Optimal Control Computational Algorithms for Short-Term
Scheduling in MSs
Real-world optimal control problems are characterized by high dimensionality, complex control
constraints, and essential non-linearity. Prior to introducing particular algorithms and methods of
optimal control computation, let us consider their general classification (Figure 2).
Two main groups are distinguished: the group of general optimal control algorithms and methods
and the group of specialized algorithms. The first group includes direct and indirect methods
and algorithms. The direct methods imply search processes in spaces of variables. The first and
most widely used methods of this group are the methods of reduction to finite-dimensional choice
problems. Another subgroup includes direct gradient methods of search in functional spaces of control.
To implement complex constraints for control and state variables, the methods of penalty functions and
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of gradient projection were developed. The third subgroup represents methods based on Bellman’s
optimality principle and methods of variation in state spaces. The methods of this subgroup help to
consider various state constraints.Algorithms 2018, 11, x FOR PEER REVIEW  6 of 20 
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Unlike the methods of the first group, the indirect methods and algorithms are aimed at the
acquisition of controls that obey the necessary or/and sufficient optimality conditions. Firstly,
the methods and algorithms for two-point boundary problems can be referenced. Particular methods
are used here: Newton’s method (and its modifications), Krylov and Chernousko’s methods of
successive approximations, and the methods of perturbation theory.
Methods based on sufficient conditions of optimality are preferable for irregular problems such as
optimal zero-overshoot response choice. The third group includes specialized methods and algorithms
for linear optimal control problems and approximate analytical methods and algorithms. The latter
methods imply that the nonlinear components of models are not essential.
Let us limit a detailed analysis of computational procedures to two-point boundary problems
with fixed ends of the state trajectory x(t) and a fixed time interval (T0, Tf ]. For this system class,
the following methods can be considered ([23,24,33]): Newton’s method and its modifications, methods
of penalty functionals, gradient methods, and the Krylov–Chernousko method.
Let us consider the possible implementation of the above-mentioned methods to the
stated problem.
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Newton’s method and its modifications. For the first iteration of the method, an initial
approximation ψ(T0) = ψ(0)(T0) is set. Then, the successive approximations are received from
the formula:
ψ(r)(T0) = ψ(r−1)(T0)−
[
∂ρ(r−1)(Tf )
∂ψ(r−1)(T0)
]
ρ(r−1)(Tf ) (11)
where ρ(r)(Tf ) = a− x(r−1)(Tf ), r = 1, 2, . . . .
The operation of partial derivation, being performed at all iterations, is rather complicated. Here
the derivative matrix:
Π̃ =
(
∂ρ(r−1)(Tf )
∂ψ(r−1)(T0)
)
(12)
should be evaluated.
This matrix can be received either via finite-difference formulas or via a variational integration
of the system. Modification of the method can also be used. The following method is the simplest.
The formula (11) is substituted for:
ψ(r)(T0) = ψ(r−1)(T0)− γ(r)Π̃
−1
ρ(r−1)(Tf ) (13)
where γr (0 ≤ γr ≤1) is selected to meet the constraint:
∆u
(
ψ(r)(T0)
)
< ∆H
(
ψ(r−1)(T0)
)
(14)
First, the value γ(r) = 1 is tried. Then values 1/2, 1/4, and so on until (14) is true. The selection of
γ(r) is being performed during all iterations.
The entire solving process is terminated when ∆u
(
ψ(r)(T0)
)
< εu, where ∑u is a given accuracy.
The main advantages of Newton’s method and its modifications are a simple realization [there
is no need to integrate adjoint system (2)], a fast convergence (if the initial choice of ψ(T0) is good),
and a high accuracy solution.
The main disadvantage is the dependency of a convergence upon the choice ofψ(T0). In the worst
case (absence of a good heuristic plan of MS operation), these methods can be divergent. In addition,
if the dimensionality of the vector ρ(Tf ) is high, then computational difficulties can arise during
calculation as well as an inversion of matrices (12).
The method of penalty functionals. To use this method for the considered two-point boundary
problem, we should determine the extended quality functional:
J̃ob.p = Job +
1
2
ñ
∑
i=1
Ci
(
ai − xi(Tf )
)2
(15)
where Ci are positive coefficients. If the coefficients are sufficiently large, the minimal value of the
functional is received in the case of ρi(Tf) = 0. Therefore, the following algorithm can be used for
the solving of the boundary problem. The control program u(r)(t) is searched during all iterations
with fixed Ci (Newton’s method can be used here, for example). If the accuracy of end conditions is
insufficient, then the larger values of Ci are tried. Otherwise, the algorithm is terminated and a solution
is received. Although the method seems deceptively simple, it does not provide an exact solution.
Therefore, it is advisable to combine it with other methods.
The gradient methods. There are different variants of the gradient methods including generalized
gradient (subgradient) methods. All gradient methods use the following recurrence formula:
ψ(r)(T0) = ψ(r−1)(T0) + γ(r)∆(r−1) (16)
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Here r = 1, 2, 3, . . . is an iteration number; ∆(r−1) is a vector defining a direction of a shift from
the point ψ(r−1)(T0). For example, the gradient of the function ∆u can be used:
∆(r−1) = grad∆u
(
ψ(r−1)(T0)
)
= ‖ ∂∆u
∂ψ<1,(r−1)>
, . . . ,
∂∆u
∂ψ<ñ,(r−1)>
‖
T
The multiplier γ(r) determines the value of the shift in direction of ∆(r−1). In the subgradient,
methods vectors ∆(r−1) in (16) are some subgradients of the function ∆u.
In the MS OPC problems, a feasible subgradient can be expressed as:
∆<i,(r−1)> = ai − x<i,(r−1)>(Tf )
Then, the main recurrence formula can be written as:
ψ<i,(r)>(T0) = ψ<i,(r−n)>(T0) + γ<i,r>
(
ai − x<i,r>(Tf )
)
(17)
where γ<i,r> can be selected according to some rule, for example:
γ<i,r> =
{
1
2 γ<i,(r−1)>, if signdxi 6= signdx1i 6= signdx2i;
γ<i,(r−1)>, if not,
Here dxi = ai − x<i,r> is a residual for end conditions at the iteration r. Similarly, dx1i = ai −
x<i,(r−1)> and dx2i = ai − x<i,(r−1)> are residual at iterations (r − 1) and (r − 2). The main advantage
of these algorithms over classical gradient algorithms is a simpler calculation of the direction vector
during all iterations. However, this results in slower convergence (sometimes in divergence) of the
general gradient (subgradient) methods as compared with classical ones. The convergence of all
gradient methods depends on the initial approximation ψ(0)(T0).
The analysis of the existing methods of optimal program control demonstrates that only the
combined use of different methods compensates for their disadvantages. Therefore, the vectorψ(0)(T0)
should be determined in two phases ([36,37]). In the first phase, the MS OPC problem is considered
without strict end conditions at the time t = Tf. The solution of the problem with a free right end is
some approximation ψ̃(r)(T0) (r = 1, 2, . . . ).
Then, in the second phase, the received vector is used as the initial approximation ˜̃ψ(0)(T0) =
ψ̃(r)(T0) for Newton’s method, the penalty functional method, or the gradient method. Thus, in the
second phase, the problem of MS OPC construction can be solved over a finite number of iterations.
Let us now consider one of the most effective methods, namely Krylov and Chernousko’s method
for OPC problem with a free right end [39].
Step 1. An initial solution (an allowable program control) ud(t), ∀ t ∈ (T0, Tf], ud(t) ∈M is selected.
Step 2. The main system of Equation (1) is integrated under the end conditions h0(x(T0)) ≤ 0.
This results in the trajectory xd(t) ∀t ∈ (T0, Tf].
Step 3. The adjoint system (2) is integrated over the time interval from t = Tf to t = T0 under the
end conditions:
ψ<i,d>(Tf ) =
1
2
∂
(
ai − x<i,d>(Tf )
)2
∂x<i,d>
, i = 1, . . . , ñ (18)
where the constraints (18) are transversality conditions for the optimal control problem with a free end.
The integration results in functions ψ<i,d> of time and particularly in ψ<i,d>(T0).
Step 4. The control u(r)(t) is searched for subject to:
H
(
x(r)(t), u(r+1)(t),ψ(r)(t)
)
= max
→
u (r)∈M
H
(
x(r)(t),ψ(r)(t), u(r)(t)
)
(19)
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where r = 1, 2, . . . is an iteration number. An initial solution belongs to the iteration r = 0. Apart from
the maximization of the Hamiltonian (19), the main and the adjoint systems of Equations (1) and (2)
are integrated from t = T0 to t = Tf.
Notably, several problems of mathematical programming are solved for each time point (the
maximal number of the problems is equal to the number of MS OPC models). These problems define
components of Hamilton’s function. This is the end of the first iteration (r = 1). If the conditions∣∣∣J(r)ob − J(r−1)ob ∣∣∣ ≤ ε1 (20)
‖u(r)(t)− u(r−1)(t)‖ ≤ ε2 (21)
are satisfied, where constants ε1 and ε2 define the degree of accuracy, then the optimal control u∗(r)(t) =
u(r)(t) and the vector ψ̃(r)(T0) are received at the first iteration. If not, we repeat Step 3 and so on.
In a general case (when the model M is used), the integration step for differential Equations (1)
and (2) is selected according to the feasible accuracy of approximation (substitution of initial equations
for finite difference ones) and according to the restrictions related with the correctness of the maximum
principle. If we linearize the MS motion model (M<g,Θ>), then all the components of the model M
(M<o,Θ>, M<k,Θ>, M<p,Θ>, M<n,Θ>, M<e,Θ>, M<c,Θ>, M<ν,Θ>) will be finite-dimensional, non-stationary,
linear dynamical systems or bi-linear M<k,Θ> dynamic systems. In this case, the simplest of Euler’s
formulas can be used for integration.
The advantage of the method is its simple programming. Krylov-Chernousko’s method is
less dependent on the initial allowable control, as compared with the above-mentioned methods.
In addition, control inputs may be discontinuous functions. This is noteworthy as most MS resources
are allocated in a relay mode.
However, the simple successive approximations method (SSAM) can diverge.
Several modifications of SSAM were proposed to ensure convergence and the monotony
of some SSAM modifications was proved in [40] for two-point linear boundary problems with
a convex area of allowable controls and convex goal function. Let us consider one variant of SSAM
convergence improvement.
In this case, Equation (22) is applied over some part σ′ = (t′, t′ ′] of the interval σ = (T0, Tf], and not
over the whole interval, i.e.,
u(r+1)(t) =
˜̃N(u(r)(t)), t ∈ (t′, t′′ ]; u(r+1)(t) = u(r)(t), t /∈ (t′, t′′ ] (22)
where the operator ˜̃N produces [see formula (19)] a new approximation of a solution for each allowable
control u(t).
The interval (t′, t′ ′] is selected as a part of (T0, Tf], in order to meet the condition:
J(r+1)ob < J
(r)
ob
where J(r+1)ob , J
(r)
ob are the values of the quality functional for the controls u(r+1)(t), u(r)(t), respectively.
The selection of time points t′and t′ ′ is performed in accordance with problem specificity. In our
case, the set of possible points (t̃′<e,(r+1)>, t̃
′′
<e,(r+1)>), e = 1, . . . , Er for the iteration (r + 1) is formed
during iteration r during the maximization of Hamiltonian function (19). The set includes the time
points at which the operations of model M are interrupted. This idea for interval (t′, t′ ′] determination
was used in a combined method and algorithm of MS OPC construction. The method and the algorithm
are based on joint use of the SSAM and the “branch and bounds” methods.
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4. Combined Method and Algorithm for Short-Term Scheduling in MSs
The basic technical idea of the presented approach on the basis of previous works ([13,19,33,34,41])
is the combination of optimal control and mathematical programming. Optimal control is not used for
solving the combinatorial problem, but to enhance the existing mathematical programming algorithms
regarding non-stationarity, flow control, and continuous material flows. As the control variables are
presented as binary variables, it might be possible to incorporate them into the assignment problem.
We apply methods of discrete optimization to combinatorial tasks within certain time intervals and use
the optimal program control with all its advantages (i.e., accuracy of continuous time, integration of
planning and control, and the operation execution parameters as time functions) for the flow control
within the operations and for interlinking the decomposed solutions.
The basic computational idea of this approach is that operation execution and machine availability
are dynamically distributed in time over the planning horizon. As such, not all operations and
machines are involved in decision-making at the same time. Therefore, it becomes natural to transit
from large-size allocation matrices with a high number of binary variables to a scheduling problem
that is dynamically decomposed. The solution at each time point for a small dimensionality is
calculated with mathematical programming. Optimal control is used for modeling the execution of
the operations and interlinking the mathematical programming solutions over the planning horizon
with the help of the maximum principle. The maximum principle provides the necessary conditions
such that the optimal solutions of the instantaneous problems give an optimal solution to the overall
problem ([21,27,42]).
We describe the proposed method and algorithm for two classes of models below:
• models M<o> of operation program control;
• models M<ν> of auxiliary operations program control.
These models were described in [13,19,33–38]. Along with the initial problem of program control
(marked by the symbol Г), we consider a relaxed one (marked by P). The latter problem has no
constraints of interruption disability operations D(i)æ (where D
(i)
æ is an operation æ with object i. See,
for example, [36,37]). Let the goal function of problem Г be:
Jp =
Job + n∑i=1
si
∑
æ=1
m
∑
j=1
l
∑
λ=1
[
z(o,1)iæjλz
(o,3)
iæjλ +
(aiæ)
2
2
− z(o,2)iæjλ
]2(
z(o,1)iæjλ
)2
∣∣∣∣∣∣
t=Tf
(23)
where the auxiliary variables z(o,1)iæjλ(t), z
(o,2)
iæjλ(t), z
(o,3)
iæjλ(t) are used for operations with interruption
prohibition. More detailed information about these auxiliary variables and the methods of their
utilization can be found in [20].
The following theorem expresses the characteristics of the relaxed problem of MS
OPC construction.
Theorem 1. Let P be a relaxed problem for the problem Г. Then
(a) If the problem P does not have allowable solutions, then this is true for the problem Г as well.
(b) The minimal value of the goal function in the problem P is not greater than the one in the problem Г.
(c) If the optimal program control of the problem P is allowable for the problem Г, then it is the optimal solution
for the problem Г as well.
The proof of the theorem follows from simple considerations.
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Proof.
(a) If the problem P does not have allowable solutions, then a control u(t) transferring dynamic
system (1) from a given initial state x(T0) to a given final state x(Tf ) does not exist. The same end
conditions are violated in the problem Г.
(b) It can be seen that the difference between the functional Jp in (23) and the functional Job in the
problem P is equal to losses caused by interruption of operation execution.
(c) Let u∗p(t), ∀ t ∈ (T0, Tf] be an MS optimal program control in P and an allowable program
control in Г; let x∗p(t) be a solution of differential equations of the models M<o>, M<ν> subject
to u(t)=u∗p(t). If so, then u∗p(t) meets the requirements of the local section method (maximizes
Hamilton’s function) for the problem Г. In this case, the vectors u∗p(t), x∗p(t) return the minimum
to the functional (1).
The scheme of computation can be stated as follows.
Step 1. An initial solution ug(t), t ∈ (T0, Tf] (an arbitrary allowable control, in other words,
allowable schedule) is selected. The variant ug(t) ≡ 0 is also possible.
Step 2. The main system of Equation (1) is integrated subject to h0(x(T0)) ≤ 0 and u(t)=ug(t).
The vector x(o)(t) is received as a result. In addition, if t = Tf, then the record value Jp = J
(o)
p can be
calculated, and the transversality conditions (5) are evaluated.
Step 3. The adjoint system (2) is integrated subject to u(t)=ug(t) and (5) over the interval from
t = Tf to t = T0. For time t = T0, the first approximation ψ
(o)
i (T0) is received as a result. Here the
iteration number r = 0 is completed.
Step 4. From the point t = T0 onwards, the control u(r+1)(t) is determined (r = 0, 1, 2, . . . is the
number of iteration) through the conditions (19). In parallel with the maximization of the Hamiltonian,
the main system of equations and the adjoint system are integrated. The maximization involves the
solving of several mathematical programming problems at each time point.
The branching of the problem Г occurs during the process of Hamiltonian maximization at some
time t̃ ∈ (T0, Tf] if the operation D
(i)
æ is being interrupted by the priority operation D
(ω)
ξ . In this case,
the problem Г is split into two sub-problems (P(i)æ ,P
(ω)
ξ ).
Within the problem P(i)æ , the operation D
(i)
æ is executed in an interrupt-disable mode. For other
operations, this restriction is removed and the relaxed scheduling problem is solved via the method of
successive approximations. Let us denote the received value of the goal function (23) by J(1)p0 . Within
the problem P(ω)ξ , the previously started operation D
(i)
æ is terminated, and D
(ω)
ξ begins at time t̃.
The resources released by the operation D(i)æ and not seized by D
(ω)
ξ can be used for other operations if
any are present. Reallocation of resources should be performed according to (19). Subsequently, after
completion of operation D(ω)ξ , the relaxed scheduling problem is solved. In this case, the value of the
goal function (23) is denoted by J(1)p1 . The record Jp is updated if J
(1)
p0 < Jp or/and J
(1)
p1 < J
(1)
p [we assume
that the functional (23) is minimized]. If only J(1)p0 < J
(1)
p , then Jp = J
(1)
p0 . Similarly, if only J
(1)
p1 < J
(1)
p ,
then Jp = J
(1)
p1 . If both inequalities are true, then Jp = min{J
(1)
p0 , J
(1)
p1 }. In the latter case, the conflict
resolution is performed as follows: if J(1)p0 < J
(1)
p1 , then during the maximization of (19) D
(i)
æ is executed
in an interrupt-disable mode. Otherwise, the operation D(i)æ is entered into the Hamiltonian at priority
D(ω)ξ at arrival time t̃.
After conflict resolution, the allocation of resources is continued, complying with (19) and without
interruption of operations until a new contention is similarly examined. The considered variant of
dichotomous division in conflict resolution can be extended to the case of k-adic branching, where k is
the number of interrupted operations at some time t.
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The iterative process of the optimal schedule search is terminated under the following
circumstances: either the allowable solution of the problem Г is determined during the solving
of a relaxed problem or at the fourth step of the algorithm after the integration we receive:∣∣∣J(r+1)p − J(r)p ∣∣∣< ε1 (24)
where ε1 is a given value, r = 0, 1, . . . If the condition (24) is not satisfied, then the third step is
repeated, etc.
The developed algorithm is similar to those considered in [20,37]. Here, the set of time points in
which the Hamiltonian is to be maximized is formed on the previous iteration. These are points of
operations interruption. Computational investigations of the proposed algorithm showed that the rate
of convergence is predominantly influenced by the choice of the initial adjoint vector ψ(t0). In its turn,
ψ(t0) depends on the first allowable control that is produced at the first step. During the scheduling
process, the machines are primarily assigned to operations of high dynamic priority.
To illustrate the main ideas of the algorithm, let us consider a simple example of a scheduling
problem with two jobs, three operations, and a single machine, (T0, Tf] = (0, 14], a
(o)
iæ = 2 (I = 1,2;
æ = 1, 2, 3); Θiæj(t) = 1 ∀ t; ε11(t) = 1 at t ∈ (0, 14], ε21(t) = 0 for 0 ≤ t < 1, ε21(t) = 1 for t ≥ 1. In this case,
the model can be described as follows:
M =
{→
u
∣∣∣ .x(o)iæ = εi1u(o)iæ1; .z(o,1)iæ1 = u(o)iæ1; .z(o,2)iæ1 = z(o,1)iæ1 ;
.
z(o,3)iæ1 =w
(o)
iæ1; u
(o)
iæ1(t), w
(o)
iæ (t) ∈ {0, 1},
3
∑
æ=1
2
∑
i=1
u(o)iæ1(t) ≤ 1; u
(o)
i21
(
a(o)i1 − x
(o)
i1
)
= 0; u(o)i31
(
a(o)i2 − x
(o)
i2
)
= 0;
w(o)iæ1
(
a(o)iæ − z
(o,1)
iæ
)
= 0; T0 = 0 : x
(o)
iæ (t0) = z
(o,1)
iæ1 (t0) = z
(o,2)
iæ1 (t0) = z
(o,3)
iæ1 (t0) = 0; Tf = 14 : x
(o)
iæ (t f ) = 2;
z(o,l)iæ1 (t f ) ∈ R
1, l = 1, 2, 3
}
.
(25)
The scheduling quality measure is defined by the expression:
Jp =
2
∑
i=1
3
∑
æ=1
(a(o)iæ − x(o)iæ )2 +
(
z(o,1)iæ1 z
(o,3)
iæ1 +
(
a(o)iæ
)2
2 − z
(o,2)
iæ1
)2(
z(o,1)iæ1
)2 ∣∣∣∣∣∣
t=Tf
−
2
∑
i=1
3
∑
æ=1
14∫
0
γiæ(τ)u
(o)
iæ1(τ)dτ,
(26)
where γiæ(t) are given time functions denoting the most preferable operation intervals:
γ11 = 15γ+(6 − t), γ12 = 10γ+(9 − t), γ13 = 10γ+(11 − t), γ21 = 20γ+(8 − t), γ22 = 15γ+(8 − t),
γ23 = 30γ+(11 − t). Here, γ+(α) = 1 if α ≥ 0 and γ+(α) = 0 if α < 0. The integration element in
(27) can be interpreted similarly to previous formulas through penalties for operations beyond
the bounds of the specified intervals. The scheduling problem can be formulated as follows:
facilities-functioning schedule [control program
→
u (t)] returning a minimal value to the functional (27)
under the conditions (26) and the condition of interruption prohibition should be determined.
The resulting schedule is shown in Figure 3.
The upper part of Figure 3 shows the initial feasible schedule implementing First-in-first-out
processing. The second and third cases illustrate a conflict resolution for D(1)1 interruption. The optimal
schedule is presented in the third and the forth rows.
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5. Qualitative and Quantitative Analysis of the MS Scheduling Problem
The representation of the scheduling problem in terms of a dynamic system (1) control problem
allows applications of mathematical analysis tools from modern control theory (38,43,44).
For example, qualitative analysis based on control theory as applied to the dynamic system
(1) provides the results listed in Table 1. This table confirms that our interdisciplinary approach
to the description of MS OPC processes provides a fundamental base for MS problem decisions
(or control and management) that have never been previously formalized and have high practical
importance. The table also presents possible directions of practical implementation (interpretation) for
these results in the real scheduling of communication with MS. For example, criteria for controllability
and attainability in MS OPC problems can be used for MS control process verification for a given
time interval.
The attainability sets (AS) of dynamic model (1) have an important place in qualitative analysis of
MS control processes. These sets allow detailed analysis of computational procedures to two-point
boundary problems with fixed ends of the state trajectory x(t) and a fixed time interval (T0, Tf ].
An AS is a fundamental characteristic of any dynamic system. The AS approach determines
a range of execution policies in the presence of disturbances over which the system can be guaranteed
to meet certain goals. The union of these execution policies (i.e., feasible schedules) is called an AS
in the state space. The union of possible performance outcomes from the given execution policies
is called an AS in the performance space [43]. The AS in the state space depicts the possible states
of a schedule subject to variations of the parameters (both planned and perturbation-driven) in
the nodes and channels (e.g., different capacities, lot-sizes, etc.). Let us introduce the notation for
an AS. Dx(t, T0, x(T0), U(x(T0))) is an AS in the state space, DJ(t, T0, x(T0), U(x(T0))) is an AS in
the performance indicator’s space, and DξJ (t, T0, x(T0), Ξ, U(x(T0))) is an approximated AS under
disturbances at moment t. To interconnect schedule execution and performance analysis to the AS in
the state space, an AS in the performance space can be brought into correspondence (see Figure 4).
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Table 1. Application of optimal control approaches to scheduling.
No
Results and Their Implementation The Main Results of
Qualitative Analysis of
MS Control Processes
The Directions of Practical
Implementation of the
Results
1
Analysis of solution
existence in the problems of
MS control
Adequacy analysis of the
control processes description in
control models
2
Conditions of controllability
and attainability in the
problems of MS control
Analysis MS control
technology realizability on the
planning interval. Detection of
main factors of MS goal and
information-technology
abilities.
3
Uniqueness condition for
optimal program controls in
scheduling problems
Analysis of possibility of
optimal schedules obtaining
for MS functioning
4
Necessary and sufficient
conditions of optimality in
MS control problems
Preliminary analysis of optimal
control structure, obtaining of
main expressions for MS
scheduling algorithms
5
Conditions of reliability and
sensitivity in MS control
problems
Evaluation of reliability and
sensitivity of MS control
processes with respect to
perturbation impacts and to
the alteration of input data
contents and structure
In projecting these two ASs onto each other, a certain range of the schedule execution policies
and the corresponding variation of the performance indicators can be determined. A continuous
time representation allows investigation of the changes in execution at each time point. Therefore,
at each time point, an AS can be calculated and related to output performance. The justification of
the choice of the AS method is related to its dynamic nature ([43,44]). An AS may be favourable
for obtaining estimations of performance attainability and consideration of the perturbations and
attainability abilities of the schedules as time functions. In [13,19,33–38], we proposed different methods
and algorithms of AS calculations. These results permit improvement of algorithm convergence in
MS scheduling.
The proposed model interprets MS scheduling as a response to planning goal changes, demand
fluctuations, and resource availability. In this interpretation, the problem is to schedule MS in order to
achieve the planned goals (e.g., MS service level).
The model is scalable to other management levels of MS, i.e., orders and operations can be
presented as MS configuration elements and orders, respectively. The transformation of parameters
and goal criteria is also possible, i.e., the lead time can be considered as the MS cycle time. Hence,
the MS strategic configuration and tactical planning can be optimized.
Let us analyse some particular features of the models (1) (see Figure 1). During the conducted
experiments, it was revealed that the following model parameters influenced the improvement of the
general quality index:
• the total number of operations on a planning horizon;
• a dispersion of volumes of operations;
• a ratio of the total volume of operations to the number of processes;
• a ratio of the amount of data of operation to the volume of the operation (relative operation
density).
On the basis of the obtained etalon solutions, we can methodically justify the usage and quality of
certain heuristics for certain variants of initial data (see Figure 5).
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in dynamics on the principles of optimization and adaptation. 
6. Conclusions 
Optimal controls as functions of the system and control state allow for the generation of optimal 
decisions in consideration of a system’s evolution in time in the presence of perturbations which 
result in different system states. Optimal control approaches take another perspective as 
mathematical programming methods which represent schedules as trajectories.  
Computational algorithms with regard to state, control, and conjunctive variable spaces exist in 
the literature. We have demonstrated that the advantages of optimal control methods are applicable 
to the treatment of large scale problems with complex constraints, the consideration of 
non-stationary process execution dynamics, the representation in differential equations of complex 
interrelations between process execution, capacity evolution, and machine setups. In addition, the 
advantages of optimal control also include accuracy of continuous time and accurate presentation of 
continuous flows (e.g., in process industry or energy systems) with the help of continuous state 
variables.  
i r . o aris n of e ristic al rit s’ lit .
Having calculated optimal solutions for several points, it is possible to validate the decision to use
either dynamic or heuristic planning algorithms. In Figure 4, the relative solution quality gained by
the optimal control algorithm DYN is assumed to be 100%. The relative quality index of the heuristic
solutions is calculated as a fraction of the optimal one, i.e., it can be observed that, in the case of
a number of processes between 10 and 12, the quality of the heuristic and optimal solutions does not
differ by more than 4%. In area 2, the DYN algorithm is preferable to the heuristics. If still using
the heuristics, the FIFO algorithm is preferable to the Last-in-first-out one. The largest benefit from
using the DYN algorithm is achieved in area 3. In this area, the LIFO algorithm is preferable to the
FIFO algorithm.
Finally, the proposed model and algorithm allows for the achievement of better results in many
cases in comparison with heuristics algorithms. However, this point is not the most important.
The most important point is that this approach allows the interlinking of planning and scheduling
models within an adaptation framework. Therefore, the suggested results are important in the Industry
4.0 domain. Hence, the proposed modeling complex does not exist as a “thing in itself” but works in
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the integrated decision-support system and guides the planning and scheduling decisions in dynamics
on the principles of optimization and adaptation.
6. Conclusions
Optimal controls as functions of the system and control state allow for the generation of optimal
decisions in consideration of a system’s evolution in time in the presence of perturbations which
result in different system states. Optimal control approaches take another perspective as mathematical
programming methods which represent schedules as trajectories.
Computational algorithms with regard to state, control, and conjunctive variable spaces exist in
the literature. We have demonstrated that the advantages of optimal control methods are applicable to
the treatment of large scale problems with complex constraints, the consideration of non-stationary
process execution dynamics, the representation in differential equations of complex interrelations
between process execution, capacity evolution, and machine setups. In addition, the advantages of
optimal control also include accuracy of continuous time and accurate presentation of continuous
flows (e.g., in process industry or energy systems) with the help of continuous state variables.
An important observation is that schedule presentation in terms of optimal control makes it
possible to incorporate the rich variety of control theoretic axioms with regard to feedback adaptive
control (mostly applied in the framework of production-inventory control models) as well as the use
of control tools of qualitative performance analysis, such as attainable (reachable) sets. Limitations
of control applications include conceptual and algorithmic restrictions such as continuous process
applications and specific (i.e., non-generalized) forms of constructing algorithms with necessary
requirements concerning optimality, convergence, and numerical stability.
In this study, we exemplified an application of optimal control to manufacturing scheduling.
Fundamentally, this application dynamically decomposes the assignment matrix in time using
differential equations, and then solves (by tendency) polynomial problems of small dimensionality
at each point of time, with a subsequent integration of these partial solutions using the maximum
principle by integrating main and adjoint equation systems. The small dimensionality at each point of
time results from dynamic decomposition of job execution described by precedence relation constraints,
i.e., at each point of time, we consider only operations that can be assigned to machines at this point of
time, excluding those operations that already have been completed as well as those that cannot start
because the predecessors have not yet been completed. Algorithmically, we solved these dimensionally
small problems at subsequent point of times, integrate main and adjoint systems by the maximum
principle, and considered how a particular assignment decision changes the schedule performance
metric (e.g., tardiness). If an improvement is observed, the algorithm takes this assignment and moves
further to next point of time and continues in this manner until Tf.
With regard to the limitations of this study, the schedule algorithm analysis by attainable sets was
used to analyse the schedule outputs at the end of the planning horizon. At the same time, attainable
sets (more precisely, their geometric approximations) can also be applied prior to schedule optimization
to analyse if any feasible schedule exists for the given problem settings (resource capacities, etc.).
This issue has not yet been considered.
In light of the revealed methodical shortcomings and application limitations of optimal control
methods based on the maximum principle, the following future research avenues can be stated. First,
concrete application cases need to be considered for which specific control models and algorithms
will be developed. The construction of models and computational procedures within proved axioms
of control theory is important. Second, application of qualitative performance analysis methods
for control policy dynamic investigation under uncertainty, such as attainable sets, must be named.
These tools might be helpful with regard to an analysis of production schedule robustness, supply
chain resilience, and Industry 4.0 system flexibility. Third, computational methods themselves require
further investigation and modification for concrete application cases. Therefore, a closer collaboration
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between control and industrial engineers is critical for future applications of control methods in
operations and future supply chain management.
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Abbreviations
AS Attainability Sets
OPC Optimal Program Control
MS Manufacturing System
SSAM Successive Approximations Method
Appendix A. List of Notations
x is a vector of the MS general state
u is a vector of the generalized control
h0, h1 are known vector function that are used for the state x and conditions
q(1), q(2) are known spatio-temporal, technical and technological constraints
Jϑ are indicators characterizing MS schedule quality
ξ is a known vector-function of perturbation influences
ψ is a vector of conjugate system state
H is a Hamilton’s function
Job is a scalar form of the vector quality measure
Mg is a dynamic model of MS motion control,
Mk is a dynamic model of MS channel control,
Mo is a dynamic model of MS operational control,
Mf is a dynamic model of MS flow control,
Mp is a dynamic model of MS resource control,
Me is a dynamic model of MS operation parameters control,
Mc is a dynamic model of MS structure dynamic control,
Mν is a dynamic model of MS auxiliary operation control,
t is a current value of time,
T0 is start instant of time of the planning (scheduling) horizon,
Tf is end instant of time of the planning (scheduling) horizon,
ψl is a component of adjoint vector ψ(t),
xl is an element of a general vector x(t),
λα(t) is a dynamic Lagrange multiplier which corresponds to the components of vector q
(1)
α ,
ρβ(t) is a dynamic Lagrange multiplier which is corresponds to the components of vector q
(2)
α ,
z(o)ijµ is an auxiliary variable which characterizes the execution of the operation
α is a current number of constraints q(1)α ,
β is a current number of constraints q(2)α ,
ψl(T0) is a component of adjoint vector ψ(t) at the moment t = T0,
ψl(Tf ) is a component of adjoint vector ψ(t) at the moment t = Tf ,
H(x(t), u(t),ψ(t)) = ΨTf(x, u, t) is a Hamilton’s function,
Φ(ψ(T0)) is an implicit function of boundary condition,
a is a vector given quantity value which corresponds to the vector x(t),
∆u is a function of boundary conditions,
ρ(Tf ) is a discrepancy of boudary conditions,
ψ(r)(T0) is a vector of adjoint system at the moment, t = T0
r is a current number of iteration during schedule optimization,
Π̃ is a derivative matrix,
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εu is a given accuracy of Newton’s method iterative procedure,
Ci is a penalty coefficient,
∆<i,(r−1)> is a component of the function ∆(r−1) gradient on the iteration r− 1,
γ<i,r> is a step of gradient (subgradient) method (algorithm) on the iteration r˜̃
ψ(0)(T0) is a adjoint vector at the moment t = T0 on the iteration
′′0′′,
ψ̃(r)(T0) is a adjoint vector at the moment t = T0 on the iteration
′′r′′,
σ′ is a some part of the interval σ = (T0, Tf ],˜̃N is a assumed operator of new approximation procedure,
t̃′
<e,(r+1)>, t̃
′′
<e,(r+1)> are time moments of operation interruption,
u∗p(t) is a vector of generalized control in relaxed problem of MS OPC construction,
x∗p(t) is a vector of general state in relaxed problem of MS OPC construction,
ug(t) is a vector of an arbitrary allowable control (allowable schedule),
D(i)æ is a operation “æ” with object “i”,
D(ω)ξ is a operation “ξ” with object “ω”,
P(i)æ ,P
(ω)
ξ is a current number of the branch and bound method subproblems,
J(1)p0 is a value of scalar form of MS vector quality measure for the first subproblem,
J(1)p1 is a value of scalar form of MS vector quality measure for the second subproblem,
Dx is an attainable set,
ϑ is a current index of MS control model,
g is an index of MS motion control model,
k is an index of MS channel control model,
o is an index of MS operation control model,
f is an index of MS flow control model,
p is an index of MS resource control model,
e is an index of MS operation parameters control model,
c is an index of MS structure dynamic control model,
ν is an index of MS auxiliary operation control model,
l is a current number of MS elements and subsystems,
u is a scalar allowable control input,
Θ is a current number of model,
æ is a number of operation “æ”, ξ is a number of operation “ξ”, ω is a number of operation “ω”,
i is a current number of external object (customer),
j is a current number of internal object resource,
ε1, ε2 are known constants which characterize the accuracy of iterative solution of boundary-value problem.
δ̃ is a step of integration
References
1. Blazewicz, J.; Ecker, K.; Pesch, E.; Schmidt, G.; Weglarz, J. Scheduling Computer and Manufacturing Processes,
2nd ed.; Springer: Berlin, Germany, 2001.
2. Pinedo, M. Scheduling: Theory, Algorithms, and Systems; Springer: New York, NY, USA, 2008.
3. Dolgui, A.; Proth, J.-M. Supply Chains Engineering: Useful Methods and Techniques; Springer: Berlin,
Germany, 2010.
4. Werner, F.; Sotskov, Y. (Eds.) Sequencing and Scheduling with Inaccurate Data; Nova Publishers: New York, NY,
USA, 2014.
5. Lauff, V.; Werner, F. On the Complexity and Some Properties of Multi-Stage Scheduling Problems with
Earliness and Tardiness Penalties. Comput. Oper. Res. 2004, 31, 317–345. [CrossRef]
6. Jungwattanakit, J.; Reodecha, M.; Chaovalitwongse, P.; Werner, F. A comparison of scheduling algorithms
for flexible flow shop problems with unrelated parallel machines, setup times, and dual criteria. Comput.
Oper. Res. 2009, 36, 358–378. [CrossRef]
7. Dolgui, A.; Kovalev, S. Min-Max and Min-Max Regret Approaches to Minimum Cost Tools Selection 4OR-Q.
J. Oper. Res. 2012, 10, 181–192. [CrossRef]
8. Dolgui, A.; Kovalev, S. Scenario Based Robust Line Balancing: Computational Complexity. Discret. Appl.
Math. 2012, 160, 1955–1963. [CrossRef]
9. Sotskov, Y.N.; Lai, T.-C.; Werner, F. Measures of Problem Uncertainty for Scheduling with Interval Processing
Times. OR Spectr. 2013, 35, 659–689. [CrossRef]
Algorithms 2018, 11, 57 19 of 20
10. Choi, T.-M.; Yeung, W.-K.; Cheng, T.C.E. Scheduling and co-ordination of multi-suppliers single-
warehouse-operator single-manufacturer supply chains with variable production rates and storage costs. Int.
J. Prod. Res. 2013, 51, 2593–2601. [CrossRef]
11. Harjunkoski, I.; Maravelias, C.T.; Bongers, P.; Castro, P.M.; Engell, S.; Grossmann, I.E.; Hooker, J.; Méndez, C.;
Sand, G.; Wassick, J. Scope for industrial applications of production scheduling models and solution methods.
Comput. Chem. Eng. 2014, 62, 161–193. [CrossRef]
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