In this paper, we deal with a generative model for multilabel, interactive 
Introduction
Image segmentation is described as partitioning an entire image into coherent groups. In general, one can distinguish unsupervised, semi-supervised and fully supervised methods. Recently, semi-supervised segmentation methods, inspired by the user-inputs such as the scribbles which provide a partial labeling of the image, have gained popularity since these methods give the user the ability to affect the segmentation as necessary for a particular application. These methods should satisfy the following conditions as well as the problem of extracting accurate object details. As a way to reduce the user effort, the segmentation should not be sensitive to where the seeds are positioned and how many seeds are used. Figure 1 . Using the higher-order cues for interactive segmentation. The first row shows an image with one pixel-seed selected for each label. Rows 2-4 show the segmentation results by Random Walker [9] with pairwise potentials, Robust P n model [13] with parametric higher-order potentials, and our method with nonparametric higher-order cues, respectively.
During the last decade, the main research directions on interactive segmentation algorithms are focused on Graph Cuts [4] [16] to find the minimum cut between the foreground and background seeds via a maximum flow computation, Random Walker [9] [12] to determine the labels via the seed propagation on a weighted graph, and Shortest Path [2] [7] to assign each pixel the foreground label if there is a shorter path from that pixel to a foreground seed than to any background seed. Recently these algorithms were all placed into a common framework that allows them to be seen as instances of a more general seeded segmentation algorithm [18] [8] [6] . However, the quality of these approaches are still strongly affected by seed quantity and placement. As a popular way to solve these problems without great memory and computation time costs, the segmentations are based on the image regions obtained by unsupervised segmentation algorithms [10] [15] [1] . These methods are inspired by the hard constraint whereby pixels constituting a particular region should have the same label. They have the benefit of using more informative features extracted from the pixels within the regions. If, however, these regions are not consistent with boundaries in the image, there are radical difficulties in obtaining the exact solutions. In fact, such situations often arise in natural images.
To overcome this hard constraint, many algorithms to combine multiple segmentations of the same image have been proposed [11] [17] [13] . Unlike [11] [17] that heuristically merge multiple regions, the work of Kohli et al. [13] couples higher-order potential functions defined in the regions with conventional unary and pairwise constraints by using higher-order CRFs in a principled manner. In this work, we proposes a generative model which has the ability of utilizing nonparametric higher-order cues defined in the over-segmented regions for segmentation, unlike the previous parametric models. The key contributions of our algorithm are as follows.
1.
We introduce a generative model for interactive segmentation, similar to [12] . In this framework, we propose an algorithm to estimate the pixel likelihoods for each label.
2.
We design a new higher-order cost function of pixel likelihoods to partly enforce the label consistency inside the regions generated by unsupervised image segmentation algorithms such as the mean shift algorithm [5] . Unlike the previous parametric higher-order potentials such as the Robust P n model [13] , we efficiently consider the pairwise relationship between the pixels and their corresponding regions in a multi-layer graph. In this work, the representative region likelihoods are defined as higher-order cues for estimating the pixel likelihoods.
3.
We address a nonparametric learning technique to recursively estimate the higher-order cues from the resulting likelihoods of pixels included in each region. In this manner, we consider long-range connections between the regions that facilitate propagation of local grouping cues across larger image areas, unlike the previous works that use only local properties inside the regions like the number of pixels in the region not taking the dominant label. These connections give the same effects as nonparametric prior model.
4.
Our algorithm is less sensitive to user inputs and gives high-quality segmentation results, as shown in Fig. 1 .
The paper is organized as follows. In Section 2, we introduce our proposed generative model and explain in detail how to estimate the pixel likelihoods from the higher-order cues. The experimental results are given in Section 3. Finally, we discuss our approach in Section 4.
Generative Model for Segmentation
Given an image I, each pixel x i ∈ X is to be assigned by one label l ∈ {1, .., L} in a segmentation problem. In a generative model, the required posterior probabilities p(l|x i ) are obtained by use of the Bayes rule:
where a likelihood p(x i |l) is expressed as π il and we assume that a prior probability p(l) is uniform. Once we know these posteriors, it is straightforward to assign x i the label with the largest probability. We also define the segmentation as the grouping of regions Y = {y k } n=1,...NY generated by over-segmentations such as the mean shift algorithm [5] , instead of pixels X = {x i } i=1,...NX . In this case, the posterior probabilities p(l|y k ) is formulated, similar to (1):
where a likelihood p(y k |l) is expressed as z kl .
In this paper, we propose to simultaneously estimate all pixel and region likelihoods (1) and (2), since the pixels and their corresponding regions must have the selfconsistent likelihoods. Therefore the region likelihoods are defined as higher-order cues in order to learn the pixel likelihoods. For estimating all these likelihoods, we first design a multi-layer graph with pixels and regions as nodes. We then build two quadratic cost functions for pixel and region likelihoods, which are related to each other in this graph, and simultaneously optimize them in a simple way.
Graphical Model
We construct an undirected graph G = (V, E) with pixels and regions as nodes V = {X, Y }, as shown in Fig. 2 . The edges E = {E X , E Y , E XY } are the links between pairs of nodes. An undirected edge exists, if the one of the following conditions is satisfied.
1)
In E X , two adjacent pixels are connected. Since it is difficult to consider long-range connections owing to a great computations, a small neighborhood system is usually used. An edge e X ii ∈ E X between two pixels x i and x i has a weight w X ii as follows. Let N i be the neighborhood of x i .
where c i indicates the color value at pixel x i in Lab color space and θ c is a constant that controls the strength of the weight. It provides us with a numerical measure for the label similarity between two neighboring pixels.
2) In E Y , two regions are fully connected. It is possible, since the number of regions is quite small. This full connectivity is helpful in propagating the labeling cues of each 
wherec k is the mean color of the pixels in the region y k :
where |y k | is the pixel number inside y k .
3)
In E XY , the inter-layer connections are added using the fact that each pixel corresponds to only one region in one over-segmentation. An edge e XY ik ∈ E XY between a pixel x i and a region y k has a weight w
By these connections, it is possible to transfer the higherorder effect of the region-based cues into the pixel-based one. Simultaneously, each region can get the supplementary information of pixel-based cues.
Likelihood Estimation
For interactive segmentation, a user initially marks some pixels X * that are representative of the label information. From these seed pixels X * , we can decide the seed regions Y * that contain the seed pixels with the same label. The main idea of our algorithm is to simultaneously estimate all pixel and region likelihoods for each label l in (1) and (2) from these initial seeds X * and Y * . Now we define two quadratic cost functions for the pixel and region likelihoods, that are supplementary to each other, as follows.
Learning pixel likelihoods
We compute the pixel likelihoods Π l by defining the region likelihoods Z l as higher-order cues in a principled manner. By definition of the relationship between all nodes V in the graph G, the quadratic cost function J X l of pixel likelihoods Π l with respect to a label l is as follows.
where
for the seeded pixels X * is λ if x i ∈ X * and 0 otherwise. The pixel-seed likelihood π * il is 1 if x i is the seed with the label l and 0 otherwise. The estimated likelihoodπ il of the pixel x i from the region likelihoods Z l is defined as the weighted average of its corresponding region likelihoods,
The cost function defined as pairwise E X l,P and unary E X l,U terms is commonly used for segmentation [4] [8] . In this work, we propose to use the additional higher-order term E X l,H defined in the over-segmented regions. Pairwise & Unary Terms. In (6), the first term E X l,P is the label-continuity constraint that two neighboring pixels in the small neighborhood system, which is usually chosen to be either a 4 or 8 neighborhoods, should have the same label if their colors are similar. The second term E X l,U is the unary constraint that each pixel seed tends to have the user-given label. The λ is positive coefficient measuring how much we want to fit the initial seeds. Typically, λ = ∞ imposes the hard constraint the each seed definitely has the initial label. This term is multiplied by the value d X i , since the balance between two competing constraints E X l,P and E X l,U is needed. Higher-Order Term. Finally, the third term E X l,H in (6) is the higher-order region consistency by which a pixel likelihood should be similar to its corresponding region likelihood. Since the regions quite often contain pixels belonging to multiple labels, it partly enforces the label consistency of regions with a weight μ. This term is also multiplied by the value d X i for the balance between two competing constraints E X l,P and E X l,H , same to the second constraint E X l,U . In contrast to other segmentation algorithms which use the hard label consistency in regions on the assumption that all pixels constituting a particular region belong to the same label, our work uses this soft label consistency constraint, similarly to the Robust P n model of Kohli et al. [13] . Unlike this parametric model which is based on the number of pixels in the region not taking the dominant label, we estimate the region likelihoods Z l by nonparametric learning from the given image.
Learning region likelihoods
To solve the formulation in (6), we also estimate the region likelihoods Z l by referring the pixel likelihoods Π l in the graph G. In a similar way to J X l in (6), the cost function J Y l of region likelihoods Z l is designed as follows.
In (7), the first term E Y l,P is the label-continuity constraint that both regions in the full neighborhood system should have the same label if their representative colors are similar. Instead of the parametric color models such as Gaussian Mixture Model, as the colors of all regions are compared with those of all seeded regions through higher-order connections, it gives the same effects as the nonparametric prior model. The second term E Y l,U is the unary constraint that each region seed tends to have the user-given label of inner seed pixels, similarly to E X l,U in (6). Finally, the third term E Y l,R is another estimated unary constraint whereby a region likelihood should be similar to the weighted average of inner pixel likelihoods. This term has the effect of refining the region likelihoods Z l from more informative pixel likelihoods Π l , since it can not guarantee that the reliable regions are always extracted in highly textured environments.
Convex Optimization
Since two cost functions J X l in (6) and J Y l in (7) are supplementary to each other, we should minimize them simultaneously. These functions can be reformulated as the matrix forms with respect to the likelihoods
respectively, as follows. 
It can be jointly transformed into
or simply
where the matrix Π = μP
. To solve this matrix formulation in (9), we use three weight parameters λ, μ and as the diagonal matrix form:
Since B = I − (I − Ω)Π is positive definite, the linear equation in (9) can be solved easily and we finally have the likelihoods u l of all pixels and all regions by a sparse matrix inversion technique as follows.
This form is similar to the solutions of the semi-supervised learning techniques [19] [14] in the data mining. Specially it can be interpreted as a variant of Random Walks with Restart (RWR) [14] [12] with the different criteria for deciding the restarting probability of each node in the graph G. Unlike the conventional RWR which uses a fixed restarting probability for all nodes, our formulation defines the individual restarting probabilities for every node as the diagonal elements of the matrix Ω.
After we compute the posteriors p(l|x i ) in (1) with the resulting likelihood π il in (10), the decision rule of each pixel x i for image segmentation is as follows:
Now, by assigning the label R i to each pixel x i , the segmentation is accomplished. 
Using Multiple Over-Segmentations
Let us consider the use of regions obtained from multiple over-segmentations. Since the shapes of some regions may be inconsistent with the real object boundaries in only one over-segmentation due to noise and parameter values, the uncertainty about the region shapes can be reduced by using the multiple over-segmentations with different parameter sets together. We simply extend our algorithm to exploit multiple segmentations as shown in Fig. 3 . The formulation to estimate the pixel and region likelihoods is the same as two cost functions in (6) and (7) with just minor changes of the criteria for generating the edges in the graph. Note that unlike single region layer case where each pixel is connected to only one region in Fig. 2 , in multiple oversegmentations all edges between a pixel and multiple regions containing it are added as depicted in Fig. 3 . Therefore the pixel likelihood depends on the weighted average of the multiple region likelihoods, not only one region likelihood. We do not consider the relations (edges) between two regions obtained from different over-segmentations.
Experimental Results
Our algorithm is based on the multiple regions. Therefore the overall qualities of the regions exert influence on our segmentation results. We also need three parameters λ, μ and in two cost functions (6) and (7) . λ is set to a high value (= 10 5 ), since each seed should be assigned to the initial label. We used the 8-neighborhood system in the pixel layer. In this section, we first analyze the effect of initial regions and other parameters (μ and ), and then, we compare the performance of our algorithm with the state-of-the-art methods [4] [9] [13] on several natural images.
(a) (b) (10, 7) (c) (10, 10) (d) (10, 15) (e) (f) (g) (h) 
Parameter Settings
We now explain how multiple regions Y were generated. In this work, we initially extract the regions by the mean shift image segmentation algorithm [5] . The mean shift algorithm uses two bandwidth parameters (h s , h r ) for the spatial and range domains, respectively. Our algorithm is based on multiple over-segmentations as shown in Fig.  3 . Following [13] , we choose to generate multiple regions by varying the parameters of the mean shift algorithm. The over-segmentations with different parameters (h s , h r ) are
Segmentation model
Error rate Graph Cuts [4] 6.60% Random Walker [9] 6.45% Robust P n model [13] 6.08% Our method 4.34% Table 1 . Percentage of mislabeled pixels in the region to be classified in the Microsoft GrabCut database.
shown in Fig. 4(b)-(d) . By increasing the range parameter h r we can get a set of regions which vary from oversegmented to under-segmented. Fig. 4(e)-(g) show that the resulting segmentations vary according to which regions are used. In smaller regions, more detailed boundaries are extracted but more errors may be generated, since their features are less informative. In this paper, our experiments use all three over-segmentations with (h s , h r ) = {(10, 7), (10, 10), (10, 15)} for producing the final flexible segmentations such as in Fig. 4(h) . Fig. 5 and Fig. 6 show the segmentation results by varying the other parameters μ and in (6) and (7), respectively. In a larger μ, the region label consistency is emphasized more and the boundaries of final segmentations are more consistent with the initial regions as shown in Fig. 5 . In a smaller μ, more smooth boundaries are extracted around the seed placement. When the faint object boundaries exist as shown in the bottom image of Fig. 5(a) , it is important to find appropriate μ to reduce dependence on the boundaries of the inaccurate regions and to alleviate the over-smoothing effect. controls the weight of the region unary term estimated from the pixel likelihoods in (7) . Compared with μ, the resulting segmentations are less sensitive to in Fig. 6 . Thus it is more important to decide the parameter μ in this framework. In this work, μ and were chosen empirically, and we set μ = 0.002 and = 0.2 for all the test images.
Segmentation Results
We first demonstrate the quality of our proposed algorithm on the Microsoft GrabCut database 1 which consists of 50 images with tri-maps and ground truth segmentations. Although most pixels have the initial labels as the seeds except for a narrow band around the objects, this database can evaluate the problem of extracting accurate object details. It is widely used for quantitative segmentation comparison [3] [8] with state-of-the-art algorithms. Table 1 presents the comparative evaluation of the interactive segmentation algorithms: Graph Cuts [4] , Random Walker [9] , Robust P n Model [13] , and our proposed algorithm. Our algorithm quantitatively has better performance than conventional pairwise and higher-order algorithms. Fig. 7 illus- trates the example segmentations on the Microsoft GrabCut database. This figure shows that our algorithm intuitively produces high-quality segmentation results. For example, our segmentation result in the third row image of Fig. 7 (e) well indicates that the color information of a few face seeds gives aid to the detection of human arms and legs through our higher-order connections, without parametric color models. This quantitative and qualitative comparison confirms the accuracy of our algorithm. We compare the sensitivity of our algorithm with respect to seed quantity and placement, similarly to the evaluation of Sinop et al. [18] . The sensitivity check has the following procedure as shown in Fig. 8 . We first chose one test image in Fig. 8(a) with a tri-map in Fig. 8(b) . In Fig. 8(d)-(g) , the standard segmentations were produced from this initial tri-map by Graph Cuts, Random Walker, Robust P n model, and our algorithm. Then, some seeds were randomly taken from 1% to 50% of total seed quantity. The perturbed segmentations were recomputed from these selected seeds in Fig. 8(h)-(k) , and compared with the standard segmentations. As the measure for the similarity between two segmentations, a normalized overlap a o = |F1∩F2| |F1∪F2| was used [18] , where F 1 and F 2 indicate the sets of pixels assigned as the foreground in two segmentations. This procedure was repeated 10 times on the same problem set. We finally checked the sensitivity of the algorithms as mean normalized overlap in Fig. 8(c) . This experiment quantitatively shows that our algorithm is less dependence on user-inputs than other state-of-the-art algorithms. Fig. 9 presents the higher-order effect of our algorithm in the natural images, compared with the state-of-the-art algorithms. The full connections between regions cause the propagation of local grouping cues across the whole image. Our algorithm is useful for the detection of multiple patterns or objects with a few scribbles without parametric color models. These properties give less sensitivity to seed quantity and placement as well as the high-quality segmentations. Compared with the conventional higher-order models like Robust P n model [13] , our algorithm still has these advantages. It is because it is difficult to propagate the local grouping cues across larger image regions without additional information such as parametric prior models in previous higher-order models. Additional visual comparisons of segmentation results are shown in Fig. 10. 
Complexity Consideration
The N × N matrix B, where N = N X + N Y , in (10) is an sparse matrix, since the pixel number N X is very much larger than the region number N Y and the links between pairs of pixels are very sparse. Thus its inversion typically has an efficient computation. In our MATLAB implementation, the division operator '\' which executes a fast LU ( a ) ( b ) ( c ) ( d ) Figure 9 . Comparison of our algorithm with the state-of-the-art algorithms for finding multiple patterns or objects with a few scribbles. (a) Input images with scribbles with two red and green labels. Segmentation results by (b) Random Walker [9] with pairwise potentials, (c) Robust P n model [13] with parametric higher-order potentials, and (d) Our algorithm.
decomposition to solve the linear system was used for the inversion of B. In the left column image (size: 213×320) in Fig. 1 , the computation time of our algorithm is about 5.25 sec (except the over-segmentation stage) on an Intel Core 2 Quad CPU running at 2.4 GHz and the memory usage is about 220 MByte in MATLAB. For comparison purpose, [9] takes about 1.11 sec and needs about 60 MByte.
Conclusions
This paper presents a new generative model for interactive segmentation. More importantly, we propose the new higher-order cues defined in the regions. These higher-order cues are efficiently used to estimate the pixel likelihoods in the quadratic formulation, and recursively estimated from the resulting likelihoods of pixels included in each region. Since in this manner all regional cues are propagated into the whole image by using the full connections between regions, it gives the same effect as the nonparametric prior model. The performance of our algorithm was tested on the challenging data sets. The segmentation results demonstrate that our higher-order cues are helpful in producing high-quality segmentations with detailed boundaries and reducing the sensitivity of the seed quantity and placement.
In our framework, two parameters μ and were empirically chosen. They are not, however, optimal for every im- Walker [9] , (c) Robust P n model [13] , and (d) Our algorithm.
age. Moreover we used only color values as the pixel and region properties. If we use the optimal parameters μ and and other local grouping cues like texture and edgeness, better segmentation results will be obtained. Therefore our future work will include the automatic parameter selection and the fusion of multiple grouping cues.
