With the advent of dense single nucleotide polymorphism genotyping, population-based association studies have become the major tools for identifying human disease genes and for fine gene mapping of complex traits. We develop a genotypebased approach for association analysis of case-control studies of gene-environment interactions in the case when environmental factors are measured with error and genotype data are available on multiple genetic markers. To directly use the observed genotype data, we propose two genotype-based models: genotype effect and additive effect models. Our approach offers several advantages. First, the proposed risk functions can directly incorporate the observed genotype data while modeling the linkage disequilibrium information in the regression coefficients, thus eliminating the need to infer haplotype phase. Compared with the haplotype-based approach, an estimating procedure based on the proposed methods can be much simpler and significantly faster. In addition, there is no potential risk due to haplotype phase estimation. Further, by fitting the proposed models, it is possible to analyze the risk alleles/variants of complex diseases, including their dominant or additive effects. To model measurement error, we adopt the pseudo-likelihood method by Lobach et al. [2008]. Performance of the proposed method is examined using simulation experiments. An application of our method is illustrated using a population-based case-control study of association between calcium intake with the risk of colorectal adenoma development. Genet. Epidemiol. 34:792-802, 2010. 
INTRODUCTION
Case-control studies are widely used to detect geneenvironment and gene-gene interactions in the etiology of complex diseases, such as cancer, hypertension, and diabetes. Many variables of interest to biomedical researchers are very difficult to measure on the individual level and oftentimes uncertainty associated with the observed values cannot be avoided in practice. Measurement error causes bias in gene-environment parameter estimates, thus masking key features of data and leading to loss of power and spurious/masked associations [Lobach et al., 2008] . Loss of power prevents the ability to detect important relationships among variables [Carroll et al., 2006] . Nutrition-defined broadly to indicate diet, body size, physical activity-is likely to be causally related to cancer [Schatzkin et al., 2009] . Nevertheless, nutritional epidemiology of cancer remains problematic, largely because of persistent concerns that standard instruments measure diet and physical activity with too much error. For example, in large epidemiologic studies of impact of diet on development of a disease, nutrient intake is commonly measured using the food frequency questionnaire (FFQ). It is well known that the FFQ as a measure of long-term diet is subject both to biases and random errors [Subar et al., 2003] .
With the advent of dense single nucleotide polymorphism (SNP) genotyping, population-based linkage disequilibrium (LD) mapping or case-control association studies have become the major tools for identifying human disease genes and for the fine gene mapping of complex traits [Hinds et al., 2005; The International HapMap Consortium, 2003 , 2007 ; The International SNP Map Working Group, 2001] . LD information reflects structure of the genome and hence provides valuable opportunity for mapping genetic variants responsible for complex diseases. The availability of millions of SNPs greatly facilitates r 2010 Wiley-Liss, Inc.
detection of genetic variants of complex diseases using case-control association studies and provides a unique opportunity to increase resolution of the fine genotype mapping. In the meantime, association studies are challenging because of high false-positive rate and computational demands needed to handle massive number of SNPs. Moreover, it is believed that multiple genetic variants and environmental factors interactively cause complex traits Lobach et al., 2008; Mukherjee and Chatterjee, 2008; Spinka et al., 2005] . We are interested in building statistical models that relate genetic variations to complex phenotypes and permit detection of interaction between genetic variants and environmental factors in the difficult but common situation when the environmental factors are measured with uncertainty.
The following important issues are likely to arise in the analysis of population-based case-control association studies: (1) Genetic markers are usually typed locus by locus and oftentimes moderate to high LD exists between the observed markers. The available genetic data are in the form of unphased genotypes and hence the haplotypebased approach requires haplotype-phase estimation; (2) Some of the environmental factors that are likely to interact with the genetic traits cannot be measured directly, and instead only surrogates are available; i.e. measurement error exists in the environmental factors. To be concrete, let us describe the association study of colorectal adenoma that motivated development of our models. The Colorectal Adenoma Study was designed to investigate the interaction between the dietary calcium intake and genetic variants in the calcium-sensing receptor (CaSR) region [Peters et al., 2004] . In this study, the dietary calcium intake is not measured directly. Instead, it is estimated from a baseline FFQ. In addition, genotype information is available on three non-synonymous SNPs in the CaSR region. To detect the interaction of dietary calcium intake and the CaSR genes, two challenges exist:
(1) to utilize the FFQ to measure dietary calcium intake is prone to both bias and random error, what needs to be corrected by building appropriate models and (2) to effectively analyze the observed genotype data taking into account LD information between the genetic markers.
The genotype-based and haplotype-based models are the two major approaches widely used in association studies in the presence of LD. The haplotype-based method offers an advantage of modeling LD through the construction of haplotype blocks at the price of computational expense. Lobach et al. [2008] proposed a pseudolikelihood method in the case when the environmental factors are prone to error. The haplotype-based approach can be computationally intensive in the case when the number of genetic markers is large and the LD is moderate. Hence, in these cases, the uncertainty associated with the haplotype-based methods can lead to loss of accuracy in risk coefficients estimation [Lin et al., 2002; Marchini et al., 2006; Qin et al., 2002; Stephens et al., 2001; Stephans and Donnelly, 2003] .
We propose to develop a genotype-based approach for analysis of case-control studies of gene-environment interactions. A special feature of the proposed method is that the observed genetic information enters the model directly and the LD structure is captured in the regression coefficients. As the basis for estimation and inference, we will use the pseudo-likelihood function developed by Lobach et al. [2008] . The form of this pseudo-likelihood function offers several advantages. One is that it allows to incorporate information about the probability of disease. In epidemiologic studies, a good bound on the probability of disease in a population is generally available. Further, the formulation of the pseudo-likelihood function does not require specification of the distribution of environmental variables measured exactly. These variables include age, ethnicity, BMI and other demographic and clinical measurements. Thus gains in efficiency can be achieved by not having to model a distribution of a multivariate vector of these measurements. The pseudo-likelihood function exploits the gene-environment independence assumption. If the gene-environment independence is not valid in a setting, then a distribution of genotype can be specified within strata defined by the environmental covariate. We propose a risk model that be incorporated in this pseudolikelihood function that captures the LD structure in the regression coefficients. Hence, the haplotype phase needs not to be estimated, thus reducing computational burden and consequently reducing risk caused by potential bias dueto haplotype-phase estimation.
The organization of the paper is as follows. First, we describe the problem, our methodology and related theoretical results. We then present the results of simulation studies, and we analyze the example discussed above. In Discussion Section, we give concluding remarks. All technical derivations are given in the Appendix A and in the Web Appendix.
METHODOLOGY AND MAIN THEORETICAL RESULTS

MODEL AND NOTATION
Let D be the categorical indicator of disease status. We allow D to have K11 levels with the possibility of KZ1 to accommodate different subtypes and stages of a disease. Let D 5 0 denote the disease-free (control) subjects and D 5 k, kZ1 denote the diseased (case) subjects of the kth subtype. Suppose the genetic region of interest is spanned by I loci. Let (X,Z) denote all of the environmental (nongenetic) covariates of interest, where X are the factors susceptible to measurement error and Z are additional environmental factors measured without error. Given the environmental covariates X and Z and genotype data G 5 (G 1 ,G 2 ,y,G I ), the risk of the disease in the underlying population is given by the polytomous logistic regression model
Here, m k ( Á ) is a known function parameterizing the joint risk of the disease from G, X, and Z in terms of the oddsratio parameters b. Assume that all markers are di-allelic, e.g. SNPs. Under the Hardy-Weinberg equilibrium (HWE) assumption, the distribution of the marker genotype can be specified in a parametric form pr(G) 5 pr(G; Y), where Y ¼ ðP Mi ; i ¼ 1; 2; . . . ; IÞ are the allele frequencies. The formulation of our model is general enough to account for deviations from the HWE. For the ith marker, denote the two alleles by M i and m i , with frequencies P M i and P m i .
Define the following dummy variables
;
Notice that A i 11 is the number of allele M i at the ith marker, and hence A i can be used to model the allele or additive effect of M i . In the following, we provide two examples of function m k ( Á ) using the genotype information G 5 (G 1 ,G 2 , 
In this formulation, the regression coefficients b kAi and b kD i model risk due to the additive and dominance effect, respectively [Fan et al., 2006; Fan and Xiong, 2002] . The remaining terms capture the multiplicative gene-environmental interaction.
Additive effect model (AEM). Suppose that the dominance effect is not significantly present in the model (3). In this situation, the risk function takes the following form.
The difference between ''genotype effect model'' (3) and ''additive effect model'' (4) is that dominance effect and related gene-environmental interactions are not modeled in (4). The number of parameters in function (3) can be significantly larger than that of function (4). In practice, additive effect model (4) can be advantageous over the genotype effect model (3) because of the smaller number of parameters in (4). This situation may occur when the dominance effect is not significantly present or the dominance effect cannot compensate for the increase in the number of parameters in (3).
The model (1) cannot be used directly for analysis since the covariate X is measured with error. Let W denote the error-prone version of X. We assume a parametric model of the form f mem (w|D, G, X, Z; x) for the conditional distribution of W given disease-status D, marker genotype G, the true exposure X, and additional environmental factors Z. Measurement error can be modeled both as differential and non-differential. If measurement error can be assumed to be non-differential by disease status, then one can simplify the model as f mem (w|D, G, X, Z;x) 5 f mem (w|G, X, Z; x), what does not depend on D. We assume that the joint distribution of the environmental factors in the underlying population can be specified according to a semi-parametric model of the form f X,Z (x, z) 5 f X (x|z;Z)f Z (z), where f Z (z) is left completely unspecified.
Theoretical justification provided in the Appendix proves that the risk functions (3) and (4) are valid for analysis of case-control association studies in the case when genetic markers are in the LD. Briefly, we illustrated that (1) the LD is being modeled in the regression coefficients, and (2) if there is no association between observed genotype and trait locus, then all regression coefficients of A i and B i are zeros and so the regression does not depend on the markers.
SEMI-PARAMETRIC INFERENCE BASED ON A PSEUDO-LIKELIHOOD
Let n 0 be the number of control subjects; and for kZ1, denote by n k the number of subjects in the sample with disease at a stage k. Let n 5 n 0 1n 1 1Á Á Á1n K be the total number of subjects in the sample. In addition, let us denote p k 5 pr(D 5 k), k 5 0,1, 2,y,K. Consider a sampling scenario where each subject from the underlying population is selected into the case-control study using a Bernoulli sampling scheme, where the selection probability for a subject given his/her disease status D 5 k is proportional to m k 5 n k /p k . In addition, assume that the sampling only depends on the disease status, and so the selection of a subject is independent of the subject's marker information and environmental covariates.
Let R 5 1 denote the indicator of whether a subject is selected in the sample. For the ith subject, let us denote by
We assume that G and (X, Z) are independently distributed in the underlying population. Only changes in notation are needed to model genotype and environment within strata thus relaxing gene-environment independence assumption. We suppose that the type of genetic covariate measured does not depend on the individual's true genetic covariate, given disease status, environmental covariates, and the measured genetic information. Further, we suppose that the observed genetic variable does not contain any additional information on disease status and true environmental covariate given the genetic variable of interest. Similarly to Lobach et al. [2008] , we propose to use the following pseudo-likelihood function in place of the likelihood function to estimate the parameters. In the Web Appendix A.1, the pseudo-probability is calculated as L Pseudo ðk;g;w;z;O;Z;xÞ
z;OÞf mem ðwjk;g;x;z;xÞf X ðxjz;ZÞdx
where G is the set of all possible genotypes in the population. Lobach et al. [2008] proved that the maximization of L Pseudo , although not the actual retrospective-likelihood for case-control data, leads to consistent and asymptotically normal parameter estimates. Observe that conditioning on Z in L Pseudo allows it to be free of the nonparametric density function f Z (z), thus avoiding the difficulty of estimating potentially high-dimensional nuisance parameters.
ASYMPTOTIC THEORY IN CASE WHEN GENETIC MARKERS ARE INDEPENDENT
In this section, we will provide asymptotic results along the lines of Lobach et al. [2008] . These results are readily applicable to the proposed model in the case when no LD is present between the genetic markers.
Estimation With Known Measurement Error Distribution. Assume that the parameter x controlling the distribution of the measurement error is known. We show that maximization of L Pseudo leads to consistent and asymptotically normal parameter estimates. Let C(k, g, w, z; O, Z, x) be the derivative of logfL Pseudo (k, g, w, z; O, Z, x)g with respect to B. Then define
where all expectations are taken with respect to the casecontrol sampling design. The estimationB ¼ ðÔ
In the Web Appendix A.2, we show the following limiting properties ofB.
Theorem 1. The estimating function L n ðO; Z; xÞ is unbiased, i.e. has mean zero when evaluated at the true parameter values. In addition, under suitable regulatory conditions, there is a consistent sequence of solutions to (6), with the property that
Remark 1. An EM algorithm for the estimating the parameters, based along the lines of Lobach et al. [2008] and Spinka et al. [2005] , is given in the Web Appendix A.3.
Estimated Measurement Error Distribution. In practice, the parameter x controlling the measurement error distribution will be unknown, and typically additional data are necessary to estimate it. Here, we consider the case of additive mean-zero measurement error with replications of W. Our convention is that there are at most J replications of the W for any individual. Let W i denote this ensemble of the J replicates, and let t i be the number of replicates we actually observe. Let f mem (w|k, g, x, z, j; x) be the joint density of the first j replicates for j 5 1,y,J; C(D, G, W, Z; O, Z, x, j), I j , and L j be the matrices defined above for the case with exactly j replicates for each individual. Assume that j i is independent of (D i , G i , X i , W i , Z i ) and that probability to observe j replicates is p(j).
Further, define I ¼ P J j¼1 pðjÞI j . The estimating function for B ¼ ðO T ; Z T ; xÞ T can be written [Lobach et al., 2008] in the form
The parameter estimates have the following asymptotic properties (Web Appendix A.4).
Theorem 2. The estimating function (7) is unbiased, i.e., has mean zero when evaluated at the true parameter values. In addition, under suitable regulatory conditions, there is a consistent sequence of solutions to (7), with the property that
ASYMPTOTICS IN CASE WHEN GENETIC MARKERS ARE IN LINKAGE DISEQUILIBRIUM
Recall that in the case when genetic markers modeled in the risk function are in the LD, the regression coefficients capture both the association signal and the LD information. In practice, if the LD is present in the genetic material, we suggest to construct and investigate the model based on genetic markers that are known to be associated with disease. The association information can be obtained either based on a priori knowledge (e.g. previously reported studies, biological interpretation), or can be inferred using the observed data (e.g. model selection procedure).
The distribution of the genotype in the population for a pair of markers that are in LD can be written as follows:
We propose to estimate parameters (O, Z, x, D) based on the pseudo-likelihood function that is of the same form as (5), but is based on the S(k, g, x, z; O, D) function in the form (9), specifically,
Justification of the risk model and regression coefficients presented in the first section of the Appendix A suggests that the LD information between the observed genetic markers and the trait locus is captured in the regression coefficients.
SIMULATION EXPERIMENTS
We performed a series of simulation experiments to investigate the performance of the proposed procedure in various settings. We consider a case when the disease status D is binary (i.e. K 5 1). Note that This means that simply using (5) as a likelihood function directly will be unstable because of over-parametrization.
To overcome this, we may re-parametrize in terms of pr(D 5 1) through (11). In addition, let k be a function of pr(D 5 1). This obvious solution can solve the overparametrization problem.
The genotype G was simulated under HWE for I 5 1, 2, 3. Given the values of (G, X), we generated a binary disease outcome D using two logistic models, corresponding to the GEM and AEM. For the GEM, covariates are related to a disease via link function
and the corresponding AEM was obtained by setting coefficients b Di and b DXi to be 0. Here we omit the subscription k in the regression parameters bs since we have one level disease cases and normal controls. We considered three settings of the disease risk function. In the first setting, only one marker is involved in a disease. This marker has weak additive and dominance effects (b A1 5 log(1.5) and b D1 5 log(1.3)), while the interaction effect with the environment is strong for both additive and dominance components (b XA1 5 log(2.5) and b XD1 5 log(3)). In the second setting, in addition to the marker described above, we added one with stronger additive component (b A2 5 log(2.2)) and almost no dominance b D2 5 log(1.1). Interaction effects of both additive and dominance components are strong (b AX2 5 log(2.2) and b DX2 5 log(2.5)). Finally, in the third setting, we added one additional marker with strong additive and dominance components in addition to the strong interaction effects b A3 5 log(2), b AX3 5 log(3), b D3 5 log(2), b DX3 5 log(3).
THE DISCRETE CASE
Consider the case when disease status and environmental variables (X, W) are binary. Let pr(X 5 1) 5 0.5. We simulated the observed environmental variable W using the following misclassification probabilities. pr(W 5 0|X 5 1) 5 0.25 for the exposed participants and pr(W 5 1|X 5 0) 5 0.20 for the non-exposed. We performed a simulation sub-study when probability of disease is not known and it is estimated via grid-search method. The values of p d are set to be on interval (0.001, 0.04) with step 0.005 and the resulting estimate is a value that maximizes the pseudo-likelihood function. Parameter b 0 is estimated by solving equation (11). To estimate the parameters, 500 samples are simulated and each sample contains 1,000 cases and 1,000 controls. To illustrate performance and advantages of the proposed method, we presented biases and Root Mean-Squared Errors (RMSE).
Shown in the Table I are simulation results for the case when three independent genetic markers are observed. The results illustrate that the proposed methodology produced parameter estimates that are nearly unbiased and have small variability. The naive approach that ignores existence of the measurement error and pretends that the environment is observed exactly results in biased estimates with variability that is larger than that of the proposed approach. These simulation results illustrate that the RMSE of coefficients b Di and b DXi are generally larger than those of b Ai and b AXi , thus suggesting that the dominance effect should only be used in the situations when the data present strong evidence for the dominance effect. In Web Tables I and II, we present the results for two-marker case, additive and genotype effect models, respectively. Findings shown in the Web Tables I and II are  similar to those of the Table I .
The setup described above simulates markers that are in linkage equilibrium. To evaluate performance of the proposed method in the case when genetic markers are in the LD, we considered the following simulation setup. We simulated the observed genotype according to the following frequencies:
We further compared performance of the proposed approach and the one that ignores existence of the LD. We found that when the LD is small (e.g. 0.005), the parameter estimates based on the model (5) are nearly unbiased and have small variability (Web Table III) , because the coefficients capture enough of the LD information. To test the performance of the proposed models in the case when moderate amount of LD is present (D 5 0.01, 0.02, 0.05) and compare it to the procedure that ignores existence of the LD, we performed the following simulation experiment. We simulated the observed data using a simulation setup described above with two markers that are in LD using AEM. Results presented in the Table II illustrate that the naive approach resulted in parameter estimates that are biased and are highly variable, while the proposed method eliminated bias and substantially reduced the variability of the estimates.
CONTINUOUS SIMULATIONS
In this simulation experiment, we considered a continuous environmental variables. We simulated the true environmental covariate X from a Normal distribution with zero mean and variance 0.1. To simulate observed environmental variables, we used additive model of the form W 5 X1U, where U is generated from the normal distribution with zero mean and variance x 5 0.25. Note that we are simulating a case of large measurement error, to mimic a situation that occurs in practice while measuring diet. To estimate the probability of disease, we used grid-search method on the interval (0.001, 0.051) with step 0.005 by maximizing the pseudo-likelihood function for values of probability of disease fixed on a grid and then performing a grid-search to identify the value of probability of disease that maximized the likelihood.
Within this simulation setup, we suppose that the measurement error distribution is known. Table III presents the results of three-marker case under the additive effect model. We found that for our method there is no noticeable bias in parameter estimates, whereas the naive approach that ignores existence of the measurement error results in substantial bias (Table III) . The RMSEs of coefficients b Ai in Table III are reasonable. However, the RMSEs of b AXi in Table III are generally larger because they are based on the continuous covariate with noise that is 2.5 times more variable than the signal. We are giving a very stringent test to our method in the case when the environmental covariate is continuous because in practice the measurement error is massive. In the Web Tables IV and V, we present the results of one marker case for additive effect model and genotype model, respectively; in Web Table VI, we report the results of two-marker case for the additive effect model. The three Web Tables provide  similar results as those of Table III. To investigate accuracy of the proposed variance estimator, we performed an experiment and reported results in Table IV . The results suggest that the mean estimated standard error is nearly unbiased. However, the variability of the parameter estimates is elevated. This phenomena is well known in the measurement error The results are based on 500 samples of 1,000 cases and 1,000 controls. Genotype is simulated at the two marker loci with P M i ¼ 0:25, i 5 1,2. The environmental covariate (X) is binary and measured with error with misclassification probabilities with misclassification probabilities being 0.20 for exposed and 0.25 for non-exposed subjects. Probability of disease is 0.0069 and is assumed to be known in the population. The data are simulated and analyzed under the additive effect model and the LD measure D m 1 m 2 ¼ 0:02. RMSE, root mean-squared error. The results are based on 500 samples of 1,000 cases and 1,000 controls. Genotype is simulated at the three marker loci with P M i ¼ 0:25, i 5 1, 2, 3. The environmental covariate (X) is binary and measured with error with misclassification probabilities being 0.20 for exposed and 0.25 for non-exposed subjects. The data are simulated and analyzed under the genotype effect model. RMSE, root mean-squared error.
literature and noted in our previous work [Lobach et al., 2008] . When the measurement noise is large, which is the case in our situation, the sampling distribution of the parameter estimates can be skewed. Hence, we reported 5%-timmed standard errors of the parameter estimates that are close to the true and mean estimated standard errors.
COLORECTAL ADENOMA STUDY DATA ANALYSIS SINGLE MARKER ANALYSIS
Model. To illustrate the application of the proposed method we analyzed the colorectal adenoma study described in the introduction. To recap, there were 772 cases and 778 controls, the response D was colorectal adenoma status, the genetic data observed were three SNPs in the calcium receptor gene CaSR, the environmental variable X measured with error was log(11calcium intake), which was measured by W, the result of a FFQ. The variables Z measured without error were age, sex, and race, which are not significant and are not included in the final model. The two alleles at the first SNP are A and G, the two alleles at the second SNP are C and G, and the two alleles at the third SNP are G and T. Let us denote M 1 5 A, m 1 5 G, M 2 5 C, m 2 5 G, M 3 5 G and m 3 5 T; and then define dummy variables A i accordingly by (2). Based on the observed genetic data only, we estimated the LD measures as follows: D M1M3 ¼ 0:011 for the first and third markers; D M2M3 ¼ 0:012 for second and third markers; and D M1M2 is approximately zero. Given calcium intake X and genotype information G 5 (G 1 , G 2 , G 3 ), we considered several risk model based on the following strategy. We first analyzed the three observed markers using the risk models based on one marker at a time in the following form
and the model is denoted as AEM1, AEM2, and AEM3, respectively.
Measurement Error Modeling. Unfortunately, there
is no direct information in the study to assess the measurement error properties of calcium intake W. We used a combination of outside data and sensitivity analysis instead. The outside data came from the WISH Study [Potischman et al., 2002] . There were E400 women in this study, which used the same FFQ as in the colorectal adenoma study and also included the results of six 24-hr recall measurements, which we denoted by T ij for the ith individual and jth replicate. The model for these data were that
where
Using variance components analysis, we estimated ða 0 ; a 1 ; s 2 u Þ, and took these as fixed and known in the colorectal adenoma study, although we also varied s 2 u . The distribution of X was taken to be Gaussian with mean linear in Z and variance x. We used the method of Fuller 1987, Chapter 2, 5 and found estimatesâ 0 ¼ 0:22,â 1 ¼ 0:75, s 2 u ¼x ¼ 0:65. To assess sensitivity to the measurement error model specification, we considered several scenarios by imposing measurement error structure estimated using WISH data and varying it through s 2 u .
Results. After fitting the three models, AEM1, AEM2, and AEM3, we found significant results for AEM1 and AEM2 based on analysis of parameter estimates and 95% Wald confidence intervals (Table V) . For the AEM1, each of the three regression coefficients b A1 , b X , and b AX1 was significantly different from 0; and so was each of the three regression coefficients b A2 , b X and b AX2 for AEM2 (Table V) . Since the estimate À0.478 of parameter b AX1 was negative in AEM1 and so the estimate À0.771 of b AX2 in AEM2, the results suggested protective effect of an interaction between the calcium intake and additive effect of allele M 1 5 A of the first marker and allele M 2 5 C of the second marker.
For AEM3, none of the three regression coefficients b A3 , b X and b AX3 was significant (data not shown). In addition, Genotype is simulated at the two marker loci with P M i ¼ 0:25, i 5 1,2. The environmental covariate (X) is Normal (0, 0.1). The measurement error is additive with variance of noise that is 0.25. The data are simulated and analyzed under the additive effect model. 5%-trimmed values are marked by Ã . The results are based on 500 samples of 1,000 cases and 1,000 controls. The results are based on 500 samples of 1,000 cases and 1,000 controls. Genotype is simulated at the three marker loci with
The measurement error is additive with variance of noise that is 0.25. The data are simulated and analyzed under the additive effect model. RMSE, root mean-squared error.
we added dominance effect and the related gene-environmental interaction terms to the AEM1, AEM2, and AEM3 to fit the data. No significant result was found for the dominance effect and the related gene-environmental interactions (data not shown). Thus, the additive effect models (AEM1 and AEM2) are enough to fit the data.
MULTIPLE MARKER ANALYSIS
Motivated by the results of single marker analysis, we considered the following risk model that models the effect of a pair of markers 1 and 2
which we denoted as AEM12. The results are presented in the Table V. All regression coefficients except b A1 in AEM12 were significantly different from 0. The results of Table V confirmed the protective effects of the allele M 1 5 A at the first marker and the allele M 2 5 C at the second marker. In addition to AEM12 using markers 1 and 2 in analysis, we fitted two more models: (1) AEM13: markers 1 and 3; and (2) AEM23: markers 2 and 3, respectively. The results, however, suggested that the third marker does not provide significant effect on the models AEM13 and AEM23 (data not shown). Hence, markers 1 and 2 are enough to model the association with the disease trait, and marker 3 contributed no significant information in addition to marker 1 or 2.
COMPARISON WITH THE RESULTS OF HAP-LOTYPE-BASED APPROACHES
In Lobach et al. [2008] , two haplotypes h 4 and h 5 have protective effects against colorectal tumor development and a haplotype h 2 has no significant effect. h 4 is haplotype GCG, h 5 is a combination of a common haplotype AGG plus three rare haplotypes AGT, GGG, and GCT. Compared with our results that the allele M 1 5 A at the first marker and the allele M 2 5 C at the second marker have protective effects, the protective effect of h 4 5 GCG may be due to the allele M 2 5 C at the second marker and the protective effect of h 5 may be due to the allele M 1 5 A at the first marker. The alleles at the third marker make no significant contribution to the colorectal tumor development.
DISCUSSION
In this article, we proposed a genotype-based approach for the analysis of case-control studies of gene-environment interactions in the presence of measurement error in the environmental factors. Two types of risk functions are proposed along the lines of the previous work of the second author: genotype and additive effect models [Fan et al., 2006; Fan and Xiong, 2002] . The genotype effect models capture both the additive and dominance effects, while the additive effect model takes into account the additive effect of genetic markers. The proposed method has several unique aspects. First, the observed genetic information enters the model directly and the pairwise LD structure is captured in the regression coefficients. Compared with the haplotype-based approaches, the proposed models are simpler and the theoretical justification/ inference/asymptotics can be simpler too. Subsequently, in practice, the computational burden is less demanding since there is no need to estimate the haplotype phase. Moreover, there is no risk of potential bias due to haplotype phase estimations. The second unique aspect of the proposed method efficiently models the environmental covariates are measured with substantial error. So far, there is no genotype-based methods in literature to deal with the issue and the proposed method can fill the gaps. Similary to the method investigated in Lobach et al. [2008] , the estimating procedure is based on a pseudo-likelihood model that allows to efficiently estimate parameters, model environmental covariates completely non-parametrically, and incorporate information about the probability of disease. In epidemiologic studies, the vector of environmental covariates measured exactly is oftentimes high dimensional and a good estimate about probability of disease in a population is known. Thus, the use of the proposed pseudo-likelihood function offers advantages.
Simulation experiments illustrated that the proposed methods can lead to nearly unbiased parameter estimates and the variability is generally low for the additive effect terms. In the genotype effect models, the variability of the dominance effect terms can be slightly elevated. Hence, in the case when dominance effect is moderate or is not significant, the additive effect models are superior to the genotype effect models as we noted in our previous work [Fan et al., 2006; Fan and Xiong, 2002] . In comparison, the naive estimation that ignores existence of measurement error and/or LD results in parameter estimates that are largely biased and variable.
The proposed methods will prove useful when the amount of LD is small or moderate. In this case, the number of possible haplotypes that are consistent with the observed genotype is large and hence the estimating procedure can be computationally intensive. Simulation experiments illustrated that the proposed method resulted in parameter estimates that are nearly unbiased and have small variability in the cases: (1) the LD is small and the LD is only modeled in the regression coefficients; (2) the LD is moderate and the proposed method estimates that LD and risk parameters simultaneously. When the number of markers is much larger than two and the strong LD is present, haplotype-based approaches developed in Lobach et al. [2008] can be more useful. In particular, if a disease is mainly due to one or two haplotypes and the haplotype consists of multiple alleles at different markers and none of the alleles has big effect on the disease, the proposed genotype-based approach can be less powerful while the haplotype-based approach can be more powerful. On the other hand, the proposed models can be powerful when some alleles have strong effect on the disease. As a result of application of the proposed method to the analysis of colorectal adenoma study, we found that the protective effects of the allele M 1 5 A at the first marker and the allele M 2 5 C at the second marker. In Lobach et al. [2008] , two haplotypes h 4 5 GCG and h 5 (mainly AGG) have protective effects against colorectal tumor development. Compared with our results, the protective effect of h 4 may be due to the allele M 2 5 C at the second marker and the protective effect of h 5 may be due to the allele M 1 5 A at the first marker. Therefore, the proposed approach has the ability to identify important alleles and markers, which have significant contribution to the colorectal tumor development.
The proposed risk model is readily expendable for the analysis of gene-gene interactions in the case when the genetic markers involved in an interaction are independent. For the colorectal adenoma study data, we fit the model by adding the product terms A 1 A 2 of dummy variables A 1 and A 2 but no significant gene-gene interaction effect was found.
APPENDIX A JUSTIFICATION OF THE MODEL AND REGRESSION COEFFICIENTS
To justify that the proposed risk functions (3) and (4) are valid for analysis of case-control association studies in the case when genetic markers are in the LD. Consider a situation when genetic markers are in the HWE. Suppose that only one trait locus Q affects the disease status, and there are two alleles Q 1 and Q 2 at the trait locus. Let q i be the frequency of allele Q i , i 5 1,2. Let m ðkÞ ij ¼ logfPðD ¼ kjQ i Q j ; X; ZÞ=PðD ¼ 0jQ i Q j ; X; ZÞg be the log ratio of the disease given genotype Q i Q j and environmental covariates (X, Z), i,j 5 1,2. Denote a k ¼ m 
Hence, the genotypic value m ðkÞ ij can be expressed by a linear combination of m ðkÞ , A Q , and B Q . Suppose that the marker M 1 coincides with the trait locus Q, and marker allele M i is the trait allele Q 1 and marker allele m i is the trait allele Q 2 . Then after a linear transformation, the relation (A.1) can be re-expressed by a linear combination of m ðkÞ , A 1 5 A Q , and B 1 5 B Q (actually, it can be seen that A Q 12q 1 5 A 1 11).
First, denote for k 5 1,y,K
ðA:2Þ
If no covariates are considered, it can be shown that the LD information between trait locus Q and markers M i is contained in the probabilities pr(D 5 k, Q l Q j , G 5 g). To see this, let h dip 5 (h 1 , h 2 ) denote a phased haplotype of an individual at the markers. Notice prðD ¼ k; Q l Q j ; GÞ ¼ prðD ¼ kjQ l Q j ; GÞ Â prðQ l Q j ; GÞ ¼ prðD ¼ kjQ l Q j Þ Â prðQ l Q j ; GÞ;
and the probability prðQ l Q j ; GÞ ¼ P h dip 2G prðQ l Q j ; h dip Þ contains the LD information between trait locus Q and markers M i . Here, the subscript h dip AG denote all haplotype phases, which are consistent with the genotype G. If the covariates are considered, then prðD ¼ k; Q l Q j ; G; X; ZÞ ¼ prðD ¼ kjQ l Q j ; G; X; ZÞ Â prðQ l Q j ; G; X; ZÞ ¼ prðD ¼ kjQ l Q j ; X; ZÞ Â prðQ l ; Q j ; G; X; ZÞ;
and the probability prðQ l Q j ; G; X; ZÞ ¼ P h dip 2G prðQ l Q j ; h dip ; X; ZÞ contains the LD information between trait locus Q and markers M i . Thus, Y k (G, X, Z) is a function of the LD information between trait locus Q and markers M i , and it contains association information between the trait locus and the markers. Denote the pairwise measure of LD between marker M i and marker M j by D M i M j ¼ PðM i M j Þ À P M i P M j ; ioj; i; j ¼ 1; . . . ; I Let the additive and dominance variance-covariance matrices of the indicator variables defined in (2) be (second section of the Appendix A)
Á Á Á P Since Y k (G, X, Z) contains association information between the trait locus and the markers, Equations (A.4) show that the measures of LD are contained in the mean coefficients. Model (3) simultaneously captures the LD and the effects of the trait locus.
Given X and Z, assume that Q l Q j and G are independent or, equivalently, there is no association between the trait and markers. Then Y k does not depend on G since Therefore, Cov(Y k , A i |X, Z) 5 0 and Cov(Y k , B i |X, Z) 5 0 for all markers i 5 1,y,I. Hence, the regression coefficients of A i and B i are all zero, and the function y k ðg; x; zÞ ¼ log P l;j prðD ¼ kjQ l Q j ; G ¼ g; X ¼ x; Z ¼ zÞ Â prðQ l Q j jG ¼ g; X ¼ x; Z ¼ zÞ P l;j prðD ¼ 0jQ l Q j ; G ¼ g; X ¼ x; Z ¼ zÞ Â prðQ l Q j ; jG ¼ g; X ¼ x; Z ¼ zÞ ( ) ¼ log P l;j prðD ¼ kjQ l Q j ; X ¼ x; Z ¼ zÞ Â prðQ l Q j jX ¼ x; Z ¼ zÞ P l;j prðD ¼ 0jQ l Q j ; X ¼ x; Z ¼ zÞ Â prðQ l Q j jX ¼ x; Z ¼ zÞ
m k ( Á ) does not depend on the marker genotype data. In summary, we illustrated that (1) the LD is being modeled in the regression coefficients, and (2) if there is no association between observed genotype and trait locus, then all regression coefficients of A i and B i are zeros and so the regression does not depend on the markers.
DERIVATION OF VARIANCE-COVARIANCE MATRICES (A.3)
Similarly to the Appendix A, Fan and Xiong [2002] , the following expectations, variance and covariances can be derived accordingly: EðA i Þ ¼ P Mi À P mi , E ( 
PðGÞ
Â log P l;j prðD ¼ k; Q l Q j ; G; X; ZÞ P l;j prðD ¼ 0; Q l Q j ; G; X; ZÞ ( )
