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A c0 SATURATED BANACH SPACE WITH TIGHT STRUCTURE
SPIROS A. ARGYROS AND GIORGOS PETSOULAS
Dedicated to the memory of Nigel J. Kalton
Abstract. It is shown that variants of the HI methods could yield objects closely connected
to the classical Banach spaces. Thus we present a new c0 saturated space, denoted as X0,
with rather tight structure. The space X0 is not embedded into a space with an unconditional
basis and its complemented subspaces have the following structure. Everyone is either of type
I, namely, contains an isomorph of X0 itself or else is isomorphic to a subspace of c0 (type II).
Furthermore for any analytic decomposition of X0 into two subspaces one is of type I and the
other is of type II. The operators of X0 share common features with those of HI spaces.
Introduction
The aim of the present paper is to provide a new norm on c00(N) resulting a c0 saturated
Banach space. This norm is defined with the use of a modification of the standard method yielding
Hereditarily Indecomposable (HI) Banach spaces. This approach reveals a Banach space which is
c0 saturated but also has a rather tight structure. The following describes the main properties of
the space.
Theorem A There exists a separable Banach space X0 satisfying the following properties.
(i) The space X0 is c0 saturated and it is not embedded into a space with an unconditional
basis.
(ii) The dual space X∗0 is separable.
(iii) Every complemented subspace Y of X0 is of one of the following two types. Either X0 is
isomorphic to a subspace of Y (type I) or Y is isomorphic to a subspace of c0 (type II).
(iv) If X0 = Y
⊕
Z with Y, Z of infinite dimension, then one of Y, Z is of type I and the other
is of type II. Moreover if the type II complemented subspace is isomorphic to c0, then the
other one is isomorphic to X0. In particular X0 is not isomorphic to its square X0
⊕
X0.
Note that properties (iii) and (iv) reminds the strictly quasi-prime spaces introduced in [AR].
It is open if the space X0 is strictly quasi-prime. The difference between X0 and the examples of
strictly-quasi prime spaces presented in [AR] is that the later spaces are not c0 or ℓ
p saturated.
The definition of the norm of X0 goes as follows. We fix two appropriate increasing sequences
(mj)j∈N, (nj)j∈N of natural numbers. In the first stage we define a norming set G0 as follows. The
set G0 is the minimal subset of c00(N) satisfying the following properties:
(1) It contains the natural basis (en)n∈N of c00(N) and it is symmetric.
(2) It is closed under the even operations (An2j , 1m2j ) operation for every j ∈ N.
We recall that this means that for every j ∈ N, d ≤ n2j and f1 < . . . < fd in G0 the
functional 1
m2j
d∑
i=1
fi belongs to G0. Also, as usual, we set w(f) = m2j (the weight of f) if
f is a result of a (An2j , 1m2j ) operation.
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(3) G0 contains all f =
n∑
i=1
aifi, where
n∑
i=1
a2i ≤ 1 and {fi}ni=1 elements of G0 with pairwise
different weights.
The norm induced by G0 on c00(N) is denoted as ‖ · ‖G0. Finally we set XG0 the completion of
(c00(N), ‖ · ‖G0). The space XG0 , which is a reflexive one with an unconditional basis, is a variant
of E. Odell and Th. Schlumprecht space (cf [OS1]) having no ℓp as a spreading model. We refer
the interested reader to [AMP] or [AKT] for a further study of spaces with similar properties.
Next we extend the set G0 to W0 which yields the norm of the space X0 as follows. First we
consider a coding function σ similar to the one used in the definitions of HI and related spaces.
Using that coding we define the σ − n2j+1 special sequences (fi)n2j+1i=1 , where each fi belongs to
G0. Finally we set
W0 = G0 ∪ {E( 1
m2j+1
n2j+1∑
i=1
fi) : E interval of N and (fi)
n2j+1
i=1 is a σ − n2j+1 special sequence }.
The space X0 is the completion of (c00(N), ‖ · ‖W0). Let us point out that the main difference of
X0 from a standard HI example (for example the Gowers-Maurey space (cf [GM])) is that here we
use the odd (i.e. conditional) operations only once at the final step of the definition of W0. The
familiar reader will also observe that the usual definition of a HI space does not use condition (3)
of the definition of G0. Condition (3) is critical for proving many of the properties of X0 as well
as L(X0). The particular use of this, is in Proposition 2.1. However it is worth noticing that the
variant of the definition not including condition (3) of G0 also yields a c0 saturated space and we
do not know if this space satisfies the further properties of the space X0.
As G0 ⊂W0 the identity operator id : X0 −→ XG0 is clearly continuous. The understanding of
the behavior of id on the subspaces of X0 is essential for studying the structure of the space. In
this direction we have the following.
Proposition B
(1) The operator id : X0 −→ XG0 is strictly singular.
(2) Let (xn)n∈N be a normalized sequence in X0 such that lim
n
‖xn‖G0 = 0. Then there exists
a subsequence (xn)n∈L which is equivalent to the c0 basis.
(3) Let Y be a subspace of X0 such that id|Y : Y −→ XG0 is compact. Then Y is isomorphic
to a subspace of c0.
(4) Let Y, Z be infinite dimensional subspaces of X0 such that id|Y , id|Z are not compact
operators. Then d(SY , SZ) = 0.
Properties (1) and (2) of Proposition B yield that X0 is indeed c0 saturated. The proof of
property (3) requires some beautiful and advanced concepts and results due to Kalton (cf [K]).
Indeed we actually show that any subspace Y such that id|Y is a compact operator satisfies the c0
tree property (see Definition 5.2), which according to Kalton (cf [K], Thm. 3.2) yields that Y is
isomorphic to a subspace of c0. A consequence of properties (3) and (4) is that every complemented
subspace of X0 is either of type I or of type II (see Thm. A).
A second result describing the tight structure of X0 and its relation to HI spaces concerns the
operators. Let point out that Sobczyk’s theorem (cf [SO]) yields that X0 admits many projections
as every c0 subspace is a complemented one. The following explains that the non strictly singular
operators on X0 have a precise structure.
Theorem C Every bounded linear operator T : X0 −→ X0 is of the form T = λ · I + S with S
satisfying the following. If there exists a subspace Y of X0 with S|Y is an isomorphism, then Y is
isomorphic to a subspace of c0.
The paper is organized into six sections. In the first one we present the definition of the norming
setsG0 andW0 and the corresponding spaces XG0 and X0. The second one is devoted to the study of
bounded block sequences (xn)n∈N in X0 satisfying lim ‖xn‖G0 > 0. The main result of this section
(Prop. 2.2) asserts that any such sequence contains arbitrarily large seminormalized averages on
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which the G0 andW0 norms coincide. Sections 3 and 4 are devoted to the basic inequality, the exact
pairs and the dependent sequences. All these are closely related to the corresponding concepts and
results appeared and used in the study of HI spaces (cf [AMP]). Sections 5 and 6 include the
proofs of Theorems A and C respectively.
We make use of the following standard notation throughout this article.
i. We denote by c00(N) the vector space c00(N) = {f : N→ R : f(n) 6= 0 for finitely many n ∈
N} and by cQ00(N) the set of all elements of c00(N) with rational coordinates. For every
x ∈ c00(N) we denote by suppx the set suppx = {n ∈ N : x(n) 6= 0} and by ranx the
minimal interval of N that contains suppx.
ii. We denote by (en)n the standard Hamel basis of c00(N), which will also be considered as
functionals on c00(N) acting through the usual inner product and denoted as (e
∗
n)n.
iii. Let E1, E2 be two nonempty finite subsets of N. We write E1 < E2 if maxE1 < minE2.
Also for a n ∈ N, we write n < E1 if {n} < E1. If x1, x2 are non zero sequences of c00(N)
we write x1 < x2 whenever ranx1 < ranx2. In addition for a sequence f : N → R and
E an interval of N we denote by Ef the sequence f ·XE , where XE is the characteristic
function of E.
iv. We say that a subset F of c00(N) is closed under the (An, θ)-operation for n ∈ N and
0 < θ < 1, if for every d ≤ n and for every f1 < . . . < fd in F we have that θ
∑d
i=1 fi ∈ F .
v. We say that a subset F of c00(N) is symmetric, if for every f ∈ F it follows that −f ∈ F .
vi. We say that a subset F of c00(N) is closed in restrictions to finite intervals of N, if for every
f ∈ F and E finite interval of N, it follows that Ef ∈ F .
vii. Let L an infinite subset of N and k ∈ N. We denote by [L]k the set of all subsets of N with
k elements and with [L] the set of all infinite subsets of L.
1. The norming set of the Banach space X0
In this section we define the norming setsG0 andW0 yielding the spaces XG0 and X0 respectively.
We fix two sequences of natural numbers (mj)j and (nj)j defined recursively as follows. We set
m1 = 2
8 and mj+1 = m
5
j and n1 = 2
7 and nj+1 = (2nj)
sj+1 where sj+1 = log2(m
4
j+1), j ≥ 1.
Definition 1.1. Let G0 be the minimal subset of c00(N) satisfying the following:
(1) G0 contains the set F0 = {e∗n : n ∈ N}.
(2) G0 is symmetric.
(3) G0 is closed under the (An2j , 1m2j ) operation for every j ∈ N.
(4) It contains the set {∑di=1 aifi : d ∈ N, ai ∈ Q,∑di=1 a2i ≤ 1 and fi ∈ G0 with (w(fi))di=1
pairwise different}.
For an f ∈ G0 we say that f has weight m2j and we write w(f) = m2j if and only if there exists
d ∈ N with d ≤ n2j and f1 < . . . < fd in G0 such that f = 1m2j
∑d
i=1 fi. Such an f is called a
functional with weight.
Definition 1.2. We define the Banach space XG0 to be the completion of (c00(N), ‖ · ‖G0), where
‖x‖G0 = sup{|f(x)| : f ∈ G0}, x ∈ c00(N).
The space XG0 resembles the space defined by E. Odell and Th. Schlumprecht in [OS1], where
it is proved that this space does not admit c0 and ℓ
p as a spreading model. Since the space XG0
does not admit c0 and ℓ
p as a spreading model for every 1 ≤ p <∞ (for a proof we refer to [OS1]
or [AMP]) and the basis is unconditional, it follows that this space is reflexive. Next we define the
σ − n2j+1 special sequences and the norming set W0.
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Definition 1.3. Let Ω1,Ω2 be two disjoint infinite subsets of N and Qs = {(f1, . . . , fd) : d ∈
N, fi ∈ G0, fi 6= 0, i = 1, . . . , d, f1 < . . . < fd}. Since Qs is a subset of cQ00(N), it follows that Qs is
countable, so we may select an injective map σ : Qs → {2j : j ∈ Ω2} such that
mσ(f1,...,fd) > max{
1
|fi(el)| : i = 1, ..., d, l ∈ supp(fi)} ·max supp(fd)
for every (f1, . . . , fd) in Qs.
Let j ∈ N. A finite sequence (fi)n2j+1i=1 with (f1, . . . , fn2j+1) in Qs, is said to be σ − n2j+1 special
sequence provided:
(1) each fi is a functional with weight.
(2) w(f1) = m2j1 , j1 ∈ Ω1 and n22j+1 < m2j1 .
(3) w(fi+1) = mσ(f1,...,fi), for all i ∈ {1, . . . , n2j+1 − 1}.
We pass now to define the norming set W0 and the corresponding space X0.
Definition 1.4. Let W0 be the minimal subset of c00(N) such that
(1) G0 ∪ { 1m2j+1
n2j+1∑
i=1
fi : fi ∈ G0 with (fi)n2j+1i=1 σ − n2j+1 special sequence} ⊂W0
(2) W0 is symmetric
(3) W0 is closed in restrictions to the finite intervals of N.
The Banach space X0 is the completion of (c00(N), ‖ · ‖W0), where
‖x‖W0 = sup{|f(x)| : f ∈W0}, x ∈ c00(N).
For an f ∈W0 we say that f has weight m2j+1 and we write w(f) = m2j+1 if and only if there
exists a σ − n2j+1 special sequence (fi)n2j+1i=1 in G0 such that f = ǫE 1m2j+1
∑d
i=1 fi, where |ǫ| = 1
and E a finite interval of N.
Remark 1.1. (1) The norming set G0 is closed in restrictions to the finite subsets of N.
(2) It is easily checked that W0 = G0 ∪ {ǫE 1m2j+1
n2j+1∑
i=1
fi : |ǫ| = 1, E finite interval of N and
fi ∈ G0 with (fi)n2j+1i=1 σ − n2j+1 special sequence}.
(3) If f ∈W0, then ‖f‖∞ ≤ 1.
(4) The basis (en)n∈N of the Banach space X0 is bimonotone and ‖en‖W0 = 1 for all n ∈ N.
Also the basis of XG0 is 1-unconditional (i.e. for every x ∈ XG0 and E subset of N we have
that ‖Ex‖G0 ≤ ‖x‖G0).
2. Estimating averages in X0
The main result of this section is the following proposition, which is a key ingredient for studying
the structure of the space X0 and the corresponding one of L(X0).
Proposition 4.1. For every ǫ > 0 there exists n ∈ N such that for every k ∈ N with k > n and
every block sequence (xn)n∈N with
0 < ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N
there exists an L ∈ [N] such that
for every n1 < . . . < nk in L and every φ ∈ (W0\G0) it follows that
φ(
xn1 + . . .+ xnk
k
) ≤ ‖xn1 + . . .+ xnk
k
‖G0 .
Hence
‖xn1 + . . .+ xnk
k
‖W0 = ‖
xn1 + . . .+ xnk
k
‖G0 .
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The proof of the proposition is of combinatorial nature, i.e. is mainly based on Ramsey’s theorem
[R], and uses the property that the norming set G0 is closed under rational convex combinations.
Actually this is the only point where that property is used. A consequence of the proposition is
that every block sequence (xn)n with lim‖xn‖W0 < ∞ and lim‖xn‖G0 > 0 admits further block
sequences which are arbitrarily large seminormalized l1 averages and moreover their norm in X0
coincide with the corresponding one in XG0 . This is the fundamental ingredient for proving the
properties of the space X0 and the properties of L(X0), as it permits to pass to exact pairs in X0
and then to dependent sequences in X0.
Definition 2.1. Let k ∈ N, δ > 0 and (xn)kn=1 be a finite block sequence. Let also φ be a functional
in (W0\G0) of the form φ = 1m2j+1
q∑
i=1
fi, where q ≤ n2j+1 and f1 < . . . < fq in G0.
(1) We will say that (xn)
k
n=1 is (φ, δ) separated if there exist
i. d1 < d2 < d3 in {1, . . . , k} and
ii. Ed1 < Ed2 < Ed3 subintervals of {1, . . . , q}
such that δ <
∑
p∈Edi
fp(xdi) for all i = 1, 2, 3.
(2) We will say that (xn)
k
n=1 is δ− separated if there exists a functional φ in (W0\G0) such
that (xn)
k
n=1 is (φ, δ) separated.
Notation 2.1. Let k ∈ N, n1 < . . . < nk in N and (xni)ki=1 be a finite block sequence. Let also
φ ∈ (W0\G0) with φ = 1m2j+1
q∑
i=1
fi, where q ≤ n2j+1 and (fi)qi=1 successive elements in G0.
Then for every d ∈ {1, . . . , k} we define the set Eφnd as follows:
Eφnd = {i ∈ {1, . . . , q} : ran(fi) ∩ ran(xnd) 6= ∅}.
Lemma 2.1. Let k ∈ N, δ > 0 and (xn)n∈N be a block sequence. Let also L ∈ [N] satisfying
that for every n1 < . . . < nk in L there exists φ ∈ (W0\G0) such that the block sequence (xni)ki=1
is (φ, δ) separated. Then for every M > 0, there exists L0 ∈ [L] such that M ≤ ‖xn‖G0 for all
n ∈ L0.
Proof: Assume on the contrary. Then there exist M > 0 and P ∈ [L] (assume without loss of
generality that P = L) such that ‖xn‖G0 ≤M for all n ∈ L.
From the fact that for every n1 < . . . < nk in L there exists φ ∈ (W0\G0) such that the block
sequence (xni )
k
i=1 is (φ, δ) separated, applying Ramsey’s Theorem [R] for the set [L]
k, (i.e. if
[L]k = A ∪B, then there exists L1 ∈ [L] such that [L1]k ⊂ A or [L1]k ⊂ B), we conclude that
(1) there exists L1 ∈ [L] and
(2) there exist d1 < d2 < d3 in {1, . . . , k}
such that for every F = {n1 < . . . < nk} ∈ [L1]k, there exists φF ∈ (W0\G0) of the form
φF =
1
m2jF+1
dF∑
i=1
fFi , where dF ≤ n2jF+1, fF1 < . . . < fFdF in G0 and EFd1 < EFd2 < EFd3 subintervals
of {1, . . . , dF } such that
(2.1) δ <
∑
q∈EF
di
fFq (xndi ) for all i = 1, 2, 3.
For every F ∈ [L1]k we fix the functional φF . Throughout this proof, the functional φF will be
called the corresponding functional to F .
Let L1 = {l1 < . . . < ld1 < . . .} and L1,d1 = L1\{l1 < . . . < ld1}.
Moreover if F ∈ [L1,d1 ]k−d1 , we denote by F the set F = {l1 < . . . < ld1} ∪ F .
Claim: There exists C > 0 such that for every F ∈ [L1,d1]k−d1 we have that w(φF ) ≤ C.
Assume not. Then for C =
| supp(xld1 )|
δ
, there exists F ∈ [L1,d1]k−d1 such that if φF is the
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corresponding functional to F , then from (2.1) we get that
δ <
∑
q∈EF
d1
fFq (xld1 ).
On the other hand we have that∑
q∈EF
d1
fFq (xld1 ) ≤ |supp(xld1 )| ·
∑
q∈EF
d1
1
w(fFq )
≤ |supp(xld1 )|
w(φF )
<
|supp(xld1 )|
C
= δ
a contradiction.
Now applying twice Ramsey’s theorem for the set [L1,d1]
k−d1 we obtain L2 ∈ [L1,d1 ], j0 ∈ N and
r1 < r2 < r3 ∈ {1, . . . , n2j0+1} such that
(1) for every F ∈ [L2]k−d1 , it follows that w(φF ) = m2j0+1
(2) for every F ∈ [L2]k−d1 and every i ∈ {1, 2, 3}, we have that EFdi = Edi
(3) r1 ∈ Ed1 , r2 = minEd2 , r3 ∈ Ed3 and for every F = {nd1+1 < . . . < nk} ∈ [L2]k−d1 , then
i. fFr1(xld1 ) >
δ
n2j0+1
, fFr3(xnd3 ) >
δ
n2j0+1
and
ii. fFr1 < f
F
r2
< fFr3 .
We assume without loss of generality that L2 = L1,d1 . Hence L2 = {ld1+1 < . . . < ld2−1 < . . .}.
Let L2,d2−1 = L2\{ld1+1 < . . . < ld2−1}. Moreover if F ∈ [L2,d2−1]k−(d2−1), we denote by F the
set F = {l1 < . . . < ld1 < . . . < ld2−1} ∪ F .
We consider the following sets
A = {F = {nd2 < . . . < nk} ∈ [L2,d2−1]k−(d2−1) : #EφFnd2 ≥ 2} and
B = {F = {nd2 < . . . < nk} ∈ [L2,d2−1]k−(d2−1) : #EφFnd2 = 1}.
It is obvious that [L2,d2−1]
k−(d2−1) = A ∪B. Hence from Ramsey’s theorem we may assume that
[L2,d2−1]
k−(d2−1) ⊂ A or [L2,d2−1]k−(d2−1) ⊂ B. We distinguish the following cases.
Case 1. Let [L2,d2−1]
k−(d2−1) ⊂ A.
Let p ∈ N such that p > M·n2j0+1
δ
.
We consider vectors y1 < . . . < yp2 such that yi ∈ {xn : n ∈ L2,d2−1} for all i = 1, . . . , p2 with
xld2−1 < y1. We set
yi = xn
d2
(i)
, i = 1, . . . , p2, where nd2(1) < . . . < nd2(p2) in L2,d2−1 and ld2−1 < nd2(1) .
We also fix vectors xnd2+1 < . . . < xnd3 < . . . < xnk such that
nd2+1 < . . . < . . . < nd3 < . . . < nk in L2,d2−1 and yp2 < xnd2+1 .
For every i = 1, . . . , p2 we consider the following subsets of [L2,d2−1]
k−(d2−1)
Fi = {nd2(i) < nd2+1 < . . . < nk}.
For every i = 1, . . . , p2 there exists fFir3 ∈ G0 with even weight such that fFir3 (xnd3 ) > δn2j0+1 .
Since #E
φFi
n
d2
(i)
≥ 2 for all i ∈ {1, . . . , p2}, it follows that the functionals {fFir2 : i = 1, . . . , p2}, are
successive. Hence the functionals {fFir3 : i = 1, . . . , p2}, have pairwise different weights.
We consider the functional f =
p2∑
i=1
1
p
f
Fli
r3 which obviously belongs to G0. Hence
M < p · δ
n2j0+1
≤ f(xnd3 ) ≤ ‖xnd3 ‖G0 ≤M
, a contradiction.
Case 2. Let [L2,d2−1]
k−(d2−1) ⊂ B.
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We consider the following sets:
C = {{q1 < q2} ∈ [L2,d2−1]2 : if F1 = {q1 < nd2+1 < . . . < nk}, F2 = {q2 < nd2+1 < . . . <
nk} subsets of [L2,d2−1]k−(d2−1), then fF1r2 = fF2r2 } and D = [Ld2−1]2\C.
From Ramsey’s Theorem we assume without loss of generality that [Ld2−1]
2 ⊂ C or [Ld2−1]2 ⊂ D.
We distinguish the following cases.
Case 2.1. Let [L2,d2−1]
2 ⊂ D. In this case we derive to contradiction following the same steps as
in case 1.
Case 2.2. Let [L2,d2−1]
2 ⊂ C.
In this case we will prove that ℓ1(N) embeds isomorphically in the space XG0 , which contradicts
to the fact that XG0 is reflexive.
We will prove that the sequence (xq)q∈L2,d2−1 is equivalent to the usual basis of ℓ
1(N).
Let n ∈ N and a0, . . . , an real numbers. Since L2,d2−1 = {ld2+i, i = 0, 1, . . .} we get that
‖
n∑
i=0
aixld2+i‖G0 ≤M
n∑
i=0
|ai|.
We consider the following elements of [L2,d2−1]
k−(d2−1)
Fq = {q < nd2+1 < . . . < nk}, q ∈ L2,d2−1.
From the fact that [L2,d2−1]
2 ⊂ C, we have that fFq1r2 = fFq2r2 = f for all q1, q2 ∈ L2,d2−1. Moreover,
since #E
φFq
q = 1 for all q ∈ L2,d2−1, we obtain that Ed2 = EFqd2 = {r2}. Hence from (2.1) we have
that f
Fq
r2 (xq) > δ for all q ∈ L2,d2−1 and thus
‖
n∑
i=0
aixld2+i‖G0 ≥ f(
n∑
i=0
aixld2+i) ≥
n∑
i=0
aif(xld2+i) ≥ δ
n∑
i=0
ai
and from the 1-unconditionality of the basis of the space XG0 we obtain that
‖
n∑
i=0
aixld2+i‖G0 ≥ δ
n∑
i=0
|ai|.
The following is an immediate consequence of the previous lemma.
Corollary 2.1. Let k ∈ N, δ > 0 and (xn)n∈N be a block sequence which is ‖ · ‖W0 bounded. Then
for every L ∈ [N], there exists M ∈ [L] such that for every n1 < . . . < nk in M the block finite
sequence (xni)
k
i=1 is not δ− separated.
Lemma 2.2. Let k, j0 ∈ N, δ > 0, (xn)kn=1 be a finite block sequence and φ ∈ (W0\G0) of the form
φ = 1
m2j0+1
q∑
i=1
fi, where q ≤ n2j0+1 and (fi)qi=1 successive elements in G0 such that
(1) (xn)
k
n=1 is not (φ, δ) separated and
(2) δ < (
q∑
i=1
fi)(xn) for all n = 1, . . . , k.
Then there exist at most four d1 < d2 < d3 < d4 in {1, . . . , k} such that d1 = 1, d4 = k and at
most three i1 < i2 < i3 in {1, . . . , q} such that setting
Is = {n ∈ {1, . . . , k} : ds < n < ds+1} for s = 1, 2, 3
it follows that
φ(xn) =
1
m2j0+1
fis(xn) for every s = 1, 2, 3 and every n ∈ Is.
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Hence
φ(x1 + . . .+ xk) =
1
m2j0+1
3∑
s=1
fis(x1 + . . .+ xk) +
4∑
i=1
φ(xdi).
Proof: Since (xn)
k
n=1 is not (φ, δ) separated, we may assume without loss of generality that
there exist exactly two r1 < r2 in {1, . . . , k} and Er1 < Er2 subintervals of {1, . . . , q} such that
δ <
∑
p∈Eri
fp(xri) for all i = 1, 2.
If there exists only one the proof is similar.
From the fact that δ < (
q∑
i=1
fi)(xn) for all n = 1, . . . , k, we obtain that
Er1 ∩Eφ1 6= ∅ and Er2 ∩ Eφk 6= ∅.
Setting
A = {d ∈ {1, . . . , k} : #Eφd ≥ 2}
it is not hard to see that #A ≤ 4. We assume without loss of generality that #A = 4. Then
A = {d1 = 1 < r1 < r2 < d4 = k}. We set d1 = 1, d2 = r1, d3 = r2 and d4 = k.
Moreover setting
Is = {n ∈ {1, . . . , k} : ds < n < ds+1} for s = 1, 2, 3
we observe that the set
B = {d ∈ {1, . . . , k} : #Eφd = 1} =
3⋃
s=1
Is.
Therefore for every s = 1, 2, 3 there exists is ∈ {1, . . . , q} with i1 < i2 < i3 such that the conclusion
of lemma is satisfied.
Lemma 2.3. Let k ∈ N, δ > 0 with √k > 4
δ
and j0 ∈ N. Let also (xn)kn=1 be a finite block
sequence with ‖xn‖W0 ≤ 1 for all n = 1, . . . , k and φ ∈ (W0\G0) with w(φ) = m2j0+1 such that
(1) 2δ < ‖x1+...+xk
k
‖G0 and
(2) (xn)
k
n=1 is not (φ, δ) separated.
Then
φ(
x1 + . . .+ xk
k
) ≤ ( 4
m2j0+1
+
1
2
√
k
)‖x1 + . . .+ xk
k
‖G0 .
Proof: Let φ be of the form φ = 1
m2j0+1
q∑
i=1
fi, where q ≤ n2j0+1 and (fi)qi=1 successive elements
in G0. Let
D = {n ∈ {1, . . . , k} : δ < (
q∑
i=1
fi)(xn)}
and
D0 = {1, . . . , k}\D.
Since (xn)
k
n=1 is not (φ, δ) separated, we get that (xn)n∈D is also not (φ, δ) separated. Next, using
Lemma 2.2 we will estimate the real number φ(
k∑
i=1
xi). We have that
φ(
k∑
i=1
xi) = φ(
∑
i∈D0
xi) + φ(
∑
i∈D
xi) ≤ δ · k
m2j0+1
+
1
m2j0+1
3∑
s=1
fis(x1 + . . .+ xk) +
4∑
i=1
φ(xdi )
≤ 1
m2j0+1
‖
k∑
i=1
xi‖G0 +
3
m2j0+1
‖
k∑
i=1
xi‖G0 + 4 ≤
4
m2j0+1
‖
k∑
i=1
xi‖G0 + 4
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Hence
φ(
x1 + . . .+ xk
k
) =
4
m2j0+1
‖x1 + . . .+ xk
k
‖G0 +
4√
k
· 1√
k
≤ 4
m2j0+1
‖x1 + . . .+ xk
k
‖G0 +
δ√
k
≤ 4
m2j0+1
‖x1 + . . .+ xk
k
‖G0 +
1
2
√
k
‖x1 + . . .+ xk
k
‖G0
= (
4
m2j0+1
+
1
2
√
k
)‖x1 + . . .+ xk
k
‖G0.
The previous result yields immediately the following.
Corollary 2.2. Let k ∈ N and δ > 0 with √k > 4
δ
. Let also (xn)
k
n=1 be a finite block sequence
with ‖xn‖W0 ≤ 1 for all n = 1, . . . , k and φ ∈ (W0\G0) such that
2δ < ‖x1 + . . .+ xk
k
‖G0 < φ(
x1 + . . .+ xk
k
).
Then (xn)
k
n=1 is (φ, δ) separated.
Proposition 2.1. For every ǫ > 0 there exists n ∈ N such that for every k ∈ N with k > n and
every block sequence (xn)n∈N with
0 < ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N
there exists an L ∈ [N] such that
for every n1 < . . . < nk in L and every φ ∈ (W0\G0) it follows that
φ(
xn1 + . . .+ xnk
k
) ≤ ‖xn1 + . . .+ xnk
k
‖G0 .
Hence
‖xn1 + . . .+ xnk
k
‖W0 = ‖
xn1 + . . .+ xnk
k
‖G0 .
Proof: Assume that the conclusion of the proposition fails. Then there exists ǫ > 0 such that for
every n ∈ N there exist k > n and a block sequence (xn)n∈N with
ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N
such that for every L ∈ [N], there exist n1 < . . . < nk in L and φ ∈ (W0\G0) with
‖xn1 + . . .+ xnk
k
‖G0 < φ(
xn1 + . . .+ xnk
k
).
There exist k, jk in N such that
(1) m2jk <
√
k < k < n2jk
(2) 8
ǫ
<
√
k
m2jk
.
and a block sequence (xn)n∈N satisfying the above properties. Hence from Ramsey’s theorem there
exists L ∈ [N] such that for every n1 < . . . < nk in L there exists φ ∈ (W0\G0) with
(2.2) ‖xn1 + . . .+ xnk
k
‖G0 < φ(
xn1 + . . .+ xnk
k
).
We observe from the choice of k ∈ N, that for every n1 < . . . < nk in L we obtain
(2.3)
ǫ
m2jk
< ‖xn1 + . . .+ xnk
k
‖G0 .
From (2.2), (2.3) and Corollary 2.2 we get that for every F ∈ [L]k, the sequence (xn)n∈F is ǫm2jk −
separated. Thus from Corollary 2.1, we derive to contradiction.
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Proposition 2.2. Let ǫ > 0 and (xn)n∈N be a block sequence such that
ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N .
Then for every n ∈ N there exists k ∈ N with k > n and there exist y1 < . . . < yk in < xn : n ∈ N >
such that
(1) ‖yi‖W0 ≤ 1 for all i = 1, . . . , k and
(2) if y = 1
k
(y1 + . . .+ yk) then
1
2 < ‖y‖G0 = ‖y‖W0 .
Proof: Assume that the conclusion fails. Then there exists n ∈ N such that for every k ∈ N with
k > n and every y1 < . . . < yk in < xn : n ∈ N > with ‖yi‖W0 ≤ 1 for all i = 1, . . . , k it follows
that ‖ 1
k
(y1 + . . .+ yk)‖G0 ≤ 12 or ‖ 1k (y1 + . . .+ yk)‖G0 < ‖ 1k (y1 + . . .+ yk)‖W0 .
It is obvious that there exists k0 ∈ N with k0 > n such that for every k ∈ N with k > k0 the
conclusion of Proposition 2.1 is valid.
We choose j, s ∈ N such that m2j ≤ ǫ · 2s−1 < 2s ≤ ks0 ≤ n2j .
We set z
(1)
n = xn, n ∈ N. Then from Proposition 2.1 there exists an L1 ∈ [N] such that for every
n1 < . . . < nk0 in L1 it follows that
(2.4) ‖ 1
k0
(z(1)n1 + . . .+ z
(1)
nk0
)‖G0 = ‖
1
k0
(z(1)n1 + . . .+ z
(1)
nk0
)‖W0 .
Let L1 = {l(1)1 < . . . < l(1)i < l(1)i+1 < . . .}. We set
w1,n =
nk0∑
i=(n−1)k0+1
xli(1) , n ∈ N .
Let n ∈ N. Since ‖z(1)n ‖W0 ≤ 1 and (2.4) holds, we obtain that ‖ 1k0w1,n‖G0 = ‖ 1k0w1,n‖W0 ≤ 12 .
Hence ‖ 2
k0
w1,n‖W0 ≤ 1.
We set z
(2)
n =
2
k0
w1,n, n ∈ N . Then from Proposition 2.1 there exists an L2 ∈ [N] such that for
every n1 < . . . < nk0 in L2 it follows that
(2.5) ‖ 1
k0
(z(2)n1 + . . .+ z
(2)
nk0
)‖G0 = ‖
1
k0
(z(2)n1 + . . .+ z
(2)
nk0
‖W0 .
Let L2 = {l(2)1 < . . . < l(2)i < l(2)i+1 < . . .}. We set
w2,n =
nk0∑
i=(n−1)k0+1
w1,li(2) , n ∈ N .
It is obvious that for every n ∈ N the vector w2,n consists of k20 blocks of the sequence (xn)n∈L1 .
Moreover, since for a n ∈ N we have that ‖ 2
k0
w1,n‖W0 ≤ 1, we get from (2.5) that ‖ 2k20w2,n‖G0 =
‖ 2
k20
w2,n‖W0 ≤ 12 . Hence ‖ 2
2
k20
w2,n‖W0 ≤ 1 for all n ∈ N.
In this way we inductively construct
(1) a finite sequence (Lr)
s
r=1 of infinite subsets of N, where
Lr = {l(r)1 < . . . < l(r)i < l(r)i+1 < . . .}, r = 1, . . . , ks0 and
(2) for every r = 1, . . . , s a sequence (wr,n)n∈N of the form wr,n =
nk0∑
i=(n−1)k0+1
wr−1,li(r) , n ∈
N, r = 2, . . . , s where w1,n =
nk0∑
i=(n−1)k+1
xli(1) , n ∈ N such that
‖wr,n‖G0 = ‖wr,n‖W0 ≤ k
r
0
2r for r = 1, . . . , s.
We can see that if r ∈ {1, . . . , s} then for every n ∈ N the vector wr,n consists of kr0 block vectors
of the sequence (xn)n∈ L1 .
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Let n0 ∈ N and ws,n0 =
ks0∑
i=1
x
(1)
lqi
. For every i = 1, . . . , ks0 there exists gi ∈ G0 with ran(gi) ⊂
ran(x
(1)
lqi
) such that gi(x
(1)
lqi
) > ǫ2 . We consider the functional g =
1
m2j
ks0∑
i=1
gi which belongs to G0.
Then
ǫ · ks0
2m2j
< g(ws,n0) ≤
ks0
2s
which yields that 2s−1 < m2j , a contradiction.
3. Rapidly increasing sequences in XG0 and in X0
We begin with the definition of the Rapidly increasing Sequences(RIS) in XG0 and in X0 and
the definition of M − ℓ1k averages in X0.
Definition 3.1. (Rapidly increasing sequences in XG0 ,X0) Let (xn)n∈N be a block sequence
and C, ǫ positive numbers. This sequence will be called
(i.) (C, ǫ) RIS in XG0 if the following hold:
1. ‖xn‖G0 ≤ C for all n ∈ N.
2. There exists a strictly increasing sequence of natural numbers (jn)n∈N such that
| supp xn|
mjn+1
< ǫ, for all n ∈ N.
3. For every n ∈ N and every f ∈ G0 with w(f) = m2i < mjn we have that |f(xn)| ≤ Cm2i .
(ii.) (C, ǫ) RIS in X0 if the following hold:
1. ‖xn‖W0 ≤ C for all n ∈ N.
2. There exists a strictly increasing sequence of natural numbers (jn)n∈N such that
| supp xn|
mjn+1
< ǫ, for all n ∈ N.
3. For every n ∈ N and f ∈ W0 with w(f) = mi < mjn we have that |f(xn)| ≤ Cmi .
Every sequence (jn)n∈N of natural numbers like in this definition is said to be the associated sequence
of the RIS (xn)n∈N.
Next, we define the M − ℓ1k averages in X0.
Definition 3.2. (ℓ1k− averages in X0) Let k ∈ N, M > 0 and (en)n∈N the Schauder basis of X0.
A vector x ∈< en : n ∈ N > is said to be a M − ℓ1k average in X0 if:
1. ‖x‖G0 = ‖x‖W0 > 12 .
2. There exists x1 < . . . < xk in < en : n ∈ N > with ‖xi‖W0 ≤ M for all i = 1, ..., k such
that x = 1
k
∑k
i=1 xi.
In the following Lemma, according to Proposition 2.2, it is easily checked that in every block
subspace < xn, n ∈ N >, where
0 < ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N
there exists a block sequence of (xn)n∈N of l1− averages with increasing lengths. A consequence
of this result is the existence of a (3, δ) RIS in X0 for a fixed δ > 0. The proof of the existence of
the RIS follows the lines of the proof of Proposition II.25 in [ATO].
Lemma 3.1. Let ǫ, δ > 0 and (xn)n∈N be a block sequence such that
ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N .
Then there exist a block sequence (yn)n∈N of (xn)n∈N and a subsequence (kn)n∈N of natural numbers
such that
i. For every n ∈ N the vector yn is a 1− ℓ1kn average in X0.
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ii. The sequence (yn)n∈N is (3, δ) RIS in X0.
Proof: The first assertion is an immediate consequence of Proposition 2.2. The proof of the second
follows the lines of the proof of Proposition II.25 in [ATO].
4. The existence of exact pairs in X0
The aim of this section is the existence of exact pairs and dependent sequences in X0. In order
to achieve this we use the Basic Inequality for the space X0. As usually we will use an auxiliary
space Fj0 , j0 ∈ N and our approach follows similar steps as in [AMP].
Definition 4.1. Let j0 ∈ N with j0 > 1. We denote by Fj0 the minimal subset of c00(N) such that:
(1) Cj0 = {
∑
i∈F
ǫie
∗
i : |ǫi| = 1,#F ≤ nj0−1} ⊂ Fj0 .
(2) Fj0 is closed under the operation (A2n2j , 1m2j ) for every j ∈ N.
(3) For every A,B nonempty finite subsets of N with A ∩ B = ∅, for every (ai)i∈A∪B finite
sequence of real numbers such that
∑
i∈A∪B
a2i ≤ 1, for every (fi)i∈A, where fi ∈ Fj0 is a
result of a (A2nji , 1mji ) operation with w(fi1) 6= w(fi2) for all i1 6= i2 ∈ A, and for every
finite sequence of natural numbers (ti)i∈B , where ti 6= tj for all i 6= j ∈ B, it follows that
(
∑
i∈A
aifi +
∑
i∈B
aieti) ∈ Fj0 .
We notice that for an f ∈ Fj0 we say that f has weight m2j or that is a result of a (A2n2j , 1m2j )
operation and we write w(f) = m2j if and only if there exists d ∈ N with d ≤ 2n2j and f1 < . . . <
fd ∈ Fj0 such that f = 1m2j
∑d
i=1 fi.
We also define the auxiliary space F ′j0 to be the following subset of c00(N).
F ′j0 = Fj0 ∪ {
1
m2j+1
d∑
i=1
fi : j ∈ N, d ≤ 2n2j+1, fi ∈ Fj0}.
The weight of a functional f belonging to F ′j0\Fj0 is defined in a similar way as for the functionals
of Fj0 .
We begin with the estimations of a functional belonging to the auxiliary space, acting in averages
of the basis of length nj . For a proof of the following Lemma we refer to Lemma 8.10 in [AMP].
Lemma 4.1. There exists M > 0 such that if j0 ∈ N then
1. if f ∈ F ′j0 with w(f) = mi, i ∈ N and k1 < . . . < knj0 natural numbers then
|f( 1
nj0
nj0∑
r=1
ekr)| ≤
{
4
mimj0
, if i < j0
M
mi
, if i ≥ j0
2. if f ∈ F ′2j0+1 with w(f) = mi, i 6= 2j0 + 1 and k1 < . . . < kn2j0+1 natural numbers then
|f( 1
n2j0+1
n2j0+1∑
r=1
ekr )| ≤
{
4
mim
2
2j0+1
, if i < 2j0 + 1
M
mi
, if i ≥ 2j0 + 1
The proof of the following proposition (basic inequality in X0) follows the lines of the proof of
Proposition 9.3 in [AMP].
Proposition 4.1. (basic inequality in X0) Let (xk)k∈N be a (C, ǫ) RIS in X0 where C > 0, ǫ > 0
and j0 ∈ N. Let also (λn)n∈N be a sequence of real numbers.
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Then for every f ∈ W0 and every finite interval I of N there exist a functional g ∈ F ′j0 and a real
number ǫf ≤ ǫ such that
|f(
∑
k∈I
λkxk)| ≤ C(g(
∑
k∈I
|λk|ek) + ǫf ·
∑
k∈I
|λk|).
If we assume that w(f) = m2j then g = 0 or g ∈ {±e∗n : n ∈ N} or w(g) = w(f) and ǫf ≤ ǫw(f) .
Remark 4.1. The Basic Inequality in XG0 is analogous to that in X0. Specifically, for a block
(C, ǫ) RIS in XG0 and a functional f ∈ G0, there exist a functional g ∈ Fj0 and a real number
ǫf ≤ ǫ satisfying the same properties as for the basic inequality in X0.
The proofs of the following two propositions (Proposition 4.2 and 4.3) are based in Basic In-
equality in X0 and Lemma 4.1. For a proof we refer to Proposition 9.4 in [AMP].
Proposition 4.2. Let j0 ∈ N and (xn)n∈N be a (C, ǫ) RIS in X0 with (jn)n∈N its associated
sequence such that C > 0, 0 < ǫ < 2
m2
j0
and j1 > j0. Let also k1 < . . . < knj0 natural numbers and
f ∈W0 with w(f) = mi. Then
i. |f(xk1+...+xknj0
nj0
)| ≤


5C
mimj0
, if i < j0
MC
mi
+ 2C
m2
j0
, if i ≥ j0
ii. ‖xk1+...+xknj0
nj0
‖W0 ≤ 3Cmj0 .
M is the positive number appearing in Lemma 4.1.
Remark 4.2. For a (C, ǫ) RIS in XG0 we have the same estimations for every functional f
belonging to G0 and the ‖ · ‖G0 norm as in Proposition 4.2.
Proposition 4.3. Let j0 ∈ N and (xn)n∈N be a (C, ǫ) RIS in XG0 with (jn)n∈N its associated
sequence such that C > 0, 0 < ǫ < 2
m22j0+1
and j1 > 2j0 + 1. Let also k1 < . . . < kn2j0+1 natural
numbers and |ai| ≤ 1 for all i = 1, . . . , n2j0+1. Then
‖
a1xk1 + . . .+ an2j0+1xkn2j0+1
n2j0+1
‖G0 ≤
3C
m22j0+1
.
Next, we define the exact pairs in X0.
Definition 4.2. (exact pairs in X0) Let x ∈ X0 with finite support and f ∈ G0. The pair (x, f)
is called a (C, 2j, θ) exact pair in X0, where C ≥ 1, j ∈ N and θ ≥ 0 if the following hold:
(i) 12 ≤ ‖x‖G0 = ‖x‖W0 ≤ C
(ii) w(f) = m2j
(iii) f(x) = θ
(iv) If g ∈W0 with w(g) = mi, then |g(x)| ≤ Cmi if i < 2j and |g(x)| ≤ Cm2j , if i > 2j.
In the following Proposition, using Proposition 2.1, Lemma 3.1 and Basic Inequality in X0, we
get that in every block subspace < xn, n ∈ N >, where
0 < ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N
there exist an exact pair in X0. The proof follows the lines of the proof of Proposition II.32 in
[ATO] or Proposition 10.2 in [AMP].
Proposition 4.4. Let j ∈ N, ǫ > 0 and (xn)n∈N be a block sequence such that
ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N .
Then there exists a pair (x, f) with x ∈< xn, n ∈ N > which is (15, 2j, 12 ) exact pair in X0.
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Proof: From Lemma 3.1, there exist a block sequence (yn)n∈N of (xn)n∈N and a subsequence
(kn)n∈N of natural numbers such that
(1) for every n ∈ N the vector yn is a 1− ℓ1kn average in X0 and
(2) (yn)n∈N is (3, δ) RIS in X0, where 0 < δ < 2m22j
and the first term of the associated sequence
is bigger than 2j.
Therefore if k1 < . . . < kn2j natural numbers, then there exist f1 < . . . < fn2j in G0 such that
fi(yki) =
1
2 and ran(fi) ⊂ ran(yki ) for all i = 1, . . . , n2j . We set
x =
m2j
n2j
n2j∑
i=1
yki and f =
1
m2j
n2j∑
i=1
fi.
Then it easily checked, using Proposition 4.2, that the pair (x, f) is a (15, 2j, 12 ) exact pair in X0.
We define the dependent sequences in X0.
Definition 4.3. (dependent sequences in X0) Let j ∈ N, θ ≥ 0 and C ≥ 1. A finite sequence
of pairs (xi, fi)
n2j+1
i=1 with xi ∈ X0 for all i ∈ {1, . . . , n2j+1} is called a (C, 2j + 1, θ)-dependent
sequence in X0 if the following hold:
1. (fi)
n2j+1
i=1 is a σ−n2j+1 special sequence with w(fi) = m2ji where 2ji = σ(f1, . . . , fi−1), i ∈
{2, . . . , n2j+1} and 2j1 ∈ {2j : j ∈ Ω1}
2. each pair (xi, fi) is a (C, 2ji, θ) exact pair in X0
3. ran(fi) ∪ ran(xi) < ran(fi+1) ∪ ran(xi+1) for all i = 1, . . . , n2j+1 − 1.
In the following Proposition, using the existence of exact pairs in every block subspace < xn, n ∈
N > of X0, with
0 < ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N
we construct a dependent sequence in X0.
Proposition 4.5. Let j ∈ N, ǫ > 0 and (xn)n∈N be a block sequence such that
ǫ < ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N .
Then there exists a finite sequence of pairs (xi, fi)
n2j+1
i=1 with xi ∈< xn, n ∈ N > for all i =
1, . . . , n2j+1, which is a (15, 2j + 1,
1
2 )-dependent sequence in X0 with ran(fi) = ran(xi) for all
i = 1, . . . , n2j+1.
Proof: It follows easily from an inductive application of Proposition 4.4.
Proposition 4.6. Let j0 ∈ N, θ ≥ 0, C ≥ 1 and (xi, fi)n2j0+1i=1 be a (C, 2j0 + 1, θ)-dependent
sequence in X0 with maxsupp(fi) ≥ #supp(xi) for all i = 1, . . . , n2j+1. Then
(1) if θ = 12 , it holds
‖ 1
n2j0+1
n2j0+1∑
i=1
(−1)ixi‖W0 ≤
8C
m22j0+1
.
(2) if θ = 0, it holds
‖ 1
n2j0+1
n2j0+1∑
i=1
xi‖W0 ≤
8C
m22j0+1
.
Proof: The proof follows the lines of the proof of Proposition III.6 in [ATO].
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5. Properties of X0
In this section we prove that the Banach space X0 is c0− saturated, i.e. every closed, infinite
dimensional subspace contains an isomorphic copy of c0. Also it is proved that if Y, Z are closed,
infinite dimensional subspaces of X0 such that the direct sum Y
⊕
Z is a closed subspace, then one
at least of the subspaces is embedded isomorphically into c0 and the other contains an isomorph
of X0. Our proof uses a deep result due to Kalton that characterizes the subspaces of c0. For the
convenience, by a subspace we always mean a closed and infinite dimensional one.
Proposition 5.1. The identity operator id : X0 −→ XG0 is strictly singular.
Proof: Assume on the contrary. Then there exists a block sequence (xn)n∈N with ‖xn‖W0 = 1, n ∈
N such that the operator
id|<xn,n∈N> : (< xn, n ∈ N >, ‖ · ‖W0)→ (< xn, n ∈ N >, ‖ · ‖G0)
is an isomorphism. Hence there exist m > 0 and M > 0 such that
(5.1) m‖x‖W0 ≤ ‖x‖G0 ≤M‖x‖W0 , for every x ∈< xn, n ∈ N > .
Let j ∈ N with 1
m2j+1
< m90 . From (5.1) we get that m ≤ ‖xn‖G0 ≤ ‖xn‖W0 ≤ 1 for all n ∈ N.
Therefore from Proposition 4.5 there exists a (15, 2j+1, 12 ) dependent sequence (wi, fi)
n2j+1
i=1 in X0
with ran(fi) = ran(wi) and wi ∈< xn, n ∈ N > for all i = 1, . . . , n2j+1.
We set
w =
m2j+1
n2j+1
n2j+1∑
i=1
wi and f =
1
m2j+1
n2j+1∑
i=1
fi.
It is obvious that f ∈W0 and from the definition of exact pairs in X0 we get that ‖w‖W0 ≥ f(w) >
1
2 .
On the other hand Proposition 4.3 yields that ‖w‖G0 ≤ 45m2j+1 .
Therefore from inequality (5.1) it follows that m ≤ 90
m2j+1
, a contradiction.
Lemma 5.1. Let ǫ > 0, (ǫk)k∈N be a sequence of positive numbers with
∞∑
k=1
ǫk < ǫ, (jk)k∈N be a
strictly increasing sequence of even numbers and (xk)k∈N be a block sequence such that
i. ‖xk‖W0 = 1 for all k ∈ N
ii. | supp xk|
mjk
< ǫk, for all k ∈ N and
iii. ‖xk+1‖G0 ≤ ǫknjk for all k ∈ N.
Then (xk)k∈N is (1 + ǫ)− equivalent to the usual basis of c0(N).
Proof: Let n ∈ N and a1, . . . , an ∈ R with max{|ai|, i = 1, . . . , n} = 1 for i = 1, . . . , n. We assume
without loss of generality that n ≥ 2.
Since the block sequence (xk)k∈N is bimonotone and normalized it follows that ‖
n∑
i=1
aixi‖W0 ≥ 1.
We will prove that ‖
n∑
i=1
aixi‖W0 ≤ 1 + ǫ.
Let f ∈W0. We distinguish the following cases.
Case 1. Let f ∈ G0. Then
|f(
n∑
i=1
aixi)| ≤
n∑
i=1
|ai| · |f(xi)| ≤ |f(x1)|+
n∑
i=2
|f(xi)| ≤ 1 +
n∑
i=2
ǫi−1 ≤ 1 + ǫ.
Case 2. Let f ∈ (W0\G0).
We assume without loss of generality that f is of the form f = 1
m2j+1
n2j+1∑
i=1
fi, where (fi)
n2j+1
i=1 is a
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σ − n2j+1 special sequence. Let jk−1 < 2j + 1 < jk where 2 ≤ k < n. Then
|f(
n∑
i=1
aixi)| ≤ |f(
k−1∑
i=1
aixi)|+ |f(akxk)|+ |f(
n∑
i=k+1
aixi)| ≤
k−1∑
i=1
|f(xi)|+ 1 +
n∑
i=k+1
|f(xi)|
≤ 1 +
k−1∑
i=1
|supp(xi)|
mji
+
n∑
i=k+1
njk−1 · ‖xi‖G0 = 1 +
k−1∑
i=1
ǫi +
n∑
i=k+1
njk−1 · ǫi
nji−1
≤ 1 + ǫ.
Lemma 5.2. Let ǫ > 0 and (xk)k∈N be a block sequence such that
i. lim
k−→∞
‖xk‖G0 = 0 and
ii. ‖xk‖W0 = 1 for all k ∈ N.
Then there exists a subsequence which is (1 + ǫ)− equivalent to the usual basis of c0.
Proof: Let (ǫk)k∈N be a sequence of positive numbers such that
∞∑
k=1
ǫk < ǫ. We inductively
construct a subsequence (zk)k∈N of (xk)k∈N and a strictly increasing sequence (jk)k∈N of even
numbers such that
i. | supp zk|
mjk
< ǫk, for all k ∈ N and
ii. ‖zk+1‖G0 ≤ ǫknjk for all k ∈ N.
Therefore from Lemma 5.1, it follows that (zk)k∈N is (1 + ǫ)− equivalent to the usual basis of c0.
Corollary 5.1. Let Y be a subspace of X0 and ǫ > 0. Then there exists a subspace of Y which is
(1 + ǫ)− isomorphic to c0.
Proof: We assume that Y is a block subspace of X0. Then from the well known gliding hump
argument we get the result.
Let (ǫk)k∈N be a sequence of positive numbers such that
∞∑
k=1
ǫk < ǫ.
Since the identity operator id : X0 −→ XG0 is strictly singular, there exists a block sequence
(yk)k∈N in Y such that
i. lim
k−→∞
‖yk‖G0 = 0 and
ii. ‖yk‖W0 = 1 for all k ∈ N.
Hence from Lemma 5.2 we obtain a subsequence which is (1 + ǫ)− equivalent to the usual basis of
c0.
Corollary 5.2. Let Y be a subspace of X0. Then Y contains a complemented copy of c0.
Proof: Since Y is separable and contains an isomorphic copy of c0(N), then from Sobczyk’s [SO]
theorem it follows that c0 is complemented in Y .
Proposition 5.2. The basis (en)n∈N of X0 is shrinking, hence X∗0 is separable.
Proof: Suppose not. Then there exist ǫ0 > 0, x
∗ ∈ X∗0 with ‖x∗‖ = 1 and a block sequence (xn)n∈N
with ‖xn‖W0 ≤ 1, n ∈ N such that ǫ0 < x∗(xn) for all n ∈ N. We distinguish the following cases.
Case 1. There exists δ > 0 such that δ < ‖xn‖G0 for all n ∈ N.
Proposition 2.1 yields that there exists n0 ∈ N such that for every k ∈ N with k > n0 and every
L ∈ [N] there exists Q ∈ [L] such that
for every n1 < . . . < nk in Q we have that
‖xn1 + . . .+ xnk
k
‖W0 = ‖
xn1 + . . .+ xnk
k
‖G0 .
Hence there exists M ∈ [N] and a block sequence (zk)k∈N of (xk)k∈N such that
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(1) zk =
1
|Fk|
∑
i∈Fk
xi, where Fk < Fk+1 finite subsets of M and (|Fk|)k∈N strictly increasing
sequence with |F1| > n0
(2) ǫ0 < x
∗(zk) < ‖zk‖W0 = ‖zk‖G0 ≤ 1 for all k ∈ N.
Let j ∈ N with n2j > k0 and ǫ > 0 with ǫ < 2m22j . We may assume without loss of generality that
(zk)k∈N is (3, ǫ) RIS in X0 such that the first term of the associated sequence is bigger than 2j.
From (2) it follows that there exist k1 < . . . < kn2j in M such that
‖
zk1 + . . .+ zkn2j
n2j
‖W0 = ‖
zk1 + . . .+ zkn2j
n2j
‖G0.
Thus from proposition 4.2 we have that
‖
zk1 + . . .+ zkn2j
n2j
‖W0 = ‖
zk1 + . . .+ zkn2j
n2j
‖G0 ≤
9
m2j
.
Since the action of x∗ in every convex combination of (zk)k∈N is bigger that ǫ0, then for a sufficiently
large j ∈ N we derive to contradiction.
Case 2. There exists a subsequence (xpk )k∈N such that lim
k−→∞
‖xpk‖G0 = 0.
Then from Lemma 5.1 we assume without loss of generality that (xpk )k∈N is equivalent to the
usual basis of c0. Hence there exists M > 0 such that
kǫ0 ≤ x∗(
k∑
i=1
xpi) ≤ ‖
k∑
i=1
xpi‖W0 ≤M for every k ∈ N
a contradiction.
Next we shall show a structural property for the subspaces of X0 on which the identity operator
id : X0 −→ XG0 is compact. Our approach uses a beautiful and deep result due to Kalton [K].
Notation 5.1. We set [N]<ω =
⋃
k∈N[N ]
k, where [N]k denotes the set of all finite subsets of N of
cardinality k. We define in [N]<ω the following partial order:
if {n1 < . . . < nk}, {m1 < . . . < mn} ∈ [N]<ω then
{n1 < . . . < nk} ⊑ {m1 < . . . < mn} if and only if k ≤ n and ni = mi for all i = 1, . . . , k.
This partial order is called the initial segment partial order and the couple ([N]<ω ,⊑) is a tree. A
branch of this tree is identified by an infinite subset {qn, n ∈ N} of natural numbers, where (qn)n∈N
is a strictly increasing sequence. Moreover if b = {k1 < . . . < kn < . . .} is a branch of this tree,
then the node {k1 < . . . < kn} is symbolized as b|n.
Let k ∈ N and s ∈ [N]<ω with s = {m1 < . . . < mk}. If m ∈ N with mk < m, then the finite subset
{m1 < . . . < mk < m}, is symbolized as (s⌢m).
Definition 5.1. Let (X, ‖ · ‖) be an infinite dimensional Banach space. A family of vectors
(xs)s∈[N]<ω in X is called normalized weakly null tree family in X if:
i. ‖xs‖ = 1 for all s ∈ [N]<ω and
ii. for each node s ∈ [N]<ω the sequence (x(s⌢n))n∈N is weakly null.
Definition 5.2. Let (X, ‖ · ‖) be an infinite dimensional Banach space. We say that X has the c0
tree property if there exists K > 0 such that for every normalized weakly null tree family (xs)s∈[N]<ω
in X there exist a branch b of the tree ([N]<ω,⊑) such that the sequence (xb|n)n∈N is K− equivalent
to the usual basis of c0(N).
We pass to state Kalton’s Theorem ([K], Thm. 3.2).
Theorem 5.1. Let X be a separable Banach space not containing ℓ1(N). If X has the c0 tree
property, then X is embedded into c0.
17
Remark 5.1. Kalton’s theorem provides an efficient characterization of the subspaces of c0. Sim-
ilar results for ℓp spaces have been proved by Odell and Schlumprecht [OS2] and for subspaces of
reflexive spaces with an unconditional basis by W. B. Johnson and B. Zheng [JZ].
Proposition 5.3. Let Y be a subspace of X0 such that the identity operator id|Y : (Y, ‖ · ‖W0) −→
XG0 is compact. Then Y has the c0 tree property, hence Y is embedded isomorphically into c0.
Proof: Let ǫ > 0 and (xa)a∈[N]<ω be a normalized weakly null tree family in (Y, ‖ · ‖W0). We will
construct by induction two strictly increasing sequences (lk)k∈N and (jk)k∈N of natural numbers
and a block sequence (zk)k∈N such that:
(i) 12 ≤ ‖zk‖W0 ≤ 2 for all k ∈ N
(ii) | supp zk|
mjk
< ǫk, for all k ∈ N
(iii) ‖zk‖G0 ≤ ǫk−1njk−1 for all k ∈ N with k ≥ 2
(iv) setting sk = {l1 < . . . < lk} for all k ∈ N, then ‖xsk − zk‖W0 < ǫk for all k ∈ N,
where (ǫk)k∈N is a sequence of positive numbers with ǫk < 12 for all k ∈ N and
∞∑
k=1
ǫk <
ǫ
8 .
Indeed, let l1 ∈ N. Since xl1 ∈ X0 there exists a block vector z1 such that ‖xl1 − z1‖W0 < ǫ1. We
choose j1 ∈ N such that | supp z1|mj1 < ǫ1. It is obvious that condition (i) is satisfied.
We assume that for a fixed k ∈ N with k ≥ 2 we have constructed a finite increasing sequence
(li)
k
i=1 of natural numbers, a finite sequence (ji)
k
i=1 of increasing natural numbers and a finite
block sequence (zi)
k
i=1 such that are satisfied conditions (i)-(iv) until the fixed k ∈ N.
The sequence (x(s⌢
k
n))n∈N is weakly null and normalized, therefore there exists a subsequence
(x(s⌢
k
qn))n∈N of (x(s⌢k n))n∈N and a block sequence (z
k
n)n∈N such that ‖x(s⌢k qn)− zkn‖W0 < rn for all
n ∈ N, where (rn)n∈N is a null sequence of positive numbers.
Since the sequence (x(s⌢
k
qn))n∈N is weakly null and the identity operator id : (Y, ‖ · ‖W0) −→ XG0
is compact, it follows that lim
n
‖zkn‖G0 = 0.
Therefore there exists nk ∈ N with qnk > lk such that ‖zknk‖G0 < ǫknjk , zk < z
k
nk
and ‖x(s⌢
k
qnk )
−
zknk‖W0 < ǫk+1.
We set zk+1 = z
k
nk
and lk+1 = qnk . We choose jk+1 ∈ N with jk < jk+1 such that | supp zk+1|mjk+1 < ǫk+1.
Thus we have constructed a block sequence (zk)k∈N and a branch {l1 < . . . < lk < . . .} of the tree
[N]<ω, such that the sequence (xsk)k∈N is 4-equivalent to (zk)k∈N. Conditions (i), (ii), (iii) yield
that the block sequence (zk)k∈N is 4 + ǫ4 equivalent to the usual basis (ek)k∈N of c0(Lemma 5.1)
and therefore (xsk )k∈N is 16 + ǫ equivalent to the usual basis (ek)k∈N of c0.
Also, since Y is separable, does not contain an isomorphic copy of ℓ1(N) and has the c0 tree
property, it follows from Thm. 5.1 that Y is embedded isomorphically into c0.
Proposition 5.4. Let Y, Z be subspaces of X0 such that the identity operators id|Y : (Y, ‖·‖W0) −→
XG0 , id|Z : (Z, ‖ · ‖W0) −→ XG0 are not compact. Then d(SY , SZ) = 0.
Proof: We shall show that for every ǫ > 0 there exist y ∈ Y, z ∈ Z with ‖z− y‖W0 < ǫ · ‖z+ y‖W0.
Then as is known this yields the result.
From the fact that id|Y : (Y, ‖ · ‖W0) −→ XG0 is not compact and Y does not contain an isomor-
phic copy of ℓ1(N), it follows that there exist a ‖ · ‖W0 normalized sequence (yn)n∈N in Y and a
block sequence (xn)n∈N in X0 such that these sequences are equivalent and the identity operator
id|(span{xn:n∈N},‖·‖W0) is not compact. The same holds for the subspace Z. Hence using the well
known gliding hump argument, we may assume that Y, Z are block subspaces.
Since the identity operators are not compact, it follows that there exist block sequences (yn)n∈N
in Y , (zn)n∈N in Z and ǫ0 > 0 such that
ǫ0 < ‖yn‖G0 ≤ ‖yn‖W0 ≤ 1 for all n ∈ N
and
ǫ0 < ‖zn‖G0 ≤ ‖zn‖W0 ≤ 1 for all n ∈ N .
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Therefore, Proposition 4.4 yields that for every j ∈ N there exists a pair (w, f) with w ∈< yn :
n ∈ N > or w ∈< zn : n ∈ N > which is (15, 2j, 12 ) exact pair in X0.
Hence if j0 ∈ N, then there exists a finite sequence of pairs (wk, fk)n2j0+1k=1 which is (15, 2j0 + 1, 12 )
dependent sequence in X0 with ran(fk) = ran(wk) for all k = 1, . . . , n2j0+1 such that for every
k ∈ {1, . . . , n2j0+1} we have that wk ∈< yn : n ∈ N > if k is odd and wk ∈< zn : n ∈ N > if k is
even (Prop. 4.5).
From Proposition 4.6 we get that
(5.2) ‖ 1
n2j0+1
n2j0+1∑
i=1
(−1)iwi‖W0 ≤
120
m22j0+1
.
Also we have that
(5.3) ‖ 1
n2j0+1
n2j0+1∑
i=1
wi‖W0 ≥ (
1
m2j0+1
n2j0+1∑
i=1
fi)(
1
n2j0+1
n2j0+1∑
i=1
wi) ≥ 1
2m2j0+1
.
We set
A = {i ∈ {1, . . . , n2j0+1} : i even} and B = {i ∈ {1, . . . , n2j0+1} : i odd}.
Moreover setting y = 1
n2j0+1
∑
i∈B
wi and z =
1
n2j0+1
∑
i∈A
wi, from (6.13) and (5.3), we get that
‖z − y‖W0 <
240
m2j0+1
· ‖z + y‖W0
which implies that ‖z − y‖W0 < ǫ · ‖z + y‖W0 for fixed ǫ > 0 and a sufficiently large j0 ∈ N.
Corollary 5.3. Let Y, Z be subspaces of X0, such that the direct sum Y
⊕
Z is a closed subspace of
X0. Then at least one of the identity operators id|Y : (Y, ‖·‖W0) −→ XG0 , id|Z : (Z, ‖·‖W0) −→ XG0
is compact.
Hence one at least of the subspaces is embedded isomorphically into c0.
Proof: Assume on the contrary. Then from Proposition 5.4 we get that d(SY , SZ) = 0, a contra-
diction. Moreover from Proposition 5.3 we obtain that one at least of the subspaces is embedded
isomorphically into c0.
Remark 5.2. Let Y, Z be subspaces of X0 such that Xi = Y
⊕
Z. Then from the fact that the
identity operator id : X0 −→ XG0 is not compact, it follows that one at least of the identity operators
id|Y : (Y, ‖ ·‖W0) −→ XG0 or id|Z : (Z, ‖ ·‖W0) −→ XG0 is not compact. Hence Corollary 5.3 yields
that id|Y is compact and id|Z is not compact or vice versa.
Corollary 5.4. Let Y be a subspace of X0 such that the identity operator id|Y : (Y, ‖·‖W0) −→ XG0
is not compact. Then (Y, ‖ · ‖W0) is not embedded isomorphically into c0.
Proof: Suppose not. Then (Y, ‖ · ‖W0) embeds isomorphically into c0(N). Since the operator id|Y
is not compact and Y does not contain an isomorphic copy of ℓ1(N), it follows that there exist a
sequence (yn)n∈N in Y and a block sequence (xn)n∈N in X0 such that these sequences are equivalent
and the identity operator id|(span{xn:n∈N},‖·‖W0) is not compact. Hence there exist a block sequence
(wn)n∈N of (xn)n∈N and ǫ > 0 such that
ǫ < ‖wn‖G0 ≤ ‖wn‖W0 ≤ 1 for all n ∈ N .
Since the basis of X0 is shrinking, we obtain that (wn)n∈N is weakly null in X0. From the fact that
(span{xn : n ∈ N}, ‖ · ‖W0) is embedded isomorphically into c0, we get (without loss of generality)
that (wn)n∈N is equivalent to the usual basis of c0(N). Hence there exist m,M > 0 such that
(5.4) m ·max{|ai|, i = 1, . . . , n} ≤ ‖
n∑
i=1
aiwi‖W0 ≤M ·max{|ai|, i = 1, . . . , n}
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for all n ∈ N and a1, . . . , an real numbers.
For every n ∈ N there exists fn ∈ G0 such that ran(fn) ⊂ ran(wn) and fn(wn) > ǫ.
Thus setting
gj =
1
m2j
n2j∑
i=1
fi, j ∈ N
we get that gj ∈ G0 and ǫ ≤ ‖m2jn2j
n2j∑
i=1
wi‖G0 for all j ∈ N. From (5.4) we have that
‖m2j
n2j
n2j∑
i=1
wi‖G0 ≤M · m2jn2j , for all j ∈ N, a contradiction for a sufficiently large j ∈ N.
We pass to the definition of type I and type II complemented subspaces of X0.
Definition 5.3. Let Y be a complemented subspace of X0. We say that
i. Y is of type I if contains an isomorph of X0.
ii. Y is of type II if it is isomorphic to a subspace of c0.
Theorem 5.2. Let Y, Z be subspaces of X0 such that X0 = Y
⊕
Z. Then Y is of type I and Z is
of type II or vice versa. If especially Y ∼= c0, then Z ∼= X0.
Proof: From Corollary 5.3, Remark 5.2 and Corollary 5.4 it follows that Y is embedded isomor-
phically into c0 and Z is not embedded isomorphically into c0(N) or vice versa. Assume without
loss of generality the first case. Then there exists a subspace Z1 of Z such that Z ∼= c0
⊕
Z1.
Hence
X0 = Y
⊕
Z ∼= Y
⊕
c0
⊕
Z1
and since Y is embedded isomorphically into c0 and c0
⊕
c0 ∼= c0, we get the conclusion.
In the special case where Y ∼= c0 we have that
X0 = Y
⊕
Z ∼= c0
⊕
c0
⊕
Z1 ∼= c0
⊕
Z1 ∼= Z.
P. Koszmider [KO], under CH, has constructed a nonseparable C(K) space satisfying the prop-
erty that whenever Y, Z be subspaces of C(K) such that C(K) = Y
⊕
Z, then either Y ∼= c0 and
Z ∼= C(K) or vice versa. In the same paper he asked whether a separable Banach space could
occur sharing similar properties. The answer of this problem is affirmative and was given by S.
A. Argyros and Th. Raikoftsalis in [AR]. In this paper it is introduced a new class of primary
Banach spaces called quasi-prime. An infinite dimensional Banach space X is said to be primary,
if Y, Z be closed subspaces of X such that X = Y
⊕
Z, then Y ∼= X or Z ∼= X . The quasi-prime
Banach spaces are spaces which satisfy a property like the above C(K). In the present paper, the
Banach space X0, resembles the quasi-prime Banach spaces as it seems in Thm. 5.2.
Corollary 5.5. The basis (en)n∈N of X0, is a normalized, weakly null sequence without uncondi-
tional subsequence.
Proof: Assume the contrary. Then there exists an L ∈ [N] such that (en)n∈L is unconditional.
Let L1, L2 in [L] with L1 ∩ L2 = ∅ and L = L1 ∪ L2. Then
< en, n ∈ L > = < en, n ∈ L1 >
⊕
< en, n ∈ L2 >.
From Corollary 5.3 we obtain that one at least of the identity operators id|<en,n∈L1>, id|<en,n∈L2>
is compact. Let id|<en,n∈L1> is compact. Since the basis of X0 is shrinking, it follows that (en)n∈L1
is weakly null in X0 and from the compactness of the identity operator we get that lim
n∈L1
‖en‖G0 = 0,
a contradiction.
Remark 5.3. The space X0 is not embedded into a space with an unconditional basis.
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6. The space L(X0)
In this section we study the structure of the operators of the space X0. Since the space X0 is c0
saturated it admits many projections. The aim is to show Theorem 6.1, which asserts that beyond
the identity the non strictly singular operators are isomorph only on subspaces of X0 which are
embedded into c0.
Notation 6.1. Let x ∈ X0 and Y be a subspace of X0. We note by dG0(x, Y ) the following number
dG0(x, Y ) = inf{‖x− y‖G0 , y ∈ Y }.
Lemma 6.1. Let (en)n∈N be the basis of XG0 and X0 and T : X0 −→ X0 be a bounded linear
operator.
Then lim
n−→∞
dG0(T (en),R en) = 0.
Proof: Assume on the contrary. Then there exist δ > 0 and an infinite subset L of N such that
(6.1) 0 < δ ≤ dG0(T (en),R en) = inf{‖T (en)− x‖G0 , x ∈ R en} for all n ∈ L.
Since δ ≤ ‖T (en)‖G0 for all n ∈ L and (T (en))n∈N is weakly null in X0 we may assume without
loss of generality that there exist a block sequence (xn)n∈L such that
(6.2) ‖T (en)− xn‖W0 < ǫn for all n ∈ L
where (ǫn)n∈L is a sequence of positive numbers with ǫn < δ2 for all n ∈ L and
∞∑
n=1
ǫn ≤ 1.
For every n ∈ L we split xn into tree vectors as follows
xn = x
(1)
n + x
(2)
n + x
(3)
n with x
(i)
n = E
(i)
n xn for i = 1, 2, 3
where E
(1)
n = {k ∈ N : k < n}, E(3)n = {k ∈ N : k > n} and E(2)n = {n}.
From inequalities (6.1) and (6.2) we conclude that for every n ∈ L either δ4 < ‖x
(1)
n ‖G0 or δ4 <
‖x(3)n ‖G0 . Hence we may assume without loss of generality that δ4 < ‖x
(1)
n ‖G0 for all n ∈ L or
δ
4 < ‖x(3)n ‖G0 for all n ∈ L.
Let δ4 < ‖x
(1)
n ‖G0 for all n ∈ L. In the other case the proof is similar as follows.
Since (x
(1)
n )n∈L0 is block, we get that for every n ∈ L0 there exists gn ∈ G0 with ran(gn) ⊂
ran(x
(1)
n ) and gn(x
(1)
n ) >
δ
4 . Moreover we observe that gn(x
(1)
n ) = gn(xn) for all n ∈ L0.
Let j ∈ N and k1 < . . . < kn2j natural numbers in L0 with ran(xk1 ) < k1 and ki < ran(xki+1 ) <
ki+1 for i = 1, . . . , n2j − 1. Setting
yj =
m2j
n2j
n2j∑
r=1
xkr , zj =
m2j
n2j
n2j∑
r=1
ekr and fj =
1
m2j
n2j∑
r=1
gkr
we observe that
i. δ4 ≤ fj(yj) and
ii. fj(zj) = 0.
Also from (6.2) we have that
(6.3) ‖T (zj)− yj‖W0 ≤
m2j
n2j
n2j∑
r=1
ǫr ≤ 1
m2j
.
Let j0 ∈ N. Then we construct a finite sequence of pairs (zj , fj)n2j0+1j=1 which is a (15, 2j0 + 1, 0)
dependent sequence in X0. Hence Proposition 4.6 yields that
(6.4) ‖m2j0+1
n2j0+1
n2j0+1∑
j=1
zj‖W0 ≤
120
m2j0+1
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Therefore from inequality (6.3) and (6.4) we get that
δ
4
≤ ‖m2j0+1
n2j0+1
n2j0+1∑
j=1
yj‖W0 ≤ ‖
m2j0+1
n2j0+1
n2j0+1∑
j=1
(yj − T (zj))‖W0 + ‖
m2j0+1
n2j0+1
n2j0+1∑
j=1
T (zj))‖W0
≤ 1
m2j0+1
+ ‖T ‖‖m2j0+1
n2j0+1
n2j0+1∑
j=1
zj‖W0 ≤
120‖T ‖+ 1
m2j0+1
which is a contradiction for a sufficiently large j0 ∈ N.
Lemma 6.2. Let T : X0 −→ X0 be a bounded linear operator and L ∈ [N] such that
i. lim
n∈L
‖T (en)‖G0 = 0 and
ii. there exists a subspace Y of X0 such that the restriction T|Y : Y −→ T (Y ) of T is an
isomorphism.
Then the identity operator id : (Y, ‖ · ‖W0) −→ XG0 is compact.
Proof: Suppose not. Then as in Proposition 5.4 we may assume without loss of generality that Y
is a block subspace of X0. Hence there exists a block sequence (yn)n∈N in Y and ǫ0 > 0 such that
ǫ0 < ‖yn‖G0 ≤ ‖yn‖W0 ≤ 1 for all n ∈ N .
Since T|Y is an isomorphism, there exists m > 0 such that
(6.5) m‖x‖W0 ≤ ‖T (x)‖W0 ≤ ‖T ‖‖x‖W0 for every x ∈ Y.
We distinguish the following cases.
1. Let lim
n∈L
‖T (en)‖W0 = 0.
There exists M ∈ [L] such that
(6.6)
∑
n∈M
‖T (en)‖W0 <
m
2
.
From the fact that the identity operators id|Y : (Y, ‖·‖W0) −→ XG0 , and id|<en,n∈M> : (< en, n ∈M >, ‖·
‖W0) −→ XG0 are not compact, Prop. 5.4 yields that there exist y ∈ Y with ‖y‖W0 = 1 and
z ∈< en, n ∈M > with ‖z‖W0 = 1 such that ‖y − z‖W0 < m2‖T‖ .
Therefore
(6.7) ‖T (y − z)‖W0 ≤ ‖T ‖ · ‖y − z‖W0 <
m
2
.
Let z =
∑
i∈F
aiei, where F is a finite subset of M . Then using (6.6) we get that
(6.8) ‖T (z)‖W0 ≤
∑
i∈F
‖T (ei)‖W0 <
m
2
.
Hence from the isomorphism and (6.8) we have that
(6.9) ‖T (y − z)‖W0 ≥ ‖T (y)‖W0 − ‖T (z)‖W0 ≥ m−
m
2
=
m
2
which contradicts to (6.7).
2. Let lim sup
n∈L
‖T (en)‖W0 > 0.
We set L = {l1 < . . . < ln < . . .}. Since (T (en))n∈N is weakly null in X0, we may assume without
loss of generality that there exist a block sequence (xn)n∈L which is equivalent to (T (en))n∈L.
Hence the block sequence (xn)n∈L is ‖·‖W0− bounded, ‖·‖W0− seminormalized and lim
n∈L
‖xn‖G0 =
0.
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From Lemma 5.2 there exists a subsequence of (xn)n∈L which is equivalent to the usual basis of c0.
We may assume without loss of generality that (xn)n∈L is equivalent to the usual basis of c0(N).
Moreover, since (xn)n∈L is equivalent to (T (en))n∈L, it follows that there exist d1, d2 > 0 such
that
(6.10) d1 ·max{|ai| : i = 1, . . . , n} ≤ ‖
n∑
i=1
aiT (eli)‖W0 ≤ d2 ·max{|ai| : i = 1, . . . , n}
for every n ∈ N and a1, . . . , an ∈ R.
We choose j0 ∈ N such that 1m2j0+1 < min{
m
8d2
, m8·120‖T‖}.
Hence from Prop. 4.5 there exists a (15, 2j0 + 1,
1
2 ) dependent sequence (wk, fk)
n2j0+1
k=1 in X0 with
ran(fk) = ran(wk) for all k = 1, . . . , n2j0+1 such that for every k ∈ {1, . . . , n2j0+1} we have that
wk ∈< yn : n ∈ N > if k is odd and wk ∈< en : n ∈ N > if k is even.
Let j1 ∈ Ω1 with n22j0+1 < m2j1 . Then from Proposition 4.4, there exists a (15, 2j1, 12 ) exact pair
(w1, f1) in X0, with w1 ∈< yn : n ∈ N >.
Let j2 = σ(f1) and F2 ⊂ L with #F2 = n2j2 and F2 > maxsupp(w1).
We set w2 =
m2j2
n2j2
∑
i∈F2
ei and f2 =
1
m2j2
∑
i∈F2
e∗i . Then the pair (w2, f2) is a (15, 2j2,
1
2 ) exact pair
in X0.
In this way we inductively construct the (15, 2j0 + 1,
1
2 ) dependent sequence (wk, fk)
n2j0+1
i=1 in X0.
From Proposition 4.6 we get that
‖ 1
n2j0+1
n2j0+1∑
k=1
(−1)kwk‖W0 ≤
120
m22j0+1
.
Hence
(6.11) ‖T ( 1
n2j0+1
n2j0+1∑
k=1
(−1)kwk)‖W0 ≤
120‖T ‖
m22j0+1
.
We set
A = {k ∈ {1, . . . , n2j0+1} : k even} and B = {k ∈ {1, . . . , n2j0+1} : k odd}.
Then
(6.12) ‖ 1
n2j0+1
·
∑
k∈B
wk‖W0 ≥ (
1
m2j0+1
n2j0+1∑
k=1
fk)(
1
n2j0+1
·
∑
k∈B
wk) ≥ 1
4m2j0+1
.
and inequality (6.10) yields that
(6.13) ‖T (wk)‖W0 ≤
m2jk
n2jk
d2 ≤ 1
m22j0+1
d2 ≤ m
8m2j0+1
for every k ∈ A.
Therefore from (6.5), (6.11), (6.12), (6.13) and the triangle inequality we get that
120‖T ‖
m22j0+1
≥ m‖ 1
n2j0+1
·
∑
k∈B
wk‖W0 − ‖T (
1
n2j0+1
·
∑
k∈A
wk)‖W0 ≥
m
4m2j0+1
− m
8m2j0+1
=
m
8m2j0+1
which contradicts to the choice of j0 ∈ N.
Theorem 6.1. Let T : X0 −→ X0 be a bounded linear operator. Then T = λI +S, where λ ∈ R, I
the identity operator on X0 and S be a bounded linear operator on X0 such that whenever Y is a
subspace of X0 with S|Y : Y −→ S(Y ) is an isomorphism it follows that the subspace Y is embedded
isomorphically into c0(N).
Proof: From Lemma 6.1 it follows that there exist an L ∈ [N] and a sequence (λn)n∈L of real
numbers such that lim
n∈L
‖T (en)− λnen‖G0 = 0. We observe that the sequence (λn)n∈L is bounded
and consequently there exists M ∈ [L] and λ ∈ R such that lim
n∈M
λn = λ. It is not hard to see that
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lim
n∈M
‖T (en)−λen‖G0 = 0. Setting S = T −λI, if S restricted in some subspace is an isomorphism,
then from Lemma 6.2 and Proposition 5.3 it follows the conclusion.
Remark 6.1. In a forthcoming paper we will present some variants of the space X0. More precisely
for 1 ≤ p < ∞ we construct an ℓp saturated Banach space Xp such that for every p > 1 the space
Xp is reflexive and satisfies tightness conditions similar to the corresponding ones of X0.
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