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MULTISCALE ANALYSIS OF ACCELERATED GRADIENT
METHODS
MOHAMMAD FARAZMAND∗
Abstract. Accelerated gradient descent iterations are widely used in optimization. It is known
that, in the continuous-time limit, these iterations converge to a second-order differential equation
which we refer to as the accelerated gradient flow. Using geometric singular perturbation theory, we
show that, under certain conditions, the accelerated gradient flow possesses an attracting invariant
slow manifold to which the trajectories of the flow converge asymptotically. We obtain a general
explicit expression in the form of functional series expansions that approximates the slow manifold
to any arbitrary order of accuracy. To the leading order, the accelerated gradient flow reduced to
this slow manifold coincides with the usual gradient descent. We illustrate the implications of our
results on three examples.
1. Introduction. We consider the convex optimization problem minx∈X f(x)
where f : X → R is a convex function of class Cr (i.e. f is r-time continuously
differentiable) and X ⊆ Rn is a compact convex set. We also assume that f attains
its unique minimum at a point x∗ ∈ X .
The most well-known method for obtaining the minimum x∗ is the gradient (or
steepest) descent iterations
(1.1) xk+1 = xk − s∇f(xk),
where s > 0 is a parameter. Under certain assumptions, the sequence {xk} is guar-
anteed to converge to the minimum x∗ [1]. It is also well-known that in the limit
s → 0, the discrete iterations (1.1) converge to the continuous-time gradient flow
x˙ = −∇f(x) which is a first-order ordinary differential equation (ODE). In fact,
the gradient descent iterations are an explicit Euler discretization of the gradient
flow [16, 3].
The convergence rate of the gradient descent iterations is O(1/k) which is rather
slow [13]. In order to improve this convergence rate, a number of accelerated gradi-
ent descent iterations have been developed [14]. Most notable perhaps is Nesterov’s
accelerated gradient descent,
(1.2) xk+1 = xk + λk(xk − xk−1)− sk∇f(xk + λk(xk − xk−1)),
where {λk} and {sk} are prescribed sequences of positive real numbers [12]. The
convergence rate of this accelerated gradient descent is O(1/k2). The terms involving
λk are referred to as the acceleration terms. In practice, λk and sk are sometimes
assumed to be constants independent of k. For λk = 0, we recover the steepest descent
iterations (1.1).
Su et al. [17] discovered that, in a small step size limit, the Nesterov iterations
converge to the second-order differential equation,
(1.3) x¨+
ρ
t
x˙+∇f(x) = 0,
where ρ = 3. We refer to this differential equation as the Nesterov flow. Recall that the
gradient descent iterations converge, in the continuous-time limit, to the autonomous
first-order differential equation x˙ = −∇f(x) while the Nesterov’s accelerated gradient
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descent converges to the non-autonomous second-order differential equation (1.3) (It
is non-autonomous because of the explicit dependent of the coefficient ρ/t on time t).
More recently, Wibisono et al. [18] showed that a large class of accelerated gradi-
ent methods can be formulated as temporal discretizations of a second-order differen-
tial equation. In their framework, the continuous-time accelerated gradient methods
coincide with the Euler–Lagrange equations corresponding to a single Lagrangian,
(1.4) L(x, x˙, t) = eαt+γt (Dh(x+ e−αt x˙,x)− eβtf(x)) ,
which we refer to as the Bregman Lagrangian. Here, αt, βt and γt are potentially
time-dependent scalar functions and the Bregman divergence Dh is defined as
(1.5) Dh(y,x) = h(y)− h(x)− 〈∇h(x),y − x〉,
where 〈·, ·〉 denotes the usual Euclidean inner product and the distance-generating
function h : X → R is convex and continuously differentiable.
Wibisono et al. [18] assume the so-called ideal scaling, γ˙t = e
αt , and show that
the Euler–Lagrange equation corresponding to the Bregman Lagrangian (1.4) reads
(1.6) x¨+ (eαt − α˙t) x˙+ e2αt+βt
[∇2h(x+ e−αt x˙)]−1∇f(x) = 0.
For the special choice αt = log((ρ− 1)/t), βt = −2 log((ρ− 1)/t) and h(x) = 12‖x‖2,
the Euler–Lagrange equation (1.6) coincides with equation (1.3).
Wibisono et al. [18] also show that, for certain functions αt and βt, the trajecto-
ries of (1.6) converge to the minimum x∗ asymptotically. Furthermore, they recover
several well-known accelerated gradient methods by discretizing equation (1.6) in time
in an appropriate fashion.
In this paper, we investigate the multiscale behavior of the accelerated gradient
flows and their phase space structure using geometric singular perturbation theory.
We divide our analysis into two parts: autonomous and non-autonomous cases. In the
autonomous case (Section 2), the choice of the functions αt and βt is restricted such
that the Euler–Lagrange equation (1.6) does not have an explicit dependence on time.
In this case, we show that the solutions of the Euler–Lagrange equation (1.6) converge
exponentially fast towards an n-dimensional, attracting, slow manifold embedded in
the 2n-dimensional phase space of the Euler–Lagrange equation. We derive explicit
formulas for the slow manifold in terms of a functional series expansion. To the leading
order, the Euler–Lagrange equation, reduced to the slow manifold, coincides with the
usual gradient descent. We also investigate the reduced flow at higher orders and
prove that the minimum x∗ is a locally asymptotic stable fixed point of the reduced
flow at any order.
The Nesterov accelerated gradient flow (1.3) is non-autonomous because of the
explicit time dependence of the coefficient ρ/t. We treat this non-autonomous case
separately (Section 3) using a non-autonomous extension of the singular perturbation
theory. While the results are similar to the autonomous accelerated gradient flow,
here the slow manifold is an (n + 1)-dimensional invariant manifold in the (2n + 1)-
dimensional extended phase space of the flow.
The paper is organized as follows. Section 2 contains our main results including
the slow manifold reduction in Euclidean and non-Euclidean spaces in the autonomous
case. Section 3 treats the non-autonomous case of equation (1.3). In section 4, we
demonstrate the implications of our results on three examples. Section 5 contains our
concluding remarks.
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2. Multiscale analysis – Autonomous case.
2.1. Euclidean case. In this section, we consider the Euclidean case where the
distance-generating function in the Bregman Lagrangian (1.4) is given by h(x) =
1
2‖x‖2. In this case, the Lagrangian reads
(2.1) L(x, x˙, t) = eαt+γt
(
1
2
‖e−αt x˙‖2 − eβtf(x)
)
.
The corresponding Euler–Lagrange equation reads
(2.2) x¨+ (eαt − α˙t) x˙+ e2αt+βt∇f(x) = 0.
The following theorem, which constitutes our main result, states that under
certain assumptions the trajectories of the Euler–Lagrange equation (2.2) converge
asymptotically to an n-dimensional invariant slow manifold embedded in the 2n-
dimensional phase space (x, x˙). This slow manifold is a graph over the x coordinates.
We obtain an explicit expression for this graph in the form of a functional series ex-
pansion. Our results use Fenichel’s geometric singular perturbation theory [4]. There
are various statements of this theory with different extents of generality [19, 8, 9].
A statement of the geometric singular perturbation theory that most closely fits our
purposes can be found in Chapter 3 (and Theorem 3.1.4.) of [9].
Theorem 1. Let f ∈ Cr+1(X ) with r ≥ 0. Define µ = eαt − α˙t and η = e2αt+βt .
If µ and η are constant, then there exists µ0 > 0 such that for all µ > µ0 the following
are true.
(i) The trajectories of the Euler–Lagrange equation (2.2) converge exponentially fast
to an n-dimensional invariant manifold embedded in the 2n-dimensional phase
space (x, x˙). Furthermore, this invariant manifold is a graph over the x coordi-
nates (See figure 2.1 for an illustration).
(ii) The flow of (2.2) on the invariant manifold M is given by
(2.3) x˙ =
r∑
k=0
2k+1g2k+1(x) +O(2r+3),
where  = µ−1 and the maps gk : X → Rn are defined recursively by
g1(x) = −η∇f(x),
g2k(x) = 0,
g2k+1(x) = −
2k−1∑
`=1
∇g`(x)g2k−`(x), k ≥ 1.(2.4)
Before presenting the proof of this theorem, we make a few remarks.
Remark 1. The conditions requiring µ = eαt− α˙t and η = e2αt+βt to be constant
are equivalent to
(2.5) αt = log
[
µ
1 + (µe−α0 − 1) eµt
]
, βt = log η − 2αt,
where α0, η ∈ R and µ > 0 are arbitrary constants satisfying α0 ≤ logµ. For instance,
the class of accelerated gradient flows considered in Eq. (7) of Ref. [20] and in Eq. (4)
of Ref. [7] satisfy these conditions. We point out that these conditions are sufficient
for the results of Theorem 1 to hold but are not necessary and can possibly be relaxed.
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Fig. 2.1. A sketch of the geometric singular perturbation theory. In the singular limit,  = 0,
the set M0 = {(x,v) ∈ R2n : v = 0} is filled with fixed points. The trajectories (x(τ),v(τ)) =
(x0,v0e−τ ) converge exponentially fast to (x0,0) ∈ M0 from any initial condition (x0,v0). In
other words, the set M0 is invariant and the global attractor of the system. For 0 <   1, the
manifold M0 deforms into a nearby manifold M which is also invariant and globally attracting.
However, M is not necessarily a collection of fixed points.
Remark 2. Note that the minimum x∗ is a fixed point of (2.3) since ∇f(x∗) =
gk(x
∗) = 0 for all k ∈ N.
Remark 3. Polyak’s heavy ball iterations are a particular discretization of the
ODE (1.6) with constant µ = eαt − α˙t and η = e2αt+βt [14]. The convergence
of the Polyak’s heavy ball iterations is only guaranteed if f is strongly convex [11].
However, the fixed point (x, x˙) = (x∗,0) is a globally asymptotically stable fixed point
of the ODE (2.2) for all µ > 0 and C1 convex functions f . One can verify this by
considering the Lyapunov function
(2.6) E(x, x˙) = η [f(x)− f(x∗)] + 1
2
|x˙|2.
Note that E(x, x˙) > 0 for all (x, x˙) ∈ X × Rn\(x∗,0) and ddtE = −µ|x˙|2 ≤ 0. By
LaSalle’s invariant set theorem [10], and the fact that E(x, x˙)→∞ as |(x, x˙)| → ∞,
the fixed point (x∗,0) is globally asymptotically stable. The fact that Polyak’s itera-
tions fail to converge for certain convex functions is an artifact of the discretization.
Remark 4. To the leading order (neglecting O(3) terms), equation (2.3) reduces
to the usual gradient flow
(2.7) x˙ = −η∇f(x),
with a rescaling of time with the constant η. This connection to the gradient flow
was already speculated in an appendix of Ref. [18] through a heuristic argument.
Proof of Theorem 1. We first rewrite equation (2.2) as a system of first-order
differential equations by introducing a new variable v = x˙, so that
x˙ =v,
v˙ =− µv − η∇f(x).(2.8)
Next, we introduce the fast time τ = t/ where  = µ−1  1. In terms of the fast
time τ , equations (2.8) can be written as
x′ =v,
v′ =− v − η∇f(x),(2.9)
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where prime denotes the derivative with respect to the fast time τ , e.g., x′ = dx/dτ .
In the singular limit,  = 0, equations (2.9) have the trivial solution x(τ) = x0
and v(τ) = v0e
−τ where (x0,v0) is the initial condition. The trajectories of the
system converge exponentially fast towards the critical manifold
(2.10) M0 = {(x,v) ∈ X × Rn : v = 0} .
By Fenichel’s geometric singular perturbation theory [4], there exists 0 > 0 such that
for 0 <  < 0, (i) The trajectories of (2.9) also converge to an n-dimensional invariant
manifoldM, (ii) Furthermore,M is a Cr-smooth graph overM0 and O() close to
it. More specifically, M can be expressed through the formal series expansion
(2.11) M =
{
(x,v) ∈ X × Rn : v =
∞∑
k=1
kgk(x)
}
,
where gk : Rn → Rn are smooth functions to be determined. As a result, we have
v′ =
∞∑
k=1
k∇gk(x)x′
=
∞∑
k=1
k+1∇gk(x)v
=
∞∑
k=1
∞∑
j=1
k+j+1∇gk(x)gj(x)(2.12)
On the other hand, equation (2.9) implies
v′ = −v − η∇f(x)
= − [g1(x) + η∇f(x)]−
∞∑
k=2
kgk(x).(2.13)
Matching the terms of the same order k in equation (2.12) and (2.13), we obtain
1 : g1(x) = −η∇f(x)
2 : g2(x) = 0
3 : g3(x) = −∇g1(x)g1(x)
4 : g4(x) = 0
5 : g5(x) = −∇g3(x)g1(x)−∇g1(x)g3(x)
6 : g6(x) = 0
7 : g7(x) = −∇g5(x)g1(x)−∇g3(x)g3(x)−∇g1(x)g5(x)
...
k : gk(x) = −
k−2∑
`=1
∇g`(x)gk−`−1(x), mod(k, 2) = 1.(2.14)
Note that all functions gk with an even index vanish, i.e., g2k = 0 for all k ∈ N.
Equation (2.14) for the odd indices can be rearranged as
(2.15) g2k+1(x) = −
2k−1∑
`=1
∇g`(x)g2k−`(x), k ≥ 1,
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where we have made the change of variables k 7→ 2k + 1. Therefore, the flow on the
slow manifold M is given by
(2.16) x′ = v = 
[
−η∇f(x) +
r∑
k=1
2k+1g2k+1(x) +O(2r+3)
]
.
Rescaling the fast time τ back to the original time t, we obtain equation (2.3). Note
that the function g2r+1 involves derivatives of f up to and including order r+1. Since
we assumed f ∈ Cr+1(X ), the formal infinite series (2.11) must be truncated at this
order.
Remark 5. Theorem 1 guarantees that the slow manifold persists for µ > µ0. It
would be very attractive to estimate the value of µ0; however, there are two technical
difficulties in the way of obtaining such estimates. First, µ0 depends on the function
f being minimized. Furthermore, even for a given function f , obtaining the parameter
µ0 is extremely difficult. The difficulty lies in the fact that, in singular perturbation
theory, the invariant manifold arises as the fixed point of a certain integral equa-
tion [8, 19]. To prove the existence of the fixed point, one uses an infinite-dimensional
contraction mapping argument. The contraction property of this map only holds for
sufficiently large µ (or, equivalently, sufficiently small ). Finding µ0, such that for
µ > µ0 the contraction property holds, is a tedious task and has only been carried
out for extremely simple cases (see, e.g., Example 1.3.2. in [19]). Nonetheless, the
examples shown here in Section 4 suggest that our invariant slow manifolds persist
for relatively small values of µ (see, in particular, the discussion on example 2).
As mentioned in Remark 4, to the leading order, the reduced flow on the slow
manifold is a gradient flow. It is well-known that the minimizer x∗ is a locally asymp-
totically stable fixed point of the gradient flow for convex, continuously differentiable
functions f . The natural question is whether, for higher order truncations, the mini-
mizer x∗ remains an asymptotically stable fixed point. It is straightforward to show
this for the third-order truncations of the reduced flow:
Proposition 1. Let f ∈ C2(X ) be a convex function. Up to the third order
(neglecting O(5) terms), the reduced equation (2.3) reads
(2.17) x˙ = −η∇f(x)− 3η2∇2f(x)∇f(x).
The minimizer x∗ is a locally asymptotically stable fixed point of the above equation.
Proof. We use the Lyapunov function
(2.18) E(x) = η (f(x)− f(x∗)) + 1
2
3η2‖∇f(x)‖2.
Note that E(x) > 0 for all x ∈ X\{x∗} and that E(x∗) = 0. The gradient of this
Lyapunov function is given by
(2.19) ∇E(x) = η∇f(x) + 3η2∇2f(x)∇f(x) = −x˙,
and therefore ddtE(x) = 〈∇E(x), x˙〉 < 0. This completes the proof.
Remark 6. Examining equation (2.17), the reduced equation up to the third order
is equivalent to a preconditioned gradient descent flow x˙ = −[P (x)]−1∇f(x) with the
preconditioner [P (x)]−1 = η
[
I + 2η∇2f(x)]. Since I+2η∇2f(x) is a near-identity
map, its inverse exists for sufficiently small .
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It turns out that the minimum x∗ is an asymptotically stable fixed point of the
reduced flow at any finite order of truncation. This is stated in the following theorem.
The proof, however, is much more involved and is presented in the appendix.
Theorem 2. Let f ∈ Cr+1(X ) be a convex function. The point x = x∗ is an
asymptotically stable fixed point of the reduced flow (2.3). More precisely, x = x∗ is
an asymptotically stable fixed point of the differential equation
(2.20) x˙ =
p∑
k=0
2k+1g2k+1(x),
for all 0 ≤ p ≤ r where gk : X → Rn are defined in (2.4).
Proof. See Appendix A.
2.2. Non-Euclidean case. In this section, we consider an important class of
distance-generating functions h that appear in the Bregman divergence (1.5) and have
the form
(2.21) h(x) = 〈x,x〉H , 1
2
〈x, Hx〉,
where 〈·, ·〉 denotes the Euclidean inner product and H is a n×n symmetric, positive-
definite matrix. Note than 〈·, ·〉H defines a Riemannian metric on the space Rn.
With the choice (2.21), the Bregman divergence is given by
(2.22) Dh(y,x) =
1
2
〈y − x, H(y − x)〉,
and the associated Euler–Lagrange equation (1.6) reduces to
(2.23) x¨+ (eαt − α˙t) x˙+ e2αt+βtH−1∇f(x) = 0.
Note that, since H is symmetric and positive-definite, its inverse exists. We have the
following result for the slow manifold reduction of (2.23) which is quite similar to
Theorem 1.
Theorem 3. Let f ∈ Cr+1(X ) with r ≥ 0. Define µ = eαt − α˙t and η = e2αt+βt .
If µ and η are constant, then there exists µ0 > 0 such that for all µ > µ0 the following
are true.
(i) The trajectories of the Euler–Lagrange equation (2.23) converge exponentially
fast to an n-dimensional invariant manifold embedded in the 2n-dimensional
phase space (x, x˙). Furthermore, this invariant manifold is a graph over the x
coordinates
(ii) The flow of (2.23) on this invariant manifold is given by
(2.24) x˙ =
r∑
k=0
2k+1g2k+1(x) +O(2r+3),
where  = µ−1 and the maps gk : X → Rn are defined recursively by
g1(x) = −ηH−1∇f(x),
g2k(x) = 0,
g2k+1(x) = −
2k−1∑
`=1
∇g`(x)g2k−`(x), k ≥ 1.(2.25)
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Proof of Theorem 3. The proof is quite similar to the Euclidean case (Theorem 1)
and therefore is omitted here for brevity.
We point out that the only difference in the above non-Euclidean result compared
to the Euclidean case is the appearance of H−1 in the definition of g1 in (2.25) which
trickles to the higher order terms. For instance, we have
(2.26) g3(x) = −η2
[
H−1∇2f(x)H−1]∇f(x).
Furthermore, Theorem 2 also holds in the non-euclidean case. Namely, the min-
imizer x∗ is an asymptotically stable fixed point of (2.24) truncated to any order
0 ≤ p ≤ r. The proof is similar to the Euclidean case and therefore is omitted here.
3. Multiscale analysis – Non-autonomous case. The results in Section 2
hold under the key assumptions that µ = eαt − α˙t and η = e2αt+βt are independent
of time. This implies that the accelerated gradient flow (1.6) is an autonomous ODE.
While these assumptions hold for an important subclass of the accelerated gradient
flows, they do not hold for the Nesterov flow (1.3). In this section, we treat the
non-autonomous case of the Nesterov flow separately by applying a time-dependent
extension of the singular perturbation theory [5, 6, 2, 15]. The results are similar in
nature to those of Section 2; however, in the non-autonomous case, the slow manifold
is a graph over (x, t) in the extended phase space (x, t,v).
First, we write the Nesterov flow in the form of an autonomous ODE in terms of
the extended phase space variables (x,v, t) where v = x˙ := dx/dθ. Here, θ = t − t0
is a re-parametrization of time. In the extended phase space, equation (1.3) can be
written as a system of first-order differential equations
(3.1) x˙ = v, v˙ = −ρ
t
v −∇f(x), t˙ = 1,
with some initial conditions x(0) = x0 ∈ X , v(0) = v0 ∈ Rn and t(0) = t0 > 0.
Note that (x,v, t) are functions of the time-like variable θ and (x˙, v˙, t˙) denotes their
derivatives with respect to θ.
Next, we introduce the rescaled time τ = θ/ where  = ρ−1. Denoting the
derivatives with respect to the fast time τ with a prime, we can recast equation (3.1)
as
(3.2) x′ = v, v′ = −1
t
v − ∇f(x), t′ = .
In the singular limit,  = 0, we have
(3.3) x(τ) = x0, v(τ) = e
−τ/t0v0, t(τ) = t0,
for all τ ≥ 0. This implies that the plane
(3.4) M0 = {(x,v, t) ∈ X × Rn × [t0, t0 + T ] : v = 0}
is the critical manifold towards which all trajectories converge with the exponential
rate e−τ/t0 (see figure 3.1).
The non-autonomous singular perturbation theory [5, 6] guarantees the follow-
ing. For sufficiently small  > 0, the manifold M0 deforms into a nearby normally
attracting invariant manifold M which is O()-close to the critical manifold M0.
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<latexit sha1_bas e64="6/WY0x3LnRufyK5p/yLYfaPvKUU= ">AAAB73icbVBNSwMxFHxbv2r9qnr0Eiy Cp7IrUvVW8OKxgmsr7VKyabYNTbJLki2U pb/CiwcVr/4db/4bs+0etHUgMMy8R+ZNm HCmjet+O6W19Y3NrfJ2ZWd3b/+genj0qO NUEeqTmMeqE2JNOZPUN8xw2kkUxSLktB2 Ob3O/PaFKs1g+mGlCA4GHkkWMYGOlp57A ZhRGaNKv1ty6OwdaJV5BalCg1a9+9QYxS QWVhnCsdddzExNkWBlGOJ1VeqmmCSZjPK RdSyUWVAfZPPAMnVllgKJY2ScNmqu/NzI stJ6K0E7mAfWyl4v/ed3URNdBxmSSGirJ 4qMo5cjEKL8eDZiixPCpJZgoZrMiMsIKE 2M7qtgSvOWTV4l/Ub+pe/eXtWajaKMMJ3 AK5+DBFTThDlrgAwEBz/AKb45yXpx352M xWnKKnWP4A+fzB/F5kAA=</latexit><latexit sha1_bas e64="6/WY0x3LnRufyK5p/yLYfaPvKUU= ">AAAB73icbVBNSwMxFHxbv2r9qnr0Eiy Cp7IrUvVW8OKxgmsr7VKyabYNTbJLki2U pb/CiwcVr/4db/4bs+0etHUgMMy8R+ZNm HCmjet+O6W19Y3NrfJ2ZWd3b/+genj0qO NUEeqTmMeqE2JNOZPUN8xw2kkUxSLktB2 Ob3O/PaFKs1g+mGlCA4GHkkWMYGOlp57A ZhRGaNKv1ty6OwdaJV5BalCg1a9+9QYxS QWVhnCsdddzExNkWBlGOJ1VeqmmCSZjPK RdSyUWVAfZPPAMnVllgKJY2ScNmqu/NzI stJ6K0E7mAfWyl4v/ed3URNdBxmSSGirJ 4qMo5cjEKL8eDZiixPCpJZgoZrMiMsIKE 2M7qtgSvOWTV4l/Ub+pe/eXtWajaKMMJ3 AK5+DBFTThDlrgAwEBz/AKb45yXpx352M xWnKKnWP4A+fzB/F5kAA=</latexit><latexit sha1_bas e64="6/WY0x3LnRufyK5p/yLYfaPvKUU= ">AAAB73icbVBNSwMxFHxbv2r9qnr0Eiy Cp7IrUvVW8OKxgmsr7VKyabYNTbJLki2U pb/CiwcVr/4db/4bs+0etHUgMMy8R+ZNm HCmjet+O6W19Y3NrfJ2ZWd3b/+genj0qO NUEeqTmMeqE2JNOZPUN8xw2kkUxSLktB2 Ob3O/PaFKs1g+mGlCA4GHkkWMYGOlp57A ZhRGaNKv1ty6OwdaJV5BalCg1a9+9QYxS QWVhnCsdddzExNkWBlGOJ1VeqmmCSZjPK RdSyUWVAfZPPAMnVllgKJY2ScNmqu/NzI stJ6K0E7mAfWyl4v/ed3URNdBxmSSGirJ 4qMo5cjEKL8eDZiixPCpJZgoZrMiMsIKE 2M7qtgSvOWTV4l/Ub+pe/eXtWajaKMMJ3 AK5+DBFTThDlrgAwEBz/AKb45yXpx352M xWnKKnWP4A+fzB/F5kAA=</latexit><latexit sha1_bas e64="6/WY0x3LnRufyK5p/yLYfaPvKUU= ">AAAB73icbVBNSwMxFHxbv2r9qnr0Eiy Cp7IrUvVW8OKxgmsr7VKyabYNTbJLki2U pb/CiwcVr/4db/4bs+0etHUgMMy8R+ZNm HCmjet+O6W19Y3NrfJ2ZWd3b/+genj0qO NUEeqTmMeqE2JNOZPUN8xw2kkUxSLktB2 Ob3O/PaFKs1g+mGlCA4GHkkWMYGOlp57A ZhRGaNKv1ty6OwdaJV5BalCg1a9+9QYxS QWVhnCsdddzExNkWBlGOJ1VeqmmCSZjPK RdSyUWVAfZPPAMnVllgKJY2ScNmqu/NzI stJ6K0E7mAfWyl4v/ed3URNdBxmSSGirJ 4qMo5cjEKL8eDZiixPCpJZgoZrMiMsIKE 2M7qtgSvOWTV4l/Ub+pe/eXtWajaKMMJ3 AK5+DBFTThDlrgAwEBz/AKb45yXpx352M xWnKKnWP4A+fzB/F5kAA=</latexit>
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<latexit sha1_bas e64="7cFoiqjvn3c3+TT1boCqUdqC2Yo= ">AAAB6HicbVBNS8NAEN3Ur1q/qh69LBb BU0lU1GPBi8cW7Ae0oWy2k3btZhN2J0IJ /QVePCji1Z/kzX/jts1BWx8MPN6bYWZek Ehh0HW/ncLa+sbmVnG7tLO7t39QPjxqmT jVHJo8lrHuBMyAFAqaKFBCJ9HAokBCOxj fzfz2E2gjYvWAkwT8iA2VCAVnaKUG9ssV t+rOQVeJl5MKyVHvl796g5inESjkkhnT9 dwE/YxpFFzCtNRLDSSMj9kQupYqFoHxs/ mhU3pmlQENY21LIZ2rvycyFhkziQLbGTE cmWVvJv7ndVMMb/1MqCRFUHyxKEwlxZjO vqYDoYGjnFjCuBb2VspHTDOONpuSDcFbf nmVtC6q3mXVbVxVatd5HEVyQk7JOfHIDa mRe1InTcIJkGfySt6cR+fFeXc+Fq0FJ58 5Jn/gfP4A3TeM7g==</latexit>
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<latexit sha1_base64="p8r6lG0M7vKa8SBxaVXPiL3DPNo=">AAAB73icbVBNSw MxFHxbv2r9qnr0EiyCp7IrUvVW8OKxgmsr7VKyabYNTbJLkhXL0l/hxYOKV/+ON/+N2XYP2joQGGbeI/MmTDjTxnW/ndLK6tr6RnmzsrW9s7tX3T+413GqCPVJzGPVCbGmnE nqG2Y47SSKYhFy2g7H17nffqRKs1jemUlCA4GHkkWMYGOlh57AZhRG6Klfrbl1dwa0TLyC1KBAq1/96g1ikgoqDeFY667nJibIsDKMcDqt9FJNE0zGeEi7lkosqA6yWeApOr HKAEWxsk8aNFN/b2RYaD0RoZ3MA+pFLxf/87qpiS6DjMkkNVSS+UdRypGJUX49GjBFieETSzBRzGZFZIQVJsZ2VLEleIsnLxP/rH5V927Pa81G0UYZjuAYTsGDC2jCDbTABw ICnuEV3hzlvDjvzsd8tOQUO4fwB87nD/R/kAI=</latexit><latexit sha1_base64="p8r6lG0M7vKa8SBxaVXPiL3DPNo=">AAAB73icbVBNSw MxFHxbv2r9qnr0EiyCp7IrUvVW8OKxgmsr7VKyabYNTbJLkhXL0l/hxYOKV/+ON/+N2XYP2joQGGbeI/MmTDjTxnW/ndLK6tr6RnmzsrW9s7tX3T+413GqCPVJzGPVCbGmnE nqG2Y47SSKYhFy2g7H17nffqRKs1jemUlCA4GHkkWMYGOlh57AZhRG6Klfrbl1dwa0TLyC1KBAq1/96g1ikgoqDeFY667nJibIsDKMcDqt9FJNE0zGeEi7lkosqA6yWeApOr HKAEWxsk8aNFN/b2RYaD0RoZ3MA+pFLxf/87qpiS6DjMkkNVSS+UdRypGJUX49GjBFieETSzBRzGZFZIQVJsZ2VLEleIsnLxP/rH5V927Pa81G0UYZjuAYTsGDC2jCDbTABw ICnuEV3hzlvDjvzsd8tOQUO4fwB87nD/R/kAI=</latexit><latexit sha1_base64="p8r6lG0M7vKa8SBxaVXPiL3DPNo=">AAAB73icbVBNSw MxFHxbv2r9qnr0EiyCp7IrUvVW8OKxgmsr7VKyabYNTbJLkhXL0l/hxYOKV/+ON/+N2XYP2joQGGbeI/MmTDjTxnW/ndLK6tr6RnmzsrW9s7tX3T+413GqCPVJzGPVCbGmnE nqG2Y47SSKYhFy2g7H17nffqRKs1jemUlCA4GHkkWMYGOlh57AZhRG6Klfrbl1dwa0TLyC1KBAq1/96g1ikgoqDeFY667nJibIsDKMcDqt9FJNE0zGeEi7lkosqA6yWeApOr HKAEWxsk8aNFN/b2RYaD0RoZ3MA+pFLxf/87qpiS6DjMkkNVSS+UdRypGJUX49GjBFieETSzBRzGZFZIQVJsZ2VLEleIsnLxP/rH5V927Pa81G0UYZjuAYTsGDC2jCDbTABw ICnuEV3hzlvDjvzsd8tOQUO4fwB87nD/R/kAI=</latexit><latexit sha1_base64="p8r6lG0M7vKa8SBxaVXPiL3DPNo=">AAAB73icbVBNSw MxFHxbv2r9qnr0EiyCp7IrUvVW8OKxgmsr7VKyabYNTbJLkhXL0l/hxYOKV/+ON/+N2XYP2joQGGbeI/MmTDjTxnW/ndLK6tr6RnmzsrW9s7tX3T+413GqCPVJzGPVCbGmnE nqG2Y47SSKYhFy2g7H17nffqRKs1jemUlCA4GHkkWMYGOlh57AZhRG6Klfrbl1dwa0TLyC1KBAq1/96g1ikgoqDeFY667nJibIsDKMcDqt9FJNE0zGeEi7lkosqA6yWeApOr HKAEWxsk8aNFN/b2RYaD0RoZ3MA+pFLxf/87qpiS6DjMkkNVSS+UdRypGJUX49GjBFieETSzBRzGZFZIQVJsZ2VLEleIsnLxP/rH5V927Pa81G0UYZjuAYTsGDC2jCDbTABw ICnuEV3hzlvDjvzsd8tOQUO4fwB87nD/R/kAI=</latexit>
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<latexit sha1_base64="6/WY0x3LnRu fyK5p/yLYfaPvKUU=">AAAB73icbVBNSwMxFHxbv2r9qnr0EiyCp7IrUvVW8OKxgms r7VKyabYNTbJLki2Upb/CiwcVr/4db/4bs+0etHUgMMy8R+ZNmHCmjet+O6W19Y3Nr fJ2ZWd3b/+genj0qONUEeqTmMeqE2JNOZPUN8xw2kkUxSLktB2Ob3O/PaFKs1g+mGl CA4GHkkWMYGOlp57AZhRGaNKv1ty6OwdaJV5BalCg1a9+9QYxSQWVhnCsdddzExNkW BlGOJ1VeqmmCSZjPKRdSyUWVAfZPPAMnVllgKJY2ScNmqu/NzIstJ6K0E7mAfWyl4v /ed3URNdBxmSSGirJ4qMo5cjEKL8eDZiixPCpJZgoZrMiMsIKE2M7qtgSvOWTV4l/U b+pe/eXtWajaKMMJ3AK5+DBFTThDlrgAwEBz/AKb45yXpx352MxWnKKnWP4A+fzB/F 5kAA=</latexit><latexit sha1_base64="6/WY0x3LnRu fyK5p/yLYfaPvKUU=">AAAB73icbVBNSwMxFHxbv2r9qnr0EiyCp7IrUvVW8OKxgms r7VKyabYNTbJLki2Upb/CiwcVr/4db/4bs+0etHUgMMy8R+ZNmHCmjet+O6W19Y3Nr fJ2ZWd3b/+genj0qONUEeqTmMeqE2JNOZPUN8xw2kkUxSLktB2Ob3O/PaFKs1g+mGl CA4GHkkWMYGOlp57AZhRGaNKv1ty6OwdaJV5BalCg1a9+9QYxSQWVhnCsdddzExNkW BlGOJ1VeqmmCSZjPKRdSyUWVAfZPPAMnVllgKJY2ScNmqu/NzIstJ6K0E7mAfWyl4v /ed3URNdBxmSSGirJ4qMo5cjEKL8eDZiixPCpJZgoZrMiMsIKE2M7qtgSvOWTV4l/U b+pe/eXtWajaKMMJ3AK5+DBFTThDlrgAwEBz/AKb45yXpx352MxWnKKnWP4A+fzB/F 5kAA=</latexit><latexit sha1_base64="6/WY0x3LnRu fyK5p/yLYfaPvKUU=">AAAB73icbVBNSwMxFHxbv2r9qnr0EiyCp7IrUvVW8OKxgms r7VKyabYNTbJLki2Upb/CiwcVr/4db/4bs+0etHUgMMy8R+ZNmHCmjet+O6W19Y3Nr fJ2ZWd3b/+genj0qONUEeqTmMeqE2JNOZPUN8xw2kkUxSLktB2Ob3O/PaFKs1g+mGl CA4GHkkWMYGOlp57AZhRGaNKv1ty6OwdaJV5BalCg1a9+9QYxSQWVhnCsdddzExNkW BlGOJ1VeqmmCSZjPKRdSyUWVAfZPPAMnVllgKJY2ScNmqu/NzIstJ6K0E7mAfWyl4v /ed3URNdBxmSSGirJ4qMo5cjEKL8eDZiixPCpJZgoZrMiMsIKE2M7qtgSvOWTV4l/U b+pe/eXtWajaKMMJ3AK5+DBFTThDlrgAwEBz/AKb45yXpx352MxWnKKnWP4A+fzB/F 5kAA=</latexit><latexit sha1_base64="6/WY0x3LnRu fyK5p/yLYfaPvKUU=">AAAB73icbVBNSwMxFHxbv2r9qnr0EiyCp7IrUvVW8OKxgms r7VKyabYNTbJLki2Upb/CiwcVr/4db/4bs+0etHUgMMy8R+ZNmHCmjet+O6W19Y3Nr fJ2ZWd3b/+genj0qONUEeqTmMeqE2JNOZPUN8xw2kkUxSLktB2Ob3O/PaFKs1g+mGl CA4GHkkWMYGOlp57AZhRGaNKv1ty6OwdaJV5BalCg1a9+9QYxSQWVhnCsdddzExNkW BlGOJ1VeqmmCSZjPKRdSyUWVAfZPPAMnVllgKJY2ScNmqu/NzIstJ6K0E7mAfWyl4v /ed3URNdBxmSSGirJ4qMo5cjEKL8eDZiixPCpJZgoZrMiMsIKE2M7qtgSvOWTV4l/U b+pe/eXtWajaKMMJ3AK5+DBFTThDlrgAwEBz/AKb45yXpx352MxWnKKnWP4A+fzB/F 5kAA=</latexit>
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<latexit sha1_base64="7cFoiqjvn3c3+TT1boCqUdqC2Yo=">AAAB6HicbVBNS8 NAEN3Ur1q/qh69LBbBU0lU1GPBi8cW7Ae0oWy2k3btZhN2J0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVHJo8lrHuBMyAFA qaKFBCJ9HAokBCOxjfzfz2E2gjYvWAkwT8iA2VCAVnaKUG9ssVt+rOQVeJl5MKyVHvl796g5inESjkkhnT9dwE/YxpFFzCtNRLDSSMj9kQupYqFoHxs/mhU3pmlQENY21LIZ 2rvycyFhkziQLbGTEcmWVvJv7ndVMMb/1MqCRFUHyxKEwlxZjOvqYDoYGjnFjCuBb2VspHTDOONpuSDcFbfnmVtC6q3mXVbVxVatd5HEVyQk7JOfHIDamRe1InTcIJkGfySt 6cR+fFeXc+Fq0FJ585Jn/gfP4A3TeM7g==</latexit>
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<latexit sha1_base64="3dkj7PvFoyr0O1vKwTdXgHqITsc=">AAAB9HicbVDLSg NBEOyNrxhfUY9eBoPgKeyK+LgFvHiM4JpANgmzk9lkyOyDmV41LPkPLx5UvPox3vwbZ5MgmlgwUFR10zXlJ1JotO0vq7C0vLK6VlwvbWxube+Ud/fudJwqxl0Wy1g1faq5FB F3UaDkzURxGvqSN/zhVe437rnSIo5ucZTwdkj7kQgEo2ikjhdSHPgBeex4VGO3XLGr9gTkhzjzpAIz1LvlT68XszTkETJJtW45doLtjCoUTPJxyUs1Tygb0j5vGRrRkOt2Nk k9JkdG6ZEgVuZFSCbq742MhlqPQt9M5in1vJeL/3mtFIOLdiaiJEUesemhIJUEY5JXQHpCcYZyZAhlSpishA2oogxNUSVTwsKXF4l7Ur2sOjenldrZrI0iHMAhHIMD51CDa6 iDCwwUPMELvFoP1rP1Zr1PRwvWbGcf/sD6+AbMwJI3</latexit><latexit sha1_base64="3dkj7PvFoyr0O1vKwTdXgHqITsc=">AAAB9HicbVDLSg NBEOyNrxhfUY9eBoPgKeyK+LgFvHiM4JpANgmzk9lkyOyDmV41LPkPLx5UvPox3vwbZ5MgmlgwUFR10zXlJ1JotO0vq7C0vLK6VlwvbWxube+Ud/fudJwqxl0Wy1g1faq5FB F3UaDkzURxGvqSN/zhVe437rnSIo5ucZTwdkj7kQgEo2ikjhdSHPgBeex4VGO3XLGr9gTkhzjzpAIz1LvlT68XszTkETJJtW45doLtjCoUTPJxyUs1Tygb0j5vGRrRkOt2Nk k9JkdG6ZEgVuZFSCbq742MhlqPQt9M5in1vJeL/3mtFIOLdiaiJEUesemhIJUEY5JXQHpCcYZyZAhlSpishA2oogxNUSVTwsKXF4l7Ur2sOjenldrZrI0iHMAhHIMD51CDa6 iDCwwUPMELvFoP1rP1Zr1PRwvWbGcf/sD6+AbMwJI3</latexit><latexit sha1_base64="3dkj7PvFoyr0O1vKwTdXgHqITsc=">AAAB9HicbVDLSg NBEOyNrxhfUY9eBoPgKeyK+LgFvHiM4JpANgmzk9lkyOyDmV41LPkPLx5UvPox3vwbZ5MgmlgwUFR10zXlJ1JotO0vq7C0vLK6VlwvbWxube+Ud/fudJwqxl0Wy1g1faq5FB F3UaDkzURxGvqSN/zhVe437rnSIo5ucZTwdkj7kQgEo2ikjhdSHPgBeex4VGO3XLGr9gTkhzjzpAIz1LvlT68XszTkETJJtW45doLtjCoUTPJxyUs1Tygb0j5vGRrRkOt2Nk k9JkdG6ZEgVuZFSCbq742MhlqPQt9M5in1vJeL/3mtFIOLdiaiJEUesemhIJUEY5JXQHpCcYZyZAhlSpishA2oogxNUSVTwsKXF4l7Ur2sOjenldrZrI0iHMAhHIMD51CDa6 iDCwwUPMELvFoP1rP1Zr1PRwvWbGcf/sD6+AbMwJI3</latexit><latexit sha1_base64="3dkj7PvFoyr0O1vKwTdXgHqITsc=">AAAB9HicbVDLSg NBEOyNrxhfUY9eBoPgKeyK+LgFvHiM4JpANgmzk9lkyOyDmV41LPkPLx5UvPox3vwbZ5MgmlgwUFR10zXlJ1JotO0vq7C0vLK6VlwvbWxube+Ud/fudJwqxl0Wy1g1faq5FB F3UaDkzURxGvqSN/zhVe437rnSIo5ucZTwdkj7kQgEo2ikjhdSHPgBeex4VGO3XLGr9gTkhzjzpAIz1LvlT68XszTkETJJtW45doLtjCoUTPJxyUs1Tygb0j5vGRrRkOt2Nk k9JkdG6ZEgVuZFSCbq742MhlqPQt9M5in1vJeL/3mtFIOLdiaiJEUesemhIJUEY5JXQHpCcYZyZAhlSpishA2oogxNUSVTwsKXF4l7Ur2sOjenldrZrI0iHMAhHIMD51CDa6 iDCwwUPMELvFoP1rP1Zr1PRwvWbGcf/sD6+AbMwJI3</latexit>x⇤
<latexit sha1_bas e64="3dkj7PvFoyr0O1vKwTdXgHqITsc= ">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoP gKeyK+LgFvHiM4JpANgmzk9lkyOyDmV41 LPkPLx5UvPox3vwbZ5MgmlgwUFR10zXlJ 1JotO0vq7C0vLK6VlwvbWxube+Ud/fudJ wqxl0Wy1g1faq5FBF3UaDkzURxGvqSN/z hVe437rnSIo5ucZTwdkj7kQgEo2ikjhdS HPgBeex4VGO3XLGr9gTkhzjzpAIz1LvlT 68XszTkETJJtW45doLtjCoUTPJxyUs1Ty gb0j5vGRrRkOt2Nkk9JkdG6ZEgVuZFSCb q742MhlqPQt9M5in1vJeL/3mtFIOLdiai JEUesemhIJUEY5JXQHpCcYZyZAhlSpish A2oogxNUSVTwsKXF4l7Ur2sOjenldrZrI 0iHMAhHIMD51CDa6iDCwwUPMELvFoP1rP 1Zr1PRwvWbGcf/sD6+AbMwJI3</latexi t><latexit sha1_bas e64="3dkj7PvFoyr0O1vKwTdXgHqITsc= ">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoP gKeyK+LgFvHiM4JpANgmzk9lkyOyDmV41 LPkPLx5UvPox3vwbZ5MgmlgwUFR10zXlJ 1JotO0vq7C0vLK6VlwvbWxube+Ud/fudJ wqxl0Wy1g1faq5FBF3UaDkzURxGvqSN/z hVe437rnSIo5ucZTwdkj7kQgEo2ikjhdS HPgBeex4VGO3XLGr9gTkhzjzpAIz1LvlT 68XszTkETJJtW45doLtjCoUTPJxyUs1Ty gb0j5vGRrRkOt2Nkk9JkdG6ZEgVuZFSCb q742MhlqPQt9M5in1vJeL/3mtFIOLdiai JEUesemhIJUEY5JXQHpCcYZyZAhlSpish A2oogxNUSVTwsKXF4l7Ur2sOjenldrZrI 0iHMAhHIMD51CDa6iDCwwUPMELvFoP1rP 1Zr1PRwvWbGcf/sD6+AbMwJI3</latexi t><latexit sha1_bas e64="3dkj7PvFoyr0O1vKwTdXgHqITsc= ">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoP gKeyK+LgFvHiM4JpANgmzk9lkyOyDmV41 LPkPLx5UvPox3vwbZ5MgmlgwUFR10zXlJ 1JotO0vq7C0vLK6VlwvbWxube+Ud/fudJ wqxl0Wy1g1faq5FBF3UaDkzURxGvqSN/z hVe437rnSIo5ucZTwdkj7kQgEo2ikjhdS HPgBeex4VGO3XLGr9gTkhzjzpAIz1LvlT 68XszTkETJJtW45doLtjCoUTPJxyUs1Ty gb0j5vGRrRkOt2Nkk9JkdG6ZEgVuZFSCb q742MhlqPQt9M5in1vJeL/3mtFIOLdiai JEUesemhIJUEY5JXQHpCcYZyZAhlSpish A2oogxNUSVTwsKXF4l7Ur2sOjenldrZrI 0iHMAhHIMD51CDa6iDCwwUPMELvFoP1rP 1Zr1PRwvWbGcf/sD6+AbMwJI3</latexi t><latexit sha1_bas e64="3dkj7PvFoyr0O1vKwTdXgHqITsc= ">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoP gKeyK+LgFvHiM4JpANgmzk9lkyOyDmV41 LPkPLx5UvPox3vwbZ5MgmlgwUFR10zXlJ 1JotO0vq7C0vLK6VlwvbWxube+Ud/fudJ wqxl0Wy1g1faq5FBF3UaDkzURxGvqSN/z hVe437rnSIo5ucZTwdkj7kQgEo2ikjhdS HPgBeex4VGO3XLGr9gTkhzjzpAIz1LvlT 68XszTkETJJtW45doLtjCoUTPJxyUs1Ty gb0j5vGRrRkOt2Nkk9JkdG6ZEgVuZFSCb q742MhlqPQt9M5in1vJeL/3mtFIOLdiai JEUesemhIJUEY5JXQHpCcYZyZAhlSpish A2oogxNUSVTwsKXF4l7Ur2sOjenldrZrI 0iHMAhHIMD51CDa6iDCwwUPMELvFoP1rP 1Zr1PRwvWbGcf/sD6+AbMwJI3</latexi t>
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Fig. 3.1. A sketch of the geometric singular perturbation theory for the non-autonomous acceler-
ated gradient flow. In the singular limit,  = 0, the setM0 = {(x, t,v) ∈ X×[t0, t0+T ]×Rn : v = 0}
is filled with fixed points. The trajectories (x(τ), t(τ),v(τ)) = (x0, t0,v0e−τ/t0 ) converge exponen-
tially fast to (x0, t0,0) ∈ M0 from any initial condition (x0, t0,v0). In other words, the set M0 is
invariant and the global attractor of the system. For 0 <   1, the manifold M0 deforms into a
nearby manifoldM which is also invariant and globally attracting. However, M is not necessarily
a collection of fixed points.
The trajectories of the Nesterov flow converge exponentially fast towards the invari-
ant manifold M. Furthermore, M is a graph over the slow variables (x, t). We
write this graph as a formal functional series expansion in ,
(3.5) M =
{
(x,v, t) ∈ X × Rn × [t0, t0 + T ] : v =
∞∑
k=1
kgk(x, t)
}
,
where gk : X × [t0, t0 + T ] → Rn. By differentiating this expression with respect to
τ , we obtain
v′ =
∞∑
k=1
k
(
∇gk(x, t)x′ + ∂gk
∂t
∣∣∣
(x,t)
t′
)
=
∞∑
k=1
∞∑
j=1
k+j+1∇gkgj +
∞∑
k=1
k+1
∂gk
∂t
= 2
∂g1
∂t
+
∞∑
k=3
k
∂gk−1
∂t
+
k−2∑
j=1
∇gjgk−j−1
 .(3.6)
On the other hand, using the fact that v′ = −t−1v − ∇f(x), we obtain
(3.7) v′ = 
(
−1
t
g1(x, t)−∇f(x)
)
−
∞∑
k=2
k
gk(x, t)
t
.
Equating these two expressions, we obtain
(3.8a) g1(x, t) = −t∇f(x), g2(x, t) = t∇f(x),
(3.8b) gk(x, t) = −t
∂gk−1
∂t
+
k−2∑
j=1
∇gjgk−j−1

(x,t)
, k ≥ 3.
Note that functions gk include derivatives of f up to order dk/2e.
The above results are summarized in the following theorem.
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Theorem 4. Let f ∈ Cr(X ) with r ≥ 1. There exists ρ0 > 0 such that for all
ρ > ρ0 the following hold.
(i) The trajectories of the Nesterov equation (1.3) converge exponentially fast to an
(n + 1)-dimensional invariant manifold embedded in the (2n + 1)-dimensional
extended phase space (x, x˙, t) ∈ X ×Rn× [t0, t0+T ] for 0 < t0, T <∞. Further-
more, this invariant manifold is a graph over the (x, t) coordinates (See figure 3.1
for an illustration).
(ii) The flow of (1.3) on the slow manifold M is given by
(3.9) x˙ =
2r∑
k=1
kgk(x, t) +O(2r+1),
where  = ρ−1 and the maps gk : X × [t0, t0 + T ] → Rn are defined recursively
by (3.8).
Remark 7. Here, we consider the critical manifold M0 over the finite time in-
terval [t0, t0 + T ] for some finite T > 0. As a result, the critical manifold is a graph
over the compact domain X × [t0, t0 + T ]. It is tempting to extend the slow manifold
over the infinite time interval [t0,∞). However, the fixed-point argument that guaran-
tees the persistence of the slow manifold M is not generally valid over non-compact
sets [8].
Note that to the leading order, we have
(3.10)
dx
dt
= v = −t∇f(x).
Reparameterizing time, by defining tˆ =  t2/2, we obtain the usual gradient descent
(3.11)
dx
dtˆ
= −∇f(x).
The trajectories of the two systems (3.10) and (3.11) are identical since one is a repa-
rameterization of the other. Therefore, to the first order, the Nesterov flow reduced
to the slow manifold coincides with the usual gradient descent. Recall that the same
conclusion held for the autonomous case (cf. Remark 4).
Furthermore, examining the terms gk(x, t) with k ≥ 2, the non-autonomous slow
manifold approximation contains higher-order terms with t∇f(x). Collecting all such
terms, we obtain
(3.12)
dx
dt
= v = t∇f(x)
2r∑
k=1
(−)k = −Sr()t∇f(x),
where Sr() = 
(
1− 2r) /(1 + ), using the geometric series formula. If f ∈ C∞(X )
and  < 1, we have Sr() → /(1 + ) as r → ∞. Again, reparameterizing time by
defining tˆ = Sr()t
2/2, we obtain the usual gradient flow (3.11).
Recall from Remark 7 that the existence of the slow manifold M is guaranteed
over the finite time interval t ∈ [t0, t0 + T ]. This prohibits asymptotic analysis of the
reduced flow trajectories in the limit t → ∞. However, in optimization, it suffices
to ensure that the reduced flow (3.12) reaches a small neighborhood Bδ(x
∗) of the
minimizer x∗, where 0 < δ  1 is the prescribed optimization tolerance (here, Bδ(x∗)
denotes the ball of radius δ in X centered at x∗). The set Bδ(x∗) can be reached in
finite time avoiding the need for the existence of the slow manifold for infinite times.
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(a) Example 1 (b) Example 2 (c) Example 3
Fig. 4.1. The functions f corresponding to the examples listed in Table 4.1.
4. Examples. In this section, we demonstrate our results on three functions
as listed in Table 4.1 and plotted in figure 4.1. These functions are convex with
their global minima at the origin, x∗ = 0. We divide our numerical results into two
parts: Section 4.1 contains the results for the autonomous case discussed in Section 2;
Section 4.2 corresponds to the non-autonomous Nesterov flow discussed in Section 3.
Table 4.1
Three functions used as examples here to demonstrate the results. The parameters µ and η
refer to the parameters defined in Theorem 1. The parameter ρ denotes the constant in the Nesterov
flow (1.3), and x = (x1, x2).
Autonomous Non-autonomous
Example # f(x) µ η ρ
1 12
(
x21 + 5x
2
2
)
8 1 3
2 14
(
x41 + 50x
4
2
)
2 1 1.5
3 log(ex
2
1 + e4x
2
2) 4 1 3
4.1. Autonomous case. The numerical results presented in this section corre-
spond to the autonomous case discussed in Section 2. Recall that the autonomous
case assumes that the coefficients µ = eαt− α˙t and η = e2αt+βt are time-independent.
For each example, we choose a different combination of these constant coefficients as
listed in Table 4.1. While the results are valid for all µ > µ0, the parameter µ0 is not
a priori known (see Remark 5). In example 2, we set  = µ−1 = 0.5 to demonstrate
that the slow manifolds may persist even for relatively large values of the perturbation
parameter . We also note that for such larger values of  (such as the one in example
2), the trajectories of the accelerated gradient flow exhibit a more oscillatory behavior
compared to smaller  where the oscillations are mostly damped.
Figure 4.2 shows the corresponding truncated slow manifolds M,p for each ex-
ample. Here, M,p denotes the slow manifold M truncated to the p-th order. More
specifically, the truncated slow manifoldM,p is a graph over the x-plane. This graph,
denoted by v,p : X → Rn, is defined by
(4.1) v,p(x) ,
p∑
k=1
kgk(x).
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(a) Example 1 (b) Example 2
(c) Example 3
Fig. 4.2. The projection of the slow manifoldsM (gray surfaces) unto the (x1, x2, v1) subspace.
One trajectory of the Euler–Lagrange equation (2.2) (blue) and several trajectory of the reduced
system (2.3) (red) are also shown. The initial conditions for each trajectory are marked by blue and
red dots respectively. The black dot marks the minimum x∗ (which coincides with the origin).
where gk’s are given in (2.4). For example 1, we plot the first-order truncation (p = 1)
and, for the other two examples, we plot the third-order truncations (p = 3). Recall
that the even terms in the series vanish so that the p = 3 truncation only contains
two terms. In all three examples, the difference between the fist and third order
truncations is insignificant and visually unnoticeable.
In each panel of figure 4.2, two types of trajectories are shown. The blue curves
mark the trajectories of the second-order Euler–Lagrange equation (2.2) while the red
curves mark the trajectories of the first-order reduced equation (2.3) plotted on the
slow manifold.
The trajectories of the Euler–Lagrange equation (blue curves) undergo two stages.
First they approach the slow manifold exponentially fast. In the second stage, they
closely follow the slow manifold towards the minimizer x∗. These two stages are
demonstrated in figure 4.3 which shows the distance from the slow manifold M,p
along the trajectory (x(t),v(t)) of the Euler–Lagrange equation corresponding to
example 1. This distance is computed as
(4.2) d(t) = ‖v(t)− v,p(x(t))‖.
The quantity d(t) shows two exponential slopes. Within the first time unit (see the
inset of figure 4.3), the distance drops sharply which corresponds to the convergence
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Fig. 4.3. The distance from the truncated slow manifold M,p along the trajectories of the
Euler–Lagrange equation (2.2) for example 1. The inset shows a closeup view.
towards the slow manifold. The rate of convergence seems identical for both trunca-
tions p = 1 and p = 3. However, the distance corresponding to p = 3 decreases by
a grater amount since this higher-order truncation more accurately approximates the
true slow manifoldM. Later (t > 10), the distance d(t) continues to decrease but at
a lower rate. We attribute this second decaying stage to the asymptotic convergence
of the Euler–Lagrange solutions to the minimizer x∗ within the slow manifold.
A practical implication of our slow manifold reduction is that one can reduce the
computational cost of accelerated gradient flow by skipping the first stage of their
evolution (i.e. the convergence towards the slow manifold). Since the accelerated
gradient flows are second-order differential equations, they require an initial guess
(x0,v0) as their initial condition. Using the slow manifold, it is advantageous to
choose the alternative initial velocity v˜0 = v
,p(x˜0) where
(4.3) x˜0 = arg min
x∈X
[|x− x0|2 + |v,p(x)− v0|2] .
The point (x˜0, v˜0) is the closest point on the slow manifold M,p to the initial guess
(x0,v0). This alternative initial guess (x˜0, v˜0) avoids the initial decay phase of the
flow (i.e. convergence towards the slow manifold) by placing the trajectory O(p)-close
to this manifold at the initial time. As a result, several evaluations of the function f
and its derivatives during the decay phase are dispensed with.
However, carrying out the minimization (4.3) can be costly itself, outweighing the
saved computational cost from skipping the decay phase. Here, we propose a cheaper
approach by choosing the alternative initial guess x˜0 = x0 and v˜0 = v
,p(x0) for a
given x0 ∈ X . For p = 1, for instance, this only requires one computation of the
gradient of f since v,1(x0) = −η∇f(x0).
Figure 4.4 show an implementation of this alternative initial condition on example
1. We solve the accelerated gradient flow (2.2) from two different initial conditions.
First, we set x0 = (1, 1) and v0 = (0, 0). This corresponds to the blue curve in
figure 4.4. Then we choose the alternative initial conditions x˜0 = x0 = (1, 1) and
v˜0 = v
,1(x0) = −η∇f(x0) ' (−0.125,−0.625). This is marked by the red curve.
The alternative initial guess (x˜0, v˜0) takes fewer iterations to reach a given error
|x− x∗|.
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Fig. 4.4. Alternative initial conditions. The function in example 1 is minimized using the
accelerated gradient descent (2.2). The blue curve corresponds to the initial conditions x0 = (1, 1)
and v0 = (0, 0). The red curve corresponds to the alternative initial conditions x˜0 = x0 = (1, 1)
and v˜0 = v,1(x0) ' (−0.125,−0.625). It takes fewer iterations for the red curve to reach the error
tolerance 10−6 marked by the dashed black curve.
For instance, it takes 1499 iterations to reach the error |x − x∗| < 10−6 if we
start from the initial guess (x0,v0). To reach the same error tolerance, it takes 1361
iterations if we start from the alternative initial guess (x˜0, v˜0). Accounting for the
gradient evaluation required to compute v˜0, the alternative initial guess takes 137 less
gradient evaluations to reach the error tolerance 10−6. In high dimensions this can
amount to a noticeable reduction in the computational time.
4.2. Non-autonomous case. The numerical results presented in this section
correspond to the non-autonomous case discussed in Section 3. The parameter ρ = −1
is reported in the last column of Table 4.1. For examples 1 and 3, we use the standard
value ρ = 3. To demonstrate that the slow manifold reduction may be valid for even
smaller values of ρ (or equivalently larger values of ), we set ρ = 1.5 in example 2.
The numerical results are reported in figure 4.5. In all examples, the initial
conditions are x0 = (1, 1) and t0 = 0.1. The black curves mark the trajectories
of the full Nesterov flow (1.3) with the initial velocity v0 = x˙(t0) = (2, 0). Note
that the phase space X × R2 × [t0, t0 + T ] of the Nesterov flow is five-dimensional.
Therefore, the bottom panel in figure 4.5 shows the projections of the trajectories on
the three-dimensional subspace X × [t0, t0 + T ].
The red curves mark the trajectories of the slow manifold reduced flow (3.12).
The trajectories of both systems (the reduced flow and the full Nesterov flow) converge
to the global minimum x∗ = 0. As expected, the trajectories of the Nesterov flow
oscillate around the trajectories of the reduced flow. As time increases, the amplitude
of these oscillations decay and the Nesterov flow trajectories converge onto the slow
manifold trajectories.
We have repeated the simulations for various initial conditions (x0,v0) and ob-
served very similar behavior (namely, the convergence of the oscillatory Nesterov
trajectories onto the slow manifold trajectories), ensuring that the results are not
sensitive to the initial conditions.
5. Conclusions. It has recently been shown that the continuous-time limit of
accelerated gradient descent methods are the Euler–Lagrange equations corresponding
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Fig. 4.5. Trajectories of the accelerated gradient flows. Example numbers refer to the functions
listed in Table 4.1. The black curves correspond to the trajectories of the Nesterov flow (1.3) and
the red curves correspond to the reduced-order flow (3.12).
to a single Lagrangian. This Euler–Lagrange equation takes the form of a second-order
ordinary differential equation that we refer to as the accelerated gradient flow.
Here we showed that, under certain assumptions, the accelerated gradient flows
possess an attracting, invariant, slow manifold. The trajectories of accelerated gradi-
ent flow undergo two stages. First, they converge exponentially fast towards the slow
manifold. Then they closely follow the flow within the slow manifold. We derived a
general explicit formula that approximates the slow manifold to any arbitrary order
of accuracy.
To the leading order, the flow within the slow manifold coincides with the usual
gradient (or steepest) descent. Higher order approximations of the slow manifold,
however, involve higher order derivatives of the objective function.
We divided our analysis into two parts. In the first part (section 2), it is assumed
that the accelerated gradient flow is autonomous (i.e., it does not have any explicit
dependence on time). In this setting, the classical geometric singular perturbation
theory was applied to prove the existence of the slow manifold as an n-dimensional
submanifold of the phase space. The second part (section 3) concerns the Nesterov
accelerated gradient flow which is a non-autonomous differential equation. More re-
cent singular perturbation results are applicable to this flow. While the conclusions
are similar to the autonomous case, the Nesterov flow has an (n+1)-dimensional slow
manifold in the extended phase space.
A practical implication of our results is the reduced computational cost of ac-
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celerated gradient flows by initializing it close to the slow manifold which is now
known explicitly. This initialization avoids the initial stage of the flow, which involves
converging towards the slow manifold, hence reducing the computational cost.
Since accelerated gradient iterations are temporal discretizations of the acceler-
ated gradient flow [18], we expect similar slow manifold reductions to hold for the
discrete accelerated methods. However, a rigorous singular perturbation analysis of
these iterations is desirable and will be pursued in future work.
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A. Proof of Theorem 2. To prove this theorem, we will need the following
lemma.
Lemma 1. The matrices ∇gk(x) ∈ Rn×n are symmetric for any x ∈ X .
Proof. To show that ∇gk(x) are symmetric, we first show that gk = ∇φk for
twice continuously differentiable functions φk : X → R. And therefore ∇gk = ∇2φk
is symmetric. First, note that g2k = 0 and therefore this assertion is trivially correct
for even indices with φ2k = 0. For odd indices, we proceed with induction.
Note that g1 = −η∇f and therefore we have φ1(x) = −ηf(x). Now assume that
g` = ∇φ` for all 1 ≤ ` < 2k + 1. This implies
g2k+1 = −
2k−1∑
`=1
∇2φ`∇φ2k−`
= ∇
[
−1
2
2k−1∑
`=1
〈∇φ`,∇φ2k−`〉
]
= ∇
[
−1
2
2k−1∑
`=1
〈g`,g2k−`〉
]
.(A.1)
The second line, in the above equation, follows from the series of identities,
∇
[
−1
2
2k−1∑
`=1
〈∇φ`,∇φ2k−`〉
]
= −1
2
2k−1∑
`=1
[∇2φ`∇φ2k−` +∇2φ2k−`∇φ`]
= −1
2
2k−1∑
`=1
∇2φ`∇φ2k−` − 1
2
2k−1∑
`=1
∇2φ2k−`∇φ`
= −1
2
2k−1∑
`=1
∇2φ`∇φ2k−` − 1
2
2k−1∑
j=1
∇2φj∇φ2k−j
= −
2k−1∑
`=1
∇2φ`∇φ2k−`,(A.2)
where on the third line we used the change of indices 2k−` 7→ j. Therefore, gk = ∇φk
for all k ≥ 1, where the scalar functions φk : X → R are defined recursively by
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φ1 = −ηf , φ2k = 0 and
(A.3) φ2k+1 = −1
2
2k−1∑
`=1
〈∇φ`,∇φ2k−`〉, k ≥ 1.
Proof of Theorem 2. Consider the Lyapunov function
(A.4) E(x) = η (f(x)− f(x∗)) +
r∑
k=1
2k+1
2
2k−1∑
`=1
〈g`(x),g2k−`(x)〉.
Note that E(x∗) = 0 and that the first term η(f(x) − f(x∗)) is positive for all
x ∈ X\{x∗}. The second term (corresponding to k = 1) is 3〈g1(x),g1(x)〉 =
3η2‖∇f(x)‖2 which is also positive for all x ∈ X\{x∗}. It is straightforward to show
that the higher-order terms in the series are also positive at least in a neighborhood
of x∗.
The gradient of the Lyapunov function is given by
∇E(x) = η∇f(x) +
r∑
k=1
2k+1
2
2k−1∑
`=1
[∇g`(x)>g2k−`(x) +∇g2k−`(x)>g`(x)]
= η∇f(x) +
r∑
k=1
2k+1
2k−1∑
`=1
∇g`(x)g2k−`(x)
= −g1(x)−
r∑
k=1
2k+1g2k+1(x) = −
r∑
k=0
2k+1g2k+1(x) = −x˙.(A.5)
In these series of identities, we used the fact that ∇g`(x) are symmetric matrices (see
Lemma 1) and that
(A.6)
2k−1∑
`=1
∇g2k−`(x)g`(x) =
2k−1∑
j=1
∇gj(x)g2k−j(x)
Therefore we have ddtE(x) = 〈∇E(x), x˙〉 = −‖x˙‖2 ≤ 0 with the identity attained
only at the minimum x∗. This completes the proof.
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