Section 1. Introduction
The impact of regulatory capital requirements on bank lending has been debated for some time. 1 In the wake of the recent financial crisis, the topic has seen renewed attention as concerns arose that large losses at banks would reduce their capital and restrain their lending and as the regulatory community discussed increases in bank capital (See Greenlaw, Hatzius, Kashyap, and Shin 2008; Mora and Logan 2010; Berrospide and Edge 2010; Rice and Rose 2010) .
A perennial challenge when testing the impact of capital on loan growth is separating supply from demand. For example, changes in the economic environment that affect bank capital also likely affect the demand for loans. Deteriorations in the economic environment can cause losses for banks that decrease bank capital; declines in bank capital might result in the regulatory capital ratios becoming binding, or coming closer to binding than the bank might prefer, and prompt the bank to curtail lending. At the same time, deteriorations in economic activity may also reduce the number of borrowers seeking loans. Others have looked for natural experiments that have resulted in an exogenous shock to bank capital (Rice and Rose 2010) . Still others have embedded the banking system in a dynamic 1 A number of papers have provided theoretical reasons why capital ratios should matter. The general argument is that since banks are relatively opaque, adverse selection problems result in a premium on risky bank liabilities. As bank capital ratios deteriorate, this risk premium becomes larger and banks are less able, and find it considerably more expansive, to issue risky liabilities to fund new assets (Stein 1998 , Jayaratne and Morgan 2000 , Kishan and Opiela 2000 , Van den Heuvel 2002 . Van den Heuvel (2005) argues that since the market for bank equity is imperfect, banks might be constrained in their lending activity following a negative shock to capital. Thakor (1996) provides a slightly different reason where he argues that binding capital requirements increase the cost of funds and thus results in more rationing. Ven Hoose (2007) provides a useful survey of the theoretical literature. 2 See Peek and Rosengren (2010) for a detailed discussion of the endogeneity issue.
model in which proxies for demand are included directly (Hancock and Wilcox 1993 , Berrospide and Edge 2010 , Gambacorta and Mistrulli 2004 .
In this paper, we deal with the supply versus demand problem in a new and innovative way. Reasoning that banks in the same location face the same economic environment, we compare each bank to a matched set of neighbors to test whether differences in the capital ratios between the bank and its matched neighbors correspond to differences in loan growth during the following year. 3 As the local environment for these institutions is the same, differences in outcomes ought to be related to differences between the banks. To construct the matched set of neighboring banks, we first use geographic constraints as this factor is vital for ensuring that the paired institutions face the same environment. Subject to the location restriction, we then select neighboring institutions that are of roughly similar size and that have similar portfolios of assets and liabilities. 4 We create a set of neighboring banks for each bank for each year between 2001 and 2011. (We actually create two sets of neighboring banks as we construct a one-to-one (1-1) matched set and a one-to-several (1-N) matched set.)
Our technique has a number of benefits. First, we avoid the concern that any list of observables related to local economic conditions may omit some variables or may not fully capture all the factors that are important for economic conditions and local demand. We argue that using matching, which differences out the local effects, is a more robust way to deal with local economic conditions. Second, our matching approach provides a fairly large number of observations, about 3,000 bank groups per year, that allow a number of useful experiments. In 3 A variety of research has indicated that banks are quite closely tied to their local economy. Petersen and Rajan (1994) find that the local environment was important for bank lending using data from the late 1980s. Aubuchon and Wheelock (2010) find that, even a decade after the removal of branch banking restrictions, many banks operate in a small number of markets and are vulnerable to local economic distress. Brevoort, Holmes, and Wolken (2010) look at reports by small businesses regarding the distance to their lender and find that the median distance between the business and the commercial bank they interact with was around four miles in 2003. 4 As described in greater detail below, our empirical analysis relies exclusively on publicly available data for a sample of commercial banks in the United States.
addition to testing whether the capital levels matter, we can also explore whether the effect varies over time. Further, we can examine whether the impact of differences in capital ratios matters more for banks that are contracting their lending, and whether it matters more when the regulatory threshold is closer to binding.
A disadvantage to our approach is that we are limited to studying a sample of smaller institutions with a well-defined geographic scope and for whom our assumption that the banks receive most of their business form the local vicinity seems most plausible. On balance, we believe that the advantages decidedly outweigh the disadvantages.
To confirm that our results are robust, we use metropolitan statistical area (MSA) fixed effects as an alternate method of controlling for variation in local demand conditions. Fixed location effects provide a general control for the local environment. (MSA fixed effects have been used elsewhere to separate loan supply from demand, such as in Huang and Stephens 2011, who are interested in the impact of exposures to the residential real estate market on lending in the wake of the recent crisis.) The benefit of the fixed effect approach is its simplicity-it does not require auxiliary assumptions on the degree of closeness required to define neighboring banks. The limitation of this approach is that an MSA fixed effect effectively compares banks based only on geographic location, compared to our matching method which examines banks based on geography, size, and business model characteristics. Arguably, the comparison between a bank and its matched set of neighbors, which involves smaller geographic areas and incorporates bank business models, provides a more robust control for variation in local demand conditions.
Our main results indicate that banks that had higher actual capital ratios tended to have stronger loan growth over the next year. 5 The coefficients in our regression analysis suggest that the size of the impact of a lower capital ratio on loan growth is somewhat smaller than found in some other studies. Perhaps more interestingly, we find that the effect varies over time. The effect is fairly strong during the recent financial crisis, in the years 2008 to 2010, but we do not find any significant association between capital ratios and loan growth during the years 2001 to 2007 or in 2011. 6, 7 Our finding that capital matters during years of financial stress is consistent with other recent work finding larger effects of bank capital on loan growth during crises such as Gambacorta and Marques-Ibanez (2011) and Cornett, McNutt, Strahan, and Tehranian (2010) .
Moreover, following the crisis bank lending contracted at a considerable number of banks. We compare the effect of capital ratios for matched sets of banks where loans are contracting and for matched sets of banks where loans expanded. We find that higher capital ratios are strongly associated with a relatively smaller contraction in lending, but are more weakly linked to the relative size of loan expansions. This result is consistent with capital being a buffer against negative shocks. This finding also provides some indication as to why the crisis years stand out.
Focusing on the years from 2008 to 2010, we find evidence that the relationship between capital ratios and loan growth is non-linear. We divide banks into groups depending on whether the capital ratio for the reference bank in the group is low, medium, or high. We find that the capital ratios have a notably larger impact on loan growth when the capital ratio of the bank is low than when it is high. These results are especially true for risk-adjusted capital ratios.
5 Note that the results are with respect to higher actual capital ratios and not regulatory capital minimums. 6 Other research has uncovered complementary findings. For instance, Berger and Bouwman (2009) Again focusing on the period from 2008 to 2010, we also find that certain types of lending appear more sensitive to capital adequacy than other types. In particular, we find fairly strong associations between differences in growth rates of commercial real estate and commercial and industrial lending and differences in capital ratios. Differential growth in other types of lending has some, but considerably weaker, association with differences in capital ratios.
The remainder of the paper is organized as follows. Section 2 reviews the related literature. Section 3 discusses the data and our method for matching banks. The analysis and results are presented in Section 4. Section 5 concludes.
Section 2. Related literature
In this section, we review some of the previous literature that has examined the question of whether bank capital affects bank lending. 8 We first describe some of the approaches used to distinguish supply effects on bank lending from demand effects. Typically previous research has dealt with the supply and demand issue by either controlling explicitly for economic conditions or by looking for "natural" experiments where there is an exogenous shock that affects bank capital, and thus only supply, without affecting broader economic activity or the demand for loans. We then review the discussion in these studies of bank lending regarding the use of actual capital ratios as opposed to using estimates of banks desired capital ratios.
Section 2.1 Attempts to separate demand from supply
As noted earlier, one of the key issues in determining whether bank capital affects the supply of bank loans is controlling for changes in demand. The concern is that the same conditions that result in reduced bank capital, such as the state of the economy, also reduce the demand for bank loans and thus create an alternative link between bank capital and bank lending.
Such a link makes determining the size and significance of any relationship more difficult. One common approach is to control explicitly for economic conditions that might be related to loan demand such as unemployment rates, real personal income growth, commercial real estate vacancy rates, or real GDP growth. Some researchers have then used cross sectional or panel data analysis that uses regional variation in bank health and economic conditions to determine a relationship between bank capital and bank lending (Bernanke and Lown 1991 , Berger and Udell 1994 , Cornett, McNutt, Strahan, Tehranian 2011 . Other researchers have placed bank capital and economic variables in a dynamic framework, such as a vector autoregression (Hancock, Laing, and Wilcox 1995 , Hancock and Wilcox 1993 , Gambacorta and Mistrulli 2004 and Berrospide and Edge 2010 . While this approach can work well in certain circumstances, it produces results that are generally sensitive to specific modeling assumptions.
Generally this approach has found that bank capital does indeed impact bank lending, though estimates of the size of the effect have ranged notably across studies. 9 Among the studies pointing to a larger effect, Bernanke and Lown (1991) find that a one percentage point increase in the capital/asset ratio increased the growth rate of loans by 2.6 percentage points while Hancock and Wilcox (1993) find that each $1 that banks fell short of regulatory capital reduced bank credit by $3. 10 Some of the more recent research has pointed to a somewhat smaller 9 Ashcraft (2006) An alternative method for separating supply and demand effects is to find a natural experiment where a shock impacts bank capital and potentially loan supply but does not affect loan demand; any change in loan growth could then be attributed to the impact of bank capital on loan supply. A common strategy is to look at multinational banks and observe how negative shocks originating in one country have impacted lending in another country. Peek and Rosengren (2000) look at the impact on the U.S. commercial real estate market from a deterioration in the condition of Japanese banks. Mora and Logan (2010) use losses on United Kingdom (UK) banks' loans to non-UK residents and see how this affected lending to UK residents. Puri, Rocholl, and Steffen (2011) look at whether loan application rejection rates at German savings banks were affected by exposures to German Landesbanken that were in turn exposed to, and suffered large losses from, the U.S. subprime housing market. One natural experiment that does not rely on cross-border banking is Rice and Rose (2010) , who look at the impact on U.S. banks from write-downs of preferred stock issued by Fannie Mae and Freddie
Mac when the two institutions were place into conservatorship by the government and dividends on preferred stock were eliminated.
The results in papers using natural experiments also generally point to bank capital having an economically and statistically important impact on loan growth. In most cases, the results of the experiments do not allow for an estimate of the size of the impact; one exception is Mora and Logan (2010) , who find that a one percent decline in capital reduced lending to UK residents by .67 percent.
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Section 2.2 Use of regulatory versus target capital
The previous literature discusses the issue of which capital ratio matters for understanding the response of lending to shocks to capital. Some previous research, such as Bernanke and Lown (1991) and Gambacorta and Mistrulli (2004) , has focused more on the absolute levels of capital or thought about them with respect to regulatory minimums. An alternative approach, such as in Hancock, Laing, and Wilcox (1995) , has been to focus on the level of capital relative to an estimated "target" capital ratio on the part of the bank. Target capital is typically estimated using partial adjustment models in which trends in capital are driven by movements toward the desired level of capital, earnings, size, and other bank specific factors as well as random shocks. Analysis using target capital ratios has the advantage that it takes account of the fact that some banks may have preferences for particular capital ratios and may adjust lending policies to reach those ratios even if the ratios otherwise appear "normal."
However, analysis using target levels of capital is subject to concerns that the estimation procedure for the target level is misspecified. (See Berrospide and Edge 2010 for a more detailed discussion.) In this paper, we focus on the level of the capital ratio.
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Section 3. Data and methodology
Here we discuss the data employed in the study and the method used for constructing the matched data sets.
Section 3.1 Data
Income and balance sheet data for individual banks come from the Reports of Income and Condition (Call Report). The balance sheet data we collect include information on different types of loans held by the bank, the liability structure of the bank, and the components of the regulatory capital ratios. The dependent variable in our regression analysis is loan growth. As noted earlier, we calculate loan growth rates on an annual basis. When calculating total loans, we include unused commitments (though our results are not sensitive to doing so), but do not include unused commitments when examining individual loan types as information on such commitments are not systematically available for all loan types over the entire sample period.
We also include information on income and expenses that allow us to compute items such as the bank's dependence on interest versus non-interest income as well as average rates paid on different types of deposits. We also collect information on delinquent loans and loans being charged-off so that we can control for measures of the credit quality of banks' portfolios.
In order to compare banks in similar areas (and thus facing similar economic conditions), we need to calculate the operating area for each institution. 13 To determine the operating area, we merge the Call Report data with the Summary of Deposits from the FDIC, which provides information on the street addresses of branches and the deposits located in those branches. The street addresses of the bank branch are translated to latitude and longitude data using geo-coding software. The Summary of Deposits data are only reported at the end of each June. Thus, we construct all our balance sheet variables using Call Report data as of the end of the second quarter of each year, and focus on annual growth in loans from the end of the second quarter of each year to the end of the second quarter in the following year.
Decisions regarding lending policies and growth strategies are generally made at the bank holding company level rather than by individual banks in the holding company structure.
14 Further, considering the entire holding company likely provides a better assessment of the economic environment faced by the institution. Thus, we consolidate the balance sheet and branch location information to the holding company level. We build the consolidated institutions in this manner rather than using the information reported in the bank holding company consolidated reports (Y-9 regulatory filing) as it greatly facilitates using the branch location data, which is vital for our determination of the local economic environment of the banks.
With all this information, we compute the location of each bank or bank holding company structure-referred to as a "bank," for short, from now on. For banks with a single office, this procedure is straightforward. For banks that have multiple branches, we calculate the weighted center of all the offices of the bank holding company, where the weights reflect the relative size of the branches in terms of deposits. 15 As the home office generally has the most deposits, the location of the geographic center of the bank is typically not too distant from the home office. We use this weighted center as the location of the bank. 16 Banks with far flung branch networks likely face a range of economic environments. Thus, in order to have only banks whose center corresponds to economic conditions faced by that bank, we exclude from our sample banks that do not have 80 percent of their total deposits within a specified distance, which varies inversely with the population density of the state, from the weighted center of the bank.
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New banks tend to experience more rapid growth than older institutions. For this reason,
we require banks to have at least three years of data to be included in the sample. Since bank mergers will distort the loan growth series we use in the study, we discard any bank that was involved in a merger over the period we measure loan growth. (I.e. the bank is excluded during the year in which it was involved in the merger, where the year is measured from June of one year to June of the next.)
Section 3.2 Methodology for forming the sets of neighboring banks
The basic assumption in our model is that banks, especially smaller banks, tend to lend locally and thus, two banks in the same location face similar demand for loans. Petersen and Rajan (1994) find evidence of this in the late 1980s using information from the Small Business Administration. Recent work has further confirmed these findings and also demonstrated that it remains true despite the removal of many branch banking restrictions and the subsequent wave of mergers and acquisitions. Peterson and Rajan (2002) note that even as distance between borrowers and banks had increased as of the mid-1990s, the median distance was five miles.
Brevoort, Holmes, and Wolken (2010) look at small businesses borrowers and find that the median distance between the small business and its commercial bank is about 4 miles and that 17 In particular, we limit our sample to banks in the 48 continental states and Washington DC. For the most densely populated state, New Jersey, we require banks to have 80% of their deposits within a radius of 50 miles. We scale the radius for other states by the square root of the ratio of the population density of New Jersey (the densest state) to the density of the state the bank is located in. The distance increases to 750 miles for the least densely populated state, Wyoming. We treat Washington DC as having the same density as New Jersey.
only 16.5 percent of small businesses reported having a relationship with a bank that was more than 30 miles away. Similarly, Berger, Miller, Petersen, Rajan, and Stein (2005) find that small banks, which are the most likely to be included in our sample, lend locally to small businesses. Aubuchon and Wheelock (2010) find that many banks predominantly serve local clientele, and remain exposed to local economic shocks, despite the length of time since the removal of restrictions on branch banking. Providing further evidence about the geographic scope of banks, Heitfield and Prager (2004) find evidence that most types of deposits markets are also local in nature.
Forming the set of neighboring banks involves two stages. Because our goal is to compare banks experiencing the same economic conditions and the same demand for credit, as a first stage we limit neighboring banks to be within the same geographic area and to be of roughly the same size. We require banks to be within the same geographic area by imposing a cut-off such that all neighboring banks be located within a particular distance of the weighted center of the bank. As less densely populated areas likely have banks that are similarly less densely located, we allow the distance cutoff used in our matching algorithm to vary with the population density of the state in which the bank is located. 18 The cut-off distance we use ranges from 10 miles in New Jersey to 150 miles in Wyoming. 19 We limit neighboring banks to be of roughly the same size by requiring that the total assets of all neighboring banks to be between one-third and three times the total assets of the bank.
Once we have restricted the set of possible neighboring banks to be in the same location and to be of roughly the same size, we then limit matched banks by business model characteristics. Banks with different business models might be differently affected by the economic environment even in the same location, so we match banks based on the similarity of balance sheets and income/expenses. For each bank we compute a variety of ratios reflecting the importance of different types of loans in each bank's portfolios, the dependence on "core" versus "managed" liabilities, and importance of different income and expense items as a share of the total. 20 We standardize these ratios and compute the sum of squared differences between the ratios for each bank and all possible neighboring banks.
We construct two different matched sets. 21 In the first case, we match each bank with one other bank (we refer to this as 1-1 matching). Here we extract pairs of banks with the lowest sum of squared differences. Once a bank has been matched to another bank, it is removed from the eligible set of banks. Thus, each bank is matched to at most one other bank. We continue the matching process until the sum of squared differences exceeds a particular threshold: the sum of the standardized variances of the ratios used to reflect a bank's business model (given that we standardize the variance of all the ratios to be .01, the threshold is effectively .09). 22 In each year, we obtain about 1400 pairs of matched banks. The set of matches is recalculated each year; because a bank that has been paired to another bank is no longer eligible to be paired with 20 Specifically these ratios are: commercial and industrial loans to total loans, commercial real estate loans to total loans, residential real estate loans to total loans, consumer loans to total loans, managed liabilities (such as large time deposits, federal funds borrowed) to interest bearing liabilities, securities to the sum of securities and loans, interest income to total income, interest expense to total expense, and the bank's net interest margin. These items are similar, though more extensive, to those used by Gambacorta and Marques-Ibanez (2011) to proxy for a bank's business model. 21 See Zhao (2004) for a discussion of some technical issues related to matching. 22 Banks for which we do not find a match would not be included in the sample.
another bank, changes in one pair will impact subsequent matches. Thus, the persistence of matched pairs from year to year is fairly low.
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In the second case, we match each bank to all neighboring banks (we refer to this as 1-N matching) that have a normalized sum of square differences of less than the sum of the standardized variance of each ratio, the threshold used previously. 24 In each year, we obtain about 3,300 independent observations in the 1-N matched sample. Table 1 displays the summary statistics of our two matched samples and the unmatched sample used in the MSA fixed effect analysis. Even though the matching samples and the MSA fixed effects sample are constructed differently, Table 1 shows that they contain banks of similar characteristics with respect to size, capital ratios, and balance sheet and income variables. (Here and elsewhere in the paper, we assign the bank to the MSA in which the bank's headquarters is located.) In the 1-N matched sample, each bank is on average matched with 6 other banks. The 23 Among all the bank pairs matched in year t, approximately 40 percent of them remain matched pairs in year t+1. 24 One complication is that the above procedure obtains N observations from each set of N banks that contain all of the neighboring banks of each bank in the set (an alternate characterization of such a set is that it is the smallest possible set such that any bank in the set will not have a matched bank outside the set). Since each observation involves differencing one bank with the average of all of its neighbors, these N observations will be linear. As such, we drop 1 observation from each such set of N banks. 25 Matching has been used elsewhere to compare outcomes in situations where one agent was exposed to a treatment and the other was not. This literature has given rise to an auxiliary literature about potential biases arising from whether the agent was receiving the treatment was selected based on some unobserved characteristic. Our use of matching is different in that we are selecting institutions that were both exposed to the same treatment-the local economic environment-and observing differences in outcomes based on an observable characteristic.
average distance between matched banks is a just a bit more or just a bit less than 23 miles, depending on whether we are considering the 1-N matched sample or the 1-1 matched sample.
As noted above, we allow distances between matched banks to be greater in less densely populated states; to show the impact of this procedure, we also report the distance between banks in population-density adjusted "New Jersey miles" (see Section 3.2). In terms of these adjusted distances, banks are much closer together, suggesting the larger distances allowed in less densely populated states has a notable impact on the distance between banks measure in miles. The 1-1 matched sample is the smallest sample, but nevertheless contains a sizable number of observations.
During our sample period, total loans and commitments grow at an average of 4 to 5 percent per year. The average capital ratios are much higher than the minimum requirement for being well capitalized. For example, a bank needs to have 6 percent risk-adjusted tier 1 capital ratio to be regarded as well capitalized, and the average observed in our sample is 14 percent.
(Previous work has also noted that smaller banks tend to hold more capital relative to assets. See for instance Demsetz and Strahan 1995.) In our sample, real estate loans, including both commercial and residential, constitute over half of banks' portfolios. These ratios are a bit higher than industry averages, but generally reflective of the averages for small banks.
A comparison of the differences in the ratios on which banks are matched is shown in Table 2 . The mean differences are generally quite small. The Table also shows the 5  th percentile and 95 th percentile of the distribution of differences. We note that these selected percentiles are fairly symmetric. Also in Table 2 , we report differences in some balance sheet ratios that we do not match on. Here again, the mean differences are generally quite small and the 5 th and 95 th percentiles are fairly symmetric. Given the law of large numbers, it is perhaps not surprising that we obtain these results; however, we view the comparisons in Table 2 as providing some reassurance that we have not introduced any obvious systematic biases through our matching process. Figure 1 shows the difference in the total risk-adjusted capital ratio between matched banks in the two matched samples. The distributions of differences are centered around zero and fairly symmetric. More importantly, there appears to be sufficient variation in these differences for our estimation to be effective. The corresponding figures for the other two capital ratios show a bit more variation (unreported).
Given that we match banks based on their mix of assets and liabilities, which presumably relates to their business model, one might wonder why their capital ratios would differ. Previous research has looked at the factors that influence bank capital ratios. Certainly the level of risk and the business model are factors. Gropp and Heider (2010) find that banks that pay dividends hold more capital; they suggest that this finding might be related to cost of the raising equity (Berger, DeYoung, Flannery, Lee, and Oztekin 2008 also find that the cost of raising capital affects the capital ratio). One might also speculate that the decision to pay dividends is related to the ownership and management structure of the bank. Brewer, Kaufman, and Wall (2008) also find a connection between corporate governance and capital ratios. Nevertheless, this previous research also indicates that, even after including a large set of controls for bank risk and business model as well as other items, a significant portion of each bank's desired capital ratio appears to reflect idiosyncratic bank factors.
Section 4. Analysis and results
In this section, we describe the setup of our analysis and present the results.
Section 4.1 Setup
The relationship between loan growth and a capital ratio can be modeled in the following way:
is a regulatory capital ratio of bank i at year t-the total risk-adjusted capital ratio, riskadjusted tier 1 capital ratio, or leverage ratio, and is our key parameter of interest. is a vector of exogenous variables that affect loan growth. captures the demand for loans in the area where the bank is located and may not be observable to econometricians. To the extent that the bank's capital ratio ( ) is correlated with local economic factors that may influence demand for loans, omitting in the regression model would lead to biased estimates of .
One simple way of controlling for local demand ( ) is to include MSA fixed effects in the regression. Specifically, we estimate the following model using all banks that are eligible for inclusion in the matched sample:
is the level of capital, is the charge-off rate, and is the percent of nonperforming loans. The MSA fixed effects control for common factors that all banks within the same MSA face, including local economic condition and local demand for loans. 27 We also control for two years of lagged loan growth in our specification to allow for dynamics in the outcome variable. Since we require that the banks have several years of loan growth data, new banks are not included in the sample and our results will not be driven by differences in capital ratio and loan growth between new banks and mature banks. We include the lagged growth rate of capital, which should help control for adjustments banks may make in advance of planned changes in their balance sheets. (In this specification we also control for all the balance sheet and income statement variables used in matching banks.)
Alternatively, we can control for local demand for loans ( ) using the matching strategy. Once we obtain groups of matched banks that locate in the same geographic area, are of comparable size, and have similar portfolio and business model, we can take the differences between the reference bank and its matched counterpart(s) and estimate the following model:
In the 1-1 matched sample, m indexes the bank that is matched to bank i. In the 1-N matched sample, variables with subscript m are the averages of all the banks that are matched to bank i in year t. The identification assumption of our matching strategy is that banks that are matched together face the same local demand ( = ). By taking differences, we net out these 27 Approximately 30 percent of the sample banks are outside of MSAs. For these banks, we control for county fixed effects instead. However, our results do not change if we exclude banks that are located outside of MSAs.
common demand factors that may influence loan growth. 28 As a result, the coefficient of interest, β, only captures the effect of capital ratio on bank lending through supply channels.
Note that β is the same in the fixed effect specification and the matched bank specifications despite the shift from using capital ratios levels at individual banks to using differences in capital ratios between banks.
The matching strategy implies a more flexible specification than the MSA fixed effects model. In particular, it allows banks of different sizes or business models to respond to local demand differently, whereas the MSA fixed effect model assumes that all banks, regardless of size or loan portfolio, have the same response to local demand factors. If we find very different results using the two methods, it suggests that the distinction between the identification assumptions of these two methods is empirically important. On the other hand, if we find similar results using the MSA fixed effects and the matching strategy, it suggests that MSA fixed effects may be a decent proxy for local demand factors, even though in theory the matching strategy controls better for local demand conditions.
Section 4.2 Baseline results
Results using observations from all years in a pooled sample are shown in Table 3 . We find some evidence in favor of capital ratios impacting loan growth. The evidence is strongest for the leverage ratio which is significant in both matched bank samples and in the fixed effect sample. The other capital ratios are significant in the 1-N matched sample, highly significant in 28 As part of our analysis, we also tried including controls for the structure of the banking environment, such as the level of competition. Like other local factors, the levels of these variables drop out in the matched sample analysis. We tried interacting measures of the level of competition with the capital ratios but did not find any significant effects.
the fixed effect regression, and not quite statistically significant in the 1-1 matched sample.
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However, the magnitude of our estimates is smaller than what the previous literature has found.
For example, while previous studies find that a one percentage point increase in capital ratio raises lending by 1-2 percentage points, our estimates using the matched banks suggest that a one percentage point increase in capital ratio raises lending by a considerably more modest 0.05-0.2 percentage points. Estimates using the fixed effect approach are similar. With respect to the other variables, we find some persistence in loan growth rates (i.e. banks that had relatively high growth rates tend to continue to have relatively high growth rates). Prior increases in capital levels are associated with stronger subsequent loan growth. Relatively poor loan performance, as measured by charge-off rates and non-performing loan rates, tend to be associated with slower subsequent loan growth rates. Finally, we note that the coefficients are generally quite similar between the matched bank samples and the MSA fixed effect sample, which supports the idea that these are different ways of estimating the same relationship.
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We next estimate our model for each year from 2001 through 2011, which allows the effect of capital ratio on bank lending to vary over time. Table 4a presents these results for the Total Risk-Adjusted Capital Ratio (tables for the other capital ratios are similar and are included as Appendix Tables A1 and A2 ). To conserve on space, we report only the coefficients on the capital ratios. We find that the relationship between the capital ratio and growth in bank lending over the subsequent year is largely insignificant in the years prior to the recent financial crisis.
The coefficients on the capital ratios are near zero in the years prior to the crisis but turn 29 Though we note the size of the estimated effect of capital on loan growth is quite similar for the two matched samples. 30 In robustness checks not shown, we also try including additional controls such as log of total assets and fractions of different types of loans. The estimates remain virtually the same as the baseline results. The baseline specification uses loans plus commitments. We also looked at these two components separately. For loans, the results are very similar. For commitments, the coefficients are larger but less precisely estimated.
decidedly positive and become significant in 2008 through 2010 before becoming insignificant, but still positive, in 2011. 31 Estimated coefficients are generally quite similar for the two matched samples and are slightly larger in the fixed-effect specification. In the years where the estimates are significant, the coefficients are larger than in the pooled sample, but still somewhat lower than has been found in the previous literature.
We examine the effect of controlling for local demand by using matching or MSA fixed effects by comparing estimates from Table 4a to estimates obtained using the same sets of banks, but just using the capital levels rather than the differences between matched sets or omitting the MSA fixed effects. This latter group of estimates is found in Table 4b . We expect that the coefficients without controlling for local demand will be larger. This is indeed the case. The coefficients are positive and significant in the crisis years, but notably larger. The differences are greater for the matched samples than the MSA fixed effect sample, consistent with our argument that the matching does a better job controlling for local demand. Our estimates that do not control for local demand are negative and significant in some of the years, which we interpret as also pointing to the importance of controlling for local demand.
Our finding that the relationship between capital ratios and loan growth was significant during the crisis years coincides with an increase in the share of banks with relatively low capital ratios. The share of banks with a total risk-adjusted capital ratio of less than 10 percent is shown in Figure 2 (recall from Table 1 that the median total risk-adjusted capital ratio is 14 or 15 percent). The share of such banks moved up during the crisis and has remained elevated. 31 Prior to the financial crisis, the loan securitization market was booming. During the crisis, this market stopped abruptly. We investigated whether this dynamic might be a factor in our results and find little evidence supporting that hypothesis. Relatively few of the institutions in our sample, which tend to be smaller institutions, appear to have securitized loans. When indicator variables for securitizing loans were included in the regression, they were insignificant and did not change the other coefficients.
Our finding that capital ratios matters more during crisis periods is consistent with other related recent work. Using a panel of larger banks from 15 different countries and covering the period since 1999, Gambacorta and Marques-Ibanez (2011) also find that bank capital had a stronger effect on loan growth during the recent financial crisis. While not the focus of their paper, Cornett, McNutt, Strahan, and Tehranian (2010) find a stronger effect of capital on credit expansion during the recent crisis than during more normal periods. Looking over a longer time period and multiple crises, Berger and Bouwman (2009b) find that banks with higher capital tend to expand their market share (as measured by liquidity creation and by total assets) during and after banking and market crises. They also find that the effect is more pronounced for smaller institutions, which constitute a large portion of our sample. Also relatedly, Demirguc-Kunt, Detragiache, and Merrouche (2010) find that bank equity prices are not sensitive to differences in capital ratios across banks prior to the financial crisis, but are sensitive to such differences during the crisis. One possible reason for a difference to occur during crises is that there is a change in the ability of banks to raise funds during a crisis. Berger, DeYoung, Flannery, Lee and Oztekin (2008) argue that banks are able to retain earnings or raise capital to maintain their desired capital ratios amid changes in their lending; one might expect that the level of earnings and ease of raising capital would be significantly reduced during a crisis.
We investigated the increased impact of capital ratios during the crisis a bit further.
During the years 2008 to 2010, loans contracted for the median bank; whereas in other years, loan growth at the median bank expanded. Given this shift, we look at subsamples where loans contracted at the reference bank and the matched institutions and where loans expanded at both the reference bank and the matched institutions. (When using the MSA fixed effects, we look at only banks where loans contracted for one sample and look at only banks where loans grew for the other sample.) As shown in Table 5 , in the samples using matched banks we find strong effects of capital on bank lending while the coefficients are smaller and less significant for banks where lending increased (in the MSA fixed effect sample we find roughly the same effect for these two groups of banks). These results are suggestive of the idea that extra capital provides some type of buffer against negative shocks and may protect the bank from needing to reduce its loan book rather than extra capital being used to facilitate loan expansion.
Section 4.3 Nonlinearity
Our next test is of whether the association between capital ratios and subsequent loan growth is larger when the capital ratio is closer to its regulatory minimum requirement as opposed to being substantially above the minimum requirement. 32 Such a nonlinearity might arise as banks worry more about regulatory thresholds as they become close to being binding or, as in Valencia (2008) , if banks seek to maintain some precautionary level of capital. To test this hypothesis, we interact capital ratio with three indicator variables. The indicator for "low"
capital is set to one if bank capital is below the 25 th percentile of the distribution, the indicator for "medium" capital is one if bank capital is between the 25 th and the 75 th percentile, and the indicator for "high" capital is set to one if bank capital is above the 75 th percentile. 33 These interaction terms allow the relationship between capital ratio and bank lending to vary at different capital ratio levels. For the fixed effect sample, we estimate the following model:
32 Some previous analysis has touched on this question. Gambacorta and Mistrulli (2004) find that Italian banks with more capital relative to the regulatory minimum see less contraction in lending in response to monetary policy shocks or cyclical downturns. Hancock, Laing, and Wilcox (1995) report a somewhat different sort of nonlinearity. They find that banks with a shortfall relative to target capital have large balance sheet responded to a capital shock, while banks with a surplus relative to their target had very little response. 33 Results are robust to different thresholds. For the matched samples, we take the differences between the reference bank and its matched counterpart(s) and estimate:
We again focus on the years 2008 to 2010 when the impact of bank capital on loan growth was strongest.
Our results, which appear in Table 6 , provide strong evidence of a nonlinear effect.
While we find that capital ratio has a positive relationship with loan growth for all capital ratio categories, the effect is large and statistically significant when capital ratio is closer to the regulatory minimum requirement and becomes smaller and less significant as capital ratio increases. For example, when capital ratio is below the 25 th percentile of its distribution, our estimates suggest that a 1 percentage point increase in capital ratio raises bank lending by 1.2 percent to 2.1 percent in the next year. (These results are from the matched samples. The impact is a slightly smaller 1.0 percent to 1.3 percent in the fixed effect sample.) When capital ratio is above the 75 th percentile of its distribution, however, the estimates suggest that capital ratios had a much more modest impact on bank lending, if any. When we test the null hypothesis that = ℎ ℎ , it is rejected at 0.05 significance level for all samples groups and all capital ratio measures.
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Section 4.4 Other aspects of the relationship between capital and loan growth
There are several other aspects of the relationship between capital and loan growth that we can investigate. One of these is whether the relationship between capital ratios and lending are driven by bank size, either measured by the number of offices or by total assets. We determine the upper and lower quartile of the number of offices of banks in our overall sample.
We then estimate the effect of capital on loan growth for banks within these groups using the data from 2008 to 2010. As shown in the two left hand columns of Table 7 , we find larger effects for banks with more offices with the significance for banks with fewer offices depending on the sample. 35 We use a similar procedure using total assets. Again, as shown in the right two columns of Table 7 , we find larger effects for larger banks. The significance for smaller banks depends on which capital ratio and which sample is used.
Another interesting aspect of the relationship of capital and loan growth is whether there are differences in the sensitivity of growth rates of different types of loans. The types of loans that we consider are commercial and industrial (C&I) loans, commercial real estate (CRE) loans, residential real estate (RRE) loans, and consumer loans. We again focus on the years from 2008 to 2010.
Our results are presented in Table 8 . We again show just the coefficients on the capital ratios but the other controls are included in the regressions. The relationships between each capital ratio and the growth of different loan types are estimated separately, but are shown together in the table for ease of comparison. In order to ensure that sample banks are actively engaging in making loans of a given type, we restrict the samples to those where each loan type consists of at least 10% of total loans at the beginning of the period. This lowers the sample size for consumer loans, in particular.
We find the most robust relationship between capital ratios and loan growth for commercial and industrial loans and commercial real estate loans, where the coefficients are significant for all capital ratios in the 1-N matched sample and the MSA fixed effects sample.
We find more mixed relationships between consumer loan growth and residential real estate loan growth.
As noted above in Table 1 , CRE loans were the largest, or close to the largest, share of loans in banks' portfolios. This sector also became increasingly troubled as delinquency and 35 Note that there are a large number of banks that have only two offices, the cutoff for a small number of offices, leading to a larger sample of banks in the small number of offices category than in the large number of offices category.
charge-off rates on these loans surged. The already high exposures and deteriorating outlook for this sector makes CRE loans a natural choice for banks with relatively low capital ratios to cut back on to a greater degree. Thus, it is not too surprising that we find strong effects for these loans. Banks have the ability to sell certain types of residential real estate loans to Fannie Mae or Freddie Mac rather than retain them on their books; the ability to sell these loans may weaken the relationship between loan growth of this type and capital. Consumer loans encompass a variety of different types of loans, including auto loans, student loans, and credit card loans. We hypothesize that the range of types of these loans, together with the variance in existence of secondary markets, may be responsible for reducing the strength of the relationship between capital ratios and these types of loans.
Section 5. Conclusion
In this paper, we test whether capital ratios influence loan growth. We do so by comparing differences in loan growth to differences in capital ratios for banks matched by location as well as by size and bank characteristics. Our matched groups include both a group where banks are matched with the most similar bank and a group where a bank is matched with all similar neighbors. For robustness, we also estimate a more standard regression using MSA fixed effects to control for local factors affecting loan demand.
We find evidence that, all else equal, banks whose actual capital ratios were relatively high had stronger loan growth from 2008 to 2010, during the recent financial crisis, but that there was not an apparent association during the preceding several years. Other recent research, such as Berger and Bouwman (2009b) and Demirguc-Kunt, Detragiache, and Merrouche (2010), have also noted that relationships between bank capital and other items such as market share and equity prices, tend to become larger during banking crises.
One theoretical reason why bank capital matters is that the opacity of banks and difficulties valuing their assets results in some potential adverse selection in the market for risky bank debt. High bank capital may reduce concerns about adverse selection problems. Thus, banks may find it quite difficult to issue risky debt to fund assets and increase their leverage (see Jayaratne and Morgan 2000 , Stein 1998 , Van den Heuvel 2002 . 36 These particular problems may have been exceptionally acute during the financial crisis. As Van den Heuvel (2005) points out, imperfect markets for bank capital also provide a channel through which bank capital ratios can affect loan growth; following a negative shock, banks with binding capital ratios grow more slowly as it is particularly expensive for them to raise the necessary new capital. Peek and Rosengren (1995) make a similar suggestion. The financial crisis constituted a large negative shock and the normal channels through which banks raise capital, such as through retaining earnings or equity issuance, may have either not been available given the large losses or been exceedingly expensive. There may be other reasons as well and more research will need to be done on the changing sensitivity of loan growth to bank capital.
Our finding that capital ratios mattered only during the financial crisis may have certain implications for policymakers considering changes to bank capital regulation, especially viewed in conjunction with theories regarding asymmetric information and risky bank debt. Our findings suggest that changing bank capital requirements at a time in which the banking industry is under financial stress might notably affect their lending volumes, but that changing 36 As Van den Heuvel (2002) points out, this argument suggests that the Modigliani-Miler theorem does not hold for banks largely due to the opacity of their assets.
requirements under more typical financial conditions is unlikely to be very influential for lending.
We were also able to analyze other facets of the relationship between capital ratios and loan growth. We find that the effect of capital ratios on bank lending to be much stronger for banks that contract their lending. We also find that the impact of capital ratios on loan growth is nonlinear. Loan growth at banks with relatively low levels of capital, where the regulatory minimum capital ratios are closer to being binding, tends to be notably more responsive to actual capital ratios than loan growth at banks that have relatively high capital ratios where the regulatory minimums are less binding. Our results indicate that certain types of loans, in particular CRE and C&I loans are found to be more sensitive than other loan types to capital ratios. (7), (8), and (9) include linear controls for the matching variables, the year fixed effects, and the MSA fixed effects. Standard errors in parenthesis are clustered at the state level. * significant at 0.05 level and ** significant at 0.01 level.
-39- The dependent variable is the growth rate of total loans and commitments. For the 1-1 and 1-N matching samples, the lending contraction/(expansion) columns limits the sample to banks where the bank and the matched counterparts had a contraction/(expansion) in lending. For MSA FE sample, the lending contraction/(expansion) columns limit the sample to banks that had a contraction/(expansion) in lending. Other control variables not shown include two lags of the dependent variable, lag growth rate of capital, charge-off rate, and percent nonperforming loans. The MSA FE sample regressions also include linear controls of the matching variables and the MSA fixed effects. Standard errors in parenthesis are clustered at the state level. * significant at 0.05 level and ** significant at 0.01 level. Note: The dependent variable is the growth rate of total loans and commitments. The sample of small banks consists of banks with number of offices and total assets below the 25 th percentiles; the large bank samples consist of banks with number of offices and total assets above the 75 th percentiles. Other control variables not shown include two lags of the dependent variable, lag growth rate of capital, charge-off rate, and percent non-performing loans. The MSA FE sample regressions also include linear controls of the matching variables and the MSA fixed effects. Standard errors in parenthesis are clustered at the state level. * significant at 0.05 level and ** significant at 0.01 level. Note: The dependent variable is the growth rate of total loans and commitments. Other control variables not shown include two lags of the dependent variable, lag growth rate of capital, charge-off rate, and percent non-performing loans. The MSA FE sample regressions also include linear controls of the matching variables and the MSA fixed effects. Standard errors in parenthesis are clustered at the state level. * significant at 0.05 level and ** significant at 0.01 level.
