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The applicability to dense hard sphere colloidal suspensions of a general coarse-graining approach
called Record Dynamics (RD) is tested by extensive molecular dynamics simulations. We reproduce
known results as logarithmic diffusion and the logarithmic decay of the average potential energy
per particle. We provide quantitative measures for the cage size and identify the displacements
of single particles corresponding to cage breakings. We then partition the system into spatial
domains. Within each domain, a subset of intermittent events called quakes is shown to constitute
a log-Poisson process, as predicted by Record Dynamics. Specifically, these events are shown to be
statistically independent and Poisson distributed with an average depending on the logarithm of
time. Finally, we discuss the nature of the dynamical barriers surmounted by quakes and link RD
to the phenomenology of aging hard sphere colloids.
I. INTRODUCTION
Hard sphere colloidal suspensions (HSC) are a paradig-
matic and intensively investigated complex system [1–
8], featuring two different dynamical regimes [8]: a time
translationally invariant diffusive regime below a critical
volume fraction and, above it, an aging regime, where
time homogeneity is lost. Here, the particle mean square
displacement (MSD) grows at a decelerating rate through
all experimentally accessible time scales.
Coarse-graining non-equilibrium processes as the
above usually requires the identification of the degrees of
freedom and/or key dynamical events which control the
system evolution. A natural starting point in glassy dy-
namics is spatial heterogeneity, the fact that only a small
fraction of the system’s particle is dynamically active in
any observational time interval [9]. The dichotomy be-
tween active and inactive (or ‘fast’ and ‘slow’) particles is
demonstrated in [9] by direct trajectory inspections and
by measuring the self part of the Van Hove distribution,
where the fast particles produce an exponential tail. In
glass-formers [10] the two different types of motion are
reversible ‘in-cage rattlings’, where a particle moves re-
versibly within the small region bounded by its neigh-
bors, and ‘cage-breakings’, where it performs larger dis-
placements which alter its neighborhood relations. Cage
rattlings are overwhelmingly the most frequent events,
but not being associated to a net translation, diffusive
spreading of particles in glass-formers [10] and diluted
colloidal systems is caused by the much rarer cage break-
ings. Hence, these events carry the evolution of the sys-
tem configurations and are the key to coarse-grain their
dynamics.
Cage breakings have been modelled [11, 12] using a
Continuous Time Random Walk (CTRW) [13], a popu-
lar coarse-graining device recently criticized in [14, 15].
Other approaches to coarse-graining are e.g. Synerget-
ics [16], Self Organized Criticality [17] and Record Dy-
namics (RD) [18–20]. The latter posits that the decel-
erating evolution of a variety of complex dynamical sys-
tems, aka ‘aging’, is controlled by increasingly rare non-
equilibrium events termed ‘quakes’. In RD, the physical
appearance of a quake is system dependent [21–26], but
quaking is in all cases described as a log-Poisson process,
i.e. a Poisson process where the number of events ex-
pected between times tw < t and t is proportional to the
‘log-waiting time’ ln t− ln tw = ln(t/tw).
Diffusion in HSC has attracted both experimental [1–5]
and computational [6, 7] work, but ‘logarithmic diffusion’
in dense HSC is not yet widely acknowledged. That the
particles’ Mean Square Displacement (MSD) grows with
the logarithm of time was observed [24] in a re-analysis
of 3D confocal microscopy data by Courtland et al. [2], a
behavior fully confirmed by the present data (see Fig. 1).
Accompanied by theoretical analyses and model cal-
culations [24, 27], these observations promote RD as a
coarse-grained description of aging dynamics in HSC sys-
tems. The validity of the RD description was further
supported by the analysis [28] of experimental 2D data
provided by Yunker et al. [29] and by recent Molecu-
lar Dynamics (MD) study of a 2D colloidal system [30]
which confirms two related RD predictions: i) the rate of
quakes is inversely proportional to time and ii) the par-
ticles’ MSD grows logarithmically in time. These results
are presently extended by explicitly showing the Pois-
son nature of the quake statistics in a 3D dense colloidal
suspension..
To summarize, the phenomenology of glass formers and
aging HSC is experimentally [1, 2, 4, 5, 7, 29] and numer-
ically [3, 6, 9, 10] well described, but a unified theoreti-
cal description [11, 12, 28] is not yet available. RD has
been proposed [15, 24, 28] as a viable candidate and its
validity is investigated in the present work by extensive
MD simulations of three dimensional HSC which extend
over 6 order of magnitude in time. We first provide a
macroscopic characterization of the dynamics in terms
of particle MSD and potential energy, and compare with
homologous results [6]. We then proceed to investigate
single particle jump statistics, and find a quantitative
measure of the cage size and the length distribution as-
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Figure 1: The mean square particle displacements for several
volume fractions are plotted with a logarithmic time scale.
The insert highlights the standard diffusive behavior of the
φ = 0.576 system.
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Figure 2: The average potential energy per particle is plotted
vs. time for four different volume fractions. After an initial
transient the decay appears to be linear in the logarithm of
time as indicated by the fits (denoted by staggered lines).
sociated with cage-breaking jumps. The information is
used to identify quakes and to show that they obey log-
Poisson statistics, which is the main prediction of RD.
The results, depicted in Fig.5 buttress Record Dynam-
ics as a good coarse-grained description of aging HSC
systems.
II. COMPUTATION DETAILS AND NOTATION
We perform simulations of essentially hard sphere col-
loidal particles using the model of Voightmann et al.
[31]. The interaction between colloids is modelled by the
steeply repulsive potential
U(rij) =

3
(
σij
rij
)36
,
where we take kB = 1 such that  is our unit of both
energy and temperature. The distance between a pair
of particles is denoted rij = |ri − rj |, while the length
scale of the repulsive potential between them is σij =
(σi + σj)/2, where σi denotes the diameter of the i’th
particle. To avoid crystallization, we choose diameters
from an uniform distribution σi ∈ [σ − ∆σ : σ + ∆σ],
where σ is our unit of length. Finally, all colloidal par-
ticles have a mass m, which we choose as our unit of
mass. From the definition of energy, length and mass,
the formal definition of the simulation unit of time is
τ = σ
√
/m. This is the characteristic time it takes an
isolated particle to move its own diameter with ballistic
motion at thermal speed. We note that while mapping
most of our units (and hence results) to experimental
data is straight forward, mapping of time scales should
not be done using the formal definition, since the lat-
ter has no physical relevance for glassy colloids. Time
should rather be mapped by matching emergent dynam-
ical properties such as the diffusion coefficients observed
in experiments and simulations.
Colloidal simulations were performed in the NVT en-
semble at temperature T = /3 as in Refs. [6, 31]. Our
systems comprised N = 50000 colloidal particles in a
cubic box with periodic boundary conditions. The sys-
tem volume was determined based on the desired target
volume fractions φ resulting in box sizes larger than 34σ.
Hence we do not expect any finite-size effects in our data.
We choose ∆ = 0.2 corresponding to a 11.5% polydisper-
sity index[6], since we observed crystallization when using
∆σ = 0.1 as in Ref. [31]. Taking the polydispersity aver-
age, the volume fraction is given by φ = piρσ3[1 + ∆]/6.
We have simulated volume fractions φ = 0.5, 0.575,
0.590, 0.605, 0.620, 0.633, 0.647, and 0.662. The glass
transition is expected at φc ≈ 0.620, hence we have seen
dynamical behavior ranging from simple time homoge-
neous diffusion to aging dynamics. During the simula-
tions, we continously monitored the local orientational
order parameters[32] to ensure the system did not spon-
taneously crystallize. For each glassy system we ran two
statistically independent replicas up to times in excess
of 106τ (4 × 108 integration steps). We choose veloc-
ity rescaling as a thermostat due to its computational
efficiency. Particle velocities were rescaled every 0.25τ ,
while the linear and angular momenta of the whole sys-
tem were reset every 1000τ to prevent flying ice-cube
effects[33]. The dynamics was numerically integrated us-
ing velocity-verlet with time step ∆t = 0.0025τ using a
customized version of the Large Atomic Molecular Mas-
sively Parallel Simulator (LAMMPS)[34]. Each glassy
system required about 60 days of continuous simulation
time on a 24 core compute node [35]. The total compu-
tational effort of the simulations reported here is approx-
imately 36 core years.
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Figure 3: For three different ages, tw = 2 · 104, 8 · 104 and 8 · 105, the PDF of ∆x, a one dimensional particle displacement
sampled over a time interval ∆t  tw, is plotted with a logarithmic ordinate. In both panels, the staggered line is a fit to a
Gaussian of mean µG = 0 and standard deviation σG = 0.05σ, where σ is the average particle diameter. Left hand panel: the
same time interval ∆t = 100τ is used for all three values of tw. Right hand panel: time intervals ∆t = 100, 400, 4000τ growing
proportional to the system age are used. The volume fraction of this system is φ = 0.620.
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Figure 4: The empirical length distribution of ‘long’ jumps
associated with cage breakings is sampled in the two time
intervals, t ∈ 104[1.6, 2.4]τ and t ∈ 105[3.2, 4.8]τ . All data
are fitted by the exponential function shown. The volume
fraction of the system is φ = 0.620.
A. System preparation
In experimental colloidal systems such as that of
Yunker et al. [29], soft NIPA microgel particles shrink
in size under optical heating. The particles rapidly swell
when the heating is turned off, and if the initial volume
fraction is sufficiently high, the resulting volume fraction
then exceeds its critical value. In this way, glassy dy-
namics with a well-defined initial time can be observed
experimentally.
To mimic the preparation of experimental glassy col-
loidal systems, we insert N mono-disperse (σi = σ) col-
loids in the simulation box at random positions, and min-
imize the energy to eliminate particle overlaps. Each
particle has an integer tag i = 1, . . . , N . To quench
the system, we assign a unique size given by σi =
σ + ∆σ(2i/N − 1) to each particle. This prevents any
statistical correlation between the spatial position and
size of the particles, and furthermore prevents system-
to-system variation due to different realizations of finite-
sized samples taken from the size distribution.
The quenched polydisperse configuration will have
strong overlaps between particles and cannot be used as
initial state, since the numerical integration would be un-
stable due to excessively large forces. On the other hand,
minimizing the energy could, in principle, lead to arbi-
trary large configurational re-organizations, which would
blur the definition of the time elapsed from the initial
quench. Hence inspired by the experimental procedure,
we run a short simulation with a Langevin thermostat
with a very high friction of Γ = 50mτ−1 and a nu-
merical integrator that maximally displaces a bead by
0.05σ during one time step. During a very short simula-
tion 2τ or equivalently 800 integration steps), all overlaps
are removed and the state is concomitantly thermalized
to thetarget temperature. This thermalized post-quench
system state defines age zero for the subsequent data pro-
duction run. The procedure just described is followed for
all the volume fractions investigated.
III. SYSTEMIC PROPERTIES
The MSD and the potential energy vs. time are both
systemic properties obtained by averaging observables
over all particles. Specifically, the data shown are ob-
tained as follows: a set of logarithmically equidistant
points is placed on the time axis, and, for each particle,
the MSD or potential energy values falling in each of the
corresponding intervals are time averaged and assigned to
the midpoint of the interval. The values thus obtained
are then averaged over all particles, and a final average is
carried out over the outcomes of two independent simu-
4lations. These outcomes are however already practically
indistinguishable at the resolution level of our figures.
The same repulsive interaction and size poly-dispersity
are used as in Ref. [6], but our systems contain 50000
rather than 500 and 4000 particles and we follow them
for one more decade of simulation time. Finally, as ex-
plained in the previous section, our system is not initially
compressed as theirs. Instead, the particle sizes are ini-
tially inflated to achieve the desired volume fractions. We
note for clarity that our time t is the system age, which
is denoted by tw in Ref. [6], a symbol we here reserve for
expressions having two time arguments.
For several values of the volume fraction φ, the evolu-
tion of the mean-square displacement is plotted vs. time
in Fig. 1 using a logarithmic abscissa. The lowest volume
fraction, φ = 0.575, produces standard diffusive behav-
ior, as shown explicitly in the insert. For all other volume
fractions, the MSD grows, after a short transient, as the
logarithm of time for more than four decades of simula-
tion. For similar results, see [24, 30].
MSD(t) = Dln(φ) ln(t/τ) (1)
where τ is the smallest time unit in the simulation. In
the following, times will always be measured in units of τ ,
and the symbol will be omitted from the notation. The
logarithmic rate of diffusion Dln(φ) decreases monoton-
ically with increasing volume fraction φ, and its values
are well fitted with two free parameters by the function
y(φ) = 0.833(φ − 0.603)−1 10−3. With two parameters
to four data points, the evidence the above expression
provides is only anecdotal. Nonetheless, the divergence
it features at φ0 ≈ 0.603 correctly detects the presence of
an upper limit to the validity of the logarithmic diffusion
regime. Finally, even though the MSD data shown in
our Fig. 1 are rather well fitted by logarithms the small
deviations from the fit, best seen for φ = 0.620, have a
systematic character which we do not attempt to explain.
Figure 2 shows the time decay of the potential en-
ergy per particle, averaged over all particles. After a
short initial transient t ∼ 20τ , the decay is seen to be
a linear function of the logarithm of time. The initial
value of the potential energy increases, as expected, with
increasing φ. Finally, the logarithmic rates of change
of the potential energies are, in order of increasing φ,
−[5.8; 5.9; 6.3; 7.9]10−3. The clear growing trend can be
contrasted with the decreasing trend of the logarithmic
‘diffusion’ coefficient Dln(φ). This implies that the phys-
ical effect of a particle rearrangment grows with grow-
ing density. Taken together, our observations suggest
logarithmic time as a natural variable for describing the
dynamical evolution of systemic properties of glassy sys-
tems.
Qualitatively, the data in [6] concur with ours as far
as the age decay of the potential energy per particle is
concerned. Note however that two different types of fit of
comparable quality are offered in [6] for the asymptotic
form of the decay, none of which is identical to our simple
logarithmic decay. In Fig. 4 of the same reference, the
particle MSD is plotted vs. the time lag τ spent after
waiting time tw, which is the traditional choice in stud-
ies of aging dynamics[37]. It is nevertheless clear from
the same figure that the MSD grows logarithmically as
a function of τ if τ  tw, i.e. when time and lag time
can be identified. Finally, the figure’s inset shows that
the power-law fits of the MSD vs lag-time are based on
data which only cover little more than one decade. Since
the exponent of the sub-diffusive MSD growth is itself
a function of the age, see Fig. 5, the sub-diffusive be-
havior described in [6] cannot be simply described as a
power-law.
IV. DISPLACEMENT STATISTICS
In this section, the ‘cage size’ is extracted from the
central part of the Van Hove function, the age depen-
dence of the exponential tails is analyzed and the length
distribution of the associated ‘long jumps’ is shown to be
age independent.
The distribution of single particle displacements, aka
self part of the Van Hove function, was investigated in
Ref. [6] for a number of time lags after a fixed waiting
time tw. The results, shown in their Fig. 6, can be
summarized as follows: The distribution has a central
Gaussian part of zero mean, whose a shape only depends
weakly on the lag time. Large displacements of both signs
are described by exponential tails, whose weight increases
with increasing lag time.
Our analysis is patterned on the method introduced in
Ref. [36] to describe heat transfer in a spin-glass model
and its results concur broadly with those of Ref. [6] and
precisely with those of a more recent simulational study
of 2D HSC [30] which obtains a data collapse by scaling
the lag time with the system age, as we presently do.
The probability density function (PDF) of displace-
ments ∆x occurring over a short time interval ∆t (lag
time) for given values of the system age tw is written as
G∆x|tw,∆t(x) =
∑
i
δ(xi(tw)− xi(tw + ∆t)− x), (2)
which is normalized over all values of the dummy variable
x. Specifically, G is sampled by collecting all positional
changes xi(tw − ∆t) − xi(tw) occurring at age tw over
time intervals of duration ∆t, i.e. in the interval I(tw) =
(tw, tw + ∆t).
To improve the statistics, spherical and reflection sym-
metry is used to i) merge the independent displacements
in the three orthogonal directions x, y and z into a single
file, representing a fictitious ‘x’ direction, and ii) to invert
the sign of all negative displacements. Compatibly with
the requirement ∆t  tw needed to associate G with a
5definite age tw, a ∆t much larger than the mean time be-
tween collisions is preferable, as it accommodates many
in-cage rattlings. We note in passing that in the opposite
limit the particles move in near ballistic fashion and that
their displacements inherit the Gaussian distribution of
the components of their velocities.
Figure 3 depicts PDFs of single particle displacements
in a colloid of volume fraction φ = 0.620. Small displace-
ments have an age independent Gaussian PDF, corre-
sponding to the staggered line, while larger displacements
strongly deviate from Gaussian behavior, as seen in Fig. 6
of Ref. [6]. The displacements occur over short time in-
tervals of length ∆t tw and are sampled in three longer
observation intervals of the form [t, 1.1t] where time val-
ues t = 2 104τ, t = 8 104τ and t = 8 105τ were chosen.
(We recall that τ is our simulational time unit.) Since
the length of these intervals is only a tenth of the time
at which observations commence, aging effects occurring
during observation can be neglected and t can be iden-
tified with the system age, i.e. tw ≈ t. In the left hand
panel of Fig. 3 a single value ∆t = 100τ was used for
all data sampling, while in the right hand panel values
proportional to the system age, ∆t = 100, 400 and 4000τ
were used.
That the central part of G∆x|tw,∆t is a Gaussian dis-
tribution with zero mean indicates that displacements of
small length arise from many independent and randomly
oriented contributions, which stem from multiple in-cage
rattlings. The typical size of the cage can then be iden-
tified with the standard deviation of the Gaussian part
of the PDF which is seen to be independent of age. The
Gaussian standard deviation of the data is estimated to
be σG = 0.05σ and the ‘cage width’ cw defined as the
standard deviation of the three dimensional Gaussian dis-
placement PDF is cw =
√
3σG = 0.086σ ≈ 0.1σ. Recall
that σ is the average particle diameter. This result con-
curs with the estimate obtained from 2D simulations [30],
which suggest ". . . a caging length between about 1% and
10% of a particle diameter.".
The exponential tail is then produced by cage-
breakings, i.e. displacements well beyond the cage size.
The weight of the non-Gaussian tail seen in the left hand
panel of Fig. 3 is seen to decrease with increasing age
while the length distribution of displacements of length
exceeding 0.5σG is seen in Fig. 4 to be exponential and
age independent. The right hand panel of Fig. 3 shows
that scaling ∆t with the age tw reasonably collapses the
data. The same effect is obtained in [30] for 2D colloidal
suspensions and for other values of the ratio ∆t/tw.
RD explains the observed scaling behavior by assum-
ing that the non-Gaussian tail of G stems from quakes,
which, as shown later, are log-Poisson distributed. Tak-
ing that for granted, the average number of quakes oc-
curring in an arbitrary time interval (t1, t2) is propor-
tional to ln(t2/t1) and, in our case, proportional to
ln(1 + ∆ttw ) ≈ ∆ttw . Replacing the (small) cross-over re-
gion between Gaussian and intermittent fluctuations by
a sharp boundary, we let G(x) be a truncated Gaussian
pdf, normalized within the cage, and let E(x) be the pdf
of the intermittent events, normalized in the semi-infinite
interval outside the cage limit. With this notation, the
probability density for an event of size x is given by
G∆x|tw,∆t(x) =
(
G(x) +
∆t
tw
E(x)
)(
1 +
∆t
tw
)−1
. (3)
Choosing, as we did, ∆t = ctw, c 1 leads to
G∆x|tw,∆t(x) ≈ (1−c)G(x)+cE(x) ≈ G(x)+cE(x). (4)
Since, as confirmed below, E(x) is independent of tw, the
observed data collapse follows from our choice of ∆t ∝ tw.
The empirical distribution E(x) of the length of the
‘long’ jumps associated to cage breakings, is sampled
in two widely separated time intervals and depicted in
Fig. 4 for volume fraction φ = 0.620 together with a
one parameter data fit. The latter shows that E(x) is
exponential and effectively age independent, as already
assumed Eq. (4). The empirical standard deviation of
the jump length is in this case σq = 0.545σ, where σ
is the average particle diameter. Note that σq is an or-
der of magnitude larger than the standard deviation σG
describing in-cage rattling. The other investigated vol-
ume fractions, φ = 0.633, 0.647 and φ = 0.662, show the
same overall behavior and the corresponding jump length
standard deviations, σq = 0.544, 0.543 and 0.541σ, show
a small but systematic decrease with increasing volume
fraction.
Summarizing, our analysis of the self part of the Van
Hove function indicates that cage-breakings occur at a
rate which decreases with the inverse of the system age,
see [28] and [30] for corroborating experimental and sim-
ulational evidence. Consequently, the number of these
events increases logarithmically with time. Since cage-
rattlings do not contribute to the particle diffusion, the
result explains the observed logarithmic diffusion. The
next section provides fuller evidence for RD and for the
logarithmic nature of HSC diffusion.
V. QUAKE STATISTICS AND RECORD
DYNAMICS
That the rate of irreversible rearrangements in HSC
decreases with the inverse of the system age was noticed
by [28] in previously published experimental 2D data [29]
and was later confirmed by 2D MD simulations [30]. The
observation clashes [15] with widespread CTRW model
predictions and strengthens a competing RD description
of the mechanism beyond aging in HSC and other com-
plex systems.
We provide detailed statistical evidence in favor of RD,
by extracting irreversible dynamical events called quakes,
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Figure 5: Left hand panel: Logarithmic waiting times ∆ln tk = ln tk/tk−1, where tk is the time of the k’th cage breaking are
observed in small domains of the simulation box and plotted, on a log scale, vs. the time at which they are observed. Only
data with ∆ln tk > 0.4 are included. The yellow circles are local binned log-time averages of these data and the line is the
average logarithmic waiting time. That local averages are nearly independent of log-time is evidence that the transformation
t→ ln(t) renders the dynamics log-time homogeneous. Right hand panel: the PDF of the ‘log waiting times is estimated and
plotted for two independent sets of simulational raw data, using yellow square and cyan diamond symbols, respectively. The
line is an exponential fit to both estimated PDFs. The insert shows the normalized autocorrelation function of the sequence
of logarithmic waiting times corresponding to the yellow square PDF. To a good approximation, the log-waiting times are
uncorrelated and their PDF decays exponentially, which implies that quaking is a log-Poisson process. The volume fraction of
the system is φ = 0.620.
which are statistically independent, homogeneously dis-
tributed on a logarithmic time axis and described by
an exponential distribution of the ‘logarithmic waiting
times’ ln tk − ln tk−1, where tk is the time of the k’th
quake. Together, these properties imply that quaking is
a log-Poisson process, i.e. a Poisson process whose aver-
age has a logarithmic time dependence. The key step of
quake identification in a given setting has some leeway,
but, as we argue below, in spatially extended systems
spatio-temporal correlations play a major role: The ex-
istence of spatial domains, a property which reflects the
strong spatial heterogeneity of glassy dynamics [9], is re-
quired in a RD description of aging systems.
Spatially extended aging systems of size N [18] contain
an extensive number α(N) ∝ N of equivalent spatial do-
mains such that events occurring in different domains are
statistically independent. Events occurring in the same
domain have long-lived temporal correlations, which are
formally removed in RD by the global variable transfor-
mation t → ln t. If this device works, the total number
of quakes occurring in the system between times tw and
t > tw is a Poisson process with average
µ(t, tw) = α(N)rq ln(t/tw), (5)
where rq is the average logarithmic quake rate in each
domain. The number of quakes is extensive and grows at
a constant rate in log-time and at a rate proportional to
1/t in real time. Within each domain, the rate rq can be
read off the log-waiting time PDF F∆ln t(x) = rqe−rqx,
i.e. the probability density that the log-waiting time to
the next quake equals x.
To ascertain the applicability of the above RD scheme
in a specific system, the log-waiting times between suc-
cessive quakes within each domain, d ln t = ln tk− ln tk−1
are formed and their statistical properties are checked:
specifically, log-waiting times must be independent and
identically distributed stochastic variables uniformly dis-
tributed on a logarithmic time axis, as shown in the left
hand panel of Fig. 5. Secondly, the PDF of the log-
waiting time must be exponential, as shown in the right
hand panel of the same figure.
To see why a domain structure is inherently part of
the RD description of a system of N degrees of free-
dom, assume for a moment that domain partitioning
can be neglected. The time lags δk between successive
quake times then decrease with increasing N , and, since
d ln tk
def
= ln(tk/tk−1) = ln(1 + δk/tk−1) ≈ δk/tk−1, the
‘log waiting times’ can never be log-time homogeneous
in the limit N → ∞. The latter property clearly re-
quires δk ∝ tk, which is incompatible with δk ∝ N−1. In
contrast, if the dynamics is time translational invariant,
ln(t/tw) in Eq. (5) is replaced by t− tw and the prefactor
to rq is N , no matter how the system is partitioned.
Usually, only a minuscule fraction of configuration
space is explored during an aging process, and many vari-
ables do not participate in any quake. Hence, the domain
size can grow in time with no changes in α(N), which is
best understood as the number of active domains where
quake activity occurs.
A statistical analysis of domain size and domain
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Figure 6: The logarithmic quake rate per particle, rq, is ob-
tained from the decay coefficient of the log-waiting time PDF,
aka the logarithmic quake rate per domain, (see main text)
and plotted vs. the volume fraction φ. The two values given
for each φ are obtained from two independent simulations.
Their average is well fitted by the shown line.
growth is an important issue not presently considered.
In the present work, the simulation box is simply sub-
divided into 163 equal and adjacent sub-volumes, each
containing, on average, slightly more than ten particles.
The size was chosen self-consistently as the largest possi-
ble size yielding log-time homogeneous quake statistics.
Many sub-volumes in the partition had no quaking activ-
ity, showing the strong spatial heterogeneity of the HSC
dynamics.
VI. SUMMARY AND DISCUSSION
In this study, large 3D poly-disperse hard sphere col-
loidal systems (HSC) are studied by extensive MD simu-
lation. The initial state is generated by a sudden expan-
sion of the particles’ volume, leading to volume fractions
φ both below and above the critical value. The systems’
development is subsequently followed for more than six
decades in time.
At the systemic level our analysis concerns the growth
of the particles’ mean square displacement (MSD) and
the decay of their potential energy as a function of time,
both shown to be simple functions of the logarithm of
the system age above the critical density. At least for the
MSD, this concurs with similar results, both experimen-
tal [24] and numerical [30], but apparently differs from
the more usual [6] description in terms of power-laws.
At the level of single particle displacement, we study
the self part of the Van Hove function and confirm [6, 9]
that cage rattlings and cage-breakings have a Gaussian
and exponential length distribution, respectively. We
find that both distributions are age independent, and
that the weight of the exponential tail is a function of
the ratio of the lag time and the system age. This ex-
tends a result recently obtained [30] for a 2D HSC system
and is akin to the behavior of heat transfer in a spin glass
model [36].
We note that one-time averages, e.g. the MSD and
the potential energy per particle, are most naturally de-
scribed in term of a single time variable t, i.e. the time
elapsed from the quench into the glassy phase. Exper-
imentally, the time origin can be difficult to determine,
and a description in terms of two variables, convention-
ally age tw and lag time τ
def
= t − tw is generally pre-
ferred. (For notational convenience our symbol τ is here
re-defined and used for the lag time). We have shown
that MSD per particle has the form MSD(t) = Dln ln t =
ln(tw +τ), which grows first linearly in τ and than crosses
over to a logarithmic growth. This is seen in Fig. 4 of
Ref. [6], but the data are there interpreted in terms of a
several of power laws with age dependent exponents, see
Eq.(10) and Fig. 5 of the same reference.
Even though a power-law with a small exponent and a
logarithm may look similar over restricted time scales,
the physical pictures behind them are different [14].
Dense HSC dynamics is usually interpreted in CTRW
terms [6, 10, 11], while logarithmic laws, or equivalently,
the fact that macroscopic rates fall off as the inverse of
the system age, clearly support the competing RD de-
scription [20, 24, 28, 30]. To clearly distinguish between
the two pictures motivates our detailed analysis of the
statistics of quake events. The system is partitioned
into a number of spatial domains within which the quake
statistics is shown to be log-Poissonian, as expected from
RD.
Two related questions remain: what is the nature of
the records which RD refers to, and how should domains
be understood. The logarithmic decay of the average po-
tential energy per particle shown in Fig. 2 indicates that
the particle–or, equivalently, the voids between them–
become more uniformly distributed in space.
Accordingly, it becomes increasingly difficult for ran-
dom cage-rattling to create a void large enough for a
cage-breaking to happen. In other words, the latter re-
quires the crossing of a mainly entropic barrier, whose
height increases with time. Records events in exploring
the associated hierarchy of free energy barriers generate
quakes, and the increase in the size of the barrier crossed
corresponds to an increasing number of adjacent parti-
cles which must be re-arranged in the process, i.e. to a
growing domain. This type of growing domains relate to
the dynamical nature of rare local density fluctuations,
and are not easily expressed in terms of single particle
density fluctuations. They are also seen in the aging
dynamics of the one-dimensional kinetically constrained
model known as the parking lot model [25]. There, the
8key feature is that random rearrangements of a domain
produce a quake in a time that grows strongly with the
domain size, which is also the central hypothesis in the
‘cluster’ model of Ref. [24, 27]. By identifying domains
and studying their growth in HSC, it should be possible
to ascertain whether the same mesoscopic mechanism is
at play in HSC systems.
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