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6 第 1章 序論
にユーザに改善指示を出すべきかを判断するための支援を行う．これらによって，開発サ
イドでのシステムの改良，ユーザからのデータフィードバックに基づくシステムのチュー

























































































 Command & Control
 Directed Dialog
 Natural Language






する．例えば，航空予約のシステムにおいて，“Fly to [place name]”や，“Unit [number of
unit]”という発話を可能にすることで，実行する機能の選択とそのパラメータ設定を同時
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ない.






































































14 第 2章 音声インタフェース基本方式の提供
XCommands Y Z
AKeywords A’ B C C’ D E
Utterances A - B - C A’ - C D – C’
XCommands Y Z
Keywords α β γ δ ε
Utterances α β ε







































を大きくするためのコマンド (Email – View – Text Size – Increaseに配置されるコマンド)
に対して，“Email”, “Thunderbird”, “Mailer”, “View”, “Text Size”, “Font Size”, “Increase”と
いうキーワードが割り当てられる．ユーザは，これれのキーワードの自由な組み合わせに
よりコマンドを選択する．この機能構造を用いた際のショートカットの例を以下に示す．
 “Email” – “View” – “Text Size” – “Increase”
 “Thunderbird” – “View” – “Font Size” – “Bigger”
 “Email” – “Increase” – “Text Size”
 “View” – “Increase”
 “Mailer” – “Text Size” – “Bigger”
 “Increase” – “Text Size”






るために，提案手法では flexible shortcutsで選択可能となる対象を，リーフノード (コマン










































2. List child nodes of Root: e.g. Email, ....
3. Speak: “Email” 
4. Change context to [Email], and list its child nodes: e.g. View, Tools, …
5. Speak: “View Text Size”
6. Change context to [Email-View-Text Size], and its child nodes: 
e.g. Increase, Decrease, …
7. Speak: “Increase”


































































































L(Wi) f (ns; ng;Wi) (2.9)


















5. ある閾値 を超えるスコアのノードを全て選択し，その数 kに従って以下の処理を
行う
k < 0の場合 候補がなかったとして，再度入力を促して終了
k = 1の場合 そのノードを ngとして選択し終了








































































































2.5 Select&Voice: データ入力用音声インタフェース 23
表 2.1 各環境における入出力デバイスおよび音声の役割．
提示 選択 入力　
通常の GUI 画面 マウス キーボード
A:タッチパネル 画面 タッチパネル ソフトウェア
ディスプレイ キーボード
(＋音声出力) ＋音声入力
B:コントローラ 画面 十字キー ソフトウェア
＆ キーボード
ディスプレイ (＋音声出力) (＋音声) ＋音声入力






















































2.5 Select&Voice: データ入力用音声インタフェース 25
(a)Voice ComboBox選択 (b)Voice ComboBoxリスト表示
図 2.8 Voice ComboBoxの例.
ものとして以下の音声 UIコンポーネントの開発を行った．
Voice ComboBox, Voice List








Voice TextField, Voice TextArea
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(a)Voice TextField(文字入力の場合) (b)Voice TextField(数字入力の場合)
図 2.9 Voice Textの例.
図 2.10 Voice buttonの例.
2.6 FlexibleShortcutsと Select&Voiceの統合 27
Voice Button

































































2.6 FlexibleShortcutsと Select&Voiceの統合 29



















30 第 2章 音声インタフェース基本方式の提供
図 2.12 曖昧なキーワード入力に対する候補の選択
図 2.13 一意に決定するのに 2つ以上のキーワードが必要な場合



















2.7 Time-AchievementRate Graph: 新しい客観評価手法




































































に示す．T-Aグラフの中で，ある時間 与えた時の，達成率を A と定義する．例えば図
2.14(上)では，制限時間が 30[秒]の時のタスク達成率は 0.66として得られる (A30 = 0:66).
また，制限時間をなしとした時の達成率を，最大タスク達成率 A1と定義する．例えば図
2.14(上)では，最大タスク達成率は 0.85として得られる (A1 = 0:85). 最大タスク達成率は，
ギブアップが行われる確率の低さを表す．またタスク達成時間の上位のうちの最大のタス
ク達成時間を Tと定義する．これを用いると，平均タスク達成時間は，T = 1
R 
0 Tadaで
求められる．これは，曲線と，y = Tで囲まれた領域の面積を意味する．例えば図 2.14(上)
では，上位 80%の最大タスク達成時間は 81秒 (T0:8 = 81)であり，平均タスク達成時間
(T 0:8)は図中の斜線部分の面積に比例する形で得られる．
T-Aグラフは，複数の異なるシステムの特性の差異を比較するために用いることが出来












なときは，Tに注目することが有効である．図のグラフを例にすると，T X と T Y では T Y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Subjective assessment 
Interface B Interface A
Two Voice Chat sessions (VS1, VS2)
Interface B Interface A
Instruction and training session
Interface B Interface A
Intervals of more than one day.
Subjective assessment 
Interface A Interface B
Two Media player sessions (MS1, MS2)
Interface A Interface B
Instruction and training session 
Interface A Interface B







































 Flexible Shortcuts (Proposed) vs. Command & Control (C&C)
 Flexible Shortcuts (Proposed) vs. Menu-Based Interaction (Menu)
 Flexible Shortcuts (Proposed) vs. Menu-Based Interaction with Shortcuts (Menu+SC)










であり，そのうち 90が類義語である．被験者は 18～24歳の大学生 20名であり，各グルー





























































成率を，それぞれ AP1 ，AC1 と表記する．同様にタスク達成率が となる時の平均タスク
達成時間を，それぞれ T P1 ，T P1 と表記する．
C&Cとの比較
T-Aグラフの結果と SASSIによるアンケートの結果を図 2.16にに示す．
制限時間をごく短くした場合は，C&Cが上回っているが (AP115 = 0:248(s:d: = 0:172)，
AC115 = 0:398(s:d: = 0:133)，p = 0:0033 < 0:005．また AP121 = 0:410(s:d: = 0:213)，AC121 =
0:503(s:d: = 0:146)，p = 0:1235)，それぞれのグラフは  = 27 で交差し，それ以降は
FlexibleShortcutsが上回る (AP139 = 0:785(s:d: = 0:136);，AC139 = 0:637(s:d: = 0:121)，p =
0:0018 < 0:005)．








































図 2.16 実験結果 1. Proposed vs. C&C. (左)Time achievement graph, (Session 1と Session 2
の “Proposed”は，Group AのMS1(MediaPlayer Session 1)と，Group Bの VS1(VoiceChat
Session 1)の平均, Group Aの MS2 (MediaPlayer Session 2)と Group Bの VS2(Voice Chat
Session 2)の平均. (図 2.15参照)). (右)SASSI (軸の項目:　A: System Response Accuracy, B:
Likeability, C: Cognitive Demand, D: Annoyance, E: Habitability, F: Speed )
また，C&Cの場合は，1セッション目の最大タスク達成率は，AC11 ' 80%知識や経験があ
























































図 2.17 実験結果:Result of Proposed vs. Menu. (左)Time achievement graph, (右)SASSI. (各
ラベルは図 2.16と同様.)
0:035(s:d: = 0:067)，p = 0:0018 < 0:05，T P10:2 = 9:474(s:d: = 4:219)，TC10:2 = 14:338(s:d: =
2:574)，p = 0:0399 < 0:05，AP212 = 0:540(s:d: = 0:110)，AC212 = 0:110(s:d: = 0:107)，p =











く上回っている (AP112 = 0:290(s:d: = 0:187)，AC112 = 0:130(s:d: = 0:127)，p = 0:0059 < 0:01，
























































































































































図 2.19 実験結果：(左)タスク達成時間．(右)主観評価結果．(device A: touch panel screen,











































































44 第 2章 音声インタフェース基本方式の提供
表 2.3 グループと実験条件・画面出力の有無について
グループ 1日目 2日目
前半 後半 前半 後半
グループ A あり あり あり なし





















































































































図 2.21 後半セッション，画面の有無による T-Aグラフ.
主観的評価
まず，リッカート尺度によるアンケートについて述べる．カテゴリ 1からカテゴリ 4に















48 第 2章 音声インタフェース基本方式の提供
0% 20% 40% 60% 80% 100%
質問1 画面あり
     画面なし
質問2 画面あり
     画面なし
質問3 画面あり
     画面なし
質問4 画面あり
     画面なし
質問5 画面あり
     画面なし
質問6 画面あり






0% 20% 40% 60% 80% 100%
質問1 画面あり
     画面なし
質問2 画面あり
     画面なし
質問3 画面あり
     画面なし
質問4 画面あり
     画面なし
質問5 画面あり
     画面なし
質問6 画面あり






図 2.22 評価の分布:(上)質問カテゴリ 1. (下)質問カテゴリ 2.
2.11 FlexibleShortcuts + Select&Voiceの画面がない環境における利用可能性の評価実験49
0% 20% 40% 60% 80% 100%
質問1 画面あり
     画面なし
質問2 画面あり
     画面なし
質問3 画面あり
     画面なし
質問4 画面あり
     画面なし
質問5 画面あり
     画面なし
質問6 画面あり


















図 2.23 評価の分布:(上)質問カテゴリ 3. (下)質問カテゴリ 4.























































0% 20% 40% 60% 80% 100%
10～20代
質問1 　    30代
40代
10～20代
質問2 　    30代
40代
10～20代
質問3 　    30代
40代
10～20代
質問4　     30代
40代
10～20代
質問5 　    30代
40代
10～20代










































































































や Java SAPI [32]は標準的な音声認識用APIとして設計され，アプリケーションはこれら
の APIを用いて直接エンジンを参照する．標準的な APIを用いることで開発者はエンジ

























































Proxy-Agent は，その名前の通り “プロキシ” として振舞う．つまり，Proxy-Agent が








































































アプリケーションが利用する Proxy-AgentのAPIは Proxy-Agent Application Programmer
Interface(PA-API)として定義されている．アプリケーションは，このインタフェースを用い
60 第 3章 音声認識アプリケーション構築プラットフォームの提供
て Proxy-Agentと通信を行う．アプリケーションと Proxy-Agentとの連携は，ローカルホス



































































































Specify Tag Names Hierarchy Destination Directories
図 3.4 タグを利用したデータ出力機構
らタグの値にしたがってディレクトリを作成し，末端のディレクトリにデータを出力する．
例えば，タグ名のリストが fA!y!xgであり (図 3.4 (左))，あるデータのタグの値がそれ
ぞれ fA=△, y=●, x=○ gである場合，そのデータは f ./△/●/○ g以下のディレクトリに出










































64 第 3章 音声認識アプリケーション構築プラットフォームの提供
表 3.1 Proxy-Agent使用時のパフォーマンス比較実験結果
認識対象音声・VAD設定 w/ ALL w/o Logging w/o Proxy-Agent
[sec] [sec] [%] [sec] [%]
3.1秒・VADあり 1.500 1.483 -1.1% 1.438 -4.3%
3.1秒・VADなし 3.094 3.125 1.0% 3.056 -1.2%
5.9秒・VADあり 3.928 3.906 -0.6% 3.897 -0.8%
5.9秒・VADなし 5.170 5.131 -0.8% 5.053 -2.3%
ウンドタイムを計測した．音響モデルはASJ-JNASを利用し，語彙数 2万語の条件で連続


































































































































図 3.7 部品の共有の実現. (上)部品の共有のための再設計. (下)部品の共有のためのEclipse
環境で利用可能なアップデートサイト
3.6 開発・分析事例 69
Click was recognized 
as push
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最初に保持すべき基本語彙としては ipadic version 2.7.0の語や日本郵便郵便番号データ
ベース5 の地名情報を利用した．表 4.1に今回までに使用している語彙の情報源とその中











































MusicNavi Webサービス 人名 人名






































































84 第 4章 音声認識アプリケーション開発支援サービスの提供
表 4.2 出力語彙の例 (番号は試行番号,括弧付きの試行番号は基準クエリを表す．)
番号 クエリ 検出語例 不適切語例 除去された語例
目的: 東京都の大学名のリスト
[2.1] 東京 and大学 明治大学/東京都の大学/立教大学 東京都の大学/明治
/東京農工大学/明治神宮野球場 神宮野球場/高橋由伸
/高橋由伸/東京六大学野球連盟 /東京六大学野球連盟
2.2 東京 and大学 明治大学/立教大学/東京農工大学 神宮球場 高橋由伸/東京都
and固有名詞 /神宮球場/成城大学/東工大/一文 /一文 の大学/明治神宮..
2.4 東京 and大学 明治大学/東京都の大学/立教大学 東京都の大学 高橋由伸
not野球 /東京農工大学 /東京四大学 /明治神宮..
/お茶の水女子大学/東京四大学 /東京六大学野..
目的: 日本の議員名のリスト
[4.1] 日本 and議員 鈴木寛/日本の国会議員/羽仁五郎 日本の国会議員/市
/中曽根康弘/市議会議員/議員連盟 議会議員/議員連盟
4.3 日本 and議員 鈴木寛/日本の国会議員/羽仁五郎 日本の国会議員 市議会議員
and国会 /中曽根康弘/議員連盟 /議員連盟
4.4 日本 and議員 鈴木寛/日本の国会議員/羽仁五郎 日本の国会議員 議員連盟
not連盟 /中曽根康弘/市議会議員 /市議会議員
4.7 クエリベースによる語彙リストの正確性評価 85
表 4.3 各クエリ条件に対しての結果 (番号は試行番号,括弧付きの試行番号は基準クエリ
を表す．時間は検索にかかった時間 [秒])
番号 クエリ 検出 不適 適合率 再現率 F値 時間
目的: 公園名のリスト
[1.1] 公園 414 122 0.7053 1.000 0.8272 3.713
1.2 公園 and地理 284 53 0.8134 0.7911 0.8021 7.971
1.3 公園 notの not場 344 70 0.7965 0.9384 0.8616 12.11
1.4 公園 and(地理 or(notの)) 369 83 0.7751 0.9795 0.8654 16.24
1.5 公園 and(地理 or(notの))not場 358 73 0.7961 0.9760 0.8769 30.53
目的: 東京都の大学名のリスト
[2.1] 東京 and大学 305 52 0.8295 1.000 0.9068 9.064
2.2 東京 and大学 and固有名詞 222 4 0.9820 0.8617 0.9179 27.43
2.3 東京 and大学 notスポーツ 277 27 0.9025 0.9881 0.9434 14.23
2.4 東京 and大学 not野球 279 26 0.9068 1.000 0.9511 13.49
2.5 東京 and大学 and 280 27 0.9036 1.000 0.9493 37.78
2.5 (固有名詞 or(not野球))
目的: 大阪府の企業名のリスト
[3.1] 大阪 and企業 626 19 0.9696 1.000 0.9846 8.939
3.2 大阪 and企業 not依頼 614 15 0.9756 0.9868 0.9812 12.90
3.3 大阪 and企業 not西 625 18 0.9712 1.000 0.9854 13.10
3.4 大阪 and企業 not打線 625 18 0.9712 1.000 0.9854 12.78
3.5 大阪 and企業 not西 not打線 624 17 0.9728 1.000 0.9862 16.08
目的: 日本の議員名のリスト
[4.1] 日本 and議員 749 22 0.9706 1.000 0.9851 11.36
4.2 日本 and議員 not日本国憲法 745 18 0.9745 1.000 0.9871 14.21
4.3 日本 and議員 and国会 740 16 0.9784 0.9959 0.9870 13.98
4.4 日本 and議員 not連盟 746 19 0.9758 1.000 0.9871 13.95
4.5 日本 and議員 and国会 not連盟 738 14 0.9810 0.9959 0.9884 19.27
目的: テレビ番組名のリスト
[5.1] テレビ and番組 1914 218 0.8861 1.000 0.9396 9.375
5.2 テレビ and番組 notホテル 1826 160 0.9124 0.9823 0.9461 13.17
5.3 テレビ and番組 notリゾート 1826 160 0.9124 0.9823 0.9461 11.76
5.4 テレビ and番組 not施設 1825 160 0.9123 0.9817 0.9458 11.84
5.5 テレビ and番組 not制度 1825 159 0.9129 0.9823 0.9463 11.62









































ケーションを SALT [42]やXHTML+Voice [43]といった標準的なマークアップ言語を用い
て記述し，ブラウザに組み込まれた音声認識エンジン連携の枠組みを利用する手法がある．
しかしながらこの手法でも，使用可能なエンジンはブラウザ・環境に依存し，開発者がエ


























t-axis thin client vs thick client (or fat client)
d-axis independent vs dependent



















[A,B,C] Distributed speech recognition systems. [E,F] Standalone speech recognition systems.
[F] Embedded speech recognition systems. [G] Network deliverable speech recognition














その利用可能範囲が異なる．例えばDIGITAL Voice Plugin [40]のような，特定ブラウザの
プラグインとして音声入力用コンポーネントを組み込むことを前提としたアーキテクチャ
は，汎用的な利用が困難となる (図 5.1(A))．しかしこのような問題は，Digalakis et al. [41]






































































































:Browser :PAD :WebServer:JavaWebStart :Engine-Adapter
GET
.jar










loop [for all plug-ins]
図 5.2 ネットワーク配信のシーケンス図
[1. When user clicks the link to the Proxy-Agent Daemon jnlp file, in which required jar files
are written, Java Web Start process (jws) is called by the operating system. 2. if the click is the
first time, or the version is updated, jws start downloading the libraries written in the jnlp file.
3. PAD is launched by the jws. 4. JavaScript running in the browser calls init method of PAD.
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prepare_callback
:Browser :CallbackServlet :Proxy-AgentCOMET:js :ControlServlet
GETloop















[1. After the scripts are loaded, prepare callback is called to setup the connection for callback
(as a COMET client). 2. COMET client calls the server and waits for the response. This call is
returened when (A)Timeous is detedted, (B)Control response is received, (C)Processing result
is received. 5,6. response or result are append to the callback queue. Callback servlet generate
the JSON data representing the data, and return it to the COMET client. 7. COMET client send














































































































































ネットワーク技術を応用したロボット開発は他にも多く行われている．Ka Keung Lee, et
al.は，ネットワークに接続された様々なサービスを利用可能にするためにロボットシステ
ムにサービス層を導入し，Jini [62]をベースとした分散技術を用いてコンポーネントの動
的再構成が可能な Intelligent Service-based Architectureを提案した [63]．ここでは，人間
が常時利用することが可能な移動型情報端末であるWearable Robotを利用したネットワー
クサービスのシステムが構築された．Antonio Sgorbissa, et al.は，現在の技術で十分信頼
度の高い自律移動が可能なロボットを構築するために，センサネットワークを利用してロ
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図 6.1 RTミドルウェア概念図 (左)，RTコンポーネントの基本構造 (右)
(いずれも参考文献 [69]より転載)




































図 6.2 伽藍方式 (左)とバザール方式 (右)の概念図
図 6.3 情報公開・メッセージ通知モデル















































































































































モジュール開発者向けの APIは，Module Provider Interfaceと呼ばれ，ロボットの構成
要素となるモジュールを開発するために用いられる．接続層の実装をプラグインするため


























































































































6.4.2 Module Provider Interface
モジュール開発者向けのAPIとして，電子白板モデルを利用した情報共有と，処理要求
モデルを利用したメッセージの送受信を行うためのインタフェースを用意した．
















ModuleContext* context = ModuleContext:: GetContext();

























112 第 6章 分散マルチモーダルアプリケーション用ミドルウエアの提供
ModuleContext* context = ModuleContext:: GetContext();





















































































































度，左右の腕部に各 4自由度，左右の手指に各 4自由度を持つ．頭部にはCCDカメラ 2基，
無指向性マイク 4基，スピーカ 1基，胴体に HITACHI SH3マイクロプロセッサと Xilinx
社製ソフトプロセッサコアMicroBlazeを搭載した FPGA3台をモータコントローラ用に設
置している [84]．また，無線 LANでの通信用に無線 LANアクセスポイントが搭載され，
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図 6.11 ROBISUKE概観
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