DESCRIPTION OF GOSPEL OPTIMIZATION PROBLEM
GOSPEL optimization Eq. (1) consists of the squared Frobenius norm term, the graph-guidedfused-lasso regularization term and the lasso regularization term. If R (i ) j ,k of the graph-guidedfused-lasso regularization term is zero, the equation becomes solely dependant on the lasso regularization term. In order to better understand the regularizers in this equation, let us inspect the behavior of regression coefficients in the specific cases where R 
In Eq. (1), the first term CKA( K (i ) , K (i ) ) = 1, and thus it does not influence the GOSPEL optimization problem. The second term CKA( K (i ) , K ( j ) ) expresses the correlation between K (i ) and K ( j ) which are associated with the response network and the j -th predictor network respectively. If K (i ) and K ( j ) are highly correlated and R
takes any real value except zero. This means that the response and the j -th predictor have a relationship. On the other hand, when K (i ) and K ( j ) are uncorrelated, and further R
tends to be zero and is eliminated because of the lasso regularizer. This shows that the response and the j -th predictor have no relationship.
The third term in Eq.
(1) indicates the correlation between K ( j ) and K (k) which respectively correspond to the j -th and the k-th predictor networks. In cases where K ( j ) and K (k) are highly correlated, i.e. R In the process of performing GOSPEL, we must first compute a correlation between every pair of networks (CKA pair). If we examine the results of this computation without performing GOSPEL, we can observe how the results of real data changes. Figure 1 shows the network graphs constructed by the NoN model (GOSPEL), and by CKA pair. The result of CKA pair is not sparse, and thus interpreting the obtained network becomes difficult.
Next, in order to quantitatively compare the results, we compute the link consistency between BTO, TC, and CKA pair. Table 1 indicates the results of the link consistency, and it shows that result of CKA pair is not similar to either BTO or TC. This lack of similarity is caused by large numbers of false positive, namely the non-sparsity of the CKA pair result. One of the reasons for this non-sparsity may related to how the threshold of the CKA values is determined.
In GOSPEL, CKA pair is used to create a correlation matrix R in the computation process, and R is automatically optimized by the Bayesian optimization. CKA pair should be calculated by the optimal kernel parameter, γ, and the threshold of correlation matrix, τ, which must both be determined appropriately to ensure the fused lasso regularization term works properly.
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