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Re´sume´
L’usage de mobiles e´quipe´s d’appareil photographique
dans la vie courante entraıˆne un besoin d’organisation
de larges collections d’images personnelles. En tenant
compte d’e´tudes re´alise´es sur les besoins des utilisateurs,
nous proposons un crite`re statistique associe´ a` un algo-
rithme d’optimisation pour construire une classification
ge´o-temporelle hie´rarchique d’une collection. En se ba-
sant sur les mode`les de me´lange, les particularite´s de notre
application et la configuration des donne´es sont prises en
compte pour de´finir notre technique (incre´mentalite´, robus-
tesse face aux donne´es gaussiennes et gestion des petits
e´chantillons). Des expe´riences sur une collection d’images
re´elles sont propose´es pour valider notre approche.
Mots Clef
Recherche d’image, application sur des mobiles, me´ta-
donne´es temporelles et spatiales, classification statistique.
Abstract
Usage of mobile devices (phones, digital cameras) raises
the need for organizing large personal image collections.
In accordance with studies on user needs, we propose a
statistical criterion and an associated optimization tech-
nique, relying on the geo-temporal metadata, for building
and tracking a hierarchical structure on the image collec-
tion. In a mixture model framework, particularities of the
application and typical data sets are taken into account in
the design of the scheme (incrementality in the optimization
phase, non-Gaussianity and small and large samples in the
modelling phase). Results are reported on a real data set.
Keywords
Image retrieval, mobile applications, spatio-temporal meta-
data, statistical clustering.
1 Introduction
L’usage de mobiles e´quipe´s d’appareil photographique
(te´le´phone portable, appareil photographique nume´rique)
dans la vie courante permet la constitution de larges col-
lections d’images. Il est donc ne´cessaire de fournir des ou-
tils aux utilisateurs afin de pouvoir facilement rechercher
des images parmi plusieurs milliers dans leur collection. Ce
domaine de recherche est maintenant actif et a e´te´ l’objet
de plusieurs travaux inte´ressants. Les syste`mes Nokia Li-
feblog et Microsoft MyLifeBits sont deux solutions indus-
trielles re´centes. La particularite´ de la taˆche, compare´e aux
syste`mes classiques de recherche de donne´es multime´dias
base´es sur le contenu, vient de la disponibilite´ de nou-
velles me´tadonne´es accessibles via le support d’acquisi-
tion (date, lieu, parame`tres optiques) et des diffe´rences sur
les crite`res de recherches pre´fe´re´s par les utilisateurs. Des
e´tudes sur ce dernier point, rapporte´es dans [16, 20], ont
montre´ que les utilisateurs recherchaient leurs images se-
lon les e´ve´nements, relations sociales, ou les lieux de prises
de vues des images.
Sur ce the`me, des travaux proposent des techniques de
classification supervise´e base´es sur le contenu des images
(de´tection des images prises a` l’inte´rieur/exte´rieur [11],
de´tection de visages [7], taˆche maintenant raisonnable a`
imple´menter sur des PDAs avec des algorithmes de faible
complexite´ [18]). Dans notre cas, nous utilisons seule-
ment les me´tadonne´es temporelles et spatiales associe´es
a` chaque image. Nous supposons que la localisation des
images est fournie par un syste`me du type GPS/E-OTD,
les me´tadonne´es sont donc un flux de triplets {(t, (x, y)) ∈
R × R2}. Bien que illustre´e ici a` une collection d’images,
notre proposition a une application plus ge´ne´rale. Notre
contribution est une technique automatique, incre´mentale
et hie´rarchique pour structurer une collection d’images,
en se basant sur les me´tadonne´es temporelles et spatiales.
Notre hypothe`se est que le processus de ge´ne´ration des
images pre´sente des classes ge´o-temporelles sous forme de
hie´rarchie. La taˆche consiste ainsi a` organiser les diffe´rents
e´pisodes de la vie de l’utilisateur, en les re´sumant avec
les images associe´es. Les classifications hie´rarchiques sont
mises a` jour incre´mentalement, au fur et a` mesure de
l’ajout de nouvelles images dans la collection. L’extraction
d’e´pisodes spatiaux et temporels est motive´e par les raisons
suivantes :
1. ces axes temporels et spatiaux sont simples et fami-
liers aux utilisateurs (similaire a` un calendrier et une
carte ge´ographique), plus que ne peuvent l’eˆtre la cou-
leur ou la texture des images ;
2. l’utilisateur se rappelle ge´ne´ralement d’au moins une
des deux me´tadonne´es pour l’image qu’il recherche
[19]. Il peut alors combiner les partitions temporelles
et spatiales, en passant de l’une a` l’autre, pour obtenir
l’e´pisode recherche´ ;
3. le parcours, plutoˆt que des requeˆtes, permet a` l’utili-
sateur de naviguer dans sa collection personnelle sans
avoir d’objectif pre´cis (pour le plaisir ou pour avoir un
re´sume´ des e´ve´nements) ;
4. parcourir selon ces axes est aise´ a` partir d’un mobile.
Malgre´ les contraintes d’interaction homme-machine,
un mobile pre´sente l’avantage d’eˆtre toujours dispo-
nible.
Nous formulons notre recherche des partitions
hie´rarchiques temporelle et spatiale comme une taˆche
de classification non-supervise´e. Deux classifications
hie´rarchiques distinctes sont construites, une temporelle
et une spatiale, respectivement a` partir de la date de prise
de vue des images et de leurs coordonne´es ge´ographiques
mesure´es.
Nous avons choisi une approche base´e sur les mode`les de
me´lange. Ce choix permet d’e´viter le proble`me d’explo-
sion combinatoire inhe´rente aux proble`mes de regroupe-
ment de donne´es et convient bien a` la nature incre´mentale
de la taˆche. Les affectations des donne´es aux classes sont
flexibles et permettent une e´volution souple des partitions
au fur et a` mesure de l’ajout de nouvelles donne´es. Plus
pre´cise´ment, la technique pre´sente les caracte´ristiques sui-
vantes :
1. la recherche des e´pisodes ge´o-temporels est base´e
sur un crite`re statistique (la vraisemblance comple´te´e
inte´gre´e) pre´sentant de bonnes proprie´te´s pour notre
objectif (de´termination de la complexite´ du mode`le,
robustesse face aux donne´es non gaussiennes et ges-
tion des petits e´chantillons) ;
2. l’algorithme est incre´mental. Une proce´dure de re-
cherche, base´e sur l’algorithme EM et des tests de fu-
sions et divisions de composantes, permet d’e´viter de
mauvais optima locaux du crite`re et de mettre a` jour
les partitions (en particulier le nombre de classes) ;
3. la classification hie´rarchique est construite de bas en
haut et mise a` jour localement ;
4. dans toutes ces phases, nous e´vitons de fixer des pa-
rame`tres critiques arbitrairement
Ce papier est organise´ comme suit. La section 2 propose
un bref e´tat de l’art sur la question que nous traitons. La
section 3 de´taille notre proposition : la mode´lisation pro-
babiliste et sa phase d’optimisation associe´e et le proces-
sus de construction de la classification hie´rarchique sont
pre´sente´s. La section 4 fournit des re´sultats expe´rimentaux.
Et enfin, la section 5 re´sume nos travaux et propose
quelques perspectives.
2 Etat de l’art
L’exploration par la date ou le lieu des images d’une collec-
tion personnelle est propose´e par de nombreux logiciels (le
syste`me Microsoft World Wide Media eXchange, Picasa
”hello” (www.hello.com), Cognima (www.cognima.com)).
Ne´anmoins aucun ne propose d’organisation automatique
des images, celles-ci devant eˆtre organise´es manuellement.
Que le processus d’organisation soit manuel ou automa-
tique (avec des erreurs possibles) est encore sujet a` de´bat
[12]. Nous pensons que l’automatisation de cette taˆche est
be´ne´fique, notamment dans le cas ou` le nombre d’images
devient assez grand.
Parmi les me´thodes automatiques existantes, l’information
temporelle est un crite`re d’organisation pertinent : il est fa-
cilement interpre´table et disponible. La segmentation tem-
porelle est propose´e dans [9, 10, 15], ou` les changements
d’e´ve´nements sont de´tecte´s incre´mentalement. Des limites,
fixe´es manuellement, de´finissent la notion de changement
d’e´ve´nements. La structuration temporelle peut aussi eˆtre
combine´e avec le contenu des images [3, 10] ou les ca-
racte´ristiques de la prise de vue de l’image [6] (focale,
temps d’exposition,. . .). La structuration base´e sur le lieu
est propose´e dans [8], mais en mesurant continuellement
les de´placements de l’utilisateur dans le temps (plutoˆt que
des lieux d’acquisition d’images ponctuelles). Des parti-
tions sont extraites a` plusieurs niveaux de de´tails, base´s
sur un mode`le de trajectoire parame´trique. On tente ainsi
de re´cupe´rer des e´pisodes temporels et des lieux signifi-
catifs. Les travaux re´cents de´crits dans [1] proposent des
techniques d’organisation automatiques, mais contribuent
surtout aux me´canismes d’exploration.
Le travail le plus proche de notre article, de´crit dans [13],
organise une collection d’images hie´rarchiquement, en se
basant sur la date et le lieu. Leur proposition est base´e sur
une se´rie de re`gles de´rive´es des attentes des utilisateurs.
Bien que ces re`gles soient judicieuses, elle semble im-
pliquer plus de re´glages arbitraires que notre proposition,
ou`, par exemple, les distances inter-e´ve´nements sont ap-
prises automatiquement. De plus, leur technique n’est pas
incre´mentale. Un syste`me incre´mental nous semble indis-
pensable pour toujours garder une organisation de la col-
lection sans que l’utilisateur soit sollicite´. Notre algorithme
pre´sentant une complexite´ nettement plus faible que ceux
utilise´s pour afficher des vide´os sur des mobiles, il est ainsi
possible de l’exe´cuter en taˆche de fond en permanence sur
ce type de plate-forme.
3 Technique propose´e
Nous formulons la recherche de structure hie´rarchique
ge´o-temporelle comme une taˆche de classification non-
supervise´e. Deux classifications hie´rarchiques distinctes
sont construites pour les e´ve´nements temporels et les lieux,
respectivement a` partir des me´tadonne´es temporelles et
spatiales. Le meˆme algorithme est employe´ dans ces deux
espaces, inde´pendamment. L’utilisateur a ensuite la pos-
sibilite´ de combiner les deux partitions pour parcourir
sa collection, en fonction des souvenirs qu’il lui reste
des e´ve´nements recherche´s. Alternativement, nous avons
propose´ dans [14] une combinaison des partitions (non
hie´rarchiques) temporelle et spatiale en une partition hy-
bride ge´o-temporelle.
3.1 Mode´lisation et crite`re d’optimisation
Mode`le de me´lange. Nous optons pour une approche
base´e sur les mode`les de me´lange, les mode`les probabi-
listes permettant d’obtenir les classes et les affectations
des donne´es aux classes. Ce dernier point est pertinent
pour notre aspect incre´mental, puisque les affectations
des donne´es aux classes sont flexibles et peuvent e´voluer
facilement lorsque l’ajout de nouvelles donne´es dans la
classification sugge`re une reconside´ration de la structure
pre´ce´demment trouve´e.
Les donne´es D (soit les lieux (x, y) ou les dates t) sont
ainsi suppose´es eˆtre ge´ne´re´es ale´atoirement a` partir d’une
distribution de densite´ :
p(D) =
K∑
k=1
pk.N (D|µk,Σk) (1)
ou` les probabilite´s pk sont les proportions de me´langes et
N (D|µ,Σ) est une distribution gaussienne de centre µ et
de covariance Σ.
Dans le cadre des mode`les de me´lange, un bon crite`re
de comparaison entre plusieurs hypothe`ses de classifica-
tion ayant un nombre diffe´rent de classes est la vraisem-
blance comple´te´e inte´gre´e (ICL) [2]. En comparaison avec
le crite`re BIC approximant la vraisemblance marginalise´e
des donne´es, ce crite`re optimise conjointement la vraisem-
blance des donne´es et les labels inconnus z d’affectations
des donne´es au mode`le. L’introduction de ces variables
auxiliaires permet de prendre en compte la qualite´ de la
partition lors de l’estimation des parame`tres. Pour une hy-
pothe`se Hk, le crite`re ICL est de´fini par :
p(D,Z|HK) =
∫
p(D,Z|ΘK ,HK)p(ΘK |HK)dΘK
(2)
ou` ΘK = (θ1, . . . , θK) est le vecteur de parame`tres de HK
et θi = (pi, µi,Σi), 1 ≤ i ≤ K. Une approximation de (2)
est de´finie par :
ICL = −ML+ νK log(n)
2
−
K∑
k=1
n∑
i=1
tik · log(tik) (3)
ou` ML est la log-vraisemblance du mode`le de me´lange
optimise´, νK est le nombre de parame`tres libres du mode`le
a` K composantes, n est le nombre de donne´es et tik est la
probabilite´ a` posteriori pour une observation i d’avoir pour
origine la composante k. Les tik sont en fait les espe´rances
des affectations binaires probabilise´es zik. En pratique, les
zik sont de´termine´s pendant l’e´tape E de l’algorithme EM,
de´crit dans la suite.
L’expression (3) est une variation du crite`re BIC : le terme
de droite ajoute´ a un comportement entropique et favorise
les classes bien se´pare´es [2]. Il permet d’ame´liorer l’apti-
tude de ce crite`re pour identifier correctement les classes
non gaussiennes, souvent rencontre´es dans notre contexte.
La complexite´ de l’optimisation de ce crite`re est mode´re´e,
compare´e a` l’estimation de mode`les de me´lange de´finis
comme robuste face aux donne´es non gaussiennes (par
exemple le mode`le de me´lange de Student).
Il est fre´quent qu’une classe soit assigne´e a` un petit
e´chantillon de donne´es, entraıˆnant une mauvaise estimation
de sa covariance. Nous traitons le proble`me en introduisant,
a` l’e´tape M de l’algorithme EM, des estimations de cova-
riances re´gularise´es calcule´es a` partir des espe´rances des
distributions a` posteriori des matrices de covariances ini-
tiales (utilisant les mode`les a` priori conjugue´s de Gamma
pour le temps (une dimension) et de Wishart pour le lieu
(deux dimensions)).
Contrairement a` [13], toutes les proprie´te´s recherche´es de
l’approche sont fournies par un mode`le probabiliste et un
crite`re d’optimisation, plutoˆt qu’une se´rie de re`gles arbi-
traires.
Optimisation du crite`re propose´. La recherche de parti-
tions de donne´es incre´mentale suppose de pouvoir modifier
facilement l’affectation des donne´es aux classes et d’ajus-
ter le nombre de composantes en fonction des nouvelles
donne´es. Notre proposition consiste a` utiliser la partition
obtenue au temps t comme initialisation de l’optimisation
du crite`re ICL pour la partition a` t+1 : cela garantit la sta-
bilite´ de la partition au cours du temps et facilite ainsi son
exploration par l’utilisateur.
L’algorithme Expectation-Maximization (EM) [4] permet
d’optimiser localement le crite`re ICL a` un nombre constant
de composantes. Il se de´compose en deux e´tapes, l’e´tape E,
dans laquelle les probabilite´s d’affectation des donne´es a`
chaque composante sont calcule´es, conditionnellement aux
parame`tres des mode`les, et l’e´tape M, dans laquelle les pa-
rame`tres des mode`les sont estime´s en se basant sur l’esti-
mation courante des affectations des donne´es aux mode`les.
Il reste deux proble`mes a` re´soudre :
– l’e´volution du nombre de composantes ;
– l’optimisation du crite`re ICL (e´quation 3) : l’utilisateur
prenant ge´ne´ralement ses images par paquets, le flux de
donne´es ne peut pas eˆtre mode´lise´ comme une se´rie de
donne´es inde´pendantes. De plus grands efforts de re´-
organisation des classes sont ainsi ne´cessaires que si les
donne´es e´taient totalement inde´pendantes. Par exemple,
au fur et a` mesure que les donne´es du meˆme lieu sont
ajoute´es, les classes sont optimise´es localement sur ce
lieu spe´cifique et peuvent eˆtre ainsi plus difficiles a` mo-
difier si un nouveau lieu apparaıˆt. L’optimisation au
cours du temps est ainsi de´licate et des minima locaux
sont souvent obtenus si seul un algorithme EM classique
Algorithme 1 algorithme d’optimisation
1. ajout d’une nouvelle donne´e dans l’ensemble D
Ite´rer l’algorithme EM, initialise´ avec le mode`le obtenu apre`s l’ajout de la nouvelle donne´e pre´ce´dente.
Soit ICL1 le crite`re ICL obtenu a` la convergence et M1 le mode`le correspondant.
2.phase de division : ordonner les candidats {S1, . . . , Sd} a` diviser selon le crite`re (5).
pour les α premie`res composantes ordonne´es par entropie de´croissante (pratiquement α = 5) faire
- diviser la composante et mettre a` jour le mode`le a` partir de M1
- ite´rer l’algorithme EM jusqu’a` convergence. On obtient un mode`le M2 avec un crite`re ICL2
si ICL2 < ICL1 alors
M1 ←M2, ICL1 ← ICL2 et aller a` l’instruction 2
finsi
fin pour
3.phase de fusion : ordonner les paires de composantes a` la fusion en fonction du crite`re (4).
pour les α premie`res composantes ordonne´es selon une distance croissante de Mahalanobis (pratiquement α = 5) faire
- fusionner les composantes et mettre a` jour le mode`le a` partir de M1
- ite´rer l’algorithme EM jusqu’a` convergence. On obtient un mode`le M2 avec un crite`re ICL2
si ICL2 < ICL1 alors
M1 ←M2, ICL1 ← ICL2 et aller a` l’instruction 3
finsi
fin pour
est utilise´.
Nous proposons de traiter ces difficulte´s comme suit. Notre
proce´dure d’optimisation permet des sauts locaux dans
l’espace des parame`tres en appliquant des fusions et divi-
sions de composantes. Ceci diffe`re de la proposition [17],
celle-ci ne pre´sentant pas d’aspect incre´mental et gardant
le nombre de composantes constant. On alterne ainsi les
phases de recherche semi-locale avec des ite´rations de l’al-
gorithme EM, jusqu’a` convergence. Les deux e´tapes per-
mettent de minimiser le crite`re ICL et servent le meˆme ob-
jectif : e´viter les minima locaux et permettre l’e´volution du
nombre de composantes au cours du temps.
Crite`res de fusion et de division :
Le nombre de possibilite´s de fusions et divisions e´tant
e´leve´, nous proposons des crite`res pour ordonner les candi-
dats, les crite`res propose´s dans [17] n’e´tant pas pertinents
dans le cas de petit e´chantillons. Nous proposons ainsi de
se baser sur la distance de Mahalanobis pour ordonner les
candidats a` la fusion :
Jmerge(i, j,Θ) = min{D(µi,Σi, µj),
D(µj ,Σj , µi)}
(4)
ou` D(µj ,Σj , µi) = (µi − µj)T · Σ−1j · (µi − µj).
Le crite`re de division est base´ sur l’entropie des af-
fectations des donne´es aux composantes de´finie par (5).
Une composante avec une entropie forte sugge`re que ses
donne´es sont aussi associe´es avec d’autres composantes
proches.
Jsplit(k,Θ) = −
n∑
i=1
tik · log(tik) (5)
Initialisation des parame`tres :
Les parame`tres initiaux d’une composante de parame`tre θi′
re´sultant d’une fusion de deux composantes i et j de pa-
rame`tres θi et θj sont de´finis par :
pi′ = pi+pj et [µi′ Σi′ ]T =
pi[µi Σi]T + pj [µj Σj ]T
pi + pj
(6)
Pour une division d’une composante θk en deux compo-
santes θj′ et θk′ :
pj′ = pk′ =
pk
2
, µj′ = µk + ², µk′ = µk − ² (7)
Σj′ = Σk′ = det(Σk)(1/d)/Id (8)
ou` ² est un vecteur de faible norme coline´aire au vec-
teur propre de Σk de plus grande valeur, det(Σ) est le
de´terminant de Σ et Id est la matrice d’identite´ de dimen-
sion d (d = 1 ou 2 respectivement pour les donne´es tem-
porelles et spatiales).
Proce´dure d’optimisation
Quand une nouvelle donne´e est ajoute´e, notre algorithme
incre´mental commence d’abord par tester plusieurs divi-
sions de composantes, suivies de fusions de composantes.
Chaque test est accompagne´ d’ite´rations de l’algorithme
EM. Si le crite`re ICL est ame´liore´ lors d’un test, on re-
tient le nouveau mode`le. Dans ce cas, la liste des candidats
a` diviser et fusionner est recalcule´e et les tests re´-ite´re´s.
L’approche propose´e est un compromis entre la recherche
locale dans l’espace des parame`tres des mode`les et le couˆt
de calcul. Celui-ci est lie´ au niveau de la re-structuration de
la partition apre`s l’ajout d’une nouvelle donne´e, qui reste
ge´ne´ralement faible.
3.2 Algorithme hie´rarchique
Principes ge´ne´raux. Quand on parcourt une collec-
tion de plusieurs centaines d’images, il peut eˆtre utile
d’organiser hie´rarchiquement les composantes temporelles
et spatiales trouve´es pre´ce´demment. Une telle organisa-
tion est aussi pertinente pour parcourir une collection
d’images sur un terminal mobile. Cette section de´crit notre
proposition pour construire une hie´rarchie de mode`les
de me´lange. Comme pre´ce´demment, l’arbre est construit
incre´mentalement : sa structure e´volue en fonction de
l’ajout des nouvelles donne´es.
Un algorithme hie´rarchique de mode`les de me´lange a e´te´
de´crit dans [5], mais n’est pas incre´mental et fournit des
arbres binaires. Notre contribution consiste ainsi a` :
– introduire une nouvelle proce´dure pour mettre a` jour la
hie´rarchie, de´taille´e dans le paragraphe suivant ;
– garantir la qualite´ de l’arbre. Une fois l’arbre binaire
construit, on fait une se´lection sur les niveaux de l’arbre,
afin d’e´viter les niveaux redondants et ininte´ressants.
Encore une fois, le crite`re ICL fournit une solution
adapte´e. La figure 2 de´crit ce processus de se´lection. En
proce´dant de la racine vers les feuilles, nous cherchons
des minima locaux du crite`re ICL dans l’espace des par-
titions obtenues a` chaque niveau de l’arbre binaire. Ces
minima correspondent a` des hypothe`ses de classification
plausibles.
Procedure de mise a` jour de l’arbre. L’ide´e est de pro-
pager les nouvelles donne´es a` partir de la racine jusqu’aux
feuilles, en mettant a` jour chaque niveau de l’arbre et en ne
re´organisant entie`rement que les sous-arbres ou` des modifi-
cations importantes ont lieu. Au fur et a` mesure que la nou-
velle donne´e descend dans l’arbre, notre algorithme d’opti-
misation (section 3.1) permet de de´tecter a` quel niveau une
modification des partitions a lieu.
L’algorithme, quand il ope`re a` un niveau diffe´rent du ni-
veau des feuilles, doit permettre une e´volution flexible
des classes (en permettant des fusions et des divisions),
mais sans glisser vers un minimum local correspondant a`
une partition de´ja` existante dans un niveau plus fin de la
hie´rarchie. Cela est pris en compte en utilisant la proce´dure
suivante. Tout d’abord, on de´finit une composante comme
modifie´e si l’ensemble de ses donne´es associe´es est modifie´
apre`s l’ajout d’une nouvelle donne´e et la mise a` jour avec
notre algorithme 1. La mise a` jour d’un noeud q consiste
a` (1) reconstruire le mode`le de me´langes associe´ a` ses fils
(note´ cq), (2) appliquer notre algorithme d’optimisation, en
limitant le nombre de divisions a` 1, afin d’e´viter de glisser
vers une partition existante dans un niveau infe´rieur de la
hie´rarchie. Cette e´tape permet de de´terminer si l’introduc-
tion de la nouvelle donne´e entraıˆne la re-structuration du
noeud mis a` jour. Suivant les modifications obtenues, nous
appliquons une de ces re`gles :
1. si la nouvelle donne´e est associe´e a` une composante
non-modifie´e q′ ∈ cq , le sous-arbre de racine q′ est
mis a` jour ;
2. si la nouvelle donne´e est associe´e a` une nouvelle com-
posante q′, on ajoute la composante q′ a` l’ensemble
cq ;
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FIG. 2 – Selection de niveaux correspondant a` un mini-
mum local du crite`re ICL :la figure (a) repre´sente la courbe
du crite`re ICL obtenu a` chaque niveau de l’arbre binaire
repre´sente´ par la figure (b). Les rectangles gris indiquent
les niveaux se´lectionne´s. Quand un optimum est trouve´ a`
un niveau donne´, nous cherchons d’autres minima locaux
dans chaque sous-arbre a` partir de ce niveau.
3. si la nouvelle donne´e est associe´e a` une composante
modifie´e, cela implique une re-structuration plus im-
portante des donne´es. Les diffe´rentes e´tapes sont :
- se´lectionner les feuilles des noeuds modifie´s et mise
a` jour du mode`le obtenu avec l’algorithme 1 ;
- reconstruction d’un arbre binaire t selon la me´thode
de´crite dans [5] a` partir des feuilles mises a` jour et des
noeuds non-modifie´s appartenant a` cq ;
- optimisation de l’arbre t avec notre se´lection de ni-
veaux (figure 2) ;
- mise a` jour de l’arbre avec le nouveau sous-arbre.
La figure 1 pre´sente un exemple de mise a` jour de l’arbre.
Une proprie´te´ inte´ressante de notre algorithme est que les
proprie´te´s de l’arbre (nombre de fils par noeud, . . .) sont
automatiquement de´termine´es par notre algorithme, au lieu
d’eˆtre de´finis par des parame`tres arbitraires. Le couˆt de cal-
cul de mise a` jour reste mode´re´ puisque nous mettons a` jour
seulement les sections approprie´es de l’arbre.
4 Re´sultats expe´rimentaux
Nous proposons des classifications hie´rarchiques spatiale
et temporelle obtenues avec notre technique, a` partir d’une
construit
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(division et fusion
de composantes)
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noeud non−modifié
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sélection des niveaux avec le critère ICL
mise à jour de l’arbre principal
racine
noeud modifié
FIG. 1 – Exemple d’une mise a` jour de la hie´rarchie avec une nouvelle donne´e : nous ajoutons une nouvelle donne´e par
la racine, reconstruisons le mode`le croot et appliquons notre algorithme d’optimisation du crite`re ICL. Dans cet exemple,
aucune composante n’est modifie´e et la nouvelle donne´e est affecte´e a` la composante non modifie´e q. La mise a` jour est donc
propage´e a` ce noeud. Nous reconstruisons donc le mode`le cq et appliquons notre algorithme d’optimisation du crite`re ICL. La
figure 1 montre les noeuds modifie´s et non-modifie´s obtenus. Nous supposons ici que la nouvelle donne´e est associe´e a` une
composante modifie´e. Nous re´cupe´rons les feuilles des noeuds modifie´s et nous appliquons notre algorithme d’optimisation
(figure 2). Une arbre binaire est ensuite reconstruit avec [5] a` partir des feuilles mises a` jour et des noeuds non-modifie´s
(figure 3), et les niveaux pre´sentant un minimum local du crite`re ICL sont se´lectionne´s. La figure 4 pre´sente le nouveau
sous-arbre obtenu. Enfin, l’arbre principal est mis a` jour en remplac¸ant le sous-arbre de racine q par le sous-arbre obtenu
pre´ce´demment. Notons que les fils des noeuds non-modifie´s appartenant a` cq sont conserve´s.
collection re´elle personnelle compose´es de 721 images
prises sur une dure´e de trois ans. L’utilisateur a pris
les images essentiellement en France, mais aussi au Ca-
nada, en Turquie et aux USA. Les me´tadonne´es tempo-
relles e´taient directement incluses par l’appareil photogra-
phique dans chaque image (me´tadonne´es EXIF) et le lieu
a e´te´ rajoute´ manuellement en fonction des coordonne´es
re´elles. Les figures 3 et 4 pre´sentent respectivement les
me´tadonne´es temporelles et spatiales.
Nous examinons tout d’abord la structure temporelle obte-
nue. La figure 5 montre les diffe´rents arbres obtenus apre`s
l’ajout de 300, 450, 600 et de toutes les images. L’arbre
final est repre´sente´ par la figure 5(d).
L’arbre obtenu est compose´ de 4 niveaux et est bien
e´quilibre´. Le nombre de fils par noeud varie entre 2 et 14.
Sur la figure 5, la classification obtenue croıˆt en largeur et
en profondeur au fur et a` mesure que l’on rajoute de nou-
velles images. La stabilite´ de l’arbre au cours du processus
de classification est correcte ; les arbres obtenus pre´sentent
des similarite´s (carre´s en pointille´s). Seule une minorite´
d’images implique une se´rieuse re-structuration de l’arbre.
La figure 6 pre´sente des partitions obtenues a` diffe´rent ni-
veaux de notre arbre. La figure 6(a) montre le niveau le
plus ge´ne´ral. Toutes les composantes sont bien de´limite´es
et fournissent un bon re´sume´ de la collection. Les com-
posantes 2, 3 et 4 de la figure 6(a) sont respectivement
de´taille´es par les figures 6(d), (b) et (c). Les fils des compo-
santes 4 et 3 fournissent des partitions bien de´finies puisque
les e´ve´nements temporels sont bien mis en valeur. Pour
la composante 2, les e´pisodes sont correctement trouve´s
mais on peut noter une sur-segmentation, par exemple les
groupes 2.9 et 2.10, due certainement a` une trop grande
vraisemblance des petits e´chantillons associe´s a` une com-
posante.
Nos premie`res expe´riences ont consiste´ a` classer direc-
tement l’ensemble des me´tadonne´es spatiales mais les
re´sultats obtenus e´taient peu pertinents a` cause des ca-
racte´ristiques particulie`res des donne´es. L’utilisateur prend
souvent des images sur un meˆme lieu et cela entraıˆne
des groupes compactes souvent concentre´s en un point.
Nous obtenions ainsi des arbres compose´s d’un seul niveau
(la racine et directement des feuilles) ou` chaque feuille
repre´sentait un lieu de la collection. Notre algorithme ne
re´ussissait pas a` obtenir un bon re´sume´ des lieux de la col-
lection a` cause de la structure particulie`re des donne´es.
Pour re´gler ce proble`me, nous avons de´cide´ de re´sumer les
me´tadonne´es spatiales en ne conservant qu’une seule va-
leur de chaque coordonne´e distincte (x, y). Ainsi une co-
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FIG. 3 – Me´tadonne´es temporelles de la collection. Chaque
point repre´sente la me´tadonne´e temporelle d’une image.
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FIG. 4 – Me´tadonne´es spatiales de la collection. Chaque
point repre´sente la me´tadonne´e spatiale d’une image. No-
tons que les donne´es sont souvent concentre´es en un seul
point (images prises sur un meˆme lieu).
ordonne´e (x, y) peut repre´senter plusieurs images. Cette
e´tape rame`ne a` 135 le nombre de lieux/images distinct(e)s
a` classer.
Les figures 7 et 8 montrent respectivement la classification
hie´rarchique spatiale et des exemples de partitions obte-
nues a` diffe´rents niveaux.
L’arbre obtenu est compose´ de 3 niveaux et le nombre de
fils par noeud reste mode´re´, variant de 2 a` 6. Le niveau le
plus ge´ne´ral est pre´sente´ dans la figure 8(a), et la figure
8(b) est un zoom sur les composantes 1, 2 et 3. Les compo-
santes sont distinctes et compactes ce qui est conforme aux
caracte´ristiques des donne´es. Notre algorithme d’optimi-
sation a` tendance a` regrouper les donne´es isole´es, comme
on peut le voir avec la composante 3. Cet aspect peut eˆtre
ne´anmoins pertinent pour ensuite parcourir la collection
(regroupement des lieux isole´s adjacents). Les fils des com-
posantes 2 et 7 sont respectivement pre´sente´s dans les fi-
gures 8(d) et (c). Les deux classifications sont pertinentes
puisque les groupes semblent visuellement justifie´s.
Afin d’e´valuer pratiquement les classifications
hie´rarchiques obtenues, nous utilisons la meˆme heu-
ristique que [13], la pre´cision et le rappel :
pre´cision =
limites de´tecte´es correctement
total des limites de´tecte´es (9)
rappel =
limites de´tecte´es correctement
total des limites re´elles (10)
L’utilisateur a classe´ manuellement ses images en 58
e´pisodes temporels. Nous avons note´ qu’il regroupait
ge´ne´ralement des images de vacances ou des images
isole´es successives dans un meˆme groupe (meˆme si le
groupe obtenu se de´roule sur plusieurs semaines). Pour
comparer avec notre re´sultat, nous avons re´cupe´re´ toutes
les feuilles de notre classification temporelle pour obte-
nir la classification la plus de´taille´e. Elle est compose´e de
107 classes et nous avons obtenu 57 limites correctes :
rappel = 98%. Nous avons ainsi re´ussi a` retrouver les
diffe´rents e´ve´nements de la collection. Puisque nous four-
nissons des classifications hie´rarchiques, nous ne calculons
pas la pre´cision a` partir de la partition des feuilles. Nous
proposons de ve´rifier dans l’arbre temporel si les feuilles
sont correctement regroupe´es dans un sous arbre approprie´
(si tous les groupes obtenus manuellement sont repre´sente´s
par un noeud de l’arbre). Nous avons retrouve´ 50 e´pisodes
correctement de´fini dans notre arbre : pre´cision = 86%.
Les erreurs sont dues aux vacances ou aux images isole´es
successives classe´es dans des feuilles se´pare´es.
L’utilisateur a divise´ sa collection en 25 lieux diffe´rents. Le
nombre e´leve´ de feuilles dans notre arbre est duˆ essentiel-
lement a` des images prises lors de balades, qui entraıˆnent
de nombreuses classes. Nous avons ne´anmoins retrouve´ 23
lieux correctement regroupe´s dans des noeuds distincts de
notre arbre spatial. Nous avons ainsi retrouve´ les diffe´rents
lieux de la collection. Deux erreurs subsistent : une feuille
regroupe deux lieux proches et un lieu est divise´ dans
deux feuilles diffe´rentes. Cette dernie`re erreur est due a` des
images prises lors d’une balade, ou` les donne´es pre´sentent
peu de structures. La hie´rarchie obtenue est correcte, les
noeuds e´tant facilement interpre´tables. Par exemple, la
composante 2 repre´sente les diffe´rents lieux pertinents dans
la ville de l’utilisateur tandis que la composante 1 regroupe
les lieux aux alentours.
La complexite´ de notre algorithme peut eˆtre e´value´e
comme suit. Pendant la construction de notre classifica-
tion temporelle, l’algorithme agglome´ratif permettant de
re´ge´ne´rer un arbre binaire a e´te´ appele´ dans 25% de cas, et
pour chaque cas concernait en moyenne 27% des donne´es.
Pour la classification spatiale, il a e´te´ appele´ dans 59% des
cas, et concernait pour chaque cas en moyenne 29% des
donne´es (pour les premie`res donne´es du flux, l’algorithme
agglome´ratif est souvent appele´ a` cause du manque de sta-
bilite´ dans les partitions).
5 Conclusion
Ce papier propose une technique d’organisation d’une col-
lection d’images personnelles acquises sur un appareil mo-
bile, a` partir des me´tadonne´es temporelle et spatiale. Le
choix de ces me´tadonne´es est motive´ par leur disponibilite´
et leur bonne interpre´tation par les utilisateurs. D’autres
crite`res, par exemple sur le contenu de l’image, peuvent
bien sur eˆtre utilise´s en conjonction avec ces me´tadonne´es.
La contribution de ce papier est une technique de clas-
sification automatique, limitant les parame`tres arbitraires
1 2 3 4 5
FIG. 5 – Classification hie´rarchique temporelle obtenue apre`s 300 (a), 450 (b), 600 (c) et 721 (d) donne´es. La classification
croit en largeur et en profondeur au fur et a` mesure que l’on rajoute de nouvelles donne´es. Les rectangles en pointille´s
indiquent les sections des arbres similaires. Les noeuds sur (d) sont nume´rote´s arbitrairement et correspondent a` une classe
de la figure 6.
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FIG. 6 – Exemple de partitions obtenues dans la classification hie´rarchique temporelle. Chaque nume´ro fait re´fe´rence a` un
noeud de l’arbre pre´sente´ dans la figure 5(d). Les lignes verticales repre´sentent les limites entre les composantes et les points
indiquent les me´tadonne´es temporelles. La figure (a) repre´sente le niveau le plus ge´ne´ral de notre classification, et les figures
(b), (c) et (d) montrent respectivement les fils des composantes 3, 4 et 2. Les partitions obtenues pre´sentent en ge´ne´ral des
composantes distinctes avec des limites visuellement justifie´es. On note aussi une sur-segmentation des donne´es, par exemple
les composantes 2.9 et 2.10.
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FIG. 7 – Classification hie´rarchique spatiale : l’arbre obtenu est bien e´quilibre´ et le nombre de fils par noeud varie entre 2 et
6. Le niveau le plus ge´ne´ral est pre´sente´ dans la figure 8(a). Les nume´ros des noeuds correspondent aux composantes de la
figure 8.
ZOOM
FIG. 8 – Exemple de partitions obtenues dans la classification spatiale hie´rarchique : Chaque nume´ro fait re´fe´rence a` un
noeud de l’arbre pre´sente´ dans la figure 7. Les points sont les me´tadonne´es spatiales et les polygones englobants repre´sentent
l’association des donne´es aux composantes selon le crite`re maximum a` posteriori. Les fle`ches indiquent les liens de parente´s
entre les partitions. La figure (a) pre´sente le niveau le plus ge´ne´ral de la classification et la figure (b) est un zoom sur cette
partition. Les figure (c) et (d) sont respectivement les fils des composantes 7 et 2.
critiques et de´pendant ainsi seulement de la structure des
donne´es. Le principe est de construire progressivement une
hie´rarchie de mode`le de me´langes en fonction de l’ajout de
nouvelles images dans la collection. Le crite`re ICL main-
tient une de´finition uniforme de la qualite´ des partitions. La
technique est aussi relativement robuste face aux classes
non-gaussiennes et aux petits e´chantillons. Notons que le
temps de calcul de notre algorithme incre´mental est dis-
tribue´ dans le temps (sur plusieurs jours) comme une taˆche
de fond, consommant ainsi peu de ressources compare´ a`
d’autres activite´s sur le terminal mobile. Les classifications
obtenues sont ensuite de´die´es a` une interface pour parcou-
rir la collection sur un mobile. Nous e´tudions en ce mo-
ment un moyen de combiner les partitions temporelles et
spatiales en une seule partition hybride, afin de simplifier
le parcours de la collection sur un appareil mobile.
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