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A Biomimetic SANET Middleware
Infrastructure for Guiding and Maneuvering
Autonomous Land-Yacht Vessels
Christopher Chiu and Zenon Chaczko
Abstract. This chapter elaborates an approach of guiding land-yachts according to
a predefined maneuvering strategy. The simulation of the path as well as the con-
troller scheme is simulated for a sailing strategy (tacking), where the scheme of
the resultant path and the sailing mechanism is driven using Sensor-Actor Network
(SANET) middleware infrastructure. The addition of obstacle avoidance and detec-
tion heuristics aids in the guiding process. By incorporating SANETs in the sailing
craft, a range of sensory mechanisms can be employed to monitor and handle local
obstacles in an effective manner, while data collated from the sensory environment
can be transmitted to a base station node for monitoring conditions from a holistic
dimension.
Keywords: Biomimetic Methodologies, Spring Tensor Analysis, Software Middle-
ware, Autonomous Sailing Systems, Wireless Sensor Networks (WSN), Sensor Ac-
tor Networks (SANET).
11.1 Introduction
Autonomous vehicles using flow-based propulsion have been examined by Jouffroy
[8] as a means to provide efficient navigation and control in variable conditions. A
particular concern is that the control strategies necessary to assess stability and per-
formance [8] cannot be solved using traditional Artificial-Intelligence techniques.
Given the progression of technology advances in Sensor Actor Network (SANET)
technologies [12], a distributed control approach using SANETS combined with sail-
ing kinematics for path coordination and neural networks for obstacle avoidance can
be embedded within the embedded system for monitoring and control [2].
In this chapter, a multi-paradigm approach is employed to monitor the environ-
mental surrounds of the vessel, while control aspects assist in sailing maneuvers and
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trajectory planning. The use of a unified middleware framework to implement the
controller functionality enables a uniform methodology to coordinate multiple sail-
ing vessels; as well as provide localized awareness of vessels in the vicinity of a lo-
calized regional zone [2]. As the vessel navigates to its desired destination, real-time
feedback of obstacles allows the SANET infrastructure to map the global terrain for
the benefit of all vessels active in the environment [5]. This distributed approach to
obtain a complete environmental map of the vessel’s surroundings, provides redun-
dancy in the situation where Global Positioning System (GPS) navigation signals
are unavailable, or in the instance of outdated or unobtainable terrain maps of the
region [2].
11.2 A Sailing Vessel as a Actor-Based Process
The actor-based paradigm, as elaborated by Rao and Georgeff [13], has been em-
ployed to incorporate the rule-sets for the sailing path maneuvers, and the tensor-
analysis heuristics to incorporate obstacle avoidance [11]. In this system design,
each software actor is associated with the sensors incorporated into the sailing craft
(including the anemometer, GPS navigation sensor and ultrasonic detection sen-
sors), and the motor controller mechanisms (to regulate steering and manipulate sail
orientation). A core actor will represent the craft itself, such that a hierarchical struc-
ture of actor responsibilities exists within the sailing vessel model. The actor-based
characteristics defined in the model are elaborated as follows [2]:
• Centralized gateway: To aggregate statistical data from all sailing crafts in a
predefined region, and coordinate scheduled activities by the administrator or
coordinator user:
– Weather forecasting: Weather monitoring data collected from all sailing craft
actors, along with meteorological data imported from external data sources;
assist in forecasting potential low-pressure formations that would affect tra-
jectory path planning.
– Terrain mapping: Obstacle data accumulated from the crafts can be geo-
tagged in a global map, thus allowing for the new mapping of undefined terrain
or refreshing existing terrain maps for future expeditions.
• Sailing vessel: To incorporate various sensor data via a multi-modal approach
[8, 9], communicate with neighboring vessels in a peer-to-peer fashion, and cen-
tralized gateway exchanges for collaborative data exchange [2]:
– Anemometer and barometer: Wind direction and Speed distribution moni-
toring, along with atmospheric pressure measurement will monitor localized
weather patterns and predict short-term weather forecasts.
– Global positioning system: Satellite Navigation system to provide accurate
positioning of vessels relative on Earth’s coordinates; with sailing vessels in-
corporating GPS sensors are designated as anchor node vessels.
– Ultrasonic and infra-red sensors: For close-proximity obstacle detection so
preemptive path navigation can be established; additionally vessels can in-
corporate digital video capture with embedded machine vision algorithms for
enhanced obstacle recognition.
Harnessing the land yacht control dynamics as elaborated by Jouffroy [8], the pur-
pose of the chapter is to examine the coordination of multiple craft irrespective of the
environmental terrain. The coordination and control of autonomous systems have its
origins in autonomous robotic control [12, 14], with the customization in place to
account for land yacht kinematic parameters. The main study of investigation is to
determine what optimum method can be used to steer a fleet of craft in uncertain
conditions.
11.3 Heuristic Analysis for Autonomous Sailing Craft
Land-yachts by their nature need to perform complex maneuvers due in part to their
main method of propulsion being a sail [6, 15]. This is of particular consequence
especially when the craft needs to travel in the direction of the wind, because the
vehicle quickly loses propulsion [9]. This no-sailing angular zone is resolved by ma-
neuvering in a zig-zagged direction of the wind, where each angular turn of direction
in the zig-zag formation is known as a tack [7]. The motion planning required for
a tacking maneuver is important, because of the potential for competing interests
between sailing in a safe manner to maintain propulsion, and trying to maintain a
minimum trajectory [2].
The reason is because to ensure that a direct sailing path is made to the destina-
tion when traveling in the direction of the wind, the tack’s angle should be made at
the angle closest to the no-sailing zone [10, 16]. In other words, the zig-zag sailing
formation should be as narrow as possible, but can never achieve an absolute linear
path. However, tacking closer to the no-sailing zone angle also leads to a higher like-
lihood of propulsion loss, and thus stalling the craft. Therefore, an optimum balance
must be made between achieving an optimum sailing trajectory, while simplifying
the number of tacking maneuvers [8].
SANET middleware-based heuristics can be applied when a fleet of autonomously
controlled craft need to be coordinated effectively, with each craft aware of its
surroundings and neighboring vessels utilizing wireless radio-frequency commu-
nication [5, 10]. To develop an effective mechanism for trajectory mapping while
simplifying tacking maneuvers, a trajectory mapping for sailing has been developed
to linearize the trajectory itself. As shown in Figure 18.1 (Left), traditional trajectory
mapping methods rely on local perception to maneuver around its neighbours, such
as neural networks. Such a trajectory path places emphasis on intelligence at the
source, without realizing the bigger picture: that the path can be potentially com-
plex and meandering. By taking a SANET-based approach to the solution, we treat
the environment as a global perception in Figure 18.1 (Right). This means that the
Fig. 11.1. Trajectory Mapping of the Destination Point using: (Left) Localized Awareness;
(Right) Global Perception
neighboring vessels coordinate together to ensure a linearized path can be estab-
lished by the sailing vessel, and final trajectory is executed as a result.
11.3.1 Application of Tensor Analysis for Trajectory Mapping
The method to determine a globalized trajectory mapping method has been in-
spired by protein fluctuation dynamics. As discussed in depth by Lin and Song [11],
the premise of the spring tensor model is to determine conformational changes in
proteins using second-order partial derivatives (Hessian matrices). Conformational
change is the transition of macro-molecular structures in proteins as a result in a
change of acidity, temperature, voltages and so forth. The spring tensor model is
an enhancement of anisotropic modeling and Gaussian modeling methods, as while
the former determines fluctuations of an atom’s direction, the latter is better at deter-
mining the prediction of magnitudes of direction [11]. Thus by combining the two
methodologies, the spring tensor model can be applied to a coordinated land-yacht
system as follows:
• Anisotropic modeling:
The determination of conformational variation or fluctuation in direction bet-
ween elements.
– Adaptation: This is suitable for determining how the interactions between
neighboring land-yachts will result in the degree of directional fluctuation.
The variation of potential direction will indicate what possible directions a
vessel can travel if it is in proximity with a neighboring vessel.
– Meaning: Smaller anisotropic values indicate a smaller potential to alter the
direction, while larger values indicate a larger potential to alter the direction.
• Gaussian modeling:
The determination of conformational variation or fluctuation in magnitude bet-
ween elements.
– Adaptation: This is appropriate to ascertain how interactions between land-
yachts will result in the magnitude or total range of the fluctuation. The vari-
ation of potential magnitude indicates the possible maximum range the vessel
can travel towards if it is in proximity with a neighboring vessel.
– Meaning: Smaller magnitudes values indicate a smaller potential to alter the
distance, while larger magnitudes indicate a larger potential to alter the dis-
tance of the vessel.
In the application of the Spring Tensor Model (STEM) by Lin and Song, the Go-like
potential [2] is considered to take the non-native and native conformations as the
input data [11]; for this instance these values are the difference in the land-yacht’s
Cartesian coordinates between time n and time n+1. These terms are divided into
four terms as shown in the expression in Figure 18.2 (Left). The sum of the first
term, V1, determines the radius of connectivity; the sum of the second term, V2,
determines the bond angle; the sum of the third term, V3, determines the torsional
interaction. What is of interest is examining the final term, V4, that determines non-
local or global interactions.
Y (X ,Y0) = ∑V 1Bonds+∑V 2Angles
+∑V 3Dihedral +∑V 4NonLocal
(1.) The V(X,Y_0) values are sum of radial
lengths, bonding angles and dihedral angles of













(2.) The final non-local contact term is derived
from the Go-like potential as discussed in Lin
and Song’s theoretical work.
V4 =−ε + 120εr2o,i j
(
ri j − r0,i j
)2 (3.) The Taylor expansion of the initial
non-local contact term yields the following
equation, where r_ij and r_0,ij are the










/r2i j (4.) As the focus is on the equilibrium
fluctuations, r_ijis equal or approximately equal
to r_0,ijat equilibrium; thus the derivatives of
V_4can be further simplified as shown.
Fig. 11.2. The Go-like Potential Expression and its Taylor Expansion of the Non-Local Con-
tact Term [11]
The STEM model’s fourth term is of interest as it examines the global interactions
of the elements. The final term, examined in Figure 18.2 (Right), is shown with
its Taylor expansion form. The final non-local derivation is adopted from Lin and
Song’s calculations, which is used as a point of reference in this research project
[11]. Using the parameters stated by Clementi [2], the value of epsilon (ε) adopted is
0.36 as per conformation observations of macro-molecular protein structures using
X-ray crystallography.
Although beyond the scope of this current research, the future task is to ob-
tain a unique value of epsilon and Taylor expansion parameters suitable for a wire-
less SANET environment in land-yacht sailing contexts. These values are obtained
through experimental observation of the sailing vessels as they interact in the phy-
sical environment, and determining the maximum thresholds of the land-yacht’s
direction and magnitude to make a tacking maneuver in different environmental
conditions (i.e. finding the difference between calm versus stormy weather fore-
casts). It is noted that there is no fixed parameter values that can be used for all
land-yachts, although a close approximation can be made for classes or category
types of land-yachts that is sufficient for the majority of results. To give an example
of this property, Class 2 land-yachts will have a different tacking angle to Class 5
land-yachts due to their differentiation in size, weight and the total surface area of
the sail).
11.3.2 Developmental Approach and Methodology
For the design prototype, the STEM Hessian is calculated using the experimental
methodology depicted in Figure 18.3; the excerpt source code is provided in Fig-
ure 18.4. The purpose of the experimental approach is to examine how the Tensor
Analysis heuristic can be used in conjunction with swarming algorithms to optimize
global trajectory mapping for the sailing craft.
Fig. 11.3. Methodology of Analyzing Data Set using Tensor Analysis under Radial/Linear
Trajectories and Particle Swarm Optimization
Fig. 11.4. Source Code for Data Preprocessing and Sample of STEM Hessian Code
The experimental approach conducted is categorized according into the dataset
processing method used. This includes pseudo-randomized data, grid-lattice struc-
tured data and a Particle Swarm Optimization approach:
• Random data generation
The data is randomly generated using a Pseudo-Random algorithm (Mersenne-
twister method) as a control baseline to evaluate the other dataset layouts. The
random data is subject to the limits of variation among the total population size
using a pre-determined threshold value. Furthermore, dataset randomization lim-
its ensure the environment is chaotic within reasonable bounds to control the
experimental structure.
• Grid-lattice layout
The data is generated according to a grid lattice plane, with each element equidis-
tant from each other. This data structure is used to evaluate how radial and linear
trajectories can impact on geometrically layered structures, and its impact on
network structures that are evenly distributed in the environment. A layered lat-
tice structure emulates the crystal structure found in carbon allotropes, such as
graphite mineral.
• Particle swarm optimization
The data is subject to Particle Swarm Optimization (PSO) as described by Clerc
[3, 4], with random, grid-lattice datasets and future data sources being processed
by PSO algorithms. The optimization of the data to obtain a global minimum or
maximum value is limited by the total number of iterations that can be executed,
the objection function used and the thresholds values for inertia and correction
factors.
Implementation of the trajectory analytical system was developed by building upon
the original STEM source code provided by Lin and Song [11]. The user frontend
environment is primarily utilitarian: with the main panel in Figure 18.5 (Left) used
to configure the experimental scenarios, and the visual display panel in Figure 18.5
(Right) showing the direction and magnitude of each element’s long-term Hessian
value. Apart from the provisioning of data manipulation and simulation of path tra-
jectory functions, the analytical system allows the user to customize the Tensor
Analysis parameters to evaluate a range of variations in epsilon and its eventual
impact on the Hessian long-term values.
The prototype is developed in a step-wise fashion, where the execution of the
simulation environment is based on the parameters defined in these steps. The envi-
ronment is configured as follows:
• Environment configuration: Importation of the sail craft positions and their rela-
tive coordinates with one another;
• External influences: Introduction of environmental interference to the network
structure, such as the initial detection of obstacles or foreign craft.
• Internal influences: Setup of the path trajectory to determine a craft’s behavior
as it encounters an obstacle. Execute results once final step is configured.
Additional data representation is made using surface map plots of the Hessian
matrices as captured in Figure 18.6 (Above) for 20 elements with 3 coordinates
Fig. 11.5. (Above) Tensor Analysis Application Frontend; (Below) An example of Trajectory
Analysis Visualization
each. The x-coordinates are the examination of each element’s coordinate relative
to another in the y-coordinate. The maximum and minimum values are visually
ascertained in the manner, and the decomposition plot reduces the Hessian to ob-
serve only one side of the diagonal. The figure shows how the Spring Tensor model
determines the tensor trajectories at the diagonal, with the greatest measurement
indicating an element having the greatest or strongest interaction with its adjacent
neighbors. Inversely, the lowest measurement along the diagonal indicates an ele-
ment have the least interaction with the neighbors.
Fig. 11.6. Visualization of the (Above-L) Long-Term Hessian and (Above-R) Additive Hes-
sian; Decomposition Matrix of the (Below-L) Long-Term Hessian and (Below-R) Additive
Hessian.
Therefore, a strong interaction by one element can emphasize its significance
relative to other elements; thus making it easier to identify hotspots such as when
a land-yacht is in distress. Resource calculations are multiplied with the number
of elements being processed; so using the example of 20 elements consisting of 3
coordinates each, a 60x60 long-term Hessian matrix is determined. With larger el-
ement values, the information space can magnify significantly resulting in resource
constraints. As shown in Figure 18.6 (Below), lower-upper decomposition is used to
find the maxima which results in a minor loss of information fidelity, but preserve
memory resources by up to 50%.
11.4 Evaluation of the Tensor Analysis Framework
The experiment of the prototype framework examines the usability of STEM to de-
termine projections with a range of different data sets. It is noted that the accu-
racy of the projections in land-yacht scenarios is not examined in this chapter, as
this will be a future research task. The main objective of the prototype is to deter-
mine suitability, with reliability and efficiency being considered at a later stage of
development.
11.4.1 Experiment of Heuristics
The following experimental parameters are established as follows:
1. The software platform consists of a Windows 7 Enterprise operating system run-
ning MathWorks MATLAB Release 2012a (Version 7.14). The MATLAB process
runs on a C-based processing engine, with a Java UI frontend.
2. The hardware specification is a desktop computer with an Intel Pentium Dual-
core Processor (2.10Ghz) and with 4GB of memory.
The experimental procedure executing the Tensor Analysis platform is elaborated
below:
1. The data structures examined for the experimental case study:
a. The first is using randomized data structures generated pseudo-randomly
using the Mersenne-twister method. 50% of the data structure is subject to
randomization at each iteration;
b. The second is using a crystal lattice grid structure generated with each note
equidistant amongst each neighbor. The lattice is shifted in a positive linear
direction at each iteration;
c. The third is a random data structure being processed with a Particle Swarm
Optimization algorithm according to the spherical objective function at its
maxima: x2 + y2 + z2 = r
2. The experiment is run for 50 iterations for each agent population, with the fol-
lowing environmental bounds:
a. The virtual land area is scaled down to 1m x 1m (Approximately scaled to
1:1000)
b. Each land-yacht occupies an area of 10cm x 5cm (Craft occupies 0.5% of
the total land mass)
c. A trajectory covers the diagonal path from the bottom left to the top right
corner in iterative steps.
3. The population consist of the total number of land-yachts in the environment:
10, 20, 30, 40, 50, 60, 80 and 100 agents are examined in total.
Fig. 11.7. Tensor Analysis with Projection Frequency of Various Data Processing Types
As observed in Figure 18.7, the purpose of the experiment is to measure the
total number of projections made using the Tensor Analysis method. The results
show that as the number of agents exists in the environment, the number of tensor
projections increase. That is expected because the increase in population density
will result in a larger number of interactions between land-yachts. However, it is
important to take note of the projection frequencies between random data sets: grid
lattice structures having an average 15% lower difference of projections compared
to random data, and PSO with an average 18% difference of projections compared
to random data. As the purpose of utilizing the STEM heuristic is to minimize the
number of interactions of land-yachts as they cross through a SANET-connected
field, the results demonstrate that a PSO method is suitable to extend the heuristic
process further for environmental global awareness.
11.4.2 Analysis and Further Work
The difference in the observations about the data processing methods used in the
experiment along with the final results, thus leads to the analysis of how structure
impacts on the global perspective of a SANET-connected network:
• Pseudo-random data
– Random coordinate structures are the least optimum method to distribute a
network by its chaotic nature. Although randomized data will result in an
evenly structured distribution of nodes in the network, making local obser-
vations on the data structure shows some elements cluster more tightly than
others - though the global structure remains even.
– Thus, the purpose of using a randomized data set is to provide experimental
control. This is because it is a known data structure that is the least efficient in
ensuring optimum resource distribution, considering multi-dimensional fac-
tors beyond physical geometry.
• Grid-lattice structure
– From the physical observation, the grid lattice’s equidistant distribution bet-
ween nodes ensures points are evenly organized in a structured manner. How-
ever, equidistant lattices can only be organized evenly to its closest neighbors,
and the distribution is linearly structured. As a result, the lattice structure loses
its distributive quality when looking from a global perspective, because the
observation of equidistance occurs only at the absolute latitude and longitude
planes.
– As an example, if a land-yacht traveling in the horizontal longitude plane
needs to make a tacking maneuver by 25◦ clockwise, the lattice arrangement
of neighboring land-yachts craft is lost with respect to the traveling yacht’s
perspective. In addition, equidistance is only a measure in the physical plane
and does not translate to the non-physical plane - an example is the equitable
distribution of resources and capability amongst all land-yachts.
• Particle swarm optimized data
– PSO of the input data is a heuristic method to determine global minima or
maxima values by adopting the biological collective behavior of swarming.
The mathematical model devised to model this collective behavior is based
on following the three main rules [3, 4]: to move in the direction as your
neighbors, remain close as possible, but also avoid any collisions.
– Particle swarming in robotic contexts is based on the principle that the auto-
nomous actuators all move in a particular direction, but for the context of
land-yacht trajectory control this is not the desired behavior. The current ex-
perimental model demonstrates how particle swarming can assist in global
perception of land-yachts.
– However, further process needs to be developed so that the swarming is re-
quired; only when a land-yacht needs to execute a path that is obscured by
neighboring land-yachts. Further work needs to be developed to build a model
that can balance the needs of the individual land-yacht agent, while harnessing
the cooperative capability of SANET infrastructure space.
From the experimental observations, the results demonstrate the combination of Par-
ticle Swarm Optimization with Tensor Analysis can provide a two-fold effect on the
global perception of the SANET field:
• Tensor analysis
General summary: To determine competitive elements; obtaining the magnitude
and direction of change.
– Using STEM is an effective method to analyze how the effect of nearby
land-yachts can interfere with the general trajectory of another land-yacht. In
particular with further research, it will consider the effect of prioritizing a
land-yacht’s trajectory over the rest of the field. The dynamic between com-
petitive and cooperative behavior is important especially for SANET-based
infrastructures, as a quantitative measure can be established as to what opti-
mum movement can be made by one land-yacht without affecting the whole
field of yachts.
– The increase in the projection frequency using a grid-lattice structure for the
experiment is a good example of how qualitative measures of optimization
(i.e. such as rational distribution of elements on a physical geographic basis)
may not be compatible with global interests (i.e. maintaining stability of a
global optima value or an objective function). In effect, tensor analysis pro-
vides a useful metric to determine how competitive behavior to establish a
land-yacht trajectory. Thus, it eventually impacts on the globally-connected
network of SANET-connected yachts in a positive or negative manner.
• Particle swarm optimization
General summary: To establish cooperative behavior; finding how elements can
coordinate activity.
– Using PSO with STEM compliments the balance between competition and
cooperation, as PSO seeks to coordinate a swarm towards a common goal or
objective point. If one is to consider the point of achieving a global trajectory
by a land-yacht, it is important to consider how the system would react. This
is especially if all yachts moved synchronously as a result of one yacht’s need
to reach a direction. Furthermore, it needs to be considered how some yachts
will need to perform complex tacking maneuvers, if they have no choice but
to sail in the wind.
– For this problem, future work will be the development solution to close the
feedback loop between competition and cooperation. An example to apply this
feedback loop is elaborated: when a land-yacht will move in one direction, it
runs a PSO routine to make neighboring nodes guide a path away from the
land-yacht intended trajectory path. Using STEM analysis, if an analysis of
the potential change of magnitude and direction indicates a yacht may need to
make a tight tack to avoid a nearby vessel. This will trigger a halting condition
of the PSO routine until the changes of potential values reach satisfactory
thresholds.
Table 11.1. Summary of Local Awareness and Global Perspective of a SANET-connected
environment
Local Awareness of Environment Global Perception of Environment
Competitive
Behavior • Main Reasoning:
Local-competitive awareness is the
essence of competitive behavior, as
it requires the land-yacht to be
awareness of its surrounds at all
times while it traverses through the
SANET field. Such a behavior is
considered to be preservation of
self, because the existence of the
agent requires it to be aware for it
to look after itself.
• Example of Occurrence:
When a land-yacht needs to
perform a tacking maneuver to
avoid an on-coming collision by a
neighboring land-yacht or an




required when a group of
land-yachts need to perform a
singular task. It is the unintended
consequence when the behavior of
one group competes with the
actions of another group executing
a predefined action. This behavior
is considered to be the preservation
of the team.
• Example of Occurrence:
When one team of land-yachts
need to approach a goal point
while another team of land-yachts
is traveling on a separate or
alternate trajectory that is opposing
the first team.
Cooperative
Behavior • Main Reasoning:
Local-cooperative awareness from
a cooperative perspective typically
occurs when neighboring
land-yachts cooperate to perform a
common goal. This is considered
to be local cooperation because
each land-yacht assists its nearest
neighbor to execute a common task
on behalf of the primary
land-yacht.
• Example of Occurrence:
When one land-yacht requires the
assistance of a neighboring
land-yacht to provide safe passage
in a terrain field that is uncharted,
undefined or populated with
obstacles in the environment.
• Main Reasoning:
Global-cooperative perspective is
achieving awareness on a
distributed scale. It requires a
balance between competing local
interests and global objectives.
Such a behavior is considered
global cooperation because each
land-yacht’s existence is dependent
upon ensuring all yachts cooperate
for stability.
• Example of Occurrence:
When a land-yacht seeks to travel
in a trajectory, the neighboring
land-yachts cooperate to move
away from the trajectory path; thus
resulting in the safe passage of the
particular land-yacht.
An elaboration of the global and local concerns exhibited by a SANET land-yacht
environment is described in Table 18.1. The goal to design a globally-aware system
that performs cooperative behavior is the main objective in designing a land-yacht
cooperative heuristic agent. Combining Spring Tensor Analysis with Particle Swarm
Optimization endeavors to balance the need for cooperative behavior to reach an
objective goal, with the metrics necessary to ensure global perception of the envi-
ronment [11, 12]. This is because behavior that is excessively competitive results in
individual agents leveraging over the needs of the group, while excessively cooper-
ative behavior results in group needs overriding the actions of the individual.
The following recommendations are suggested for further examination to inves-
tigate the dynamics between competitive and cooperative behavior:
• Alternate data reduction methods
– The use of the Spring Tensor Model is a computationally dependent activity,
relying on memory to store the multi-dimensional matrices. Simplifying the
matrices with other linear or non-linear approaches can assist in the simplifi-
cation of the output Hessian matrices.
– Using either non-linear or linear reduction approaches will result in a loss of
data precision, so it is important to obtain a reduction method that achieves
preserves data precision as practically as possible.
• Integrate prototype framework in physical environment
– Once a suitable global perspective metric and cooperative behavior heuristic is
determined for a land-yacht environment, the deployment of the prototype to
real-life scenarios should be considered. The integration will need to consider
the system architecture, the middleware infrastructure and the connectivity
framework to interface the heuristic service with the physical world.
– An organized integration strategy is important because the parameters can be
easily modified to match theoretical calculations with observed behavior (such
as obtaining the epsilon value for STEM or the objective function for PSO).
– Furthermore, optimization heuristics can be evaluated to determine how un-
controlled variables affect the system environment. Hence, this resolves the
practical implications of using a heuristic and the effect it makes on the phy-
sical integrity of the land-yacht.
• Alternate processing methods for the spring tensor model
– The use of Hessians to determine the STEM model is an effective method
by Lin and Song to determine anisotropic and Gaussian factors for protein
models [11]. For a SANET land-yacht environment, a future recommendation
is to investigate a method that enhances the projection process.
– The use of other techniques such as Lagrangians or Single Value Decom-
position should be considered to obtain metrics for global perspectives; with
comparisons made between the information accuracy of using alternate
methods.
– This accuracy will matter depending on the level of precision is required in
a land-yacht guidance system. Finally in certain circumstances, one method
may be advantageous over another given different environmental conditions
placed on the system.
– Examples of such a condition would be the operation of a land-yacht in a
high-altitude or a high wind area and the effect on the projection process.
The future work recommended for the STEM heuristic analysis can be applied to any
context where a SANET infrastructure space is suitable. This is because the physical
environment should be integrated using uniform standards, in terms of protocols and
data structures used. The benefit of such an approach will mean the land-yacht con-
troller can be harmonized with external systems that are value-adding for the system.
An example would be the integration of a base emergency warning system, such that
the detection of threats like a forest fire will dispatch a fleet of land-yachts to the
heat source. Then, the STEM heuristic will be executed to determine the yacht ma-
neuvers establishing possible magnitudes and directions to generate potential routes
to the destination.
In summary, the results demonstrate that the data processing method used to
determine a trajectory path makes an impact on the global environment. As a conse-
quence, this impact will determine the potential for future interactions with neigh-
boring vessels in the physical space. Heuristic approaches that model methods in
biological organization are ideal for land-yacht trajectory mapping, because they
provide a template for initiating the local awareness for the neighboring SANET-
enabled land-yachts. Coupling with STEM allows a global analysis of the impacting
effects that an organizational method has on the entire network.
11.4.3 Providing Representation and Context to Land-Yacht
Systems
The STEM Code has been used in a land-yacht context to demonstrate how tensor
analysis provides a global representation of the SANET network space. This is espe-
cially for the case in the magnitude and direction of elements, as a result of change
in the physical environment. The visualization of the Long-Term Hessian shown as
a 3D surface map in Figure 18.6 represents the Hessian values generated from the
STEM Code; being interpreted by referencing the physical coordinate values and the
Hessian projection values as a visualized directional plot in Figure 18.5. It is this vi-
sualization of the projection values that adds value to land-yacht control systems by
assisting the coordinator in terms of coordinating and facilitating the actions of land-
yacht agents. This assistance, either human controlled or by heuristic-algorithm, will
respond to local impacts in the SANET infrastructure - such as the priority trajectory
manipulation of a land-yacht due to the occurrence of a critical event.
Inspired by the conceptual behavior of social systems, the goal is to design a fleet
of land-yachts that cooperatively organize when a prioritized traffic path needs to
be established. Path prioritization is organized on a centralized level is the direct
equivalent of having global perception with competitive behavior. An example
would be one land-yacht’s path trajectory leading to the halting of all other land-
yacht’s processes in its path. Thus to improve the way in which agent-based sys-
tems cooperate, Tensor Analysis provides an efficient and uniform approach to
sharing the information space from a global perspective. Therefore only selective
land-yachts are controlled if they are in the direct path of a land-yacht’s trajectory.
11.5 Conclusion
In this chapter, the use of the Spring Tensor Model with Particle Swarm Optimiza-
tion seeks to achieve the balance between global optimality and local environmental
awareness in the development of a SANET land-yacht coordination system. The use
of Spring Tensors captures the metric values necessary for projecting the magnitude
and direction of change in the network, while Particle Swarm Optimization provides
the navigational context to guide a land-yacht in the environment. This achieves the
desire of achieving cooperative behavior from a global context, as complete visi-
bility of the network structure is maintained throughout the optimization process to
generate a trajectory in the SANET field. Although further research work is required
to obtain parameter values that are suitable for analyzing cooperative land-yachts
from a physical perspective, the current design prototype demonstrates the poten-
tial of utilizing Tensor Analysis for systems-engineering domains. These domains
include systems requiring cooperative behavior in distributed, networked environ-
ments, such as cloud computing and traffic management systems.
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