In this paper we prove that the solution u of the boundary value problem Academic Press, Inc.
Ž .
Ž . Ž . Ž .
Ž . for every ) 0 and g D A , as n ª ϱ.
Ž . Ž . Under these hypotheses, Brezis and Pazy have proved that u t ª u t n w x uniformly on 0, T , as n ª ϱ.
This paper contains a similar result for second order differential equations associated to maximal monotone operators: uЉ t g Au t a.e. on 0, T Ž . Ž . Ž .
1.4
Ž .
½ u 0 su , u T s u .
Ž . Ž .
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For the study of the existence and uniqueness of solution for problem Ž . w x 1.4 , the reader may refer to V. Barbu 2, 3 . He proved that, for every
In Section 2, we recall some basic notations and notions which must be used. In Section 3, the main result and some lemmas are established. w x We apply the technique of Barbu 2, 3 , used for the existence question w x and of Brezis and Pazy 6, 7 , used for the convergence problem for first order differential equations.
PRELIMINARIES AND NOTATIONS

Ž .
We are given a real Hilbert space H with the inner product .,. and the
We denote by ª and © the strong and the weak convergence in H, respectively.
Throughout this paper, A will be a maximal monotone operator in H of Ž . Ž . domain D A , which means that y y y , x y x G 0, for all y g Ax , 
Ä 4
A x s inf y ; y g Ax .
Ž w x Let us recall some properties of A and J see V. Barbu 4 
Ž . Ž . iii If x ª x and A x © y, as ª 0, then x g D A and y g Ax.
be a sequence of maximal monotone operators in H. The n sequence is said to converge in the sense of resolvent to a maximal monotone operator A if 
u ªu , u ªu strongly in H and Ž . w x u t ª u t uniformly on 0, T , as n ª ϱ.
Yosida approximation of A n . Let w ,¨, w ,¨be the solutions of the problems n n
In order to prove that
we shall give some auxiliary results:
Assume that all the hypotheses abo¨e hold. Then, for fixed Ž .
n n Therefore, we have
Ž . and similarly, A z F u yz r . In view of 3.9 ,
and u y y и are bounded with respect to n,
Now, we multiply 3.7 by¨:¨,¨G 0 or¨,¨Ј y¨G 0.
From the boundedness of z and y with respect to n, say n n
n n n n 113 we infer 3.14 Ž .
T t X Ÿ
T s z y y qs ds dt rT.
Using 3.14 and 3.11 , one gets
Ž . n n n < X Ž .< and similarly¨T . 
where C is a positi¨e constant.
Ž . Ž . Proof. From 3.4 and 3.5 , we deduce that
However, 2 w y A¨, A¨s 2 w , A¨y 2 A¨F w . Then, Also, we have
and hence
H
We can write Ž .
Consequently,
and similarly, 1r2
Ž .
< 0 < < < 1r2 < 0 < < < 1r2 < < < < But A y F u y y r , A z F u y z r , and y , z are 0 1 X Ž . X Ž . bounded, hence x 0 and x T are bounded with respect to and Ž . and, from 3.19 it follows that
H H ª0 0 0 Ž . Ž . Ž . By 3.17 and 3.21 , we get 3.15 .
LEMMA 3.4. Let w ,¨be the solutions of boundary¨alue problem 3.6 n n Ž . and 3.7 , respecti¨ely. Then, we ha¨e the estimation lim sup¨t y w t
n n nªϱ 1r2 1 r 2 1 r 4
Gи A¨yw ,A¨q¨yw .
n n n n n w x We integrate on 0, T : Ž . We know that lim x t sw t and the limit is uniform on
However,
Ž . and using 3.25 , we obtain 1r2 X X y 1 r 4
Ž .< and we have the same estimation for x T . Hence, we have
for every fixed ) 0. Ž . Inequality 3.23 combined with the last one, leads to lim sup¨t y w t Ž .
и u yz q u yy и u yz q u yy .
Ž . w t y u t s w t y u t , w t y u t q w t y uЈ t
and this means that the function t ª w t y u t is a convex function w x on 0, T , hence < < < < w t y u t F max y y u , z y u . Ž .
L Ž 0 , T ; H . n 0 1 nªϱ 1r2 1r4 < < < < qC и q u yz q u yy . 3.36
