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Malliavin calculus of canonical stochastic diﬀerential
equations with jumps
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Theory of the stochastic diﬀerential equation (SDE) based on a Brownian
motion or a continuous semimartingale is now well developed. It provides a
fundamental tool not only for the reseach of the stochastic analysis but of the
stochastic control, ﬁltering theory and mathematical ﬁnance. On the other
hand, stochastic diﬀerential equations with jumps based on Le´vy processes are
not yet well understood. Many diﬀerent types of the stochastic diﬀerential
equations are studied, owing partly to the variety of the Le´vy processes.
In this paper, we will discuss a canonical SDE with jumps. Among many
SDE’s with jumps, the canonical one has some nice geometric and analytic
properties. In the next section, we give the deﬁntion of the equation and state
basic properties of the solution. The main part of this paper is in Sections 2-4,
where we discuss the existence and the smoothness for the density function of
the distribution of the solution to the canonical SDE.
1. Canonical SDE.
Canonical stochastic diﬀerential equation with jumps was ﬁrst introduced
by Marcus [11]. The solution of the equation has some nice geometric proper-
ties, similar to those of Stratonovitch SDE based on a Brownian motion. In this
section, we give the precise deﬁnition of the equation and state some basic prop-
erties of the solution, comparing it with that of the continuous Stratonovitch
SDE
A canonical SDE on Rd is deﬁned through an m-dimensional Le´vy process
Z(t) = (Z1(t), ..., Zm(t)), 0 ≤ t ≤ T0 and m + 1 vector ﬁelds V0, V1, ..., Vm on
Rd. It is denoted as follows.
ξt = η0 +
∫ t
t0
V0(ξs)ds+
m∑
j=1
∫ t
t0
Vj(ξs)  dZj(s). (1)
Here, η0 is an Rd valued random variable independent of Z(t) − Z(t0), t ≥ t0
such that E[|η0|p] <∞ holds for any p > 1. The integral of the right hand side∫ · · ·Zj(s) is the canonical stochatic integral based on the Le´vy process Zj(s).
In order to deﬁne it precisely, the Le´vy-Itoˆ decomposition of the Le´vy process
Z(t) is needed. For any given δ > 0, Z(t) is decomposed as
Z(t) = Z(0) + σB(t) +
∫ t
0
∫
|z|≤δ
zN˜(dsdz) +
∫ t
0
∫
|z|>δ
zN(dsdz) + bδt. (2)
Here, B(t) is an m dimensional standard Brownian motion and σ is an m ×
m-matrix. Further, N(dsdz) is a Poisson random measure on [0, T0] × Rm,
independent of B(t), such that its compensator is Nˆ(dtdz) = dtµ(dz), where µ
is the Le´vy measure. Further, N˜ = N − Nˆ . In the following, we set Zc(t) =
σB(t) + bδt and Zd(t) = Z(t)− Zc(t).
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Let z = (z1, ..., zm) ∈ Rm and consider the vector ﬁeld∑mj=1 zjVj . Suppose
that it is complete. We denote by φzt (x), t ∈ R the ﬂow of diﬀeomorphism
generated by it. Thus its value at t = 1 deﬁnes the map x→ φz1(x) : Rd → Rd
of a diﬀeomorphism for any z ∈ Rm.
Now the canonical stochastic diﬀerential equation is deﬁned as follows.
ξt = η0 +
∫ t
t0
V0(ξs)ds +
m∑
j=1
{∫ t
t0
Vj(ξs) ◦ dZjc (s) +
∫ t
t0
Vj(ξs−)dZ
j
d(s)
}
+
∑
t0<s<t,∆Z(s)=0

φ∆Z(s)1 (ξs−)− ξs− −
m∑
j=1
Vj(ξs−)∆Zj(s)

 .
Here,
∫ · · · ◦ dZjc (s) denotes the Stratonovitch integral and ∫ · · ·dZjd(s) denotes
the Itoˆ integral.
Thereom 1. Suppose that the vector ﬁelds Vj , j = 0, ..., m are of C2-
class and that Vj and their derivatives are all bounded. Then equation (1) has
a unique global solution.
The trajectries {ξs, t0 ≤ s ≤ T0} of the solution is right continuous and has
left hand limits. The jumps of ξs occur only when the jumps of Z(s) occur. If
Z(s) do not have jumps at s, then their trajectries move continuously like the
solution of the Stratonovitch SDE based on Zc(s). If Z(s) have jumps ∆Z(s) at
time s, then the trajectries of the solution jump from points ξs− to φ
∆Z(s)
1 (ξs−).
That is, they ﬂy from points ξs− along the integral curve of the vector ﬁelds∑
j ∆Z
j(s)Vj with inﬁnite speed and land to φ
∆Z(s)
1 (ξs−). Then they repeat
the similar movement inductively.
We will list up properties ot the solutions.
1) Stochastic ﬂows of diﬀeomorphisms. (Fujiwara-Kunita [4])
Denote the solution starting from x at time t0 as ξt0,t(x). Then we can
take its nice modiﬁcation with respect to parameters t0, t and x so that the
modiﬁcation satisﬁes for almost all ω,
1) For any t0 < t, the map x→ ξt0,t(x);Rd → Rd is an onto diﬀeomorphism.
2) ξt0,u = ξt,u ◦ ξt0,t holds for any t0 < t < u.
2) Coordinate free property. (Fujiwara [3])
Suppose that the vector ﬁelds V0, ..., Vm are tangent to a submanifold S of
Rd. If the solution of the canonical SDE starts from a point of S, then its
trajectries are always on S. (Note that if we replace the canonical integral by
Itoˆ integral, then the solution could leave from S.) Further, the deﬁnition of the
canonical SDE does not depend on the choice of the local coordinate. Hence its
deﬁntion can be extended to any manifold.
3) Wong-Zakai approximation. (Kunita [6])
We will approximate the trajectries of the Le´vy process Z(t) by a sequence
of continuous polygonal trajectries {Zn(t)}:
Zn(t) = Z
(k
n
)
+
t− kn
n
{
Z
(k + 1
n
)
− Z
(k
n
)}
, if
k
n
≤ t < k + 1
n
.
We will consider a sequence of stochastic ordinary diﬀerential equations.
dϕn(t)
dt
= V0(ϕn(t)) +
m∑
j=1
Vj(ϕn(t))Z˙jn(t), ϕ
(n)(t0) = η0,
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where Z˙jn(t) =
d
dtZ
j
n(t). The solution ϕn(t) is a continuous stochastic process.
For each t, the sequence {ϕ(n)(t)} converges weakly to the solution of the canon-
ical SDE (1).
4) The support theory of Stroock-Varadhan type. (Kunita [8])
We assume that b0 = limδ→0 bδ exists and is ﬁnite. Then the Le´vy process
Z(t) is represented as
Z(t) = Z(0) + σB(t) +
∫ t
0
∫
|z|>0
zN(dsdz) + b0t.
Let D be the set of all maps u : [0, T ]→ Rm such that u(0) = 0 and u(t) are
right continuous with left hand limits. We associate the Skorohod topology to
D. We denote by U the set of all u ∈ D which satisﬁes a) the number of jumps is
at most ﬁnite, b) ∆u(s) = u(s)−u(s−) ∈ supp(µ), where supp(µ) is the support
of the Le´vy measure µ, and c) Set uc(t) = u(t) − ud(t), ud(t) =
∑
s≤t∆u(s).
Then uc(t) is a piecewise smooth and continuous function with values in R (the
image of the linear map A = σσT ). Then the closure of U with respect to the
Skorohod topology is the support of the Le´vy process Z(t)− Z(0).
Now we set
Vˆ0 = V0 +
∑
j
b0jVj , (3)
and consider an ordinary diﬀerential equation with jumps associated with u(t) ∈
U :
ϕ(t) = x+
∫ t
t0
Vˆ0(ϕ(s))ds +
m∑
j=1
∫ t
t0
Vj(ϕ(s))u˙jc(s)ds
+
∑
t0≤s≤t
{φ∆u(s)1 (ϕ(s−))− ϕ(s−)}.
Let ϕux(t) be its solution. We set Φ = {ϕux; u ∈ U , x ∈ S}, where S is the
support of the distribution of η0. It is a subset of D. Then the support S of the
canonical SDE (1) coincides with the closure of Φ with respect to the Skorohod
topology.
Remark If the integral
∫
0<|z|≤1 |z|µ(dz) is ﬁnite, then b0 exists and is ﬁnite.
Hence for any stable process with exponent 0 < α < 1, b0 exists. On the other
hand, if the Le´vy measure µ is symmetric, b0 exists and is equal to 0 even if∫
0<|z|≤1 |z|µ(dz) is inﬁnite. Hence for any symmetric stable process, b0 exists
and is 0.
2. Existence and smoothness of the density of the distribution of
the solution.
In the canonical SDE, if the driving process Z(t) is a Brownian motion,
then the SDE coincides with the Stratonovitch SDE. In this case, if the set of
the vector ﬁelds {V0, V1, ..., Vm} satisﬁes Hormander’s hypoellipticity condition
(Hormander Condition (H)), then the distribution of the solution has a C∞
density function. The fact has been proved by Malliavin, Kusuoka-Stroock and
others using the Malliavin calculus. In this paper, we discuss the existence and
smoothness of the density function for the canonical SDE with jumps, under
conditions which are slightly stronger than Ho¨rmander condition (H).
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Similar problems have been studied for various type of SDE with jumps after
the fundamental work of Bismut. In Bismut [2], Bichteler-Gravereau-Jacod [1],
Leandre [10] and Komatsu-Takeuchi [5], the case where the Le´vy measure has
a smooth density is studied. Recently, Picard [12] studied the case where the
Le´vy measure satisﬁes a condition similar to ours but the coeﬃcients (vector
ﬁelds) are nondegenerate.
In order that the distribution of the solution of the SDE driven by a Le´vy
process has a density function, the Le´vy process should have the same property.
Concerning this, we will introduce a nondegenerate Le´vy process. Let A = σσT .
It is a covariance matrix of the Gaussian part Zc(1) of Z(1). We will deﬁne the
inﬁnitesimal covariance of Zd(t). Set
vij(ρ) =
∫
|z|≤ρ
zizjµ(dz), v(ρ) =
∫
|z|≤ρ
|z|2µ(dz).
We assume that v(ρ) > 0, ∀ρ > 0 and we deﬁne nonnegative symmetric matrices
Bρ and B by
Bρ =
(
vij(ρ)
v(ρ)
)
, B = lim inf
ρ→0
Bρ
Thus B is the greatest lower bound of the matrices Bρ so that it satisﬁes,
(l, Bl) ≤ lim infρ→0 (l, Bρl) , ∀l ∈ Rm. If the matrix A + B is invertible, the
Le´vy process is called nondegenerate.
Lemma 1. (Orey) (see Proposition 2.8.3 in Sato [13]) Suppose that the
Le´vy process is nondegenerate and that the Le´vy measure µ satisﬁes the order
condition
lim inf
ρ→0
v(ρ)
ρα
> 0
for some 0 < α < 2. Then the distribution of Z(t) − Z(0) has a C∞ density
function for any t > 0.
We will consider the vector ﬁelds V0, V1, ..., Vm which deﬁne our SDE. Using
these vector ﬁelds, we set
Σ0 = {V1, ..., Vm}, Σj = {[V0, V ], [Vi, V ], i = 1, ..., m, V ∈ Σj−1}, j = 1, 2, ...
where [·, ·] is the Lie bracket. If dim∪j≥0Σj(x) = d is satisﬁed for any x ∈ Rd,
then {V0, V1, ..., Vm} is said to satisfy Ho¨rmander condition (H).
Theorem 2. (Kunita-Oh [9]) Suppose that the canonical SDE satisﬁes
the next two conditions.
(a) The Le´vy process Z(t) is nondegenerate and the Le´vy measure satisﬁes the
order condition for some α ∈ (0, 2).
(b) The vector ﬁelds {V0, V1, ..., Vm} satisfy the Ho¨rmander condition (H).
Then for any η0 and t0 < t ≤ T0, the distribution of the solution ξt has a density
function.
Let us next consider the smoothness of the density function. For this, we
have to look into the drift term of the SDE (1) in detail. Suppose that b0 =
limδ→0 bδ exists and is ﬁnite. Then b0 can be regarded as the drift vector of the
Le´vy process Z(t).
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Let Vˆ0 be the vectof ﬁeld of (3). We introduce another set of vector ﬁelds;
Σˆ0 = Σ0, Σˆj = {[Vˆ0, V ]+12
m∑
i,j=1
aij [Vi, [Vj, V ]], [Vi, V ], i = 1, ..., m, V ∈ Σˆj−1},
(4)
for j = 1, 2, ... Then {Vˆ0, V1, ..., Vm} is said to satisfy the uniform Ho¨rmander
condition (H) if there exists a positive integer N0, a nonnegative integer n0 and
a positive constant C such that
N0∑
j=0
∑
V∈Σˆj
|lTV (x)|2 ≥ C
(1 + |x|)n0 |l|
2, ∀x ∈ Rd (5)
for any vector l. Our main result is stated as follows.
Theorem 3. Assume that b0 exists and that {Vˆ0, V1, ..., Vm} satisﬁes the
uniform Ho¨rmander condition (H). Assume further that
|lTV (x)|2 ≤ C
′
(1 + |x|)n0 |l|
2 (6)
holds for any vector l and V ∈ ∪N0j=1Σˆj. Then the law of ξt has a C∞-density
for any η0 and t0 < t ≤ T0.
If the vector b0 does not exist, the statement of the result becomes more
complicated. Given δ > 0, we set
Vˆ δ0 = V0 +
m∑
i=1
bδiVi. (7)
and deﬁne
Σˆδ0 = Σ0, Σˆ
δ
j = {[Vˆ δ0 , V ] +
1
2
m∑
i,j=1
[Vi, [Vj, V ]], [Vi, V ], i = 1, ..., m, V ∈ Σˆδj−1},
(8)
for j = 1, 2, ...
Theorem 4. Assume that there exists a positive integer N0, a nonnegative
integer n0 and a positive number δ0 such that for any 0 < δ < δ0 the inequality
N0∑
j=0
∑
V ∈Σˆδi
|lTV (x)|2 ≥ C(δ)
(1 + |x|)n0 |l|
2, ∀x ∈ Rd, ∀l ∈ Rm, (9)
holds, where C(δ) are positive numbers with the property lim infδ→0C(δ)/v(δ)2 =
∞. Assume further that (6) holds for any vector l and V ∈ ∪N0i=1Σˆδi , where C ′
may depend on δ. Then the distribution of ξt has a C∞-density for any η0 and
t0 < t ≤ T0.
For the proof of these theorems, we will develope the Malliavin calculus on
the Wiener-Poisson space following the idea of Picard [12], who studied the
Malliavin calculus on the Poisson space.
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3. Malliavin calculus
Let T = [0, T0]. Let Ω1 be the set of all continuous maps T → Rm such that
ω1(0) = 0. Let F1 be its σ-ﬁeld. P1 is a probability measure on (Ω1,F1) such
that W (t) := ω1(t) is a standard Brownian motion. Let Ω2 be the set of all
integer valued measures ω2 on T ×Rm such that ω2(T × {0}) = 0. Let F2 be
its σ-ﬁeld. Let P2 be a probability measure on (Ω2,F2) such that N(dtdz) :=
ω2(dtdz) is a Poisson random measure and its intensity measure is Nˆ(dtdz) :=
dtµ(dz). On the product space Ω = Ω1 × Ω2,F = F1 × F2 we deﬁne a product
measure P = P1 × P2. The triple (Ω,F , P ) is called the Wiener-Poisson space.
Now let F = F (ω1, ω2) be a random variable such that it is smooth in
the sense of Malliavin with respect to the ﬁrst variable ω1. The Malliavin-
Shigekawa derivative of F with respect to the ﬁrst variable ω1 is denoted by
{DtF, t ∈ T}. Further we set for (t1, ..., tj) ∈ T j Djt1,...,tj = Dt1 · · ·Dtj and
‖DjF ‖ = (∫
T j
|Djt1,...,tjF |2dt1 · · ·dtj)1/2. For p ≥ 1 and positive integer k we
deﬁne the norm ‖ ‖k,p by ‖ ‖k,p = (E[|F |p]+
∑k
j=1E[‖DjF ‖p])1/p. Dk,p is the
space of random variables F with ﬁnite norm.
Next for u = (t, z) = (t, z1, ..., zm) ∈ T×Rm we deﬁne the map ε−u : Ω2 → Ω2
by ε−u ω2(A) = ω2(A ∩ {u}c). Further, we deﬁne the map ε+u : Ω2 → Ω2 by
ε+u ω2(A) = ω2(A ∩ {u}c) + 1A(u). Since ω2({u}) = 0 holds for almost all ω2,
.−u ω = ω holds a.s. P for any u. We deﬁne the diﬀerence operator D˜u by
D˜uF = F ◦ ε+u − F.
If it is diﬀerentiable with respect to z = (z1, ..., zm), we deﬁne d × m-matrix
∂D˜t,zF by (∂z1D˜t,zF, ..., ∂zmD˜t,zF ).
Set u = (u1, ..., ul) = ((t1, z1), ..., (tl, zl)) = (t, z) and |z| = max1≤i≤l |zi|.
For α = (α1, ..., αl), αi ∈ {1, ...m} we set ∂αz = ∂zα11 · · ·∂zαmm . We deﬁne ε+u =
ε+u1 ◦ · · ·ε+ul and D˜u = D˜u1 · · · D˜ul . Suppose D˜(t,z)F ◦ .+v is continuous with
respect to (t, z,v) and is diﬀerentiable with respect to z. We denote by D˜k,p
the set of all F such that ∂αz D˜uF exists, ∂
α
z D˜uF ◦ .+v is continuous and satisﬁes
supvE
[∫
T |α| sup|z|≤1 |∂αz D˜(t,z)F ◦ ε+v |pdt
]
<∞.
Given a d-dimensional random variable F belonging to ∩k,p(Dk,p ∩ D˜k,p),
we deﬁne the Malliavin covariances Rρ and R by
Rρ =
(
〈DFi, DFj〉L2(T )
)
+
∫
T
(∂D˜t,0F )Bρ(∂D˜t,0F )Tdt,
R =
(
〈DFi, DFj〉L2(T )
)
+
∫
T
(∂D˜t,0F )B(∂D˜t,0F )Tdt.
Theorem 5. (Kunita-Oh [9]) 1) Suppose that the Malliavin covariance
R is invertible a.s. Then the distribution of F has a density.
2) Suppose that there exists ρ0 > 0 such that for any p > 1 and n,
sup
u∈A(ρ0)n
sup
|l|=1
E[ sup
ρ≤ρ0
(lTRρ ◦ ε+u l)−p] ≤ Cp,n, (10)
where A(ρ0) = {(t, z); t ∈ T, |z| ≤ ρ0}. Then the distribution of F has a C∞-
density function.
We shall apply the above theorem to the solution of the canonical SDE.
We shall only consider the case t0 = 0 and t = T0. Set F = ξT0 . Then
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F ∈ ∩k,p(Dk,p ∩ D˜k,p). We shall compute the Malliavin covariance. We can
show similarly as the case of diﬀusion that DtF is represented as
DtF =
(
∇ξt,T0(ξt−)
(∑
i
Vi(ξt−)σi,j
)
, j = 1, ..., m
)
, a.e. dtdP.
Here ξt is the solution of equation (1) and ∇ξt,T0 is the Jacobian matrix of the
diﬀeomorphism ξt,T0. It is invertible. On the other hand, F ◦ ε+(t,z) is written as
F ◦ ε+
(t,z)
= ξt,T0 ◦ φz1 ◦ ξt−. By the mean value theorem, we get
D˜t,zF = ∇ξt,T0(φzθ ◦ ξt−)
(∑
i
ziVi(φzθ ◦ ξt−)
)
, a.e. dtdP.
Therefore, ∂D˜t,0F = ∇ξt,T0(ξt−)V (ξt−), where, V (x) = (V1(x), ..., Vm(x)).
Consequently the Malliavin covariance R is written by
R =
∫
T
∇ξt,T0(ξt−)V (ξt−)(A+B)V (ξt−)T∇ξt,T0(ξt−)T dt, a.s. P (11)
Instead of the above, it is convenient to consider the modiﬁed Malliavin covari-
ance Rˆ = (∇ξ0,T0)−1R(∇ξ0,T0)−1,T . It is written as
Rˆ =
∫ T0
0
(∇ξ0,t)−1V (ξt)V (ξt)T (∇ξ0,t)−1,Tdt. (12)
We have
Theorem 6. (1) The distribution of F = ξT0 has a density if the modiﬁed
Malliavin covariance Rˆ is invertible a.s. P.
(2) The distribution of F = ξT0 has a C∞-density if the modiﬁed Malliavin
covariance Rˆ is invertible and the inverse satisﬁes
sup
u∈A(ρ0)n
sup
|l|=1
E((lT Rˆ ◦ ε+u l)−p) <∞, ∀p > 1 (13)
for some ρ0 > 0.
Theorem 2 can be veriﬁed using the ﬁrst part of the above theorem. Given a
vector ﬁeld V , we shall consider a right continuous semimartingale YV (t) =
lT (∇ξ0,t)−1V (ξt). Then the modiﬁed Malliavin covariance is represented by
lT Rˆl =
∑
V∈Σ0
∫ T0
0
|YV (t)|2dt.
Lemma 2. (Kunita-Oh [9]) YV (t) is written as
YV (t) = YV (0) +
∫ t
0
Y
(0)
V (s−)ds+
m∑
j=1
σ.j
∫
Y
(j)
V (s−)dW js (14)
+
∫ t
0
∫
|z|≤δ
Y
(1)
V (s−, z)|z|dN˜ +
∫ t
0
∫
|z|>δ
Y
(1)
V (s−, z)|z|dN.
where,
Y
(0)
V (t) = l
T (∇ξ0,t)−1{[Vˆ δ0 , V ] +
1
2
m∑
i,j=1
aij [Vi, [Vj, V ]]}(ξt)
+
∫ t
0
∫
|z|<δ
(∇ξ0,t)−1{(∇φz1)−1V (φz1 ◦ ξs)− V (ξs) −
∑
zi[Vi, V ](ξs)}dNˆ
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Y
(j)
V (t) = l
T (∇ξ0,t)−1[Vj, V ](ξt),
Y
(1)
V (t, z) = l
T (∇ξ0,t)−1Ψ1(z)V (ξt),
and Ψ1(z) = Φ1(z)/|z|.
Proof of Theorem 2. It is convenient to consider the following family of
vector ﬁelds
Σ′0 = Σ0, Σ
′
j = {[Vˆ0, V ]+
1
2
m∑
i,j=1
aij [Vi, [Vj, V ]], [Vi, V ], i = 1, ..., m, V ∈ Σˆj−1},
for j = 1, 2, ...Then it holds ∪∞j=0Σ′j = ∪∞j=0Σj. Hence if Ho¨rmander’s Condition
(H) is satisﬁed, then ∪jΣ′j(x) = Rd holds for any x ∈ Rd.
Now suppose that for a vector l, lT Rˆl = 0 holds a.s. Then, we have
lT (∇ξ0,t)−1V (ξt) = 0 for 0 < ∀t < T0 a.s. for any V ∈ Σ′0. We apply Lemma
2 for YV (t) = lT (∇ξ0,t)−1V (ξt). Then each term of the right hand side of (12)
is 0. Therefore, for any V ∈ Σ′0, we have Y (0)V (t) = 0,
∑
j σijY
(j)
V (t) = 0 for
i = 1, ..., m and Y (1)V (t, z) = 0 for z ∈ Supp(µ). Consider the second and the
third equality. The second implies∑
i,j
aijY[Vi,V ](t)Y[Vj ,V ] = 0.
Note that ∂zkY
(1)
V (t, z)
∣∣∣
z=0
= Y[Vk,V ](t). Then the third one implies
∑
i,j
bijY[Vi,V ](t)Y[Vj ,V ] = 0.
Since A +B is invertible, we get Y[Vi,V ](t) = 0 for any i = 1, ..., m.
We shall next consider Y (0)V (t). Using the above equality, it is written simply
as
Y
(0)
V (t) = l
T (∇ξ0,t)−1{[V0, V ] + 12
∑
i,j
aij [Vi, [Vj, V ]]}(ξt).
Since it is 0, we have obtained the equality YV (t) = 0 for any V ∈ Σ′1.
Repeating this argument, we have YV (t) = 0 for any V ∈ Σ′j , 0 < ∀t < T0.
Now it holds dim∪jΣ′j(x) = d by Ho¨rmander condition (H). Therefore we get
l = 0. Hence Rˆ and R are invertible a.s.
4. Smooth densities of distributions of solutions to canonical SDE
4.1. Another density theorem.
We shall introduce a modiﬁed uniform Ho¨rmander condition. Given δ > 0,
we deﬁne a linear transformation Ψδ0 of vector ﬁelds by
Ψδ0V = [Vˆ
δ
0 , V ] +
1
2
m∑
i,j=1
aij [Vi, [Vj, V ]]
+
∫
0<|z|≤δ
(
(φ−z1 )∗V − V −
m∑
i=1
[Vi, V ]zi
)
µ(dz),
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where (φ−z1 )∗ is the diﬀerential of the diﬀeomorphism φ
−z
1 . We may consider
Ψδ0V as a modiﬁcation of the vector ﬁeld [Vˆ
δ
0 , V ]. We deﬁne
Γδ0 = Σ0, Γ
δ
j = {ΨδV, [Vi, V ], i = 1, ..., m, V ∈ Γδj−1}, j = 1, 2, ...
These can be regarded as a modiﬁcation of Σˆδj of (8). {V0, V1, ..., Vm} is said
to satisfy the modiﬁed uniform Ho¨rmander condition (H) for δ if there exists a
positive integer N0, a nonnegative integer n0 and a positive constant C3 such
that
N0∑
j=0
∑
V∈Γδj
|lTV (x)|2 ≥ C3
(1 + |x|)n0 |l|
2, ∀x ∈ Rd (15)
for any vector l.
Theorems 3-4 stated in Section 2 can be obtained easily from the following
theorem.
Theorem 7 Assume that {V0, V1, ..., Vm} satisfy the modiﬁed uniform
Ho¨rmander condition (H) for some δ. Assume further that (6) holds for any
vector l and V ∈ ∪N0j=1Γδj . Then the law of ξT0 has a C∞-density.
4.2. Estimate of Norris’ type.
The proof of Theorem 7 is very long. Here we give the outline of the proof
of the above theorem. The complete proof will be discussed elsewhere.
We want to prove, under the modiﬁed uniform Ho¨rmander condition (H),
that for any p > 1 and n, there exists Cp,n > 0, ε0 > 0 such that
sup
u∈A(ρ0)n
sup
|l|=1
P (lT Rˆ ◦ ε+u l < ε) < Cp,nεp (16)
holds for any 0 < ε < ε0, where Rˆ is the modiﬁed Malliavin covariance (12).
Indeed, if the the above holds valid, then supu∈A(ρ0)n sup|l|=1 E[(l
T Rˆ◦ε+u l)−p] <
∞ and the assertion of the theorem follows. In order to prove (16), we need an
estimate similar to the one obtained by Kusuoka-Stroock and Norris in case of
diﬀusion.
Let bγ(t), eγ(t) = (eγ1 (t), ..., e
γ
m(t)), fγ(t) = (f
γ
1 (t), ..., f
γ
m(t)), gγ(t, z), hγ(t, z)
be left continuous predictable processes, continuous with respect to the param-
eter z ∈ Rm, γ ∈ Γ, where Γ is a compact space. We consider a semimartingale
Y γt = y
γ +
∫ t
0
aγ(s)ds+
∑
i
∫ t
0
fγi (s)dW
i
s
+
∫ t
0
∫
|z|≤δ
gγ(s, z)dN˜ +
∫ t
0
∫
|z|>δ
gγ(s, z)dN (17)
where aγ(t) is also a semimartingale represented by
aγ(t) = αγ +
∫ t
0
bγ(s)ds+
∑
i
∫ t
0
eγi (s)dW
i
s
+
∫ t
0
∫
|z|≤δ
hγ(s, z)dN˜ +
∫ t
0
∫
|z|>δ
hγ(s, z)dN.
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We set uγ(t)2 =
∫
Rm g
γ(t, z)2µ(dz), vγ(t)2 =
∫
Rm h
γ(t, z)2µ(dz) and
θγ(t) = |aγ(t)|2+|eγ(t)|2+|fγ(t)|2+|uγ(t)|2+|bγ(t)|2+|vγ(t)|2+ sup
|z|≥δ
|hγ(t, z)|2.
We assume that
cp = E
[
sup
t,γ
θγ(t)p
]
<∞ (18)
holds for any p > 1. We set gˆγ(t, z) = g
γ(t,z)
|z| .
Lemma 3. (c.f. Komatsu-Takeuchi [5]) Let Y γt be a semimartingale rep-
resented as above. Let β > 0 be a number such that α(1 + β) < 2 and let
q, r > 0 be such that q > 4r and r > 12−α(1+β) . Then for any C0 > 0 and p > 1,
there exists ε0 > 0 and Cp > 0 such that the inequality
P
{∫
Γ
( ∫ T0
0
|Y γt−|2 ∧ ε2rdt
)
π(dγ) < εq,
∫
Γ
( ∫ T0
0
(aγ(t)2 + |fγ(t)|2)dt
+
∫ T0
0
∫
Rm
gˆγ(t, z)2 ∧ ε−2βrdtµˆεr(1+β)(dz)
)
π(dγ) > Cε
}
≤ Cpεp (19)
holds for all 0 < ε < ε0, C > C0 and probability measures π on Γ. Here,
µˆρ(dz) =
1
v(ρ)
|z|21[0,ρ](|z|)µ(dz). (20)
4.3. Outline of the proof of Theorem 7.
We want to prove Theorem 7 by applying the second part of Theorem 6. It
is convenient to introduce the following notations. We set S = Rˆm∪Rm∪{∆}.
Elements of Rˆm and Rm are denoted by y = (y1, ..., ym) and z = (z1, ..., zm),
respectively. Associated with a vector ﬁeld V , we deﬁne a stochastic process
YV (t, u) with parameter u ∈ S by
YV (t,∆) = lT (∇ξ0,t)−1Ψδ0V (ξt),
YV (t, y) =
m∑
i=1
lT (∇ξ0,t)−1[Vi, V ](ξt) y
i
|y| ,
YV (t, z) = lT (∇ξ0,t)−1Φ1(z)|z| V (ξt).
Let W (dsdy) be a Gaussian orthogonal random measure on [0, T ]× Rˆm such
that E[W (dsdy)] = 0 and σWt =
∫ t
0
∫
Rˆm yW (dsdy). Then the intensity mea-
sure E(W (dsdy)2) = dsw(dy) satisﬁes (
∫
Rˆm y
iyjw(dy)) = A. We set wˆ(dy) =
|y|2w(dy). Then Lemma 2 implies
YV (t) = YV (0) +
∫ t
0
YV (s−,∆)ds+
∫ t
0
∫
Rˆm
YV (s−, y)|y|dW
+
∫ t
0
∫
|z|≤δ
YV (s−, z)|z|dN˜ +
∫ t
0
∫
|z|>δ
YV (s−, z)|z|dN. (21)
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Set
E0 =
{ ∑
V ∈Σ0
∫ T0
0
|YV (t−)|2dt < ε
}
,
E1 =
{ ∑
V ∈Σ0
∫ T0
0
∫
S
|YV (t−, u)|2 ∧ ε−2βr/qdtνε(1+β)r/q (du) < ε1/q
}
.
Here ν% is a measure on S such that ν% equals wˆ on Rˆm, equals µˆ% on Rm and
equals δ∆ on ∆. By applying Lemma 3 we can show
P (E0 ∩ E1) ≤ mCp.p. (22)
We will continue the above argument inductively. Let j ≥ 1. We will deﬁne
a family of j-th step semimartingales with spatial parameter associated with
a given vector ﬁeld V . We set Ψ(∆)V = Ψδ0V , Ψ(y)V =
∑
k[Vk, V ]y
j/|y| and
Ψ(z)V = Φ1(z)V/|z|. Deﬁne for uj, ..., u1 ∈ S, Ψ(uj , ..., u1)V = Ψ(uj) ◦ · · · ◦
Ψ(u1)V and
YV (t, uj, ..., u1) = lT (∇ξ0,t)−1Ψ(uj, ..., u1)V (ξt).
We will apply Lemma 3 again by setting π(dλ) = νεq(j)(duj) · · ·νεq(1)(du1),
where q(j) = (1 + β)rq−j , j = 1, 2, .... Set for 0 < ε < ε0,
Ej ={ ∑
V ∈Σ0
∫ T0
0
∫
|YV (t−, uj, ..., u1)|2 ∧ ε−2βrq−jdtνεq(j)(duj) · · · νεq(1)(du1) < εq
−j
}
.
Then it holds
P (Ej ∩ Ecj+1) ≤ 2j+1mCpεp, j = 1, 2, ... (23)
for all 0 < ε < ε0.
Now, we have the relation
E0 ⊂ (E0 ∩ Ec1) ∪ (E1 ∩ Ec2) ∪ · · · ∪ (EN0−1 ∩ EcN0) ∪G,
where
G = E0 ∩E1 ∩ · · · ∩ EN0 ,
and N0 is a positive integer appearing in (15). We want to get the estimate of
P (E0). We have already obtained the following estimate.
sup
l;|l|=1
P (∪N0−1j=0 (Ej ∩ Ecj+1)) ≤ 2N0+1mN0Cpεp. (24)
In the following, we will get the estimate
sup
l;|l|=1
P (G) < C ′pε
p, (25)
for all 0 < ε < ε0. If this is veriﬁed, then (24) and (25) imply
P (
∑
V∈Σ0
|
∫ T0
0
YV (t−)|2dt < .) ≤ Cp.p.
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Hence we get (16) in the case where u = 0 and n = 0.
In order to prove (25), we will sum up all random variables which deﬁne
sets E0, E1, ..., EN0. Note that it depends on ε. We denote it by Kε. Then it is
written as
Kε =
∫ T0
0
Lε(lT (∇ξt−)−1, ξt−)dt,
where
Lε(l, x) =
∑
V ∈Σ0
{
|lTV (x)|2
+
N0∑
j=1
∫
· · ·
∫ (
|lTΨ(uj , ..., u1)V (x)|2 ∧ ε−2βrq−j
)
νεq(j)(duj) · · ·νεq(1)(du1)
}
.
We can obtain the lower bound of Lε(l, x), making use of the modiﬁed Ho¨rmander
condition (H).
Lemma 4. Assume the modiﬁed uniform Ho¨rmander condition (H) for
some δ > 0. Then there exists 0 < .0 < 1 such that the inequality
Lε(l, x) ≥ λˆ
N0
1 C3
4
|l|2
(1 + |x|)n0
holds for any 0 < ε < ε0. Here, λ1 is the minimum eigen value of the matrix
A+B and λˆ1 = min{λ1, 1}. Further, N0 is a positive integer and C3 is a positive
constant appearing in (15).
The proof is omitted.
The above lemma leads to
Kε ≥ λˆ
N0
1 C3
4
∫ T0
0
|lT (∇ξt−)−1|2
(1 + |ξt−|)n0 dt,
if ε < ε0. Now, if ω ∈ G, we have the inequality Kε(ω) <
∑N0
j=0 ε
q−j <
(N0 + 1)εq
−N0 if ε1/q < 1. Therefore, we have G ⊂ {Kε < (N0 + 1)εq−N0 }.
Further, for any l with |l| = 1, we have(∫ T0
0
|lT (∇ξt−)−1|2
(1 + |ξt−|)n0 dt
)−1
≤ 1
T 20
∫ T0
0
|∇ξt−|2(1 + |ξt−|)n0dt,
by using Jensen’s inequality. Therefore,
G ⊂
{∫ T0
0
|∇ξt−|2(1 + |ξt−|)n0dt > λˆ
N0
1 C3T
2
0
4(N0 + 1)εq
−N0
}
.
Then we get P (G) ≤ C ′pεp by Chebyschev’s inequality. We have thus obtained
the estimate (25) for all 0 < ε < ε0.
So far we proved
sup
|l|=1
P (lT Rˆl < ε) < Cpεp.
Then we can easily reduce the stronger assertion (16) to the above.
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