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Plusieurs études chez l’humain montrent que la localisation d’un son est possible
même s’il est de même intensité que les bruits ambiants. D’autre part, les neurones
auditifs du collicule supérieur (C$) 1- sont essentiels à l’analyse de la scène auditive, 2-
possèdent des champs récepteurs sensibles à la position d’une source sonore et 3-
forment une représentation topographique de l’espace auditif
Le btit de cette étude est d’évaluer l’effet d’un bruit de fond sur la sensibilité
spatiale en azimut des neurones auditifs du C$.
Les enregistrements extra-cellulaires sont effectués dans les couches profondes
du CS de rats Long Evans adultes et anesthésiés. Les stimuli auditifs (sons purs et bruits)
sont présentés en champ libre à différentes positions en azimut dans une chambre
insonorisée et partiellement anéchoïque.
Les réstiltats de cette recherche montrent que la vaste majorité (93.5%) des
neurones auditifs du CS possèdent un champ récepteur restreint en azimut et répondent
préférentiellement à une position bien définie. De plus, les résultats montrent que ces
neurones sélectifs à la position répondent seulement aux stimuli sonores provenant d’un
espace en azimut restreint et montrent la même position préférentielle en dépit de la
présence d’un bruit de fond. Par ailleurs, lorsqu’un son pur est présenté en présence d’un
bruit de fond, 13% des neurones montrent une diminution significative de leur taux de
réponse, 16% des neurones montrent une augmentation significative de leur taux de
réponse alors que 71% des neurones ne modifient pas significativement leur taux de
réponse.
Mots clés: audition, localisation sonore, champ récepteur spatial, analyse de la scène
auditive, électrophysiologie animale, collicule supérieur.
RÉSUMÉ EN ANGLAIS
vi
It has been demonstrated that hurnan listeners maintain relatively accurate sound
localization judgements in noisy environrnent suggesting that the neural mechanisms for
sound localization are fairly resistant to masker sounds. Moreover, numerous studies
have shown that neurons in the deep layers of the superior colliculus (SC) 1- are
essential to the auditory scene analysis, 2- have well-defined auditory receptive flelds
(RFs) that code for specific positions in space and 3- are organized to fomi an auditory
space map.
The aim of the present study is to evaluate the effect of background noise on the
positional sensitivity of auditory neurons in the deep layers of the SC. Extracellular
recordings were carried out in the deep layers of the SC of anaesthetized aduit Long
Evans rats. Pure tone stimuli were presented at different azimuthal positions in free field
in a sound attenuated room with and without Gaussian background noise presence.
As shown previously, most auditory neurons (93.5%) of the SC have a restricted
aziinuthal RF and respond optirnally to positions in the contralateral hemispace. When
stimulated in a noisy enviroimient, ail these neurons remain sensitive to sound positions
and only a few (10.5%) change their optimal position by more than 15 degrees.
furthermore, we found three different pattems of response when neurons are stimulated
in presence of background noise: 13% of the neurons show a significant drop of their
response, 16% of the neurons show a signfficant facilitation of their response as 71% of
SC neurons does flot rnodify their response.
Key words: audition, sound localization, spatial receptive field, extracellular recording,
auditoiy scene analysis, superior colliculus.
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CONTEXTE THÉORIQUE ET HYPOTHÈSES
2Plusieurs études chez l’humain montrent que la localisation d’un son est possible
même s’il est de même intensité que les bruits ambiants. D’autre part, les neurones
auditifs des couches profondes du collicule supérieur (C$) possèdent des champs
récepteurs sensibles à la position d’une source sonore et se regroupent pour former une
représentation topographique de l’espace auditif Cependant, en dépit de ces études, les
substrats neuronaux de la localisation sonore en présence de bruit de fond restent
essentiellement inconnus.
Le but de cette étude est d’évaluer l’effet d’un bruit de fond sur la sensibilité à la
position d’une source sonore en azimut des neurones auditifs des couches profondes du
CS.
PERCEPTION AUDITIVE ET BRUIT DE FOND
Le système auditif permet aux mammifères d’acquérir une multitude
d’informations sur les objets sonores qui les entourent. En effet, l’environnement est très
riche en informations auditives puisque la plupart des actions et mouvements génèrent
des sons ou des bruits. Les stimuli sonores ainsi créés se propagent dans l’air et
parviennent à nos oreilles qui les captent. Ceci permet au système auditif de détecter et
de discriminer la présence d’une proie ou d’un prédateur ou encore d’un partenaire
sexuel et ainsi contribuer à assurer la survie de l’individu et de l’espèce. De plus, le
système auditif assure les communications vocales chez plusieurs espèces. finalement,
pour l’humain et peut-être même pour certains animaux, le système auditif permet
d’explorer des émotions musicales et des percepts d’ordre esthétique.
Dans la plupart des situations naturelles d’écoute, un ensemble de sons et de
bruits provenant de différentes sources sonores parvient simultanément et
successivement aux oreilles. Cet ensemble de sons et de bruits constitue une scène
auditive. Face à une scène auditive complexe, le système auditif parvient à isoler et à
identifier les différentes sources sonores présentes dans l’environnement. Par exemple,
lors d’un concert, les sons de plusieurs instruments et le bruit de la foule se chevauchent.
Malgré cela, il est possible d’identifier les sons produits par la trompette, le violon et
chacun des autres instruments de l’orchestre. Les mécanismes sous-jacents à l’analyse
de la scène auditive sont multiples et complexes puisque les récepteurs du système
auditif n’encodent pas les stimuli sonores en fonction de leur source. Le système
nerveux auditif doit donc regrouper et associer les différents sons et bruits à chacune de
leur source sonore respective.
L’analyse de la scène auditive par le système nerveux central fait appel à deux
voies de traitement des informations. Le premier processus a pour but de regrouper et de
séparer les entrées auditives en fonction de leur source sonore selon les principes de la
Gestalt. Ces principes permettent d’expliquer le regroupement des sons provenant d’une
même source sonore selon leurs similarités spectrales, spatiales, temporelles et
d’intensités. À l’opposé, lorsque deux sons ont des propriétés spectrales, spatiales,
temporelles et d’intensités différentes, ils sont traités comme provenant de deux sources
sonores différentes. Ainsi, deux sources sonores sont d’autant plus faciles à distinguer
lorsqu’elles diffèrent l’une de l’autre par leur fréquence fondamentale (Bregman, 1990),
leurs propriétés temporelles (Koelmke et Besing, 1996) et leur position dans l’espace
(Peissig et Kollrneier, 1997). Ce processus est considéré primaire parce qu’il est basé sur
des mécanismes indépendants de l’apprentissage et de l’attention (Bregn;an, 1990). Les
4fluctuations d’ intensités, le déplacement des sources sonores ainsi que les particularités
physiques de l’environnement influencent aussi le triage des sources sonores (Bregman,
1990; Koehnke et Besing, 1996).
Le second processus de l’analyse de la scène auditive fait appel à la mémoire, à
l’attention et à des mécanismes sensoriels non-auditifs afin de regrouper et de séparer les
entrées auditives en fonction de leur source sonore. En effet, la mémoire et les
mécanismes attentionnels permettent, en utilisant les connaissances auditives
précédemment acquises, de prédire les fluctuations physiques, temporelles et spatiales
des sons et ainsi de faciliter la poursuite de sources sonores dans l’espace et le temps.
D’autres systèmes sensoriels, plus particulièrement la vision, permettent de regrouper et
de séparer les entrées auditives en fonction de leur source sonore en associant les stimuli
non-auditifs à une source sonore (Bregman, 1990). Par exemple, Schwartz et al. (2004)
montrent que la lecture labiale facilite la perception de la parole, en particulier en
situation d’écoute en présence de bruit de fond.
Les stimuli auditifs (les sons et les bruits) de notre environnement sont en fait des
vibrations de molécules d’air. Les différentes caractéristiques de ces vibrations
déterminent les propriétés perceptuefles spécifiques de ces stimuli auditifs. L’amplitude
de la vibration est perceptuellement interprétée comme étant l’intensité du stimulus
auditif. Plus l’amplitude de la vibration est importante, plus le stimulus auditif est perçu
coi-nme intense. L’intensité sonore est exprimée en décibel (dB), une unité logarithmique
relative décrivant le rapport de la puissance par unité de surface du son sur la puissance
par unité de surface de référence. D’autre part, la fréquence de la vibration sonore donne
la hauteur du stimulus auditif. Ainsi, une vibration de basse fréquence donne la sensation
d’un son grave alors qu’une vibration de haute fréquence procure la sensation d’un son
5aigu. L’unité de mesure de la fréquence de vibration, le Hertz (Hz), est défini comme
étant le nombre de cycles de vibration par seconde. L’étendue des fréquences sonores
perçues par l’humain se situe entre 20 et 20 000 Hz alors que le rat perçoit des
fréquences sonores se situant entre 500 et 56 000 Hz (Heffner et Heffner, 1985).
Les sons de l’environnement sont rarement composés d’une seule fréquence
pure. Ils sont généralement composés d’oscillations périodiques de plusieurs fréquences
centrées autour d’une ou de plusieurs fréquences. À l’opposé, les bruits sont composés
de différentes fréquences aléatoires sans aucune périodicité.
Les humains comme tous les autres mammifères sont constamment exposés aux
bruits. Pourtant, bien qu’ils les ignorent, les bruits affectent plusieurs facettes de leur vie.
Par exemple, une exposition persistante à des bruits accroît les risques de maladies
cardiovasculaires en augmentant le rythme cardiaque, la pression sanguine et la
sécrétion d’hormones de stress (Ising et al., 1999; Babisch, 2003). Évidemment, les
bruits affectent aussi le système auditif L’exposition fréquente à des bruits intenses
endommage les cellules ciliées ce qui peut occasionner soit un acouphène ou même une
surdité complète (Liberman et Kiang, 1978; Heffner et Harrington, 2002; Eggermont et
Roberts, 2004). De plus, Chang et Merzenich (2003) montrent que l’exposition à un
bruit continu de large spectre à une intensité modérée (70 dB SPL) dès le début du
développement du système auditif chez le rat (P12) retarde le développement et
l’organisation neuronale normale des aires auditives. Cependant, cet effet dommageable
sur le développement du rat élevé en présence d’un bruit continu peut être annihilé en le
stimulant avec des sons structurés dans un milieu silencieux permettant ainsi un
développement tardif des aires auditives. Ce développement tardif des aires auditives
peut s’effectuer bien que la période critique normale (entre P12 et P30) soit dépassée,
6elle peut même débuter aussi tardivement que P90. Ces résultats montrent qu’un
environnement bruyant continu retarde le début et la fin de la période critique lors du
développement du système nerveux auditif
De plus, la perception auditive est affectée par la présence de bruit de fond chez
l’humain (Hawkins et $tevens, 1950; Richards, 1977; Phillips, 1987) comme chez les
animaux (chat: Costalupes, 1983; oscine: Klump et Langemaim, 1995). En effet, un
signal sonore de faible intensité est audible pour l’humain dans un environnement
silencieux mais cesse de l’être dans une ambiance bruyante (Buser et Imbert, 1987). Le
bruit de fond constitue ainsi un masque contrecarrant la perception d’un signal sonore.
Un masque auditif est un stimulus auditif, un son ou un bruit, qui nuit à la perception
d’un signal sonore. L’effet d’un masque sur la perception d’un signal sonore dépend des
propriétés spatiales, temporelles et spectrales du masque et du signal sonore. En effet, un
masque de son pur nuit davantage à la perception d’un signal sonore de son pur lorsque
la fréquence du masque avoisine celle du signal sonore (Buser et Imbert, 1987). La
diminution de sensibilité à un son pur en présence d’un masque contenant toutes les
fréquences dépend aussi de la fréquence du son pur. Le seuil de détection d’un signal
sonore de son pur en présence d’un masque contenant toute les fréquences chez
l’humain est de 4 dB SPL plus élevé lorsque la fréquence du signal sonore augmente
d’une octave (Buser et Imbert, 1987; Leibold et Werner, 2006). Aussi, un masque de
large spectre diminue la sensibilité de l’humain à un signal sonore lorsque le signal
sonore est présenté entre 30 ms avant et 120 ms après la présentation du masque (Buser
et Imbert, 1987). De plus, certaines études psychophysiques chez l’humain (Terhune et
Turnbull, 1989; Saberi et aÏ., 1991) et le furet tRine et aÏ., 1994) montrent que le fait
7d’augmenter la distance entre une source sonore et un masque améliore la perception du
signal sonore.
La détection d’un écart temporel entre deux signaux sonores est une mesure très
utilisée pour étudier la sensibilité aux variations temporelles entre les stimuli sonores. La
parole humaine ainsi que les vocalisations spécifiques aux espèces sont caractérisées par
des modulations temporelles rapides (Rosen, 1992). Dreschler et Plomp (1985) ont
démontré qu’une diminution de la sensibilité aux variations temporelles entre les stimuli
sonores entraîne des troubles de la compréhension de la parole. Chez l’humain comme
chez le rat, l’écart temporel minimum détecté entre deux signaux sonores de large
spectre dans un environnement silencieux est d’environ 2 ms (Fitzgibbons et Wightrnan,
1982; forrest et Green. 1987; Syka et aÏ. 2002). forrest et Green (1987) et Green et
Forest (1989) ont étudié chez l’humain, l’influence d’un masque (bruit de fond de large
spectre) sur la détection d’un écart temporel entre deux signaux sonores (bouffés de
bruits d’une durée de 100 rns). Leurs résultats montrent que la présence d’un masque
augmente l’écart temporel minimum détecté entre deux signaux sonores. Dans le même
ordre d’idée, Dubno et al. (1984) et Stuart et Phillips (1996) ont montré que la présence
de bruits de fond nuit à la perception de la parole.
Good et Gilkey (1996) ainsi que Lorenzi et al. (1999) ont étudié l’effet d’un
masque (un bruit de fond continu) sur la localisation d’un signal sonore (un train de eues
d’une durée de 275 ms) en champ libre chez des sujets humains. Leurs résultats
montrent qu’un masque n’affecte pas la performance de la localisation d’un signal
sonore lorsque la différence entre l’intensité du signal et l’intensité du masque est ? 8 dB
SPL. Cependant, lorsque la différence entre l’intensité du signal et l’intensité du masque
est < 2 dB SPL, une diminution subséquente de la différence entre l’intensité du signal
8sonore et celle du masque provoque une diminution de la performance de la localisation
sonore (Good et Gilkey, 1996; Lorenzi et aÏ., 1999). Les résultats de Good et Gilkey
(1996) montrent que cette diminution de l’efficacité à indiquer la position d’un stimulus
sonore est plus drastique dans l’axe avant-arrière que dans l’axe gauche-droite et que
dans l’axe haut-bas. De plus, Lorenzi et al. (1999) ont montré qu’un masque sonore nuit
plus à la localisation d’un signal sonore lorsqu’il est présenté orthogonalement à une des
deux oreilles (-90° ou 900) que lorsqu’il est présenté directement en face du sujet (0°).
Aussi, selon les résultats de Lorenzi et aÏ. (1999), un masque présenté orthogonalement
à une des deux oreilles (-90° ou 90°) affecte significativement plus la localisation de
signaux sonores de basses fréquences que la localisation de signaux sonores de hautes
fréquences. Même si un masque nuit à la localisation sonore, les résultats de Good et
Gilkey (1996) ainsi que ceux de Lorenzi et al. (1999) montrent que chez l’humain, la
localisation en champ libre d’un stimulus sonore est possible même si ce stimulus sonore
est moins intense que le masque. Dans le même ordre d’idée, les manchots empereurs
sont capables de localiser et de retrouver leur progéniture à l’aide de communication
vocale moins intense que les bruits conjugués du vent, des cris et du déplacement de
milliers d’autres manchots (Aubin et Jouventin, 1998; Aubin et Jouventin, 2002; Aubin,
2004).
L’angle minimal détecté entre deux sources sonores (sons purs) chez l’humain
est de 3° (Milis, 1958; Jacobsen, 1976; Hausler, 1983). Jacobsen (1976) a montré que la
présence de bruits de fond n’affecte pas l’angle minimal détecté entre deux sons purs
chez l’humain lorsque la différence entre l’intensité des sons purs et l’intensité du bruit
de fond est 15 dB $PL. Cependant, lorsque la différence d’intensité entre le son pur et
le bruit de fond est < 15 dB SPL, une diminution subséquente de la différence entre
9l’intensité du signal sonore et celle du bruit de fond provoque une augmentation de































LES VOIES AUDITIVES ASCENDANTES
Les sons et les bruits transmis par voie aérienne jusqu’à l’oreille externe,
parcourent le méat acoustique externe et font vibrer le tympan. Une série de trois
osselets (le marteau, l’enclume et l’étrier) absorbe la faible énergie sonore captée par le
tympan, l’amplifie et la concentre sur la fenêtre ovale. L’étrier, en faisant osciller
mécaniquement la fenêtre ovale, déplace l’endolymphe et par le fait même la membrane
basilaire. La partie basale de celle-ci vibre seulement lorsque la fréquence du signal
sonore est élevée alors que l’apex de la membrane basilaire oscille lorsque les vibrations
sont de basses fréquences. La vibration de la membrane basilaire amène les cellules
ciliées à transformer l’énergie mécanique oscillatoire des sons en énergie bioélectrique.
La position des cellules ciliées sur la membrane basilaire détermine la fréquence
caractéristique de la cellule. La fréquence caractéristique d’une cellule est définie
comme la plus haute fréquence sonore engendrant une réponse cellulaire à une intensité
sonore liminaire. Les cellules ciliées sont donc organisées de façon tonotopique le long
de la membrane basilaire.
Les cellules ciliées établissent des contacts synaptiques avec les neurones du
ganglion spiral dont les axones forment le nerf auditif Ces neurones, les premiers sur la
voie auditive à émettre des potentiels d’action, fournissent l’intégralité de l’information
auditive transmise au système nerveux. Chacun de ces axones ganglionnaires innervent
le noyau cochléaire dorsal ipsilatéral ainsi que le noyau cochléaire ventral ipsilatéral.
Les neurones de ces deux noyaux sont les premiers sites de traitement de l’information
auditive provenant de la périphérie. Par la suite, deux voies auditives ascendantes
émergent de ces noyaux cochléaires. La première voie est une projection bilatérale des
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neurones du noyau cocffléaire ventral vers les neurones des noyaux du complexe olivaire
supérieur (Figure 1). La seconde voie émane des neurones du noyau cochléaire ventral
ainsi que des neurones du noyau cochléaire dorsal qui projettent directement vers les
neurones des noyaux du lemnisque latéral et vers ceux du collicule inférieur (CI)
controlatéral (figure 1). En plus de ces deux projections ascendantes, plusieurs
connections relient les neurones du noyau cochléaire ventral et les neurones du noyau
cochléaire dorsal ipsilatéral et controlatéral (Helfert et aÏ., 1991; Malmierca, 2003).
Le complexe olivaire supérieur
Les neurones du complexe olivaire supérieur reçoivent des projections des
neurones du noyau cochléaire ventral ipsilatéral et controlatéral (Figure 1). Certains
neurones du complexe olivaire supérieur reçoivent un input excitateur provenant de
l’oreille ipsilatérale et de l’oreille controlatérale tEE) alors que d’autres neurones
reçoivent un input excitateur provenant de l’oreille controlatérale mais reçoivent un
input inhibiteur (El) ou aucun input (EO) provenant de l’oreille ipsilatérale. Les
neurones du complexe olivaire supérieur qui reçoivent un input binaural sont les
premiers à traiter la disparité interaurale de temps (DIT) et d’intensité (DII) permettant
la localisation sonore en azimut. La DIT et la DII sont les principaux indices physiques
permettant de localiser en azimut les sources sonores de basses fréquences ( 3000 Hz)
et de hautes fréquences (> 3000 Hz), respectivement (Yin et Chan, 1990; Joris et Yin,
1995; Delgutte et al., 1999; King et aÏ., 2000). Le complexe olivaire supérieur des
mammifères est constitué de trois noyaux majeurs l’olive supérieure latérale, l’olive
supérieure médiane et le noyau médian du corps trapézoïde (Malmierca, 2003). Les
neurones de l’olive supérieure médiane et ceux de l’olive supérieure latérale sont
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respectivement responsables de l’analyse primaire de la DIT et de la DII (Yin et Chan,
1990; Joris et Yin, 1995; Delgutte et aï., 1999; Tolin et Yin, 2002). La localisation
sonore chez le rat dépend peu de la DIT parce que la distance entre les deux oreilles du
rat est très petite et que peu de neurones chez le rat sont sensibles aux stimuli sonores de
basses fréquences ($ally et Kelly, 1988; Kelly et Phillips, 1991). Par conséquent, le
rapport du volume de l’olive supérieure latéral et du volume de l’olive supérieure
médiane chez le rat est supérieur à celui du chat et celui des primates (Moore et Moore,
1971; Thompson et Schofield, 2000; Malmierca, 2003; Kulesza, sous presse). Les
neurones de chacun des trois principaux noyaux du complexe olivaire supérieur sont
organisés de façon tonotopique (Guinan et al., 1972; Malmierca, 2003). De plus, ces
noyaux sont entourés de plusieurs petits noyaux collectivement appelés noyaux
périolivaires recevant aussi des afférences directes des neurones du noyau cochléaire
ventral. Les axones des neurones des noyaux du complexe olivaire supérieur se dirigent
principalement vers les neurones du CI ipsilatéral ainsi que vers ceux du noyau dorsal du
lemnisque latéral ipsilatéral (Adams, 1979; Glendenning et aÏ., 1981). De surcroît,
quelques fibres projettent au CI controlatéral ainsi qu’ au noyau ventral et intermédiaire
du lemnisque latéral ipsilatéral (Brunso-Bechtold et al., 1921; Glendenning et al., 1981).
Ces projections du complexe olivaire supérieur semblent être similaires (Malmierca,
2003) chez l’ensemble des mammifères incluant le rat (Figure 1).
Les noyaux du lemnisque latéral
Le lemnisque latéral contient trois noyaux dénommés selon leur emplacement
dans le lemnisque latéral; le noyau ventral, le noyau intermédiaire et le noyau dorsal
(Figure 1). Chez le rat conmie chez la plupart des mammifères, le noyau ventral et le
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noyau intermédiaire du lemnisque latéral reçoivent surtout des projections
controlatérales du noyau cochléaire ventral et du noyau cochléaire dorsal et projettent à
leur tour exclusivement à des structures ipsilatérales (Glendenning, 1981; Malmierca et
al., 199$). Pour sa part, le noyau dorsal du lemnisque latéral reçoit la majorité de ses
inputs des neurones du complexe olivaire supérieur et projette bilatéralement (Brugge et
al., 1970; Glendenning et aÏ., 1981; Bajo et aï., 199$; Malmierca et aï., 1998). Autant
chez le rat que chez les autres mammifères, la plupart (75% chez le rat) des neurones du
noyau dorsal du lemnisque latéral sont binauraux de type ET (Brugge et al., 1970; Bajo
et al., 1998; Kelly et al., 199$). Tel que suggéré par les études neuro-anatomiques et
neurophysiologiques, les neurones du noyau dorsal du lemnisque latéral sont impliqués
dans la localisation sonore alors que les neurones du noyau ventral et intermédiaire du
lemnisque latéral sont impliqués dans la discrimination temporelle des stimuli auditifs
(Covey et Casseday, 1991; Kelly et al., 1996; Batra, 2006). Par ailleurs, la vaste majorité
des projections ascendantes des neurones des noyaux du lemnisque latéral se dirige vers
le CI ipsilatéral (Adams, 1979; Faye-Lund et Osen, 1985). Cependant, chez le rat
comme chez les autres mammifères, un nombre substantiel d’axones des neurones du
noyau dorsal du lemnisque latéral traverse le CI pour aller faire synapse avec les
neurones du corps genouillé médian ipsilatéral, du CI controlatéral, du noyau dorsal du
lemnisque latéral controlatéral, du CS ipsilatéral et controlatéral (Adams, 1979; Druga et
Syka, 1984; Tanaka et al., 1985; Bajo et al., 1993).
Le collicule inférieur
Bien que certaines fibres des noyaux du lemnisque latéral contournent le CI et
projettent directement au CS ou au corps genouillé médian, la très vaste majorité des
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fibres auditives ascendantes font des contacts synaptiques avec les neurones du CI; d’où
le CI est généralement considéré comme un relais auditif obligatoire (Adams, 1979;
Faye-Lund et Olsen, 1985). Les neurones du CI reçoivent des projections des neurones
des noyaux cochléaires bilatéraux, des neurones du complexe olivaire supérieur
ipsilatéral ainsi que des neurones des noyaux du lemnisque latéral ipsilatéral (Figure 1).
De plus, le CI reçoit des projections des neurones du CI controlatéral (Coleman et
Clerici, 1987) et est aussi, du moins chez le chat (Aitkin et al., 1981; Tawil et aÏ., 1983;
Mascetti et Strozzi, 198$) et le rat (Itaya et Van Hoesen, 1982; Tokunaga et al., 1984),
l’hôte d’entrées visuelles et somesthésiques. Ces inputs visuels proviennent des cellules
ganglionnaires (Itaya et Van Hoesen, 1982; Paloff et al., 1985), des neurones du C$
(Tokunaga et al., 1984; Doubell et al., 2000) et des neurones des aires visuelles
(Mascetti et Strozzi, 198$) alors que les entrées somesthésiques proviennent du noyau
trigérninal (Tokunaga et aÏ., 1984; Li et Mizuno, 1997) et des couches profondes du CS
(Tokunaga et al., 1984). Le CI est formé d’un noyau central du CI, du cortex externe du
CI et du brachium du CI (Helfert et al., 1991; Paxinos et Watson, 2005). Les neurones
du CI sont organisés de façon tonotopique. En effet, chez le rat, la région dorso-latérale
du CI contient des neurones sensibles à une basse fréquence caractéristique alors que les
neurones de la région ventro-médiale du CI sont sensibles à une haute fréquence
caractéristique (Ryan et al., 198$; Kelly et al., 1991). Par ailleurs, le CI possède des
neurones binauraux de type EO, ET et EE (Semple et Aitkin, 1979; Vischer et aÏ., 1997).
Vischer et al. (1997) ont montré que la plupart des neurones binauraux du CI chez le rat
sont de type EE. La majorité des neurones du CI projettent de façon tonotopique au
corps genouillé médian (Figure 1) alors qu’une minorité établit des contacts synaptiques
avec les neurones du CS (Druga et Syka, 1984; Ledoux et al., 1987; Malmierca, 2003).
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Le corps genouillé médian
Le corps genouillé médian est essentiellement un relais auditif thalamique entre
le CI et les aires auditives (Figure 1) et il se subdivise en une zone dorsale, une zone
ventrale et une zone médiane (Ledoux et al., 1987; Ebret, 1997; Malmierca, 2003). La
principale voie tecto-thalamo-corticale origine des neurones du noyau central du CI qui
font des contacts synaptiques avec les neurones de la zone ventrale du corps genouillé
médian. Puis, les neurones de la zone ventrale du corps genouillé médian, qui sont
organisés tonotopiquement, projettent aux neurones de l’aire Al ($ally et Kelly, 1988;
Winer et al., 1999). Plus spécifiquement, chez le rat, les neurones sensibles aux hautes
fréquences situés dans la partie ventrale de la zone ventrale du corps genouillé médian
envoient leurs inputs aux neurones de la partie rostrale de Al alors que les neurones
sensibles aux basses fréquences situés dans la partie dorsale de la zone ventrale du corps
genouillé médian projettent aux neurones de la partie caudale de Al (Sally et Kelly,
1988; Romanski et Ledoux, 1993; Winer et al., 1999). L’architecture de cette projection
a pour effet de préserver l’organisation tonotopique des neurones de la zone ventrale du
corps genouillé médian au niveau des neurones de Al (Rose et Woolsey, 1949; $ally et
Kelly, 1988; Ehret, 1997; Winer et aÏ., 1999). Les neurones de la zone dorsale et
médiane du corps genouillé médian ne sont pas organisés de façon tonotopique et sont,
pour leur part, impliqués dans des circuits plus marginaux que les neurones de la zone
ventrale du corps genouillé médian (Ledoux et al., 1987; Romanski et Ledoux, 1993;
Malmierca, 2003). Les neurones de la zone dorsale du corps genouillé médian reçoivent
surtout des afférences des neurones du cortex dorsal du CI et projettent en majorité vers
les neurones de la ceinture du cortex auditif, les aires 1e2 et Te3 chez le rat (Roger et
Arnault, 1989; Arnault et Roger, 1990; Winer et aÏ., 1999). D’autre part, les neurones de
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la zone médiane du corps genouillé médian reçoivent quelques inputs de neurones des
différentes subdivisions du CI en plus de recevoir des inputs visuels directement des
cellules ganglionnaires (Roe et aï., 1993; Malmierca, 2003). La zone médiane du corps
genouillé médian envoie des projections aux neurones des différentes aires auditives
(Arnault et Roger, 1990; Helfert et al., 1991).
Le cortex auditif
Les axones quittant le corps genouillé médian forment un faisceau: la radiation
acoustique. Ces axones passent par le relais de la capsule interne et établissent des
contacts synaptiques avec les neurones des aires auditives. Le cortex auditif varie
beaucoup anatomiquement et fonctionnellement d’une espèce à l’autre. Chez le rat, le
cortex auditif est situé sur la surface latérale du cortex (Paxinos et Watson, 2005). Il
comprend une région centrale (Al ou Tel) et une région entourant cette aire centrale
appelée la ceinture du cortex auditif (Te2 et Te3). Les neurones des couches III et IV de
Al reçoivent presque la totalité des fibres provenant de la zone ventrale du corps
genouillé médian. Cette projection thalamo-corticale est organisée afin de reproduire
l’organisation tonotopique des neurones de la zone ventrale du corps genouillé médian
($ally et Kelly, 1988; Romanski et Ledoux, 1993; Winer et al., 1999). Ainsi, les
neurones de la partie postérieure de Al répondent préférentiellement aux stimuli sonores
de basses fréquences alors que ceux situés dans la partie antérieure de Al répondent
préférentiellement aux sons de hautes fréquences (Sally et Kelly, 198$; Schreiner, 1995;
Ehret, 1997). Il est à noter que plus de 80% des neurones de Al chez le rat ont une
fréquence caractéristique supérieure à $ kHz (Sally et Kelly, 198$).
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De plus, il existe un regroupement des neurones binauraux EE et ET dans l’axe
ventro-dorsale de Ai. En effet, des ensembles de neurones EE alternent avec des
ensembles de neurones ET tout le long des bandes d’isoftéquence (Ehret, 1997). Les
axones des neurones de Ai projettent aux différentes aires auditives ipsilatérales (Te2 et
Te3) et controlatérales (Al. Te2 et Te3) (Arnault et Roger, 1990; Ruttgers et al., 1990;
Shi et Cassell, 1997). L’organisation et les connections des neurones de Al chez le rat
sont similaires à celles des autres mammifères. Fonctionnellement, chez plusieurs
mammifères incluant le rat, l’ablation bilatérale de Ai n’entraîne pas une surdité
complète (Oesterreich et al., 1971; Kelly, 1980; Zatorre et Penhune, 2001). Cependant,
l’aire Al semble nécessaire pour la localisation sonore chez l’humain (Zatorre et
Penhune, 2001), le singe (Heffner et Heffner, 1990), le chien (Heffner, 1978), le furet
(Kavanagh et Kelly, 1987; Smith et aÏ., 2004) et le chat (Jenkins et Merzenich, 1984),
alors qu’elle ne l’est pas chez le rat (Kelly, 1980). Kelly (1980) suggère que
l’inefficacité à utiliser la DIT et le faible développement cortical chez le rat explique que
leur cortex auditif ne soit pas impliqué dans la localisation sonore.
Contrairement à l’aire Ai, la ceinture du cortex auditif du rat est
morphologiquement et anatomiquement très différente de celle des autres mammifères.
En effet, la ceinture du cortex auditif est composée de sept aires chez le singe, de six
chez le chat et de seulement deux chez le rat (Te2 et Te3). Te2 est situé caudalement à
Al et reçoit la plupart de ces inputs des neurones de Al et des neurones de la zone
médiane et dorsale du corps genouillé médian. De plus, Te2 reçoit une quantité
importante d’inputs visuels provenant du cortex péri-strié (Miller et Vogt, 1984; Shi et
Casseli, 1997). Pour sa part, Te3 est situé ventro-rostralement à Ai et reçoit
majoritairement des fibres de Al et de la zone médiane du corps genouillé médian. Te2
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et Te3 envoient des fibres au cortex piriforme, à l’amygdale, au gyrus cingulaire, au
putarnen et au noyau caudé (Arnault et Roger, 1990). Les propriétés et les fonctions de
Te2 et de Te3 sont peu connues. Cependant, des études chez le chat (Stecker et al.,
2003; Stecker et Middlebrooks, 2003) et le primate (Rauschecker et Tian, 2000; Barreil
et Hall, 2006) montrent que les neurones des aires dorso-caudales de la ceinture du
cortex auditif sont impliqués dans la localisation sonore, ce qui pourrait être aussi le cas
des neurones de l’aire Te2 du rat. À l’opposé, les neurones des aires antéro-ventrales de
la ceinture du cortex auditif chez les primates (Rauschecker et Tian, 2000; Banett et
Hall, 2006), le chat (Tian et Rauschecker, 1994) et probablement ceux de l’aire Te3 du
rat traitent surtout les aspects spectrotemporels des sons.
LE COLLICULE SUPÉRIEUR
Le C$ est situé sur la partie dorsale du mésencéphale. Il reçoit des inputs de
différentes modalités sensorielles et il est nécessaire à la coordination des mouvements
oculaires. En fait, les neurones du CS sont impliqués dans la genèse des mouvements
saccadiques directionnels, dans la poursuite visuelle d’un stimulus lumineux ainsi que
dans le déclanchement des mouvements de la tête, des yeux et des pavillons d’oreilles
vers la source de stimulation visuelle, sornesthésique et auditive (Wurtz et Albano, 1980;
Stem et Clamann, 1981; King, 2004).
Chez le rat conmie chez les autres mammifères, le C$ est anatomiquement
subdivisé en sept couches cellulaires distinctes (King, 2004; Paxinos et Watson, 2005).
Les couches superficielles incluent la couche zonale (I), la couche grise superficielle (II)
et la couche optique (III). La proportion de cellules ganglionnaires rétiniennes projetant
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au CS varie d’une espèce animale à l’autre. Chez le rat, plus de 80% des cellules
ganglionnaires projettent au C$ (Linden et Peny, 1983). De plus, les couches
superficielles reçoivent de nombreuses afférences des cortex visuels (aires 17, 1$ et 1 8a)
qui projettent de façon à préserver l’organisation rétinotopique au niveau du C$
($erizawa et aÏ., 1994).
Les couches profondes du CS comprennent la couche grise intermédiaire (IV), la
couche blanche intermédiaire (V), la couche grise profonde (VI) ainsi que la couche
blanche profonde (VII).
Les neurones des couches profondes du C$ du rat et de la plupart des
mammifères reçoivent eux aussi des afférences visuelles provenant des cellules
ganglionnaires rétiniennes, des neurones des cortex visuels (17, 18, 1$a) ainsi que des
neurones des couches superficielles du C$ (Stem, 1981; Beckstead et Frankfurter, 1983;
Linden et Peny, 1983; Cadusscau et Roger, 1925; Serizawa et al., 1994; Hall et Lee,
1997; Isa et al., 1998). De plus, au niveau des couches profondes du CS, l’organisation
des neurones répondant aux stimuli visuels est telle que l’on y retrouve une carte
rétinotopique de l’espace visuel. Ainsi, les neurones recevant des inputs des cellules
ganglionnaires rétiniennes de l’oeil ipsilatéral (2 à 5% des cellules ganglionnaires
rétiniennes chez le rat) sont situés dans la partie rostrale du CS alors que les neurones
colliculaires recevant des inputs de l’hémirétine temporale de l’oeil controlatéral sont
situés dans la partie caudale du C$ (Siminoff et al., 1966; Stem, 1981; Martin et al.,
1923; Stem et Meredith, 1993; King, 2004).
Les neurones des couches profondes du CS reçoivent aussi plusieurs afférences
de nature somesthésique. En effet, les neurones situés dans la partie rostrale des couches
profondes du rat reçoivent des projections massives des neurones du noyau trigéminal
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controlatéral (Huerta et al., 1983; Cadusseau et Roger, 1985). En revanche, les neurones
de la partie caudale des couches profondes du C$ reçoivent des inputs sensoriels
provenant de neurones de plusieurs noyaux somesthésiques tels que le noyau gracile et
le noyau cunéiforme controlatéraux (Edwards et aÏ., 1979; Cadusseau et Roger, 1985;
Garcia del Cano et aÏ., 2004). Les neurones des couches profondes du C$ du rat
reçoivent aussi des afférences somesthésiques d’origine corticale provenant
essentiellement des neurones de l’aire $1 (Wise et Jones, 1977; Kassel, 1982; Cadusseau
et Roger, 1985). De plus, les neurones des couches profondes du CS sont organisés de
façon à former une représentation somatotopique (Stem et Meredith, 1993; Garcia del
Cano et al., 2004; King, 2004). Cette représentation somatotopique couvre tout le corps
mais elle comporte une importante magnification des régions céphaliques. En effet, chez
le rat et le chat, la représentation de la tête occupe presque toute la partie rostrale du CS
(Wise et Jones, 1977; Stem et Meredith, 1993; Garcia Del Cano, 2004). La
représentation des membres antérieurs et postérieurs occupe la partie latéro-caudale des
couches profondes du CS alors que la représentation du tronc et de la queue occupe la
partie médio-caudale des couches profondes du CS (Wise et Jones, 1977; Stem et
Meredith, 1993; Garcia Del Cano, 2004).
Les neurones des couches profondes du CS reçoivent également des afférences
auditives. Les afférences auditives des couches profondes du CS proviennent
principalement du cortex externe du CI, du noyau dorsal du lemnisque latéral, du noyau
du brachium du CI, des noyaux périolivaires et du sagulum (chat: Edwards et al., 1979;
furet: King et al., 1998; rat: Druga et syka, 1984; Cadusseau et Roger, 1985). De plus,
les neurones auditifs des couches profondes du CS reçoivent des afférences corticales
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provenant des neurones de la partie dorsale des aires auditives ipsilatérales (Druga et
Syka, 1984).
Les couches profondes du CS du rat reçoivent aussi des afférences en provenance
d’autres régions du système nerveux telles que l’hypothalamus, la substance noire, le
corps genouillé latéral, l’amygdale ainsi que la formation réticulée. (Cadusseau et Roger,
1985; McHaffie et al., 2005).
D’autre part, certains neurones des couches profondes du CS sont unimodaux
répondant uniquement soit aux stimuli visuels, soit aux stimuli somesthésiques ou soit
aux stimuli auditifs présentés dans leur champ récepteur (Stem et Meredith, 1993;
Wallace et aï., 1996; Wallace et Stem, 1997; King, 2004). D’autres neurones des
couches profondes du CS sont dits polymodaux car ils intègrent les inputs provenant de
deux (visuel/auditif, auditif/somesthésique, ou visuel/somesthésique) ou de trois (visuel,
auditif et sornesthésique) modalités sensorielles. Le champ récepteur spatial de ces
neurones polymodaux est sensiblement le même peu importe la modalité de la
stimulation (Stem et Meredith, 1993; Wallace et al., 1996; Wallace et Stem, 1997). De
plus, ces neurones polymodaux peuvent montrer des interactions facilitatrices ou
inhibitrices dépendant de la relation spatio-temporelle entre les différents types de
stimuli (Stem et Meredith, 1993; Wallace et al., 1996; Wallace et Stem, 1997).
Activité spontanée des neurones auditifs
Il n’existe pas de consensus concernant le taux de réponse spontanée des
neurones auditifs du CS. En effet, l’étude de Wise et Irvine (1983) chez le chat
anesthésié à l’aide d’un barbiturique ainsi que l’étude de Middlebrooks et Knudsen
(1984) chez le chat anesthésié avec de la kétamine rapportent que les neurones auditifs
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du CS ont peu ou pas de réponse spontanée tandis que les résultats d’Allon et Wollberg
(1978) chez le singe non-anasthésié et de King et Hutchings (1987) chez le furet
anesthésié au barbiturique montrent que tous les neurones auditifs du CS répondent
spontanément.
Types de réponse lors de la stimulation auditive
Au niveau du nerf auditif les cellules ne répondent qu’à l’amorce de la
stimulation auditive. Par contre, à partir du noyau cochléaire, les neurones répondent à la
stimulation auditive de différentes façons (Pfeiffer, 1966). La majorité des neurones
auditifs du C$ répond de façon phasique aux stimuli auditifs (chat: King et Palmer,
1983; furet: King et Hutchings, 1987; rat :Gaese et Johnen, 2000). Tel qu’illustré à la
Figure 3A, ce type de réponse est caractérisé par une réponse intense pendant quelques
ms peu de temps après la stimulation sonore. Ce type de réponse est propice à la
détection d’un stimulus auditif mais est incapable de coder la durée de la stimulation. À
l’opposé, quelques neurones auditifs du CS répondent de façon soutenue tout au long de
la stimulation auditive (Figure 3B). Par ailleurs, King et Hutchings (1987) rapportent
que certains neurones auditifs du furet situés dans les couches profondes du C$ montrent
des réponses de type pause lors de la stimulation auditive. Les neurones de type pause
répondent d’abord de manière phasique puis ils cessent de répondre durant quelques ms
et leur réponse reprend par la suite (Figure 3C).
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Figure 2. Histogrammes peri-stimulus de la réponse de trois
neurones auditifs du collicule supérieur lors de la présentation de
bruits gaussiens. Les neurones A, B et C montrent respectivement une
réponse phasique, une réponse tonique et une réponse de type pause.
Sensibilité spectrale des neurones auditifs
Les courbes du taux de réponse en fonction des fréquences sonores des neurones
auditifs des couches profondes du CS comportent habituellement plusieurs pics et sont
pourvues d’une bande passante relativement large (King et Palmer, 1983; Hirsh et aï.,
1985). Ainsi, chez le chat il est difficile d’identifier une seule fréquence caractéristique
pour les neurones auditifs du CS (King et Palmer, 1983; Hirsh et al., 1985). Ceci laisse
supposer que la majorité des neurones auditifs du CS sont peu sélectifs aux fréquences
sonores. Par ailleurs, contrairement aux neurones de la plupart des structures du système
auditif, les neurones auditifs du CS ne sont pas organisés tonotopiquement (chat: Wize
et Irvine, 1983; cochon d’inde :Carlile et Pettigrew, 1987). D’autre part, plusieurs études
rapportent que les neurones auditifs du CS supérieur semblent mieux répondre aux bruits
complexes qu’aux sons purs (souris: Driger et Hubel, 1975; singe: Allon et Wollberg,
1978; Wallace et al., 1996; chat :Wise et Irvine, 1983; King et Palmer, 1983;






Sensibilité des neurones auditifs à l’intensité sonore
Chez le chat les courbes illustrant le taux de réponse en fonction de l’intensité
sonore des neurones du CS sont essentiellement de type monotone (King et Palmer,
1983; Hirsch et al., 1985). Ce type de courbe se caractérise par une augmentation du
taux de réponse neuronal (Figure 3A) au fur et à mesure que l’intensité de la stimulation
sonore augmente (King et Palmer, 1983; Aitkin, 1991; Kelly et al., 1998; $yka et al.,
2000). Cependant, certains neurones auditifs du CS du chat montrent des courbes de
réponse à l’intensité sonore non-monotones (King et Palmer, 1983; Hirsch et aÏ., 1985).
Celles-ci (figure 3B) sont caractérisées par une augmentation du taux de réponse
lorsque l’intensité de la stimulation sonore croît, puis, lorsque l’intensité sonore de la
stimulation atteint un certain niveau, le taux de réponse décroît rapidement (Aitkin,
1991; KeÏly etal., 199$; Syka etal., 2000).
Les seuils de détection des neurones auditifs du CS lors de la stimulation avec
des bruits complexes avoisinent 25 dB $PL ( cochon d’inde : King et Palmer, 1983;
chat: Midlebrooks et Knudsen, 1984; rat: Gaese et Jolmen, 2000). Selon Wise et Irvine
(1983) et King et Palmer (1983), les seuils de détection lors de la présentation de la
fréquence caractéristique des neurones auditifs du CS avoisinent 35 dB SPL chez le chat
et le cochon d’inde. Cependant, le critère d’évaluation du seuil varie d’une étude à
l’autre. Néanmoins, l’ensemble des études s’entend sur le fait que les seuils auditifs des
neurones du CS sont légèrement plus élevés que ceux des neurones situés au niveau du
CI et des différentes aires auditives (King et Palmer, 1983; Midlebrooks et Knudsen,
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Figure 3. Courbes de réponse en fonction de l’intensité
sonore de deux neurones auditifs du collicule supérieur.
Le neurone A présente une courbe de réponse monotone alors
que le neurone B présente une courbe de réponse non-
monotone.
Latence de la réponse des neurones auditifs
Certaines études récentes suggèrent que les propriétés temporelles de la réponse
neuronale sont un moyen de communication entre les neurones puisque la latence du
premier potentiel d’action post-stimulation des neurones dépend de l’intensité (Covey et
Casseday, 1991), de la fréquence (Heil et aL, 1992) et de la position du stimulus sonore
(Eggermont, 1998; Furukawa et Middlebrooks, 2000; Stecker et Middlebrooks, 2003).
Ces études montrent qu’en règle générale, la latence du premier potentiel d’action post
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stimulation est inversement reliée au taux de réponse du neurone. Ainsi, la latence du
premier potentiel d’action diminue lorsqu’un neurone augmente son taux de réponse
(Heu, 2004). D’autre part, Gaese et Jolmen (2000) montrent que la latence de la réponse
à un bruit gaussien de 75% des neurones auditifs du CS chez le rat se situe entre 15 et 40
rns. De plus, leurs résultats montrent que la latence de la première réponse varie en
fonction de l’intensité ainsi que de la position spatiale du stimulus auditif Les résultats
de Gaese et Jolmen (2000) appuient ainsi les résultats de Eggermont (199$), de
Furukawa et Middlebrooks (2000) et de Stecker et Middlebrooks (2003) qui suggèrent
que la latence de la réponse est suffisante pour coder la position d’une source sonore.
Représentation de l’espace auditif
La localisation d’une source sonore dans l’espace est l’une des principales
fonctions du système auditif Cependant, contrairement aux récepteurs visuels et
sornesthésiques, les récepteurs auditifs sont essentiellement sensibles aux fréquences des
stimuli sonores et non pas à la position de la source sonore dans l’espace.
La représentation de l’espace auditif horizontal dans le système nerveux est
essentiellement le résultat de processus computationnels basés sur le calcul d’indices de
disparités binaurales. Deux types de disparités binaurales permettent de localiser une
source sonore en azimut : la DIT et la DII. Chez les animaux pourvus d’une boîte
crânienne suffisamment large tels que le chat et le singe, la DIT est le principal indice
physique permettant de localiser en azimut les sources sonores de basses fréquences (
3000 Hz). Pour sa part, la DII est surtout utilisée pour localiser en azimut (Delgutte et
aï., 1999; King et al., 2000; Irvine et aï., 2001; McAlpine, 2005) des sources sonores de
hautes fréquences (> 3000 Hz). Par ailleurs, les indices monauraux tels que les indices
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spectraux sont utilisés pour localiser une source sonore dans le plan vertical (Fujiki et
al., 2002; Davis et al., 2003). Ceci est démontré par les résultats de Slattery et
Middlebrooks (1994) qui montrent que contrairement à la localisation sonore en azimut,
la localisation sonore en élévation est peu affectée par l’occlusion d’une oreille.
La DIT varie selon la position spatiale en azimut de la source sonore. En effet, la
DIT est nulle (0 lis) lorsque le stimulus sonore est situé en face ou à l’arrière d’un
animal, c’est-à-dire à 0° ou à 1 80° respectivement dans le plan horizontal. Si la source se
déplace dans le plan horizontal en s’éloignant de l’azimut 0° (ou de 180°), la DIT se
manifeste et augmente progressivement pour atteindre son maximum (120 cs chez le rat)
lorsque le stimulus est face à l’oreille droite ou gauche, donc à -90° ou 90° (Takahashi,
1989; McAlpine, 2005; Zhou et al., 2005). De la même manière, l’intensité d’une source
sonore n’est pas toujours identique lorsqu’elle parvient à chacune des deux oreilles
créant ainsi une DII. Tout conmie la DIT, cette DII varie en fonction de la position en
azimut de la source sonore. Ainsi, la DII est nulle (0 dB SPL) lorsque la source sonore
est située en face ou à l’arrière de l’animal (0° ou 180°) et augmente progressivement
lorsque le stimulus auditif se déplace en azimut (Takahashi, 1989; Irvine et al., 2001;
McAlpine, 2005).
La DIT et la DII sont initialement traitées respectivement par les neurones
binauraux du noyau de l’olive supérieure médiane et de l’olive supérieure latérale
(Takahashi, 1989; King et al., 2000; Irvine et al., 2001; Tolin et Yin, 2002; Tolin, 2003;
McAlpine, 2005). Pour sa part, l’analyse des indices spectraux est amorcée au niveau du
noyau cochléaire dorsal et se poursuit également au niveau du CI (Yu et Young, 2000).
Par leur sensibilité aux divers indices de différences interaurales, plusieurs
neurones des voies auditives sont aussi sensibles à la position d’un stimulus sonore
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présenté en champ libre. En effet, ces neurones auditifs répondent seulement aux stimuli
provenant d’un espace acoustique limité : le champ récepteur spatial du neurone. Les
neurones impliqués dans l’analyse primaire des indices binauraux envoient directement
et/ou indirectement des afférences aux neurones des structures de plus haut niveau
conmie ceux des noyaux du lemnisque latéral, du CI, du C$, du corps genouillé médian
et du cortex auditif. Ainsi, une proportion variable de neurones dans chacune de ces
structures sont sensibles à la DIT et à la DII et possèdent un champ récepteur spatial
restreint en azimut.
Chez le rat, des déficits de localisation sonore ont été observés après la lésion soit
du complexe olivaire supérieur (Kelly et Li, 1997), du lemnisque latéral (Kelly et al.,
1996), du CI (Zrull et Colernan, 1999) et du CS (Milner et Taylor, 1990). À l’opposé, la
lésion du corps genouillé médian (Kelly et Judge, 1985) ainsi que des lésions des aires
auditives (Kelly, 1980; Kelly et Kavanagh, 1986) n’ont aucun effet sur la localisation
sonore bien que les aires auditives semblent nécessaires pour la localisation sonore chez
l’humain (Zattore et Penhune, 2001), le singe (Heffner et Heffner, 1990), le chien
(Heffner, 1978), le furet (Kavanagh et Kelly, 1987; Smith et al., 2004) et le chat
(Jenkins et Merzenich, 1984).
Au niveau des couches profondes du CS une représentation de l’espace auditif
organisée topographiquement peut être mise en évidence chez la chouette (Knudsen et
Konishi, 197$), la chauve-souris (Wong, 1984), le cochon d’inde (Palmer et King, 1982;
King et Palmer, 1983), le chat (Middlebrooks et Knudsen, 1984), le singe (Wallace et
aÏ., 1996) ainsi que chez le rat (Gaese et Jolmen, 2000). En effet, les neurones répondant
aux stimuli auditifs présentés en avant de l’animal dans l’hémi-espace auditif
controlatéral occupent la partie rostrale des couches profondes du CS, alors que les
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neurones répondant aux stimuli présentés latéralement sont situés dans la partie médiane
du CS. Quant aux stimuli auditifs présentés dans la partie postérieure de l’hémi-espace
auditif controlatéral, ils excitent les neurones situés dans la partie caudale du CS
(Middlebrooks et Knudsen, 1924; Gaese et Johnen, 2000). Cette représentation
topographique semble être exclusive au CS. Cependant, Schnupp et King (1997) ont
aussi retrouvé chez le furet une organisation topographique au niveau du brachium du CI
mais celle-ci est beaucoup plus grossière que celle trouvée au niveau du CS. D’autre
part, il est important de souligner que le développement de cette représentation
topographique de l’espace auditif dépend du niveau de maturation et de l’intégrité des
afférences visuelles (King, 1999). Par ailleurs, à l’instar de la carte somesthésique, la
carte de l’espace auditif du CS s’adaptent aux différents mouvements visuo-moteurs de
la tête et des yeux afin d’être en registre avec la carte rétinotopique du CS (Jay et
Sparks, 1984; King, 2004).
La majorité des neurones auditifs du C$ chez la chouette, le cochon d’inde, le
chat, le furet, le singe et le rat possèdent un champ récepteur spatial circonscrit en
azimut et répondent optimalement à une position en azimut lors de la stimulation en
champ libre avec un bruit (Knudsen et Konishi, 1978; King et Palmer, 1923; Jay et
Sparks. 1984; Middlebrooks et Knudsen, 1984; King et Hutchings, 1987; Gaese et
Johnen, 2000). De plus, King et Palmer (1983) ont montré chez le chat, la présence de
champs récepteurs colliculaires très similaires lorsque stimulés avec un bruit ou un son
pur. Chez le rat, les champs récepteurs des neurones auditifs du CS sont tous situés dans
l’hérni-espace controlatéral et il y a une magnification des positions optimales situées
vis-à-vis (-90°) l’oreille controlatérale (Gaese et Jolmen, 2000). L’étendue des champs
récepteurs en azimut des neurones du CS varie d’un neurone à l’autre. Certains neurones
30
du CS, dits axiaux, montrent une réponse auditive optimale à une position précise en
azimut et leur champ récepteur est restreint à seulement quelques positions (Figure 4A).
D’autres neurones auditifs du C$, dits hémichamps, possèdent un champ récepteur
couvrant une partie importante de l’hémi-espace auditif controlatéral. Tel qu’illustré à la
Figure 4B, même si ces neurones montrent une préférence pour détecter un son présenté
à un endroit particulier de l’espace acoustique, ils montrent un taux de réponse
neuronale similaire lorsque les stimuli sont présentés dans un espace relativement
étendu. Par ailleurs, un certain nombre de neurones, dits omnidirectionnels, répondent
indifféremment à la position de la source sonore en azimut (Figure 4C) et ce, aussi bien






Figure 4. Représentations polaires du taux de réponse de trois neurones du collicule
supérieur lors de la présentation d’un bruit à différentes positions en azimut. Le
neurone A possède un champ récepteur axial alors que les neurones B et C possèdent
respectivement des champs récepteurs de type hémichamp et omnidirectionnel.
180 180
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MÉCANISMES NEURONAUX DE L’AUDITION EN PRÉSENCE DE BRUIT DE
FOND
Perception de l’intensité des signaux sonores
Plusieurs études rapportent que l’augmentation de l’intensité du bruit de fond
déplace la portion dynamique de la courbe du taux de réponse en fonction de l’intensité
du signal sonore vers les intensités plus élevées (nerf auditif: Costalupes et aÏ., 1984;
Gibson et aÏ., 1985, noyaux cochléaires : Gibson et al., 1985, CI: Rees et Palmer, 1988;
Mcfadden et Willot, 1994; Ramachandran et al., 2000, cortex auditif: Phillips, 1985;
Phillips et Cynader, 1985; Phillips et Hall, 1986; furukawa et Middlebrooks, 2001). Ces
études montrent aussi que pour un certain nombre de neurones, la présence d’un bruit de
fond continu réduit significativement le taux de réponse maximal engendré par un signal
sonore. Cette diminution du taux de réponse maximal est habituellement observée au
niveau des neurones qui répondent préférentiellement aux bruits (chat: Costalupes et al.,
1984; cochon d’inde: Rees et Palmer, 1988; souris: Mcfadden et Willot, 1994). Ces
études montrent que l’augmentation de l’intensité du bruit de fond a un effet similaire à
la diminution de l’intensité du signal sonore; une assertion qui s’accorde bien avec les
données des études psychophysiques chez l’humain (Hawkins et Stevens, 1950;
Richards, 1977) et le chat (Costalupes, 1983) montrant que la détection d’un stimulus
sonore exige une augmentation de l’intensité du signal sonore pour être perçu lorsque
l’intensité du bruit de fond croît. De plus, les résultats de ces différentes études semblent
montrer que plus le niveau de traitement est hiérarchiquement élevé dans le système
auditif ascendant, moins la présence d’un bruit de fond diminue la réponse maximale et
moins cette présence déplace la portion dynamique de la courbe de réponse en fonction
de l’intensité sonore. Il est donc possible de supposer que plus l’information auditive est
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traitée à des niveaux hiérarchiquement élevés, plus la réponse neuronale à un signal
sonore est résistante à la présence d’un bruit de fond (Ramachandran et aÏ., 2000).
Perception temporelle des signaux sonores
Certaines études chez les oiseaux (Buchfellner et aÏ., 1989) et les souris (Walton
et al., 1997a; Wilson et Walton, 2002) montrent qu’il y a une relation directe entre
l’écart temporel minimum entre deux sons qui est détecté par les neurones phasiques du
CI d’une espèce et l’écart temporel minimum entre deux sons qui est détecté de façon
comportementale chez cette même espèce. Selon Walton et aï. (1997a), cet écart
temporel minimum détecté est de 3 ms chez la souris. Par ailleurs, Walton et al. (1997b),
Barsz et al. (2000), Wilson et Walton (2002) et Barsz et al. (2004) ont étudié l’influence
d’un masque (un bruit à large spectre) sur l’écart temporel minimum détecté entre deux
signaux identiques (bouffés de bruits) au niveau des neurones du CI de la souris. Les
résultats de Walton et aï. (1997b) et de Barsz et aÏ. (2004) montrent qu’un masque d’une
intensité de 10 dB SPL plus faible que l’intensité des signaux sonore ne modifie pas
l’écart temporel minimum détecté par les neurones phasiques du CI. Cependant, lorsque
la différence d’intensité entre le masque et les signaux est de 6 dB SPL, le tiers des
neurones phasiques du CI sont incapables de détecter des écarts temporels de moins de
10 iris. Pour leur part, les neurones toniques du CI, bien que moins efficaces que les
neurones phasiques, peuvent aussi détecter un écart temporel entre deux signaux
sonores. L’écart temporel minimal moyen détecté entre deux signaux (65 dB SPL) par
les neurones toniques de la souris dans un environnement silencieux est de 52.2 ms
(Barsz et al., 2000; Wilson et Walton, 2002). Paradoxalement, Wilson et Walton (2002)
ont montré que les neurones toniques de la souris détectent des écarts temporels plus
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courts en présence d’un masque. En effet, l’écart minimum détecté entre deux signaux
(65 dB SPL) en présence d’un masque de 40 dB SPL et de 53 dB SPL pour les neurones
toniques de la souris est en moyenne respectivement de 24 ms et de 12 ms.
Perception de la localisation des signaux sonores
Jiang et al. (1997a, b) ont étudié chez le cochon d’inde la courbe du taux de réponse des
neurones du CI en fonction de l’intensité du signal sonore en écoute binaurale lorsque le
bruit et le signal sont présentés avec la même phase aux deux oreilles et lorsque le bruit
est présenté avec la même phase aux deux oreilles mais que la phase du signal est
inversée à une des deux oreilles. Le système nerveux auditif analyse la différence de
phase entre les deux oreilles comme étant une DIT. Ainsi, le bruit et le signal sont
perceptuellement situés au même endroit lorsqu’ils sont présentés avec la même phase
aux deux oreilles, mais sont perceptuellement situés à des endroits différents lorsque la
phase du signal est inversée à une des deux oreilles (Jeffress, 194$; Licklider, 1948;
Koebnke et al., 1986). Jiang et al. (1997a, b) ont montré que les seuils de détection du
signal sonore des neurones du CI lorsque le bruit et le signal sont présentés avec la
même phase sont en moyenne inférieurs aux seuils de détection lorsque la phase du
signal est inversée à une des deux oreilles. Dans le même ordre d’idée, Ratnam et Feng
(199$) et Furukawa et Middlebrooks (2001) ont montré que le taux de réponse des
neurones du CI de la grenouille et des neurones de A2 du chat lors de la présentation
d’un signal sonore en champ libre en présence de bruit de fond diminue lorsque la
distance entre le bruit de fond et la position du signal sonore diminue. Ces résultats sont
en accord avec les études psychophysiques chez l’humain (Terhune et Turnbull, 1989;
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Saberi et al., 1991) et le furet (Hine et al., 1994) qui montrent que l’augmentation de la
distance entre une source sonore et un masque améliore la perception du signal sonore.
Cependant, ces études psychophysiques (Terhune et Turnbull, 1989; Saberi et al., 1991;
Hine et aÏ., 1994) ainsi que des études utilisant des enregistrements unitaires (grenouille:
Ratnam et Feng, 199$; chat: Furukawa et Middlebrooks, 2001) montrent qu’il est
possible de différentier l’un de l’autre deux signaux sonores malgré le fait qu’ils soient
physiquement situés au même endroit. Cette différentiation est possible grâce à
l’utilisation des différences spectrales, des différences d’intensités ou des différences
temporelles entre les deux signaux sonores. Ainsi, il est possible d’identifier et de suivre
le décours temporel de plusieurs instruments de musique dans un orchestre; et ce, même
si la mélodie est présentée par un seul haut-parleur qui ne fournit aucun indice
permettant la localisation de chacun des instruments.
Brugge et cd. (1998) ont étudié chez le chat l’influence de la présence d’un bruit
de fond sur la sensibilité à la position des neurones de Al à l’aide de stimuli présentés en
écoute dichotique. Les stimuli auditifs utilisés simulaient un espace acoustique virtuel.
Les résultats montrent que la présence continue d’un bruit de fond diffus tend à diminuer
le taux de réponse et à augmenter la latence de la première réponse des neurones de Al
du chat; et ce, peu importe la position du signal sonore. De plus, ils observent que la
présence d’un bruit de fond ne modifie pas la sensibilité à la position préférentielle des
champs récepteurs auditifs des neurones de Al. En outre, les résultats de furukawa et
Middlebrooks (2001) montrent que la présence d’un bruit de fond réduit le taux de
réponse évoqué par un signal sonore peu importe la position de ce signal pour les deux
tiers des neurones de A2 du chat lors de la présentation d’un train de clic (80 ms) en
champ libre. De plus, leurs résultats montrent qu’un réseau de neurones artificiels
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entraîné à estimer la position d’un signal sonore en fonction du patron de réponse d’un
neurone lors de la stimulation dans un environnement silencieux, est perturbé par la
présence d’un bruit de fond et que celle-ci s’intensifie lors d’une diminution de la
différence entre l’intensité du signal et l’intensité du bruit. Ces études concluent que
l’augmentation de l’intensité du bruit de fond est équivalente à une diminution du signal
sonore pour le code neuronal de la localisation sonore au niveau des aires auditives. Ces
résultats sont en accord avec les différentes études neurophysiologiques effectuées chez
le chat en présence de bruit de fond montrant que la présence de bruit de fond déplace la
courbe de réponse vers des intensités sonores plus élevées (Phillips, 1985; Phillips et
Cynader, 1985; Phillips et Hall, 1986). Ces résultats sont aussi en accord avec ceux
d’études comportementales sur la localisation sonore dans un environnement bruyant
chez l’humain qui montrent qu’une augmentation de l’intensité du bruit de fond diminue
la performance de la localisation sonore (Good et Gilkey, 1996; Lorenzi et al., 1999).
HYPOTHÈSES
De nombreuses études comportementales ont montré que la perturbation de la
perception auditive en présence de bruits de fond s’accentue lorsque l’intensité du bruit
de fond augmente. Celle perturbation dépend à la fois des caractéristiques physiques,
spatiales et temporelles du bruit de fond et du signal sonore (Hawkins et Stevens, 1950;
Costalupes, 1983; Buser et Imbert, 1987; Phillips, 1987; Bregman, 1990; Koelmke et
Besing, 1996; Peissig et Kollmeier, 1997).
Les substrats neuronaux de l’identification de la position de la source sonore en
milieu bruyant sont peu connus. En effet, seules les études de Brugge et al. (199$) et de
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Furukawa et Middlebrooks (2001) ont examiné, chez le chat, l’influence d’un bruit de
fond sur les substrats neuronaux de la localisation sonore. Cependant, ces travaux ont
porté sur l’étude d’aires auditives très sensibles aux signaux auditifs mais peu sensibles à
la position spatiale des stimuli auditifs. En effet, les aires auditives Al et A2 sont
dépourvues d’une représentation de l’espace auditif et la plupart des neurones de ces
aires ont des champs récepteurs très étendus en azimut (Middlebrooks et Pettigrew,
1982; Middlebrooks et al., 1998). De plus, Brugge et aÏ. (1998) ont stimulé dans un
espace virtuel en dépit du fait que Wenzel et al. (1993) et Hawley et aÏ. (1999) aient
montré que la localisation dans un espace virtuel est moins performante que la
localisation en champ libre. Ces résultats suggèrent que certains indices de la
localisation sonore en champ libre ne sont pas reproduits intégralement dans l’espace
virtuel (Wenzel et aÏ., 1993; Hawley et aÏ.,l 999).
Par contre, le CS dispose de neurones auditifs ayant des champs récepteurs en
azimut bien circonscrits et organisés de façon à former une carte topographique de
l’espace auditif. Les résultats de Mimer et Taylor (1990) montrent que les neurones du
C$ sont essentiels à l’orientation vers une source sonore chez le rat. De plus, la plupart
des neurones auditifs des couches profondes du C$ (cochon d’inde: King et Palmer,
1983; chat: Middlebrooks et Knudsen, 1984; furet: King et Hutchings, 1987; rat: Gaese
et Johnen, 2000) sont sensibles à la position spatiale des stimuli sonores simples
(fréquences pures) et des stimuli sonores complexes (bruits à large spectre).
Nous nous proposons donc d’évaluer l’effet d’un bruit gaussien sur la sensibilité
des champs récepteurs des neurones auditifs des couches profondes du CS lors de la
présentation en champ libre de la fréquence optimale du neurone. Celle-ci étant définie
comme la fréquence sonore engendrant un taux de réponse cellulaire maximale lorsque
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présentée à une intensité sonore de 65 dB $PL. L’utilisation, comme signal sonore, de la
fréquence optimale à cette intensité favorise une réponse cellulaire robuste et constante.
Des études comportementales et neurophysiologiques ont démontré que le
rapprochement spatial d’un masque et d’un signal sonore diminue la sensibilité à
l’intensité du signal sonore (Terhune et Tumbull, 1989; Saberi et al., 1991; Hine et al.,
1994; Jiang et al., 1997a, b; Ratnam et Feng, 199$; Furukawa et Middlebrooks, 2001).
Ainsi, le signal sonore sera présenté à la même position azimutale que celle du bruit de
fond afin d’optimiser l’effet du bruit de fond sur la réponse cellulaire engendrée par le
signal sonore.
Good et Gilkey (1996) et Lorenzi et aÏ. (1999) ont montré chez l’humain qu’un
bruit de fond continu n’affecte pas la performance de la localisation d’un signal sonore
(un train de clics) lorsque la différence entre l’intensité du signal sonore et l’intensité du
masque est? $ dB SPL. De plus, leurs résultats montrent que même si la présence d’un
bruit de fond diminue la performance de la localisation sonore, il est tout de même
possible de localiser un signal sonore lorsqu’il a la même intensité que le bruit ambiant.
Ces résultats suggèrent que les mécanismes neuronaux de la localisation sonore sont
plutôt résistants à la présence de bruits de fond. Les résultats de Brugge et aï. (199$) et
de Furukawa et Middlebrooks (2001) semblent aussi aller dans ce sens. En effet, Brugge
et aÏ. (1998) et Furukawa et Middlebrooks (2001) montrent que les neurones du cortex
auditif du chat sont sensibles à la position d’une source sonore (clics) en dépit de la
présence de bruit de fond (un bruit gaussien). De plus, Brugge et al. (199$) montrent que
la présence de bruit de fond ne modifie pas la position préférentielle du champ récepteur
des neurones de Al. Ces résultats nous permettent de prédire que la position
préférentielle des champs récepteurs auditifs des neurones du CS ne sera pas modifiée
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lors de la présentation d’un signal sonore en présence d’un bruit de fond. Aussi, nous ne
prévoyons observer aucun changement sur la sélectivité spatiale des champs récepteurs
en azimut des neurones du C$. Ces hypothèses sous-entendent que les mécanismes
anatomo-physiologiques à l’origine de la sensibilité spatiale des neurones auditifs du CS
sont résistants peu importe le type et le nombre de stimuli sonores présents dans
l’environnement.
Plusieurs études neurophysiologiques sur la détection d’un signal sonore
rapportent qu’une augmentation de l’intensité du bruit de fond déplace la portion
dynamique de la courbe du taux de réponse en fonction de l’intensité des neurones vers
des intensités sonores plus élevées. Ces études montrent aussi que la présence continue
d’un bruit de fond réduit le taux de réponse maximal engendré par un signal sonore pour
un certain nombre de neurones (Costalupes et al., 1984; Gibson et al., 1985; Rees et
Palmer, 1988; Mcfadden et Willot, 1994). Globalement, ces études montrent que
l’augmentation de l’intensité du bruit de fond a un effet similaire à la diminution de
l’intensité du signal sonore; une assertion qui s’accorde bien avec les données des études
psychophysiques montrant qu’un signal sonore doit augmenter son intensité pour être
perçu lorsque l’intensité du bruit de fond augmente (Hawkins et Stevens, 1950;
Richards, 1977; Costalupes, 1983). De la même manière, les résultats de Good et Gilkey
(1996) et de Lorenzi et aÏ. (1999) montrent que lorsque la différence entre l’intensité du
signal sonore (un train de clics) et l’intensité du masque (un bruit gaussien) est < 8 dB
$PL, une diminution subséquente de la différence entre l’intensité du signal sonore et
celle du masque provoque une diminution de la performance de la localisation sonore.
Au niveau neurophysiologique, Brugge et aÏ. (1998) ont également démontré qu’une
augmentation du bruit de fond est comparable à une baisse d’intensité du signal pour les
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champs récepteurs des neurones de Al. À la lumière de ces résultats comportementaux
et neurophysiologiques sur la détection et la localisation d’un signal sonore en présence
de bruit de fond, nous postulons que le taux de réponse cellulaire sera diminué lors de la
présentation d’un signal sonore en présence d’un bruit de fond.
CHAPITRE 2
ARTICLE:
SOUND SOURCE DIRECTION IN BACKGROUND NOISE
IN THE SUPERIOR COLLICULUS 0F THE RAT
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Human listeners maintain relatively accurate sound localization judgements in a noisy
environment, suggesting that the fleurai mechanisms for sound localization are fairiy
resistant to masker sounds. Moreover, neurons in the deep iayers of the superior
colliculus (SC) have well-deflned auditoiy receptive fields (RFs) that code for specific
positions in space. The aim of the present study, therefore, was to evaluate the effect of
background noise on the positional sensitivity of neurons in the deep iayers of the $C.
Extracellular recordings were carried out in anaesthetized aduit Long Evans rats. A
neuron’s best frequency was presented at different azimuthal positions in free field with
and without the presence of Gaussian background noise. Most neurons responded
optimally to restricted azimuthai positions in the contralateral hemispace. When
stimulated in a noisy environment, most of them remained sensitive to sound position
and only a few changed their positionai sensitivity by more than 15°. Furthermore, when
stirnuiated in the presence of background noise, a limited proportion of neurons showed
a significant drop in response, or a significant facilitation whereas the majority did not
modify their response.
Section: sensory and motor systems




PSTH: post-stimulus time histogram
RF: receptive field
SC: superior colliculus




The auditoiy system furnishes mammals with important information
regarding their surrounding environment. It allows for the detection, identification and
localization of a predator, a prey or a sexual partner, and it does so despite the presence
of competing noise. This fact notwithstanding, most studies on auditory spatial
localization and on its underlying neural mechanisms are carried out in a noiseless
enviromnent.
Psychophysical studies have shown that an increase in background noise
produces corresponding increases in the threshold for the detection of an auditory signal
in humans (Hawkins and Stevens, 1950) as well as in animals (Costalupes, 1983).
Moreover, Good and Gilkey (1996) and Lorenzi et al. (1999) have shown that it does not
affect sound localization in humans as long as the target signal intensity is $ dB $PL
over that of the background noise. When the signal is lower than or the same as the
background noise, however, localization is less accurate. These resuits suggest that the
neural mechanisms for sound localization are resistant to the presence of background
noise.
The question of how neurons process auditory signals in a noisy environment
was initially addressed by investigating the influence of continuous background noise on
the neuron’ s rate-intensity function. These studies showed that as noise level increases,
the rate-intensity function is displaced toward the higher intensities for most neurons at
the level of the eight nerve (Costalupes et al., 1984; Gibson et al., 1985), the cochlear
nucleus (Gibson, 1985), the inferior colliculus (McFadden and Willot, 1994;
Ramachandran et al., 2000; Rees and Palmer, 198$) and the auditory cortex (Furukawa
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and Middlebrooks, 2001; Phillips, 1985; Phillips and Cynader, 1985; Phillips and Hall,
1986). They also showed that the maximum firing rate of some neurons was reduced.
This suggests that increased noise is somewhat equivalent to a decrease in the level of
the signal. This is supported by psychophysical studies showing that an increase in
background noise increases the threshold for the detection of an auditory signal
(Costalupes, 1983; Hawkins and Stevens, 1950).
Studies of the neural mechanisms of sound localization in a noisy
environrnent canied out on the auditory cortex also tend to support this conclusion.
Thus, Brugge et al. (1998) looked at the spatial RF properties of Al neurons ofthe cat in
the presence of a spatially diffuse background noise using virtual-space auditory signals
delivered by earphones. They found that the presence of noise did flot change their
optimal positional sensitivity but decreased the response rate independently of signal-
source location. Furukawa and Middlebrooks (2001), using free field stimulation, also
found that the presence of a continuous noise reduced response rate to auditory signals
presented at different azimuthal position for two-thirds of A2 neurons. However, the
studies were carried out in either Al or A2, where neurons show poor sensitivity to
sound location and leave open the question about the neural mechanisms of sound
localization with or without accompanying noise.
The SC is involved in the control of orienting movements of the head, eyes
and pinnae toward the source of visual, auditory and/or somesthetic stimuli (Henkel and
Edwards, 197$; King, 2004; Moschovakis, A.K., 1996; Paré et al., 1994; Peck and Baro,
1997; Populin et al., 2004; Stem and Clamann, 1981; Wurtz and Albano, 1980). The
neurons of the intermediate and deep layers also control motor functions and respond to
these three types of stimuli occurring within their RFs (King, 2004; Stem and Meredith,
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1993). The auditory azimuthal RFs of most $C neurons are restricted to small deviations
from the optimal position (Gaese and Jobnen, 2000; King and Palmer, 1983; King and
Hutchings, 1987; Knudsen, 1922; Middlebrooks and Knudsen, 1984; MiddÏebrooks and
Knudsen, 1987; Stem and Meredith, 1993). One distinctive feature of auditory neurons
is that their azimuthal RF positions vary systematically with respect to electrode location
within the SC (Gaese and Jolmen, 2000; King and Hutchings, 1987; King, 2004;
Middlebrooks and Knudsen, 1984; Stem and Meredith, 1993). It is in fact the only
structure in the rat where an auditory space map is found, making its neurons essential
for the analysis of the auditory environment, such that bilateral $C ablation eliminates
orienting behaviour toward a sound source (Mimer and Tyler, 1990).
The goal of the present study was to investigate the azimuthal RF properties
of SC neurons in the presence of background noise. Psychophysical studies (Hine et al.,
1994; Saberi et al., 1991; Terhune and Turnbull, 1989) as well as single unit and multi
unit recording studies have shown that the ability to detect auditory signals embedded in
noise improves when the spatial separation between the noise and the signal increases
(Jiang et al., 1997; Furuwaka and Middlebrooks, 2001; Ratnam and Feng, 1992).
Accordingly, to maximize the effect of noise on neuronal responses to pure tones, we
presented the latter and the background noise at the same azimuthal position.
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2. RESULTS
2.]. Rate-intensilyfunctions and threshoÏds in a quiet environment
When stimulated with Gaussian noise, most neurons (9 1%) responded
rnonotonically to increases in intensity. Figure 1 A-D show the response of two neurons
as intensity increases from 25-55 dB $PL. The post-stimulus time histograms (PSTH)
and the rate-intensity function (Figure 1 A and 1 B) show that the response rate of neuron
117 increased monotonically. However, neuron 08$ displayed a non-monotonic response
(Figure 1C and 1D): it increased its response rate as the noise increased to 45 dB $PL,
followed by a drastic decrease as intensity was raised to 55 dB SPL.
The threshold to Gaussian noise ofthe responsive neurons (n = 124) was also
determined. The thresholds of neurons 117 and 08$ (Figures 13 and 1D) are,
respectively, 3$ dB SPL and 35 dB $PL. However, as demonstrated in Figure lA, the
neuron did respond to the noise at an intensity of 35 dB SPL, which is less than its
interpolated threshold (3$ dB $PL). At 35 dB SPL, however, the response was only
evoked six times out of ten trials, which is below our 70% criteria. This rnight in part
explain why in the present study thresholds are relatively high (mean = 40.4 dB SPL; G
= 12.2 dB SPL). As shown in Figure lE, only a few neurons (13.2 %) have a low





A large proportion of neurons, 70.2%, were classified as phasic, while 25%
had sustained responses and only 4.8% showed a pause-type response. The P$THs of
tbree neurons (figures lA. 3A and 4A) show phasic responses whereas some gave
robust sustained responses (figure 3C) and a few showed typical pause responses
(figure 3E).
2.3. Frequency timing curves
The neurons’ best frequencies ranged from 1.25-25 kHz and nearly haif
(44.6%) responded optimally to frequencies higher than 16 kHz whereas only a few
(14.1%) had best frequencies below 2 kHz (Figure 23). The frequency tuning curves of
three neurons are presented in Figure 2A and show that they respond to a restricted
range of frequencies and have an unmistakable best frequency. Thus, neuron 004
responded to low frequencies (1.25-4 kHz) and had a best frequency of 1.75 kHz, neuron
014 responded to frequencies between 5 and 12 kHz and its response was optimal at 10
kHz and neuron 110 responded to high frequencies with an optimal response at 22.5
kHz. Thirty-two neurons did not respond to pure tone bursts at any of the intensities
tested.
Insert Figures 2 and 3
2.4. Response to Gaussian noise andpure-tone
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Figure 3 shows the responses of three neurons stimulated with Gaussian
noise (Figures 3A, 3C and 3E) and pure tones (Figures 3B, 3D and 3F) at the same
intensity (fleuron 110: 45 dB $PL, neuron 126: 55 dB SPL, neuron 059: 25 dB SPL).
Neurons 110 and 059 exhibited the same discharge pattern whether the stimulus was
noise or a tone. However, some had different discharge pattems when stimulated with
either stimulus. As shown in Figures 3C and 3D, the sustained pattern ofneuron 126 was
characterized by a brisk discharge at the onset of noise burst, which was flot present
when stimulated with a tone. Neuron 110 (Figures 3A and 3B) had a lower response rate
when stimulated with noise whereas neurons 126 and 059 responded more robustly to
the latter. 0f the 124 neurons that responded to Gaussian noise, 38.1% had a similar
response rate when stimulated either with noise or a pure tone, a few (7.8%) had a
signiftcantly lower response rate than to tones whereas 28.3% had a significantly higher
rate.
2.5. Rate-intensity functions and intensily thresholds to pure tones in the presence of
background noise
Figures 4A and 4B show the PSTHs and rate-intensity functions of two
neurons stimulated at their best frequency (fleuron 012: 16 kHz, neuron 055: 10 kHz) at
different intensities in the presence of background noise. Neuron 012 increased its
response rate systematically as the pure tone intensity was raised from 25-55 dB SPL.
Neuron 055 also increased its response rate as the intensity increased from 5 to 15 dB
SPL and then saturated as it was raised above 20 dB SPL. These two neurons were
classified as monotonic, representing the majority of neurons (90%). The others (10%)
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responded non-monotonically to increasing pure tone intensities in presence of
background noise.
Insert Figures 4 and 5
The threshold ofneuron 012 (figures 4A and 4B), when stimulated at its best
frequency in the presence of background noise at 35 dB SPL which was 10 dB $PL
higher than the noise, On the other hand, the threshold of neuron 055 (Figures 4C and
4D) was 15 dB SPL, 10 dB SPL lower than the intensity of background noise.
Moreover, as can be seen in the PSTHs in Figure 4C, this neuron responded at its best
frequency to an intensity of 10 dB $PL, but only for 50% of the trials (n = 10). Again,
this attests to the fact that our 70% threshoÏd criterion is rather severe for neurons that
have a high spontaneous discharge rate. The mean threshold at the best frequency in the
presence of background noise of neurons responding to pure tones was 40.7 dB SPL (
= 14.5 dB SPL) and, as shown in figure 4E, more than one third (36.8%) had a pure
tone threshold in the presence of noise higher than 45 dB $PL. Nevertheless, a non
negligible percentage of SC neurons (17.4 %) had their pure toile threshold lower or
equal to the intensity (25 dB SPL) ofthe background noise.
2.6. Receptivefieldproperties in a quiet environrnent
Three main classes of RFs sensitive to azimuthal position were identffied.
figure 5 shows the positional tuning polar plots of four neurons when stimulated at their
best frequencies (neuron 057: 12.5 kHz at 30 dB SPL, neuron 059: 16 kHz at 35 dB
SPL, neuron 022: 15 kHz at 37 dB SPL, neuron 045: 20 kHz at 3$ dB $PL) at different
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azimuthal positions. An example of the first class is presented in Figure 5A. Neuron 057
responded equaliy well to pure tones at ail azimuthal positions in both hemifields,
showing less than 50% change from maximum rate. Therefore, this neuron was
classffied as omnidirectional, representing a minority (6.5%) ofneurons.
Insert Figure 6
A second class, representing 93.5% ofthe neurons, was classified as spatially
tuned, since their RFs were confined to the contralateral hemifield and were
characterized by an optimal position. These tuned neurons were subdivided into two
discrete populations on the basis of the extensiveness (positional selectivity index) of
their RF. The first subclass had a positional selectivity index greater than 90°. Neuron
059 (Figure 5B) responded robustly at most lateral azimuthal positions, but its response
rate diminished abruptly when the tone was presented in the ipsilateral hemffield. This
neuron responded optimally at -90° and had a positional seÏectivity index of 159.3°. This
type ofRF was classified as hemifield and represents 46.5% ofthe tuned neurons.
Insert Figure 7
The second subclass responded only to a limited range of azimuthal positions
in the contralateral hemifield. The positional selectivity index of these neurons was
90°. Neuron 022 is a typical example of this sub-class (Figure 5C) and shows a robust
response when stimulated between -30° and -60°, with an optimal response at -45°; its
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positional selectivity index was 78.6°. Finally, some neurons had very spatially
restricted RFs (Figures 5D) and responded robustly only when the tones were presented
in precise positions in the contralateral hemifield. The RF of neuron 045 had a positional
selectivity index of 36.2 ° at -105°. The two latter are typical examples oftuned neurons
classified as axial, representing 53.5 % ofthe total.
Although 11.7% of the position tuned neurons have quite a large RF
(positional selectivity index >150°), more than half (55.8%) have a restricted (Figure
6A), positional selectivity indexes ranging from 61° to 120°. Only a few auditory
neurons in the SC (5.8%) had a very narrow spatial RF Qositional selectivity index
30°). In fact, the positional selectivity index (figure 6A) of the tuned neurons varied
from 11° to 180°, with a relatively large mean of 88.3° ( 39.0°). The indexes ofthe
axial (mean = 59.3°, a = 19.1°) and hemifield RFs (mean = 122.0°, a 27.4°) differ
significantly (t ($4) = l2.4,p 0.001).
A large proportion of tuned neurons responded optimally to positions situated
in the contralateral hemispace around -90° (figure 63). Effectively, 57.5% of the
hemffield (n = 40) and 7 1.7% of the axial RFs (n 46) had their optimal position
situated between -75° and -J05. However, one fifih of either hemifield (20%) and or
type neurons (21.7%) responded optimally in the anterior contralateral hemispace, that
is, between -30° and -60°. While 22.5 % of the hemffield RFs were optimally situated in
the posterior part (between -120° and -150°) ofthe contralateral hemispace, only 6.6% of
the axial Rfs were in this hemispace (Figure 6B). Despite this, there was no significant
difference (x2 (8) 10.28,p> 0.05) between the distribution of the preferential position
of axial and hemffield Rfs.
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-Insert Figures $ and9-
2. 7. ReceptivefieÏds ‘properties in noisy environment
figure 7 shows the positional polar tuning of four neurons which were
stimulated at their best frequencies at 5 or 10 dB SPL above threshold in the presence of
background noise. The positional polar tuning of a hemifield neuron is presented in
figure 7A. In a quiet environment (fihled dots), this neuron responded optimally at -120°
when stimulated with a tone (18.5 kHz) presented at 40 dB SPL. The presence of
background noise slightly decreased the response rate (empty squares) at most azimuthal
positions without modifying its optimal position selectivity. Nevertheless, the RF of
neuron 005 was more restricted (positional selectivity index: 96°) in a noisy
environment than in a quiet environment (positional selectivity index: 135.8°). Figure
7B presents the positional polar tuning of a neuron with an axial Rf that responded
optimally at -105° when stimulated with tone (20 kHz) bursts presented at 40 dB SPL in
a noisy and a quiet environment. The response rate of this neuron did not show
significant increases at the optimal azimuthal position but its selectivity index was larger
in the presence of noise (45.2°) than in a quiet environment (25°). As demonstrated by
these two typical examples, most (70.9 %) tuned neurons (axial (n = 46): 76.1%;
hemifield (n 40): 65.0%) did flot change their response rate in the presence of
background noise when stimulated at their best frequency at optimal azimuthal position.
Conversely, the presence of background noise drastically decreased (1.3
standard deviation) the response rate of some tuned neuron (figure 7C) when stimulated
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with a tone (25 kHz) presented at 39 dB SPL. This neuron responded optimally at -105°
and showed a larger positional selectivity index (97.4°) in a noisy environment than in a
quiet one (71.5°). Neurons such as this one that showed a decrease of one standard
deviation or more of their response rate in a noisy environment at their optimal
azirnuthal position were classified as inhibitory and represented 12.8 % of neurons
(axial: 5 neurons; hemifield: 6 neurons). Finally, as presented in Figure 7D, some tuned
neurons responded optimally at the same azimuthal position (-120°) and had a similar
positional selectivity index (quiet: 82.3°; noisy: 72.8°) despite the addition of
background noise. Neuron 032 increased its response rate signfficantly (1.2 standard
deviations) when stimulated with a tone (16 kHz; 30 dB SPL) in the presence of noise.
These neurons that showed an increase greater or equal to one standard deviation of their
response rate in a noisy environment were classffied as excitatory and represent 16.3%
ofneurons (axial: 6 neurons; hemifield: 2 neurons).
When tone bursts were presented in either a quiet or a noisy environment, the
optimal positional sensitivity of most axial (67.4%) and hemifieÏd (67.5%) neurons did
flot change. In only a few axial (4/46) and hemffield (5/40) neurons it changed by more
than 15° in the presence of background noise (Figures 8A and 811). In fact, the
colTelation between the optimal position in the presence and in the absence of noise was
highly significant for axial (r = O.$3;p 0.001) and hemifield neurons (r = O.86;p
0.00 1).
The presence of background noise did not modify a neuron’s tuning
properties (e.g., axial to omnidirectional or vice versa). As mentioned above, in a quiet
environment, the mean spread (positional selectivity index) of axial and hemffield RFs
differed significantly. There was also a significant difference (t (84) = 2.45,p 0.02)
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between the mean extent ofthe axial (mean: 82.9°, G: 39.00) and hemifield RFs (mean =
103.3°, G = 38.00) in a noisy environment. Also, the difference between the mean
positional selectivity index of the axial RFs was signfficantly larger (t (45)
=
3.9l,p
0.001) in a noisy environment (mean = 82.9°, a = 39.0°) than in a quiet (mean = 5930
G: 19.1°) one. The inverse was true for the hemifield RFs: the mean spread was
signfficantly srnaller (t (39)
=
3.ll,p 0.004) in a noisy (mean = 103.3°, a = 38.01°)
than in a quiet (mean 122.0°, G = 27.4°) environment.
2.8. $pontaneous activity in a quiet and a noisy environment
Very few neurons had any spontaneous activity in either a quiet (15.1%) or a
noisy (16.3%) environment. When comparing the spontaneous activity of inhibitory,
excitatory and insensitive neurons in a quiet and a noisy environment, an ANOVA
revealed a significant interaction effect (F (2, 83) = 6.72, p 0.01). Thus, the mean
spontaneous activity of inhibitoiy neurons was signfficantly higher (t (10) 2.55, p
0.05) in a quiet (mean = 7.6 imp./s, G = 8.6 imp./s) than in a noisy (mean = 2.9 imp./s, G
= 3.4 imp./s) environment. On the other hand, the mean spontaneous activity of
excitatory neurons was signfficantly ( t (13) = 2.20, p 0.05) lower in a quiet (mean =
2.9 irnp./s, G = 2.3 imp./s) than in a noisy (mean = 4.9 imp./s, G = 3.6 imp./s)
envirornrient. As for the positional insensitive neurons, it was flot significantly different
(t (60)
=
l.5l,p> 0.05) in either a quiet (mean = 5.6 imp./s, G = 5.5 imp./s) or in a noisy
(mean = 4.7 imp./s, a = 5.4 imp./s) environment.
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3. DISCUSSION
The purpose of this study was to investigate the azimuthal RF properties of
neurons of rats in the presence of background noise. The resuits indicate that most
neurons have well defined RFs restricted to only a few degrees around an optimal
position when stimulated at their best frequency in either a quiet or a noisy environment.
They also showed that the presence of background noise may change the tuning and the
response rate at the prefened position, but flot the optimal position per se.
3.1. Receptivefieldproperties in a quiet environrnent
The results obtained show that most neurons of Long Evans rats respond
optimally to a restricted azimuthal locations, an observation that is consistent with
previous studies in the optic tectum of the barn owi (Knudsen and Konishi, 1972), and in
the SC of the bat (an animal that uses echolocation) (Wong, 1984), the guinea pig (King
and Palmer, 1983; Palmer and King, 1982), the cat (Middlebrooks and Knudsen, 1984),
the monkey (Wallace et al., 1996) and the Sprague-Dawley rat (Gaese and Johnen,
2000). However, we found that neurons in the $C of rats have smaller RFs than those
previously found by Gaese and Johnen (2000). Thus, our results contradict their
arguments suggesting that the spatial tuning of auditory SC neurons is generally broader
in rats than in cats, ferrets and guinea pigs. This discrepancy may 5e due to rat strain
differences or because the current study used pure tones instead of broadband noise as
the auditoiy stimulus. However, this is quite unlikely, since King and Palmer (1983)
showed that the RF sizes tend to be wider when SC neurons are stimulated with pure
tones than with broadband noise. We also found that the optimal positions were
restricted to the contralateral hemifield, particularly around 90°. This finding is in
5$
agreement with Gaese and Johnen (2000), but differs from studies that used other
species. This discrepancy may be due to the fact that visual SC neurons in rats are more
activated by lateral contralateral visual stimuli (Diao et al., 1983; Martin and $efion,
1983; Siminoff et al., 1966) while visual SC neurons of most other mammals are more
responsive to frontal contralateral stimuli (cats: Kadunce et al., 2001; guinea pig: King
and Palmer, 1983; ferret: King and Hutchings, 1987; monkey: Wallace et al., 1996).
Consequently, since the auditory space map is topographically aligned with the visual
space map in the SC, the preference for lateral stimuli by neurons in the rats’ SC shifts
the optimal positions of auditory tuned neurons toward the interaural transverse plane.
Omnidirectional fleurons, on the other hand, seem completely insensitive to the cues that
establish sharp RF borders (King and Palmer, 1983; Middlebrook and Knudsen, 1984),
suggesting that they are not likely implicated in the orienting behaviour toward an
auditory signal.
3.2. Receptivefieldproperties in noisy environrnent
Our study demonstrates that the presence of background noise does not
modify the essential positional RF properties of the neurons (e.g., tuned to
omnidirectional or vice versa). They show instead that the presence of noise increases
the positional selectivity index of axial neurons whereas it decreases this index for
hemifield neurons. The increase of RF extent of axial neurons could explain the results
of psychophysical studies showing a decrease of sound localization performance in the
presence of noise (Good and Gilkey, 1996; Lorenzi et al., 1999). Brugge et al. (1998)
also found that the presence of background noise decreased the spatial size of the RFs of
Al neurons. Both resuits imply that in a natural environment, where signal and
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background noise are fluctuating, the spatial RFs of $C and Al neurons are continuously
expanding and contracting. If the fleurai code for sound localization relies exciusively on
the size of the RF, then different calculations must take piace to process the same signal
location depending on the levels of background noise and signai.
The optimal position oftuned $C neurons did flot change with the addition of
background noise, as found for Al neurons (Brugge et al., 199$) and $C neurons (Gaese
and Jolmen, 2000; King and Palmer, 1983; Middlebrooks and Knudsen, 1984).
Moreover, our resuits and those found in other studies argue that the topographic map of
SC auditory neurons and its coherency with the visual map are more robust than many
other RF properties (Drger and Hubel, 1975; King and Palmer, 1983; King and
Hutchings, 1987; Knudsen and Konishi, 197$; Updyke, 1974; Wong, 1984).
3.3. Response rate in the presence ofbackground noise
A number of studies have shown that the presence of background noise
decreases the response rate of neurons to an auditory signal and have proposed that an
increase in noise is largely equivaient to a decrease in the level of the signal (Brugge et
al. 1998; Costalupes et al., 1984; Furukawa and Middlebrooks, 2001; Gibson et al.,
1985; Phillips, 1985; Phillips and Cynader, 1985; Philiips and Hall, 1986; Phillips,
1987). Furthermore, all neurons in the study of Brugge et al. (1998) and most neurons
described by Furukawa and Middiebrooks (2001) decreased their response rate
independently of the signal location in the presence of background noise. Inhibitory
neurons described in the current study display exactly this effect, decreasing their
response rate to pure tone presentation in the presence of noise. However, for most $C
neurons (70.9%), the background noise did not significantly modify their response rate
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(insensitive fleurons). Some neurons (16.3%) actually increased their response rate to an
auditoiy signal in the presence of background noise (excitatory neurons), an effect that
has also been reported by Furukawa and Middlebrooks t200 1) in a similarly small
proportion of neurons in A2. As also suggested by Furukawa and Middlebrooks (2001),
it seems that the presence of the background noise increases the neural sensitivity of the
excitatory neuron to an auditory signal, sirnilar to an increase in the signal level.
The mean spontancous activity of inhibitory neurons is signiflcantly higher in
a quiet environment than in a noisy environment, suggesting that these neurons are
partially inhibited by the noise. By contrast, the mean spontaneous activity of excitatory
neurons is significantly higher in the presence of noise than in its absence, suggesting
that excitatory neurons fire more easily in the presence of background noise. These
inhibitory and excitatory responses to the noise in the cunent study differ from the
previous resuits showing that auditory cortical neurons display littie or no sustained
response to a continuous noise (Brugge et al. 199$; furukawa and Middlebrooks, 2001;
Phillips, 1985; PhiÏÏips and Cynader, 1985; Philips and Hall, 1986). This difference may
be due to structure discrepancy or because previous studies did flot analyse the
spontaneous discharge rate as precisely as in the present study. In fact, our analyses
demonstrate that for some neurons, continuous background noise can affect a neuron’s
response rate for as long as 4.8 seconds afier its onset.
3.4. FunctionaÏ implications for sound Ïocalization in noisy environment
The SC integrates multiple sensory cues and is implicated in orienting the
eyes, the ears andlor the head toward an object. Moving the gaze toward an auditory
signal improves auditory perception of that signal (Jones and Kabanoff, 1975; LewaÏd
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and Ehrensten, 1996; Reisberg et al., 1981; Rorden and Driver, 1999) and tactile
perception of the auditory signal source, if applicable (Honore et al., 1989; Pierson et al.
1991). It also brings the visual fovea toward the sound ernitting object, further
contributing to obj ect identification (Chelazzi et al., 1995; Goldberg and Busimeli, 1981;
Hoffrnan and Subrarnaniam. 1995; Okita and Wei. 1993). Localizing a sound and
orienting the head, the eyes and the pinnae toward the source of the signal is an
important feat to survive in a noisy environment since it is the first step in localizing a
prey or a predator. This necessitates that orienting-to-sound behaviour be reliable and
resistant to the presence of background noise (Good and Gilkey, 1996; Lorenzi et al.,
1999). Some studies have even shown that humans and penguins can localize a sound
even if the background noise is louder than the signal (Aubin, 2004; Good and Gilkey,
1996; Lorenzi et al., 1999). These data could account for the results of this study
showing that some SC neurons (17.2%) responded at their best frequency threshold to a
pure tone intensity lower than that of the background noise. SC neurons are required to
dispiace gaze and attention toward a new sound signal (King, 2004; Lomber et al., 2001;





Ten aduit Long Evans rats (250-450 g) were used in this study. The animais
came from a Université de Montréal approved suppiier, were in good heaith, had no
apparent maiforrnations or pathologies and showed orienting responses toward sounds.
Before the experirnent, each animai was examined otoscopicaliy to exciude ear
obstruction and disease. Ail experimentai procedures were approved by the Université
de Montréal animai care committee and were in accordance with the guideiines of the
Canadian Council on Animai Care and those proposed by the National Institutes of
Health. Particular attempts were made to minimize both the suffering and the number of
animais used for this study.
4.2. Surgery and recordings
Surgicai anaesthesia was induced by an intra-peritoneai injection of
pentobarbital (Somnotol: 65 mg/kg). Atropine suiphate (0.5 mg/kg) and dexamethasone
sodium phosphate (15 mg/kg) were administered subcutaneously to respectiveiy reduce
bronchiai secretions and reduce inflammation. During the surgery, the rats head was
immobiiized in a stereotaxic frame. A brass bar (length: 15 mm; diameter: 2 mm) was
fixed on the animal’s skull anterior to bregma using smail screws and dental acrylic.
This made it possible to hold the rat in a stabie position during the recording session
without obstructing the auditory fieid. A craniotomy (3 X 6 nmi) was performed over the
right SC and the dura was pushed aside to aliow electrode penetration. The incision was
partiaiiy sutured and the scaip reattached so that the pinnae were maintained in their
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physiological positions. Ail pressure points and incision sites were regularly (every
hour) infused with Xylocaine (2%, Astra Pharma Inc., Mississauga Canada). Afier the
surgery, a period of two hours was allowed before the recording session to permit the
rat’s heart and respiration rates to stabilize.
During the recording, the animal’s body temperature was maintained at 370
± 0.5°C with a therrnostatically controlled electric blanket. During the experiment, the
absence of reflexes was verified routinely. The EEG and the heart rate were constantly
monitored to control the level of anesthesia. When necessary, an injection of a mixture
of ketamine (30 mg/kg) and xyiaine (3mg/kg) was administrated intra-muscularly to
ensure that an adequate and stable level of anesthesia was maintained throughout
experimentation.
Extra-cellular single-unit recordings were carried out in an electrically
shielded, single-wailed sound isolation chamber (2 x 2 x 2.24 m). The walls were
covered with three inches of convoluted sound-absorbing foam (Illbruck, Minneapolis,
MN) to suppress echoes. Recording was carried out with varnished tungsten
microelectrodes (impedance l-5 M2 at 1000Hz) or glass microelectrodes fihled with a 3
M NaC1 solution (impedance 2-5 M2). The microelectrode was lowered perpendicularly
in the SC and moved in small steps using a hydraulic microdrive (Anterior-Posterior: -
5.2 to -7.9 mm; Lateral: O to 3.0 mm) at coordinates derived from Paxinos and Watson
(2005). Action potentials were conventionally amplified, band-pass filtered (0.3-10
kHz), displayed on an oscilloscope and transfened to an audio monitor. The electrode
was advanced until bursts of spike activity that were locked to the onset of auditory
search stimuli were found. The search stimuli (tone and noise bursts, whistle and hand
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claps) were presented in free field at the azimuthal position eliciting the most robust
response (usually at azirnuth: -90° and elevation: 10°). The extracellular single spikes
were isolated from background activity by an on-une tirne-amplitude discriminator,
transformed into square pulses, time stamped (precision: 50 us) and stored into a PC
computer for both on-une and off-line analysis.
4.3. Attditory stimulation
free-field sound stimuli were presented with both ears open. Auditory stimuli (Gaussian
noise and pure tone) were generated using a Tucker-Davis Technologies (TDT;
Gainesville, FL) system. AIl auditoiy stimuli (duration: 90 ms, rise/fall: 5ms) were
generated with 16-bit precision at a 100 kHz sampling rate. Pure tones (1-32 kHz) and
noises (l-40 kHz) were presented at intensities which could 5e regulated by two
independent attenuators (TDT, PA5). Gaussian noises were used as the background
noise (duration: 5 s, rise/fall: 5ms) and were aiways presented at an intensity of 25 dB
SPL. Auditory stimuli were amplifled (TDT, ED1 model) and transmitted by two
independent speakers (Beyer: DT 48), one for the signal (pure tones) and one for the
background noise (Gaussian noise). The two speakers were attached to a robotic arm
that permitted placement of the speakers at any location in azimuth at a distance of 57
cm from the nodal point of the animal’s head. Since the two speakers were attached to
the same vertical robotic arrn, they were aiways at the same azirnuthal position. The
speaker emitting the signal was situated at 100 in elevation while the speaker for the
background noise was 6° above. Speakers’ location directly in front of the animal was
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assigned a position of 0°. Positive azirnuths indicated ipsilateral hernifield positions
whereas negative azimuths represented contralateral hemifield positions.
The output of the acoustic system was calibrated with a sonometer (Bruel and
Kjar; model 2230) and a microphone (model 4191, 12.5 mm) located at the same
position as the animal’s head and facing the speakers. Intensifies of auditory stimuli
were expressed as the sound pressure level (SPL) relative to 20 riPa. The amplitude of
the stimulus was constant within ±2 dB SPL between 1 and 40 kHz.
4.4. Froceditre and data analysis
The complete protocol was administered to 124 neurons. These neurons gave
a robust and stable response to auditory complex stimuli such as whistle, claps, and
Gaussian noise. No attempt xvas made to test if these neurons were also responsive to
visual or somatosensory stimuli.
Upon isolating a neuron, auditory search stimuli (Gaussian noise or pure tone
bursts at different frequencies and dB SPLs) were presented at a rate of 2/s. If a response
to pure tone and/or Gaussian noise bursts at a specific collicular depth was not observed,
the electrode depth was increased until a response could be elicited. Responses to noise
and pure tone bursts were used to derive raster-displays and P$THs. For this purpose,
stimuli were presented 10 times with an interval of 2 s to avoid neuronal adaptation. The
P$THs were divided into 300 bins, each having a bin-width of 1 ms, from the
spontaneous firing rate beginning 100 ms before stimulus presentation to 200 ms post
stimulus onset. Ail stimuli were first presented at the spatial position evoking the highest
and most stable response rate as evaluated by ear, usually between -75° and -115 ° in
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azimuth. Using these pararneters, the responsÏveness to static Gaussian noise bursts
(duration: 90 ms, rise/fall: 5 ms) was evaluated. The response rate-intensity function was
derived using Gaussian noise at different intensities by steps of 5 or 10 dB SPL using
pseudo-random presentation. The responses were classified using the P$THs that had
the highest response rate when stimulated with the noise.
Auditory threshold was defined as the minimal Gaussian noise intensity (dB
SPL) needed to evoke a response above the spontaneous activity on at least 7 of the 10
presentations. Thereafier, the frequency tuning curve of the neuron was determined (1-
32 kHz, step: 1/3 or 1/6 octaves) in a quiet environment. The best frequency response
was defined as the ftequency that evoked the highest response rate. The frequency
tuning curves were built at 65 dB SPL and used for pure tone stimulation (Gourevitch
and Eggermont, 2007).
We then tested pure tone responsive neurons (n 92) at their best frequency
for different intensities in steps of 5 or 10 dB SPL in the presence of background noise
(intensity: 25 dB SPL). from the neuron’s response rate-intensity function, we
determined threshold. This was defined as the minimal pure tone intensity (dB $PL)
needed to evoke a response higher than spontaneous activity on at least 7 of the 10
presentations. The background noise stimulation consisted of continuous sound lasting 5
seconds in duration. We introduced the pure tone stimulation during last 100 ms of
background noise so that the two stimuli terminated simultaneously. The azimuthal
spatial position was chosen such that the highest and most stable response rate was
evoked during the presentation of both stimuli.
Auditory spatial RFs were investigated in 92 fleurons. For this purpose, we
presented the neuron’s best frequency at different azimuthal positions by steps of 15° in
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the contralateral and ipsilateral hernifields pseudorandomly in both quiet and noisy
environrnents. The neuron’s best ftequency intensity level was 5 or 10 dB SPL higher
than the neuron’s best frequency intensity threshold in the presence ofbackground noise.
Mechanical constraints did not permit measurement of azimuthal positions in the
ipsilateral hemffield between 150° and 1 80°. Mean response rates were plotted as a
function of sound source azimuth to obtain polar tuning curves. From these positional
tuning curves, an optimal position was determined and defined as the tone position
eliciting the highest response rate. To classify the auditory RF, a positional selectivity
index was computed and defined as the spatial spread (bandwidth) of the receptive field
within which sound positions elicited 50% of the maximal response rate both in quiet
and noisy environments. The RF categories include axial (specific axis in space),
hemifield (large bandwidth covering a hemifieÏd at Ïeast 90° in width), and
onrnidirectional (responding to every position).
Spontaneous activity of tuned neurons at their optimal azimuthal position (n
= 86) in a quiet and a noisy environment was then assessed. For this purpose, the
spontaneous activity of each neuron was recorded. In the case of spontaneous activity in
background noise, the stimulation consisted of 5 s of continuous noise. Spontaneous
activity was collected from the 100 ms immediately preceding the pure tone onset.
We also cornpared the response rate and the discharge pattern of the neurons
when stirnulated at the same intensity with Gaussian noise at their best frequency. For
comparison purposes, the difference between the response rate to Gaussian noise and
pure tone was considered to be significant when the response rate to the noise was
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higher or lower than one standard deviation of the response rate at the neuron’s best
frequency without noise.
4.5. HistoÏogy
Recording tracks were marked with small electrolytic lesions (5 tA for 10 s)
carried out at the end of some penetrations. At the end of each recording session, which
lasted up to 24 h, the animal was deeply anaesthetized (130 mg/kg) with sodium
pentobarbital (MTC Pharmaceuticals, Cambridge, Canada) and then transcardially
perfused with isotonic saline (NaCl, 0.9%) followed by formalin (4%). The brain was
then rernoved and coronal sections (50 trn) were cut on a freezing microtome. Every
second suce was mounted and Nissl-stained. Electrophysiological criteria and
histotogical verification confirrned that neuronal activity was recorded from neurons in
the intermediate and deep layers ofthe SC.
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FIGURE LEGENUS
Figure 1. Peri-stimulus time histograms (A and C) and rate-intensity functions (B and D)
of two auditoiy collicular neurons when stirnulated with Gaussian noise. Distribution (E)
of intensity thresholds to Gaussian noise.
Figure 2. Frequency tuning curves (A) of tbree collicular neurons and distribution (B) of
neuron’s best frequencies.
figure 3. Responses ofthree neurons to Gaussian noise (A, C and E) and pure tone burst
(B, D, and F). Neuron 110, neuron 126, neuron 059 were stimulated at their best
frequcncy (neuron 110: 10 kHz, neuron 126: 15 kHz, neuron 059: 16 kHz) at an
intensity of 45 dB SPL, 55 dB SPL and 25 dB SPL, respectively.
Figure 4. Post-stirnulus time histograms (A and C) and rate-intensity functions (B and
D) of two neurons when stirnulated at their best frequency (neuron 012: 16 kHz, neuron
055: 10 kHz) in the presence of background noise. Distribution (E) of intensity
thresholds of each neuron’s best frequency in the presence of background noise.
Figure 5. Positional tuning polar plots of four neurons when stimulated at their
respective best frequency (neuron 057: 12.5 kHz, neuron 059: 16 kHz, neuron 022: 15
kHz, neuron 045: 20 kHz) at 5 or 10 dB SPL higher than their best frequency intensity
threshold in the presence of background noise (neuron 057: 30 dB SPL, neuron 059: 35
dB SPL, neuron 022: 37 dB $PL, neuron 045: 3$ dB SPL) at different azimuthal
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positions. Neuron 057 and neuron 059, respectively, show an orrmidirectional and a
hernifield receptive field. Neuron 022 and neuron 045 show axial receptive fields.
figure 6. Distribution of the positional selectivity index (A) of neurons when stimulated
at their best frequency and distribution of the azimuthal optimal position (B) of axial
(black) and hemffieÏd (hatched) receptive fields.
Figure 7. Positional tuning polar plots of four neurons in a quiet (filled dots) and in a
noisy environrnent (empty squares). These neurons were stimulated with their respective
best frequencies (fleuron 005: 18.5 kHz, neuron 044: 20 kHz, neuron 027: 25 kHz,
fleuron 032: 16 kHz) at 5 or 10 dB SPL higher than their best frequency intensity
tbresholds in the presence of background noise (neuron 005: 40 dB $PL, neuron 044: 40
dB SPL, neuron 027: 39 dB SPL, neuron 032: 30 dB SPL) in a quiet and in a noisy
enviromTlent. Neuron 005 and neuron 044 did not change significantÏy their response
rate in the presence of background noise. Neuron 027 and neuron 032, respectively,
decreased and increased signfficantly their response rate when stimulated in presence of
background noise.
Figure 8. Relationship between the optimal position in a quiet and a noisy environment
for axial (A) and hemifield (B) positional tuned neurons.
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CHAPITRE 3
DISCUSSION GÉNÉRALE ET CONCLUSION
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L’objectif principal de la présente étude est d’observer l’influence du bruit de
fond sur la sensibilité à la position d’une source sonore en azimut des neurones auditifs
des couches profondes du CS. De plus, nous avons aussi caractérisé les réponses des
neurones auditifs du C$ lors de la stimulation en champ libre avec des fréquences pures
et un bruit gaussien.
Activité spontanée
Le taux d’activité spontanée des neurones auditifs du C$ varie d’une étude à
l’autre. Lors de la présente étude, où de faible dose de sodium pentobarbital, de
kétamine et de xylazine ont été administrées, nous avons montré que la vaste mai orité
(84.9%) des neurones auditifs du C$ chez le rat déchargent spontanément. Ces résultats
sont comparables à ceux rapportés chez le furet anesthésié au barbiturique (King et
Hutchings, 1987) et chez le singe non-anasthésié (Allon et Wollberg, 197$) montrant
que tous les neurones auditifs du CS répondent spontanément. Cependant, les résultats
de la présente étude contredisent les résultats de Rom et Hill (1966) chez le lapin
anesthésié au pentobarbital, ceux de Wise et Irvine (1983) chez le chat anesthésié à
l’aide d’un barbiturique et ceux de MiddÏebrooks et Knudsen (1984) chez le chat
anesthésié avec de la kétamine, qui rapportent que les neurones auditifs du CS ont très
peu ou pas d’activité spontanée.
Types de réponse
Lors de cette expérience tous les neurones auditifs montrent une réponse robuste
lors de la stimulation sonore avec un bruit. De plus, nous avons décrit trois différents
types de réponse lors de la stimulation des neurones des couches profondes du C$ avec
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un bruit gaussien. La présente étude montre que la vaste majorité (70.2%) des neurones
auditifs du CS présente une réponse phasique lors de la présentation d’un bruit gaussien.
Ces résultats sont conformes à ceux préalablement rapportés par plusieurs autres études
chez le chat (King et Palmer, 1983; Wise et Irvine, 1983), le furet (King et Hutchings,
1987) et le rat (Gaese et Jolmen, 2000) montrant qu’entre 61% et 100% des neurones
auditifs du CS ont une réponse phasique. La constance des résultats entre les divers
laboratoires et les diverses espèces suggère que pour la plupart, sinon pour tous les
mammifères, la majorité des neurones du CS répondent de façon phasique. Les réponses
phasiques sont propices à la détection d’un stimulus auditif mais sont incapables de
coder la durée ou les composantes spectrales de la stimulation auditive. La présence
prépondérante de neurones phasiques auditifs dans le CS sous-entend que les neurones
auditifs du CS sont davantage impliqués dans la localisation et la détection de signaux
sonores que dans leur analyse spectro-temporelle. De plus, à l’instar d’autres études sur
les neurones auditifs du C$ (King et Palmer, 1983; Wise et Irvine, 1983; King et
Hutchings, 1987; Gaese et Jolmen, 2000), nous avons observé quelques neurones du CS
(25.0%) montrant une réponse tonique lors de la stimulation auditive. Par ailleurs, nous
avons aussi décrit quelques neurones auditifs du C$ (4.8%) ayant des réponses de type
pause ce qui est conforme aux résultats de King et Hutchings (1987).
Courbes du taux de réponse en fonction de l’intensité
D’autre part, presque toutes les courbes illustrant le taux de réponse en fonction
de l’intensité sonore observées au cours de la présente étude sont dites monotones. Ce
résultat est en accord avec l’étude de King et Palmer (1983) chez le cochon d’inde ainsi
qu’avec celle de Hirsch et al. (1985) chez le chat. Néanmoins, à l’instar de ces deux
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études, nous avons aussi observé un petit groupe de neurones présentant des courbes de
taux de réponse en fonction de l’intensité non-monotones. La faible proportion de
neurones avec des courbes de taux de réponse en fonction de l’intensité sonore non-
monotone suggère que les neurones auditifs du C$ sont peu ou pas impliqués dans
l’analyse de l’intensité des signaux sonores (Phillips, 1987).
Par ailleurs, la présente étude montre aussi que les neurones auditifs du C$ ont
des seuils de détection pour les bruits complexes (moyenne : 40.4 dB $PL) plus élevés
que ceux rapportés par les études précédentes de King et Palmer (1983), de Midlebrooks
et Knudsen (1984) et de Gaese et Johnen (2000) montrant que les seuils des neurones
auditifs du CS varient entre 15 et 30 dB SPL. Cette différence de résultats provient fort
probablement d’une différence dans le critère utilisé pour définir le seuil. Le seuil
d’intensité sonore lors de la présente étude correspond à l’intensité minimale en dB $PL
requis pour que le neurone évoque une réponse au-dessus de la réponse du niveau de
base lors de 70% des présentations. Bien que le critère de 70% lors de 10 présentations
soit tout juste supérieur à un écart type au-dessus du hasard (66%), il est suffisant pour
réduire fortement les probabilités de confondre une activité aléatoire avec une réponse
neuronale liminaire. Cependant, tel que montré au cours de cette étude, ce critère semble
parfois trop sévère. Néanmoins, les résultats de cette étude et ceux des études
précédentes s’accordent pour conclure que les seuils auditifs des neurones du C$ (une
structure polymodale) sont plus élevés que ceux des neurones situés dans des structures
dont la modalité principale est auditive telles que le CI et les aires auditives
(Middlebrooks et Pettigrew, 1982; King Palmer, 1983; Midlebrooks et Knudsen, 1984;
Aitkin, 1991; Gaese et Johnen, 2000).
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Réponse des neurones auditifs du CS aux sons purs
Plusieurs études affirment que les neurones du CS répondent préférentiellement
aux stimuli de hautes fréquences (Drtiger et Hubel, 1975; Wise et Irvine, 1983). D’autre
part, plus de 80% des neurones de Tel chez le rat ont une fréquence optimale supérieure
à $ kHz ($ally et Kelly, 1988). Lors de la présente étude, nous avons trouvé que la
majorité des neurones auditifs du CS (85.9%) répondent optimalement à un son pur de
haute fréquence ( $ kHz). Cependant, nous avons aussi observé quelques neurones
ayant leur syntonisation spectrale limitée aux basses fréquences (< $ kHz).
Par ailleurs, plusieurs études rapportent que les neurones auditifs du CS supérieur
semblent mieux répondre aux bruits qu’aux sons purs (Driger et Hubel, 1975; Allon et
Wollberg, 1978; Wise et Irvine, 1983; King et Palmer, 1983; Midlebrooks et Knudsen,
1984; Wallace et aÏ., 1996). Bien que la plupart des neurones du CS répondent
significativement mieux au bruit gaussien qu’à leur fréquence optimale, les résultats de
cette étude montrent que plus de 45% des neurones du C$ répondent de manière
similaire ou significativement mieux lors de la stimulation avec leur fréquence optimale
que lors de la stimulation avec un bruit gaussien.
Le champ récepteur et la position préférentielle des neurones du CS
Cette recherche a permis de démontrer que la vaste majorité (93.5%) des
neurones auditifs des couches profondes du C$ ont un champ récepteur en azimut
restreint et répondent préférentiellement à une position bien définie dans l’hémi-espace
acoustique controlatéral. Ces résultats sont congruents avec ceux préalablement décrits
chez la chouette (Knudsen et Konishi, 197$), la chauve-souris (Wong, 1984), le cochon
d’inde (Palmer et King, 1982; King et Palmer, 1983), le furet (King et Hutchings, 1987),
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le chat (Middlebrooks et Knudsen, 1984), le singe (Wallace et al., 1996) ainsi que le rat
$prague-Dawley (Gaese et Jolmen, 2000).
Par contre, nos résultats montrent que les neurones du CS possèdent des champs
récepteurs en azimut plus restreints que ceux décrits par Gaese et Johnen (2000).
Conséquemment, la présente étude contredit la conclusion de Gaese et Johnen (2000)
affirmant que les champs récepteurs des neurones auditifs du C$ chez le rat sont
généralement plus larges que ceux du chat (Middlebrooks et Knudsen, 1984), du furet
(King et Hutchings, 1987) et du cochon d’Inde (King et Palmer, 1983).
L’incompatibilité entre nos résultats et ceux de Gaese et Johnen (2000) peut provenir de
la différence entre les espèces de rats étudiés, l’anesthésie ou encore du fait que nous
avons stimulé avec des fréquences pures alors que Gaese et Jobnen (2000) ont stimulé
avec un bruit gaussien. Cependant, les deux derniers arguments semblent fortement
improbables puisque l’anesthésie administrée lors de l’enregistrement de cette étude est
la même que celle administrée par Gaese et Johnen (2000) et parce que King et Palmer
(1983) révèlent que les champs récepteurs des neurones du C$ sont généralement plus
larges lorsqu’ils sont stimulés avec un son pur que lorsqu’ils sont stimulés avec un bruit
gaussien.
De plus, à l’instar de Middlbrooks et Knudsen (1984), nous avons classifié les
champs récepteurs des neurones auditifs du C$ en trois groupes en fonction de leur
étendue spatiale. Les champs récepteurs ayant un index de sélectivité à la position
inférieur ou égal à 90° ont été classés comme étant des champs récepteurs axiaux alors
que ceux ayant un index de sélectivité à la position supérieur à 90° ont été classés
comme étant des champs récepteurs hérnichamps. À l’opposé, les champs récepteurs des
neurones répondants aux stimuli auditifs peu importe la position de la source sonore en
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azimut ont été classés comme étant des champs récepteurs omnidirectionnels. Nous
dénombrons une proportion de neurones dans chacun des groupes grandement similaire
à celle décrite par Middlebrooks et Knudsen (1984). De plus, bien que seulement la
présente étude et celle de Middlebrooks et Knudsen (1984) aient classé les champs
récepteurs en ces trois groupes, des champs récepteurs des neurones auditifs du CS très
similaires à ceux observés lors de cette expérience ont été décrits chez le furet (King et
Palmer, 1983) et chez le cochon d’Inde (King et Hutchings, 1987).
D’autre part, nous avons montré que les positions préférentielles des neurones du
C$ chez le rat sont toutes situées dans l’hémi-espace controlatéral et qu’il y a une
magnification de ces positions préférentielles aux environs de -90°. Ces résultats sont
congruents avec ceux rapportés par Gaese et Jonhen (2000) mais ne semblent pas
s’appliquer aux autres mammifères (Palmer et King, 1982; King et Palmer, 1983;
Middlebrooks et Knudsen; 1984; Wallace et aÏ., 1996; King et Hutchings, 1987). Ces
particularités des champs récepteurs des neurones du CS chez le rat semblent
attribuables au fait que les yeux du rat sont situés sur la partie latérale de la tête et que
les neurones visuels du CS chez le rat répondent préférentiellement aux stimuli visuels
latéraux dans l’hémi-espace controlatéral. Ainsi, puisque la carte topographique auditive
du CS est alignée avec la carte visuelle du C$, la préférence des neurones visuels du CS
du rat pour les stimuli visuels latéraux engendre un déplacement latéral des champs
récepteurs auditifs contrairement à ce qui est observé chez le chat et le singe.
Wise et Irvine (1983) ont montré que 80% des neurones auditifs du CS chez le
chat sont excités lors de la stimulation monaurale uniquement lorsque l’oreille
controlatérale est stimulée (EO). Ces neurones EO peuvent être facilités (EO/F), inhibés
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(E0/I) ou insensibles (E0I0) lors de la stimulation binaurale. Lors de la stimulation en
champs libre, les neurones E0 ont leur champ récepteur dans l’hémi-espace
controlatéral et leur position préférentielle à proximité de -90°. Les autres neurones du
CS sont soit excités par la stimulation monaurale à chacune des deux oreilles tEE) ou
pas excités peu importe l’oreille stimulée (00). Ces neurones 00 sont cependant excités
lorsque la stimulation parvient aux deux oreilles et montrent un champ récepteur à
l’avant de l’animal lors de la stimulation en champ libre. Par ailleurs, cette étude
démontre que les neurones axiaux et hémichamps du CS chez le rat ne répondent pas ou
répondent très peu lorsque les stimuli sont présentés dans l’hémi-espace ipsilatéral et ont
leur position préférentielle aux environs de -90°. Ceci suggère que la vaste majorité des
neurones du CS chez le rat reçoivent un input excitateur provenant de l’oreille
controlatérale et un input inhibiteur ou aucun input provenant de l’oreille ipsilatérale.
L’implication fonctionnelle des neurones auditifs du CS
Une ablation bilatérale du CS chez le rat ainsi que chez d’autres mammifères
annihile l’orientation vers une source sonore (Milner et Taylor, 1990; Lomber et al.,
2001; Burnett et al., 2004). En conséquence, les neurones du CS dotés de champs
récepteurs axiaux ou hémichamps jouent un rôle crucial pour la localisation sonore et
l’orientation vers une source sonore. Les neurones présentant des champs récepteurs
axiaux répondent restrictivement à seulement quelques positions dans l’hémi-espace
controlatéral et peuvent détecter précisément l’origine d’un stimulus sonore. D’autre
part, les neurones ayant des champs récepteurs hémichamps sont plutôt propices pour la
latéralisation d’un stimulus sonore puisque leur champ récepteur occupe souvent tout
l’espace controlatéral et n’envahit pas, ou très peu, l’hémi-espace ipsilatéral. Cependant,
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il est important de souligner que la localisation et l’orientation vers une source sonore ne
dépend pas de l’implication de quelques neurones spécifiques mais reposent plutôt sur la
réponse de l’ensemble des neurones axiaux et hémichamps du CS ainsi que des neurones
d’autres structures (Furukawa et Middlebrooks, 2000; Stecker et Middlebrooks, 2003).
Contrairement aux neurones axiaux et hémichamps, les neurones omnidirectionnels
semblent complètement insensibles aux indices engendrant des champs récepteurs
restreints et ne semblent aucunement impliqués dans la localisation ou l’orientation vers
un stimulus sonore.
L’influence du bruit de fond sur l’étendue spatiale des champs récepteurs
Les données recueillies lors de la présente étude montrent que les neurones du
CS sont capables de répondre aux stimuli sonores provenant d’un espace restreint en
azimut en dépit de la présence d’un bruit de fond. Cependant, nous avons montré que la
présence d’un bruit de fond augmente significativement l’étendue spatiale des champs
récepteurs axiaux des neurones du CS alors qu’elle diminue l’étendue spatiale des
champs récepteurs hémichamps des neurones du C$. L’élargissement des champs
récepteurs axiaux pourrait expliquer les résultats de Jacobsen (1976) montrant que la
présence d’un bruit de fond augmente l’angle minimal détecté ainsi que ceux de Good et
Gilkey (1996) et de Lorenzi et al. (1999) montrant que la présence d’un bruit de fond,
lorsque la différence entre l’intensité du signal sonore et l’intensité du bruit de fond est
faible, diminue la performance de la localisation sonore. Par contre, les résultats décrits
par les études comportementales ne semblent pas pouvoir s’expliquer par la diminution
de l’étendue spatiale des champs récepteurs hémichamps. Brugge et al. (199$) ont
montré que la présence d’un bruit dc fond a pour effet de diminuer l’étendue spatiale des
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champs récepteurs des neurones de Al. Ainsi, les résultats de notre étude et ceux de
Brugge et aÏ. (1998) révèlent que l’étendue des champs récepteurs des neurones du CS et
celle des champs récepteurs des neurones de Al dépendent de l’intensité du signal
sonore ainsi que de celui du bruit de fond.
L’influence du bruit de fond sur la position préférentielle
Par ailleurs, la présente étude montre que la présence d’un bruit de fond ne
modifie pas la position préférentielle des champs récepteurs axiaux et hémichamps des
neurones auditifs du C$. De même, Brugge et al. (1998) ont aussi observé que la
présence d’un bruit de fond diffus ne modifie pas la position préférentielle des champs
récepteurs auditifs des neurones de Al.
D’autre part, les études précédentes ont démontré que les positions préférentielles
des champs récepteurs des neurones auditifs du CS forment une carte topographique de
l’espace auditif et qu’elles sont alignées avec les positions préférentielles des champs
récepteurs visuels et somesthésiques dans le C$. Ceci laisse donc supposer que le code
neuronal du C$ nécessaire pour la localisation sonore et pour l’orientation vers un
stimulus auditif repose davantage sur la présence d’une position préférentielle que sur
l’intégralité spatiale des champs récepteurs axiaux et hémichamps (Updyke, 1974;
Driger et Hubel, 1975; Knudsen et Konishi, 1978; King et Palmer, 1983; Middlebrooks
et Knudsen, 1984; Wong, 1984; King et Hutchings, 1987). Puisque les neurones du C$
ayant des champs récepteurs axiaux et hémichamps sont spécialisés et nécessaires pour
la localisation sonore et pour l’orientation vers un stimulus sonore, l’immuabilité de la
position préférentielle des champs récepteurs de ces neurones en présence d’un bruit de
fond est une caractéristique importante permettant la localisation sonore en milieux
98
bruyants.
L’influence du bruit de fond sur le taux de réponse
Plusieurs études montrent que la présence d’un bruit de fond diminue le taux de
réponse engendré par un stimulus auditif et affirment qu’une augmentation de l’intensité
du bruit de fond est sensiblement équivalente à une diminution de l’intensité du signal
sonore (Phillips, 1985; Phillips et Cynader, 1985; Phillips et Hall, 1986 Phillips, 1987;
Brugge et al. 1998; Furukawa et Middlebrooks, 2001). De même, les neurones inhibés
décrient lors de la présente étude diminuent significativement leur taux de réponse à leur
position optimale lors de la stimulation sonore en présence d’un bruit de fond.
Cependant, nous montrons que la présence d’un bruit de fond ne diminue pas
significativement le taux de réponse de la plupart des neurones du C$ lorsque stimulés
avec un son pur à la position optimale. Effectivement, la majorité (7 1%) des neurones du
CS ne modifient pas leur taux de réponse en présence d’un bruit de fond (neurones
insensibles) alors que certains neurones (16%) augmentent significativement leur taux
de réponse dans un environnement bruyant (neurones excités). Ce dernier type de
neurones a préalablement été décrit par Furukawa et Middlebrooks (2001) lors d’une
étude au niveau des neurones de l’aire A2 du chat. À l’instar de la conclusion de
Furukawa et Middlebrooks (2001), il semble que les neurones excités augmentent leur
sensibilité aux signaux sonores en présence d’un bruit de fond.
Mécanismes des modifications du taux de réponse
Plusieurs études, concernant différents niveaux de traitement du système auditif
ascendant, rapportent qu’une augmentation de l’intensité du bruit de fond déplace la
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portion dynamique de la courbe du taux de réponse en fonction de l’intensité vers les
intensités sonores plus élevées. Ces études montrent aussi qu’elle réduit la réponse
maximale engendrée par un signal sonore pour quelques neurones (Costalupes et al.,
1984; Gibson et al., 1985; Rees et Palmer, 1988; McFadden et Willot, 1994;
Ramachandran et aÏ., 2000; Phillips, 1985; Phillips et Cynader, 1985; Phillips et Hall,
1986; furukawa et Middlebrooks, 2001). Une augmentation de l’intensité du bruit de
fond engendre ainsi une diminution du taux de réponse lors de la présentation d’un
signal sonore. C’est le même type de relation qui, nous présumons, explique la
diminution du taux de réponse pour les neurones inhibés.
D’autre part, nous avons montré que la réponse spontanée des neurones inhibés
dans un environnement silencieux est significativement plus élevée que dans un
environnement bruyant. Ceci laisse présager que la présence d’un bruit de fond continu
inhibe la réponse de ces neurones. Par conséquent, cette inhibition causée par le bruit de
fond entraînerait les neurones inhibés à répondre de façon moins robuste lors de la
présentation d’un signal sonore en présence d’un bruit de fond.
Par ailleurs, nous avons montré que la réponse spontanée dans un environnement
bruyant des neurones excités est significativement plus élevée que leur réponse
spontanée dans un environnement silencieux. Ce résultat suggère que les neurones
excités ont une réponse excitatrice soutenue au bruit de fond et sont ainsi plus aptes à
répondre à un stimulus sonore en présence d’un bruit de fond. Cette facilitation de la
réponse est probablement provoquée par une dépolarisation constante des neurones
excités provenant d’inputs excitateurs ou d’une diminution d’inputs inhibiteurs pendant
la durée de la présentation du bruit de fond. Ainsi, cette dépolarisation en présence d’un
bruit de fond explique les résultats de la présente étude montrant que le taux de réponse
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des neurones excités lors de la stimulation sonore est significativement supérieur en
présence d’un bruit de fond que dans un environnement silencieux.
Nous suggérons que l’effet excitateur, inhibiteur ou immuable du bruit de fond
sur le taux de réponse des neurones auditifs du C$ est expliqué par l’ensemble des inputs
excitateurs et inhibiteurs qu’ils reçoivent. Ainsi, les neurones insensibles au bruit de
fond peuvent maintenir leur taux de réponse en présence d’un bruit de fond si la
présence d’un bruit de fond atténue de manière analogue les inputs inhibiteurs et
excitateurs de ces neurones. De la même manière, le bruit de fond diminue le taux de
réponse des neurones inhibés lors de la stimulation sonore en atténuant davantage les
inputs excitateurs que les inputs inhibiteurs de ces neurones. À l’opposé, pour les
neurones excités, le bruit de fond atténue davantage les inputs inhibiteurs que les inputs
excitateurs permettant à ces neurones de répondre plus robustement lors de la
stimulation auditive en présence qu’en absence d’un bruit de fond.
L’implication fonctionnelle dans un environnement bruyant
Bien que la présence d’un bruit de fond ait pour effet de diminuer la performance
de la localisation sonore, la localisation sonore est étonnamment très résistante à la
présence de celui-ci. En effet Good et Gilkey (1996) ainsi que de Lorenzi et aÏ. (1999)
ont montré que chez l’humain, la localisation en champ libre d’un train de clic est
possible même si le train de clic est moins intense que le bruit de fond. De même, Aubin
et Jouventin (199$), Aubin et Jouventin (2002) et Aubin (2004) ont montré que les
manchots empereurs sont capables de localiser et de retrouver leur progéniture à l’aide
de communications vocales moins intenses que les bruits conjugués générés par le vent
et les autres manchots. Ces résultats surprenants sont justifiés par le fait que la
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localisation sonore est nécessaire pour la survie des mammifères et qu’elle doit être
accomplie en dépit du chevauchement de plusieurs sources sonores. Localiser un
stimulus sonore pour tourner sa tête et son regard en direction de la source émettrice du
stimulus auditif permet d’extraire et d’analyser davantage d’informations sur la source
émettrice. En effet, déplacer le champ visuel vers un signal sonore améliore la
perception auditive du signal sonore (Jones et Kabanoff 1975; Reisberg et al., 1981;
Lewald et Ehrenstein, 1996; Rorden et Driver, 1999). De plus, si la source émettrice du
stimulus sonore fournit des informations pouvant être traitées par le système visuel et le
système somatosensoriel, diriger le champ visuel vers la source émettrice améliore à la
fois la perception somatosensorielle (Honoré et al., 1989; Pierson et al. 1991) et visuelle
de la source émettrice (Okita et Wei, 1993; Chelazzi et al., 1995; Hoffman et
Subramaniam, 1995), ce qui va aussi accroître l’acquisition d’informations sur la source
émettrice. De plus, de récentes études affirment que le CS ainsi que d’autres structures
impliqués dans le déplacement visuel sont aussi impliqués dans le déplacement de
l’attention (Kustov et Robinson, 1996; Shipp, 2004; Ignashchenkova et al., 2004;
McHaffie et al., 2005). Par exemple, plusieurs études ont montré que la réponse
neuronale lors de la présentation d’un stimulus visuel est plus robuste avant l’avènement
d’une saccade destinée à proximité du stimulus visuel qu’avant une saccade s’éloignant
du stimulus visuel (Fischer et Boch, 1981; Hoffman et Subramaniam, 1995; Moore et
aÏ., 1998). Ainsi, les neurones du CS jouent un rôle fondamental dans l’acquisition
d’informations sur la source émettrice d’un stimulus sonore. Nos résultats montrent que
les neurones auditifs du tectum des mammifères ont évolué pour faire face à un
environnement bruyant. En effet, nous avons montré que 17.2% des neurones du CS ont
un seuil pour la fréquence optimale en présence d’un bruit de fond à une intensité
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inférieure ou égale à celle du bruit de fond. De plus, les résultats de la présente étude
montrent que la plupart des neurones du CS ne modifient pas leur position préférentielle
en présence d’un bruit de fond. Aussi, la présence d’un bruit de fond ne modifie pas le
taux de réponse de la vaste majorité des neurones auditifs du CS lors de la stimulation
avec un son pur et améliore la sensibilité à un son pur pour quelques neurones. Ces
résultats mettent donc en lumière une partie des bases biologiques expliquant que la
localisation ainsi que l’acquisition d’informations sur une source sonore soit efficace en
dépit de la présence de bruit de fond (Good et Gilkey, 1996; Good et al., 1997; Lorenzi
et al., 1999; Aubin et Jouventin, 1992; Aubin et Jouventin, 2002).
Les mécanismes sous-jacents à l’analyse de la scène auditive sont multiples et
complexes puisque les récepteurs du système auditif n’encodent pas les stimuli sonores
en fonction de leur source. En présence d’une scène auditive complexe, le système
nerveux auditif regroupe et associe les différents sons et bruits à chacune de leurs
sources sonores respectives selon les principes de la Gestalt. Ainsi, les sons sont
regroupés selon leurs similarités spectrales, spatiales, temporelles et d’intensités. Lors de
cette étude nous présentons aux neurones auditifs du CS une scène auditive composée
d’un bruit gaussien et d’un son pur provenant de la même position en azimut. Les
résultats montrent que les neurones auditifs du collicule supérieur répondent à un son
pur en dépit de la présence d’un bruit de fond. Par conséquent, les neurones du CS
parvielment à distinguer les deux différentes sources (le bruit et le son pur) de la scène
auditive complexe présentée en utilisant les différences spectrales, temporelles et
d’intensités entre les deux sources sonores. Ces résultats mettent donc en lumière une
partie des mécanismes sous-jacents à l’analyse de la scène auditive.
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Conclusion
Les résultats de cette recherche montrent que plus de 90% des neurones auditifs
des couches profondes du CS ont un champ récepteur restreint en azimut et répondent
préférentiellement à une position bien définie lorsqu’ils sont stimulés en champ libre
avec une fréquence pure. De plus, nos résultats montrent que ces neurones sélectifs à la
position sont aussi capables de répondre restrictivement aux stimuli sonores provenant
d’un espace restreint en azimut et montrent la même position préférentielle en dépit de la
présence d’un bruit de fond. Par ailleurs, lorsqu’un son pur est présenté en présence d’un
bruit de fond, 13% des neurones montrent une diminution significative de leur taux de
réponse, 16% des neurones montrent une augmentation significative de leur taux de
réponse alors que 71% des neurones ne modifient pas significativement leur taux de
réponse.
Lors d’expériences futures, il serait intéressant de déterminer les mécanismes
responsables du maintien et des modifications du taux de réponse des neurones auditifs
du CS en présence d’un bruit de fond. Ainsi, des études neuropharmacologiques
permettant d’observer les modifications des réponses d’un neurone lors de
l’administration d’antagoniste des récepteurs GABAergiques ou glutamaergiques en
présence et en absence d’un bruit de fond pourraient permettre de mieux comprendre les
effets excitateurs, inhibiteurs et immuables de la présence d’un bruit de fond sur le taux
de réponse des neurones auditifs du CS.
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