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A classical stochastic formalism is presented and applied to the case of two linearly coupled
harmonic oscillators. It is shown that phenomena such as state-swap, quadrature squeezing, entan-
glement and violation of entanglement inequalities naturally occur in a stochastic framework, as a
consequence of the interaction. Based on these results, it is discussed how these effects arise in fully
classical systems, such as cholesteric liquid crystals in the presence of a magnetic field.
The question regarding the quantum nature of physi-
cal phenomena is often incorrectly deemed as a linguistic
issue. As theories cannot be directly derived from exper-
iments, a theoretical framework is considered as a suit-
able language as long as it makes accurate predictions.
Since theoretical interpretations of a physical effect are
never unique, what differentiates a semantic quarrel from
a relevant physical problem when classifying potentially
quantum effects is the consequences of such classifica-
tion. If certain phenomena are not inherently quantum,
they might be observed for a wider range of systems and
situations outside the quantum regime. Traditionally,
phenomena such as squeezing, entanglement and state-
transfer have been considered to be intrinsically quantum
effects, and with their observation in increasingly larger
and heavier systems [1–5], it is of uttermost importance
to understand the nature and necessary conditions for
these effects to occur at the macroscopic scale.
Quantum mechanics features inherent uncertainties
which limit precision measurements. This led to strate-
gies for manipulating noise and reduce the imprecision
beyond the standard quantum limit. For position mea-
surements, the position uncertainty can be reduced below
zero-point motion by transferring part of the uncertainty
to the momentum. This uncertainty trade between con-
jugate variables is what constitutes squeezing, and it has
been considered as a truly quantum [6] and nonclassical
effect [5, 7, 8].
An alternative to creating a quantum state for a macro-
scopic object is to swap its state with the state of another
quantum element. State-swap between microwaves and a
mechanical resonator has already been achieved for Gaus-
sian states [4], and it has entered the list of quantum
effects [9].
Entanglement is a crown jewel of quantum mechanics
and it has already been observed in systems with µm-
sized mechanical elements [3]. Though it refers only to
the property that the measurement of one system deter-
mines the state of a second system, the lack of precedents
in classical theories has lead entanglement to be deemed
as a peculiarity of the quantum world [10]. But what
makes any of these effects quantum? How to distinguish
if an effect is quantum or not?
Distinguish general classical properties from genuine
quantum ones is an ongoing topic of interest, not only
in quantum information [11], but also in fundamental
physics. Entanglement was found to occur in classical
systems, such as particles undergoing Brownian motion
[12], and entanglement properties of Gaussian quantum
mechanics were also proven to exist in a classical proba-
bilistic framework [13]. However, the quantum-classical
frontier is still a blurry line, as some quantum-classical
comparisons assume that the classical limit can be ob-
tained when dissipation prevails [14] or with strictly di-
agonal density matrices [15], which does not lead to a
universally consistent procedure [25]. To thoroughly dis-
till genuine quantum features, one must analyse the phe-
nomena at hand by starting from a classical framework.
In this manuscript, a classical stochastic framework
is developed to enable the comparison between classi-
cal and quantum phenomena. By considering the case
of two linearly coupled harmonic oscillators, it is shown
that squeezing, entanglement, and state-swap naturally
occur in (stochastic) classical systems. Besides a simple
and instructive paradigm, linearly coupled harmonic os-
cillators also provide a practical analysis, since coupled
resonators constitute the backbone of many current de-
vices probing quantum mechanics at a macroscopic scale
[1–4]. With the formalism developed, it is predicted that
the effects mentioned above can also be observed in other
classical systems, such as cholesteric liquid crystals in the
presence of a magnetic field.
Derivation of the framework; Whenever the value of
any pair of conjugate degrees of freedom of a system are
not precisely known, and one wishes to make (statisti-
cal) predictions about the properties and behaviour of
that system, the classical dynamics must be extended
to include the use of probability distributions. This is
accomplished by dressing the phase space with a prob-
ability distribution P and assigning random variables to
the classical degrees of freedom. There are two possible
descriptions: the random variables evolve in time just
like the classical degrees of freedom would, and expected
values are computed given the initial probability distri-
bution of the random variable; or the probability distri-
bution evolves in time while the random variables remain
static. These two possible descriptions are respectively
the classical analog of the Heisenberg and Schro¨dinger
2pictures in quantum mechanics. Based on this connex-
ion, and on the fact that P contains all the statistical
information about the system’s properties, P must repre-
sent the state of the system, in analogy with the quantum
quasiprobability distributions such as the Q-, Wigner or
P-functions. For a Hamiltonian system, the dynamics
is governed by the Poisson bracket {., .}, and the time
evolution of the average value of a random variable A is
〈dtA(Q,P )〉 =
∫
dQdP {A(Q,P ),H}P(Q,P )
= −
∫
dQdP A(Q,P ){P(Q,P ),H} , (1)
with (Q,P ) being the position and momentum. For the
two descriptions to be equivalent for any random variable
A, the time-evolution for P must obey dtP = −{P,H}.
Note that the derivation holds for any kind of classical
conjugate variables. The fact that dtP = −{P,H} pre-
serves the normalization and positivity of P is shown in
the Supplementary Information (SI).
Model- The dynamics of a pair of linearly coupled 1D
harmonic oscillators can be modelled by the Hamiltonian
H = ω(p21 + q21 + p22 + q22) + 2gq1q2 , (2)
where (q, p) are respectively a scaled displacement and
momentum, and g a coupling parameter. For simplic-
ity, only the case of identical resonantor’s frequency ω
is considered. Note that any type of harmonic oscilla-
tors can be described by Eq.(2), provided that the rela-
tion between (q, p) and the physical variables is adjusted
(e.g: for mechanical resonators, the physical displace-
ment and momentum (Q,P ) are given by q =
√
mω/2Q
and P =
√
2mωpj, where m is the resonator mass). The
time-evolution for P is
∂tP = −{P,H} = yTM∂yP , (3)
where yT = (q1, p1, q2, p2), (∂y)
T = (∂q1 , ∂p1 , ∂q2 , ∂p2), T
represents the transpose, and
M =


0 ω 0 g
−ω 0 0 0
0 g 0 ω
0 0 −ω 0

 . (4)
When the frequency of the 2 resonators match, the eigen-
modes of the system are given by the symmetric and anti-
symmetric combinations of the resonators’ positions and
momenta. Thus, making the change of variables z = Ry,
where zT = (u−, v−, u+, v+) and
R =
1
2


1 0 −1 0
0 (a−)−1 0 −(a−)−1
1 0 1 0
0 (a+)
−1 0 (a+)−1

 , (5)
with a± =
√
1± g/ω, the time-evolution simplifies to
dtP = ω
(
a−(u−∂v
−
− v−∂u
−
) + a+(u+∂v+ − v+∂u+)
)
P .
(6)
Instead of using the static phase-space coordinates,
Eq.(6) can be solved in the rotating frame, using the
coordinates
U±(t) = u± cos(ωa±t)− v± sin(ωa±t) , (7)
V±(t) = v± cos(ωa±t) + u± sin(ωa±t) . (8)
With (U(t), V (t)), all the temporal evolution is encoded
in these variables and Eq.(6) becomes ∂tP = 0. In
the weak-coupling regime g ≪ ω, the time-evolution of
(qj(t), pj(t)) is given by
q1(t) = (U− + U+)(t)
≈ q1 cos(ωt) cos
(gt
2
)
− q2 sin(ωt) sin
(gt
2
)
+ p1
[ g
2ω
cos(ωt) sin
(gt
2
)
− sin(ωt) cos
(gt
2
)]
+ p2
[ g
2ω
sin(ωt) cos
(gt
2
)
− cos(ωt) sin
(gt
2
)]
, (9)
p1(t) =
(
a−V− + a+V+
)
(t)
≈ p1 cos(ωt) cos
(gt
2
)
− p2 sin(ωt) sin
(gt
2
)
+ q1
[
sin(ωt) cos
(gt
2
)
+
g
2ω
cos(ωt) sin
(gt
2
)]
+ q2
[
cos(ωt) sin
(gt
2
)
+
g
2ω
sin(ωt) cos
(gt
2
)]
, (10)
with an analogous relation for (q2, p2), obtained by inter-
changing the indices 1↔ 2. Thus, the time-evolution of
P is
P(q1, p1, q2, p2, t) = P(q1(t), p1(t), q2(t), p2(t)) . (11)
Having solved the stochastic dynamics, it is now possible
to analyze the stochastic effects.
State-swap; Suppose that at t = 0, the state of the
two resonators factorizes in a product of two probabil-
ity distributions, each representing a single oscillator, i.e.
P(q1, p1, q2, p2, t = 0) = P1(q1, p1, t = 0)P2(q2, p2, t = 0).
Using Eqs.(8-11), the state of the system after a period
T (where ωT = 2π(n± 1/4) and gT = 2π(n′ ∓ 1/2), with
n, n′ ∈ Z) can be found to be
P(q1, p1, q2, p2, t = T ) = P1(q2, p2, t = 0)P2(q1, p1, t = 0) .
(12)
The meaning of Eq.(12) is that after a time T, the prob-
ability distribution for resonator 2 is the probability dis-
tribution of resonator 1 and vice-versa. Therefore, the
statistics of any measurement of resonator 1 at t = T
will faithfully reproduce the statistics of resonator 2 at
t = 0. This implies that the state of resonator 1 has
been swapped with the state of resonator 2, and this
3state-swap is a simple consequence of the interaction in
a (classical) stochastic framework.
Squeezing; Whether working in a quantum or in a
classical framework, measurement uncertainties are ul-
timately characterized by the variance. Another conse-
quence of the interaction in a stochastic framework is
that the quadratures’ variance varies in time. Suppose
that the initial state of the system is
P(q1, p1, q2, p2, t = 0) = G(q1)G(q2)G(p1)G(p2) , (13)
whereG(x) is a Gaussian probability distribution centred
around the origin and with variance δ2. If only one of the
resonators is measured (say resonator 1), then only the
reduced probability distribution
P1(q1, p1, t) =
∫
dq2
∫
dp2 P(q1, p1, q2, p2, t) (14)
is relevant. Using Eqs. (9-11) together with Eq.(14), the
probability distribution for resonator 1 after nc oscilla-
tion cycles (i.e. ωt∗ = 2πnc) is
P1
(
q1, p1, t
∗) ≈ 1
2πδ2
exp
(
− q
2
1 + p
2
1 +
g
ω
sinφ q1p1
2δ2
)
,
(15)
where φ = 2π g
ω
nc. Eq.(15) represents a Gaussian func-
tion whose level curves are ellipses centred around the
origin, squeezed along s+ =
1√
2
(q1 + p1) and distended
along s− = 1√2 (q1−p1). The squeezing effects are imme-
diately visible from the variance of the s± quadratures
V ar(s±) = δ2
(
1∓ g
2ω
sinφ
)
. (16)
The reduction of a quadrature’s variance while enlarg-
ing the variance of the other is what defines squeezing.
What is physically observed is the uncertainty trade be-
tween conjugate variables (the quadratures in [1, 2, 5, 7]),
and these quadrature uncertainty changes are fully char-
acterised by changes in the variance as displayed in Eq.
(16). Thus, squeezing is another consequence of the inter-
action in a stochastic framework, and for linear couplings,
the degree of squeezing is the same as in the respective
quantum theory. Although squeezing has been observed
outside the quantum regime [16], it is still believed that
reducing the noise below the zero-point fluctuations sig-
nals the transition to the quantum realm. However, there
is no classical limitation to squeezing and the zero-point
threshold has no significance. The connexion between
squeezing and quantum/nonclassical criteria is based on
the negativity of the P-function [8], but a negative P-
function does not necessarily display nonclassical features
[17], and the claim of a quantum nature for squeezing is
not based on physical observables.
Entanglement; Entanglement refers to the property of
a deterministic measurement outcome of A, once the ran-
dom outcome of a previous measurement of B is known
(with A and B observables of distinct elements). Though
it often acquires unjustified spiritistic hues, its nature is
a simple statistical property.
Consider the case where the initial state of resonator
1 is a Gaussian distribution of variance ̺ centred around
the origin, while the state of resonator 2 is a precisely
defined δ function at (q2, p2) = (X, 0). After a time τe =
π/(2g), the state of the system is
P(q1, q2, p1, p2) ≈ 1
π̺2
δ(q2 − p1 −X)δ(q1 + p2)
× exp
[
− (q1 − p2)
2 + (p1 + q2)
2
4̺2
]
,
(17)
where terms of the order g/ω were disregarded. The sta-
tistical properties between the random variables of the 2
resonators can be characterized by the Pearson correla-
tion coefficient PCC(x, y) = CoV ar(x,y)
σ(x)σ(y) , where σ(x) and
CoV ar are respectively the standard deviation and the
covariance. The PCC matrix for the probability distri-
bution in Eq.(17) is displayed in Tab.I, where it can be
seen that PCC = −1 for (q1, p2) and (q2, p1).
PCC(x,y) q1 q2 p1 p2
q1 1 0 0 -1
q2 0 1 -1 0
p1 0 -1 1 0
p2 -1 0 0 1
TABLE I: Pearson correlation coefficient matrix for the
state in Eq. (17). The negative antidiagonal entries
correspond to anti-correlations between quadratures.
The anti-correlations in Tab. I are akin to the ex-
perimental entanglement measurements of [3] and their
meaning is that when the system reaches the state in
Eq.(17), if p1 is measured, the outcome will be a com-
pletely random value, but once the measurement of p1
is done, its momentum is determined, and the position
of resonator 2 is automatically fixed. Thus, if the ran-
dom outcome of measuring p1 is P , then the outcome
of measuring q2 is X + P with absolute certainty (see
Eq.(17)). Then p1 and q2 fulfill the condition to be con-
sidered entangled. The nature of entanglement between
two random variables (x, y) arises from the fact that the
probability distribution P(x, y) describing the state of the
system cannot be factorized into P1(x)P2(y). Thus en-
tanglement occurs because (x, y) are no longer indepen-
dent random variables, and the origin of the loss of inde-
pendence is the interaction between the resonators. An
important consequence is that even if the interaction is
turned off, and the resonators are separated miles away,
as long as the state is not perturbed, the anti-correlations
still persist. If the state of the system is entangled, per-
forming a measurement in one of the resonators affects
the measurement outcomes of the other, but the change
4in the outcome probability as a consequence of the mea-
surement does not imply that a real change has taken
place in the system, only that one has gained additional
information about the system. Once the measurement is
performed, there is a refinement of information over the
state of the system, hence the correlations.
Entanglement has been experimentally tested, usually
under the fashionable form of inequality violations. Some
of these violations [3, 18–20] are based on the premise
that if the product [21] or the sum [22, 23] of the variances
of entangled variables is below the zero-point uncertainty,
then the variables must be entangled. It also assumes
that the entanglement criterion requires the negativity
of a quasi-probability distribution [22] (the P-function in
these cases), and because of that negativity, the measured
correlations were deemed nonclassical [18]. One of such
inequalities reads [23]:
S = V ar(q1 + q2) + V ar(p1 − p2) ≥ 2 . (18)
For the state in Eq.(17), S = 2̺2 < 2 for ̺ < 1. Thus,
not only can the inequality be violated in a classical con-
text, but it can also be violated for disentangled pairs
of quadratures ({q1, q2} and {p1, p2}). The meaning of
Eq.(18) is that the sum of q1 + q2 with p1 − p2 is below
the zero-point uncertainty, but since there is no minimum
uncertainty in a classical framework, classical states with
low variance can break this kind of inequalities, even for
non-entangled quadratures. Inequalities derived solely
from a quantum formalism give plenty of room for clas-
sical violations, which diminishes the meaning of certain
type of inequalities’ violations.
Application to classical systems; As shown above,
squeezing, entanglement and state-swap can occur in
classical systems. But are there any physical systems
which can display these effects without having any quan-
tum properties? The answer is affirmative and one ex-
ample is liquid crystals. The free energy density F for
cholesteric liquid crystals in the presence of a magnetic
field ~H , and for equal splay, twist and bend elastic mod-
ulus K is [24]
F = 1
2
K
[
(∇.~n)2+(∇×~n)2]+ K
P0
~n.(∇×~n)− χa
2
( ~H.~n)2 ,
(19)
where ~n = cosϕ sin θ~ex + sinϕ sin θ~ey + cos θ~ez is the di-
rector field, P0 is the pitch of the cholesteric helix, and
χa is the difference between the parallel and perpendicu-
lar magnetic susceptibilities. For a director field varying
along z, ~n(r) is determined by the minimization of the
free energy , given by the equations
∂2zθ =
1
2
sin(2θ)(∂zϕ)
2 − 1
P0
sin(2θ)∂zϕ− 1
K
∂θU , (20)
∂2zϕ = −
2
tan θ
(∂zθ)(∂zϕ)+
2
P0 tan θ
(∂zθ)− 1
K sin2 θ
∂ϕU ,
(21)
where U(θ, ϕ) ∝ χa( ~H.~n)2 is the effective potential cre-
ated by the magnetic field (see S.I.). For χa < 0 and
~H = H√
2
(~ey + ~ez), U(θ, ϕ) has a stable minimum around
(θ = π/4, ϕ = π/2). Close to this point, the equations
for (θ, ϕ) can be linearized, leading to
∂2zq1 = −
√
2
P0
∂zq2 − |χa|H
2
K
q1 , (22)
∂2zq2 =
√
2
P0
∂zq1 − |χa|H
2
K
q2 , (23)
where θ = π/4 + q1, ϕ = π/2 +
√
2q2. Eqs. (22-23) are
analogous to two coupled harmonic oscillators, where the
angular deviations from the potential minimum play the
role of a displacement, and instead of a time-dynamics
there is a spatial evolution along z. In this analogy, the
initial state of the system corresponds to the director
field distribution at the boundary. The origin for the
harmonic behaviour is that if χa < 0, it costs energy
for the molecules to align with the magnetic field, while
deviating from the neighbouring directors costs elastic
energy. This leads to a spatial oscillation of the di-
rector, where the elastic and magnetic energies are ex-
changed along the z axis. Identifying pi ≡ ∂zkqi, with
k = H
√
|χa|/K, the solution to Eqs. (22-23) and Eqs.
(9-10) are alike in the weak-coupling limit kP0 ≫ 1, with
the map (z, k,
√
2/P0)→ (t, ω, g) (see S.I.). Because the
system is a many-particles system in thermal equilibrium,
there are deviations from the director field that minimizes
the energy. Treating these fluctuations requires the use of
a statistical description as before, leading to the same ef-
fects discussed above. Since now q1 couples to p2 instead
of q2 (and vice-versa), the times for maximum squeezing,
entanglement and state-swap are shifted, but the effects
are identical. And because there is no actual dynam-
ics and the entire system rests in thermal equilibrium,
standard quantization techniques are not valid in this
liquid crystal case (there is even a dimensional mismatch
when introducing ~). However, squeezing, entanglement
and state-swap can occur, and the system can enter the
“quantum” regime. Further, the mapping t → z in the
liquid crystal scenario shields the system from the dis-
sipation afflicting the dynamical case, which eases the
observation of these effects.
To conclude, a classical stochastic framework was con-
structed to enable the quantum-classical comparison. By
applying it to the case of two linearly coupled harmonic
oscillators, it was shown that state-swap, squeezing and
entanglement are not quantum effects an sich, but merely
a product of the interaction in a stochastic framework.
Consequently, these phenomena can occur in systems far
from the quantum regime, and we predict their appear-
ance in cholesteric liquid crystals. Thus, quantum claims
based on these effects are, at best, a linguistic embellish-
ment of the facta bruta, where the term “quantum” is
but a redundant definite article.
5Acknowledgements- We thank C. Scha¨fermeier and A.
Silva for their useful comments, and the Dutch Science
Foundation (NWO/FOM) for its financial support.
[1] I. Mahboob, H. Okamoto, K. Onomitsu, and H. Yam-
aguchi, Phys. Rev. Lett. 113, 167203 (2014)
[2] A.H. Safavi-Naeini et al., Nature 500, 185 (2013); T. P.
Purdy, P.-L. Yu, R. W. Peterson, N.S. Kampel, and C.
A. Regal, Phys. Rev. X 3, 031012 (2013)
[3] T.A. Palomaki, J.D. Teufel, R.W. Simmonds, and K.W.
Lehnert, Science 342, 710 (2013)
[4] T.A. Palomaki, J.W. Harlow, J.D. Teufel,
R.W.Simmonds, and K.W. Lehnert Nature 495,
210 (2013)
[5] D.W.C. Brooks, et. al., Nature 488, 476 (2012);
[6] A. Mari and J. Eisert, Phys. Rev. Lett. 103, 213603
(2009)
[7] R.E. Slusher, L.W. Hollberg, B. Yurke, J.C. Mertz, and
J.F. Valley, Phys. Rev. Lett. 55, 2409 (1985); L.-A. Wu,
H.J. Kimble, J.L. Hall, and H. Wu, Phys. Rev. Lett. 57,
2520 (1986)
[8] Statistical Methods in Quantum Optics 2, H.J.
Carmichael, (2008) ISBN 978-3-540-71319-7 Springer
Berlin Heidelberg New York
[9] M. Aspelmeyer, T.J. Kippenberg, F. Marquardt, Rev.
Mod. Phys. 86, 1391 (2014)
[10] S. Mancini, V. Giovannetti, D. Vitali, and P. Tombesi,
Phys. Rev. Lett. 88, 12041 (2002)
[11] L. Henderson and V. Vedral, J. Phys. A 34, 6899 (2001);
J. Rau, Ann. Phys. 324, 2622 (2009)
[12] A.E. Allahverdyan, A. Khrennikov, and Th. M. Nieuwen-
huizen, Phys. Rev. A 72, 032102 (2005)
[13] S.D. Barlett, T. Rudolph, and R.W. Spekkens, Phys.
Rev. A 86, 012103 (2012)
[14] L.F. Buchmann and D.M. Stamper-Kurn, Ann. Phys.
(Berlin) 527, 156 (2015); M. Ludwig, B. Kubala, and
F. Marquardt, New J. Phys. 10, 95013 (2008)
[15] V. Vedral, Phys. Rev. Lett. 90 (5), 050401 (2003)
[16] D. Rugar and P. Gru¨tter, Phys. Rev. Lett. 67, 699 (1991);
A. Pontin et al., Phys. Rev. Lett. 112, 023601 (2014); M.
Rashid et al., Phys. Rev. Lett. 117, 273601 (2016)
[17] L. Dio´si, Phys. Rev. Lett. 85, 2841 (2000)
[18] C. Schori, J.L. Sørensen, and E.S. Polzik, Phys. Rev. A
66, 033802 (2002); W.P. Bowen, R. Schnabel, and P.K.
Lam, Phys. Rev. Lett. 90, 043601 (2003);
[19] X. Jia, X. Su, Q. Pan, J. Gao, C. Xie, and K. Peng,
Phys. Rev. Lett. 93, 250503 (2004); A. Villar, L.S. Cruz,
K.N. Cassemiro, M. Martinelli, P. Nussenzveig, Phys.
Rev. Lett. 95, 243603 (2005)
[20] Z. Y. Ou, S.F. Pereira, H.J. Kimble, and K.C. Peng,
Phys. Rev. Lett. 68, 3663 (1992);
[21] M. D. Reid and P. D. Drummond, Phys. Rev. Lett. 60,
2731 (1988); M.D. Reid, Phys. Rev. A 40, 913 (1989)
[22] R. Simon, Phys. Rev. Lett. 84, 2726 (2000)
[23] L.-M. Duan, G. Giedke, J.I. Cirac, and P. Zoller, Phys.
Rev. Lett. 84, 2722 (2000)
[24] P.G. de Gennes and J. Prost, The Physics of Liquid Crys-
tals, 2nd ed., Oxford Science, Clarendon Press, Oxford,
1993.
[25] Absence of dissipation does not guarantee the existence of
quantum phenomena, nor does overwhelming dissipation
guarantee that all correlations match the classical case.
Likewise, strictly diagonal density matrices can display
nonclassical behaviour.
ar
X
iv
:1
90
7.
08
28
1v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
18
 Ju
l 2
01
9
Supplementary information
July 22, 2019
Construction and properties of a stochastic formalism
The time evolution of the average value of a random variable A for a Hamiltonian system
is governed by the Poisson bracket {., .}, leading to the equation of motion
dt〈A(Q,P )〉 =
∫
dQdP dtA(Q,P )P(Q,P ) =
∫
dQdP {A(Q,P ),H}P(Q,P )
= −
∫
dQdP A(Q,P ){P(Q,P ),H} =
∫
dQdP A(Q,P )dtP(Q,P ) . (1)
As a description in terms of dynamic random variables must produce the same outcome
as a description in terms of dynamic probability distributions, the time-evolution for the
probability distribution must be dtP = −{P,H}. Note that although the derivation was
carried for (Q,P ), the same holds for any kind of conjugate variables.
For P to represent a probability distribution governed by dtP = −{P,H}, the follow-
ing properties must be satisfied: (1) the probability distribution remains normalized; (2)
the probability distribution remains positive.
To prove (1), let N (t) be the normalization of the probability distribution. The
time-evolution for N (t) is
dtN (t) =
∫
dP
∫
dQdtP(Q,P, t) =
∫
dP
∫
dQ {P,H} =
= −
∫
dP
∫
dQP(∂Q∂PH− ∂P∂QH) = 0 (2)
where it was used that P must vanish at Q,P =∞. If dtN (t) = 0 and if N (t = 0) = 1,
then the probability distribution is normalized at all times.
To prove (2), note that for the time-evolution to be governed by the Poisson bracket, P
must be differentiable in all variables. Consequently, for a positive P to become negative
at a given point in phase-space, it must reach 0 before it can take negative values.
Let (Q0, P0) be a point for which at t = 0, the probability distribution is nonnegative
everywhere and P(Q0, P0, 0) = 0. Then (Q0, P0) is a minimum, and ∂PP|(Q0,P0,0) =
∂QP|(Q0,P0,0) = 0. Thus, for an arbitrarily small time-interval,
P(Q0, P0, δt) =
1
2
d2tP
∣∣∣∣
(Q0,P0,0)
(δt)2 +O
(
(δt)3
)
=
(
∂2QP(∂PH)2 + ∂2PP(∂QH)2 − 2(∂P∂QP)(∂PH)(∂QH)
)∣∣∣∣
(Q0,P0,0)
(δt)2 +O
(
(δt)3
)
(3)
1
Since (Q0, P0) is a minimum, (∂
2
QP, ∂
2
PP) ≥ 0, the Hessian matrix at (Q0, P0) is positive
semidefinite, and (∂2QP)(∂
2
PP) ≥ (∂P∂QP)2. Therefore,
∂2QP(∂PH)2 + ∂2PP(∂QH)2 − 2(∂P∂QP)(∂PH)(∂QH) ≥
≥ ∂2QP(∂PH)2 + ∂2PP(∂QH)2 − 2|∂P∂QP|.|∂PH|.|∂QH|
≥ |∂2QP|.|∂PH|2 + |∂2PP|.|∂QH|2 − 2
√
|∂2QP|.|∂2PP||∂PH||∂QH|
≥
(
|∂PH|
√
|∂2QP| − |∂QH|
√
|∂2PP|
)2
≥ 0 (4)
Thus, the value of P at any point (Q0, P0) for which P(Q0, P0) = 0 can never decrease,
and so the probability distribution remains positive.
Mapping to the case of cholesteric liquid crystals in a
magnetic field
For cholesteric liquid crystals in the presence of a magnetic field ~H (an equivalent result
is also possible with an electric field), the free energy density F for the case of equal
splay, twist and bend elastic modulus K is
F = 1
2
K
[
(∇.~n)2 + (∇× ~n)2]+ K
P0
~n.(∇× ~n)− χa
2
( ~H.~n)2 , (5)
where ~n = cosϕ sin θ~ex + sinϕ sin θ~ey + cos θ~ez is the director field, P0 is the pitch of
the cholesteric helix, and χa is the difference between the parallel and perpendicular
magnetic susceptibilities. For a director field that varies only along z, the free energy
becomes
F = 1
2
K
[
(∂zθ)
2 + (∂zϕ)
2 sin2 θ
]− K
P0
(∂zϕ) sin
2 θ − U(θ, ϕ) , (6)
where U(θ, ϕ) is the effective potential created by the magnetic field. Minimizing the
free energy leads to
∂2zθ =
1
2
sin(2θ)(∂zϕ)
2 − 1
P0
sin(2θ)∂zϕ− 1
K
∂θU and (7)
∂2zϕ = −
2
tan θ
(∂zθ)(∂zϕ) +
2
P0 tan θ
(∂zθ)− 1
K sin2 θ
∂ϕU . (8)
It is now clear that Eqs. (7,8) are analogous to standard equations of motion with the
mapping (z → t, θ → x1, ϕ → x2). In this analogy, the initial state of the system
corresponds to the director field distribution at the boundary. If the director at the
boundary is close to a minimum of the potential U , the nonlinear nature of Eqs. (7,8)
is secondary, and Eqs. (7,8) can be linearized around the potential minimum (provided
that there are no instabilities, which is the case for a strong fieldH). For ~H = H√
2
(~ey+~ez),
U becomes
U(θ, ϕ) =
χaH
2
4
(cos θ + sin θ sinϕ)2 , (9)
2
and it has minima for χa < 0 at (θ, ϕ) = {(π/4, π/2), (3π/4,−π/2)}. Note that if the
molecules have a reflexion symmetry along the plane perpendicular to ~n (such as rod or
disc shaped molecules), then both minima correspond to the same physical configuration.
Expanding Eqs. (7-8) around the minimum (θ, ϕ) = (π/4, π/2) and keeping only the
linear terms, one obtains
∂2z q1 = −
√
2
P0
∂zq2 − |χa|H
2
K
q1 , (10)
∂2zq2 =
√
2
P0
∂zq1 − |χa|H
2
K
q2 , (11)
where θ = π/4 + q1, ϕ = π/2 +
√
2 q2. Eqs. (10-11) are equivalent to two coupled
harmonic oscillators of identical frequency (wavelength for the actual physical situation),
where the deviations from the potential minima play the role of displacement. The origin
for this harmonic behaviour is that if χa < 0, it costs energy for the molecules to align
with the magnetic field, while deviating from the neighbouring directors costs elastic
energy. This leads to a spatial oscillation of the director, where the elastic and magnetic
energies are exchanged along the z axis. Eqs. (10-11) are a set of linear equations for the
distribution of the director angles along z, and by identifying ∂zqi ≡ kpi, the solution to
these equations in the limit of a strong magnetic field (i.e. HP0 ≫
√
K/|χa|) is
q1(z) ≈
(
cos(kz) cos(ξz) +
ξ
k
sin(kz) sin(ξz)
)
q1(0) + sin(kz) cos(ξz)p1(0)
−
(
cos(kz) sin(ξz)− ξ
k
sin(kz) cos(ξz)
)
q2(0)− sin(kz) sin(ξz)p2(0) , (12)
p1(z) ≈
(
cos(kz) cos(ξz)− ξ
k
sin(kz) sin(ξz)
)
p1(0)− sin(kz) cos(ξz)q1(0)
−
(
cos(kz) sin(ξz) +
ξ
k
sin(kz) cos(ξz)
)
p2(0) + sin(kz) sin(ξz)q2(0) , (13)
where k = H
√|χa|/K and ξ = (√2P0)−1. The solutions to (q2, p2) are obtained with
the change (q1, p1)↔ (q2, p2) in the solution above.
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