Kostant's partition function counts the number of distinct ways to express a weight of a classical Lie algebra g as a sum of positive roots of g. We refer to each of these expressions as decompositions of a weight and our main result establishes that the (normalized) distribution of the number of positive roots in the decomposition of the highest root of a classical Lie algebra of rank r converges to a Gaussian distribution as r → ∞. We extend these results to an infinite family of weights, irrespective of Lie type, for which we establish a closed formula for the q-analog of Kostant's partition function and then prove that the analogous distribution also converges to a Gaussian distribution as the rank of the Lie algebra goes to infinity. We end our analysis with some directions for future research.
Introduction
A classical problem in analytic number theory is to determine the behavior of certain distributions associated to the decompositions of positive integers, as sums of positive integers. For example, define the Fibonacci numbers as F n = F n−1 + F n−2 , whenever n ≥ 3 and F 1 = 1, F 2 = 2. Then Zeckendorf's Theorem [19] states that the positive integers can be uniquely expressed as a sum of nonconsecutive Fibonacci numbers and such an expression is called a decomposition. Lekkerkerker [17] later established that if m ∈ [F n , F n+1 ), then the number of summands needed in the decomposition of m is asymptotic to 1 2 (1 − 1 √ 5 ) n as n → ∞. From this work, it was found that the distribution of the number of summands in decompositions of positive integers actually converges to a Gaussian [16] . These results have been extended to numerous other sequences of integers which allow unique decompositions of the positive integers as a sum of elements in the sequence [2, 4-6, 8, 9] .
In our work, we bring the tools of analytic number theory to the study of vector partitions. In particular, we study Kostant's partition function which counts the number of ways of expressing a weight (vector) of a simple Lie algebra g as a linear combination of the positive roots of g (a finite set of vectors). As is standard in analytic number theory, we refer to such expressions as decompositions.
We recall that Lusztig [18] defined the q-analog of Kostant's partition function [15] as the polynomial valued function ℘ q (ξ) = c 0 + c 1 q + c 2 q 2 + · · · + c k q k where c i denotes the number of ways the weight ξ can be expressed as a sum of i positive roots. Hence, evaluating ℘ q (ξ)| q=1 yields the total number of decompositions of the weight ξ as a sum of positive roots. However, the q-analog gives us more detailed information as it keeps track of the number of positive roots used in the decompositions and plays a key role in our analysis.
In representation theory, the highest weight representation with the highest root as the highest weight corresponds to the adjoint representation of a simple Lie algebra. It is known that the multiplicity of the zero-weight in this representation gives the rank of the Lie algebra. Harris, Insko, and Williams [14] considered this computation through the use of Kostant's weight multiplicity, which is an alternating sum over the Weyl group involving Kostant's partition function. In their work, they showed that the number of terms contributing nontrivially to the sum was either a Fibonacci number or satisfied similar recurrence relations. What remained as a challenge in this work was computing the value of the partition function, for which very few closed formulas are known. Harris, Insko, and Omar continued this work and gave closed formulas for the value of the q-analog of Kostant's partition function on the highest root of a finite-dimensional classical Lie algebra [11] . This corresponds to the term in the multiplicity formula indexed by the identity element of the Weyl group. Their formulas are summarized below.
Corollary 1 (Explicit formulas [11] ). Letα denote the highest root of a Lie algebra. Let P Ar (q), P Br (q), P Cr (q), and P Dr (q) denote ℘ q (α), in the Lie algebras of type A r , B r , C r , and D r , respectively. Then explicit formulas for the value of the q-analog of Kostant's partition function on the highest root of the classical Lie algebras are as follow:
where
.
Using Corollary 1, we illustrate the proportion of decompositions of the highest root of the Lie algebras of type B 30 , C 30 , and D 30 that use a given number of positive roots, see Figure 1 . These figures give evidence that the distribution of the number of positive roots in decompositions of the highest root converges to a Gaussian. This is precisely the statement of our main result. Theorem 1. Let the random variable Y g,r denote the total number of positive roots used in the decompositions of the highest root of the classical Lie algebra g of rank r as a sum of positive roots. Normalize Y g,r to Y g,r = (Y g,r − µ g,r ) /σ g,r where µ g,r and σ 2 g,r are the mean and variance of Y g,r respectively, which are given by Type A r (r ≥ 1): Type D r (r ≥ 4):
Then Y g,r converges in distribution to the standard normal distribution as r → ∞ for every classical Lie algebra g of rank r.
At first glance it may appear that the Gaussian behavior is special to the decompositions of the highest root of a Lie algebra. However, we extend these results to an infinite family of weights, irrespective of Lie type, for which the analogous distribution also converges to a Gaussian distribution.
Theorem 2. Let g be a classical Lie algebra of rank r. Let
. . , i } is a set of nonconsecutive integers satisfying 1 < i 1 < i 2 < · · · < i < r − 2, and c i 1 , c i 2 , . . . , c i ∈ Z >0 . Let the random variable Y r denote the total number of positive roots used in the decompositions of λ. Normalize Y r to Y r = (Y r − µ r ) /σ r where µ r and σ 2 r are the mean and variance of Y r respectively, which are given by
Then Y r converges in distribution to the standard normal distribution as r → ∞ for every classical Lie algebra g of rank r.
To prove Theorems 1 and 2, we establish that the moment generating function of Y g,r converges to that of the standard normal, which is e t 2 /2 . This work is organized as follows. In Section 2, we proceed via a case-by-case analysis proving Theorem 1, while Section 3 contains the proof of Theorem 2. Lastly, Section 4 details possible directions for further study.
Proof of Theorem 1
In the sections that follow, we use the definitions and notation as in [10] .
2.1. Type A. For r ≥ 1, we recall that in a algebra of type A r , the set of simple roots is given by ∆ = {α 1 , α 2 , · · · , α r }, and the set of positive roots is given by
In type A r we know
It is well-known that the binomial distribution converges to a standard normal, see [1] for four distinct proofs of this result. However, in what follows we provide a detailed proof to illustrate the technique we use in the remaining cases, which will be much more technical.
For 1 ≤ k ≤ r let p r,k denote the number of ways to writeα as a sum of exactly k positive roots. Hence p r,k = [P g (q)] q k and from Equation (5) we know that p r,k = r−1 k−1 ways to writeα as a sum of exactly k positive roots. We note that p r,0 = 0 for all r, and p 0,k = 0 for all k. p r,k x r y k be the generating function for the p r,k s arising from the number of ways to write the highest rootα as a sum of the positive roots of sl r+1 (C). Then
Proof. The result follows from the bivariate generating function of the binomial coefficients n≥0 k≥0 n k
x n y k = 1 1 − y − yx .
Let the random variable Y r denote the total number of positive roots used in the decompositions of the highest root of the Lie algebra of type A r as sums of positive roots, and let p r,k denote the number of decompositions of the highest root as a sum of exactly k positive roots. We use the following result in our analysis. Propositions 4.7, 4.8) . Let F (x, y) = r,k≥0 p r,k x r y k be the generating function of p r,k , and let g r (y) = r k=0 p r,k y k be the coefficient of x r in F (x, y). Then the mean of Y r is µ r = g r (1) g r (1) and the variance of Y r is
Proposition 3. The mean and variance of Y r are given by µ r = r+1 2 and σ 2 r = r−1 4 , respectively. Proof. By Equation (6) and use of the geometric sum formula, we note
Hence g r (y) = y (1 + y) r−1 . Now observe that by Proposition 2
The variance follows from a similar calculation.
Next we prove Theorem 1 for the Lie algebra of type A r .
Theorem 1 (Type A r ). Let µ r and σ 2 r be defined as in Proposition 3. Then the random variable Y r = (Y r − µ r ) /σ 2 r converges to the standard Gaussian distribution as r → ∞.
Using Taylor's series expansion for log (x) we have
and
Substituting Equations (8) and (9) into Equation (7) yields
Substituting Equation (10) and
Taking the limit of Equation (12) as r → ∞, we have that log(M Y r (t)) converges to 1 2 t 2 . Thus Y r converges to the standard normal distribution as r → ∞.
2.2.
Type C. Although, out of order, we consider the type C case first as the formulas in Corollary 1 are less cumbersome. We begin by recalling that for r ≥ 3 the set of simple roots of the Lie algebra of type C r is given by ∆ = {α 1 , . . . , α r } and the set of positive roots is given by
Let the random variable Y Cr denote the total number of positive roots used in the decompositions of the highest root of the Lie algebra of type C r as sums of positive roots. Our first result is as follows.
Proposition 4. For r ≥ 3, the mean and variance of Y Cr are given by
Proof. Applying the result in Proposition 2 to Equation (3) yields the desired result, albeit after some straightforward, but lengthy, calculations.
Next we prove Theorem 1 for the Lie algebra of type C r .
Theorem 1 (Type C r ). Let µ r and σ 2 r be defined as in Proposition 6. Then the random variable Y Cr = (Y Cr − µ r ) /σ 2 r converges to the standard Gaussian distribution as r → ∞. Proof. In this case 
with
Replacing e n with 1 + n + 1 2 n 2 + O n 3 in Equation (13) 
By Taylor expanding √ x centered at 5 and then replacing x = 5 + 2n + 2n 2 , we get
By Taylor expanding 1
x centered at 10 and then replacing x = 1/2 20 + 8n + 8n 2 , we get 1
Substituting Equations (17) and (18) into Equation (16) yields
Using the same process as above we find that e 2n + 2e n + 2 + e n √ e 2n + 4 2 = 5 2 +
Hence Equation (15) 
We now Taylor expand each of the logarithms above and center the log in Equation (20) Using the same technique we find that
Thus
Using the Binomial Theorem, we can further simplify Equation (22) Given Equation (14) , n = t/σ r , and µ r and σ r as in Proposition 4, we find that
where k 0 = 0, k 1 = 0, and
Lastly, note lim r→∞ log (M Y r (t) ) = 1 2 t 2 . Thus Y r converges to the standard normal as r → ∞.
2.3. Type B. In this section, we consider the Lie algebra of type B r for r ≥ 2 and recall that the set of simple roots is given by ∆ = {α 1 , . . . , α r } and the set of positive roots is given by
Let the random variable Y Br denote the total number of positive roots used in the decompositions ofα Br = α 1 + 2α 2 + · · · + 2α r , the highest root of the Lie algebra of type B r , as sums of positive roots. Our first result is as follows.
Proposition 5. For r ≥ 2, the mean and variance of Y Br are given by
Proof. Applying the result in Proposition 2 to Equation (2) yields the desired result, albeit after some straightforward, but lengthy calculations.
Next we prove Theorem 1 for the Lie algebra of type B r .
Theorem 1 (Type B r ). Let µ r and σ 2 r be defined as in Proposition 5. Then the random variable Y Br = (Y Br − µ r ) /σ 2 r converges to the standard Gaussian distribution as r → ∞. Proof. We follow the same procedure as in type B. We reduce some of the computations and refer the reader to the type C case for more details on similar computations.
In this case
. Let N = log 1 2 5 + 4n + 3n 2 + 1 + n + 1 2 n 2 √ 5 + 2n + 2n 2 . Then following the same process as in type C in Equation (19) we obtain:
By Taylor expanding log(x) at 5+ √ 5 2 , we obtain the expression for N : Next we need to expand g(x) = 1 x centered at 10 and then replace x = 2(5 + 2n + 2n 2 ) to get 1 2(5 + 2n + 2n 2 ) = 1 250 (25 − 10 − 6n 2 ) + O n 3 .
Replacing this, we have Hence, using Equation (24) Now we need to determine log(1 + S). To find S, we need to simplify b − (e n )/b + (e n ). We Taylor expand g(x) = 1/x centered at 3 To construct log [g r (e n )] = log M + log (1 + S), we add Equation (25) to Equation (26). We also have n = t/σ r , µ r and σ r as in Proposition 5, and
where k 0 and k 1 simplify to 0 and Finally, note lim r→∞ log (M Y r (t) ) = 1 2 t 2 . Thus, Y r converges to the standard normal distribution as r → ∞.
Type D.
In this section, we consider the Lie algebra of type D r for r ≥ 4 and recall that the set of simple roots is given by ∆ = {α 1 , . . . , α r } and the set of positive roots is given by
whereα Dr = α 1 + 2α 2 + · · · + 2α r−2 + α r−1 + α r is the highest root.
Let the random variable Y Dr denote the total number of positive roots used in the decompositions of the highest root of the Lie algebra of type D r , as sums of positive roots. Our first result is as follows. 
respectively.
Proof. Applying the result in Proposition 2 to Equation (4) yields the desired result, albeit after some straightforward, but lengthy, calculations.
Next we prove Theorem 1 for the Lie algebra of type D r .
Theorem 1 (Type D r ). Let µ r and σ 2 r be defined as in Proposition 6. Then the random variable Y Dr = (Y Dr − µ r ) /σ 2 r converges to the standard Gaussian distribution as r → ∞. Proof. We follow the same procedure as in types C and B. As for type B, we reduce some of the computations and refer the reader to the type C case for more details on similar computations.
For type D, we have .
By using Taylor expansions for g(x)
= √ x centered about 5 and h(y) = 1/y about 10 and replacing x = 5 + 2n + 2n 2 and y = 1/2(20 + 8n + 8n 2 ), we obtain We now have an expression for log M . We just need log (1 + S). To find S, we need to simplify d − (e n )/d + (e n ). We Taylor expand g(x) = 1/x centered at 15/2 + 7 √ 5/2 to find
As with type C in Equation (22) 
Finally, note lim
Thus, Y r converges to the standard normal distribution as r → ∞.
Proof of Theorem 2
We begin with the following type A result.
Proposition 7. Let r ≥ 3. If I ⊂ {2, . . . , r − 1} is a set of nonconsecutive integers and β = r i=1 α i + i∈I α i is a weight of the Lie algebra of type A r , then
Proof. If I = ∅, then the result follows from Equation (5) 
where the factor of q accounts for the α j appearing as a simple root, and, by the induction hypothesis, the remaining factors are associated with taking I as the indexing set.
Next, consider the case where α j does not appear as a simple root. We treat the roots α = α j−1 + α j and α = α j +α j+1 as quasi-simple roots. In other words, they cannot be separated for this count of the decompositions. Thus it suffices to find the number of ways to write j−2 i=1 α i + i∈I α i +(α ) and r i=j+2 α i + (α ) as sums of positive roots, and take the product of the results. For j−2 i=1 α i + i∈I α i + (α ), we use the inductive hypothesis (acting like in type A j−1 and treating α as α j−1 ) to get
For r i=j+2 α i + (α ), we use the base case (acting like in type A r−j and treating α as α j+1 ) to get
Then, the number of ways that α j does not appear as a simple root in the decompositions of β is obtained by taking the product of Equations (34) and (35) which yields
Thus the number of decompositions of β must account for the cases where α j appears as a simple root and where is does not appear as a simple root. This is given by taking the sum of Equations (33) and (36) which yields
as desired.
We now give a more general result. Proposition 8. Let r ≥ 3 and let I = {i 1 , i 2 , . . . , i } be a set of nonconsecutive integers satisfying 1 < i 1 < i 2 < · · · < i < r, and c i 1 , c i 2 , . . . , c i ∈ Z >0 . If
Proof. The result follows from taking the formula in Proposition 7 and multiplying by q i=1 (c i −1) , which accounts for the additional simple roots that we must use to decompose ξ than what we needed to decompose β. Hence
By further restricting the set I we can give a general result for all Lie types. Theorem 3. Let g be a classical simple Lie algebra of rank r ≥ 5. Let I = {i 1 , i 2 , . . . , i } be a set of nonconsecutive integers satisfying 1 < i 1 < i 2 < · · · < i < r − 2, and c i 1 , c i 2 , . . . , c i ∈ Z >0 . If
where m = j=1 c i j .
Proof. The result follows from Proposition 8 and the fact that under this restriction on the index set I, the only positive roots one can use in decompositions of λ are of type A r .
Setting q = 1 in Theorem 3 establishes the following result. Proof. The result follows from Proposition 2 and Corollary 2.
We can now prove Theorem 2. For ease of reference we restate the result below.
Theorem 2. Let µ r and σ 2 r be defined as in Proposition 9 and λ be defined as in Theorem 3. Then the random variable Y r = (Y r − µ r ) /σ r converges in distribution to the standard normal distribution as r → ∞.
Proof. By Theorem 3, we let g r (y) = y m+1 (1 + y) r−1−2 (2 + 2y + y 2 ) , hence log[g r (e n )] = log[(e n ) m+1 (1 + e n ) r−1−2 (2 + 2e n + e 2n ) ] = (m + 1) log(e n ) + (r − 1 − 2 ) log(1 + e n ) + log(2 + 2e n + e 2n ) = (m + 1) log(1 + n + n 2 /2) + (r − 1 − 2 ) log(2 + n + n 2 /2) (37) + log(5 + 4n + 3n 2 ) + O(n 3 ).
Using Taylor's series expansion for log(x) we have log(1 + n + n 2 /2) = n + O(n 3 ) (38) log(2 + n + n 2 /2) = log (2) 
Taking the limit of Equation (43), as r → ∞, we have that log(M Y r (t)) converges to 1 2 t 2 . Thus Y r converges to the standard normal distribution as r → ∞.
Future work
As we have shown, the distribution of the number of positive roots used in the decompositions of certain weights, including the highest root, of the classical Lie algebras converges to a Gaussian. However, this is not always the case and it is heavily dependent on the weight we are decomposing. For example, consider the weight λ = i∈I c i α i , where I = {i 1 , i 2 , . . . i } is a set of nonconsecutive integers satisfying 1 ≤ i 1 < i 2 < · · · < i ≤ r − 1, and c 1 , c 2 , . . . , c ∈ Z >0 . Then in all Lie types, λ has exactly one decomposition as a sum of positive roots and the associated distribution would be trivially uniform. Hence we pose the following: Problem 1. Give necessary and sufficient conditions on the weight µ of a Lie algebra of rank r, such that the (normalized) distribution of the number of positive roots used in the decompositions of µ as a sum of positive roots converges to a Gaussian distribution as r → ∞.
We point the reader to [3] , which may provide some possible tools to answer Problem 1.
