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Abstract
We describe a method to compute the K-theory of the C∗-algebra arising from the stable equivalence
relation in the Smale space associated to a substitution tiling, and give detailed computations for one- and
two-dimensional examples. We prove that for one-dimensional tilings the group K0 is always torsion free
and give an example of a two-dimensional tiling such that K0 has torsion.
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1. Introduction
Operator algebras are an important tool in the study of quasicrystals, as information interest-
ing for physicists may be obtained from the K-theory of C∗-algebras associated to an aperiodic
tiling modelling the quasicrystal (see for example, [2,3,14,21]). In particular, the K-theory of
C∗-algebras associated to quasicrystals enters physics through Bellissard’s formulation of gap la-
belling, see [2,3]. Actually, there are several different constructions of C∗-algebras from a tiling,
one of great importance being the C∗-algebra of the unstable equivalence relation on the Smale
space associated to an aperiodic substitution tiling (Smale spaces are models for hyperbolic dy-
namical systems, and the study of their relations with operator algebras started with the work of
Kaminker and Putnam in [11,12]). The C∗-algebra of the unstable equivalence relation, which
we denote by Gu, was first introduced by Bellissard, see [1], and the K-theory of the algebra
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D. Gonçalves / Journal of Functional Analysis 260 (2011) 998–1019 999Gu associated to the Penrose tiling was first computed by Kallendonk, see [15]. Later, in 1998,
Anderson and Putnam described Gu as and inductive limit, see [1], in a work that opened the
doors for systematic calculation of the K-theory groups of Gu. In this setting, it is just natural to
ask about the K-theory of the C∗-algebra associated to the stable equivalence relation (we denote
this C∗-algebra by Gs ). In [10] we have developed some of the necessary tools to compute the
K-theory of Gs . Actually, in the first part of [10], we introduced a new C∗-algebra, which we
denote by C∗r (G0), associated to any tiling with finite local complexity, not necessarily a substi-
tution one, and in this paper we will show how to compute the K-theory of these C∗-algebras.
Of course there are others C∗-algebras associated to non-substitution tilings, and mathematicians
and physicists like Bellissard, Forrest, Hunton, Kallendonk, among others, have worked on their
K-theory (see, for example, [2,3,6,7,14,15,22]). In the case of an aperiodic substitution tiling,
in [10], we have used the algebras C∗r (G0) as building blocks to another C∗-algebra, which we
denote by C∗r (G), that is strong Morita equivalent to Gs , and hence has the same K-theory as
Gs . Our main goal in this paper is to provide a description of the K-theory of C∗r (G). This is
interesting because the computation of the K-theory for a few examples suggests that there exists
some kind of duality between the K-theory of Gu and Gs (see table below). In this direction, re-
cently Putnam presented a homology theory for Smale spaces, see [17], and even more recently
Kaminker, Putnam and Whittaker have proved a K-theoretic analog of Spanier–Whitehead du-
ality for the Ruelle algebras associated to an irreducible Smale space, see [13]. Neither of these
results directly implies a duality theory for the K-theory of Gu and Gs and to prove the exact
relation between the K-groups of these C∗-algebras is still an open question.
Tiling K1(Gu) K1(C∗r (G))
Fibonnaci Z Z
Morse Z Z
Octagonal Z5 Z5
Table Z[ 12 ]2 Z[ 12 ]2 ⊕ Z2
Tiling K0(Gu) K0(C∗r (G))
Fibonacci Z2 Z2
Morse Z[ 12 ] ⊕ Z K0(C∗r (G))/Z ∼= Z[ 12 ]
Octagonal Z9 see text
Table Z3 ⊕ Z[ 12 ]4 ⊕ Z[ 14 ] ⊕ Z2
K0(C∗r (G))
Z2
∼= Z2 ⊕ Z[ 12 ]4 ⊕ Z[ 14 ]
The paper is organized as follows: In Section 2, we give a detailed description of how to
compute the K-theory of C∗r (G0) for tilings of Rd , with d = 1,2, and compute it for the Thue–
Morse tiling. In Section 3, we completely characterize the positive cone of the step C∗-algebras
associated to one-dimensional tilings and in Section 4 we show how to compute the K-theory
of C∗r (G) for tilings of Rd , for any d = 1,2, . . . . Since we cannot characterize the positive cone
of the C∗-algebras associated to tilings of the plane, we give a partial answer via (unbounded)
traces in Section 5. Most of the work in this section is done in the general Rd setting, but the last
two results are specific for d = 1,2. We finish the paper in Section 6 with K-theory (and trace)
computations for the Fibonacci, octagonal and table tilings.
Before we proceed, we recall a few definitions. The first C∗-algebras introduced in [10] were
associated to any tiling satisfying the finite local complexity condition and having only a finite
number of tiles up to translation. Given such a tiling T, we considered the equivalence relation
1000 D. Gonçalves / Journal of Functional Analysis 260 (2011) 998–1019G0 =
{
(x, y) ∈ Rd × Rd : T(x) − x = T (y) − y}
with the usual topology of Rd and where T(x) means all tiles in T that contain x. We then looked
at the reduced groupoid C∗-algebra of G0, C∗r (G0), and gave a description of some of its ideals.
To build the ideal structure it was necessary to assume that T had a d-cellular structure. In the R2
case that means we assumed that T had faces, edges (X1) and vertices (X0). We then considered
the ideal of all functions in G0 that vanished at the d − 1 cells, the ideal of all functions on
the d − 1 cells that vanish at the d − 2 cells and so on. In the d = 2 case this means that we
considered the ideal of all functions in G0 that vanished at the edges, which we called IX1 , and
the ideal of all functions on the edges (so f ∈ C∗r (G0|X1 ) that vanish at the vertices, which we
called C∗r (G0|X1−X0). These ideals were interesting because they induced d exact sequences,
which in the case d = 2, were:
0 → IX1 → C∗r (G0) → C∗r (G0|X1) → 0, (1.1)
0 → C∗r (G0|X1−X0) → C∗r (G0|X1) → C∗r (G0|X0) → 0. (1.2)
Now, each of the exact sequences mentioned above induce a six-term exact sequence in K-
theory, which may be used to compute the K-theory groups of C∗r (G0). We give more details of
this technique below.
2. K-theory of C∗r (G0)
All through this section we will work with tilings of Rd , for d = 1,2. The main ideas presented
here work for d  3, but the presentation of the techniques for d  3 would bring a greater
number of computations, which we deem unjustified at the moment since most applications of
K-theory to physics arise in the R2 setting.
So let T be a tiling of Rd , where d = 1,2. To proceed we need to equip each edge and tile
of T with an orientation. We should do this in a way that translations of an edge get the same
orientation as the edge itself (in the language of [10] we say that equivalent edges get the same
orientation). Also each tile in T should be oriented counterclockwise.
From [10] we have that
C∗r (G0|X0) ∼=
⊕
[v]∈V
K
(
l2
([v])) and C∗r (G0|X1−X0) ∼= ⊕
[e]∈E
C0
(
e,K
(
l2
([e]))),
where [v] ∈ V means we are summing over the finite vertices patterns (vertices equivalence
classes in the sense of [10]) and [e] ∈ E means we are summing over the finite edge patterns
(edge equivalence classes in the sense of [10]). With this isomorphisms in mind, the exact se-
quence (1.2) induces the six-term exact sequence in K-theory below:
0 K0
(
C∗r (G0|X1)
) ⊕
V Z
δ0
0 K1
(
C∗r (G0|X1)
) ⊕
E Z
(2.1)
where δ0 is the exponential map. From exactness we get that
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(
C∗r (G0|X1)
)∼= ker δ0 and K1(C∗r (G0|X1))∼=
⊕
E Z
Im(δ0)
,
and the K-theory of C∗r (G0|X1) follows once we find a description for the exponential map δ0.
We do this below.
Proposition 2.1. The exponential map δ0 of (2.1) is a group homomorphism from
⊕
V Z in⊕
E Z which we can represent in a matrix form, denoted by [δ0]. Denoting the initial point of
an edge by i(e) and the terminus point by t (e) the matrix of δ0 is defined as follows. To find
the value at the entry ([e], [v]) of [δ0] we take a representative of the vertex [v], call it v, and
look at the edges defining v. If there is a representative of [e], call it e, such that the i(e) = v
then [δ0]([e], [v]) = 1. If t (e) = v then [δ0]([e], [v]) = −1. If both i(e) = v and t (e) = v then
[δ0]([e], [v]) = 0 and [δ0]([e], [v]) = 0 otherwise.
A better description is obtained if we leave behind the bracket notation for equivalence classes
and use the same notation for equivalence classes and its representatives. It should be clear from
the context whether we are referring to one or the other. With this notation we have:
[δ0](e, v) =
{1 if i(e) = v,
−1 if t (e) = v,
0 otherwise.
Proof. The proof of the proposition is an isomorphism chase, as we know how to evaluate δ0
from K0(C∗r (G0|X0)) to K1(C∗r (G0|X1−X0)) and hence δ0 from
⊕
V Z to
⊕
E Z is such that the
diagram below commutes:
⊕
V Z
∼=
δ0=?
⊕
i=1,...,n K0
(
K
(
l2
([vi]))) ∼= K0(C∗r (G0|X0))
δ0⊕
E Z
⊕
i=1,...,k K1
(
C0
(
ei,K
(
l2
([ei]))))∼= K1(C∗r (G0|X1−X0))∼=
(2.2)

Observation 2.2. Notice that with the proposition above we have completely described the six-
term exact sequence (2.1), which is enough to compute the K-theory for one-dimensional tilings.
Now that we have a good description of K∗(C∗r (G0|X1)) we can look for a description of
the K-theory of C∗r (G0). The idea is very similar to what we did above. Using that IX1 ∼=⊕
[p]∈P C0(p,K(l2([p]))) (see [10] or [9]), where [p] ∈ P means that we are summing over
the different tiles up to translation (tile equivalence classes), we can write the six-term exact
sequence in K-theory arising from the exact sequence (1.1) as shown below:
⊕
P Z
K0(ι) K0
(
C∗r (G0)
) K0(ψ) ker(δ0)
⊕
E Z
δ1
K1
(
C∗r (G0)
)
0
(2.3)Im(δ0)
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tion 2.1 and δ1 is the index map.
From exactness we get that K0(C∗r (G0)) ∼= ker δ0Im(K0(ι)) . Since K0(C∗r (G0)) is an Abelian group
and ker δ0 is isomorphic to a free Abelian group we have that K0(C∗r (G0)) ∼= ker δ0 ⊕ Im(K0(ι)).
Still from exactness of the six-term sequence above, we have that Im(K0(ι)) ∼=
⊕
P Z
Im(δ1) and we
conclude that K0(C∗r (G0)) ∼= ker δ0 ⊕
⊕
P Z
Im(δ1) . Also K1(C
∗
r (G0)) ∼= ker(δ1). In order to describe
the K-theory of C∗r (G0) any further we need to understand the index map δ1. That is our next
proposition.
Definition 2.3. Let e be an edge and p a tile in T. Then 〈e,p〉 = 1 if the counterclockwise orien-
tation of the boundary of p matches the orientation of e and 〈e,p〉 = −1 if the counterclockwise
orientation of the boundary of p is contrary to the orientation of e. If none of the equivalent edges
to e are contained in p then 〈e,p〉 = 0.
Proposition 2.4. The index map δ1 :
⊕
E Z
Im(δ0) →
⊕
P Z of the six-term exact sequence (2.3) is a
group homomorphism, that maps the generator element fe = (0,0, . . . ,0, 1︸︷︷︸
e
,0, . . . ,0), i.e., the
generator element that is one at the coordinate [e] and 0 otherwise, into an element (ai)i=1,...,m
defined as follows. First we fix a representative of the edge equivalence class [e], say e, and look
at the two tiles that define this edge. These tiles belong to some tile equivalence classes, say [pj ]
and [pk]. If [pj ] = [pk] then ai = 0 for all i. Otherwise we define aj = 〈e,pj 〉, ak = 〈e,pk〉 and
ai = 0 for all other i 	= k; i 	= j .
Proof. Let fe be one of the generators of
⊕
E Z
Im(δ0) . By the isomorphism between
⊕
E Z
Im(δ0) and
K1(C∗r (G0|X1)), given by the six-term exact sequence (2.1), and the isomorphism chase done
in Proposition 2.1, we know that fe is taken to [f ]1 ∈ K1(C∗r (G0|X1)), where f is defined below:
f (x, y) =
{
exp(2πiλ) if (x, y) = (re(λ), re(λ)), for λ ∈ [0,1],
1 if x = y and (x, x) not as above,
0 otherwise,
where re is a parametrization of the edge e such that re(0) = i(e) and re(1) = t (e).
Let pj and pk be two tiles defining the edge e. Without loss of generality assume that
the orientation of pj matches the orientation of e and that pk has contrary orientation to e
(since all tiles are oriented counterclockwise we always have matching and contrary orienta-
tions).
To compute the index map we need to find a unitary v ∈ M2(C∗r (G0)) such that v|G0|X1 =( f 0
0 f ∗
)
. Let rpj be a map from the tile pj onto the disk D such that rpj (re(0)) = 1, rpj (re(λ)) =
exp(2πiλ) for λ ∈ [0,1], rpj is a homeomorphism from the interior of pj into the interior of D
and rpj (x) = 1 for any other x in an edge different from e of pj . Similarly let rpk be a map from
the tile pk onto the disk D such that rpk (re(0)) = 1, rpk (re(λ)) = exp(−2πiλ) for λ ∈ [0,1], rpk
is a homeomorphism from the interior of pk into the interior of D and rpk (x) = 1 for any other x
in an edge different from e of pk . Notice that rp and rp agree on e.j k
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v(x, y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
z ◦ rpj (x) (1 − |z ◦ rpj (x)|2)
1
2
(1 − |z ◦ rpj (x)|2)
1
2 z ◦ rpj (x)
)
if x = y and x ∈ pj ,(
z ◦ rpk (x) (1 − |z ◦ rpk (x)|2)
1
2
(1 − |z ◦ rpk (x)|2)
1
2 z ◦ rpk (x)
)
if x = y and x ∈ pk,(
1 0
0 1
)
if x = y and (x, x) not in pj or pk,
0 otherwise.
It follows that if p = v( 1 00 0 )v∗ then δ1([f ]1) = [p]0 − [ 1 00 0 ]0 (see Proposition 9.1.4 and Ex-
ercise 9.3 of [18]).
Notice that if x = y and x ∈ pj then
p(x, y) =
(
z ◦ rpj (x) −z ◦ rpj (x)(1 − |z ◦ rpj (x)|2)
1
2
−z ◦ rpj (x)(1 − |z ◦ rpj (x)|2)
1
2 z ◦ rpj (x)
)
;
analogously if x = y and x ∈ pk then
p(x, y) =
(
z ◦ rpk (x) −z ◦ rpk (x)(1 − |z ◦ rpk (x)|2)
1
2
−z ◦ rpk (x)(1 − |z ◦ rpk (x)|2)
1
2 z ◦ rpk (x)
)
and p(x, y) = ( 1 00 1 ) if x = y and (x, x) not in pj or pk and p(x, y) = 0 otherwise.
Observe that p is equal to zero on the off-diagonal points. So we can think of p as a projection
on the underlying space R2, via the embedding of C0(R2) into Cc(G0). Next we need to find
where [p]0 −
[ 1 0
0 0
]
0 is mapped under the isomorphism of IX1 to
⊕
[p]∈P C0(p,K(l2([p]))) (see
[10] or [9]). But we can recognize [p]0 −
[ 1 0
0 0
]
0 as the Bott element on pj and the conjugate of
the Bott element on pk . This implies that if pj and pk are not equivalent then δ1([f ]1) = (ai) ∈⊕
P Z where apj = 1, apk = −1 and api = 0 for all other pi different of pj and pk . If pj and
pk are equivalent then δ1([f ]1) = 0. 
Observation 2.5. A matrix representation for δ1 may be obtained in the following manner. Let
δ˜1 :
⊕
E Z →
⊕
P Z be the matrix defined by
δ˜1
([p], [e])= {0 if the edge e is defined by two tiles in [p],〈e,p〉 otherwise.
Then Im(δ˜1) = Im(δ1) and K1(C∗r (G0)) ∼= ker(δ˜1)Im(δ0) .
As a consequence of this proposition we have the following corollary:
Corollary 2.6.
⊕
P Z
Im(δ1)
∼= Z and hence K0(C∗r (G0)) ∼= ker δ0 ⊕ Z.
Proof. Let {pi}mi=1 be the set of prototiles and denote the canonical generators of
⊕
P Z by
epi for 1  i  m. Then a set of generators for
⊕
P Z
Im(δ1) is {epi }mi=1. We will show that for every
1 i, j m, ep = ep .i j
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translations of pi and pj that share the edge eij . Let fij be the element of
⊕
E Z
Im(δ0) defined as one
at the coordinate [eij ] and 0 otherwise. Then δ1(fij ) = ±(epi − epj ) so that epi − epj ∈ Im(δ1)
and hence epi is equivalent to epj . If pi and pj do not share and edge then we can find a path,
call it π , of tiles in T, connecting pi to pj . Now from transitivity of the equivalence relation on⊕
P Z
Im(δ1) and the proved above we have that epi ∼ epj (notice that epi is equivalent to ep , where p
is the adjacent tile in π , and so on until we reach epj ).
So we proved that
⊕
P Z
Im(δ1) is isomorphic to the subgroup generated by ep1 . We still need to show
that ep1 	= 0, i.e., that ep1 /∈ Im(δ1). We prove this by contradiction. Suppose that ep1 ∈ Im(δ1).
Then δ1 is onto, what implies that K0(ι) is the zero map and hence K0(ψ) is 1–1. We now define
an element in ker(K0(ψ)). Let rp1 be a homeomorphism from the tile p1 into the disc D such
that the border of p1 is taken to the circle. Now for (x, y) ∈ G0 define
p(x, y) =
(
z ◦ rp1(x) −z ◦ rp1(x)(1 − |z ◦ rp1(x)|2)
1
2
−z ◦ rp1(x)(1 − |z ◦ rp1(x)|2)
1
2 z ◦ rp1(x)
)
if x = y and x ∈ p1; p(x, y) = 1 if x = y and x /∈ p1 and p(x, y) = 0 otherwise. Then
[p]0 −
[ 1 0
0 0
]
0 is in the kernel of K0(ψ) and it is not the zero element (notice the Bott element on
the tile p1).
Finally observe that K0(C∗r (G0)) is an Abelian group and ker δ0 is a free Abelian group
on a finite set of generators. So K0(C∗r (G0)) ∼= ker δ0 ⊕ ker(K0(ψ)) and since ker(K0(ψ)) ∼=
Im(K0(ι)) ∼=
⊕
P Z
Im(δ1) we have that
K0
(
C∗r (G0)
)∼= ker δ0 ⊕ Z. 
Observation 2.7. It follows from the above corollary that K0(C∗r (G0)) is always torsion free.
2.1. The Thue–Morse tiling example
The Thue–Morse tiling is given by the substitution represented below, where the segments
have length 1 and are inflated by 2. Observe that since both segments have the same length,
labels are needed to distinguish between them.
Notice that in the one-dimensional case C∗r (G0) = C∗r (G0|X1) and we only need to use the
six-term exact sequence (2.1) to compute the K-theory groups. We recall that we need to give an
orientation to all edges in the tiling. We do so by giving all edges the same orientation, to the
right. We can easily see that there are four equivalence classes of vertices, namely v1 = 0 • 0,
v2 = 0 • 1, v3 = 1 • 0 and v4 = 1 • 1. Also there are two edge equivalence classes, namely e1 = 0
and e2 = 1. So δ0 is the matrix given by
[δ0] =
(
0 −1 1 0
0 1 −1 0
)
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K0
(
C∗r (G0)
)∼= ker(δ0) ∼= Z3 and K1(C∗r (G0))∼= Z ⊕ ZIm(δ0) ∼= Z.
3. K0 as an ordered group for the one-dimensional case
In light of Elliott’s classification program, see for example [5], in this section we will com-
pletely characterize the positives elements in K0(C∗r (G0)) when T is a tiling covering R, i.e.,
when the equivalence relation restricted to the edges is in fact the whole equivalence relation. We
recall that in this case we only need (actually only have) one six-term exact sequence (1.2), to
compute the K-groups. We start recalling the reader the definition of the positive cone of K0(A).
Definition 3.1. Let A be a C∗-algebra. The positive cone of K0(A) is the set {[p]0: p ∈ P∞(A)},
where P∞(A) =⋃∞n=1 P(Mn(A)) and P(Mn(A)) represents the projections in the algebra of the
n × n matrices, Mn(A). We denote this set by K0(A)+.
Since K0(ψ)([p]0)) = [ψ(p)]0 we have that K0(C∗r (G0|X1))+ is “contained” in (ker δ0)+.
Furthermore since K0(ψ) is injective this is actually an inclusion. We will prove that K0(ψ)
is actually an order isomorphism, and for that we only need to show that a positive element in
(ker δ0) can be lifted to a positive in K0(C∗r (G0|X1)) (i.e., K0(ψ) is surjective). Once we have
this, it is enough to characterize the positive elements in (ker δ0)+ to get a complete picture of
K0(C∗r (G0|X1))+.
Proposition 3.2. Under the isomorphism of K0(C∗r (G0|X1)) with ker δ0, the positive cone
K0(C∗r (G0|X1))+ is identified with (ker δ0)+, which is defined as:
(ker δ0)+ = ker δ0 ∩
(⊕
V
Z
)+
.
Proof. We have to lift a positive element in the kernel of δ0 to a positive element in
K0(C∗r (G0|X1))+. So let (b1, b2, . . . , bn) = a1u1 +· · ·+akuk be an element in (ker δ0)+. Observe
that bi  0 for all i = 1, . . . , n.
Our first step is to find where (b1, b2, . . . , bn) is mapped under the isomorphism from ker δ0
to K0(C∗r (G0|X0)). For this we will choose a rather special representative of the equivalence class
in K0 that is isomorphic to (b1, b2, . . . , bn). Details follow.
For each vertex equivalence class vi choose bi representatives of vi , so that they do not inter-
sect (so there is a gap between them). Name this representatives by vi + si1, vi + si2, . . . , vi + sibi
and define
f (x, y) =
{
1 if (x, y) = (vi + sij , vi + sij ), for i = 1, . . . , n and j = 1, . . . , bi,
0 otherwise.
It is clear that f is a projection and that [f ]0 is taken to (b1, b2, . . . , bn). We now have an
element in K0(C∗r (G0|X0)).
Our next task is to lift [f ]0 to K0(C∗r (G0|X1)). To do this we need a lemma, but before we are
able to state it we need to introduce the two following notions: By an edge e in the representation
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i = 1, . . . , n, j = 1, . . . , bi and by an edge equivalence class in the representation of f we mean
an equivalence class that contain an edge in the representation of f .
Lemma 3.3. Let {vi + sij }j=1,...,bii=1,...,n as above. Then for any edge equivalence class [e], the number
of times i(e) ∈ {vi + sij }j=1,...,bii=1,...,n , for some edge e in the representation of f and e ∈ [e], is equal
to the number of times t (e) ∈ {vi + sij }j=1,...,bii=1,...,n for some edge e in the representation of f and
e ∈ [e].
Proof. Very shortly the lemma follows from the information on the lines of the matrix for δ0 and
the fact that (b1, . . . , bn) ∈ (ker δ0)+. We elaborate more below.
We denote the number of times i(e) ∈ {vi + sij }j=1,...,bii=1,...,n by Ni(e), and the number of times
t (e) ∈ {vi + sij }j=1,...,bii=1,...,n by Nt(e).
Since (b1, . . . , bn) ∈ (ker δ0)+ we have that each bi  0 and∑
i=1,...,n
δ0(e, vi)bi = 0
for any fixed edge equivalence class [e].
We can rewrite the above equation as∑
i: δ0(e,vi )>0
δ0(e, vi)bi +
∑
i: δ0(e,vi )<0
δ0(e, vi)bi = 0
and hence ∑
i: δ0(e,vi )>0
δ0(e, vi)bi = −
∑
i: δ0(e,vi )<0
δ0(e, vi)bi . (3.1)
Finally observe that δ0(e, v) = 0 iff both i(e) and t (e) are different from vi0 or i(e) = t (e) =
vi0 . So for each vi0 such that δ0(e, vi0) = 0 and i(e) = t (e) = vi0 we add bi0 to both sides of
Eq. (3.1) and get Ni(e) and Nt(e) respectively. 
From the lemma the number of edges equivalent to e in the representation of f is even, and
we can write the edges as e + we1, e + we2, . . . , e + we2me where
t
(
e + wel
)= vi + sij for l even,
i
(
e + wel
)= vi + sij for l odd
for some i = 1, . . . , n, j = 1, . . . , bi .
From the choice of vertex equivalence classes representatives it is clear that we can write the
edges in the representation of f as a finite disjoint union.
Summarizing for each edge equivalence class [e] in the representation of f we have chosen
a representative e and written the equivalent edges in the representation of f in an appropriate
manner, namely e + we, e + we, . . . , e + we .1 2 2me
D. Gonçalves / Journal of Functional Analysis 260 (2011) 998–1019 1007For each representative e as in the paragraph above let re be a parametrization of e such that
re(0) = i(e) and re(1) = t (e). We want to define functions ge : e → M2me(C). To do this let
λ ∈ [0,1] and define ge(re(λ)) by the matrix below
e + we1 e + we2 . . . e + we2me
−e + we1−−e + we2−
...
−e + we2me−
⎛
⎜⎜⎜⎜⎜⎝
1 − λ √λ(1 − λ)√
λ(1 − λ) λ
. . .
1 − λ √λ(1 − λ)√
λ(1 − λ) λ
⎞
⎟⎟⎟⎟⎟⎠ .
Observe that ge(re(λ)) is a direct sum of blocks of 2 by 2 matrices and hence the only non-zero
entries of the matrix are on the diagonal and secondary diagonals.
We can now finally define a function f˜ ∈ C∗r (G0|X1) such that [f˜ ]0 lifts [f ]0 as desired.
Let f˜ (x, y) = ge(re(λ))[k, l] if (x, y) = (re(λ) + wek, re(λ) + wel ), for some k, l ∈ 1, . . . ,me
and some edge e as above and let f˜ (x, y) = 0 otherwise. Since f˜ is a projection we have that
[f˜ ]0 ∈ K0(C∗r (G0|X1))+ and it follows that
K0
(
C∗r (G0|X1)
)+ ∼= (ker δ0)+. 
4. K-theory of the inductive limit C∗-algebra
We now show how to compute the K-theory of the inductive limit C∗-algebra C∗r (G0) ↪→
C∗r (G1) ↪→ C∗r (G2) ↪→ ·· · associated to a tiling T of Rd , d = 1,2, . . . , in [10]. We recall from
[10] that for each k ∈ Z+, each Gk is defined by
Gk =
{
(x, y) ∈ Rd × Rd : Tk
(
λkx
)− λkx = Tk(λky)− λky},
where Tk = ωk(T); k = 1,2,3, . . . . Notice that we use inclusion for the connecting maps and
denote the inductive limit C∗-algebra by C∗r (G). We refer the reader to [4,18] or [23] for the
results in K-theory used below. The direct limit of C∗-algebras induces a direct limit in K-theory,
namely
K∗
(
C∗r (G0)
) K∗(ι)−−−→ K∗(C∗r (G1)) K∗(ι)−−−→ K∗(C∗r (G2)) K∗(ι)−−−→ · · · (4.1)
and from continuity of K-theory, see [18], Section 6.2, we have that the K-groups of C∗r (
⋃
Gk)
are isomorphic to the direct limits (4.1) above.
In order to find the direct limit (4.1) we need to compute the K-groups of C∗r (Gk) for each
k and to find the connecting maps K∗(ι). A closer look in the terms of the direct limits tells us
that the K∗-groups are all isomorphic and that it is enough to compute the connecting map from
K∗(C∗r (G0)) into K∗(C∗r (G1)), since all others are equal to this one. This is our next proposi-
tion.
Definition 4.1. A vertex in Gk is a point (x, x) such that λkx is a vertex in Tk . A point (x, x)
belongs to an edge of Gk if λkx belongs to an edge of Tk . An edge e in Gk is the collection of all
1008 D. Gonçalves / Journal of Functional Analysis 260 (2011) 998–1019points of the form (x, x) such that λkx belong to the same edge in Tk . Analogously one defines
cells of higher dimension in Gk .
Proposition 4.2. For any k ∈ N, K∗(C∗r (Gk)) is isomorphic to K∗(C∗r (G0)). With these identifi-
cations the connecting map between the groups K∗(C∗r (Gk)) and K∗(C∗r (Gk+1)) is equal to the
connecting map between the groups K∗(C∗r (G0)) and K∗(C∗r (G1)).
Proof. Just note that the K-groups of C∗r (G1) depend on the same cell patterns (in the R2 case,
vertex, edge and tile patterns) used to compute the K-groups of C∗r (G0). 
In light of the above proposition we only need to compute the connecting map between
K∗(C∗r (G0)) and K∗(C∗r (G1)). Unfortunately we do not have a way of doing this in general, but
rather we have a method that can be used in specific examples. To illustrate the method suppose
K0
(
C∗r (G0)
)∼= Z2 ∼= K0(C∗r (G1)).
Then the connecting map c, from Z2 to Z2, is such that the diagram below is commutative.
Z2
∼=
c
K0
(
C∗r (G0)
)
K0(ι)
Z2 K0
(
C∗r (G1)
)∼=
where ι is the inclusion map from C∗r (G0) into C∗r (G1) (but K0(ι) is not necessarily the inclusion
map and hence it needs to be computed).
5. Traces
Traces are important since they provide a partial answer about the order structure of K0.
Below we show how to define a trace functional on Cc(Gk), but in order to do so we need to
define Gk-invariant measures:
Definition 5.1. A measure μ on Rd , for d = 1,2, . . . , is Gk-invariant iff for all f ∈ Cc(Gk) we
have ∫
Rd
∑
z∈[x]
f (x, z) dμ(x) =
∫
Rd
∑
z∈[x]
f (z, x) dμ(x).
Observation 5.2. In this section we consider mainly tilings of Rd , for any d = 1,2, . . . , since no
extra effort is implied by this. We will make clear when we need to restrict our attention to the
cases d = 1,2.
Lebesgue measure is our natural candidate for a Gk-invariant measure and the proof that it is
so relies on Lemma 5.3 of [10], which for completeness we write below:
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B
(
(x, y), δ
)∩ Gk = {(x + v, y + v): v ∈ B(0, δ√
2
)}
for all δ  δk .
Proposition 5.4. Lebesgue measure is Gk-invariant.
Proof. Let g ∈ Cc(Gk). Notice that we can cover the support of g by a finite number of open sets
as in Lemma 5.3. By a partition of unity argument, see [20], we can write g as a finite sum of
functions in Cc(Gk), where each summand has support contained in an open set as in Lemma 5.3.
So it is enough to show that for any U as in Lemma 5.3, if f ∈ Cc(U) then∫
Rd
∑
z∈[x]
f (x, z) dμ(x) =
∫
Rd
∑
z∈[x]
f (z, x) dμ(x).
So suppose U = {(x0 + v, y0 + v): v ∈ B(0, 	)} and f ∈ Cc(U). Observe that we only need to
show that ∫
B(x0,	)
∑
z∈[x]
f (x, z) dμ(x) =
∫
B(y0,	)
∑
z∈[x]
f (z, x) dμ(x), (5.1)
since if x /∈ B(x0, 	) then r−1{x} ∩ U = ∅ and if x /∈ B(y0, 	) then s−1{x} ∩ U = ∅ (recall that r
and s are the range and source maps).
Now if x ∈ B(x0, 	), say x = x0 + v for some v ∈ Rd , then there exists one and only one
point (x, y) in r−1{x} ∩ U. Notice that y = y0 − x0 + x, so the left-hand side in (5.1) is equal to∫
B(x0,	) f (x, y0 − x0 + x)dμ(x). Analogously if y ∈ B(y0, 	), say y = y0 + u for some u ∈ Rd ,
then there exists one and only one point (t, y) in s−1{y}∩U and t = x0 −y0 +y, so the right-hand
side in (5.1) is equal to ∫B(y0,	) f (x0 −y0 +y, y) dμ(y). Finally since μ(B(x0, 	)) = μ(B(y0, 	))
we have that ∫
B(x0,	)
f (x, y0 − x0 + x)dμ(x) =
∫
B(y0,	)
f (x0 − y0 + y, y) dμ(y)
as desired. 
The Gk-invariance of Lebesgue measure, denoted by μ, allows us to define a trace functional
in Cc(Gk) via:
Definition 5.5.
τ : Cc(Gk) → C,
f →
∫
Rd
f (x, x) dμ(x).
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Observation 5.7. It follows from the fact that Lebesgue measure is Gk-invariant that τ(f ∗f ) =
τ(ff ∗), for all f ∈ Cc(Gk), and hence τ has the tracial property.
Observation 5.8. Lebesgue measure is
⋃
Gk-invariant and hence the trace functional is well
defined in Cc(∪Gk).
Later, in the examples, we will need a more computable formula for the trace. We do this for
d = 1,2 in the next two lemmas.
Lemma 5.9. For x ∈ Rd , d = 1,2, and f ∈ C(Gk), let πx be the representation on l2([x]) as in
the definition of the reduced norm. Then
τ(f ) =
∑
[p]∈P
∫
x∈p
Tr
(
πx(f )
)
dx.
If f is a projection then
τ(f ) =
∑
[p]∈P
Tr
(
πx(f )
)
μ(p),
where for each [p] ∈ P , x is a point in the interior of p and μ is the Lebesgue measure.
Proof. Recall that if {δy}y∈[x] is the orthonormal basis of l2([x]) given by δy(ξ) = 1 if ξ = y
and δy(ξ) = 0 if ξ 	= y then
Tr
(
πx(f )
)= ∑
y∈[x]
〈
πx(f )δy, δy
〉= ∑
y∈[x]
f (y, y).
Also we already know that for each [p] ∈ P we can write [p] = {p+wpi }∞i=1, where wpi ∈ Rd .
Notice that if x is a point in the interior of p then [x] = {x +wpi }∞i=1. Denote the interior of p by
int(p). We now have that∫
Rd
f (x, x) dμ(x) =
∑
t∈{tiles}
∫
t
f (x, x) dx =
∑
[p]∈P
∑
t∈[p]
∫
t
f (x, x) dx
=
∑
[p]∈P
∞∑
i=1
∫
p+wpi
f (x, x) dx
=
∑
[p]∈P
∞∑
i=1
∫
p
f
(
x + wpi , x + wpi
)
dx
=
∑
[p]∈P
∫ ∞∑
i=1
f
(
x + wpi , x + wpi
)
dxint(p)
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∑
[p]∈P
∫
int(p)
∑
y∈[x]
f (y, y) dx
=
∑
[p]∈P
∫
int(p)
Tr
(
πx(f )
)
dx =
∑
[p]∈P
∫
p
Tr
(
πx(f )
)
dx
and the first part of the proposition is proved.
Now suppose f is a projection. Then Tr(πx(f )) ∈ Z and for any tile t the map x → Tr(πx(f ))
is a continuous function from the interior of t into the integers, and hence a constant function.
This implies the second part of the proposition. 
At first sight, for two-dimensional examples, the formula for the trace above does not appear
to be helpful, since we usually do not know the values of a projection on the interior of a tile. But
we usually know the values at the vertices and we may use this to get an even better description
of the trace:
Lemma 5.10. For each [p] ∈ P we choose one and only one vertex on the tile p, which we
call vp . Using the language of Lemma 5.9 we have that [p] = {p + wpi }∞i=1, where wpi ∈ Rd ,
d = 1,2. Let
Vvp =
{[v] ∈ V : ∃ wpi such that vp + wpi ∈ int(T(v))}.
Then for any projection f ∈ Cc(Gk) we have that
τ(f ) =
∑
[p]∈P
∑
[v]∈Vvp
Tr
(
πv(f )
)
μ(p).
Proof. Observe that for x ∈ int(p) we have Tr(πx(f )) =∑∞i=1 f (x +wpi , x +wpi ) and for each
vp we have
∞∑
i=1
f
(
vp + wpi , vp + wpi
)= ∑
[v]∈Vvp
∑
z∈[v]
f (z, z) =
∑
[v]∈Vvp
Tr
(
πv(f )
)
.
Let [p] ∈ P . Notice that x → Tr(πx(f )) is not necessarily continuous on the border of p.
Actually we have that
lim
x→vp
x∈int(p)
Tr
(
πx(f )
)= ∑
[v]∈Vvp
Tr
(
πv(f )
)
.
Now since x → Tr(πx(f )) is constant in the interior of p we have that for any x ∈ int(p),
Tr(πx(f )) =∑[v]∈Vvp Tr(πv(f )) and the lemma follows. 
We finish the paper with K-theory and trace computations for a number of examples.
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The Fibonacci tiling is associated with the substitution matrix
( 1 1
1 0
)
and has inflation con-
stant γ , the golden mean. We can tile the line as shown below
Remember that in the one-dimensional case C∗r (G) = C∗r (G|X1) and we need to give an ori-
entation to all edges in the tiling. We do so by giving all edges the same orientation, to the right.
We can see that there are three equivalence classes of vertices, namely v1 = 0 • 1, v2 = 1 • 0 and
v3 = 0 • 0. Also there are two equivalence classes of edges, namely e1 = 0 and e2 = 1. So δ0 is
the matrix given by
[δ0] =
(−1 1 0
1 −1 0
)
,
as described in Proposition 2.1. The vectors (0,0,1) and (1,1,0) generate the kernel of δ0 and
(1,−1) generates the image of δ0. So we conclude that
K0
(
C∗r (G0)
)∼= ker(δ0) ∼= Z2 and K1(C∗r (G0))∼= Z ⊕ ZIm(δ0) ∼= Z.
• K0(C∗r (
⋃
Gk)).
We now proceed to compute K0(C∗r (
⋃
Gk)). From what is done above and Proposition 4.2 we
know that K0(C∗r (Gk)) is isomorphic to Z2 for all k ∈ Z+ and the connecting maps from Z2 to
Z2 are all the same. In order to compute the connecting map we need to specify the isomorphism
between ker(δ0) and Z2. As expected we will use the isomorphism that maps (0,0,1) to (0,1)
and (1,1,0) to (1,0). Since the connecting map is a group homomorphism, it is enough to find
where the basis elements (0,1) and (1,0) are mapped.
We start with (0,1). By our choice of isomorphism, (0,1) is mapped to the vector (0,0,1)
in the kernel of δ0, which by its turn is mapped to [f ]0 ∈ K0(C∗r (G0|X0)), where the function
f ∈ Cc(G0|X0) is defined to be 1 at one representative of the vertex v3 and 0 otherwise. Letting
(a + 1, a + 1), for some a ∈ R, be the representative of v3, we can write f as
f (x, y) =
{1 if (x, y) = (a + 1, a + 1),
0 otherwise.
Unfortunately we cannot include this function in K0(C∗r (G1|X0)) directly as we do not have
this map. But we know that [f ]0 lifts to an element in K0(C∗r (G0)). Moreover [f ]0 lifts to [f˜ ]0
where f˜ ∈ Cc(G0) is the projection defined below.
f˜ (x, y) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
t if (x, y) = (a + t, a + t) for 0 t  1,
1 − t if (x, y) = (a + 1 + t, a + 1 + t) for 0 t  1,√
t − t2 if (x, y) = (a + t, a + 1 + t) for 0 < t < 1,√
t − t2 if (x, y) = (a + 1 + t, a + t) for 0 < t < 1,0 otherwise.
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via K0(ι), where ι is the inclusion map. Next we follow the isomorphism from K0(C∗r (G1)) to
Z2 to find out that K0(ι)([f˜ ]0) is mapped to (1,0).
Proceeding analogously as above we get that (1,0) is mapped to the vector (1,1) and the
connecting map in Z2 is given by the matrix c = ( 1 11 0 ), which is an isomorphism. We conclude
that K0(C∗r (∪Gk)) ∼= Z2.
Before proceeding to K1 we compute the trace of K0(C∗r (∪Gk)) using the formula of
Lemma 5.9.
Proposition 6.1. K0(τ )(K0(C∗r (∪Gk))) = Z[ 1γ ] ⊕ γZ where K0(τ ) is the map in K-theory in-
duced by τ , and γ is the golden mean.
Remember that for any k ∈ N, K0(C∗r (Gk)) = 〈[f k1 ]0, [f k2 ]0〉, where [f k1 ]0 ∼= (1,1,0) and
[f k2 ]0 ∼= (0,0,1). We have explicitly defined f 01 and f 02 and the definitions of f k1 , f k2 are anal-
ogous. Once we have this we can just use the trace formula to compute τ(f k1 ) and τ(f k2 ) (even
the definition works). Just observe that edges in Gk are scaled down by γ−1. For example if
(a + 1
γ k
, a + 1
γ k
) is a representative of v3 in Gk then
f k2 (x, y) =
⎧⎪⎪⎨
⎪⎪⎩
t if (x, y) = (a + t
γ k
, a + t
γ k
), 0 t  1,
1 − t if (x, y) = (a + 1+t
γ k
, a + 1+t
γ k
), 0 t  1,
0 if x = y not as above,
∗ if x 	= y.
Notice that the off diagonal values of f k2 are irrelevant for the trace. With this description we get
K0(τ )([f k2 ]0) = τ(f k2 ) = 1γ k .
Analogously we get that K0(τ )([f k1 ]0) = 1γ k + 1γ k+1 = 1γ k−1 . Observe that K0(τ )([f 01 ]0) = γ .
Finally for all k ∈ N, let K0(τk) = K0(τ ). Then K0(τk) = K0(τk+1) ◦ K0(ι) and hence the
collection of maps {K0(τk)}∞i=0 gives a well-defined map τu, from the direct limit K0(C∗r (∪Gk))
onto Z[ 1
γ
] ⊕ γZ as desired.
Observation 6.2. As we did for the Fibonacci tiling, we can compute the trace for the Thue–
Morse example and we get that K0(τ )(K0(C∗r (∪Gk))) = Z[ 12 ] where K0(τ ) is the map in K-
theory induced by τ .
• K1(C∗r (
⋃
Gk)).
We proceed in the same fashion as we did for K0(C∗r (
⋃
Gk)). We know that K1(C∗r (G0)) ∼=
Z⊕Z
Im(δ0)
∼= Z and we only need to compute the connecting map. For that it is enough to find where
1 is mapped by c. Following the isomorphism from Z to Z⊕ZIm(δ0) we have that 1 is mapped to (0,1)
which in turn is mapped to (0,1) in
⊕
E Z ∼= Z ⊕ Z. (We could also choose to take 1 to (1,0).)
We now choose a representative of the edge 1, say (a +λ,a +λ) for some a ∈ R and 0 λ 1
γ
.
Proceeding analogously to the second part of the proof of Proposition 2.1 we have that (1,0)
is mapped to [g]1 ∈ K1(C∗r (G0|X1−X0)), where the function g in ˜C∗r (G0|X1−X0) is defined as
follows
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⎧⎨
⎩
exp(2πiλ) if (x, y) = (a + λ 1
γ
, a + λ 1
γ
) for λ ∈ [0,1],
1 if x = y,
0 otherwise
and we can include [g]1 in K1(C∗r (G0)) and then in K1(C∗r (G1)) via K1(ι). Our final step is to
follow back the isomorphism from K1(C∗r (G1)) to Z. Observe that our edge representative is still
an edge in G1. Actually (a + λ,a + λ), with 0 λ 1γ , is a representative of the edge 0 in G1,
and we have that g winds once in this edge (g here means the inclusion of g in C∗r (G1)). So
proceeding again analogously to the second part of the proof of Proposition 2.1, we have that
[g]1 is mapped to (0,1) in Z⊕ZIm(δ0) , which is mapped to 1 in Z.
So the connecting map c in K1 is just the identity map and hence
K1
(
C∗r (∪Gk)
)∼= Z.
7. The octagonal tiling
We will use the triangular version of the octagonal tiling, as described in [16]. We can obtain
the tiling by means of the substitutions below:
So the tiles in the octagonal tiling are triangles and rhombi. The prototiles consist of the
two tiles on the left-hand side above and all its rotates around nπ4 and reflections along the
boundaries of the tiles. The substitution is extended to all prototiles by symmetry. Thus the
octagonal tiling has twenty prototiles; four of them congruent to the rhombus and the remaining
sixteen congruent to the triangle. We refer the reader to [16] to check that the substitution is
primitive and recognizable. Local finite complexity follows readily.
The detailed computation of the K-theory groups can be found in [9]. Our aim here is to give a
general idea. We assume all tiles are oriented counterclockwise and edges are oriented as in [9].
To obtain all vertex and edge patterns, we apply the substitution enough times to the rhombus
prototile (p), so that the vertex and edge patterns in wn(p) are the same as in wn+1(p) (in this
case n = 5).
To compute the K-theory groups of C∗r (G0), we will need both exact sequences (2.1) and (2.3).
We start by restricting our equivalence relation to the edges, GX1 . Using Proposition 2.1 we get a
56×49 matrix for δ0, which has kernel generated by 17 vectors. So K0(C∗r (G0|X1) is isomorphic
to Z17. For K1 we use the software GAP, see [8], to compute the Smith Normal Form of δ0,
(see [19] for Smith Normal Form), which is the diagonal matrix δ = diag(1, . . . ,1,0, . . . ,0)
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24 and hence
K1(C∗r (G0|X1) ∼= Z
56
Im δ0
∼= Z24.
We have computed the K-groups for C∗r (G|X1) and can now use the six-term exact sequence
(2.3) to compute the K-groups of C∗r (G0). Corollary 2.6 implies that K0(C∗r (G0)) is isomorphic
to ker δ0 ⊕ Z ∼= Z18. In order to compute K1, we first need to compute the index map and this
is done using Proposition 2.4. We have five vectors as a basis for the kernel of δ1 and hence
K1(C∗r (G0)) ∼= Z5.
7.1. K-theory of the inductive limit C∗-algebra
As sketched above we have that
K0
(
C∗r (G0)
)∼= Z18 and K1(C∗r (G0))∼= Z5.
To compute the K-theory of C∗r (∪Gk), we proceed similarly to what was done for the one-
dimensional tilings. But in the two-dimensional case it is not so easy to follow all isomorphisms.
For example, to compute K0, we would need to extend a projection in the vertices of G0 to a
projection on the whole tiling and then restrict this projection to the vertices of G1. The problem
is to find this extension. So instead we find an equivalent projection in K0, but such that we know
its values at the vertices of G1. The same idea can be used for K1, only with functions winding
on edges instead of projections. Diagram (7.1) illustrates the argument above. The choice of the
equivalent projection above will depend mostly on the map F defined below. Roughly F is a map
that collapses the new vertices and edges obtained by applying the inflation map to a tile, into
the “old” vertices and edges of this tile. We start by defining F on a rectangle prototile and a
triangle prototile. We then extend F to R2 by symmetry (using the fact that the octagonal tiling
covers the plane). To make it easier to define F , we name the vertices of this prototiles and their
inflation as show in the pictures below:
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vertices J, F, G, C to the vertex C and leaves the vertices B and D fixed. Moreover we require F
to be a homeomorphism from the interior of the rhombus defined by BIDJ into the interior of the
rhombus ABCD. Also F should take the triangle vertices A, D, G to the vertex A, the vertices F,
C to C and the vertices H, E, B to the vertex B. Moreover F should be a homeomorphism from
the interior of the triangle GHF into the interior of the triangle ABC. Finally we require F to
be a continuous map. Since F agrees on the borders of the matching tiles of the octagonal tiling
we can extend it to R2 by symmetry. Observe that vertices in ω(T) are mapped to vertices in T
under F and edges in ω(T) are mapped to either vertices or edges in T. Furthermore notice that
the deformation of the tiles induced by F can be done in a continuous way, so that there exists
a path of continuous maps Ft such that F0 is the identity and F1 = F . Now for f ∈ Cc(G0) we
define αt : Cc(G0) → Cc(G0) by
αt (f )(x, y) =
{
f (Ft (x),Ft (y)) if (Ft (x),Ft (y)) ∈ G0,
0 otherwise
and this implies that α(f ) := α1(f ) is homotopic to f . The proof that each αt is well defined
may be found in [9].
We are now able to compute some inductive limits.
• K0(C∗r (∪Gk)).
From what was done previously we have that K0(C∗r (Gk)) ∼= Z18.
We need to make a choice of isomorphism. Since K0(C∗r (G0)) ∼= ker δ0 ⊕ Z we will say that,
for i = 1, . . . ,17, the canonical basis vectors ei in Z18 is isomorphic to the column vector ci in
the kernel of δ0 and e18 is isomorphic to an element [g]0 ∈ K0(IX1), included in K0(C∗r (G0)),
that is not on ker(K0(i)) = Im δ1.
We proceed describing the isomorphism chase for the vectors ci , i = 1, . . . ,17. Notice that ci
is isomorphic to [f ]0, where f ∈ ker δ0. We lift [f ]0 to K0(C∗r (G0)) and call this lift [f˜ ]0. From
the definition of the F map we have that [f˜ ]0 = [α(f˜ )]0. We then include [α(f˜ )]0 in K0(C∗r (G1))
and restrict it to the vertices of G1, to arrive at ker δ0. Finally, we follow the isomorphism from
ker δ0 to Z17. The diagram below illustrates the isomorphism chase:
Z17 ker δ0 ⊆ K0
(
C∗r (G0|X0)
)
K0
(
C∗r (G0)
)
K0
(
C∗r (G0)
)
ei ci → [f ]0 [f˜ ]0 [α(f˜ )]0
[
α(f˜ )|X0
]
0
[
α(f˜ )
]
0
Z17 ker δ0 ⊆ K0
(
C∗r (G1|X0)
)
K0
(
C∗r (G1)
)
.
(7.1)
So proceeding as described above we can find where e1 to e17 are mapped under the connect-
ing map. We still need to find where e18 is mapped. If we take [g′]0 to be the Bott element in the
D. Gonçalves / Journal of Functional Analysis 260 (2011) 998–1019 1017tile p17 and 1 everywhere else then [g′]0 do not belong to the ker(K0(i)) = Im δ1 and hence e18
is isomorphic to [g′]0. But this is not a great choice of representative. Instead we take [g]0 to be
equal to the Bott element on one of the copies of p17 obtained by applying the inflation map to
p17 and 1 everywhere else. One can see that g and g′ are homotopic and hence e18 is isomorphic
to [g]0. Now once we include [g]0 in K0(C∗r (G1)) we have that [g]0 is a Bott element in exactly
one tile of G1 (the copy of p17) and 1 otherwise and hence [g]0 in K0(C∗r (G1)) is isomorphic to
e18 in Z18. With all this in mind we get the following connecting map in K0:
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 −1 1 1 −1 0 2 2 0 0 0 0 0 0 0 0 0
3 0 −3 2 2 −3 0 2 2 0 0 0 0 0 0 0 0 0
2 −1 −2 1 2 −2 1 2 2 0 0 0 0 0 0 0 0 0
1 −1 −2 1 2 −1 1 2 2 0 0 0 0 0 0 0 0 0
2 0 −2 3 2 −3 −1 2 2 0 0 0 0 0 0 0 0 0
3 0 −3 3 2 −3 −1 2 2 0 0 0 0 0 0 0 0 0
1 0 −1 2 1 −2 0 2 2 0 0 0 0 0 0 0 0 0
3 −1 −3 2 2 −3 1 2 3 0 0 0 0 0 0 0 0 0
4 0 −4 3 3 −4 −1 3 2 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 −1 1 1 −1 −1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and hence K0(C∗r (∪Gk)) is isomorphic to the direct limit in Z18 induced by C.
Unfortunately we can not describe this limit any further. We do have a better description for
K1 though:
• K1(C∗r (∪Gk)).
From what was done previously we have that K1(C∗r (Gk)) ∼= Z5. To find the connecting map
c we use the fact proved above that α(f ) is homotopic to f , for any f ∈ Cc(G0), and then read
the values of α(f ) on the edges of G1 from the values of f on the edges in G0. Proceeding like
this we get that the connecting map in K1 is given by the matrix
c =
⎡
⎢⎢⎢⎣
−1 0 0 0 0
0 1 −2 0 2
2 −1 0 1 1
3 −1 0 1 2
2 0 1 1 2
⎤
⎥⎥⎥⎦ ,
which is an isomorphism and hence K1(C∗(∪Gk)) is isomorphic to Z5.r
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The table tiling is given by the substitution below (with inflation constant λ = 2):
This tiling has the interesting property that tiles do not necessarily match edge to edge. This
will induce two natural choices for a cell complex on the tiling. One being just the vertices and
edges on the tiling and the other being the previous one with added vertices on the middle of
some edges so that the tiles meet edge to edge. Notice that the choice of cell complex do not
change the equivalence relation in R2 × R2 and so do not change the C∗-algebra of the tiling at
all. This implies we can use either of the two choices to compute the K-theory groups. Actually it
has proven easier to use the cell complex with added vertices to compute K0 and the cell complex
induced by the tiling to compute K1.
The K-theory computations for the table tiling are very much alike what was done for the
octagonal tiling. The only problem is that the F map we used do not map edges in G1 into edges
of G0. For K0 this does not have any further implications but for K1 this means we have to use
other method. So we actually extended the unitaries in the edges to the whole tiling. This was
done to some very special generators of K1 and in some cases, by choosing linear combinations
of the generators. Full details can be found in [9]. The K-groups are:
K0
(
C∗r (G0)
)∼= Z10 and K1(C∗r (G0))∼= Z2 ⊕ Z2,
K1
(
C∗r (∪Gk)
)∼= Z[12
]
⊕ Z
[
1
2
]
⊕ Z2,
and we can write the following exact sequence for K0 of the inductive limit C∗-algebra:
0 → Z2 → K0
(
C∗r (∪Gk)
)→ Z2 ⊕ Z[1
2
]4
⊕ Z
[
1
4
]
→ 0.
Finally we notice that using Lemma 5.9 we get that
Proposition 8.1. K0(τ )(K0(C∗r (∪Gk))) maps onto Z[ 12 ], where K0(τ ) is the map in K-theory
induced by τ .
D. Gonçalves / Journal of Functional Analysis 260 (2011) 998–1019 1019Observation 8.2. The detailed proofs of all statements above about the table tiling require a few
pages of pictures (labeling all vertices and edge patterns of the tiling) and big matrices (obtained
via software GAP) which we omit here, since they can be found in [9].
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