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Résumé
Dans cette thèse, nous étudions principalement l’équation de Laplace −∆v = q δσ, dans O,v = 0, sur ∂O, (1)
où O est un domaine tridimensionnel qui contient une fracture unidimensionnelle σ et
q ∈ L2(σ), ainsi que le problème

∂tu−∆u = q(t) δσ, dans R+0 × Ω,
u = 0, sur R+0 × ∂Ω,
u(0, ·) = 0, dans Ω,
(2)
où Ω est un domaine borné de R2 contenant 0, σ = R+0 × {0} et q ∈ L2(σ). Les solutions
de ces problèmes étant singulières sur σ, nous étudions leur régularité dans des espaces
de Sobolev avec poids, le poids étant la distance à la fracture σ.
Dans un premier temps, nous étudions le problème (1) dans le cas où la fracture
σ est droite. Plus précisément nous étudions trois situations correspondant aux cas où
la fracture est soit une droite, soit une demi-droite, soit un segment borné. Dans ces
situations modèles, nous utilisons une technique classique qui consiste à appliquer une
transformée de Fourier ou une transformée de Mellin sur le problème (1). Ceci nous amène
à étudier l’équation de Helmholtz en 2D. De même, la transformée de Laplace transforme
l’équation de la chaleur (2) dans la même équation de Helmholtz en 2D.
Dans un deuxième temps, nous nous intéressons au problème (1) dans le cas où la
fracture est une courbe régulière strictement incluse dans O. Grâce aux résultats de [15],
en utilisant un argument de localisation et un recouvrement dyadique, nous obtenons une
régularité améliorée de la solution toujours dans des espaces de Sobolev avec poids.
Mots clés
Régularité, espace de Sobolev à poids, problèmes elliptiques, équation de la chaleur,
mesure de Dirac, fracture courbe, équation de Helmholtz, transformée de Fourier, trans-
formée de Mellin.

Abstract
In this thesis, we mainly study the Laplace equation −∆v = q δσ, in O,v = 0, on ∂O, (1)
where O is a three-dimensional domain that contains a one-dimensional fracture σ and
q ∈ L2(σ) as well as the problem

∂tu−∆u = q(t) δσ, in R+0 × Ω,
u = 0, on R+0 × ∂Ω,
u(0, ·) = 0, in Ω,
(2)
where Ω is a bounded domain in R2 containing 0, σ = R+0 × {0} and q ∈ L2(σ). As
the solutions of these problems are singular on σ, we study their regularity in weighted
Sobolev spaces, the weight being the distance to the fracture σ.
As a ﬁrst step, we study the problem (1) in the case where the fracture σ is straight.
More precisely we study three situations corresponding to the cases where the fracture is
either a line or a half-line, or a bounded segment. These models situations in dimension
three are treated by using Fourier or Mellin technique that reduces the problem (1) to
a Helmholtz problem in two dimension. Similarly, the Laplace transformation transforms
the heat equation (2) in the same Helmholtz equation in 2D.
In a second step, we consider the problem (1) in the case where the fracture is a smooth
curve strictly included in O. Thanks to the results of [15], using a localization argument
and a dyadic recovery, we get an improved smoothness of the solution always in weighted
Sobolev spaces.
Key words
Regularity, weighted Sobolev spaces, elliptic problems, heat equation, Dirac measure,
fracture curve, Helmholtz equation, Fourier transformation, Mellin transformation.
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Chapitre 0
Introduction Générale
Soit O un domaine borné et régulier de R
3 contenant une fracture unidimensionnelle
σ. Motivé par des problèmes en ingénierie, on s’intéresse principalement à l’étude de
la régularité de la solution du problème de Dirichlet −∆u = qδσ, dans O,u = 0, sur ∂O, (1)
avec q dans L2(σ).
Le problème (1) est non standard car sa solution ne peut pas être dans H˚1(O) (i.e. le
sous-espace des fonctions dans H1(O) qui s’annulent sur la frontière de O) puisque le
second membre de ce problème n’est pas dans son dual. La motivation principale de cette
étude est de fournir un outil méthodologique pour traiter les problèmes elliptiques dans
des domaines fracturés, représentés par un second membre sous forme de mesure, qui est
la mesure de Dirac aux points fracturés.
Des problèmes similaires à (1) ont déjà été étudiés dans les espaces de distributions
H−s(O) avec s ≥ 0 (espace de Sobolev d’ordre négatif), notamment par Schechter [40],
Lions et Magenes [30], Roitberg [39] et Babusˇka et Nistor [7, 8].
Dans [38], Ponce considère le problème de Dirichlet linéaire
 −∆u = µ, dans O,u = 0, sur ∂O, (2)
avec O un domaine régulier borné de RN , dans le cas où µ est une fonction de L1(O) ou,
plus généralement une mesure de Borel ﬁnie dans O. Une solution de ce problème (2) est
une fonction L1 satisfaisant pour tout ζ ∈ C∞0 (O),
−
∫
O
u∆ζ =
∫
O
ζdµ.
2
Introduction Générale
Cette solution existe et l’estimation satisfaite par cette dernière est toujours la même,
c-à-d. il n’y a pas de gain de régularité si nous savons que µ est une fonction L1 plutôt
qu’une mesure ﬁnie. Grâce à la théorie de régularité de Stampacchia [42], cette solution
u appartient à W 1,p0 (O) pour tout 1 ≤ p < NN−1 .
De tels résultats ne fournissent pas assez d’informations près de la fracture σ de notre
problème (1), où la solution est singulière. Pour préciser ce comportement singulier, des
espaces de Sobolev avec poids ont été introduits (le poids étant la distance à la fracture
σ, voir Section 1.1) et nous avons montré qu’une solution existe dans ces espaces.
Pour résoudre des problèmes aux limites sur des domaines non réguliers, on s’intéresse
depuis longtemps au comportement de la solution au voisinage des singularités géomé-
triques (coins, arêtes,...,etc). Dans des domaines avec coins, des résultats de régularités
ont été donnés par Kondrat’ev [26] dans les espaces de Sobolev avec poids, où il décom-
pose la solution en une partie régulière et une autre singulière.
Une étude très détaillée de la théorie des singularités des problèmes elliptiques du second
ordre a été menée par Grisvard [23, 24]. À la suite des travaux de Grisvard, Nicaise a com-
mencé l’étude des problèmes aux limites sur des polygones [35]. Le sujet a été abordé dans
toute sa généralité par Dauge [17]. Dans [33, 32, 11], les auteurs traitent des problèmes
aux limites elliptiques sur des cônes, des domaines à coins, des domaines avec arêtes et
des polyèdres de façon plus générale.
Des problèmes similaires à (1) se rencontrent dans des modèles réduits de ﬂuides aﬁn
d’économiser les ressources de calcul (voir [16, 15]) ou correspondent à des problèmes
physiques idéalisant une charge supportée par σ. Un exemple du premier cas est obtenu
par la loi de Darcy dans les domaines fracturés :
∇(−k∇u) = qδσ, dans O,
où k est la perméabilité hydraulique positive du milieu, c’est-à-dire la capacité du milieu
poreux O à laisser passer les ﬂuides à l’intérieur des pores, q est la densité linéaire du ﬂux
de σ dans O et u est la pression du ﬂux dans le milieu poreux O. Si la densité q dépend
de la pression du ﬂux dans σ et si cette dernière est inconnue, le problème à étudier sera
un problème de couplage 1D-3D.
Ce type de problème est fondamental et présente une base d’analyse multi-échelle, no-
tamment en médecine, où le milieu poreux O représente le tissu interstitiel qui entoure le
réseau capillaire, tandis que les vaisseaux dans ce réseau sont décrits par des structures
tubulaires.
L’analyse de certaines méthodes des éléments ﬁnis d’approximation de ces problèmes peut
être trouvée dans [41, 4, 3] (en dimension deux) et dans [16, 15] (en dimension trois).
L’analyse mathématique de ce type de problème a besoin d’outils non standards, du fait
que la conservation de la masse sur l’interface entre le milieux poreux et la variété uni-
dimensionnelle doit être prise en considération et la solution du problème mathématique
associé ne peut donc être dans H˚1(O).
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Ainsi, si la solution appartient à l’espace de Sobolev avec poids, une approche de Ga-
lerkin peut être eﬀectuée et une estimation d’erreur a été obtenue dans le Corollaire 3.8 de
[15], sous une régularité améliorée de la solution dans une échelle d’espaces de Sobolev avec
poids (le poids étant la distance à σ). Dans [15], l’auteur prend cette régularité améliorée
comme acquise. Par conséquent, notre objectif principal est de prouver un tel résultat de
régularité pour certaines situations modèles. Plus précisément, nous nous limitons aux
cas où la fracture σ est soit une fracture droite ou une fracture courbe strictement incluse
dans le domaine.
Dans un premier temps, on s’intéresse aux cas où la fracture σ est soit une droite
entière, soit une demi-droite ou alors un segment borné. Dans ces situations modèles,
on utilise une technique classique qui consiste à eﬀectuer une transformée de Fourier
ou de Mellin au problème (1) qui se réduit à un problème de Helmholtz en dimension
deux. Pour ce dernier problème, on montre des estimations uniformes dans les espaces
de Sobolev standards ou avec poids, qui permettent ensuite de prendre la transformée
inverse et d’obtenir le résultat de régularité attendu.
Notons que grâce à la transformée de Laplace, nos résultats obtenus pour le problème de
Helmholtz peuvent être aussi utilisés pour l’équation de la chaleur avec un second membre
Dirac, 
∂tu−∆u = q(t) δσ, dans R+0 × Ω,
u = 0, sur R+0 × ∂Ω,
u(0, ·) = 0, dans Ω,
(3)
où Ω est un domaine borné et régulier de R2, σ = R+0 × {0} et q ∈ L2(σ). Ceci permet
d’améliorer quelques résultats de [29].
Un tel problème apparaît dans le contrôle optimal des problèmes paraboliques avec
contrôle ponctuel. Ce dernier peut être utilisé par exemple pour modéliser un poten-
tiel d’un corps électrique avec une charge ponctuelle (voir [22]). Ce type de problème peut
être aussi trouvé dans d’autre types d’applications, comme la modélisation des équations
de transport pour les rejets de polluants dans les milieux aquatiques (voir [4]). Selon [29],
des résultats de régularité d’un tel problème sont d’un grand intérêt pour la convergence
du taux de contrôle discret au contrôle continu.
Une extension naturelle de ce travail, est d’étudier la régularité de la solution du
problème (1) dans le cas où la fracture est une courbe régulière strictement incluse dans
O. Dans [15], par le théorème de Brezzi-Nećas-Babuśka (voir [19, Théorème 2.6] ou [34]),
en utilisant la condition inf-sup sur H˚1α(O;σ) × H˚1−α(O;σ), l’auteur a prouvé l’existence
et l’unicité d’une solution dans H1α(O;σ) pour 0 < α < 1 (cfr. Déﬁnition 1.1.1).
Notre objectif sera donc de montrer une régularité améliorée, toujours dans les espaces
de Sobolev avec poids V mα+m−1(O;σ) pour m ≥ 2 et m − 12 < α < m − 1 (cfr. Déﬁnition
1.1.1). Ceci se fait grâce à un argument de localisation et à des estimations a priori sur
un recouvrement dyadique du domaine, en plus des résultats obtenus dans [15].
Le manuscrit de cette thèse est divisé en quatre chapitres. L’objectif du premier est
de donner un bref rappel des notions de base utilisées tout au long de ce travail. Tout
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d’abord nous rappelons quelques déﬁnitions et propriétés des espaces de Sobolev avec
poids. Tout au long de ce chapitre, on démontre certains résultats nécessaires dans le
reste du document ou on rappelle d’autres résultats connus avec des références appropriées
(le lecteur peut consulter [23, 36, 10] pour plus de détails). Dans la deuxième partie du
chapitre, on considère les transformées de Fourier, Laplace et Mellin, en expliquant le lien
entre elles et en donnant les propriétés nécessaires de ces transformées : comme avant
soit des preuves sont données, soit des références sont citées. On termine ce chapitre
en introduisant le nouvel espace M1α(R
3;σ) (qui sera l’espace contenant la solution du
problème posé au Chapitre 3) avec quelques propriétés utiles pour la suite.
Dans la continuité du Chapitre 1, le Chapitre 2 a pour but d’étudier le problème de
Dirichlet sur un cylindre Q = Ω × R lorsque Ω est un ouvert borné de R2 à frontière
lipschitzienne contenant 0,  −∆u = qδσ, dans Q,u = 0, sur ∂Q, (4)
où σ = {0} × R représente une fracture inﬁnie de Q et q ∈ L2(σ). De même, l’équation
de la chaleur avec un second membre Dirac s’écrit
∂tu−∆u = q(t) δσ, dans R+0 × Ω,
u = 0, sur R+0 × ∂Ω,
u(0, ·) = 0, dans Ω,
(5)
avec Ω un ouvert borné de R2 à frontière lipschitzienne contenant 0, σ = R+0 × {0} et
q ∈ L2(R+0 ).
Une application de la transformée de Fourier partielle en z (resp. de Laplace en t) au
problème (4) (resp. (5)) permet de le résoudre en résolvant l’équation de Helmholtz en
dimension deux avec un paramètre complexe k ∈ C et un second membre qui contient la
masse de Dirac,  −∆U + k
2U = δ0, dans Ω,
U = 0, sur ∂Ω.
(6)
Pour ce dernier, sous certaines conditions sur k, on démontre l’existence et l’unicité de
la solution dans l’espace de Sobolev avec poids V 1α (Ω; 0) (le poids étant la distance à
l’origine). De plus on prouve des estimations uniformes en k sous la forme
m∑
l=0
(1 + |k|2)l‖U‖2
Vm−lα (Ω;0)
. 1. (7)
Ceci se fait à l’aide des fonctions de HankelHk (voir Déﬁnition 2.1.5), sachant que ces fonc-
tions sont des solution fondamentales de l’équation de Helmholtz. On donne donc d’abord
les déﬁnitions et les propriétés de ces fonctions et on prouve le même type d’estimation
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que (7),
m∑
l=0
(1 + |k|2)l‖Hk‖2Vm−lα (Ω;0) . 1. (8)
Ensuite, en utilisant une fonction de troncature η qui est nulle au voisinage de zéro, U
peut être décomposée sous la forme
U = (1− η)Hk + wk,
avec wk la solution d’un problème de Helmholtz mais cette fois avec un second membre plus
régulier (dans Hm−2(Ω) pour m ≥ 2). On prouve qu’elle vériﬁe le même type d’estimation
pour obtenir (7).
Une application de la transformée de Fourier inverse partielle en z (resp. transformée de
Laplace inverse) permet de déduire le résultat pour le problème (4) (resp. (5)).
Notons aussi que, sur un cylindre tronqué Q = Ω× (0, π), un développement en série
de Fourier par rapport à la 3ème variable dans la base (sin(·k))k∈N∗ , appliqué au problème
(4) permet de le résoudre en utilisant les résultats obtenus pour le problème de Helmholtz
(6).
Dans le Chapitre 3, on considère toujours l’équation de Laplace mais cette fois sur
R
3, avec une fracture σ qui est une demi-droite de R3 et un terme volumique additionnel
dans le second membre,
−∆u = qδσ + h, dans R3, (9)
où q ∈ L2ǫ(σ; 0) et h ∈ V 01+ǫ(R3; 0) avec ǫ ∈ (0, 12).
En appliquant la transformée de Mellin M, résoudre le problème (9) revient à résoudre le
problème de Helmholtz déﬁni sur la sphère unité S2
−(LS2 + λ2 + λ)U = M[q]δB +M[h], dans S2,
où LS2 est l’opérateur de Laplace Beltrami, B est le point d’intersection de la sphère avec
la demi-droite et λ = −1
2
− ǫ+ iξ, avec ξ ∈ R et ǫ ∈ (0, 1
2
).
Cette solution U peut être décomposée sous la forme
U = −vλM[q]− wλ, (10)
où vλ est solution de
(LS2 + λ
2 + λ)vλ = δB, dans S2,
et wλ est solution de
(LS2 + λ
2 + λ)wλ = M[h], dans S2. (11)
Ainsi, en utilisant une fonction de troncature η qui est nulle au voisinage de B, vλ peut
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être aussi décomposée comme dans le Chapitre 2, sous la forme
vλ = (1− η)Hλ + w˜, (12)
avec Hλ les fonctions de Hankel données par la Déﬁnition 2.1.5, et w˜ la solution du
problème de Helmholtz déﬁni sur la sphère unité S2 et avec un second membre h˜ dans
L2(S2) ∩ V m−2α (S2;B) pour m ≥ 2.
Pour ce dernier, si 0 < α < 1, on prouvera d’abord l’existence et l’unicité d’une solution
w˜ dans V 1α (S
2;B), ensuite en utilisant l’argument d’ajout d’une variable, on trouvera des
estimations uniformes en λ, légèrement diﬀérentes par rapport aux précédentes :
m∑
l=0
|λ|2l‖w˜‖2
Vm−lα (S2;B)
.
m−2∑
l=0
|λ|2l‖h˜‖2
Vm−2−lα (S2;B)
+ ‖h˜‖20,S2 . (13)
En vériﬁant que le second membre de (13) est borné uniformément en λ et en se souvenant
de (12) et (8), on obtient
m∑
l=0
|λ|2l‖vλ‖2Vm−lα (S2;B) . 1.
D’autre part, grâce aux propriétés de la transformée de Mellin, on trouve de nouveau
que wλ, solution de (11) vériﬁe bien l’estimation (13). Donc en se rappelant de (10), U
satisfait
m∑
l=0
|λ|2l‖U‖2
Vm−lα (S2;B)
. |M[q](λ)|2 +
m−2∑
l=0
|λ|2l‖M[h]‖2
Vm−2−lα (S2;B)
+ ‖M[h]‖20,S2 .
Enﬁn, une simple application de la transformée de Mellin inverse permet de déduire
l’existence et l’unicité d’une solution u de (9) vériﬁant pour 0 < ǫ < 1
2
, l’estimation
‖u‖V 1ǫ (R3;σ) . ‖q‖L2ǫ (σ;0) + ‖h‖V 01+ǫ(R3;0).
Pour m ≥ 2 et m− 1
2
< α < m− 1, on montre aussi que la solution vériﬁe
‖u‖Vmα (R3;σ) . ‖q‖L2α−m+1(σ;0) + ‖h‖Vm−2α (R3;0).
Si σ est un segment borné et O un domaine tridimensionnel régulier, un argument de
localisation permet d’étendre les résultats de [15] ainsi que ceux de la première partie de
ce chapitre pour résoudre  −∆u = qδσ, dans O,u = 0, sur ∂O.
A la ﬁn de cette thèse, on termine par la généralisation des résultats précédents au cas
où σ est une fracture courbe unidimensionnelle et strictement incluse dans un domaine
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tridimensionnel borné et régulier O. Pour cela on applique une méthode diﬀérente qui
consiste à combiner un argument de localisation avec des estimations a priori sur un re-
couvrement dyadique du domaine. Notons que les résultats obtenus dans [15] garantissent
l’existence et l’unicité d’une solution dans H1α(O;σ).
Par un argument de localisation, on montre l’amélioration de cette régularité d’abord
dans un voisinage d’un point intérieur de la fracture σ, et ensuite dans un voisinage
des extrémités de σ. Pour cela, on a besoin de quelques théorèmes de shift pour des
opérateurs uniformément elliptiques à coeﬃcients variables et dans les espaces de Sobolev
avec poids, leurs preuves étant inspirées de [14, 11]. À l’aide d’un diﬀéomorphisme (voir
[9]), en redressant la fracture σ localement et en utilisant des recouvrements dyadiques
ainsi que les théorèmes de shift déjà signalés, on obtient le résultat escompté.
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Dans ce chapitre, on donne des résultats de base utilisés tout au long du travail, certainsrésultats connus seront rappelés sans preuve mais avec des références appropriées.
Commençons par introduire quelques notations utilisées par la suite. Pour un domaine
borné O à frontière lipschitzienne (ou la sphère unité), des paramètres réels s ≥ 0 et p > 1,
la norme usuelle et la semi norme de W s,p(O) sont notées respectivement par ‖ · ‖s,p,O et
| · |s,p,O. Dans le cas p = 2 (resp. s = 0), on laisse tomber l’indice p (resp. s). On déﬁnit
aussi
H˚1(O) = {u ∈ H1(O) | u = 0 sur ∂O}.
Par ailleurs, les notations A . B et A ∼ B signiﬁent l’existence des constantes positives
C1 et C2, qui sont indépendantes de A et B telles que A ≤ C2B et C1B ≤ A ≤ C2B
respectivement. De plus, ces constantes seront indépendantes des paramètres ξ, λ et k
introduits plus tard. Ultérieurement, on a besoin de certains résultats dans les espaces de
Sobolev standard. Suivant [23, Théorème 1.4.3.3, p. 26], on a :
Théorème 1.0.1. (Théorème d’interpolation)
Soit O un ouvert borné de Rn, à frontière lipschitzienne. Soient s′ > s′′ > s′′′ ≥ 0 des
nombres réels. Il existe, alors, une constante K (qui dépend de Ω, s′, s′′, s′′′ et p) telle que
pour tout ǫ > 0 et tout u ∈ W s′,p(O) on a
‖u‖W s′′,p(O) ≤ ǫ‖u‖W s′,p(O) +Kǫ−
s′′−s′′′
s′−s′′ ‖u‖W s′′′,p(O).
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Corollaire 1.0.2. Soient Ω un ouvert borné de Rn à frontière lipschitzienne, m ≥ 1 et
soit w ∈ Hm(O). On a
‖w‖m,O ≃ ‖w‖0,Ω + |w|m,O,
où | · | est la semi norme sur Hm(O) déﬁnie par |w|m,O =
( ∑
|α|=m
∫
O
|Dαw(x)|2dx
) 1
2
.
Preuve : Le cas m = 1 est évident. Supposons m ≥ 2.
D’une part, on sait que
‖w‖0,O + |w|m,O ≤ ‖w‖m,O. (1.1)
D’autre part, on a
‖w‖m,O = ‖w‖0,O +
m−1∑
l=1
|w|l,O + |w|m,O
≤ ‖w‖0,O +
m−1∑
l=1
‖w‖l,O + |w|m,O. (1.2)
Mais pour l ∈ {1, ...,m− 1} on a, grâce au Théorème 1.0.1
‖w‖l,O ≤ ǫ‖w‖m,O +Kǫ−
l
m−l‖w‖0,O,
d’où
m−1∑
l=1
‖w‖l,O ≤ (m− 1)ǫ‖w‖m,O +K
m−1∑
l=1
ǫ−
l
m−l‖w‖0,O.
En choisissant ǫ = 1
m
on a
m−1∑
l=1
‖w‖l,O ≤ m− 1
m
‖w‖m,O +K
m−1∑
l=1
m
l
m−l‖w‖0,O.
En introduisant cette inégalité dans (1.2) on obtient
1
m
‖w‖m,O ≤
(
1 +K
m−1∑
l=1
m
l
m−l
)
‖w‖0,Ω + |w|m,O.
Par conséquent,
‖w‖m,O . ‖w‖0,O + |w|m,O. (1.3)
Le résultat se déduit donc de (1.1) et (1.3).
Dans la suite, on a besoin des normes dans Hm(O) qui dépendent d’un certain para-
mètre positif.
Définition 1.0.3. Soient O un ouvert borné de Rn et m un entier positif. Pour tout
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λ ∈]0,∞[, pour tout w ∈ Hm(O) on déﬁnit
‖w‖2m,O,λ :=
m∑
l=0
λ2l‖w‖2m−l,O.
Proposition 1.0.4. Soit O un ouvert borné de Rn à frontière lipschitzienne et soit m un
nombre entier positif. Alors pour tout nombre réel λ ≥ 1 et tout w ∈ Hm(O), on a
‖w‖2m,O,λ ≃ λ2m‖w‖20,O + ‖w‖2m,O
≃
m∑
l=0
λ2l|w|2m−l,O.
Preuve : Soit l un entier positif tel que 0 ≤ l ≤ m.
1. Il est clair que
λ2m‖w‖20,O + ‖w‖2m,O ≤
m∑
l=0
λ2l‖w‖2m−l,O = ‖w‖2m,O,λ.
Donc pour avoir la première équivalence, il suﬃt de montrer que
m∑
l=0
λ2l‖w‖2m−l,O . λ2m‖w‖20,O + ‖w‖2m,O.
En utilisant le théorème d’interpolation (Théorème 1.0.1) avec s
′′′
= 0, s
′′
= m− l,
s′ = m et p = 2 on obtient une constanteK > 0 telle que pour tout ǫ > 0 et tout w ∈
Hm(O),
‖w‖m−l,O ≤ ǫ‖w‖m,O +Kǫ−m−ll ‖w‖0,O,
donc pour tout ǫ > 0 et tout w ∈ Hm(O)
λ2l‖w‖2m−l,O ≤ 2ǫ2λ2l‖w‖2m,O + 2K2λ2lǫ−
2(m−l)
l ‖w‖20,O.
En choisissant ǫ = λ−l et en sommant sur l, on obtient le premier résultat.
2. On sait que pour tout w ∈ Hm(O) (voir Corollaire 1.0.2),
‖w‖m,O ≃ ‖w‖0,O + |w|m,O, (1.4)
on en déduit, pour λ ≥ 1
λ2m‖w‖20,O + ‖w‖2m,O ≃ λ2m‖w‖20,O + ‖w‖20,O + |w|2m,O
≃ (1 + λ2m)‖w‖20,O + |w|2m,O
≃ λ2m‖w‖20,O + |w|2m,O.
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Mais pour λ ≥ 1,
m∑
l=0
λ2l‖w‖2m−l,O . λ2m‖w‖20,O + ‖w‖2m,O (grâce à la 1ère équivalence)
. λ2m‖w‖20,O + |w|2m,O (en utilisant l’étape précédente)
.
m∑
l=0
λ2l|w|2m−l,O.
Or on a aussi
m∑
l=0
λ2l|w|2m−l,O ≤
m∑
l=0
λ2l‖w‖2m−l,O,
par conséquent, on a l’équivalence
‖w‖2m,O,λ =
m∑
l=0
λ2l‖w‖2m−l,O ≃
m∑
l=0
λ2l|w|2m−l,O.
Proposition 1.0.5. Soit m ≥ 2 un nombre entier et soit O un domaine de Rn, où ∂O
est de classe Cm.
Pour tous domaines bornés U1, U2 de R
n tels que U1 ⊂ U2, soient Ω1 = U1 ∩ O et Ω2 =
U2 ∩ O. Si u ∈ H1(Ω2), est la solution de −∆u = f, dans Ω2,u = 0, sur ∂O ∩ ∂Ω2, (1.5)
et si f ∈ Hm−2(Ω2), alors u ∈ Hm(Ω1) avec l’estimation :
‖u‖m,Ω1 . ‖∆u‖m−2,Ω2 + ‖u‖1,Ω2 .
Preuve : Soit u la solution du problème (1.5) et soit η ∈ C∞(R) une fonction de troncature
telle que  η = 1, sur Ω3,η = 0, sur Ω\Ω˜2,
avec
• Ω˜2 régulier et tel que Ω˜2 ⊂ Ω2.
• Ω˜3 régulier et tel que Ω1 ⊂ Ω3 ⊂ Ω˜2.
Posons v = ηu, donc v sera la solution de −∆v = ηf − 2∇η∇u− u∆η, dans Ω˜2,v = 0, sur ∂Ω˜2.
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Comme u ∈ H1(Ω2) et f ∈ L2(Ω2), on en déduit donc
ηf − 2∇η∇u− u∆η ∈ L2(Ω2) et donc dans L2(Ω˜2).
D’où, par [10, Théorème 9.25, p. 298], on déduit v ∈ H2(Ω˜2). Par conséquent, v ∈ H2(Ω3)
ou encore u ∈ H2(Ω3).
On a donc u ∈ H2(Ω3), satisfait les conditions de Dirichlet sur le bord ∂Ω3 ∩ ∂Ω et
∆u ∈ Hm−2(Ω3). Par application de [11, Théorème 2.3.2, p. 92], on déduit u ∈ Hm(Ω1)
avec l’estimation
‖u‖m,Ω1 . ‖∆u‖m−2,Ω2 + ‖u‖1,Ω2 .
1.1 Les espaces de Sobolev à poids
1.1.1 Les espaces L2α(O;P ), Hmα (O;P ), V mα (O;P )
Définition 1.1.1. Les espaces de Sobolev à poids :
Soient α un nombre réel quelconque, O un ouvert de Rn contenant l’origine et r la distance
à une partie P de O qui sera déterminée plus tard. On désigne par L2α(O;P ) l’espace de
Hilbert des fonctions mesurables u telles que :
‖u‖2L2α(O;P ) :=
∫
O
|u(x)|2r2α(x)dx <∞.
On déﬁnit Dγu comme étant les éléments de D′(O\P¯ ) tels que, pour tout ϕ ∈ D(O\P¯ ),
〈Dγu, ϕ〉 = (−1)|γ|〈u,Dγϕ〉.
Pour m ∈ N, on déﬁnit l’espace de Sobolev avec poids
Hmα (O;P ) = {u ∈ L2α(O;P ) | ∀|γ| ≤ m, Dγu ∈ L2α(O;P )}.
Ce dernier est un espace de Hilbert pour la norme
‖u‖Hmα (O;P ) =
(
m∑
k=0
|u|2Hkα(O;P )
) 1
2
,
où la semi norme sur Hkα(O;P ) est déﬁnie par
|u|Hkα(O;P ) =
( ∑
|γ|=k
‖Dγu‖2L2α(O;P )
) 1
2
.
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De façon similaire, l’espace de Sobolev avec poids de type Kondratiev est déﬁni par
V mα (O;P ) = {u ∈ L2α−m(O;P ) | ∀|γ| ≤ m, rα−m+|γ|Dγu ∈ L2(O)}.
C’est un espace de Hilbert pour la norme :
‖u‖Vmα (O;P ) =
( ∑
|γ|≤m
∫
O
|Dγu(x)|2r2(|γ|+α−m)(x)dx
)1/2
,
et notons la semi-norme :
|u|Vmα (O;P ) =
( ∑
|γ|=m
∫
O
|Dγu(x)|2r2α(x)dx
)1/2
.
Dans le cas, P¯ ⊂ O, on a besoin aussi de l’espace H˚1α(O;P ) (resp. V˚ 1α (O;P )) déﬁni
comme étant l’espace des fonctions v ∈ H1α(O;P ) (resp. V 1α (O;P )) telles que γv = 0 sur
∂O où γv dénote la trace de v.
Comme conséquence directe de la déﬁnition, on a la relation suivante entre les espaces
V mα (O;P ).
Lemme 1.1.2. Soient O un ouvert de Rn, α un nombre réel et P ⊂ O. Alors pour tout
entier m, on a
V m+1α+1 (O;P ) →֒ V mα (O;P ).
Preuve : Pour tout u ∈ V m+1α+1 (O;P ), on a
‖u‖2Vmα (O;P ) =
m∑
|γ|=0
∫
O
|rα−m+|γ| Dγu|2dx
≤
m+1∑
|γ|=0
∫
O
|r(α+1)−(m+1)+|γ| Dγu|2dx
= ‖u‖2
Vm+1α+1 (O;P )
.
Plus tard, on a besoin d’estimer la norme dans les espaces de Sobolev avec poids
d’une fonction multipliée par une fonction régulière, plus précisément on a besoin du
lemme suivant.
Lemme 1.1.3. Soient O un ouvert borné de Rn, α un nombre réel, m ≥ 0 et P ⊂ O¯.
Soit ψ ∈ C∞(O). Alors il existe une constante C > 0 telle que, pour tout v ∈ V mα (O;P )
et tout λ ∈ C, on a ψv ∈ V mα (O;P ) avec les estimations
‖ψv‖V jα(O;P ) ≤ C‖v‖V jα(O;P ), ∀j ∈ {0, ...,m}, (1.6)
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m∑
j=0
|λ|2j‖ψv‖2
Vm−jα (O;P )
≤ C
m∑
j=0
|λ|2j‖v‖2
Vm−jα (O;P )
. (1.7)
Preuve : Soient v ∈ V mα (O;P ) et ψ ∈ C∞(O) et soit 0 ≤ j ≤ m, alors par la formule de
Leibniz, on a
‖ψv‖2
V jα(O;P )
=
∑
|β|≤j
∫
O
|Dβ(ψv)|2r2(α−j+|β|)dx
=
∑
|β|≤j
∫
O
∣∣∣ ∑
0≤γ≤β
CγβD
β−γψ Dγv
∣∣∣2r2(α−j+|β|)dx
≤ C1
∑
|β|≤j
∑
0≤γ≤β
‖(Dβ−γψ)2‖L∞
∫
O
|Dγv|2r2(α−j+|β|)dx
≤ C ∑
|γ|≤j
∫
O
|Dγv|2r2(α−j+|γ|)dx
= C‖v‖V jα(O;P ),
où la constante C dépend de ψ, ce qui prouve (1.6). En multipliant par |λ|2(m−j) et en
sommant sur j pour 0 ≤ j ≤ m, on obtient la deuxième estimation.
On a besoin aussi du résultat technique suivant.
Lemme 1.1.4. Soit ψ ∈ D(R) tel que ψ ≥ 0, supp(ψ) ⊂ [−1, 1], ψ est pair et
1∫
−1
ψ = 1.
Soient ξ0 ∈ R et n ∈ N, alors la fonction ϕn déﬁnie par
ϕn(ξ) = nψ
(
n(ξ − ξ0)
)
, ∀ξ ∈ R,
vériﬁe supp(ϕn) ⊂ [ξ0 − 1n , ξ0 + 1n ] et pour tout χ ∈ C(R),
lim
n→∞
∫
R
ϕn(ξ)χ(ξ)dξ = χ(ξ0),
en d’autre terme, ϕn → δξ0 au sens des distributions.
Preuve : Par déﬁnition, on a
∫
R
ϕn(ξ)χ(ξ)dξ = n
ξ0+
1
n∫
ξ0−
1
n
ψ
(
n(ξ − ξ0)
)
χ(ξ)dξ.
En faisant le changement de variable η = n(ξ − ξ0) on obtient
∫
R
ϕn(ξ)χ(ξ)dξ =
1∫
−1
ψ(η)χ(ξ0 +
η
n
)dη.
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Or pour tout η ∈ [−1, 1], lim
n→∞
ψ(η)χ(ξ0 +
η
n
) = ψ(η)χ(ξ0). De plus, comme χ ∈ C(R) on
en déduit que χ est borné sur [ξ0 − 1, ξ0 + 1], et
|ψ(η)χ(ξ0 + η
n
)| ≤ ψ(η)‖χ‖C([ξ0−1,ξ0+1]) p.p. η dans [−1, 1].
En appliquant le théorème de la convergence dominée de Lebesgue (voir [10, Théorème
4.2, p. 90]), on en déduit donc,
lim
n→∞
∫
R
ϕn(ξ)χ(ξ)dξ = lim
n→∞
1∫
−1
ψ(η)χ(ξ0 +
η
n
)dη
=
1∫
−1
ψ(η)χ(ξ0)dη
= χ(ξ0).
Rappelons maintenant d’un théorème de shift pour les opérateurs elliptiques dans les
espaces de Sobolev avec poids énoncé dans [11, Théorème 7.4.2] (prouvé en utilisant un
recouvrement dyadique d’un cône K, ici égale à R2\{B}, et un argument de localisation,
voir aussi [32, Théorème 1.2.8] dans le cas des coeﬃcients constants).
Théorème 1.1.5. Fixons m ≥ 2. Soit O un ouvert borné de Rn à frontière de classe Cm.
Fixons un point B ∈ O, un nombre réel α et considérons un opérateur elliptique L d’ordre
2 à coeﬃcients dans Cm(O). Soit u ∈ H2loc(O\{B}) la solution du problème Lu = f, dans O,u = 0, sur ∂O,
telle que
u ∈ V 1α−m+1(O;B) et f ∈ V m−2α (O;B).
Alors u ∈ V mα (O;B), avec l’estimation
‖u‖Vmα (O;B) . ‖f‖Vm−2α (O;B) + ‖u‖V 1α−m+1(O;B).
1.1.2 Inégalité de Hardy
Définition 1.1.6. Pour un nombre réel p > 1 et un nombre réel quelconque α, on désigne
par Lp,α(R+) l’espace des fonctions mesurables u déﬁnies sur R+ telle que
‖u‖pLp,α(R+) :=
∞∫
0
|u(t)tα|pdt <∞.
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On déﬁnit ensuite l’opérateur L par
(Lu)(t) =
1
t
∞∫
t
u(s)ds.
L’inégalité de Hardy se résume dans le théorème suivant.
Théorème 1.1.7. L’opérateur L est linéaire continu sur Lp,α(R+) ssi α+ 1p > 1. De plus,
sa norme est bornée par |α+ 1
p
− 1|−1.
Preuve : Voir [36, Théorème 1.18, p. 19].
1.1.3 Relations entre les espaces Hmα (O;P ) et V mα (O;P )
Si O est borné, on obtient directement l’injection V mα (O;P ) →֒ Hmα (O;P ). Sous cer-
taines conditions sur α, m et P , on obtient l’égalité. Le cas particulier suivant sera utile
par la suite.
Proposition 1.1.8. Soit O un ouvert borné de Rn contenant l’origine. Pour tout m ∈ N∗
et α > m− n
2
ou α ≤ −n
2
, on a
Hmα (O; 0) = V mα (O; 0).
Le résultat peut être trouvé dans [13, Théorème 3.23] mais pour mieux comprendre la
restriction sur α, nous donnons ci-dessus la preuve dans le cas α > m− n
2
.
Preuve : Il est clair que V mα (O; 0) →֒ Hmα (O; 0). En eﬀet, pour tout u ∈ V mα (O; 0) on a
‖u‖Hmα (O;0) =
∑
|β|≤m
∫
O
|rα∂βu|2dx
=
∑
|β|≤m
∫
O
|rα−m+|β|∂βu|2r2(m−|β|)dx
.
∑
|β|≤m
∫
O
|rα−m+|β|∂βu|2dx = ‖u‖2Vmα (O;0).
Reste à prouver que Hmα (O; 0) →֒ V mα (O; 0). Ceci peut être déduit par une application
de l’inégalité de Hardy (Théorème 1.1.7). En eﬀet, pour m = 1, il faut montrer que pour
tout α > 1− n
2
, H1α(O; 0) →֒ V 1α (O; 0).
Soit η ∈ C1(Rn) telle que η = 1 sur B(0, ǫ) et η = 0 en dehors de B(0, 2ǫ) avec B(0, 2ǫ) ⊂
O.
Soit r > 0, comme ηu(·, θ) ∈ H1(]r,∞[) pour presque tout θ alors d’après [10, Théo-
rème 8.2, p. 204], on peut écrire
ηu(r, θ) = −
∞∫
r
∂
∂r
(ηu)(s, θ)ds,
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où (r, θ) sont les coordonnées polaires et r dans ce cas est la distance à l’origine. On en
déduit
1
r
ηu(r, θ) = −1
r
∞∫
r
∂
∂r
(ηu)(s, θ)ds
= −L
(
∂
∂r
(ηu)
)
(r, θ) (voir Déﬁnition 1.1.6). (1.8)
D’autre part, ∂
∂r
(ηu) = ∂η
∂r
u+ η ∂u
∂r
donc,
∫
Sn−1
∞∫
0
∣∣∣∣∣ ∂∂r (ηu)
∣∣∣∣∣
2
r2α+n−1drdθ . max
(r,θ)∈Supp(η)
∣∣∣∣∣∂η∂r
∣∣∣∣∣
2
‖u‖2L2α(Ω;0) + max(r,θ)∈Supp(η) |η|
2
∥∥∥∥∥∂u∂r
∥∥∥∥∥
2
L2α(Ω;0)
. ‖η‖2C1(Rn)‖u‖2H1α(Ω;0). (1.9)
En utilisant le théorème de Fubini, on conclut donc que pour presque tout θ,
∂
∂r
(ηu)(·, θ) ∈ L2,α+n−1
2
(R+),
et, par le Théorème 1.1.7, que si α+ n
2
> 1, L
(
∂
∂r
(ηu)
)
(·, θ) ∈ L2,α+n−1
2
(R+) et
∞∫
0
∣∣∣∣∣L
(
∂
∂r
(ηu)
)∣∣∣∣∣
2
r2α+n−1dr ≤ 1
(α+ n
2
− 1)2
∞∫
0
∣∣∣∣∣ ∂∂r (ηu)
∣∣∣∣∣
2
r2α+n−1dr.
En intégrant en θ (grâce au théorème de Tonelli) et en utilisant (1.8) on obtient
∫
Sn−1
∞∫
0
∣∣∣∣∣1r (ηu)(r, θ)
∣∣∣∣∣
2
r2α+n−1drdθ . ‖η‖2C1(Rn)‖u‖2H1α(O;0),
i.e. ∫
Rn
|ηu|2r2(α−1)dx . ‖η‖2C1(Rn)‖u‖2H1α(O;0). (1.10)
De plus, ∫
O
|(1− η)u|2r2(α−1)dx =
∫
O\B(0,ǫ)
|(1− η)u|2r2(α−1)dx
≤ max
(r,θ)∈Supp(η)
|1− η|2
∫
O\B(0,ǫ)
|u|2r2(α−1)dx
≤ ‖1− η‖2C1(Rn)
1
ǫ2
∫
O\B(0,ǫ)
|u|2r2αdx. (1.11)
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Par conséquent, et grâce aux inégalités (1.10) et (1.11), si α+ n
2
> 1 :
‖u‖V 1α (O;0) =
∫
Ω
|ηu|2r2(α−1)dx+
∫
O
|(1− η)u|2r2(α−1)dx+
∫
O
∑
|β|=1
|Dβu|2r2αdx
. ‖u‖H1α(O;0).
Pour m ≥ 1, montrons par récurrence que pour tout α > m − n
2
, Hmα (O; 0) →֒
V mα (O; 0). Comme α > m− n2 ≥ 1− n2 , par la première étape on a H1α(O; 0) →֒ V 1α (O; 0)
et donc
u ∈ Hmα (O; 0) ⇒ ∀β ∈n: |β| ≤ m− 1, Dβu ∈ H1α(O; 0)
⇒ ∀β ∈n: |β| ≤ m− 1, Dβu ∈ V 1α (O; 0)
⇒ ∀β ∈ Nn : |β| ≤ m− 1, rα−1Dβu ∈ L2(O; 0).
Si β est tel que |β| ≤ m−2, on a par ce qui précède Dβu ∈ H1α−1(O; 0), et par la première
étape pour α− 1 > 1− n
2
i.e. α > 2− n
2
, on a Dβu ∈ V 1α−1(O; 0), donc rα−2Dβu ∈ L2(O).
De même, si |β| ≤ m−3, Dβu ∈ H1α−2(O; 0), et alors si α > 3− n2 , on a rα−3Dβu ∈ L2(O).
Par récurrence, on obtient donc pour tout β ∈ Nn, pour tout j ∈ {0, ..,m}, si
|β| ≤ m− j, rα−jDβu ∈ L2(O) dès que α > j − n
2
.
En particulier, comme α > m− n
2
, on a montré par récurrence sur |β| que si |β| ≤ m
alors
rα−m+|β|Dβu ∈ L2(O),
ce qui montre u ∈ V mα (O; 0).
Remarque 1.1.9. Observons que ce résultat est vrai seulement dans le cas où P est réduit
à un point, ici 0.
Proposition 1.1.10. Soient O un domaine borné de Rn contenant l’origine, m ∈ N∗ et
α ∈ R.
i) Si α > m− n
2
ou α ≤ −n
2
, alors D(O \ {0}) est dense dans H˚mα (O; 0).
ii) Si −n
2
< α ≤ m− n
2
et m− n
2
− α 6∈ N, alors D(O) est dense dans H˚mα (O; 0).
Preuve : Soit u ∈ H˚mα (O; 0). Fixons une fonction de troncature η ∈ D(O) telle que η = 1
sur B(0, δ) et à support dans B(0, 2δ) pour un certain δ > 0.
Alors ηu appartient à H˚mα (B(0, 2δ); 0), tandis que (1− η)u appartient à H˚m(O \B(0, δ)).
Comme D(O \ B(0, δ)) est dense dans H˚m(O \ B(0, δ)), il existe une suite de fonctions
(ϕℓ)ℓ ⊂ D(O \B(0, δ)) telle que
ϕℓ → (1− η)u dans H˚m(O \B(0, δ)) lorsque ℓ→∞.
Donc
ϕ˜ℓ → (1− η)u dans H˚mα (O; 0) lorsque ℓ→∞, (1.12)
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où ϕ˜ℓ ∈ D(O \ {0}) est l’extension de ϕℓ par zéro dans B(0, δ).
Il reste à approximer ηu. Dans la première situation, c-à-d. lorsque α > m − n
2
ou
α ≤ −n
2
, par la Proposition 1.1.8, on a
H˚mα (B(0, 2δ); 0) = V˚
m
α (B(0, 2δ); 0).
Donc en utilisant la densité de D(Rn\{0}) dans V mα (Rn; 0) (voir [32, p. 17]) combinée avec
un argument de localisation, on déduit l’existence d’une suite (ψℓ)ℓ ⊂ D(B(0, 2δ) \ {0})
telle que
ψℓ → ηu dans V˚ mα (B(0, 2δ); 0) lorsque ℓ→∞.
Alors
ψ˜ℓ → ηu dans H˚mα (O; 0) lorsque ℓ→∞, (1.13)
où ψ˜ℓ ∈ D(O \ {0}) est l’extension de ψℓ par zéro en dehors de B(0, 2δ).
La combinaison de (1.12) et (1.13) permet de déduire la densité de D(O \ {0}) dans
H˚mα (O; 0).
Dans le cas −n
2
< α ≤ m − n
2
et m − n
2
− α 6∈ N, par [13, Théorème 3.23] on obtient
directement le décomposition
Hmα (B(0, 2δ); 0) = V
m
α (B(0, 2δ); 0)⊕ C.
Par conséquent on peut décomposer ηu comme
ηu = η(u− u(0)) + ηu(0),
avec η(u − u(0)) ∈ V˚ mα (B(0, 2δ); 0). Comme avant ceci veut dire qu’on peut construire
une suite (ψℓ)ℓ ⊂ D(B(0, 2δ) \ {0}) telle que
ψℓ → η(u− u(0)) dans V˚ mα (B(0, 2δ); 0) lorsque ℓ→∞.
Donc
ψℓ + ηu(0)→ ηu dans H˚mα (B(0, 2δ); 0) lorsque ℓ→∞.
Ce qui implique
ψ˜ℓ + ηu(0)→ ηu dans H˚mα (O; 0) lorsque ℓ→∞. (1.14)
On conclut le deuxième résultat de densité par (1.12) et (1.14).
Lemme 1.1.11. Soient α ∈ R, Q un cylindre de R3 tel que Q = Ω×R avec Ω un ouvert
borné de R2 contenant l’origine et σ l’axe des z. Si α > 0 ou α ≤ −1, alors D(Q\σ) est
dense dans H1α(Q;σ).
Preuve : Soit d ∈ H1α(Q;σ). Ceci est équivalent à rαd ∈ H1(Q). En eﬀet, d’une part on
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a par déﬁnition
‖d‖H1α(Q;σ) = ‖rαd‖0,Q + ‖rα∇d‖0,Q
≤ ‖rαd‖0,Q + ‖rα−1d‖0,Q + ‖rα∇d‖0,Q = ‖rαd‖1,Q.
D’autre part, par la Proposition 1.1.8 on trouve
H1α(Q;σ) =
1⋂
j=0
Hj(R, H1−jα (Ω; 0)) =
1⋂
j=0
Hj(R, V 1−jα (Ω; 0)) = V
1
α (Q;σ).
Et comme r, la distance à σ est bornée, on a
‖rαd‖1,Q . ‖rα−1d‖0,Q + ‖rα∇d‖0,Q ∼ ‖d‖V 1α (Q;σ) ∼ ‖d‖H1α(Q;σ).
Donc en utilisant [12, Lemme 2.5], on déduit pour tout ǫ > 0, l’existence d’une suite
gn ∈ D(Q\σ) telle que ‖gn− rαd‖1,Q ≤ ǫ. Grâce à l’équivalence des normes déjà montrée,
on obtient
‖r−αgn − d‖H1α(Q;σ) ≤ ǫ.
On conclut donc l’existence d’une suite dn := r−αgn ∈ D(Q\σ) telle que dn converge vers
d dans H1α(Q;σ).
Corollaire 1.1.12. Soit O un ouvert borné de Rn contenant l’origine avec n ≥ 2. Alors
pour tout β ∈ (0, 1),
H1(O) →֒ L2−β(O; 0).
Preuve : Pour β ∈ (0, 1), comme O est borné on a H1(O) →֒ H11−β(O; 0) et on conclut
par la Proposition 1.1.8 et le Lemme 1.1.2.
Corollaire 1.1.13. Soit O un ouvert borné de Rn contenant l’origine avec n ≥ 2. Pour
w ∈ H2(O) et u ∈ V˚ 1β (O; 0) avec β ∈ (0, 1), on a∫
O
u∆w =
∫
O
∇u · ∇w. (1.15)
Preuve : Par la Proposition 1.1.10, ﬁxons une suite (un)n ⊂ D(O \ {0}) telle que
un → u dans V˚ 1β (O; 0) quand n→∞.
Comme un appartient à H˚1(O), la formule de Green donne∫
O
un∆w =
∫
O
∇un · ∇w.
Le Corollaire 1.1.12 garantie que ∇w ∈ L2−β(O; 0)n, donc on peut passer à la limite et
obtenir (1.15).
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Dans le cas d’un domaine non borné, la situation est plus délicate à cause du compor-
tement diﬀérent de r petit ou grand. Néanmoins, on a l’injection suivante.
Proposition 1.1.14. Soient α > 0 et σ l’axe des x positifs. Alors on a
H1α(R
3, σ) →֒ V 1α (R3, σ).
Preuve : Dans le but de prouver ce résultat, on décompose R3 en trois parties selon le
comportement de r. Plus précisément, on utilise la décomposition
R
3 = Ω1 ∪ Ω2 ∪ Ω3,
avec
Ω1 = {(x, y, z) ∈ R3 | rσ ≥ 1},
Ω2 = {(x, y, z) ∈ R3 | rσ ≤ 1 et x ≤ 0},
Ω3 = {(x, y, z) ∈ R3; rσ ≤ 1 et x > 0}.
Observons aussi que l’assertion a lieu si, pour tout u ∈ H1α(R3;σ), on a rα−1u ∈ L2(R3).
Étape 1 : Montrons que
‖u‖V 1α (Ω1,σ) . ‖u‖H1α(Ω1,σ). (1.16)
Comme rσ ≥ 1, on déduit que rα−1 ≤ rα et le résultat peut être déduit facilement.
Étape 2 : Montrons que
‖u‖V 1α (Ω2,σ) . ‖u‖H1α(Ω2,σ). (1.17)
Sur Ω2, observons que rσ est la distance à (0, 0, 0). Donc à l’aide de l’inégalité de Hardy
et comme α > 0 en appliquant la Proposition 1.1.8, on déduit le résultat.
Étape 3 : Montrons que
‖u‖V 1α (Ω3;σ) . ‖u‖H1α(Ω3;σ). (1.18)
Fixons x > 0. Observons que, sur Ω3, on a rσ =
√
y2 + z2 ≤ 1 et peut être considéré
comme étant la distance à (0, 0) dans le plan avec x ﬁxé.
Fixons une fonction de troncature η ∈ C1(R2) qui dépend des variables (y, z) telle que
η(y, z) =
 1 sur {(y, z) ∈ R
2 | rσ ≤ 1},
0 sur {(y, z) ∈ R2 | rσ ≥ 2}.
Notons par (r, θ) les coordonnées polaires dans le plan y − z. Alors pour presque tout
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x > 0 et θ ∈ (0, 2π), on peut écrire,
1
rσ
(ηu)(x, rσeiθ) = − 1
rσ
∞∫
rσ
∂
∂rσ
(ηu)(x, teiθ)dt
= −L
(
∂
∂rσ
(ηu)
)
(x, rσeiθ), (1.19)
où L est donné dans la Déﬁnition 1.1.6 et (rσ, θ) sont les coordonnées polaires en 2D.
D’autre part, ∂
∂rσ
(ηu) = ∂η
∂rσ
u+ η ∂u
∂rσ
donc,
∫
R+
∫
R2
∣∣∣∣∣ ∂∂rσ (ηu)
∣∣∣∣∣
2
r2ασ dydzdx
=
∫
R+
∫
S1
∞∫
0
∣∣∣∣∣ ∂∂rσ (ηu)
∣∣∣∣∣
2
r2α+1σ drσdθdx
.
∫
R+
∫
S1
1∫
0
|u(x, rσeiθ)|2r2ασ rσdrσdθdx+
∫
R+
∫
S1
1∫
0
∣∣∣∣∣ ∂u∂rσ
∣∣∣∣∣
2
r2ασ rσdrσdθdx,
ou encore ∫
R+
∫
R2
∣∣∣∣∣ ∂∂rσ (ηu)
∣∣∣∣∣
2
r2ασ dydzdx . ‖u‖2H1α(Ω3;σ). (1.20)
En utilisant le théorème de Fubini, on conclut donc que pour presque tout θ ∈ (0, 2π) et
pour presque tout x > 0,
∂
∂rσ
(ηu)(x, ·eiθ) ∈ L2,α+ 1
2
(R+),
et, par le Théorème 1.1.7, que si α > 0, alors L
(
∂
∂rσ
(ηu)
)
(x, ·eiθ) ∈ L2,α+ 1
2
(R+) et
∞∫
0
∣∣∣∣∣L
(
∂
∂rσ
(ηu)(x, rσeiθ
)∣∣∣∣∣
2
r2α+1σ drσ ≤
1
α2
∞∫
0
∣∣∣∣∣ ∂∂rσ (ηu)
∣∣∣∣∣
2
r2α+1σ drσ.
En intégrant en θ et en x (grâce au Théorème de Tonelli) et en utilisant (1.19) et (1.20),
on obtient ∫
R+
∫
S1
∞∫
0
∣∣∣∣∣ 1rσ (ηu)(x, rσeiθ)
∣∣∣∣∣
2
r2α+1σ drσdθdx . ‖u‖2H1α(Ω3;σ),
i.e.
‖rα−1σ u‖0,Ω3 . ‖u‖H1α(Ω3;rσ).
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Et alors si α > 0, on conclut par (1.16), (1.17) et (1.18) que
H1α(R
3, σ) →֒ V 1α (R3, σ).
1.1.4 Les espaces de Sobolev à poids définis sur la sphère S2
La sphère unité S2 est déﬁnie par
S2 = {(x1, x2, x3) ∈ R3 | x21 + x22 + x23 = 1}.
Soient σ le demi axe des x positifs et B, le point d’intersection de la sphère avec σ.
Figure 1.1 – La sphère unité S2
Suivant [11, p. 25], la norme de u dans L2(S2) est donnée par
3∑
j=1
‖(u|Uj) ◦ φ−1j ‖20,Bj ,
où pour j = 1, .., 3, φj : Uj → Bj sont des cartes qui recouvrent S2 (φj avec j = 1, .., 3,
est un diﬀéomorphisme de Uj dans Bj) et Bj sont des parties ouvertes de R2 :
B1 =]π4 ,
3π
4
[×]−3π
4
, 3π
4
[,
B2 =]π4 ,
3π
4
[×]π
4
, 7π
4
[,
B3 =]π4 ,
3π
4
[×]π
4
, 7π
4
[.
(1.21)
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Soient
φ−11 (θ, ϕ) = φ
−1
3 (θ, ϕ) = (sin θ cosϕ, sin θ sinϕ, cos θ),
et
φ−12 (θ
′, ϕ′) = (sin θ′ cosϕ′,− cos θ′, sin θ′ sinϕ′).
où (θ′, ϕ′) sont les nouvelles coordonnées de la sphère après une rotation d’axe x et d’angle
θ = π
2
de l’ancienne sphère. Par conséquent, par passage aux cartes locales, on est amené
Figure 1.2 – Représentation de la sphère par des cartes locales
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à travailler sur des parties de R2.
‖u‖20,S2 =
3π
4∫
−3π
4
3π
4∫
π
4
|u(sin θ cosϕ, sin θ sinϕ, cos θ)|2dθdϕ
+
7π
4∫
π
4
3π
4∫
π
4
|u(sin θ cosϕ,− cos θ, sin θ sinϕ)|2dθdϕ
+
7π
4∫
π
4
3π
4∫
π
4
|u(sin θ cosϕ, sin θ sinϕ, cos θ)|2dθdϕ.
De même, pour β = (β1, β2) ∈ N2 on note ∂β := ∂β1θ ∂β2ϕ et on a
‖u‖2m,S2 =
3∑
j=1
‖(u|Uj) ◦ φ−1j ‖2m,Bj
=
∑
|β|≤m
( 3π4∫
−3π
4
3π
4∫
π
4
|∂βu(sin θ cosϕ, sin θ sinϕ, cos θ)|2dθdϕ
+
7π
4∫
π
4
3π
4∫
π
4
|∂βu(sin θ cosϕ,− cos θ, sin θ sinϕ)|2dθdϕ
+
7π
4∫
π
4
3π
4∫
π
4
|∂βu(sin θ cosϕ, sin θ sinϕ, cos θ)|2dθdϕ
)
.
Sur les espaces de Sobolev avec poids, avec r la distance angulaire au point B (r =√
(θ − π
2
)2 + ϕ2), la déﬁnition est donnée par
‖u‖2Vmα (S2;B) ≃
∑
|β|≤m
( 3π4∫
−3π
4
3π
4∫
π
4
|rα−m+|β|∂βu(sin θ cosϕ, sin θ sinϕ, cos θ)|2dθdϕ
+
7π
4∫
π
4
3π
4∫
π
4
|∂βu(sin θ cosϕ,− cos θ, sin θ sinϕ)|2dθdϕ
+
7π
4∫
π
4
3π
4∫
π
4
|∂βu(sin θ cosϕ, sin θ sinϕ, cos θ)|2dθdϕ
)
.
Comme dans la Proposition 1.1.8, on a
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Proposition 1.1.15. Soit B un point de S2. Alors pour m ∈ N∗ et α > m− 1, on a
Hmα (S
2;B) = V mα (S
2;B).
Comme conséquence de la Proposition 1.1.10, on a :
Proposition 1.1.16. Soient m ∈ N∗ et α ∈ R.
i) Si α > m− 1 ou α ≤ −1, alors D(S2 \ {B}) est dense dans Hmα (S2;B).
ii) Si −1 < α ≤ m− 1 et m− 1− α 6∈ N, alors D(S2) est dense dans Hmα (S2;B).
Preuve : Soit u ∈ Hmα (S2;B). Fixons une fonction de troncature η ∈ D(S2) telle que
η = 1 sur B(B, δ) et à support dans B(B, 2δ) pour un certain δ > 0.
Alors ηu appartient à H˚mα (B(B, 2δ); 0), tandis que (1−η)u appartient à Hm(S2\B(B, δ)).
Comme D(S2 \B(B, δ)) est dense dans Hm(S2 \B(B, δ)), il existe une suite de fonctions
(ϕn)n ⊂ D(S2 \B(B, δ)) telle que
ϕn → (1− η)u dans Hm(S2 \B(B, δ)) lorsque n→∞.
Donc
ϕ˜n → (1− η)u dans Hmα (S2;B) lorsque n→∞,
où ϕ˜n ∈ D(S2 \ {B}) est l’extension de ϕn par zéro dans B(B, δ).
Pour approximer ηu, il suﬃt d’appliquer la Proposition 1.1.10 et on conclut directement
les deux résultats de densité.
1.2 Transformées de Fourier et de Laplace
Définition 1.2.1. Soit u une fonction de L1(R), alors sa transformée de Fourier est
donnée, pour tout ξ ∈ R, par
F[u](ξ) =
∫
R
e−ixξu(x)dx.
Il est connu que la transformée de Fourier induit un isomorphisme de L2(R) dans lui
même et on a l’égalité de Parseval donnée dans le théorème suivant.
Théorème 1.2.2. (Théorème de Parseval pour la transformée de Fourier)
Pour toutes fonctions u, v ∈ L2(R), on a :
∫
R
u(x) v(x)dx =
1
2π
∫
R
F[u](ξ) F[v](ξ)dξ.
Si u = v, alors ‖u‖20,R = 12π‖F[u]‖20,R.
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Définition 1.2.3. De façon similaire, pour u ∈ D(R+0 ), sa transformée de Laplace est
donnée par
L[u](p) =
∞∫
0
e−ptu(t)dt,
où p est un nombre complexe.
Remarquons que L[u](p) = Ft→ℑp[u(·)e−ℜp.](ℑp).
En utilisant le Théorème de Paley-Wiener [18, 37, 5], la transformée de Laplace est
étendue à des fonctions dans les espaces de Sobolev. Notamment si E est un espace de
Banach complexe et s ∈ [0,∞), on déﬁnit d’abord
H˜s(R+0 , E) = {u ∈ Hs(R+0 , E) | u˜ ∈ Hs(R, E)},
où u˜ est l’extension de u par 0 en dehors de R+0 . Cet espace est un espace de Banach pour
la norme
‖u‖H˜s(R+0 ,E) = ‖u˜‖Hs(R,E).
Nous déﬁnissons aussi l’espace H2(C+, E), l’espace des fonctions holomorphes
U : C+ := {p ∈ C | ℜp > 0} → E,
telles que
‖U‖H2(C+,E) :=
[
sup
η>0
∫
R
‖f(η + iξ)‖2Edξ
] 1
2
< +∞.
Alors le Théorème de Paley-Wiener (voir [5, Théorème 1.8.3] pour le cas des valeurs
vectorielles) implique le résultat suivant.
Théorème 1.2.4. Soient E un espace de Hilbert complexe et s ∈ [0,∞). Alors la trans-
formée de Laplace déﬁnie sur D(R+0 , E) peut être étendue à une application continue de
H˜s(R+0 , E) dans H2(C+, E) et l’application
u ∈ H˜s(R+0 , E)→ (1 + ·)sLt→p[u] ∈ H2(C+, E),
est un isomorphisme topologique.
Le résultat suivant est une conséquence directe de l’égalité de Parseval pour la trans-
formée de Fourier (voir Théorème 1.2.2).
Proposition 1.2.5. Soit u ∈ L2(R+0 ) et ψ ∈ L2(0, T ) pour certains T > 0, alors pour
tout η > 0, on a
∫ ∞
0
u(t) ψ˜(t) dt =
1
2π
∫
R
L[u](η + iξ)L[ψ˜](−η + iξ) dξ,
où ψ˜ dénote le prolongement de ψ par zéro en dehors de (0, T ).
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Remarque 1.2.6. Observons que ceci implique que la fonction
(0,+∞)→ C : η 7→
∫
R
L[u](η + iξ)L[ψ˜](−η + iξ) dξ
est constante.
Preuve : Pour une fonction v : R+0 → R, on déﬁnit la fonction v˜ : R → R comme étant
le prolongement de v par 0 en dehors de R+0 .
Observons que pour u ∈ L2(R+0 ), ψ ∈ L2(0, T ) on a
e−η·u˜ ∈ L2(R) et eη·ψ˜ ∈ L2(R).
Donc on peut facilement déduire par l’égalité de Parseval pour la transformée de Fourier
que ∫ ∞
0
u(t)ψ(t)dt =
∫ ∞
−∞
e−ηtu˜(t)eηtψ˜(t)dt =
1
2π
∫
R
F[e−η·u˜](ξ)F[eη·ψ˜](ξ)dξ.
Par les relations entre les transformées de Fourier et de Laplace, on a
F[e−η·u˜](ξ) = L[u](η + iξ) et F[eη·ψ˜](ξ) = L[ψ˜](−η + iξ),
ce qui permet de conclure.
On a besoin aussi de l’information suivante concernant la valeur moyenne de la trans-
formée de Laplace d’une fonction.
Proposition 1.2.7. Pour u ∈ H˜1(R+0 ) et η > 0, on a
∫
R
L[u](η + iξ) dξ = 0.
Preuve : Soit u ∈ H˜1(R+0 ). D’abord rappelons que, comme H1(R) ⊂ C(R), on a u˜(0) = 0
et, en considérant la suite (ϕn)n déﬁnie dans le Lemme 1.1.4 (correspondante à ξ0 = 0),
on obtient
0 = u˜(0) = lim
n→∞
∫
R
u˜(t)ϕn(t) dt = lim
n→∞
∫ ∞
0
u(t)ϕn(t) dt. (1.22)
Appliquons la Proposition 1.2.5, on déduit que pour tout η > 0,
∫ ∞
0
u(t)ϕn(t) dt =
1
2π
∫
R
L[u](η + iξ)L[ϕn](−η + iξ) dξ. (1.23)
Comme u ∈ H˜1(R+0 ), on sait par le Théorème 1.2.4 que pour η > 0,∫
R
|1 + η + iξ|2 |L[u](η + iξ)|2 dξ <∞.
Utilisons la fait que
∫
R
|1+ η+ iξ|−2 dξ <∞, on déduit par l’inégalité de Cauchy-Schwarz
que L[u](η + i·) ∈ L1(R).
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Observons que par la déﬁnition
L[ϕn](−η + iξ) =
∫ ∞
0
e−(−η+iξ)tϕn(t) dt =
∫ 1/n
0
e(η−iξ)tϕn(t) dt =
∫ 1
0
e(η−iξ)
s
nψ(s) ds.
Ceci implique par le théorème de la convergence dominée de Lebesgue que, pour tout
η > 0 et tout ξ ∈ R, on a
lim
n→∞
L[ϕn](−η + iξ) =
∫ 1
0
ψ(s) ds =
1
2
.
Comme de plus, pour tout n ≥ 1, la fonction |L[ϕn](−η + i·)| est bornée par eη, on peut
appliquer le théorème de la convergence dominée de Lebesgue pour conclure que
lim
n→∞
∫
R
L[u](η + iξ)L[ϕn](−η + iξ) dξ = 12
∫
R
L[u](η + iξ) dξ. (1.24)
La conclusion découle de (1.22), (1.23) et (1.24).
1.3 Transformée de Mellin
Définition 1.3.1. Pour toute fonction u dans D(R+0 ), sa transformée de Mellin M[u] de
u est déﬁnie pour tout nombre complexe λ par l’intégrale
M[u](λ) =
∞∫
0
ρ−λu(ρ)
dρ
ρ
.
Remarque 1.3.2. Par le changement de variable ρ = et, la transformée de Mellin peut
être aussi déﬁnie par l’intégrale
U(λ) =
∞∫
−∞
e−λtu(et)dt.
Donc si λ = η + iξ, on voit que M[u](λ) coïncide avec la transformée de Fourier en ξ de
la fonction t→ e−ηtu(et).
De façon similaire, pour un cône K de Rn de sommet 0 et d’angle solide G = K∩Sn−1.
Si ρ désigne la distance à l’origine et Θ = x
ρ
sont les coordonnées polaires dans G, alors
toute fonction u, à support compact dans K et qui ne contient pas le sommet 0, peut être
écrite dans les coordonnées polaires par
(ρ,Θ) ∈ R+ ×G 7→ u(ρΘ),
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et pour tout Θ ∈ G, sa transformée de Mellin en ρ est donnée par
M[u](λ,Θ) =
∞∫
0
ρ−λu(ρΘ)
dρ
ρ
.
Le résultat suivant peut être trouvé dans [17, Prop. AA.27] ou dans [11, Thm 8.1.3].
Théorème 1.3.3. Soient K un cône de Rn de sommet 0 et d’angle solide G = K ∩Sn−1,
α un nombre réel et m ∈ N. On déﬁnit
η := m− α− n
2
et R[η] := {λ ∈ C : ℜλ = η}.
Alors la transformée de Mellin u → M[u] induit un isomorphisme de V mα (K; 0) dans
l’espace des fonctions U : R[η]×G→ C : (λ,Θ) 7→ U(λ,Θ) avec la norme ﬁnie
( ∫
ℜλ=η
‖U(λ, ·)‖2m,G,|λ|dℑλ
) 1
2
.
La transformée de Mellin inverse peut être écrite comme
u(x) =
1
2πi
∫
ℜλ=η
ρλM[u](λ,Θ)dℑλ, avec x = ρΘ.
Remarque 1.3.4. Dans le dernier théorème, si n = 1, pour tout m ≥ 1, on a
‖U‖m,G,|λ| ∼ (1 + |λ|m)
∑
x∈G
|U(x)|, ∀U ∈ Hm(G).
Suivant [17, Appendice A], [27, Lemmes 6.1.3 et 6.1.4], ou [11, Lemme 8.1.1]), on a le
lemme suivant qui donne les propriétés de base de la transformée de Mellin.
Lemme 1.3.5. Soient K un cône de Rn de sommet 0 et u ∈ V mα (K; 0) avec m ∈ N∗ et
α ∈ R. Alors pour tout entier positif k ≤ m et tout multi-indice γ ∈ Nn tel que |γ| ≤ m,
on a :
M[(ρ∂ρ)ku](λ,Θ) = λkM[u](λ,Θ) et M[(∂Θ)γu](λ,Θ) = ∂
γ
ΘM[u](λ,Θ), (1.25)
pour λ avec ℜλ = m− α− n
2
.
Le résultat suivant est une conséquence du théorème de Parseval pour la transformée
de Fourier (voir Théorème 1.2.2).
Théorème 1.3.6. Théorème de Parseval pour la transformée de Mellin
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Soient β1, β2 ∈ R et q1 ∈ L2β1(R+; 0), q2 ∈ L2β2(R+; 0). Alors on a
∞∫
0
ρβ1+β2q1(ρ) q2(ρ)dρ =
1
2π
∫
R
M[q1](−β1 − 12 + iξ) M[q2](−β2 −
1
2
+ iξ)dξ.
Preuve : Rappelons que comme pour q1 ∈ L2β1(R+; 0) (resp. q2 ∈ L2β2(R+; 0)) et par le
Théorème 1.3.3 la transformée de Mellin M[q1](λ1) de q1 (resp. M[q2](λ2) de q2) est bien
déﬁnie si ℜλ1 = −β1 − 12 (resp. si ℜλ2 = −β2 − 12).
Rappelons aussi que
M[q1](−β1 − 12 + iξ) = F
(
e−(−β1−
1
2
)·q1(e·)
)
(ξ),
et que
M[q2](−β2 − 12 + iξ) = F
(
e−(−β2−
1
2
)·q2(e·)
)
(ξ),
où F désigne la transformée de Fourier.
Dans le but d’appliquer le Théorème 1.2.2, il faut vériﬁer que
e(β1+
1
2
)·q1(e·) ∈ L2(R),
ainsi que
e(β2+
1
2
)·q2(e·) ∈ L2(R).
En eﬀet, par le changement de variable ρ = et, on obtient
∫
R
|e(β1+ 12 )tq1(et)|2dt =
∞∫
0
ρ2β1|q1(ρ)|2dρ,
et cette dernière intégrale est ﬁnie par hypothèse. On peut donc appliquer le Théorème
1.2.2 et on obtient par ce qui précède
∫ ∞
0
ρβ1+β2q1(ρ) q2(ρ) dρ =
∫
R
e(β1+
1
2
)tq1(et) e(β2+
1
2
)tq2(et) dt
=
1
2π
∫
R
F
(
e(β1+
1
2
)tq1(et)
)
(ξ)F
(
e(β2+
1
2
)tq2(et)
)
(ξ)dξ
=
1
2π
∫
R
M[q1](−β1 − 12 + iξ) M[q2](−β2 −
1
2
+ iξ) dξ.
La transformée de Melin induit aussi un autre isomorphisme dans le cas u ∈ V mα (R3;σ)
avec σ l’axe des x positifs.
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Théorème 1.3.7. Soient α un nombre réel, m ∈ N et σ l’axe des x positifs de R3. Soit
η := m− α− 3
2
.
Alors la transformée de Mellin u→ U induit un isomorphisme de V mα (R3;σ) dans l’espace
des fonctions U : R[η]× S2 → C : (λ,Θ) 7→ U(λ,Θ) avec la norme ﬁnie
( ∫
ℜλ=η
m∑
l=0
|λ|2l‖U(λ, ·)‖2
Vm−lα (S2;B)
dℑλ
) 1
2
, (1.26)
où B est le point d’intersection de la sphère avec σ.
Preuve : La preuve est basée sur l’application des Théorèmes 1.3.3 et 1.3.6. Comme on
va travailler dans les coordonnées sphériques, aﬁn d’éviter toute confusion, on va noter rσ
la distance à σ et ρ la distance à l’origine.
Soit γ ∈ N3. Rappelons que les dérivées cartésiennes peuvent être écrites en termes des
dérivées par rapport aux coordonnées sphériques (voir [32, p. 19]), et qu’on a
ρ|γ|Dγu =
∑
l+|β|≤|γ|
pl,β(θ)(ρ∂ρ)l∂
β
Θu,
pour certaines fonctions régulières pl,β ∈ C∞(S2).
Observons que la distance rσ est équivalente au produit ρrB, où rB est, la distance
angulaire au point B, donnée pour x proche de (1, 0, 0) dans la première carte par
rB =
√
(θ − π
2
)2 + ϕ2.
En eﬀet, au voisinage de (1, 0, 0) (c-à-d. de θ = π
2
, ϕ = 0 dans la première carte), on a
rσ = min
(x1,0,0)∈σ
√
(x− x1)2 + y2 + z2
∼
√
y2 + z2 = ρ
√
sin2 θ sin2 ϕ+ cos2 θ.
Au voisinage de θ = π
2
et ϕ = 0, on a
sin θ ∼ 1, sinϕ ∼ ϕ et cos θ ∼ −(θ − π
2
).
Ce qui donne
rσ ∼ ρ
√
ϕ2 + (θ − π
2
)2 = ρrB.
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Donc, par déﬁnition on a
‖u‖2Vmα (R3;σ) =
∑
|γ|≤m
∫
R3
∣∣∣(rBρ)α+|γ|−mDγu(x, y, z)∣∣∣2dxdydz
=
∑
|γ|≤m
∫
S2
r
2(α+|γ|−m)
B
( ∞∫
0
ρ2(α−m+1)
∣∣∣ ∑
l+|β|≤|γ|
pl,β(Θ)(ρ∂ρ)l∂
β
Θu(ρ,Θ)
∣∣∣2dρ)dΘ.
Comme pour tout l ∈ N, β ∈ Nn−1 tels que l + |β| ≤ |γ|, on a pl,β ∈ C∞(S2), on déduit
‖u‖2Vmα (R3;σ) .
∑
|γ|≤m
∫
S2
r
2(α+|γ|−m)
B
( ∞∫
0
ρ2(α−m+1)
∣∣∣ ∑
l+|β|≤|γ|
(ρ∂ρ)l∂
β
Θu(ρ,Θ)
∣∣∣2dρ)dΘ.
Grâce au Théorème 1.3.3 et le théorème de Fubini, on peut appliquer le théorème de
Parseval pour la transformée de Mellin (Théorème 1.3.6) et en utilisant les résultats du
Lemme 1.3.5 (voir aussi [32, p. 104]), on obtient :
‖u‖2Vmα (R3;σ) .
∑
|γ|≤m
∫
S2
∑
l+|β|≤|γ|
r
2(α+|γ|−m)
B
( ∫
ℜλ=η
∣∣∣M[(ρ∂ρ)l∂βΘu](λ,Θ)∣∣∣2dℑλ
)
dΘ
=
∑
|γ|≤m
∫
S2
∑
l+|β|≤|γ|
r
2(α+|γ|−m)
B
( ∫
ℜλ=− 1
2
−ǫ
|λ|2l
∣∣∣∂βΘM[u](λ,Θ)∣∣∣2dℑλ
)
dΘ.
Or, comme |γ| ≤ m et l + |β| ≤ |γ|, on obtient
‖u‖2Vmα (R3;σ) .
m∑
l=0
∫
S2
∑
|β|≤m−l
r
2(α+|β|−(m−l))
B
( ∫
ℜλ=η
|λ|2l
∣∣∣∂βΘM[u](λ,Θ)∣∣∣2dℑλ
)
dΘ
=
∫
ℜλ=η
m∑
l=0
|λ|2l
∥∥∥M[u](λ, ·)∥∥∥2
Vm−lα (S2;B)
dℑλ.
Supposons maintenant que u ∈ V mα (R3;σ) et montrons que la norme (1.26) est ﬁnie.
Par les propriétés de la transformée de Mellin, on a
∫
ℜλ=− 1
2
−ǫ
m∑
l=0
|λ|2l
∥∥∥M [u](λ, ·)∥∥∥2
Vm−lα (S2)
dℑλ
=
∫
ℜλ=− 1
2
−ǫ
m∑
l=0
|λ|2l
∫
S2
∑
|β|≤m−l
|rα+|β|−(m−l)B ∂βΘM[u](λ,Θ)|2dΘdℑλ
=
m∑
l=0
∑
|β|≤m−l
∫
S2
r
2(α+|β|−m+l)
B
∫
ℜλ=− 1
2
−ǫ
|M[(ρ∂ρ)l∂βΘu](λ,Θ)|2dℑλdΘ.
Comme u ∈ V mα (R3;σ) et grâce au théorème de Fubini, en appliquant l’égalité de Parseval
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pour la transformée de Mellin (Théorème 1.3.6), on obtient donc
∫
ℜλ=− 1
2
−ǫ
m∑
l=0
|λ|2l
∥∥∥M[u](λ, ·) ∥∥∥2
Vm−lα (S2;B)
dℑλ
= 2π
∞∫
0
m∑
l=0
ρ2(α−m+
3
2
)
∫
S2
∑
|β|≤m−l
r
2(α−m+|β|+l)
B |(ρ∂ρ)l∂βΘu|2dΘ
dρ
ρ
.
Or grâce à la section 8.4.a de [11], pour tout β ∈ Nn−1 et l ∈ N, on a
(ρ∂ρ)l∂
β
Θu =
∑
|δ|≤l+|β|
qδ(Θ)ρ|δ|Dδu,
avec qδ ∈ C∞(S2) pour tout δ ∈ Nn. On en déduit donc que
∫
ℜλ=− 1
2
−ǫ
m∑
l=0
|λ|2l
∥∥∥M[u](λ, ·)∥∥∥2
Vm−lα (S2;B)
dℑλ
.
∞∫
0
∑
|β|+l≤m
ρ2(α−m)
∫
S2
r
2(α−m+|β|+l)
B
∑
|δ|≤l+|β|
|ρ|δ|Dδu|2dΘρ2dρ
.
∞∫
0
∑
|β|+l≤m
∑
|δ|≤l+|β|
ρ2(α−m+|δ|)
∫
S2
r
2(α−m+|δ|)
B |Dδu|2dΘρ2dρ ∼ ‖u‖2Vmα (R3;σ).
Comme conclusion, on a
‖u‖2Vmα (R3;σ) ≃
∫
ℜλ=− 1
2
−ǫ
m∑
l=0
|λ|2l
∥∥∥M[u](λ, ·)∥∥∥2
Vm−lα (S2;B)
dℑλ.
Remarque 1.3.8. Notons que par le Théorème 1.3.7, (1.25) reste vrai pour tout u ∈
V mα (R
3;σ) si σ est une demi droite, k ≤ m et λ ∈ R[m− α− 3
2
].
1.4 Définition et propriétés de l’espace M 1α(R
3;σ)
Dans le but de transformer
∫
R3
∇u · ∇ψ en terme de la transformée de Mellin (voir le
Lemme 1.4.6), on a besoin d’introduire l’espace M1α(R
3;σ).
Définition 1.4.1. Soit α un nombre réel et soit σ l’axe des x positifs de R3. Alors on
déﬁnit
M1α(R
3;σ) = {ψ ∈ L2loc(R3) | ‖ψ‖M1α(R3;σ) <∞},
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où
‖ψ‖M1α(R3;σ) :=
(∫
R3
(|rασρ−1ψ|2 + |rασ∇ψ|2)
) 1
2
, (1.27)
avec ρ la distance à l’origine, et aﬁn d’éviter toute confusion, on utilise la notation rσ
pour la distance à σ.
Théorème 1.4.2. Soit α un nombre réel et soient σ l’axe des x positifs de R3 et B
l’intersection de la sphère avec σ. Alors la transformée de Mellin u 7→ M[u] induit un
isomorphisme de M1α(R
3;σ) dans l’espace de fonctions U : R[−α− 1
2
]×S2 → C : (λ,Θ) 7→
U(λ,Θ) avec la norme ﬁnie
(∫
ℜλ=−α− 1
2
1∑
l=0
|λ|2l‖U(λ, ·)‖2
H1−lα (S2;B)
dℑλ
) 1
2
.
Preuve : On utilise les mêmes notations comme dans la preuve du Théorème 1.3.7 et on
note par ∇Tw la composante tangentielle du gradient, i.e., ∇ = 1ρ∇T +Θ∂ρ, avec Θ = x|x| .
Soit u ∈ M1α(R3;σ) ⊂ V 1α (R3; 0). Alors la transformée de Mellin de u existe et est déﬁnie
sur la droite ℜλ = −α− 1
2
. Par déﬁnition on a
‖u‖2M1α(R3;σ) =
∫
R3
(
|rασρ−1u(x, y, z)|2 + |rασ∇u(x, y, z)|2
)
dxdydz
∼
∫
S2
∞∫
0
r2αB ρ
2α
(
|u(ρ,Θ)|2 + |ρ ∂
∂ρ
u(ρ,Θ)|2|∇Tψ(ρ,Θ)|2
)
dρdΘ.
Grâce au théorème de Fubini, on applique l’égalité de Parseval pour la transformée de
Mellin (Théorème 1.3.6) et on utilise le Lemme 1.3.5, on obtient
‖u‖2M1α(R3;σ) ∼
∫
S2
∫
ℜλ=−α− 1
2
r2αB
(
|M[u](λ,Θ)|2 + |λ|2|M[u](λ,Θ)|2
+|∇TM[u](λ,Θ)|2
)
dℑλdΘ
=
∫
ℜλ=−α− 1
2
1∑
l=0
|λ|2l‖M[u](λ, ·)‖2
H1−lα (S2;B)
dℑλ.
Remarque 1.4.3. Notons que, par le Théorème 1.4.2, (1.25) reste vrai pour tout u ∈
M1α(R
3;σ) si σ est une demi droite et λ ∈ R[−α− 1
2
].
La relation entre V 1α (R
3;σ) et M1α(R
3;σ) dépend du signe de α. Si α est négatif, on a
juste l’inclusion tandis que si α est positif alors les deux espaces sont les mêmes.
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Corollaire 1.4.4. Soit σ l’axe des x positifs de R3. Pour tout α > 0, on a les injections
V 1−α(R
3;σ) →֒M1−α(R3;σ) →֒ V 1−α(R3; 0).
Preuve : Soit ψ ∈M1−α(R3;σ) et vériﬁons que ψ ∈ V 1−α(R3; 0). En utilisant le fait que la
distance angulaire rB est bornée, on a
∫
R3
|ρ−α−1ψ|2 .
∞∫
0
∫
S2
|ρ−α−1r−αB ψ|2 =
∫
R3
|r−ασ ρ−1ψ|2 <∞,
ainsi que
∫
R3
|ρ−α∇ψ|2 .
∞∫
0
|ρ−αr−αB ∇ψ|2 =
∫
R3
|r−ασ ∇ψ|2 <∞.
On en déduit donc l’injection de M1−α(R
3;σ) dans V 1−α(R
3; 0).
Vériﬁons maintenant que V 1−α(R
3;σ) →֒M1−α(R3;σ). Soit ψ ∈ V 1−α(R3;σ).
Comme V 1−α(S
2;B) →֒ H1−α(S2;B) alors par les Théorèmes 1.3.7 et 1.4.2, on a
‖ψ‖2M1
−α(R
3;σ) ≃
∫
ℜλ=α− 1
2
1∑
l=0
|λ|2l‖M(ψ)(λ, ·)‖2
H1−l
−α (S
2;B)
dℑλ
.
∫
ℜλ=α− 1
2
1∑
l=0
|λ|2l‖M(ψ)(λ, ·)‖2
V 1−l
−α (S
2;B)
dℑλ
≃ ‖ψ‖2V 1
−α(R
3;σ).
Corollaire 1.4.5. Soit σ l’axe des x de R3. Pour tout α > 0, on a
V 1α (R
3;σ) = M1α(R
3;σ).
Preuve : Par la Proposition 1.1.15 on a H1α(S
2;B) = V 1α (S
2;B), et la conclusion découle
par les Théorèmes 1.3.7 et 1.4.2.
Lemme 1.4.6. Soient α > 0 et σ l’axe des x positifs de R3. Pour tout u ∈ V 1α (R3;σ) et
ψ ∈M1−α(R3;σ), on a
∫
R3
∇u · ∇ψ = 1
2π
∫
S2
∫
ℜλ=− 1
2
−α
[
∇TM(u)(λ,Θ) · ∇TM(ψ)(−1− λ¯,Θ)
−(λ2 + λ)M(u)(λ,Θ)M(ψ)(−1− λ¯,Θ)
]
dℑλdΘ.
(1.28)
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Remarque 1.4.7. Rappelons que comme α > 0, V 1α (R
3;σ) = M1α(R
3;σ).
Remarque 1.4.8. Observons que comme u ∈ V 1α (R3;σ), par le Théorème 1.3.7, sa trans-
formée de Mellin est bien déﬁnie sur la droite ℜλ = −α − 1
2
. De la même façon si
ψ ∈ M1−α(R3;σ), par le Théorème 1.4.2, sa transformée de Mellin est bien déﬁnie pour
µ = −1− λ¯ avec toujours ℜλ = −α− 1
2
.
Preuve : En réécrivant le gradient en coordonnées sphériques on peut écrire
∫
R3
∇u · ∇ψdx =
∫
S2
∞∫
0
(
∂u
∂ρ
∂ψ
∂ρ
+
1
ρ
∇Tu · 1
ρ
∇Tψ
)
ρ2dρdΘ, (1.29)
où on rappelle que ∇Tu est la composante tangentielle du gradient, i.e. ∇ = 1ρ∇T +Θ∂ρ.
Commençons par calculer le premier terme de l’intégrale à droite. Par l’égalité de Parseval
pour la transformée de Mellin (Théorème 1.3.6), le Lemme 1.3.5 et la Remarque 1.4.3, on
peut écrire
∫
S2
∫ ∞
0
∂u
∂ρ
∂ψ
∂ρ
ρ2dρdΘ
=
1
2π
∫
S2
∫
R
M
[
ρ
∂u
∂ρ
]
(−1
2
− α+ iξ,Θ)M
[
ρ
∂ψ
∂ρ
]
(−1
2
+ α+ iξ,Θ)dξdΘ
=
1
2π
∫
S2
∫
ℜλ=− 1
2
−α
M[ρ
∂u
∂ρ
](λ,Θ)M[ρ
∂ψ
∂ρ
](−1− λ,Θ)dℑλdΘ
=
1
2π
∫
S2
∫
ℜλ=− 1
2
−α
−λ(λ+ 1)M[u](λ,Θ)M[ψ](−1− λ,Θ)dℑλdΘ.
Revenons au deuxième terme de l’intégrale. Comme précédemment, en utilisant l’égalité
de Parseval pour la transformée de Mellin (Théorème 1.3.6), on obtient
∫
S2
∫ ∞
0
1
ρ
∇Tu· 1ρ∇T ψ¯ρ2dρdΘ
=
1
2π
∫
S2
∫
R
M
[
∇Tu
]
(−1
2
− α+ iξ,Θ)M
[
∇Tψ
]
(−1
2
+ α+ iξ,Θ)dξdΘ
=
1
2π
∫
S2
∫
ℜλ=− 1
2
−α
M[∇Tu](λ,Θ) ·M[∇Tψ](−1− λ,Θ)dℑλdΘ
=
1
2π
∫
S2
∫
ℜλ=− 1
2
−ǫ
∇TM(u)(λ,Θ) · ∇TM(ψ)(−1− λ¯,Θ)dℑλdΘ.
Donc (1.28) se déduit directement par (1.29).
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Ce chapitre est consacré à l’étude de l’équation de Laplace avec une masse de Diracdans le second membre, étant donné q ∈ L2(R), on cherche à résoudre
 −∆u = qδσ, dans Q,u = 0, sur ∂Q,
où σ représente une fracture unidimensionnelle droite et inﬁnie dans le cylindre Q, ainsi
que l’équation de la chaleur, avec un second membre qui contient toujours la masse de
Dirac, 
∂tu−∆u = gδ0, dans (0,∞)× Ω,
u = 0, sur (0,∞)× ∂Ω,
u(0, ·) = 0, dans Ω,
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avec g ∈ L2(0,∞) et Ω un ouvert borné de R2.
Une application de la transformée de Fourier (resp. de Laplace) sur l’équation de
Laplace (resp. de la chaleur) nous amène à étudier l’équation de Helmholtz en 2D avec un
paramètre complexe k et un second membre qui contient la masse de Dirac en un point.
Cette dernière peut être résolue en décomposant la solution en une solution fondamentale
du problème de Helmholtz qui est la fonction de Hankel, et un reste qui doit être étudié et
qui est une solution du problème de Helmholtz mais avec un second membre plus régulier.
2.1 Problème de Helmholtz en dimension 2
2.1.1 Problème de Helmholtz avec un second membre régulier
On commence par un résultat qui peut être déduit par [1, Théorème 4.1], mais la
structure simple de l’équation de Helmholtz permet de donner une preuve plus facile que
celle dans [1].
Théorème 2.1.1. Soient Ω un ouvert borné de Rn à frontière lipschitzienne, h ∈ L2(Ω)
et k ∈ C tel que π
4
≤ arg k ≤ 3π
4
. Alors le problème
 ∆w + k
2w = h, dans Ω,
w = 0, sur ∂Ω,
(2.1)
admet une unique solution variationnelle w ∈ H˚1(Ω). Cette solution satisfait
‖w‖1,Ω,|k|+1 . ‖h‖0,Ω. (2.2)
De plus, pour tout m ≥ 2, si ∂Ω ∈ Cm et h ∈ Hm−2(Ω), alors w ∈ Hm(Ω) avec
‖w‖m,Ω,|k|+1 . ‖h‖m−2,Ω,|k|+1. (2.3)
Preuve : Notons k := η + iξ. La formulation variationnelle du problème (2.1) est
∀v ∈ H˚1(Ω),
∫
Ω
∇w · ∇v − k2
∫
Ω
w v =
∫
Ω
h v. (2.4)
Un tel problème a une unique solution par le lemme de Lax-Milgram, comme on a par
hypothèse π
4
≤ arg k ≤ 3π
4
, ce qui implique que ℜ(−k2) ≥ 0.
Étape 1 : Preuve de (2.2). Choisissons v = w dans (2.4), on obtient
∫
Ω
|∇w|2 − k2
∫
Ω
|w|2 = −
∫
Ω
h w. (2.5)
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Alors en prenant la partie réelle de cette identité, on trouve∫
Ω
|∇w|2 + ℜ(−k2)
∫
Ω
|w|2 ≤ ‖h‖0,Ω‖w‖0,Ω.
Rappelons que ℜ(−k2) ≥ 0 et utilisons l’inégalité de Poincaré, on déduit que
|w|1,Ω . ‖h‖0,Ω, (2.6)
aussi bien que
ℜ(−k2)‖w‖20,Ω ≤ ‖h‖0,Ω‖w‖0,Ω,
ou encore
(ξ2 − η2)‖w‖0,Ω ≤ ‖h‖0,Ω. (2.7)
D’autre part, en prenant la partie imaginaire de (2.5), on obtient
|ℑ(−k2)|‖w‖20,Ω ≤ ‖h‖0,Ω‖w‖0,Ω,
et alors
2|η||ξ|‖w‖0,Ω ≤ ‖h‖0,Ω. (2.8)
Grâce à (2.7), (2.8) et le fait que |η| < |ξ| (ce qui implique |k|2 ≤ ξ2 − η2 + 2|η||ξ|),
on en déduit que
|k|2‖w‖0,Ω . ‖h‖0,Ω. (2.9)
Cette estimation et l’inégalité (2.6) (en utilisant toujours l’inégalité de Poincaré)
donnent
(1 + |k|)‖w‖0,Ω ≤ (1 + |k|)2‖w‖0,Ω . (1 + |k|2)‖w‖0,Ω . ‖h‖0,Ω. (2.10)
Par la Proposition 1.0.4, en utilisant (2.10) et (2.6) on a directement (2.2).
Étape 2 : Preuve de (2.3). Ceci se fait par itération.
Montrons d’abord que (2.3) est vrai pour m = 2. On peut considérer w comme
solution du problème  −∆w = h− k
2w dans Ω,
w = 0 sur ∂Ω.
En utilisant [10, Théorème 9.25, p. 298] et l’inégalité (2.9), on obtient
‖w‖2,Ω . ‖h‖0,Ω + |k|2‖w‖0,Ω . ‖h‖0,Ω. (2.11)
Comme par la Proposition 1.0.4, on a
‖w‖2,Ω,|k|+1 ∼ ‖w‖2,Ω + (|k|+ 1)2‖w‖0,Ω, (2.12)
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l’estimation (2.3) pour m = 2 résulte de (2.10) et (2.11).
Montrons maintenant que si (2.3) est vrai pour ℓ, alors elle reste vrai pour ℓ+ 1.
Comme avant, par la Proposition 1.0.4, on a
‖w‖ℓ+1,Ω,|k|+1 ≃ ‖w‖ℓ+1,Ω + (|k|+ 1)ℓ+1‖w‖0,Ω. (2.13)
En appliquant toujours [10, Théorème 9.25, p. 298], on obtient
‖w‖ℓ+1,Ω ≤ ‖h‖ℓ−1,Ω + |k|2‖w‖ℓ−1,Ω
≤ ‖h‖ℓ−1,Ω + (|k|+ 1)‖w‖ℓ,Ω,|k|+1
Alors par l’hypothèse de récurrence, on obtient
‖w‖ℓ+1,Ω . ‖h‖ℓ−1,Ω + (|k|+ 1)‖h‖ℓ−2,Ω,|k|+1
. ‖h‖ℓ−1,Ω,|k|+1.
En utilisant maintenant (2.10), on obtient
(|k|+ 1)ℓ+1‖w‖0,Ω . (|k|+ 1)ℓ−1‖h‖0,Ω . ‖h‖ℓ−1,Ω,|k|+1.
Ce qui donne (2.3) pour ℓ grâce à (2.13).
2.1.2 Les fonctions de Hankel
On commence par quelques propriétés de base des fonctions de Hankel qui peuvent
être trouvées dans [25].
Définition 2.1.2. Si n est un entier, les fonctions de Hankel H(1)n (z) de type 1 et d’ordre
n, sont des fonctions continues sur C\{0} qui satisfont :
• H(1)n (z) est équivalente à
√
2
π
z−
1
2 ei(z−
1
2
nπ− 1
4
π) si |z| est grand et −π + δ ≤ arg z ≤
π − δ, où δ est une constante positive assez petite.
• Dans un voisinage de z = 0 dans C\{0}, H(1)n (z) est équivalente à −
i
π
(n− 1)!
(
1
2
z
)−n
, si n > 0,
2i
π
ln z, si n = 0.
Proposition 2.1.3. Soit z un nombre complexe et soit n un entier positif, on a
H
(1)
−n(z) = (−1)nH(1)n (z).
Proposition 2.1.4. (Dérivation des fonctions de Hankel)
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Pour tout ℓ, n ∈ N, on a
(
H(1)n
)(ℓ)
(z) =
1
2ℓ
ℓ∑
k=0
(−1)kCkℓH(1)n−ℓ+2k(z).
En particulier, on a
(
H
(1)
0
)′
(z) = −H(1)1 (z).
Définition 2.1.5. Pour k ∈ C\{0}, on déﬁnit
Hk(x, y) :=
i
4
H
(1)
0 (k
√
x2 + y2), ∀(x, y) ∈ R2\{(0, 0)},
aussi bien que
H0(x, y) := − 12π ln
√
x2 + y2, ∀(x, y) ∈ R2\{(0, 0)}.
Selon [2, Lemma 2.2.4, p. 98], on a le Lemme suivant.
Lemme 2.1.6. Pour k ∈ C, ces fonctions sont les solutions fondamentales du problème
de Helmholtz
(∆ + k2)Hk = δ0, dans D′(R2). (2.14)
Preuve : Étape 1 : Montrons que pour k ∈ C\{0}, Hk est la solution du problème
(2.14).
Soit ϕ ∈ D(R2) et soit R > 0 tel que supp(ϕ) ⊂ B(0, R). On a
〈(∆ + k2)Hk, ϕ〉 = 〈Hk, (∆ + k2)ϕ〉
= lim
ǫ→0
∫
B(0,R)\B(0,ǫ)
Hk (∆ + k2)ϕ dx.
Par application de la formule de Green et comme (∆+ k2)Hk = 0 sur R2\{0} (voir [44]),
on obtient
〈(∆ + k2)Hk, ϕ〉 = lim
ǫ→0
[ ∫
B(0,R)\B(0,ǫ)
(∆ + k2)Hkϕ dx+
∫
∂(B(0,R)\B(0,ǫ))
(
∂ϕ
∂ν
Hk − ∂Hk
∂ν
ϕ) dσ
]
= lim
ǫ→0
2π∫
0
(
ǫ
∂ϕ
∂r
(ǫ, θ)Hk(ǫ)− ǫ∂Hk
∂r
(ǫ)ϕ(ǫ, θ)
)
dθ.
Comme ∂ϕ
∂r
est borné, Hk(r) ∼ ln(kr) au voisinage de zéro et lim
ǫ→0
ǫ ln ǫ = 0, on déduit que
lim
ǫ→0
2π∫
0
ǫHk(ǫ)
∂ϕ
∂r
(ǫ, θ)dθ = 0.
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Enﬁn, on conclut donc comme
− lim
ǫ→0
2π∫
0
ǫ
∂Hk
∂r
(ǫ)ϕ(ǫ, θ)dθ = lim
ǫ→0
2π∫
0
1
2π
ϕ(ǫ, θ)dθ = ϕ(0, 0).
Étape 2 : Si k = 0, H0 est la solution fondamentale du laplacien. En eﬀet, soit ϕ ∈ D(R2)
et soit R1 > 0 tel que supp(ϕ) ⊂ B(0, R1). Par déﬁnition, on a
〈∆ ln r, ϕ〉 = 〈ln r,∆ϕ〉
= lim
ǫ→0
∫
B(0,R1)\B(0,ǫ)
ln r ∆ϕ dx,
Utilisons la formule de Green, on obtient
〈∆ ln r, ϕ〉 = lim
ǫ→0
( ∫
B(0,R1)\B(0,ǫ)
∆(ln r) ϕ dx+
∫
∂(B(0,R)\B(0,ǫ))
(
∂ϕ
∂ν
ln r − ∂(ln r)
∂ν
ϕ) dσ
)
= lim
ǫ→0
2π∫
0
(
ǫ ln ǫ
∂ϕ
∂r
(ǫ, θ)− ϕ(ǫ, θ)
)
dθ.
En utilisant le fait que ∂ϕ
∂r
est borné, et lim
ǫ→0
ǫ ln ǫ = 0, on a
〈∆ ln r, ϕ〉 = −2πϕ(0, 0) = −2π〈δ0, ϕ〉,
donc pour k = 0, H0 = − 12π ln r est une solution de (2.14) au sens des distributions.
Proposition 2.1.7. Soit k ∈ C tel que π
4
≤ arg k ≤ 3π
4
. Alors les solutions fondamentales
Hk sont dans L
p(Ω) pour tout p > 1 et dans W 1,p(Ω) pour tout p < 2.
Preuve : Fixons R > 0 le rayon d’une boule telle que Ω ⊂ B(0, R) et rappelons que au
voisinage de zéro, on a, par la Déﬁnition 2.1.2 et par la Proposition 2.1.4,
Hk ∼ ln(kr) et ∂
∂r
Hk ∼ 1
r
.
Cas 1 : Pour k 6= 0, Hk ∈ W 1,p(Ω) pour p < 2.
• Montrons d’abord que pour k 6= 0, Hk ∈ Lp(Ω). En eﬀet, pour ǫ assez petit et
45/149
Problème elliptique avec une fracture inﬁnie et problèmes paraboliques avec donnée sous
forme de mesure
0 < µ < 2
p
, on a
∫
Ω
|Hk|pdx .
2π∫
0
ǫ∫
0
| ln(kr)|prdrdθ +
2π∫
0
R∫
ǫ
|H(1)0 (kr)|prdrdθ
.
2π∫
0
ǫ∫
0
|kr|−µprdrdθ +
2π∫
0
R∫
ǫ
|H(1)0 (kr)|prdrdθ
.
ǫ∫
0
r−µp+1dr +
2π∫
0
R∫
ǫ
|H(1)0 (kr)|prdrdθ∞,
car
ǫ∫
0
r−µp+1dr <∞ dès que 0 < µ < 2
p
et comme H(1)0 est une fonction continue sur
R
2\{(0, 0)} et {(x, y) | ǫ ≤ √x2 + y2 ≤ R} est compact dans R2\{(0, 0)}.
• Montrons que pour k 6= 0, ∇Hk ∈ (Lp(Ω))2 pour p < 2.
Comme Hk est une fonction radiale, on a seulement à estimer les dérivées par rapport
à r. On obtient
2π∫
0
R∫
0
|∂Hk
∂r
|prdrdθ .
2π∫
0
ǫ∫
0
r1−pdr +
2π∫
0
R∫
ǫ
| ∂
∂r
H
(1)
0 (kr)|prdrdθ
=
2π∫
0
ǫ∫
0
r1−pdr + |k|p
2π∫
0
R∫
ǫ
|H(1)1 (kr)|prdrdθ∞,
car
ǫ∫
0
r1−pdr < ∞ dès que p < 2 et grâce au fait que H(1)1 est une fonction continue
sur R2\{(0, 0)} et {(x, y) | ǫ ≤ √x2 + y2 ≤ R} est compact dans R2\{(0, 0)}.
Cas 2 : H0 ∈ W 1,p(Ω) pour p < 2.
• Montrons d’abord que H0 ∈ Lp(Ω). En eﬀet, pour ǫ assez petit et 0 < µ < 2p , on a
∫
Ω
|H0|pdxdy ≤ 1(2π)p
2π∫
0
R∫
0
| ln(r)|prdrdθ
≤ 1
(2π)p
2π∫
0
ǫ∫
0
|r|−µprdrdθ + 1
(2π)p
2π∫
0
R∫
ǫ
| ln(r)|prdrdθ
≤ 1
(2π)p−1
ǫ∫
0
r−µp+1dr +
1
(2π)p
2π∫
0
R∫
ǫ
| ln(r)|prdrdθ <∞,
car
R∫
0
r−µp+1dr <∞ dès que 0 < µ < 2
p
et la fonction r → r| ln r|p est continue sur le
compact [ǫ, R].
• Montrons que ∇H0 ∈ (Lp(Ω))2 pour p < 2. Comme dans la première étape, en
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utilisant le fait que H0 est une fonction radiale, nous obtenons
∫
Ω
|∇H0|pdxdy ≤
2π∫
0
R∫
0
|∂H0
∂r
|prdrdθ
≤ 1
(2π)p−1
R∫
0
r1−pdr <∞,
car
R∫
0
r1−pdr <∞ dès que p < 2.
On a donc montré, dans les deux cas, que les solutions fondamentales sont dans W 1,p(Ω)
pour p < 2.
Notons que la preuve ci-dessus ne donne pas l’indépendance en k de la norme Lp (resp.
W 1,p) de Hk, mais en fait on n’en a pas besoin.
Pour la suite, on a besoin d’une certaine régularité des fonctions Hk en termes des espace
de Sobolev à poids.
Proposition 2.1.8. Soient Ω un ouvert borné de R2 qui contient l’origine, k ∈ C\{0}
tel que |k| > 1 et δ ≤ arg k ≤ π − δ pour un certain δ ∈ (0, π
2
).
La fonction
Hk =
 Hk si |k| > 1,H0 si |k| ≤ 1,
où Hk, déﬁni dans la Déﬁnition 2.1.5, et H0 := − 12π ln r sont respectivement les solutions
fondamentales dans Ω de
(∆ + k2)Hk = δ0 et ∆H0 = δ0,
appartient à l’espace V mα (Ω; 0) pour tout m ≥ 1 et α > m − 1. De plus, il existe une
constante positive c(δ) dépendante de δ (mais pas de k) telle que
m∑
l=0
|k|2l‖Hk‖2Vm−lα (Ω;0) ≤ c(δ). (2.15)
Preuve : Notons k = ρeiθ avec ρ = |k| > 1 et δ ≤ θ = arg k ≤ π − δ pour un certain
δ ∈ (0, π
2
). Déﬁnissons
I(k) =
m∑
l=0
|k|2l‖Hk‖2Vm−lα (Ω;0),
et ǫ = α− (m− 1) > 0. On distingue deux cas :
Cas 1 : |k| > 1, dans ce cas
I(k) =
m∑
l=0
|k|2l
∫
Ω
∑
|γ|≤m−l
|DγHk|2r2α−2(m−l)+2|γ|dxdy.
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Comme Hk est une fonction radiale alors |DγHk| . |∂
nHk
∂rn
| avec n := |γ|. On en déduit
I(k) .
m∑
l=0
|k|2l
m−l∑
n=0
∫
Ω
∣∣∣ ∂n
∂rn
Hk
∣∣∣2r2α−2(m−l)+2ndxdy
.
m∑
l=0
|k|2l
m−l∑
n=0
|k|2n
R∫
0
∣∣∣(H(1)0 )(n)(kr)∣∣∣2r2α−2(m−l)+2n+1dr,
où R > 0 est ﬁxé suﬃsamment grand et tel que la boule B(0, R) contient Ω. En
eﬀectuant le changement de variables s = |k|r, on obtient
I(k) .
m∑
l=0
|k|2l
m−l∑
n=0
|k|2(m−l)−2α−2
R|k|∫
0
∣∣∣(H(1)0 )(n)(eiθs)∣∣∣2s2α−2(m−l)+2n+1ds.
On aura donc, en se souvenant que |k| = ρ > 1 et que ǫ = α−m+ 1 > 0,
I(k) .
m∑
l=0
m−l∑
n=0
|k|2m−2(α+1)
∞∫
0
∣∣∣(H(1)0 )(n)(eiθs)∣∣∣2s2α−2(m−l)+2n+1ds
=
m∑
l=0
|k|−2ǫ
∞∫
0
∣∣∣(H(1)0 )(eiθs)∣∣∣2s2α−2(m−l)+1ds
+
m∑
l=0
|k|−2ǫ
m−l∑
n=1
∞∫
0
∣∣∣(H(1)0 )(n)(eiθs)∣∣∣2s2α−2(m−l)+2n+1ds.
Étudions le comportement de l’intégrant dans les deux intégrales près de zéro et de
l’inﬁni. Regardons d’abord la première somme. On a pour 0 < µ < 1 ﬁxé :
• pour tout s ∈]0, µ[ et si 0 < ν < ǫ, |H(1)0 (eiθs)|2 . | ln(eiθs)|2 . s−2ν ,
• pour tout s ∈]µ,∞[, |H(1)0 (eiθs)|2 ∼ s−1|eiseiθ |2 ∼ s−1e−2s sin θ . s−1e−2s sin δ.
On en déduit
m∑
l=0
|k|−2ǫ
∞∫
0
∣∣∣H(1)0 (eiΘs)∣∣∣2 s2α−2(m−l)+1ds
.
m∑
l=0
|k|−2ǫ
( µ∫
0
s−2ν+2α−2(m−l)+1ds +
∞∫
µ
s2α−2(m−l)e−2s sin δds
)
=
m∑
l=0
|k|−2ǫ
( µ∫
0
s−2ν+2ǫ+2l−1ds +
∞∫
µ
s2ǫ+2l−2e−2s sin δds
)
.
Pour tout l, les deux intégrales convergent dès que ν < ǫ.
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Regardons la deuxième somme. On a, par la Proposition 2.1.4, si n est impair
|(H(1)0 )(n)(eiθs)|2 .
n−1
2∑
p=0
|H(1)1+2p(eiθs)|2,
et si n est pair
|(H(1)0 )(n)(eiθs)|2 .
n
2∑
p=0
|H(1)2p (eiθs)|2.
Comme pour s proche de 0, on a, par la Déﬁnition 2.1.2, pour ν > 0,
H(1)ν (s) ∼ s−ν et H(1)0 (s) ∼ ln s,
et au voisinage de l’inﬁni et tout ν ≥ 0,
H(1)ν (s) ∼ s−
1
2 eis,
on en déduit, pour tout n ≥ 1,
• pour tout s ∈]0, µ[,
∣∣∣(H(1)0 )(n)(eiΘs)∣∣∣2 . s−2n ,
• pour tout s ∈]µ,∞[,
∣∣∣(H(1)0 )(n)(eiΘs)∣∣∣2 . s−1 |eiseiΘ |2 . s−1e−2s sinΘ . s−1e−2s sin δ.
On obtient ainsi
m∑
l=0
|k|−2ǫ
m−l∑
n=1
∞∫
0
∣∣∣(H(1)0 )(n)(eiθs)∣∣∣2s2α−2(m−l)+2n+1ds
.
m∑
l=0
|k|−2ǫ
( µ∫
0
s−2n+2α−2(m−l)+2n+1ds +
∞∫
µ
s2α−2(m−l)+2ne−2s sin δds
)
.
m∑
l=0
|k|−2ǫ
( µ∫
0
s2ǫ+2l−1ds +
∞∫
µ
s2ǫ+2l−2+2ne−2s sin δds
)
,
et les deux intégrales convergent. On en déduit donc l’existence d’une constante c(δ)
indépendante de k telle que pour tout |k| ≥ 1 on a
I(k) ≤ c(δ)
m∑
l=0
|k|−2ǫ ≤ (m+ 1)c(δ).
Cas 2 : |k| ≤ 1 : Dans ce cas
I(k) =
m∑
l=0
|k|2l
∫
Ω
∑
|γ|≤m−l
|DγH0|2r2α−2(m−l)+2|γ|dxdy.
De nouveau comme H0 est radiale, on obtient pour tout 0 < ν < ǫ et pour µ assez
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petit,
∑
|γ|≤m−l
∫
Ω
|DγH0|2 r2α−2(m−l)+2|γ|dxdy
.
2π∫
0
R∫
0
| ln r|2r2α−2(m−l)rdrdθ +
m−l∑
n=1
2π∫
0
R∫
0
| ∂
n
∂rn
H0|2r2α−2(m−l)+2nrdrdθ
.
µ∫
0
r−2ν+2ǫ+2l−1dr +
R∫
µ
| ln r|2r2α−2(m−l)rdr +
m−l∑
n=1
R∫
0
r2ǫ+2l−1dr ≤ C.
On en déduit que pour |k| ≤ 1,
I(k) ≤
m∑
l=0
|k|2lC ≤ (m+ 1)C.
Donc dans les deux cas, on a bien l’estimation (2.15), et en particulier, pour tout l =
0, ..,m, Hk ∈ V m−lα (Ω; 0) avec α > m− 1.
2.1.3 Problème de Helmholtz avec un second membre Dirac
Soit Ω un ouvert borné de R2 tel que 0 ∈ Ω et soit k ∈ C avec π
4
≤ arg k ≤ 3π
4
. Dans
cette sous-section, on considère le problème de Helmholtz avec un second membre Dirac : (∆ + k
2)uk = δ0, dans Ω,
uk = 0, sur ∂Ω.
(2.16)
Le cas k = 0 est déjà étudié dans [4], où ils ont prouvé l’existence d’une solution dans
W 1,p0 (Ω) pour tout p < 2. Dans un premier temps, notre but donc est de prouver un
résultat similaire pour tout k ∈ C vériﬁant les hypothèses précédentes, on montre ainsi
l’existence d’une unique solution de (2.16) dans
⋂
α>0
V˚ 1α (Ω; 0). Dans un deuxième temps,
on va donner plus de régularité sur uk en termes d’espaces de Sobolev avec poids.
Pour résoudre un tel problème, pour |k| grand (resp. petit), nous allons décomposer uk
sous la forme uk = (1 − η)Hk + wk (resp. uk = (1 − η)H0 + wk), où on rappelle que la
solution fondamentale Hk du problème de Helmholtz est déﬁnie dans le Déﬁnition 2.1.5,
η est une fonction de troncature et wk est le reste qui doit être étudié.
Corollaire 2.1.9. Soit Ω un ouvert borné de R2 à frontière lipschitzienne tel que 0 ∈ Ω
et soit k ∈ C tel que π
4
≤ arg k ≤ 3π
4
. Alors le problème (2.16) admet une solution uk dans
W 1,p0 (Ω) pour tout p < 2.
Preuve : Le cas k = 0 a été étudié dans [4].
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Fixons η une fonction de troncature telle que pour δ ∈]0, dist(0,∂Ω)
2
[ ﬁxé,
 η = 0 sur B(0, δ),η = 1 sur B(0, 2δ)c,
et décomposons la solution uk sous la forme
uk = (1− η)Hk + wk, (2.17)
avec
Hk =
 Hk si |k| > 1,H0 si |k| ≤ 1.
Comme Hk est solution de
(∆ + k2)Hk = δ0,
on aura donc que uk est solution de (2.16) si et seulement si wk est solution du problème (∆ + k
2)wk = hk dans Ω,
wk = 0 sur ∂Ω,
(2.18)
où hk est donné par
hk =
 −2∇(1− η) · ∇Hk −∆(1− η)Hk, si |k| > 1,−2∇(1− η) · ∇H0 −∆(1− η)H0 − k2(1− η)H0, si |k| ≤ 1. (2.19)
Remarquons que ∇(1− η) · ∇Hk ∈ C(Ω\B(0, δ)) et sur B(0, δ), on a ∇(1− η) · ∇Hk = 0,
on en déduit
∇(1− η) · ∇Hk ∈ L2(Ω).
De même, ∆(1− η)Hk ∈ L2(Ω). Comme H0 ∈ Lp(Ω) pour tout p, on conclut donc que hk
déﬁni par (2.19) est dans L2(Ω).
Montrons que le problème (2.18) a une solution faible wk ∈ H˚1(Ω). Sous formulation
faible, (2.18) s’écrit, pour tout v ∈ H˚1(Ω) :
∫
Ω
∇wk · ∇v − k2
∫
Ω
wkv = −
∫
Ω
hkv.
Posons
a(wk, v) =
∫
Ω
∇wk · ∇v − k2
∫
Ω
wkv,
et
L(v) = −
∫
Ω
hkv.
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On a
• (H˚1(Ω), ‖ · ‖1,Ω) est un espace de Hilbert.
• a(·, ·) est une forme sesquilinéaire continue sur H˚1(Ω). En eﬀet, ∀w, v ∈ H˚1(Ω)
|a(w, v)| ≤ |w|1,Ω|v|1,Ω + |k|2‖w‖0,Ω‖v‖0,Ω ≤ (1 + |k|2)‖w‖1,Ω‖v‖1,Ω.
• Il est clair que l’application L(·) est antilinéaire continue (puisque hk ∈ L2(Ω)).
• Grâce à l’inégalité de Poincaré, on a C > 0, tel que
ℜ
(
a(v, v)
)
= |v|21,Ω + ℜ(−k2)‖v‖20,Ω,
comme π
4
≤ arg k ≤ 3π
4
on trouve que ℜ(−k2) ≥ 0 et alors
ℜ
(
a(v, v)
)
≥ |v|21,Ω ≥ C‖v‖21,Ω,
ce qui donne la coercivité de a(·, ·).
En appliquant le lemme de Lax-Milgram, on déduit l’existence et l’unicité de la solution
wk du problème (2.18) dans H˚1(Ω).
Comme H1(Ω) ⊂ W 1,p(Ω) pour tout p < 2, on en déduit alors que wk ∈ W 1,p0 (Ω) pour
tout p < 2.
Par conséquent, la solution uk du problème (2.16), donnée par (2.17), est dans W
1,p
0 (Ω)
pour tout p < 2.
Montrons maintenant l’existence et l’unicité d’une solution du problème (2.16) dans⋂
α>0
V˚ 1α (Ω; 0) au sens faible.
Théorème 2.1.10. Soit Ω un ouvert borné de R2 à frontière lipschitzienne tel que 0 ∈ Ω
et soit k ∈ C tel que π
4
≤ arg k ≤ 3π
4
. Alors le problème (2.16) admet une unique solution uk
dans
⋂
α>0
V˚ 1α (Ω; 0), dans le sens qu’elle est l’unique fonction dans
⋂
α>0
V˚ 1α (Ω; 0) qui satisfait∫
Ω
∇uk ∇v − k2
∫
Ω
uk v = −v(0), ∀v ∈
⋃
α>0
H˚1−α(Ω; 0). (2.20)
De plus, pour tout α > 0, uk satisfait l’estimation
1∑
l=0
(1 + |k|2)l‖uk‖2V 1−lα (Ω;0) . 1.
Remarque 2.1.11. Rappelons que par la Proposition 1.1.8, pour α > 0, V˚ 1α (Ω; 0) =
H˚1α(Ω; 0).
Remarque 2.1.12. Observons que, par [11, Lemme 11.2.2] ou [13, Théorème 3.23], le
membre à droite de (2.20) est bien déﬁni.
Preuve : Étape 1 : Existence d’une solution.
Comme dans le Corollaire 2.1.9, à l’aide d’une fonction de troncature η qui est nulle au
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voisinage de zéro, la solution uk est décomposée en (1− η)Hk et wk (sous la forme (2.17))
avec wk ∈ H˚1(Ω) l’unique solution de (2.18).
Pour α > 0, par la Proposition 1.1.8, on conclut que wk ∈ ⋂
α>0
H˚1α(Ω; 0) =
⋂
α>0
V˚ 1α (Ω; 0).
De plus, grâce à la Proposition 2.1.8, comme Hk ∈ ⋂
α>0
V 1α (Ω; 0), on déduit que uk donné
par (2.17) est dans
⋂
α>0
V˚ 1α (Ω; 0). Comme uk résout
(∆ + k2)uk = δ0, dans D′(Ω), (2.21)
alors pour tout v ∈ D(Ω), on a
〈∇uk,∇v〉 − k2〈uk, v〉 = −v(0),
et on déduit donc que uk satisfait (2.20) par la densité de D(Ω) dans H˚1−α(Ω; 0) dans le
cas α ∈ (0, 1) et par la densité de D(Ω\{0}) dans H˚1−α(Ω; 0) dans le cas α ≥ 1 (voir la
Proposition 1.1.10).
Étape 2 : Unicité de la solution.
Supposons que (2.20) admet deux solutions dans
⋂
α>0
V˚ 1α (Ω; 0), alors leur diﬀérence d ∈⋂
α>0
V˚ 1α (Ω; 0) satisfait
∫
Ω
∇d · ∇v − k2
∫
Ω
d v = 0, ∀v ∈ ⋃
α>0
H˚1−α(Ω; 0). (2.22)
Observons que d ∈ L2(Ω) et π
4
≤ arg(−k) ≤ 3π
4
. Considérons alors v ∈ H˚1(Ω) la solution
de  ∆v + (−k)
2v = d, dans Ω,
v = 0, sur ∂Ω,
donnée par le Théorème 2.1.1, i.e., pour tout ϕ ∈ H˚1(Ω), v satisfait
∫
Ω
∇v · ∇ϕ− (−k)2
∫
Ω
v ϕ = −
∫
Ω
dϕ. (2.23)
Comme dans le Théorème 2.1.1, par un argument de localisation, on prouve que v ∈
H2loc(Ω). Une application du Corollaire 1.1.12 dans Ω1 ⊂ Ω permet de déduire que pour
v ∈ H˚1(Ω) ∩H2loc(Ω) et pour β ∈ (0, 1), on a v ∈ H˚1−β(Ω; 0).
Soit (dn)n ⊂ D(Ω) tel que dn → d dans H˚1α(Ω; 0) et donc aussi dans L2(Ω) (l’existence
d’une suite (dn)n∈ est garantie grâce à la Proposition 1.1.10), alors par (2.23), on a∫
Ω
∇v · ∇dn − (−k)2
∫
Ω
v dn +
∫
Ω
d dn = 0.
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Par conséquent, en utilisant (2.22), on déduit que
0 = lim
n→∞
[∫
Ω
∇v · ∇dn − (−k)2
∫
Ω
v dn +
∫
Ω
d dn
]
=
[∫
Ω
∇v·∇d−k2
∫
Ω
v d+
∫
Ω
d d
]
=
∫
Ω
|d|2.
i.e. d = 0. Ce qui prouve l’unicité de la solution.
Étape 3 : Estimation.
Soit α > 0. Vu la décomposition (2.17), il suﬃt d’estimer chaque terme de la décomposi-
tion.
Pour le premier terme, notamment (1− η)Hk, comme conséquence directe du Lemme
1.1.3 et de la Proposition 2.1.8, on a
1∑
l=0
(1 + |k|2)l‖(1− η)Hk‖2V 1−lα (Ω;0) . 1.
Pour le second terme, observons que, grâce à la Proposition 1.1.8, comme Ω est borné et
α > 0, on a
H1(Ω) →֒ H1α(Ω; 0) = V 1α (Ω; 0),
et on obtient donc
1∑
l=0
(1 + |k|2)l‖wk‖2V 1−lα (Ω;0) .
1∑
l=0
(1 + |k|2)l‖wk‖21−l,Ω
.
1∑
l=0
(1 + |k|)2l‖wk‖21−l,Ω.
Et par le Théorème 2.1.1, on a
1∑
l=0
(1 + |k|)2l‖wk‖21−l,Ω = ‖wk‖21,Ω,|k|+1 . ‖hk‖20,Ω.
Ainsi il suﬃt d’estimer ‖hk‖20,Ω.
Dans le cas |k| ≥ 1, comme η = 0 sur B(0, δ), selon (2.19), et en utilisant la Proposition
2.1.8, on déduit que, pour tout α > 0,
‖hk‖20,Ω ∼ ‖Hk‖21,Ω\B(0,δ) .
1∑
l=0
|k|2l‖Hk‖2V 1−lα (Ω;0) . 1.
Dans le cas |k| ≤ 1, grâce au Lemme 2.1.8 pour tout 0 < ǫ < 1, on déduit directement
que hk ∈ L2(Ω) avec
‖h‖0,Ω . |H0|1,Ω\B(0,δ) + ‖H0‖0,Ω . |H0|V 1ǫ (Ω\B(0,δ);0) + ‖H0‖V 0ǫ−1(Ω;0) . 1.
Ce qui permet de conclure.
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Continuons maintenant avec des résultats de régularité pour uk.
Théorème 2.1.13. Soient Ω un ouvert borné de R2 tel que 0 ∈ Ω et à frontière de classe
Cm pour certains m ≥ 2 et k ∈ C tel que π
4
≤ arg k ≤ 3π
4
. Alors la solution uk du problème
(2.16), donnée par le Théorème 2.1.10, appartient à V mα (Ω; 0) pour tout α > m − 1 avec
l’estimation
m∑
l=0
(1 + |k|2)l‖uk‖2Vm−lα (Ω;0) . 1.
Preuve : Fixons m ≥ 2 et α > m − 1. Comme dans la démonstration du Corollaire
2.1.10, on décompose uk suivant (2.17). Il suﬃt de vériﬁer donc la régularité V mα (Ω; 0) et
l’estimation pour chaque terme.
Pour le premier terme, notamment (1− η)Hk, par une application directe du Lemme
1.1.3 et de la Proposition 2.1.8, on obtient
m∑
l=0
(1 + |k|2)l‖(1− η)Hk‖2Vm−lα (Ω;0) . 1.
Pour le second terme, on a besoin de distinguer le cas |k| > 1 du cas |k| ≤ 1. Dans le
premier cas, on va prouver que
‖wk‖2m,Ω,|k| =
m∑
l=0
|k|2l‖wk‖2m−l,Ω . 1, (2.24)
ce qui implique que
m∑
l=0
(1 + |k|2)l‖wk‖2Vm−lα (Ω;0) . 1, (2.25)
grâce à la Proposition 1.1.8 puisque Ω est borné, α > m−1 et |k| > 1 en plus de l’injection
de Hm−l(Ω) dans Hm−lα (Ω; 0). Dans le second cas, on va prouver que
‖wk‖2Vmα (Ω;0) . 1, (2.26)
ce qui implique encore (2.25) car k est borné. Revenons à l’estimation (2.25).
Premier cas : |k| > 1.
Comme on a déjà dit, on a besoin seulement d’estimer (2.24). Mais cette dernière estima-
tion découle directement du Théorème 2.1.1 (en utilisant l’estimation (2.3)) si on montre
que
‖hk‖m−2,Ω,|k| . 1. (2.27)
Comme hk = −2∇(1− η) · ∇Hk −∆(1− η)Hk, il faut estimer
‖∇η · ∇Hk‖m−2,Ω,|k| et ‖∆η Hk‖m−2,Ω,|k|,
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ce qui, grâce à la proposition 1.0.4, est équivalent à estimer
|k|m−2‖∇η · ∇Hk‖0,Ω,
‖∇η · ∇Hk‖m−2,Ω,
|k|m−2‖∆η Hk‖0,Ω,
‖∆η Hk‖m−2,Ω,
ou encore, 
|k|m−2|Hk|1,Ω\B(0,δ),
‖Hk‖m−1,Ω\B(0,δ),
|k|m−2‖Hk‖0,Ω\B(0,δ),
‖Hk‖m−2,Ω\B(0,δ).
Par déﬁnition de la norme dans H1(Ω\B(0, δ)) et comme
Hm−1(Ω\B(0, δ)) →֒ Hm−2(Ω\B(0, δ)),
on aura le résultat si on estime
(1) : |k|m−2‖Hk‖1,Ω\B(0,δ) et (2) : ‖Hk‖m−1,Ω\B(0,δ).
Comme on l’a déjà dit, Hk vériﬁe (2.15).
• En particulier, en considérant le terme correspondant à l = m − 1 dans (2.15), on
obtient
|k|2m−2‖Hk‖2V 1α (Ω;0) . 1,
ce qui donne directement (1) puisque r ≃ 1 dans Ω\B(0, δ) et |k| > 1.
• En considérant le terme l = 1 dans (2.15), on obtient
|k|2‖Hk‖2Vm−1α (Ω;0) . 1,
et donc
‖Hk‖2m−1,Ω\B(0,δ) < |k|2‖Hk‖2m−1,Ω\B(0,δ) . 1,
et (2) est vériﬁée pour |k| > 1.
On a donc l’estimation voulue sur ‖hk‖m−2,Ω,|k| et le résultat dans le cas |k| > 1 se
déduit du Théorème 2.1.1.
Second cas : |k| ≤ 1. Rappelons que, dans ce cas, h est donné par
hk = −2∇(1− η) · ∇H0 −∆(1− η)H0 − k2(1− η)H0.
Comme H0 /∈ H˚1(Ω), on ne peut pas utiliser la preuve précédente pour |k| ≤ 1. On utilise
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donc un argument itératif en considérant wk comme solution de ∆wk = hk − k
2wk, dans Ω,
wk = 0, sur ∂Ω.
Dans le but d’appliquer le Théorème 1.1.5 avec m = 2 et α > 1, on a besoin que
wk ∈ H2loc(Ω\{0}) et que wk ∈ V 1α−1(Ω; 0),
aussi bien que hk − k2wk ∈ V 0α (Ω; 0) avec
‖hk − k2wk‖V 0α (Ω;0) . 1.
D’une part, grâce à l’ellipticité forte du laplacien et comme hk − k2wk ∈ L2(Ω), en
appliquant [10, Théorème 9.25 p. 298] ) on obtient directement que wk ∈ H2loc(Ω\{0}).
De plus, comme on a déjà vériﬁé dans le Théorème 2.1.10, pour α > 1 on a wk ∈ V 1α−1(Ω; 0)
et satisfait
‖wk‖V 1α−1(Ω;0) . 1.
D’autre part, par la Proposition 2.1.8 pour m = 2, on a hk ∈ V 0α (Ω; 0) avec
‖hk‖V 0α (Ω;0) . ‖H0‖V 1α−1(Ω;0) + ‖H0‖V 0α (Ω;0) . ‖H0‖V 2α (Ω;0) . 1.
Et comme wk ∈ V 1α−1(Ω; 0) →֒ V 0α−2(Ω; 0) →֒ V 0α (Ω; 0), on obtient
‖k2wk‖V 0α (Ω;0) . 1.
Ceci permet donc d’appliquer le Théorème 1.1.5 avec m = 2 et α > 1 et d’obtenir une
régularité wk ∈ V 2α (Ω; 0) avec l’estimation
‖wk‖V 2α (Ω;0) . ‖hk − k2wk‖V 0α (Ω;0) + ‖wk‖V 1α−1(Ω;0) . 1.
Montrons donc par récurrence sur ℓ que si pour ℓ ∈ {3, . . . ,m} et α > ℓ − 2, on a
wk ∈ V ℓ−1α (Ω; 0) avec
‖wk‖V ℓ−1α (Ω;0) . 1,
alors pour α > ℓ− 1, wk ∈ V ℓα(Ω; 0) et satisfait
‖wk‖V ℓα(Ω;0) . 1.
Ceci se fait à l’aide du Théorème 1.1.5, et donc il suﬃt de vériﬁer que pour α > ℓ− 1, on
a hk − k2wk ∈ V ℓ−2α (Ω; 0) et satisfait
‖hk − k2wk‖V ℓ−2α (Ω;0) . 1.
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En eﬀet, par l’hypothèse qu’on a mis et grâce à la Proposition 2.1.8, on a
‖hk − k2wk‖V ℓ−2α (Ω;0) . ‖hk‖V ℓ−2α (Ω;0) + |k|2‖wk‖V ℓ−2α (Ω;0)
. ‖H0‖V ℓ−1α (Ω;0) + ‖wk‖V ℓ−1α (Ω;0) . 1.
Rappelons que par le Théorème 2.1.10, pour α > ℓ− 1, wk ∈ V 1α−ℓ+1(Ω; 0) et satisfait
‖wk‖V 1
α−ℓ+1
(Ω;0) . 1.
En appliquant donc le Théorème 1.1.5, on conclut que wk ∈ V ℓα(Ω; 0) avec
‖wk‖V ℓα(Ω;0) . ‖hk − k2wk‖V ℓ−2α (Ω;0) + ‖wk‖V 1α−ℓ+1(Ω;0) . 1.
2.2 Applications à un problème elliptique et à un
problème parabolique
2.2.1 L’équation de Laplace sur un domaine tridimensionnel
avec une fracture infinie
Soit Q un cylindre de R3 donné par Q = Ω × R avec Ω un ouvert borné de R2 qui
contient 0. Notons par σ l’axe des z (qui est inclus dans Q).
Comme on l’a déjà mentionné la solution du problème −∆v = q δσ dans Q,v = 0 sur ∂Q, (2.28)
ne peut pas être dans H˚1(Q) puisque le second membre de ce problème n’est pas dans
son dual. Mais inspiré de [15], on va prouver le résultat suivant.
Théorème 2.2.1. Soit Q un cylindre de R3 donné par Q = Ω×R avec Ω un ouvert borné
de R2 à frontière lipschitzienne et tel que 0 ∈ Ω. Notons par σ l’axe des z. Soit q ∈ L2(R).
Alors le problème (2.28) a une unique solution v ∈ ⋂
α>0
V˚ 1α (Q;σ), dans le sens qu’elle est
l’unique fonction dans
⋂
α>0
V˚ 1α (Ω;σ) qui satisfait
∫
Q
∇v · ∇ϕ =
∫
R
q(z)ϕ(0, 0, z) dz, ∀ϕ ∈ ⋃
α>0
H˚1−α(Q;σ). (2.29)
De plus, pour tout m ∈ N∗ et α un nombre réel tel que α > m − 1, si on suppose que la
frontière de Ω est de classe Cm, alors cette unique solution appartient à V mα (Q;σ) avec
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l’estimation
‖v‖Vmα (Q;σ) . ‖q‖0,R. (2.30)
Remarque 2.2.2. Comme dans la déﬁnition de V 1α (Q;σ), r désigne la distance à σ et
on a r(x, y, z) =
√
x2 + y2.
Remarque 2.2.3. Notons que selon [16, Théorème 4.2], toute fonction ϕ ∈ H1−α(Q;σ)
admet une trace γσϕ ∈ L2(σ) sur σ (qui coïncide avec la restriction à σ si ϕ est continue).
Ce qui donne sens à (2.29).
Remarque 2.2.4. Remarquons que par la forme particulière de Q et σ, on a par la
Proposition 1.1.8 que pour α > m− 1 ou α ≤ −1,
V mα (Q;σ) =
m⋂
j=0
Hj(R, V m−jα (Ω; 0)) =
m⋂
j=0
Hj(R, Hm−jα (Ω; 0)) = H
m
α (Q;σ).
Remarque 2.2.5. Si v est solution de (2.28) qui a la bonne régularité, en appliquant la
transformée de Fourier partielle en z à (2.28), on observe que V := Fz[v] est solution du
problème  −∆V + ξ
2V = F[q](ξ)δ0, dans Ω,
V = 0, sur ∂Ω,
où F[q] est la transformée de Fourier de q. Par les résultats de la section précédente, on
déduit que
V (x, y, z) = −F[q](ξ) ui|ξ|(x, y),
où ui|ξ| est l’unique solution de (2.16).
Preuve : Par le remarque précédente, déﬁnissons V (x, y, z) = −F[q](ξ) ui|ξ|(x, y), où ui|ξ|
est l’unique solution de (2.16) et posons v = F−1z [V ] avec Fz désigne la transformée de
Fourier partielle en z.
Étape 1 : Régularité de la solution.
On sait que v ∈ V mα (Q;σ) si et seulement si∫
Q
∑
|β|≤m
|Dβv(x, y, z)|2r2α−2m+2|β|(x, y, z)dxdydz <∞,
avec r(x, y, z) =
√
x2 + y2 la distance à la droite σ.
Pour β = (β1, β2, β3), en notant Fz la transformée de Fourier partielle en z on a :
Fz[Dβv](x, y, ξ) = (iξ)β3D(β1,β2)Fz[v](x, y, ξ).
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Dans ce cas, en appliquant l’égalité de Parseval on obtient
‖v‖2Vmα (Q;σ) =
1
2π
∑
|β|≤m
∫
R
[ ∫
Ω
|ξ|2β3|D(β1,β2)Fz[v](x, y, ξ)|2r2α−2m+2|β|(x, y)dxdy
]
dξ
=
1
2π
m∑
β3=0
∑
|(β1,β2)|≤m−β3
∫
R
|ξ|2β3
∫
Ω
|D(β1,β2)Fz[v](x, y, ξ)|2r2α−2(m−β3)+2|(β1,β2)|(x, y)dxdydξ
=
1
2π
m∑
β3=0
∫
R
|ξ|2β3‖Fz[v]‖2Vm−β3α (Ω;0)dξ,
i.e.
‖v‖2Vmα (Q) =
1
2π
m∑
β3=0
∫
R
|ξ|2β3|Fz[q]|2‖ui|ξ|‖2Vm−β3α (Ω;0)dξ. (2.31)
A cette étape, on peut appliquer le Théorème 2.1.10 dans le cas m = 1 et le Théorème
2.1.13 dans le cas m ≥ 2 (puisque l’argument de i|ξ| est égale à π
2
) pour avoir
m∑
β3=0
|ξ|2β3‖Fz[v]‖2Vm−β3α (Ω) . |F[q](ξ)|
2,
D’où par (2.31), on obtient
‖v‖2Vmα (Q;σ) .
∫
R
|F[q](ξ)|2dξ.
Une nouvelle application de l’égalité de Parseval nous permet de conclure que v ∈
V 1α (Q;σ), et dans le cas m ≥ 2 et ∂Ω ∈ Cm, que v ∈ V mα (Q;σ) avec l’estimation
‖v‖Vmα (Q;σ) . ‖q‖0,R.
Étape 2 : Montrons maintenant que v est solution variationnelle de (2.29).
Soit ϕ ∈ ⋃
α>0
H˚1−α(Q;σ). D’abord observons que, par l’égalité de Parseval pour la trans-
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formée de Fourier partielle en z, et si on note ∇2ψ = (∂ψ∂x , ∂ψ∂y ), on a∫
Q
∇v · ∇ϕ dxdydz
=
∫
Ω
∫
R
(
∇2v · ∇2ϕ+ ∂v
∂z
∂ϕ
∂z
)
dz dxdy
=
1
2π
∫
Ω
∫
R
(
∇2Fz[v] · ∇2Fz[ϕ] + ξ2Fz[v]Fz[ϕ]
)
dξ dxdy
= − 1
2π
∫
R
∫
Ω
F[q](ξ)
(
∇2ui|ξ|(x, y) · ∇2Fz[ϕ]− (iξ)2ui|ξ|(x, y)Fz[ϕ]
)
dxdy dξ.
Comme pour presque tout ξ ∈ R, on sait par le Théorème 2.1.10 que ui|ξ| ∈ ⋂
α>0
V˚ 1α (Ω; 0)
et Fz[ϕ](·, ·, ξ) ∈ ⋃
α>0
H˚1−α(Ω; 0), utilisons que ui|ξ| satisfait (2.20) et l’égalité de Parseval,
on déduit que
∫
Q
∇v · ∇ϕ = 1
2π
∫
R
F[q](ξ)Fz[ϕ](0, 0, ξ) dξ =
∫
R
q(z)ϕ(0, 0, z) dz,
i.e. v est solution de (2.29).
Étape 3 : Unicité de la solution.
Supposons que (2.29) admet deux solutions dans
⋂
α>0
V˚ 1α (Q;σ), alors leur diﬀérence d
satisfait ∫
Q
∇d · ∇ψ = 0, ∀ψ ∈ ⋃
α>0
H1−α(Q;σ). (2.32)
Observons que d ∈ L2(Q). Considérons alors, comme dans le Théorème 2.1.10, la solution
v ∈ H˚1(Q) de  ∆v = d, dans Q,v = 0, sur ∂Q,
i.e., pour tout ϕ ∈ H˚1(Q), v satisfait
∫
Q
∇v · ∇ϕ = −
∫
Q
dϕ. (2.33)
Soit Ω1 ⊂ Ω. Par localisation et en utilisant le théorème de shift standard [10, Théorème
9.25], on sait que v ∈ H2(Ω1 × R).
Or par la Remarque 2.2.4, on a
H1−β(Q;σ) =
1⋂
j=0
Hj(R, H1−j−β (Ω; 0)),
et donc, le Corollaire 1.1.12 assure que pour Ω1 ⊂ Ω, si v ∈ H2(Ω1 × R) alors v ∈
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H˚1−β(Ω× R;σ) pour tout β ∈ (0, 1).
Soit (dn)n ⊂ D(Q) tel que dn → d dans H˚1α(Q;σ) (l’existence d’une suite est garantie
par le Lemme 1.1.11) et donc, aussi dans L2(Q), alors par (2.33), on a
∫
Q
∇v · ∇dn +
∫
Q
d dn = 0.
Ainsi, en utilisant (2.32), on déduit que
0 = lim
n→∞
[∫
Q
∇v · ∇dn +
∫
Q
d dn
]
=
[∫
Q
∇v · ∇d+
∫
Q
d d
]
=
∫
Q
|d|2.
i.e. d = 0. Ce qui prouve l’unicité de la solution.
Remarque 2.2.6. Le théorème précédent reste vrai si Q est un cylindre tronqué donné
par Q = Ω × (0, π) avec Ω un ouvert borné de R2 qui contient l’origine. Dans ce cas,
σ := {(0, 0, z) | z ∈ (0, π)} est la partie de l’axe des z.
En eﬀet, il suﬃt d’eﬀectuer un développement partiel de la série de Fourier dans la base
(sin(k·))k∈N∗ au problème (2.28).
Posons ϕk(z) :=
√
2
π
sin(kz) alors en écrivant v dans cette base on a
v(x, y, z) =
∞∑
k=1
uk(x, y)ϕk(z),
avec uk(x, y) =
π∫
0
u(x, y, z)ϕk(z)dz. Le problème (2.28) devient donc

∞∑
k=1
(−∆2uk + k2uk)ϕk =
∞∑
k=1
qkϕkδσ dans Q,
∞∑
k=1
ukϕk = 0 sur ∂Q,
avec qk(z) =
π∫
0
q(z)ϕk(z)dz. Or (ϕk(z))k∈N∗ est une base orthonormée on obtient donc
 −∆2uk + k
2uk = qkδ0 dans Ω,
uk = 0 sur ∂Ω.
De la même façon qu’avant, en utilisant les résultats du Théorème 2.1.13 (comme dans le
Théorème 2.2.1 avec ξ = k, k ∈ N∗), on déduit la régularité de v dans V mα (Q;σ) .
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2.2.2 L’équation de la chaleur avec un second membre Dirac
Considérons Ω un ouvert borné de R2 avec 0 ∈ Ω. Dans cette sous-section, on étudie
le problème parabolique suivant

∂tu(t, x, y)−∆u(t, x, y) = g(t) δR+0 ×{0}, pour (t, x, y) ∈ (0,∞)× Ω,
u(t, x, y) = 0, pour (t, x, y) ∈ (0,∞)× ∂Ω,
u(0, x, y) = 0, pour (x, y) ∈ Ω,
où g ∈ L2(R+0 ).
Un tel problème apparaît dans le contrôle optimal des problèmes paraboliques avec
contrôle ponctuel, voir par exemple [29]. Selon ce papier, des résultats de la régularité
d’un tel problème sont d’un grand intérêt pour la convergence du taux de contrôle discret
au contrôle continu, voir [29, Proposition 2.2].
Dans [29], les auteurs prouvent que, pour tout g ∈ L2(0, T ), le problème

∂tu(t, x, y)−∆u(t, x, y) = g(t) δR+0 ×{0}, pour (t, x, y) ∈ (0, T )× Ω,
u(t, x, y) = 0, pour (t, x, y) ∈ (0, T )× ∂Ω,
u(0, x, y) = 0, pour (x, y) ∈ Ω,
(2.34)
a une unique solution dans le sens qu’il existe une unique fonction u ∈ L2(0, T, L2(Ω))
telle que, pour tout ϕ ∈ L2(0, T, L2(Ω)), on a
∫ T
0
∫
Ω
u(t, x, y)ϕ(t, x, y) dxdy dt =
∫ T
0
g(t)w(t, 0) dt,
où w ∈ L2(0, T,H2(Ω)∩H˚1(Ω))∩H1(0, T, L2(Ω)) est la solution faible du problème adjoint

−∂tw(t, x, y)−∆w(t, x, y) = ϕ(t, x, y), pour (t, x, y) ∈ (0, T )× Ω,
w(t, x, y) = 0, pour (t, x, y) ∈ (0, T )× ∂Ω,
w(T, x, y) = 0, pour (x, y) ∈ Ω.
(2.35)
Nous avons ici amélioré de manière signiﬁcative les résultats de [29] en prouvant le résultat
suivant.
Théorème 2.2.7. Soient m ≥ 2, Ω un ouvert borné de R2 avec ∂Ω de classe Cm et tel
que 0 ∈ Ω et g ∈ L2(R+0 ). Alors il existe une fonction u ∈
⋂
α>m−1
Xmα où
Xmα :=
m⋂
l=0
H˜
l
2 (R+0 , V˚
m−l
α (Ω; 0)),
et telle que u|[0,T ] est la solution de (2.34). De plus, pour tout α > m − 1, u satisfait
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l’estimation
‖u‖Xmα =
m∑
l=0
‖u‖
H˜
l
2 (R+0 ,V˚
m−l
α (Ω;0))
. ‖g‖0,R+ . (2.36)
Preuve : Pour chaque p ∈ C+, on ﬁxe l’unique k = k(p) ∈ C avec ℑk > 0 tel que k2 = −p.
Posons v(p, x, y) = −L[g](p)uk(x, y) où uk est l’unique solution de (2.16) donnée par le
Théorème 2.1.10 et L dénote la transformée de Laplace.
On déﬁnit ainsi u(t, x, y) = L−1[v](t, x, y), où L dénote la transformée de Laplace partielle
en t.
Par le Théorème 1.2.4, u ∈ Xmα si et seulement si pour tout l = 0, . . . ,m, on a
(1 + ·) l2L[u] ∈ H2
(
C
+, V˚ m−lα (Ω; 0)
)
,
avec
‖u‖2Xmα . sup
ℜp>0
m∑
l=0
‖(1 + ·) l2L[u]‖2
H2(C+,V˚m−lα (Ω;0))
. sup
ℜp>0
∫
R
m∑
l=0
(1 + |p|)l‖L[u](p, ·)‖2
Vm−lα (Ω;0)
dℑp. (2.37)
Et grâce au Théorème 2.1.13 (avec k2 = −p), on a
m∑
l=0
(1 + |p|)l‖L[u](p, ·)‖2
Vm−lα (Ω;0)
. |L[g](p)|2,
pour tout p ∈ C+ et tout α > m− 1. Alors par (2.37) et en appliquant le Théorème 1.2.4
encore une fois, on conclut que u ∈ ⋂
α>m−1
Xmα avec
‖u‖2Xmα . sup
ℜp>0
∫
R
|L[g](p)|2dℑp . ‖g‖20,R+ .
Il reste à prouver que u|[0,T ] est la solution de (2.34). Soient ϕ ∈ L2(0, T, L2(Ω)) et w ∈
L2(0, T,H2(Ω) ∩ H˚1(Ω)) ∩H1(0, T, L2(Ω)) la solution correspondante de (2.35). Comme
w est la solution de (2.35) et comme, pour presque tout t ∈ R+0 et tout β ∈ (m − 1,m),
on sait que u(t, ·) ∈ V˚ mβ (Ω; 0) ⊂ V˚ 1β−m+1(Ω; 0), on déduit par le Corollaire 1.1.13 que
∫ T
0
∫
Ω
uϕ = −
∫ T
0
∫
Ω
u (∂tw +∆w) =
∫
Ω
∫ T
0
(−u ∂tw +∇u · ∇w).
Notons par w˜ l’extension de w par zéro en dehors de (0, T ). En utilisant la Proposition
1.2.5 et le fait que
L[∂tw](q) = qL[w](q)− w(0),
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(voir [21, p. L8]), on déduit que pour tout η > 0,
T∫
0
∫
Ω
uϕ =
1
2π
∫
Ω
∫
R
[
− L[u](p, x, y)(−pL[w˜](−p, x, y)) + L[u](p, x, y) w˜(0, x, y)
]
dℑp dxdy
+
1
2π
∫
Ω
∫
R
∇L[u](p, x, y) · ∇L[w˜](−p, x, y) dℑp dxdy
=
1
2π
∫
R
L[g](p)
∫
Ω
[
k2uk(x, y)L[w˜](−p, x, y)−∇uk(x, y) · ∇L[w˜](−p, x, y)
]
dxdydℑp
+
1
2π
∫
Ω
∫
R
L[u](p, x, y) dℑp w˜(0, x, y) dxdy.
Par la Proposition 1.2.7, pour presque tout (x, y) ∈ Ω, on a
∫
R
L[u](p, x, y) dℑp = 0. Ce
qui implique que
T∫
0
∫
Ω
uϕ =
1
2π
∫
R
L[g](p)
∫
Ω
[
k2uk(x, y)L[w˜](−p, x, y)−∇uk(x, y)·∇L[w˜](−p, x, y)
]
dxdydℑp.
Comme pour presque tout p ∈ C+, on a L[w˜](−p, ·) ∈ H2(Ω) ∩ H˚1(Ω), par le Corollaire
1.1.12 on obtient L[w˜](−p, ·) ∈ H˚1−β(Ω; 0) pour β ∈ (0, 1), et comme uk est solution de
(2.20), on obtient, en utilisant encore une fois la Proposition 1.2.5,
T∫
0
∫
Ω
uϕ =
1
2π
∫
R
L[g](p)L[w˜](−p, 0) dℑp =
∫
R+
g(t)w˜(t, 0) dt =
T∫
0
g(t)w(t, 0) dt,
ce qui prouve que u|[0,T ] est la solution de (2.34).
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Dans ce chapitre, on étudie de nouveau l’équation de Laplace avec une masse de Diracdans le second membre, mais cette fois sur R3 tout entier et avec une fracture semi-
inﬁnie, notamment pour q ∈ L2ǫ(0,∞), h ∈ V 01+ǫ(R3; 0) on s’intéresse au problème
−∆u = qδσ + h, dans R3, (3.1)
avec σ une demi-droite de R3. Après transformation de Mellin, l’étude de ce dernier revient
à étudier de nouveau le problème de Helmholtz avec un second membre Dirac mais cette
fois sur la sphère unité S2.
Un argument de localisation permet d’utiliser les résultats de l’étude du problème
(3.1) et de résoudre l’équation de Laplace avec une fracture ﬁnie dans un domaine borné
de R3.
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3.1 Le problème de Helmholtz sur la sphère unité
Considérons la sphère unité S2 de R3 et ses représentations en coordonnées polaires
φ−11 , φ
−1
2 , φ
−1
3 données à la sous-section 1.1.4. Soit B le point d’intersection de la demi
droite {(x, 0, 0) | x > 0} (le demi axe des x positifs) et de la sphère unité S2.
Dans cette section, on considère le problème
L(Θ, λ, ∂Θ)vλ = δB, dans S2, (3.2)
où L est déﬁni par
L(Θ, λ, ∂Θ) = LS2 + λ2 + λ,
avec LS2 l’opérateur de Laplace Beltrami déﬁni sur la sphère S2 et λ un paramètre com-
plexe dans R[−1
2
− ǫ] pour un certain ǫ ∈ (0, 1
2
) ﬁxé. Rappelons que
R[−1
2
− ǫ] = {−1
2
− ǫ+ iξ | ξ ∈ R}.
Remarquons que le point B est couvert par la représentation correspondante au coordon-
nées sphériques standard φ−11 , i.e.
φ−11 (θ, ϕ) = (sin θ cosϕ, sin θ sinϕ, cos θ),
et correspond dans cette carte à θ = π
2
, ϕ = 0. De plus, dans cette carte, LS2 prend la
forme
LS2 =
∂2
∂θ2
+
1
sin2 θ
∂2
∂ϕ2
+
cos θ
sin θ
∂
∂θ
.
Ainsi cet opérateur gelé en B n’est rien d’autre que l’opérateur de Laplace.
Dans toute la section, pour tout λ ∈ R[−1
2
− ǫ], on ﬁxe k ∈ C avec ℑk > 0 tel que
k2 = λ2 + λ. Observons que, comme ℜ(λ2 + λ) < 0, on obtient arg k ∈ (π
4
, 3π
4
).
3.1.1 Estimations a priori dans des bandes infinies
En utilisant la même procédure que dans le Chapitre 2, on doit d’abord résoudre le
problème
L(Θ, λ, ∂Θ)Wλ,h = h, dans S2, (3.3)
avec un second membre h ∈ V m−2α (S2;B) pour m ≥ 2 et α > m− 1 (indépendant de λ).
Pour obtenir une estimation a priori de la solution de (3.3) uniforme en λ, on uti-
lise l’argument de l’ajout d’une variable comme dans [17]. Cela signiﬁe qu’on résolve un
problème similaire à (3.3) avec k2 remplacé par dérivée seconde dans une variable supplé-
mentaire.
Lemme 3.1.1. Soient m ≥ 2, Ω un ouvert borné de Rn à frontière de classe Cm et
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Q := Ω×R. Considérons un opérateur elliptique 1 homogène d’ordre 2 avec des coeﬃcients
constants L0 dans R
n. Soit u ∈ H˚1(Q) tel que (L0+∂2n+1)u ∈ Hm−2(Q). Alors u ∈ Hm(Q)
et satisfait
‖u‖m,Q . ‖(L0 + ∂2n+1)u‖m−2,Q, (3.4)
la constante dépend seulement de la constante d’ellipticité γ.
Preuve : Comme il existe une transformation aﬃne F de Rn dans lui même telle que
L0u(x) = ∆v(y),
avec y = Fx et v(y) = u(F−1y)(voir [23, p. 266]), il suﬃt de montrer le résultat pour
L0 = ∆.
D’abord, notons que u est la solution du problème variationnel
∀v ∈ H˚1(Q),
∫
Q
∇u · ∇v = −
∫
Q
∆u v. (3.5)
Or comme Q est borné dans une direction (Voir [10, Remarque 21, p. 290]), on a l’existence
de α > 0 tel que, pour tout u ∈ H1(Q)
|u|1,Q = ‖∇u‖0,Q ≥ α‖u‖1,Q. (3.6)
En associant (3.5) (avec v = u) et (3.6), on obtient
α2‖u‖21,Q ≤ ‖∆u‖0,Q‖u‖0,Q,
i.e.
‖u‖1,Q . ‖∆u‖0,Q. (3.7)
Maintenant pour tout n ∈ Z, en appliquant la Proposition 1.0.5 à U1 = Ω×]n, n + 1[
et U2 = Ω˜×]n− 1, n+ 2[, où Ω˜ est tel que Ω ⊂ Ω˜, on obtient u ∈ Hm(Ω×]n, n+ 1[) et
‖u‖m,Ω×]n,n+1[ . ‖∆u‖m−2,Ω×]n−1,n+2[ + ‖u‖1,Ω×]n−1,n+2[,
avec une constante indépendante de n (comme le problème est invariant par translation
en z). En prenant la somme sur n, on obtient
∑
n∈Z
‖u‖2m,Ω×]n,n+1[ .
∑
n∈Z
(
‖∆u‖2m−2,Ω×]n−1,n+2[ + ‖u‖21,Ω×]n−1,n+2[
)
,
1. par elliptique on veut dire que L0(iξ) ≤ −γ|ξ|2, pour tout ξ ∈ Rn, ξ 6= 0, pour certaines γ > 0
68/149
Problèmes elliptiques avec une fracture semi-inﬁnie ou un segment
et on déduit que u ∈ Hm(Q) avec
‖u‖2m,Q . ‖∆u‖2m−2,Q + ‖u‖21,Q. (3.8)
En reportant (3.7) dans (3.8) on obtient l’estimation
‖u‖m,Q . ‖∆u‖m−2,Q.
Théorème 3.1.2. Soient m ≥ 2 et α un nombre réel positif tel que α > m− 1. Soit LS2
l’opérateur de Laplace Beltrami déﬁni sur la sphère unité S2 et soit B le point d’intersec-
tion de la sphère unité avec le demi-axe des x positifs.
Pour u ∈ V mα (S2 × R;B × R), on a l’estimation
‖u‖Vmα (S2×R;B×R) . ‖(LS2 +
∂2
∂z2
)u‖Vm−2α (S2×R;B×R) + ‖u‖V 1α−m+1(S2×R;B×R). (3.9)
Preuve : Par facilité, notons par L := LS2 + ∂
2
∂z2
l’opérateur à coeﬃcients variables de
classe C∞ et soit L0 := LS2(B)+ ∂2∂z2 l’opérateur L gelé en B. Rappelons que au voisinage de
B on peut prendre une carte locale correspondante aux coordonnées sphériques standards,
et on peut supposer donc que L0 = ∆3.
Étape 1 : Existence de δ0 > 0 tel que pour tout δ ∈ (0, δ0] et pour toute fonction de
troncature η0 avec un support inclus dans B¯(B, 2δ), on a
‖η0u‖Vmα (S2×R;B×R) . ‖L(η0u)‖Vm−2α (S2×R;B×R) + ‖η0u‖V 1α−m+1(S2×R;B×R), (3.10)
où la constante peut être choisie indépendante de δ ∈ (0, δ0].
Comme u ∈ V mα (S2×R;B×R), les hypothèses de [32, Théorème 2.2.9] sont satisfaites
pour l’opérateur L0, on obtient donc
‖η0u‖Vmα (S2×R;B×R) . ‖L0(η0u)‖Vm−2α (S2×R;B×R) + ‖η0u‖V 1α−m+1(S2×R;B×R),
ou encore,
‖η0u‖Vmα (S2×R;B×R) . ‖L(η0u)‖Vm−2α (S2×R;B×R) +‖(L− L0)(η0u)‖Vm−2α (S2×R;B×R)
+‖η0u‖V 1α−m+1(S2×R;B×R).
(3.11)
Donc il reste à estimer ‖(L− L0)(η0u)‖Vm−2α (S2×R;B×R). Notons qu’on a
L− L0 = LS2 −∆2 =
∑
|β|≤2
aβD
β,
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avec ∆2 désigne le laplacien en dimension 2. Par la formule de Leibniz, on a
‖(L− L0)(η0u)‖ 2Vm−2α (S2×R;B×R)
=
∑
|γ|≤m−2
∫
S2×R
r2(α−m+2+|γ|)
∣∣∣Dγ( ∑
|β|≤2
aβD
β(η0u)
)∣∣∣2dzdΘ
.
∑
|γ|≤m−2
∑
|β|≤2
∫
S2×R
r2(α−m+2+|γ|)
∑
l≤γ
∣∣∣Dγ−laβDl+β(η0u)∣∣∣2dzdΘ.
Comme Dγ−laβ = 0 si γ3 − l3 > 0, on a ‖(L− L0)(η0u)‖2Vm−2α (S2×R;B×R) . S1 + S2, où
S1 :=
∑
|γ|≤m−2
∑
|β|≤2
∫
S2×R
r2(α−m+2+|γ|)
∣∣∣aβ(Θ)Dγ+β(η0u)∣∣∣2dzdΘ.
S2 :=
∑
|γ|≤m−2
∑
|β|≤2
∫
S2×R
r2(α−m+2+|γ|)
∑
l<γ,l3=γ3
∣∣∣Dγ−laβ(Θ)Dl+β(η0u)∣∣∣2dzdΘ.
Remarquons que aβ satisfait
|aβ(Θ)| ≤ cδ si Θ ∈ B(B, 2δ),
avec c dépend de δ0 mais pas de δ, et rappelons que supp(η0) ⊂ B(B, 2δ), on déduit
que
S1 . δ
2
∑
|γ|≤m−2
∑
|β|≤2
∫
B(B,2δ)×R
r2(α−m+2+|γ|)
∣∣∣Dγ+β(η0u)∣∣∣2dzdΘ
. δ2
∑
|γ|+|β|≤m
∫
B(B,2δ)×R
r2(α−m+|γ|+|β|)
∣∣∣Dγ+β(η0u)∣∣∣2dzdΘ
. δ2‖η0u‖2Vmα (B(B,2δ)×R;B×R).
Pour S2, comme aβ sont de classe C∞, on déduit que, pour tout |γ| ≤ m,
|Dγaβ(Θ)| ≤ cm, ∀Θ ∈ B(B, 2δ),
où cm est une constante positive qui dépend seulement de m. Par conséquent, pour
|l| < |γ| on a
S2 .
∑
|γ|≤m−2
∑
|β|≤2
∫
S2×R
r2(α−m+2+|γ|)
∑
|l|<|γ|,l3=γ3
∣∣∣Dl+β(η0u)∣∣∣2dzdΘ
. δ2‖η0u‖2Vm−1α (S2×R;B×R)
. δ2‖η0u‖2Vmα (S2×R;B×R).
70/149
Problèmes elliptiques avec une fracture semi-inﬁnie ou un segment
Ces deux estimations montrent que
‖(L− L0)(η0u)‖Vm−2α (S2×R;B×R) . δ‖η0u‖Vmα (S2×R;B×R).
En reportant dans (3.11), on en déduit (3.10) pour 0 < δ < δ0 avec δ0 suﬃsamment
petit.
Étape 2 : Existence de δ1 ∈ (0, δ0] tel que pour tout δ ∈ (0, δ1], tout Θ0 ∈
S2\B(B, 2δ0) et toute fonction de troncature ηΘ0 avec un support inclus dans B¯(Θ0, 2δ),
on a
‖ηΘ0u‖m,S2×R . ‖L(ηΘ0u)‖m−2,S2×R +
1
δm−2
‖ηΘ0u‖1,S2×R, (3.12)
où la constante positive c peut être choisie indépendamment de δ ∈ (0, δ1] et de Θ0.
En eﬀet, ﬁxons un point quelconque Θ0 ∈ S2\B(B, δ0) et posons LΘ0 la partie principale
de L gelée en Θ0, alors comme ηΘ0u appartient à H
m(B(Θ0, 2δ) × R), par le Lemme
3.1.1, on a
‖ηΘ0u‖m,S2×R ≤ c1‖LΘ0(ηΘ0u)‖m−2,S2×R
≤ c1(‖L(ηΘ0u)‖m−2,S2×R + ‖(L− LΘ0)(ηΘ0u)‖m−2,S2×R), (3.13)
où la constante positive c1 peut être choisie indépendamment de Θ0 (car LS2 est uni-
formément elliptique).
Comme dans la première étape, en écrivant L− LΘ0 =
∑
|β|≤2
bβD
β et en utilisant le fait
que |bβ(Θ)| ≤ c2δ pour tout Θ ∈ B¯(Θ0, 2δ) et tout |β| = 2, on montre que
‖(L− LΘ0)(ηΘ0u)‖m−2,S2×R ≤ c3δ‖ηΘ0u‖m,S2×R + c3‖ηΘ0u‖m−1,S2×R,
pour certaines c3 > 0 qui peuvent être choisies indépendamment de Θ0.
Or par l’inégalité d’interpolation (Théorème 1.0.1), on a
‖ηΘ0u‖m−1,S2×R ≤ δ‖ηΘ0u‖m,S2×R +
K
δm−2
‖ηΘ0u‖1,S2×R,
pour certain K > 0 (indépendant de Θ0). Alors
‖(L− LΘ0)(ηΘ0u)‖m−2,S2×R ≤ 2c3δ‖ηX0u‖m,S2×R +
c3K
δm−2
‖ηΘ0u‖1,S2×R.
Donc en reportant dans (3.13), on a (3.12) pour δ suﬃsamment petit.
Étape 3 : Conclusion. Fixons un δ ∈ (0, δ1] et considérons le recouvrement ouvert⋃
Θ∈S2\B(B,2δ0)
B(Θ, 2δ) de S2\B(B, 2δ0). Par compacité de S2\B(B, 2δ0), on peut extraire
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un sous-recouvrement ﬁni
J⋃
j=1
B(Θj, 2δ) de S2\B(B, 2δ). Donc
J⋃
j=1
B(Θj, 2δ) ∪B(B, 2δ0),
est un recouvrement ﬁni de S2. Par la partition de l’unité correspondante (ηj)j=0,...,J de
S2, on a
‖u‖Vmα (S2×R;B×R) = ‖
J∑
j=0
(ηju)‖Vmα (S2×R;B×R) .
J∑
j=0
‖ηju‖Vmα (S2×R;B×R)
. ‖η0u‖Vmα (S2×R;B×R) +
J∑
j=1
‖ηju‖m,S2×R.
Utilisons (3.10) et (3.12), on obtient
‖u‖Vmα (S2×R;B×R) . ‖L(η0u)‖Vm−2α (S2×R;B×R) + ‖η0u‖V 1α−m+1(S2×R;B×R)
+
J∑
j=1
‖L(ηju)‖m−2,S2×R +
J∑
j=1
‖ηju‖1,S2×R. (3.14)
Par la formule de Leibniz on a pour tout j = 0, . . . , J ,
L(ηju) = ηjLu+
∑
|β|≤2
cβ(Θ)
∑
γ<β
Dβ−γ(ηj)Dγu.
Par conséquent, comme η0 est constante sur un voisinage V de B, on déduit que
‖L(η0u)‖Vm−2α (S2×R;B×R) . ‖Lu‖Vm−2α (S2×R;B×R) + ‖u‖m−1,(S2\V )×R,
et de même pour j = 1, . . . , J ,
‖L(ηju)‖m−2,S2×R . ‖Lu‖m−2,B(Θj ,2δ))×R + ‖u‖m−1,B(Θj ,2δ)×R
. ‖Lu‖Vm−2α (S2×R;B×R) + ‖u‖m−1,(S2\V )×R.
Une autre application de l’inégalité d’interpolation donne
‖u‖m−1,(S2\V )×R ≤ ǫ‖u‖m,(S2\V )×R + 1
ǫm−2
‖u‖1,(S2\V )×R
. ǫ‖u‖Vmα (S2×R;B×R) +
1
ǫm−2
‖u‖V 1α−m+1(S2×R;B×R)
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pour tout ǫ > 0. Cette estimation dans les deux précédentes permet de conclure que
‖L(η0u)‖Vm−2α (S2×R);B×R . ‖Lu‖Vm−2α (S2×R;B×R) + ǫ‖u‖Vmα (S2×R;B×R)
+
1
ǫm−2
‖u‖V 1α−m+1(S2×R;B×R),
(3.15)
et pour j ∈ {1, . . . , J},
‖L(ηju)‖m−2,S2×R . ‖Lu‖Vm−2α (S2×R;B×R) + ǫ‖u‖Vmα (S2×R;B×R)
+
1
ǫm−2
‖u‖V 1α−m+1(S2×R;B×R),
(3.16)
pour tout ǫ > 0. De plus, par les mêmes arguments que ceux du Lemme 1.1.3, on a
‖η0u‖V 1α−m+1(S2×R;B×R) . ‖u‖V 1α−m+1(S2×R;B×R), (3.17)
alors que la formule de Leibniz donne
‖ηju‖1,S2×R . ‖u‖1,(S2\V )×R . ‖u‖V 1α−m+1(S2×R;B×R). (3.18)
En utilisant les estimations (3.15) à (3.18) dans (3.14), on conclut que
‖u‖Vmα (S2×R;B×R) . ‖Lu‖Vm−2α (S2×R;B×R) + ǫ‖u‖Vmα (S2×R;B×R)
+(1 +
1
ǫm−2
)‖u‖V 1α−m+1(S2×R;B×R),
pour tout ǫ > 0. Choisissons ǫ suﬃsamment petit on déduit (3.9).
3.1.2 Problème de Helmholtz sur la sphère unité avec un second
membre régulier
Dans cette sous-section, on donne l’équivalent du Théorème 2.1.1 dans les espaces
de Sobolev avec poids pour la solution de (3.3). Dans ce cas, on a besoin de restreindre
h ∈ V m−2α (S2;B) ∩ L2(S2) et on va prouver une inégalité légèrement diﬀérente
m∑
l=0
|λ|2l‖Wλ,h‖2Vm−lα (S2;B) .
m−2∑
l=0
|λ|2l‖h‖2
Vm−2−lα (S2;B)
+ ‖h‖20,S2 .
Cette dernière doit être comparer avec [31, Estimation (6)] mais ici le terme de plus
‖h‖0,S2 dans le second membre évite l’utilisation de toute condition sur α, sauf celle d’être
plus grand que m− 1.
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Lemme 3.1.3. Soit λ ∈ R[−1
2
− ǫ] avec ǫ ∈ (0, 1
2
) et h ∈ L2(S2). Alors le problème (3.3)
admet une unique solution variationnelle non nulle Wλ,h ∈ H1(S2). De plus, on a
‖Wλ,h‖1,S2,|λ| . ‖h‖0,S2 . (3.19)
Preuve : Par facilité, dans la preuve on écrit w au lieu de Wλ,h.
Première partie : Existence et unicité.
Par [11, Section 16.1.a, p. 626], on sait que la formulation variationnelle de (3.3) est
∫
S2
[
∇Tw · ∇Tv − (λ2 + λ)w v
]
dΘ = −
∫
S2
h v dΘ, ∀v ∈ H1(S2), (3.20)
où on rappelle que ∇Tw est la composante tangentielle du gradient i.e., ∇ = 1ρ∇T +Θ∂ρ,
avec Θ = x
|x|
.
Considérons la forme sesquilinéaire continue sur H1(S2) déﬁnie par
aλ(w, v) =
∫
S2
[
∇Tw.∇Tv − (λ2 + λ)w v
]
dΘ.
Montrons l’existence de α > 0 indépendante de λ telle que
∀w ∈ H1(S2), ℜaλ(w,w) ≥ α‖w‖21,S2 .
En eﬀet, pour un w ∈ H1(S2) ﬁxé, on a
ℜaλ(w,w) = |w|21,S2 + ℜ
(
− (λ2 + λ)
)
‖w‖20,S2 .
Comme λ = −1
2
− ǫ+ iξ avec ξ ∈ R et ǫ ∈]0, 1
2
[, on vériﬁe facilement que
ℜ
(
− (λ2 + λ)
)
= −
(
(
1
2
+ ǫ)2 − ξ2 − (1
2
+ ǫ)
)
= ξ2 +
1
4
− ǫ2 ≥ 1
4
− ǫ2 =: α > 0.
En appliquant le Lemme de Lax-Milgram généralisé (voir pour l’instant [43, Lemme 8.2]),
on déduit que (3.3) a une unique solution w ∈ H1(S2).
Deuxième partie : Estimation.
D’une part, en prenant la partie réelle de (3.20) avec v = w, on obtient en utilisant
l’inégalité de Cauchy-Schwarz,
ℜ
(∫
S2
[
|∇Tw|2 − (λ2 + λ)|w|2
])
= ℜ
(
−
∫
S2
hw
)
≤
∣∣∣ ∫
S2
hw
∣∣∣ . ‖h‖0,S2‖w‖0,S2 .
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D’autre part, comme ℜ
(
− (λ2 + λ)
)
≥ α, on déduit que
‖w‖21,S2 .
∫
S2
|∇Tw|2 + ℜ
(
− (λ2 + λ)
) ∫
S2
|w|2,
et alors
‖w‖21,S2 . ‖h‖0,S2‖w‖0,S2 . ‖h‖0,S2‖w‖1,S2 .
Ce qui prouve que
‖w‖1,S2 . ‖h‖0,S2 . (3.21)
Passons maintenant à l’estimation (3.19). On distingue deux cas.
Cas 1 : Pour |ξ| ≤ 1. Par la Déﬁnition 1.0.3, en utilisant (3.21), on déduit directement
que
‖w‖21,S2,|λ| =
1∑
l=0
|λ|2l‖w‖21−l,S2 . ‖w‖21,S2 . ‖h‖20,S2 .
Cas 2 : Pour |ξ| ≥ 1. La preuve de (3.19) se réduit à (3.21) ainsi que
|k|‖w‖0,S2 . ‖h‖0,S2 ,
puisque |k| ∼ |λ| ∼ |ξ| (rappelons que k ∈ C satisfait ℑk > 0 et k2 = λ2 + λ avec
λ = −1
2
− ǫ+ iξ).
Pour prouver cette dernière estimation, on choisit encore une fois v = w dans (3.20),
et on obtient
|k|2‖w‖20,S2 =
∣∣∣ ∫
S2
|∇Tw|2 −
∫
S2
hw
∣∣∣ ≤ |w|21,S2 + ‖h‖0,S2‖w‖0,S2 .
Par conséquent, grâce à (3.21), on trouve
|k|2‖w‖20,S2 . ‖h‖20,S2 , (3.22)
et alors, encore par (3.21) et (3.22), on conclut que
‖w‖1,S2,|k| = ‖w‖21,S2 + |k|2‖w‖20,S2 . ‖h‖20,S2 .
Lemme 3.1.4. Soient λ ∈ R[−1
2
− ǫ] avec ǫ ∈ (0, 1
2
), m ≥ 2 et α > m − 1. Soit
h ∈ V m−2α (S2;B)∩L2(S2) avec B le point d’intersection de la sphère unité avec le demi-axe
des x positifs. Alors la solution Wλ,h ∈ H1(S2) du problème (3.3) appartient à V mα (S2;B)
avec l’estimation
‖Wλ,h‖Vmα (S2;B) ≤ pm(|λ|)
(
‖h‖Vm−2α (S2;B) + ‖h‖0,S2
)
, (3.23)
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où pm(|λ|) est un polynôme de degré m en |λ|.
Preuve : Comme avant, par facilité dans la preuve on écrit w au lieu de Wλ,h.
Comme l’opérateur LS2 + λ2 + λ est un opérateur elliptique sur S2 et h ∈ L2(S2), sa
solution faible est dans H2(S2) (voir [20, Théorème 52.1]).
D’abord remarquons que le Lemme 3.1.3 et la Proposition 1.1.15 impliquent que pour
tout α1 > 0, w ∈ V 1α1(S2;B) avec
‖w‖V 1α1 (S2;B) . ‖w‖1,S2 . ‖h‖0,S2 . (3.24)
Pour m ≥ 2, montrer que w ∈ V mα (S2;B) revient à montrer que
w ∈ V mα (B1;B) ∩Hm(B2) ∩Hm(B3),
où les Bi sont les parties ouvertes de R2 déﬁnies dans la sous-section 1.1.4.
Soit i ∈ {1, 2, 3} et soit B˜i un ouvert de R2 tel que Bi ⊂ B˜i. Soit ηi ∈ C∞(Ωi), une
fonction de troncature, telle que  ηi = 1 sur Bi,ηi = 0 sur B˜ic,
où pour i ∈ {1, 2, 3}, Ωi est un ouvert de R2 de classe Cm tel que B˜i ⊂ Ωi.
Pour i ∈ {1, 2, 3}, posons vi := w ◦ φ−1i et uξ,i := ηi vi. Donc pour i ∈ {1, 2, 3}, uξ,i ∈
V 1α1(Ωi;B), ou encore uξ,1 ∈ V 1α1(Ω1;B) avec
‖uξ,1‖V 1α1 (Ω1;B) . ‖h‖0,S2 ,
et pour i = 2, 3, uξ,i ∈ H1(Ωi) avec
‖uξ,i‖1,Ωi . ‖h‖0,S2 .
Remarquons que uξ,i est la solution de
(LS2 + λ
2 + λ)uξ,i = ηih+ viLS2ηi + 2∇Tηi · ∇Tvi, dans Ωi.
Donc pour i = 1, 2, 3, on peut considérer uξ,i comme solution de
LS2uξ,i = ηih+ viLS2ηi + 2∇Tηi · ∇Tvi − (λ2 + λ)uξ,i =: h˜i, dans Ωi.
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Grâce au Lemme 3.1.3, pour α2 > 1 on a h˜1 ∈ V 0α2(Ω1;B) avec
‖h˜1‖V 0α2 (Ω1;B) . ‖h‖V 0α2 (B˜1;B) + ‖v1‖V 0α2 (B˜1;B) + ‖∇Tv1‖V 0α2 (B˜1;B) + (|λ|
2 + |λ|)‖uξ,1‖V 0α2 (B˜1;B)
. ‖h‖V 0α2 (S2;B) + ‖w‖1,S2 + (|λ|
2 + |λ|)‖h‖0,S2
. ‖h‖V 0α2 (S2;B) + p2(|λ|)‖h‖0,S2 ,
où p2(|λ|) = 1 + |λ|2 + |λ| est un polynôme de degré inférieur ou égale à 2 en |λ|.
En appliquant le Théorème 1.1.5 , on obtient uξ,1 ∈ V 2α2(Ω1;B) avec l’estimation :
‖uξ,1‖V 2α2 (Ω1;B) . p2(|λ|)
(
‖h‖V 0α2 (S2;B) + ‖h‖0,S2
)
. (3.25)
De même pour i = 2, 3, comme h˜i ∈ L2(Ωi) et satisfait grâce au Lemme 3.1.3,
‖h˜i‖0,Ωi . p2(|λ|)‖h‖0,S2 ,
où p2(|λ|) est toujours un polynôme de degré inférieur ou égale à 2 en |λ|, on trouve
directement, par le Théorème 60 de [28], que uξ,i ∈ H2(Ωi) pour i = 2, 3 avec l’estimation
‖uξ,i‖2,Ωi . p2(|λ|)‖h‖0,S2 . (3.26)
On en déduit par (3.25) et (3.26) que w ∈ V 2α2(S2;B) avec
‖w‖V 2α2 (S2;B) . p2(|λ|)
(
‖h‖V 0α2 (S2;B) + ‖h‖0,S2
)
. (3.27)
Donc par itération sur ℓ, on prouve que
‖w‖V ℓαℓ (S2;B) . pℓ(|λ|)
(
‖h‖V ℓ−2αℓ (S2;B) + ‖h‖0,S2
)
, (3.28)
avec pℓ(|λ|) un polynôme de degré inférieur ou égale à ℓ en |λ|. Ou encore, on montre que
pour αℓ > ℓ− 1, on a uξ,1 ∈ V ℓαℓ(Ω1;B) avec
‖uξ,1‖V ℓαℓ (Ω1;B) . pℓ(|λ|)
(
‖h‖V ℓ−2αℓ (S2;B) + ‖h‖0,S2
)
, (3.29)
et pour i = 2, 3, on a uξ,i ∈ Hℓ(Ωi) et satisfait
‖uξ,i‖ℓ,Ωi . pℓ(|λ|)
(
‖h‖V ℓ−2αℓ (S2;B) + ‖h‖0,S2
)
. (3.30)
Ceci se fait à l’aide de Théorème 1.1.5 pour l’estimation (3.29) et de [28, Théorème 60, p.
106] pour l’estimation (3.30) pour i = 2, 3. Dès lors il faut montrer que h˜1 ∈ V ℓ−2α (Ω1;B)
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et que h˜i ∈ Hℓ−2(Ωi) pour i = 2, 3.
En eﬀet, si on suppose que (3.28) est vrai pour ℓ− 1 avec ℓ ∈ {3, . . . ,m}, alors pour tout
αℓ > ℓ− 1, on a
‖h˜1‖V ℓ−2αℓ (Ω1;B) . ‖h‖V ℓ−2αℓ (S2;B) + ‖v1‖V ℓ−1αℓ (B˜1;B) + (|λ|
2 + |λ|)‖uξ,1‖V ℓ−2αℓ (Ω1;B),
et par l’hypothèse qu’on a mis, on trouve que
‖v1‖V ℓ−1αℓ (B˜1;B) . pℓ−1(|λ|)
(
‖h‖V ℓ−3αℓ (S2;B) + ‖h‖0,S2
)
,
et
‖uξ,1‖V ℓ−2αℓ (B˜1;B) . pℓ−2(|λ|)
(
‖h‖V ℓ−4αℓ (S2;B) + ‖h‖0,S2
)
.
On en déduit alors que
‖h˜1‖V ℓ−2αℓ (Ω1;B) .
(
1 + pℓ−1(|λ|) + pℓ−2(|λ|)(|λ|2 + |λ|)
)(
‖h‖V ℓ−2αℓ (S2;B) + ‖h‖0,S2
)
,
avec pℓ−1(|λ|) (resp. pℓ−2(|λ|)) un polynôme de degré ℓ− 1 (resp. ℓ− 2) en |λ|.
En appliquant le Théorème 1.1.5, on conclut que uξ,1 ∈ V ℓαℓ(Ω1;B) et satisfait (3.29) avec
pℓ(|λ|) = 2 + pℓ−1(|λ|) + pℓ−2(|λ|)(|λ|2 + |λ|).
De la même façon, on obtient que pour i = 2, 3,
‖h˜i‖ℓ−2,Ωi .
(
1 + pℓ−1(|λ|) + pℓ−2(|λ|)(|λ|2 + |λ|)
)(
‖h‖V ℓ−2αℓ (S2;B) + ‖h‖0,S2
)
.
Donc grâce au [28, Théorème 60, p. 106], on obtient uξ,i ∈ Hℓ(Ωi) et satisfait l’estimation
(3.30) pour i = 2, 3.
On en déduit donc grâce à (3.29) et (3.30) que w ∈ V ℓαℓ(S2;B) et satisfait (3.28).
Ce résultat est d’un grand intérêt seulement pour des petites valeurs de λ comme la
constante pm(|λ|) dans (3.23) dépend continûment de λ. Pour gérer cette diﬃculté, on
utilise l’argument d’ajout d’une variable du Théorème 3.1.2.
Théorème 3.1.5. Soient λ0 ∈ R[−12 − ǫ] avec ǫ ∈ (0, 12), m ≥ 2, α > m − 1 et h ∈
V m−2α (S
2;B) ∩ L2(S2) avec B le point d’intersection de la sphère unité avec le demi-axe
des x positifs. Alors la solution Wλ,h ∈ H1(S2) du problème
(LS2 + λ
2
0 + λ0)wλ0,h = h dans S
2, (3.31)
appartient à V mα (S
2;B) avec
m∑
l=0
|λ0|2l‖wλ0,h‖2Vm−lα (S2;B) .
m−2∑
l=0
|λ0|2l‖h‖2Vm−2−lα (S2;B) + ‖h‖
2
0,S2 . (3.32)
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Preuve : Par facilité, on écrit Wξ0 au lieu de Wλ0,h, où ξ0 = ℑλ0. Pour un ξ0 ∈ R ﬁxé,
soit λ0 ∈ R[−12 − ǫ] avec ǫ ∈ (0, 12), donc on a
λ20 + λ0 = (−
1
2
− ǫ+ iξ0)2 + (−12 − ǫ+ iξ0) = −ξ
2
0 − 2ǫiξ0 −
1
4
+ ǫ2.
On peut réécrire (3.3) sous la forme
(LS2 − ξ20)Wξ0 = h+ 2ǫiξ0Wξ0 + (
1
4
− ǫ2)Wξ0 , dans S2.
Pour tout ξ ∈ R, déﬁnissons Wξ la solution de
(LS2 − ξ2)Wξ = h+ 2ǫiξWξ + (14 − ǫ
2)Wξ, dans S2. (3.33)
Remarquons que en notant λ = −1
2
− ǫ+ iξ, (3.33) s’écrit sous aussi :
(LS2 + λ
2 + λ)Wξ = h dans S2.
Par le Lemme 3.1.3, on sait déjà que Wξ ∈ H1(S2) et satisfait
‖Wξ‖1,S2,|ξ| . ‖h‖0,S2 . (3.34)
Maintenant, considérons la suite de fonctions (φn)n déﬁnie par φn =
√
ϕn ∈ L2(R), où
ϕn est déﬁnie par le Lemme 1.1.4 correspondant à ξ0.
Déﬁnissons aussi
vn(Θ, ξ) = Wξ(Θ)φn(ξ),
et
Vn(Θ, z) =
(
F−1z [vn]
)
(Θ, z),
où F−1z est la transformée de Fourier inverse partielle en z. Observons que Vn est déﬁni
sur S2 × R. Dans cet ensemble, déﬁnissons la norme
‖Vn‖2Vmα (S2×R;B×R) :=
∑
|γ|≤m
( ∫
B1
r2(α−m+|γ|)
∫
R
|DγVn|2dzdΘ+
∫
B2
∫
R
|DγVn|2dzdΘ
+
∫
B3
∫
R
|DγVn|2dzdΘ
)
,
où r =
√
(θ − π
2
)2 + ϕ2.
D’une part, pour tout |γ| ≤ m on sait que, DγVn ∈ L2(S2 × R) si et seulement si
Fz[DγVn] ∈ L2(S2 × R), ce qui est équivalent à
∀γ = (γ1, γ2, γ3) : γ3 ≤ m et |(γ1, γ2)| ≤ m− γ3, (iξ)γ3φn∂(γ1,γ2)Wξ ∈ L2(S2 × R).
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Cette dernière formulation étant satisfaite car, grâce au Lemme 3.1.4, Wξ ∈ V mα (S2;B)
et vériﬁe l’estimation
‖Wξ‖Vmα (S2;B) . pm(|λ|)
(
‖h‖Vm−2α (S2;B) + ‖h‖0,S2
)
,
avec pm(|λ|) un polynôme de degré inférieur ou égale à m en |λ|, et comme on a de plus
φn ∈ D(R) avec supp(φn) ⊂ [ξ0 − 1n , ξ0 + 1n ].
Par le théorème de Fubini, on déduit que pour tout |γ| ≤ m, on a DγVn(Θ, ·) ∈ L2(R)
pour presque tous Θ ∈ S2, et on peut alors appliquer l’égalité de Parseval pour avoir
‖Vn‖2Vmα (S2×R;B×R) =
1
2π
∑
γ3≤m
∑
|(γ1,γ2)|≤m−γ3
(∫
R
|ξ|2γ3|φn(ξ)|2
∫
B1
r2(α−m+|γ|)|∂(γ1,γ2)Wξ|2dΘdξ
+
∫
R
|ξ|2γ3|φn(ξ)|2
∫
B2
|∂(γ1,γ2)Wξ|2dΘdξ
+
∫
R
|ξ|2γ3|φn(ξ)|2
∫
B3
|∂(γ1,γ2)Wξ|2dΘdξ
)
.
Par déﬁnition de la norme sur la sphère et comme V mα (S
2;B) →֒ V m−lα (S2;B), on obtient
‖Vn‖2Vmα (S2×R;B×R) =
1
2π
∫
R
m∑
l=0
|ξ|2l‖Wξ‖2Vm−lα (S2;B)|φn(ξ)|
2dξ
≤ pm(|λ0|)
m∑
l=0
max{|ξ0 − 1
n
|2l, |ξ0 + 1
n
|2l}
(
‖h‖2
Vm−2α (S2;B)
+ ‖h‖20,S2
)
.
D’autre part, comme vn est solution de
(LS2 − ξ2)vn = hφn + 2ǫiξvn + (14 − ǫ
2)vn, dans S2 × R, (3.35)
en appliquant la transformée de Fourier inverse partielle en z, on déduit que Vn est solution
du problème
(LS2 +
∂2
∂z2
)Vn(θ, ϕ, z) = hF−1[φn] + 2ǫ
∂
∂z
Vn + (
1
4
− ǫ2)Vn, dans S2 × R. (3.36)
Étape 1 : Pour tout α1 > 0, Vn ∈ V 1α1(S2 × R;B × R) avec
‖Vn‖V 1α1 (S2×R;B×R) . ‖h‖0,S2 . (3.37)
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Par l’identité de Parseval, on a
‖Vn‖2V 1α1 (S2×R;B×R) =
1
2π
∫
R
1∑
l=0
|ξ|2l‖Wξ‖2V 1−lα1 (S2;B)|φn(ξ)|
2dξ. (3.38)
Donc selon la sous-section 1.1.4, et comme H1(B1) →֒ H1α1(B1;B) = V 1α1(B1;B)
(par la Proposition 1.1.8), on obtient pour tout l = 0, 1,
‖Wξ‖2V 1−lα1 (S2;B) ≃ ‖Wξ‖
2
V 1−lα1 (B1;B)
+ ‖Wξ‖21−l,B2 + ‖Wξ‖21−l,B3
.
3∑
i=1
‖Wξ‖21−l,Bi ≃ ‖Wξ‖21−l,S2 .
Par le Lemme 3.1.3, on trouve
‖Wξ‖1,S2,|ξ| ≤ ‖h‖0,S2 .
On en déduit par (3.38) et le Lemme 1.1.4 que pour tout α1 > 0, on a Vn ∈
V 1α1(S
2 × R;B × R), avec
‖Vn‖2V 1α1 (S2×R;B×R) .
∫
R
‖Wξ‖21,S2,|ξ||φn(ξ)|2dξ . ‖h‖20,S2‖φn‖20,R = ‖h‖20,S2 .
Étape 2 : Pour tout α2 ≥ α−m+ 2 > 1, on a
‖Vn‖V 2α2 (S2×R;B×R) . ‖h‖V 0α2 (S2;B) + ‖h‖0,S2 . (3.39)
Pour démontrer cela, nous allons appliquer le Théorème 3.1.2, pour avoir
‖Vn‖V 2α2 (S2×R;B×R) . ‖(LS2 +
∂2
∂z2
)Vn‖V 0α2 (S2×R;B×R) + ‖Vn‖V 1α2−1(S2×R;B×R). (3.40)
L’estimation de la norme de Vn dans V 1α2−1(S
2 × R;B × R) est déjà donnée par
l’étape 1. Il reste donc à estimer la norme de (LS2+ ∂
2
∂z2
)Vn dans V 0α2(S
2×R;B×R).
En rappelant (3.36), on a besoin d’estimer chaque terme du membre à droite. Pour
le premier terme, comme h ∈ V 0α2(S2;B) et F−1[φn] ∈ L2(R), on obtient hF−1[φn] ∈
V 0α2(S
2 × R;B × R) avec
‖hF−1[φn]‖V 0α2 (S2×R;B×R) = ‖h‖V 0α2 (S2;B).
Pour les autres termes, on utilise (3.37) on obtient
‖ ∂
∂z
Vn‖V 0α2 (S2×R;B×R) + ‖Vn‖V 0α2 (S2×R;B×R) . ‖Vn‖V 1α2 (S2×R;B×R) . ‖h‖0,S2 .
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On en déduit que
‖(LS2 + ∂
2
∂z2
)Vn‖V 0α2 (S2×R;B×R) . ‖h‖V 0α2 (S2;B) + ‖h‖0,S2 . (3.41)
L’estimation (3.39) peut être déduite facilement par (3.40), (3.37) et (3.41).
Étape 3 : Pour tout α3 ≥ α−m+ 3 > 2, on a l’estimation
‖Vn‖2V 3α3 (S2×R;B×R) .
1∑
l=0
max{|ξ0 + 1
n
|2l, |ξ0 − 1
n
|2l}‖h‖2
V 1−lα3 (S
2;B)
+ ‖h‖20,S2 . (3.42)
De nouveau, pour démontrer cela, nous allons appliquer le Théorème 3.1.2, et donc
il faut estimer la norme de (LS2 + ∂
2
∂z2
)Vn dans V 1α3(S
2 × R;B × R), ou encore la
norme de chaque terme du membre à droite de (3.36), c-à-d.
‖(LS2 + ∂
2
∂z2
)Vn ‖V 1α3 (S2×R;B×R) ≤ ‖hF−1(φn)‖V 1α3 (S2×R;B×R)
+|1
4
− ǫ2|‖Vn‖V 1α3 (S2×R;B×R) + 2|ǫ|‖
∂
∂z
Vn‖V 1α3 (S2×R;B×R).
Par (3.37), on a Vn ∈ V 1α3(S2 × R;B × R) avec
‖Vn‖V 1α3 (S2×R;B×R) . ‖h‖0,S2 .
De plus, par passage aux cartes locales, on a
‖ ∂
∂z
Vn‖2V 1α3 (S2×R;B×R) ≤ ‖Vn‖
2
V 2α3 (S
2×R;B×R),
on déduit donc grâce à (3.39), que
‖ ∂
∂z
Vn‖2V 1α3 (S2×R;B×R) . ‖h‖
2
V 0α3 (S
2;B) + ‖h‖20,S2 . ‖h‖20,S2 .
Il nous reste à estimer ‖hF−1[φn]‖V 1α3 (S2×R;B×R). On a
‖hF−1[φn]‖2V 1α3 (S2×R;B×R) =
1∑
l=0
‖h‖2
V 1−lα3 (S
2;B)
∫
R
|∂lF−1[φn](z)|2dz. (3.43)
D’après ce qui précède, on a
∂
∂z
Vn =
∂
∂z
(
WξF
−1(φn)
)
∈ L2(S2 × R).
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Comme Wξ ∈ L2(S2), on conclut donc que ∂∂zF−1[φn] ∈ L2(R) et alors
∂lF−1[φn] ∈ L2(R), ∀|l| ≤ 1.
Par (3.43) et par application de l’égalité de Parseval , on a
‖hF−1[φn]‖2V 1α3 (S2×R;B×R) =
1
2π
1∑
l=0
‖h‖2
V 1−lα3 (S
2;B)
∫
R
|ξ|2l|φn(ξ)|2dξ.
Comme φn est à support inclus dans [ξ0 − 1n , ξ0 + 1n ], on déduit que
‖hF−1[φn]‖2V 1α3 (D;B×R) .
∑
l≤1
max{|ξ0 + 1
n
|2l, |ξ0 − 1
n
|2l}‖h‖2
V 1−lα3 (S
2;B)
.
On déduit alors, que
‖(LS2 + ∂
2
∂z2
)Vn‖2V 1α3 (D;B×R) .
1∑
l=0
max{|ξ0 + 1
n
|2l, |ξ0 − 1
n
|2l}‖h‖2
V 1−lα3 (S
2;B)
+ ‖h‖20,S2 .
(3.44)
On conclut par application du Théorème 3.1.2, et grâce aux inégalités (3.37) et
(3.44), que
‖Vn‖2V 3α3 (D;B×R) . ‖(LS2 +
∂2
∂z2
)Vn‖2V 1α3 (D;B×R) + ‖Vn‖
2
V 1α3−2
(D;B×R)
.
1∑
l=0
max{|ξ0 + 1
n
|2l, |ξ0 − 1
n
|2l}‖h‖2
V 1−lα3 (S
2;B)
+ ‖h‖20,S2 .
Étape 4 : Conclusion.
Par itération, pour tout m ≥ 2 et αm ≥ α > m− 1, on peut montrer que
‖Vn‖2Vmαm (S2×R;B×R) .
m−2∑
l=0
max{|ξ0+ 1
n
|2l, |ξ0− 1
n
|2l}‖h‖2
Vm−2−lαm (S
2;B)
+‖h‖20,S2 . (3.45)
Rappelons que grâce à l’égalité de Parseval, on a
‖Vn‖2Vmαm (S2×R;B×R) =
1
2π
∫
R
m∑
l=0
|ξ|2l‖Wξ‖2Vm−lαm (S2;B)|φn(ξ)|
2dξ,
donc grâce à la Remarque 3.1.6 et par application du Lemme 1.1.4 et l’inégalité
(3.45), on en déduit quand n→∞ que, Wξ0 ∈ V mα (S2;B) avec l’estimation
m∑
l=0
|ξ0|2l‖Wξ0‖2Vm−lαm (S2;B) .
m−2∑
l=0
|ξ0|2l‖h‖2Vm−2−lαm (S2;B) + ‖h‖
2
0,S2 .
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Ce qui prouve que (3.32) pour |ξ0| > 1 comme |ξ0| ≃ |λ0| dans ce cas.
Finalement, pour |ξ0| ≤ 1, (3.32) tient directement par le Lemme 3.1.4.
Remarque 3.1.6. Dans la preuve du Théorème 3.1.5, on peut appliquer le Lemme 1.1.4
comme pour m ≥ 1 et α > m− 1, en notant Wξ la solution de (3.3), l’application
N : R→ R : ξ 7→
m∑
l=0
|ξ|2l‖Wξ‖2Vm−lα (S2;B),
est continue. En eﬀet, pour un ξ1 ∈ R ﬁxé et ξ2 ∈ R, on a :∣∣∣∣∣
m∑
l=0
|ξ1|2l‖Wξ1‖2Vm−lα (S2;B) −
m∑
l=0
|ξ2|2l‖Wξ2 ‖2Vm−lα (S2;B)
∣∣∣∣∣
=
∣∣∣∣∣
m∑
l=0
|ξ1|2l
(
‖Wξ1‖2Vm−lα (S2) − ‖Wξ2‖
2
Vm−lα (S2;B)
)
+
m∑
l=0
(
|ξ1|2l − |ξ2|2l
)
‖Wξ2‖2Vm−lα (S2;B)
∣∣∣∣∣.
Mais, par l’inégalité triangulaire on sait que
∣∣∣‖Wξ2‖2Vm−lα (S2;B) − ‖Wξ1‖2Vm−lα (S2;B)∣∣∣≤ ‖Wξ2 −Wξ1‖2Vm−lα (S2;B)
+2‖Wξ1‖Vm−lα (S2)‖Wξ1 −Wξ2‖Vm−lα (S2;B),
on obtient donc∣∣∣∣∣
m∑
l=0
|ξ1|2l‖Wξ1‖2Vm−lα (S2;B) −
m∑
l=0
|ξ2|2l‖Wξ2‖2Vm−lα (S2;B)
∣∣∣∣∣
≤
m∑
l=0
|ξ1|2l‖Wξ1 −Wξ2‖2Vm−lα (S2;B) +
m∑
l=0
∣∣∣|ξ1|2l − |ξ2|2l∣∣∣‖Wξ2‖2Vm−lα (S2;B)
+2
m∑
l=0
|ξ1|2l‖Wξ1‖Vm−lα (S2;B)‖Wξ1 −Wξ2‖Vm−lα (S2;B).
(3.46)
D’autre part, posons v := Wξ1 −Wξ2 qui est solution de
LS2v + (λ
2
1 + λ1)v = (λ
2
2 + λ2 − λ21 − λ1)Wξ2 , dans S2.
Par le Lemme 3.1.4, on a v ∈ V mα (S2;B) avec
‖v‖Vmα (S2;B) . c1(ξ1)|λ22 + λ2 − λ21 − λ1|
(
‖Wξ2‖Vm−2α (S2;B) + ‖Wξ2‖0,S2
)
.
Encore par le Lemme 3.1.4, on obtient une constante c2(ξ1) telle que, pour tout ξ2 dans
un voisinage de ξ1,
‖Wξ2‖Vmα (S2;B) . c2(ξ1)
(
‖h‖Vm−2α (S2;B) + ‖h‖0,S2
)
. (3.47)
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Par conséquent, grâce au Lemme 3.1.3 et à l’estimation (3.47), on conclut que
‖v‖Vmα (S2;B) ≤ c3(ξ1)|λ22 + λ2 − λ21 − λ1|
(
‖h‖Vm−2α (S2;B) + ‖h‖0,S2
)
, (3.48)
si ξ2 est dans un voisinage de ξ1.
Retournons à (3.46). Grâce à (3.47) et (3.48), le membre de droite de (3.46) tend vers
zéro lorsque ξ2 → ξ1, d’où la continuité de l’application N .
3.1.3 Problème de Helmholtz sur la sphère unité avec un second
membre Dirac
Montrons maintenant l’existence d’une solution et des résultats de régularité pour le
problème (3.2) avec λ ∈ R[−1
2
− ǫ].
Rappelons que le point B est couvert par la représentation correspondante au coor-
données sphériques standard φ−11 , i.e.
φ−11 (θ, ϕ) = (sin θ cosϕ, sin θ sinϕ, cos θ),
et correspond dans cette carte à θ = π
2
, ϕ = 0. De plus, dans cette carte, LS2 prend la
forme
LS2 =
∂2
∂θ2
+
1
sin2 θ
∂2
∂ϕ2
+
cos θ
sin θ
∂
∂θ
.
Ainsi cet opérateur gelé en B n’est rien d’autre que l’opérateur de Laplace.
Pour résoudre (3.2), comme dans le cas précédent, nous allons décomposer vλ sous la
forme :
vλ = (1− η) Hλ + wλ, (3.49)
où η ∈ C∞(S2) est une fonction de troncature qui vériﬁe pour δ > 0 assez petit,
 η = 0, sur B(B, δ),η = 1, sur B(B, 2δ)c,
avec
B(B, δ) =
{
(θ, ϕ) ∈]π
4
,
3π
4
[×]−3π
4
,
3π
4
[
∣∣∣∣∣
√
(θ − π
2
)2 + ϕ2 < δ
}
,
et tel que B(B, 2δ) ⊂ B1, et pour k ∈ C tel que ℑk > 0 et k2 = λ2 + λ, soit
Hλ :=
 H0(θ −
π
2
, ϕ), si |k| ≤ 1,
Hk(θ − π2 , ϕ), si |k| > 1,
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avec H0 la solution fondamentale de(
∂2
∂θ2
+
∂2
∂ϕ2
)
H0 = δB,
et pour k 6= 0, Hk la solution fondamentale de(
∂2
∂θ2
+
∂2
∂ϕ2
+ k2
)
Hk = δB.
Dans cette écriture, nous entendons que η = 1 sur B2 ∪ B3 et donc supp(1− η) ⊂ B1, et
on a besoin seulement de Hλ sur B1, d’où le sens de (θ, ϕ) est clair.
De plus, comme (1− η)Hλ = 0 sur B2 ∪B3, on a
L(Θ, λ, ∂Θ)
(
(1− η) Hλ
)
= 0 sur B2 ∪B3,
et il reste à déterminer L(Θ, λ, ∂Θ)
(
(1−η) Hλ
)
sur B1. Déterminons le problème que doit
vériﬁer wλ pour que vλ soit solution de (3.2). On distingue deux cas :
1. Premier cas : |k| > 1. Sur B1, par la formule de Leibniz, on a
L(Θ, λ, ∂Θ)
(
(1− η)Hλ
)
=
( ∂2
∂θ2
+
∂2
∂ϕ2
+ λ2 + λ
)(
(1− η)Hk
)
+
(
L(Θ, λ, ∂Θ)− ( ∂
2
∂θ2
+
∂2
∂ϕ2
+ λ2 + λ)
)(
(1− η)Hk
)
=(1− η)δB +Hk ( ∂
2
∂θ2
+
∂2
∂ϕ2
)(1− η) + 2∇(1− η) · ∇Hk
+
cos θ
sin θ
∂
∂θ
(
(1− η)Hk
)
+
( 1
sin2 θ
− 1
) ∂2
∂ϕ2
(
(1− η)Hk
)
=(1− η)δB + hk,1 + hk,2 + hk,3 + hk,4 + hk,5.
2. Deuxième cas : |k| ≤ 1. Comme dans le premier cas, on obtient
L(Θ, λ, ∂Θ)
(
(1− η)Hλ
)
=
( ∂2
∂θ2
+
∂2
∂ϕ2
)(
(1− η)H0
)
+
(
L(Θ, λ, ∂Θ)− ( ∂
2
∂θ2
+
∂2
∂ϕ2
)
)(
(1− η)H0
)
=(1− η)δB +H0( ∂
2
∂θ2
+
∂2
∂ϕ2
)(1− η) + 2∇(1− η) · ∇H0
+
cos θ
sin θ
∂
∂θ
(
(1− η)H0
)
+
( 1
sin2 θ
− 1
) ∂2
∂ϕ2
(
(1− η)H0
)
+(λ2 + λ)(1− η)H0
=(1− η)δB + hk,1 + hk,2 + hk,3 + hk,4 + hk,5 + hk,6,
Par conséquent, vλ est solution de (3.2) si et seulement si wλ, déﬁni dans (3.49), est
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solution de
L(Θ, λ, ∂Θ)wλ = −hλ, dans S2, (3.50)
où hλ = 0 sur B2 ∪B3 et hλ est déﬁni sur B1 par
hλ =
6∑
j=1
hλ,j, (3.51)
où :
hλ,1 =
cos θ
sin θ
∂Hλ
∂θ
(1− η),
hλ,2 =
( 1
sin2 θ
− 1
)∂2Hλ
∂ϕ2
(1− η),
hλ,3 =
cos θ
sin θ
Hλ ∂(1− η)
∂θ
,
hλ,4 =
( 1
sin2 θ
− 1
)[
2
∂(1− η)
∂ϕ
∂Hλ
∂ϕ
+Hλ ∂
2
∂ϕ2
(1− η)
]
,
hλ,5 = Hλ ( ∂
2
∂θ2
+
∂2
∂ϕ2
)(1− η) + 2∇(1− η) · ∇Hλ,
hλ,6 =
 0, si |k| > 1,(λ2 + λ)(1− η)H0, si |k| ≤ 1.
Dans le but d’obtenir une solution variationnelle pour le problème (3.50), on montre
que hλ ∈ L2(S2) uniformément en λ.
Lemme 3.1.7. Pour hλ déﬁni par (3.51) on a hλ ∈ L2(S2) avec
‖hλ‖0,S2 . 1.
Preuve : Comme hλ = 0 est nulle en dehors de B(B, 2δ), il suﬃt d’estimer ‖hλ,j‖0,B(B,2δ),
j = 1, ..., 6. Rappelons que hλ,1 est déﬁni par
hλ,1 =
cos θ
sin θ
∂Hλ
∂θ
(1− η).
Comme | cos θ| ≃ |θ − π
2
| . r sur B1 avec r =
√
(θ − π
2
)2 + ϕ2 la distance au point B, on
obtient
‖hλ,1‖0,B(B,2δ) . ‖Hλ‖V 11 (B(B,2δ);B).
Ainsi que pour hλ,2 donné par
hλ,2 =
( 1
sin2 θ
− 1
)∂2Hλ
∂ϕ2
(1− η),
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hλ2 vériﬁe
‖hλ,2‖0,B(B,2δ) . ‖Hλ‖V 22 (B(B,2δ);B).
Donc par le Lemme 2.1.8, on a
‖hλ,1‖0,B(B,2δ) + ‖hλ,2‖0,B(B,2δ) . 1.
Maintenant pour tout j = 3, 4, 5, remarquons que hλ,j a un support compact dans
B(B, 2δ)\B(B, δ), et on a
‖hλ,j‖0,B1 . ‖Hλ‖1,B(B,2δ)\B(B,δ) . ‖Hλ‖V 1ε (B(B,2δ);B),
pour tout ε > 0 (car r ≃ 1 sur B(B, 2δ)\B(B, δ)). Donc par le Lemme 2.1.8, on conclut
que
‖hλ,j‖0,B(B,2δ) . 1,∀j = 3, 4, 5.
Pour j = 6, comme |k| ≤ 1, on a
‖hλ,6‖0,B(B,2δ) . ‖H0‖0,B(B,2δ) . ‖H0‖V 0ǫ−1(B(B,2δ);B) . ‖H0‖V 1ǫ (B(B,2δ);B),
pour tout 0 < ǫ < 1. De nouveau grâce au Lemme 2.1.8, on déduit que
‖hλ,6‖0,B(B,2δ) . 1.
Plus tard, on a besoin d’un résultat similaire dans les espaces de Sobolev avec poids.
Lemme 3.1.8. La fonction hλ déﬁnie par (3.51) appartient à l’espace V m−2α (S
2;B) pour
tout m ≥ 2 et α > m− 1, où ici r =
√
(θ − π
2
)2 + ϕ2 et B est le point d’intersection de la
sphère unité avec l’axe des x positifs. De plus hλ satisfait l’estimation
m−2∑
j=0
|λ|2j‖hλ‖2Vm−2−jα (S2;B) . 1. (3.52)
Preuve : Par passage aux cartes locales, on est amené à travailler sur des parties de R2
(voir la Sous-section 1.1.4).
Rappelons que hλ = 0 en dehors de B(B, 2δ), donc montrer que hλ ∈ V m−2α (S2;B) revient
à montrer hλ ∈ V m−2α (B(B, 2δ);B) avec r =
√
(θ − π
2
)2 + ϕ2.
Montrons le résultat pour hλ,1. D’après le Lemme 2.1.8, on a Hλ ∈ V mα (B(B, 2δ);B).
Donc ∂iHλ ∈ V m−1α (B(B, 2δ);B) avec l’inégalité
‖∂iHλ‖Vm−1α (B(B,2δ);B) ≤ ‖Hλ‖Vmα (B(B,2δ);B), (3.53)
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et en particulier ∂
∂θ
(
Hλ(θ − π2 , ϕ)
)
∈ V m−1α (B(B, 2δ);B). Puisque B(B, 2δ) est bornée,
on a
V m−1α (B(B, 2δ);B) →֒ V m−2α (B(B, 2δ);B). (3.54)
On en déduit alors,
∂
∂θ
(
Hλ(θ − π2 , ϕ)
)
∈ V m−2α (B(B, 2δ);B). (3.55)
Comme (1− η) cos θ
sin θ
∈ C∞(B(B, 2δ)), on peut appliquer le lemme 1.1.3 pour avoir hλ,1 ∈
V m−2α (B(B, 2δ);B) avec
m−2∑
j=0
|λ|2j‖hλ,1‖2Vm−2−jα (B(B,2δ);B) .
m−2∑
j=0
|λ|2j‖ ∂
∂θ
Hλ‖2Vm−2−jα (B(B,2δ);B).
En utilisant (3.53), (3.54), (3.55) et le Lemme 2.1.8, avec |k|2 ≃ |λ|2 pour |λ| grand
et |λ|2 . |λ| ≃ |k|2 pour |λ| borné, en plus de la dernière inégalité, on obtient hλ,1 ∈
V m−2α (B(B, 2δ);B) avec l’inégalité
m−2∑
j=0
|λ|2j‖hλ,1‖2Vm−2−jα (B(B,2δ);B) .
m−2∑
j=0
|λ|2j‖Hλ‖2Vm−jα (B(B,2δ);B) . 1.
Montrons le résultat pour hλ,2. Par le Lemme 2.1.8, on obtient ∂iHλ ∈
V m−1α (B(B, 2δ);B) et de même ∂j∂iHλ ∈ V m−2α (B(B, 2δ);B) avec l’inégalité
‖∂j∂iHλ‖Vm−2α (B(B,2δ);B) ≤ ‖Hλ‖Vmα (B(B,2δ);B). (3.56)
On en déduit ∂
2
∂ϕ2
(
Hλ(θ − π2 , ϕ)
)
∈ V m−2α (B(B, 2δ);B).
Or (1 − η)( 1
sin2 θ
− 1) ∈ C∞(B(B, 2δ)), en appliquant le Lemme 1.1.3 et en utilisant
l’inégalité (3.56) et le Lemme 2.1.8 (avec |k|2 ≃ |λ|2 pour |λ| grand et |λ|2 . |λ| ≃ |k|2
pour |λ| borné), on conclut donc que hλ,2 ∈ V m−2α (B(B, 2δ);B) avec l’inégalité
m−2∑
j=0
|λ|2j‖hλ,2‖2Vm−2−jα (B(B,2δ);B) .
m−2∑
j=0
|λ|2j‖∂
2Hλ
∂ϕ2
‖2
Vm−2−jα (B(B,2δ);B)
.
m−2∑
j=0
|λ|2j‖Hλ‖2Vm−jα (B(B,2δ);B) . 1.
De même et grâce au Lemme 2.1.8 avec |k|2 ≃ |λ|2, pour |λ| grand et |λ|2 . |λ| ≃ |k|2
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pour |λ| borné , on trouve que hλ,3, hλ,4, hλ,5 appartiennent à V m−2α (B(B, 2δ);B), avec
m−2∑
j=0
|λ|2j‖hλ,3‖2Vm−2−jα (B(B,2δ);B) . 1,
m−2∑
j=0
|λ|2j‖hλ,4‖2Vm−2−jα (B(B,2δ);B) . 1,
m−2∑
j=0
|λ|2j‖hλ,5‖2Vm−2−jα (B(B,2δ);B) . 1.
Grâce au Lemme 2.1.8, on a (1 − η)H0 ∈ V mα (B(B, 2δ);B). Comme B(B, 2δ) est
bornée, on a
V mα (B(B, 2δ);B) →֒ V m−2α (B(B, 2δ);B).
Par conséquent (1 − η)H0 ∈ V m−2α (B(B, 2δ);B). On déduit donc, puisque |λ| est borné,
que hλ,6 ∈ V m−2α (B(B, 2δ);B) avec
m−2∑
j=0
|λ|2j‖hλ,6‖2Vm−2−jα (B(B,2δ);B) ≤ ‖1− η‖
2
C∞(S2)
m−2∑
j=0
|λ|2j‖H0‖2Vm−2−jα (B(B,2δ);B) . 1.
Théorème 3.1.9. Soient λ ∈ R[−1
2
− ǫ] avec ǫ ∈ (0, 1
2
) et B le point d’intersection de la
sphère unité avec le demi-axe des x positifs. Alors le problème
(LS2 + λ
2 + λ)vλ = δB, dans S2, (3.57)
où LS2 est l’opérateur de Laplace Beltrami déﬁni sur la sphère S
2, admet une unique
solution vλ dans
⋂
α>0
V 1α (S
2;B) dans le sens qu’elle est l’unique élément dans
⋂
α>0
V 1α (S
2;B)
qui satisfait∫
S2
(
∇Tvλ · ∇Tw − (λ2 + λ)vλw
)
= −w(B), ∀w ∈ ⋃
α>0
H1−α(S
2;B). (3.58)
De plus, cette solution vλ appartient à V
m
α (S
2;B) pour tout m ≥ 1 et α > m − 1, avec
l’estimation
m∑
l=0
|λ|2l‖vλ‖2Vm−lα (S2;B) . 1. (3.59)
Remarque 3.1.10. Observons que, en utilisant [11, Lemme 11.2.2] ou [13, Théorème
3.23], la trace des fonctions w ∈ H1−α(S2;B) est bien déﬁnie, ce qui donne un sens à
w(B).
Rappelons aussi que pour α > 0, on a V 1α (S
2;B) = H1α(S
2;B) par la Proposition 1.1.8.
Preuve : Rappelons que, à l’aide d’une fonction de troncature η, qui est nulle au voisinage
du point B, la solution vλ est décomposée en (1− η)Hλ et wλ (sous la forme (3.49)), avec
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wλ la solution du problème (3.50) (ou encore la solution du problème de Helmholtz déﬁni
sur la sphère (3.3) avec un second membre h = −hλ).
Étape 1 : Existence de la solution.
Par le Lemme 3.1.7, le second membre hλ de (3.50) est dans L2(S2). En appliquant
le Lemme 3.1.3, on déduit l’existence et l’unicité d’une solution variationnelle wλ ∈
H1(S2) →֒ H1α(S2) →֒ V 1α (S2) (grâce à la Proposition 1.1.8).
En rappelant que vλ s’écrit sous la forme (3.49), et en utilisant le Lemme 2.1.8, on conclut
que vλ appartient à
⋂
α>0
V 1α (S
2;B).
Comme vλ est solution de
(LS2 + λ
2 + λ)vλ = δB, dans D′(S2),
on déduit qu’elle satisfait (3.58) par la densité de D(S2) dans H1−α(S2;B) dans le cas
α ∈ (0, 1) et par la densité de D(S2\{B}) dans H1−α(S2;B) dans le cas α ≥ 1 (voir la
Proposition 1.1.16).
Étape 2 :Unicité de la solution.
Supposons que (3.58) admet deux solutions dans
⋂
α>0
V 1α (S
2;B), alors leur diﬀérence d
satisfait ∫
S2
(
∇Td · ∇Tw − (λ2 + λ)dw
)
= 0, ∀w ∈ ⋃
α>0
H1−α(S
2;B). (3.60)
Remarquons que d ∈ V 1α (S2;B) →֒ L2(S2) pour 0 < α < 1. Considérons alors w ∈ H1(S2)
la solution de
LS2w + (λ2 + λ)w = d, dans S
2,
donnée par le Lemme 3.1.3, i.e. pour tout ϕ ∈ H1(S2), w satisfait
∫
S2
(
∇Tw · ∇Tϕ− (λ2 + λ)wϕ
)
= −
∫
S2
dϕ. (3.61)
La Remarque 2.4 de [10] implique que cette solution w est dans H2(S2). En utilisant le
Corollaire 1.1.12, on obtient w ∈ H1−α(S2;B) pour α ∈ (0, 1).
Soit maintenant (dn)n ⊂ D(S2) telle que dn → d dans H1α(S2;B) (voir la Proposition
1.1.16). Donc par (3.61), on a
∫
S2
∇Tw · ∇Tdn − (λ2 + λ)
∫
S2
w dn +
∫
S2
d dn = 0.
Ainsi par (3.60), on passe à la limite et on obtient
0 = lim
n→∞
[∫
S2
∇Tw · ∇Tdn − (λ2 + λ)
∫
S2
w dn +
∫
S2
d dn
]
=
∫
S2
∇Tw · ∇Td− (λ2 + λ)
∫
S2
w d+
∫
S2
d d =
∫
S2
|d|2.
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i.e. d = 0 p.p. dans S2. Ce qui prouve l’unicité.
Étape 3 :Régularité et estimation.
Vériﬁons d’abord que le premier terme, notamment (1− η)Hλ, appartient à V mα (S2;B) et
satisfait l’estimation cherchée.
Par le Lemme 2.1.8, pour tout i ∈ {1, 2, 3},
Hλ ∈ V mα (Bi;B),
où Bi (i ∈ {1, 2, 3}) sont les parties ouvertes de R2 déﬁnies dans la Sous-section 1.1.4
et r dans ce cas est la distance au point B (le point d’intersection de la sphère avec le
demi-axe des x positifs).
Comme B /∈ B2 ∪B3, Hλ ∈ V mα (Bi) est équivalent à Hλ ∈ Hm(Bi) pour i = 2, 3 et donc,
vu la déﬁnition de ‖ · ‖Vmα (S2;B), on a
‖Hλ‖Vmα (S2;B) ≃ ‖Hλ‖Vmα (B1;B) + ‖Hλ‖Vmα (B2;B) + ‖Hλ‖Vmα (B3;B).
Alors par le Lemme 1.1.3, (1− η)Hλ ∈ V mα (S2;B) et vériﬁe grâce au Lemme 2.1.8,
m∑
l=0
|λ|2l‖(1− η)Hλ‖2Vm−lα (S2;B) . 1. (3.62)
D’où il reste à vériﬁer une estimation similaire pour wλ.
Dans le cas m = 1, comme H1(S2) →֒ H1α(S2;B) = V 1α (S2;B) pour tout α > 0 (voir la
Proposition 1.1.8), alors les Lemmes 3.1.3 et 3.1.7 donnent
1∑
l=0
|λ|2l‖wλ‖2V 1−lα (S2;B) . 1. (3.63)
D’autre part, pour m ≥ 2 par le Théorème 3.1.5, wλ ∈ V mα (S2;B) pour tout α > m − 1
et vériﬁe
m∑
l=0
|λ|2l‖wλ‖2Vm−lα (S2;B) .
m−2∑
l=0
|λ|2l‖hλ‖2Vm−2−lα (S2;B) + ‖hλ‖
2
0,S2 .
Donc par les Lemmes 3.1.7 et 3.1.8, on obtient
m∑
l=0
|λ|2l‖wλ‖2Vm−lα (S2;B) . 1. (3.64)
La conclusion suit par les estimations (3.62), (3.63) et (3.64).
Remarque 3.1.11. Observons que, pour tout α ∈ (0, 1), on prouve l’unicité de la solution
vλ ∈ V 1α (S2;B) du problème∫
S2
(
∇Tvλ · ∇Tw − (λ2 + λ)vλw
)
= −w(B), ∀w ∈ H1−α(S2;B).
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3.2 L’équation de Laplace sur un domaine tridimen-
sionnel avec une fracture semi-infinie
Considérons le problème
−∆u = q δσ + h, dans R3, (3.65)
où σ est une demi-droite de R3. Sans perdre de généralité, nous considérons que cette
demi-droite est {(x, 0, 0) | x > 0}, le demi-axe des x positifs. Dans cette section, on
prouve l’existence d’une unique solution de (3.65) au sens faible ainsi que des résultats de
régularité.
Théorème 3.2.1. Soient ǫ ∈ (0, 1
2
) et σ le demi-axe des x positifs. Soient q ∈ L2ǫ(R+; 0)
et h ∈ V 01+ǫ(R3; 0). Alors le problème (3.65) a une unique solution u ∈ V 1ǫ (R3;σ), dans le
sens qu’elle est l’unique fonction dans V 1ǫ (R
3;σ) qui satisfait
∫
R3
∇u(x, y, z) · ∇ψ(x, y, z) dxdydz =
∞∫
0
q(x)ψ(x, 0, 0)dx
+
∫
R3
h(x, y, z)ψ(x, y, z) dxdydz, ∀ψ ∈M1−ǫ(R3;σ).
(3.66)
Cette solution satisfait l’estimation
‖u‖V 1ǫ (R3;σ) . ‖q‖L2ǫ (R+;0) + ‖h‖V 0ǫ+1(R3;0).
Si m ≥ 2, α ∈ (m−1,m− 1
2
), h ∈ V m−2α (R3; 0) et q ∈ L2α−m+1(R+; 0) alors u ∈ V mα (R3;σ)
avec l’estimation
‖u‖Vmα (R3;σ) . ‖q‖L2α−m+1(R+;0) + ‖h‖Vm−2α (R3;0).
Remarque 3.2.2. Rappelons que, par le Corollaire 1.4.5, on a V 1ǫ (R
3;σ) = M1ǫ (R
3;σ)
pour ǫ > 0.
Preuve : Soit λ ∈ R[−1
2
− ǫ]. Comme q ∈ L2ǫ(R+; 0) et h ∈ V 01+ǫ(R3; 0), observons que
par le Théorème 1.3.3, M[q](λ) et M[h](λ− 2, ·) sont bien déﬁnis et satisfont
∫
ℜλ=− 1
2
−ǫ
|M[q](λ)|2dℑλ <∞ et
∫
ℜλ=− 1
2
−ǫ
‖M[h](λ− 2, ·)‖20,S2dℑλ <∞.
Ceci implique en particulier que, pour presque tout λ ∈ R[−1
2
−ǫ],M[h](λ−2, ·) ∈ L2(S2).
Comme ǫ ∈ (0, 1
2
), on considère vλ la solution de
(LS2 + λ
2 + λ)vλ = δB, dans S2, (3.67)
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où LS2 est l’opérateur de Laplace Beltrami déﬁni sur la sphère unité S2 et B est le point
d’intersection de la sphère avec le demi-axe des x positifs, donnée par le Théorème 3.1.9.
Soit maintenant wλ la solution de
(LS2 + λ
2 + λ)wλ = M[h](λ− 2, ·), dans S2. (3.68)
Pour presque tout λ ∈ R[−1
2
− ǫ], comme le second membre M[h](λ − 2, ·) ∈ L2(S2)
alors wλ := Wλ,M[h](λ−2,·), qui est aussi solution de (3.3) avec M[h](λ−2, ·) comme second
membre, appartient à H1(S2) selon le Lemme 3.1.3.
Rappelons que pour tout α > 0, le Théorème 3.1.9 et le Lemme 3.1.3 donnent aussi les
estimations
1∑
l=0
|λ|2l‖vλ‖2V 1−lα (S2;B) . 1 et ‖wλ(λ, ·)‖1,S2,|λ| . ‖M[h](λ− 2, ·)‖0,S2 .
Comme α > 0, en utilisant les cartes locales qui recouvrent S2 et grâce à la Proposition
1.1.8, on obtient H1(S2) →֒ H1α(S2;B) = V 1α (S2;B). On en déduit alors en intégrant sur
la droite ℜλ = −1
2
− ǫ, que
∫
ℜλ=− 1
2
−ǫ
1∑
l=0
|λ|2l‖ vλ(·)M[q](λ) + wλ(λ, ·)‖2V 1−lα (S2;B)dℑλ
.
∫
ℜλ=− 1
2
−ǫ
|M[q](λ)|2dℑλ+
∫
ℜλ=− 1
2
−ǫ
‖M[h](λ− 2, ·)‖20,S2dℑλ < +∞.
En particulier, ceci reste vrai pour α = ǫ et par le Théorème 1.3.7, la transformée de
Mellin inverse de
−vλ(·)M[q](λ)− wλ(λ, ·),
existe et appartient à V 1ǫ (R
3;σ). Notons par u cette fonction.
Étape 1 : Montrons que u est solution variationnelle de (3.66).
Par le Lemme 1.4.6, pour tout u ∈ V 1ǫ (R3;σ) et ψ ∈M1−ǫ(R3;σ), on a
∫
R3
∇u · ∇ψ = 1
2π
∫
S2
∫
ℜλ=− 1
2
−ǫ
[
∇TM(u)(λ,Θ) · ∇TM(ψ)(−1− λ¯,Θ)
−(λ2 + λ)M(u)(λ,Θ)M(ψ)(−1− λ¯,Θ)
]
dℑλdΘ.
(3.69)
Rappelons que
M[u](λ,Θ) = −vλ(Θ)M[q](λ)− wλ(λ,Θ), (3.70)
où vλ est la solution de (3.67) et a comme formulation variationnelle (voir Théorème
3.1.9), ∫
S2
(
∇Tvλ · ∇Tϕ− (λ2 + λ)vλ ϕ
)
= −ϕ(B), ∀ϕ ∈ H1−ǫ(S2;B), (3.71)
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et wλ est la solution de (3.68) et a comme formulation variationnelle,∫
S2
(
∇Twλ · ∇Tϕ− (λ2 + λ)wλ ϕ
)
dΘ = −
∫
S2
M[h](λ− 2,Θ)ϕ(Θ)dΘ, ∀ϕ ∈ H1(S2).
Grâce à l’injection de H1−ǫ(S
2;B) dans H1(S2), on déduit que
∫
S2
(
∇Twλ · ∇Tϕ− (λ2 + λ)wλ ϕ
)
dΘ = −
∫
S2
M[h](λ− 2,Θ)ϕ(Θ)dΘ, ∀ϕ ∈ H1−ǫ(S2;B).
(3.72)
En rappelant (3.70), cette identité et (3.71) donnent, pour tout ϕ ∈ H1−ǫ(S2;B),
∫
S2
(
∇TM[u](λ,Θ) · ∇Tϕ(Θ) −(λ2 + λ)M[u](λ,Θ)ϕ(Θ)
)
dΘ
= M[q](λ)ϕ(B) +
∫
S2
M[h](λ− 2,Θ)ϕ(Θ)dΘ.
Rappelons que par le Théorème 1.3.7, pour tout ψ ∈M1−ǫ(R3;σ), sa transformée de Mellin
existe et appartient à H1−ǫ(S
2;B). Donc cette dernière identité avec (3.69) permettent de
conclure que, pour tout ψ ∈M1−ǫ(R3;σ),
∫
R3
∇u · ∇ψ¯ = 1
2π
( ∫
ℜλ=− 1
2
−ǫ
M[q] (λ)M[ψ](−1− λ¯, B)dℑλ
+
∫
ℜλ=− 1
2
−ǫ
∫
S2
M[h](λ− 2,Θ)M[ψ](−1− λ¯,Θ)dΘdℑλ
)
.
En appliquant l’égalité de Parseval pour la transformée de Mellin (le Corollaire 1.3.6) et
en utilisant le Corollaire 1.4.4 et le Lemme 1.1.2, on obtient pour tout ψ ∈M1−ǫ(R3;σ),
∫
R3
∇u · ∇ψ =
∞∫
0
q(ρ)ψ(ρ,B)dρ+
∞∫
0
∫
S2
h(ρ,Θ)ψ(ρ,Θ)ρ2dρdΘ,
ce qui prouve que (3.66) a lieu.
Étape 2 : Unicité.
Supposons que (3.66) admet deux solutions dans V 1ǫ (R
3;σ), alors leur diﬀérence d appar-
tient à V 1ǫ (R
3;σ) et satisfait
∫
R3
∇d · ∇ψ = 0, ∀ψ ∈M1−ǫ(R3;σ).
Comme d ∈ V 1ǫ (R3, σ), alors sa transformée de Mellin M[d](λ, ·) ∈ V 1ǫ (S2;B) est déﬁnie
sur la droite ℜλ = −ǫ − 1
2
. De plus ψ ∈ M1−ǫ(R3;σ), donc par le Lemme 1.4.2, sa trans-
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formée de Mellin M[ψ](µ, ·) ∈ H1−ǫ(S2;B) est déﬁnie sur la droite ℜµ = ǫ− 12 (ou encore
M[ψ](−1− λ¯, ·) est déﬁnie sur la droite ℜλ = −ǫ− 1
2
).
Donc par le Lemme 1.4.6, on déduit que pour tout ψ ∈M1−ǫ(R3;σ), on a∫
ℜλ=−ǫ− 1
2
∫
S2
[
∇TM[d](λ,Θ) ·∇TM[ψ](−1− λ¯,Θ)
−(λ2 + λ)M[d](λ,Θ)M[ψ](−1− λ¯,Θ)
]
dΘdℑλ = 0.
(3.73)
Rappelons que par la Remarque 3.1.11, pour tout λ = −1
2
− ǫ+ iξ ﬁxé, le problème
∫
S2
[
∇Tv(Θ)∇Tw(Θ)− (λ2 + λ)v(Θ)w(Θ)
]
dΘ
= w(B)M[q](λ) +
∫
S2
M[h](λ− 2,Θ)w(Θ)dΘ, ∀ϕ ∈ H1−ǫ(S2;B),
(3.74)
admet une unique solution dans V 1ǫ (S
2;B) = H1ǫ (S
2;B). Donc, pour avoir l’unicité de la
solution de (3.66), il suﬃt de montrer que pour tout w ∈ H1−ǫ(S2;B) et pour λ = −ǫ− 12+iξ
ﬁxé avec ǫ ∈ (0, 1
2
) et ξ ∈ R, on a
∫
S2
[
∇TM[d](λ0,Θ) · ∇Tw(Θ)− (λ2 + λ)M[d](λ,Θ)w(Θ)
]
dΘ = 0. (3.75)
Montrons donc que (3.73) implique (3.75) pour presque tout ξ ∈ R.
Soient w ∈ H1−ǫ(S2;B), ϕ ∈ V 1−ǫ(R+; 0) et déﬁnissons ψ(ρ,Θ) := w(Θ)ϕ(ρ). Vériﬁons que
ψ ∈M1−ǫ(R3;σ).
Observons que rB, la distance à B dans S2, satisfait rB ∼ rσρ . Donc en notant ∇Tw la
composante tangentielle du gradient, i.e., ∇ = 1
ρ
∇T +Θ∂ρ, avec Θ = x|x| , on obtient∫
R3
[
|r−ǫσ ρ−1ψ|2 + |r−ǫσ ∇ψ|2
]
∼ ∫
S2
|r−ǫB w(Θ)|2dΘ
∞∫
0
|ρ−1−ǫϕ(ρ)|2ρ2dρ + ∫
S2
|r−ǫB ∇Tw(Θ)|2dΘ
∞∫
0
|ρ−1−ǫϕ(ρ)|2ρ2dρ
+
∫
S2
|r−ǫB w(Θ)|2dΘ
∞∫
0
|ρ−ǫ∂ρϕ(ρ)|2dρ <∞,
comme w ∈ H1−ǫ(S2;B) et ϕ ∈ V 11−ǫ(R+; 0).
Alors, on peut prendre ψ comme une fonction test dans (3.73), et on obtient pour tout
ϕ ∈ V 1−ǫ(R+; 0),
∫
ℜλ=ǫ− 1
2
∫
S2
[
∇TM[d](λ,Θ) ·∇Tw(Θ)−(λ2+λ)M[d](λ,Θ)w(Θ)
]
dΘ M[ϕ](−1− λ¯)dℑλ = 0.
(3.76)
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Rappelons que par le Théorème 1.3.3 (voir la Remarque 1.3.4), on a
‖ϕ‖2
V 11−ǫ(R
+
0 ;0)
∼ ∫
ℜµ=ǫ− 1
2
(1 + |µ|2)|M[ϕ](µ)|2dℑµ
=
∫
ℜλ=−ǫ− 1
2
(1 + | − 1− λ¯|2)|M[ϕ](−1− λ¯)|2dℑλ
=
∫
R
(1 + |ǫ− 1
2
+ iξ|2)|M[ϕ](ǫ− 1
2
+ iξ)|2dξ
et donc l’application ϕ 7→ G où G : R→ C est déﬁnie par
G(ξ) =
√
(1 + |ǫ− 1
2
+ iξ|2)M[ϕ](ǫ− 1
2
+ iξ),
est un isomorphisme entre V 11−ǫ(R
+
0 ; 0) et L
2(R).
Notons maintenant η = −ǫ− 1
2
et montrons que la fonction F : R→ C déﬁnie par
F (ξ) =
1√
(1 + |ǫ− 1
2
+ iξ|2)
∫
S2
[
∇TM[d](η + iξ,Θ) · ∇Tw(Θ)
−((η + iξ)2 + η + iξ)M[d](η + iξ,Θ)w(Θ)
]
dΘ,
appartient à L2(R).
En eﬀet, d’une part comme d ∈ V 1ǫ (R3;σ), on sait par le Théorème 1.3.7 que
∫
R
(
‖M[d](η + iξ, ·)‖2V 1ǫ (S2;B) + |η + iξ|2‖M[d](η + iξ, ·)‖2L2ǫ (S2;B)
)
dξ <∞. (3.77)
D’autre part, en rappelant que, par la Proposition 1.1.15, on a V 1ǫ (S
2;B) = H1ǫ (S
2;B),
et en utilisant les inégalités
1
1 + |ǫ− 1
2
+ iξ|2 ≤ 1 et
|(η + iξ)2 + η + iξ|2
1 + |ǫ− 1
2
+ iξ|2 ≤ |η + iξ|
2,
en plus de l’inégalité de Cauchy-Schwarz, on obtient
|F (ξ)|2 . ‖M[d](η + iξ, ·)‖2H1ǫ (S2;B)‖w‖2H1−ǫ(S2;B)
+|η + iξ|2‖M[d](η + iξ, ·)‖2L2ǫ (S2;B)‖w‖2L2−ǫ(S2;B)
. ‖w‖2H1
−ǫ(S
2;B)
(
‖M[d](η + iξ, ·)‖2V 1ǫ (S2;B) + |η + iξ|2‖M[d](η + iξ, ·)‖2L2ǫ (S2;B)
)
.
Ce qui prouve que F ∈ L2(R) en utilisant (3.77). Comme (3.76) signiﬁe que F est ortho-
gonale à l’espace L2(R) tout entier, on déduit que pour presque tout ξ ∈ R, F (ξ) = 0
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i.e. ∫
S2
[
∇TM[d](λ,Θ) · ∇Tw(Θ)− (λ2 + λ)M[d](λ,Θ)w(Θ)
]
dΘ = 0.
Par l’unicité de la solution de ce problème, on déduit que pour presque tout ξ ∈ R,
M[d](η + iξ, ·) = 0 et donc d = 0. Le problème (3.66) admet ainsi une unique solution
u ∈ V 1ǫ (R3;σ).
Étape 3 : Régularité et estimations.
Par le Lemme 1.3.7, prouver que u ∈ V mα (R3;σ) est équivalent à montrer que
∫
ℜλ=m−α− 3
2
m∑
l=0
|λ|2l
∥∥∥M[u](λ, ·)∥∥∥2
Vm−lα (S2;B)
dℑλ <∞. (3.78)
Rappelons que M[u](λ,Θ) = −vλ(Θ)M[q](λ)−wλ(Θ). Comme vλ ∈ V mα (S2;B) pour tout
α > m− 1 et satisfait par le Théorème 3.1.9,
m∑
l=0
|λ|2l‖vλ‖2Vm−lα (S2;B) . 1,
ainsi que wλ ∈ V mα (S2;B) et satisfait par le Théorème 3.1.5,
m∑
l=0
|λ|2l‖wλ‖2Vm−lα (S2;B) .
m−2∑
l=0
|λ|2l‖M[h](λ− 2, ·)‖2
Vm−2−lα (S2;B)
+ ‖M[h](λ− 2, ·)‖20,S2 .
On déduit que M[u](λ, ·) ∈ V mα (S2;B) et satisfait,
m∑
l=0
|λ|2l‖M[u](λ, ·)‖2
Vm−lα (S2;B)
. |M[q](λ)|2 +
m−2∑
l=0
|λ|2l‖M[h](λ− 2, ·)‖2
Vm−2−lα (S2;B)
+‖M[h](λ− 2, ·)‖20,S2 .
En intégrant cette dernière sur la droite ℜλ = m− α− 3
2
, on obtient
∫
ℜλ=m−α− 3
2
m∑
l=0
|λ|2l‖M[u](λ, ·)‖2
Vm−lα (S2;B)
dℑλ .
∫
ℜλ=m−α− 3
2
[
|M[q](λ)|2
+
m−2∑
l=0
|λ|2l‖M[h](λ− 2, ·))‖2
Vm−2−lα (S2;B)
+ ‖M [h](λ− 2, ·)‖20,S2
]
dℑλ.
Comme |λ|2l . |λ − 2|2l, et comme α > m − 1, on a par la Proposition 1.1.8, pour tout
l ∈ {0, . . . ,m − 2}, Hm−2−l(S2) →֒ Hm−2−lα (S2;B) = V m−2−lα (S2;B), et on conclut donc
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que
‖u‖2Vmα (R3;σ) .
∫
ℜλ=m−α− 3
2
(
|M[q](λ)|2 +m−2∑
l=0
|λ− 2|2l‖M[h](λ− 2, ·))‖2m−2−l,S2
+‖M [h](λ− 2, ·)‖20,S2
)
dℑλ.
Le Lemme 1.3.3 permet de déduire que u ∈ V mα (R3;σ) avec
‖u‖Vmα (R3;σ) . ‖q‖L2α−m+1(R+;0) + ‖h‖Vm−2α (R3;0) + ‖h‖V 0α−m+2(R3;0),
ce qui achève la preuve comme ‖h‖V 0α−m+2(R3;0) . ‖h‖Vm−2α (R3;0).
Remarque 3.2.3. Notons que la trace des fonctions ψ ∈ M1−ǫ(R3;σ) est bien déﬁnie et
appartient à L2−ǫ(0,∞), ce qui donne un sens à (3.66). En eﬀet, soit ψ ∈M1−ǫ(R3;σ) donc
par le Lemme 1.4.2, sa transformée de Mellin M[ψ](µ) est dans H1−ǫ(S
2;B) et est déﬁnie
sur ℜµ = ǫ− 1
2
, alors par le Théorème 4.2 de [16], sa trace au point B est bien déﬁnie et
on a
|M[ψ](µ,B)| ≤ c‖M[ψ](µ, ·)‖H1
−ǫ(S
2;B),
avec c une constante positive qui ne dépend pas de µ.
En intégrant alors sur ℜµ = ǫ− 1
2
et en utilisant le Lemme 1.4.2, on obtient
∫
ℜµ=ǫ− 1
2
|M[ψ](µ,B)|2dℑµ ≤ c
∫
ℜµ=ǫ− 1
2
‖M[ψ](µ, ·)‖2H1
−ǫ(S
2;B)dℑµ
≤ c‖ψ‖2M1
−ǫ(R
3;σ).
Or par l’égalité de Parseval pour la transformée de Mellin (Corollaire 1.3.6), on a
‖ψ(·, B)‖2L2
−ǫ(σ)
≃
∫
ℜµ=ǫ− 1
2
|M[ψ](µ,B)|2dℑµ,
on en déduit donc que
‖γσψ‖L2
−ǫ(σ)
≤ c‖ψ‖M1
−ǫ(R
3;σ),
avec γσ l’opérateur trace de M
1
−ǫ(R
3;σ) dans L2−ǫ(σ).
3.3 L’équation de Laplace sur un domaine tridimen-
sionnel avec une fracture finie
On termine ce chapitre par un problème posé dans des domaine bornés O de R3 à
frontières lipschitziennes, mais avec une fracture σ qui représente un segment strictement
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inclus dans O, c-à-d. σ¯ ⊂ O. Sans perdre de généralité, on peut supposer que
σ = {(x, 0, 0) | 0 < x < 1}. (3.79)
Dans telle conﬁguration, on considère le problème −∆u = qδσ, dans O,u = 0, sur ∂O, (3.80)
avec q ∈ L2(σ).
Selon [15, Corollaire 2.2], on a le résultat suivant.
Lemme 3.3.1. Soient σ = {(x, 0, 0) | 0 < x < 1} et O ⊂ R3 un ouvert borné à frontière
lipschitzienne et tel que σ¯ ⊂ O. Pour chaque fonction q ∈ L2(σ), le problème (3.80) admet
une unique solution u dans
⋂
α>0
H˚1α(O;σ), dans le sens qu’elle est l’unique fonction dans⋂
α>0
H˚1α(O;σ) qui satisfait
∫
O
∇u · ∇v =
∫ 1
0
q(x)v(x)dx, ∀v ∈ ⋃
α>0
H˚1−α(O;σ). (3.81)
De plus, pour tout α > 0, u satisfait l’estimation
‖u‖H1α(O;σ) . ‖q‖0,σ. (3.82)
Remarque 3.3.2. Dans le second membre de (3.81), v désigne γσv où γσ est l’opérateur
trace de H1−α(O;σ) dans L2(σ), qui est bien déﬁni selon [16, Théorème 4.2]).
Preuve : La partie d’existence peut être trouvée dans [15, Corollaire 2.2], tandis que
l’estimation (3.82) est une conséquence de [15, Remarque 1].
On montre d’abord que cette solution est régulière loin de σ.
Lemme 3.3.3. Supposons que la frontière de O est de classe Cm avec m ≥ 2. Soit
u ∈ ⋂
α>0
H˚1α(O;σ) la solution du problème (3.80) donnée par le Lemme 3.3.1. Alors pour
tout voisinage V de σ, on a u ∈ Hm(O\V ) avec
‖u‖m,O\V . ‖q‖0,σ.
Preuve : On montre le résultat par récurrence sur ℓ pour 2 ≤ ℓ ≤ m.
Étape 1 : ℓ = 2. Fixons α > 0 et soit η1 ∈ D(O¯) une fonction de troncature telle que η1 = 0 sur V1η1 = 1 sur O\V ′1 ,
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avec V1 ⊂ V ′1 deux voisinages de σ. Posons w1 = η1u.
Rappelons que la solution u de (3.80) est dans H˚1α(O;σ). On peut vériﬁer facilement que
w1 ∈ H˚1(O) avec
‖w1‖1,O . ‖u‖1,O\V1 . ‖u‖H1α(O;σ).
Pour tout v ∈ H˚1(O), on utilise la formule de Leibniz et on obtient
∫
O
∇w1 · ∇v =
∫
O
∇(η1u) · ∇v
=
∫
O
u∇η1 · ∇v +
∫
O
η1∇u · ∇v
=
∫
O
u∇η1 · ∇v +
∫
O
∇u · ∇(η1v)−
∫
O
v∇u · ∇η1.
Comme η1v ∈ H˚1−α(O;σ), par (3.81), on a∫
O
∇u · ∇(η1v) =
∫
σ
q η1 v = 0,
ce qui permet de déduire que,∫
O
∇w1 · ∇v =
∫
O
u∇η1 · ∇v −
∫
O
v∇u · ∇η1.
En appliquant la formule de Green dans le premier terme du membre à droite, on obtient
pour tout v ∈ H˚1(O),
∫
O
∇w1 · ∇v = −
∫
O
v div(u∇η1)−
∫
O
v∇u · ∇η1
=
∫
O
(−∆η1u− 2∇η1 · ∇u)v.
Ceci signiﬁe que w1 ∈ H˚1(O) est la solution faible du problème de Dirichlet ∆w1 = 2∇η1 · ∇u+ u∆η1 := h1 dans Ow1 = 0 sur ∂O,
avec h1 ∈ L2(O). On conclut donc par application de [10, Théorème 9.25, p. 298], que
w1 ∈ H2(O) et satisfait
‖w1‖2,O . ‖h1‖0,O.
Ce qui implique que u ∈ H2(O\V ′1) avec
‖u‖2,O\V ′1 . ‖u‖H1α(O;σ).
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Par (3.82), l’assertion est vraie pour ℓ = 2.
Étape 2 : Supposons maintenant que pour ℓ ∈ {3, . . . ,m}, u ∈ Hℓ−1(O\Vℓ) avec l’esti-
mation
‖u‖ℓ−1,O\Vℓ . ‖q‖0,σ,
où Vℓ est un voisinage de σ qui contient V1. Et montrons que u ∈ Hℓ(O\V ′ℓ ) et satisfait
l’estimation
‖u‖ℓ,O\V ′
ℓ
. ‖q‖0,σ,
avec V ′ℓ un voisinage de σ qui contient Vℓ.
Soit ηℓ ∈ D(O) une fonction de troncature telle que ηℓ = 0 sur Vℓηℓ = 1 sur O\V ′ℓ .
Posons wℓ = ηℓu alors comme précédemment, on obtient que wℓ ∈ H˚1(O) est la solution
faible du problème de Dirichlet ∆wℓ = 2∇ηℓ · ∇u+∆ηℓu := hℓ dans Owℓ = 0 sur ∂O.
De plus, par hypothèse, on a u ∈ Hℓ−1(O\Vℓ) et donc par déﬁnition de hℓ on déduit que
hℓ ∈ Hℓ−2(O).
On en conclut, grâce à [10, Théorème 9.25, p. 298], que wℓ ∈ Hℓ(O), ainsi u ∈ Hℓ(O\V ′ℓ )
avec
‖u‖ℓ,O\V ′
ℓ
≤ ‖wℓ‖ℓ,O . ‖hℓ‖ℓ−2,O . ‖u‖ℓ−1,O\Vℓ . ‖q‖0,σ.
Théorème 3.3.4. Soient m ≥ 2 et O un ouvert borné de R3 avec une frontière de
classe Cm, et tel que σ¯ ⊂ O avec σ = {(x, 0, 0) | 0 < x < 1}. Soit q ∈ L2(σ) et
soit u ∈ ⋂
α>0
H˚1α(O;σ), la solution de (3.80). Alors u ∈
⋂
α>m−1
V mα (O;σ), et pour tout
α > m− 1 on a l’estimation
‖u‖Vmα (O;σ) . ‖q‖0,σ.
Preuve :
Fixons une fonction de troncature η ∈ D(O¯) telle que η = 1 dans un voisinage de σ.
Comme dans le Lemme 3.3.3, on prouve que ηu ∈ ⋂
α>0
H1α(R
3, σ) est la solution faible de
−∆(ηu) = ηqδσ + h, dans R3,
avec h := −2∇u · ∇η − u∆η, dans le sens qu’elle est l’unique élément de ⋂
α>0
H1α(R
3, σ)
102/149
Problèmes elliptiques avec une fracture semi-inﬁnie ou un segment
qui vériﬁe
∫
R3
∇(ηu)(x, y, z) ·∇v(x, y, z) dxdydz =
∫
σ
η q(x) v(x, 0, 0) dx
+
∫
R3
h(x, y, z) v(x, y, z) dxdydz, ∀v ∈M1−α(R3;σ).
(3.83)
En eﬀet, pour α ∈ (0, 1
2
) soit v ∈ M1−α(R3;σ), donc on vériﬁe facilement que ηv ∈
H˚1−α(O;σ) et que
∫
R3
∇(ηu)·∇v est bien déﬁnie. Des applications successives de la formule
de Leibniz et de la formule de Green, permettent d’avoir∫
R3
∇ηu · ∇v =
∫
R3
u∇η · ∇v +
∫
R3
η∇u · ∇v
= −
∫
R3
v¯ div
(
u∇η
)
+
∫
R3
∇u · ∇(ηv)−
∫
R3
v¯∇u · ∇η
=
∫
R3
∇u · ∇(ηv)−
∫
R3
v¯
(
div(u∇η) +∇u · ∇η
)
=
∫
O
∇u · ∇(ηv)−
∫
R3
v¯(2∇η · ∇u+∆ηu).
Comme ηv ∈ H1−ǫ(O;σ), on a par (3.81),∫
O
∇u · ∇(ηv) =
∫
σ
q η v.
Notons que la diﬀérence avec (3.65) vient du fait que σ ici est un segment et pas une demi
droite. Pour résoudre ce problème, on va utiliser une méthode d’extension. Notamment
posons
σ+ = {(x, 0, 0) | x > 0} et σ− = {(x, 0, 0) | x < 1}.
Observons que rσ± ≤ rσ, et donc on obtient directement que ηu ∈
⋂
α>0
H1α(R
3;σ±). Sans
perdre de généralité, on étudie seulement le cas où σ est prolongé à σ+ (le cas où σ est
prolongé à σ− se déduit par un changement de variable x1 = 1− x).
Alors par la Proposition 1.1.14, on déduit que ηu ∈ ⋂
α>0
V 1α (R
3;σ+).
Soit q˜ l’extension de q par zéro à l’extérieur de σ, alors ηu ∈ V 1α (R3;σ+) peut être consi-
dérée comme la solution de
−∆(ηu) = q˜ δσ+ − 2∇u · ∇η − u∆η, dans R3,
c-à-d.∫
R3
∇(ηu) · ∇v dxdydz =
∫
σ+
q˜(x)v(x, 0, 0) dx+
∫
R3
h v dxdydz, ∀v ∈M1−α(R3;σ+).
A cette étape, on remarque que grâce au Lemme 3.3.3, h := −2∇η · ∇u − u∆η ∈
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Hm−1(R3) pour tout m ≥ 1, et comme h est nulle au voisinage de σ et en dehors de O,
h ∈ ⋂
α>0
V 01+α(R
3; 0) et h ∈ ⋂
α>0
V m−2α (R
3; 0).
Comme, pour tout α > m− 1, q˜ ∈ L2α−m+1(R+; 0), une application directe du Théorème
3.2.1 permet de déduire que ηu ∈ V mα (R3, σ+) et pour α > m− 1, l’estimation
‖ηu‖Vmα (R3,σ+) . ‖q˜‖L2α−m+1(R+;0) + ‖h‖Vm−2α (R3;0) . ‖q‖0,σ. (3.84)
De façon similaire, à l’aide d’un changement de variable x1 = 1 − x, on montre que
ηu ∈ V mα (R3, σ−) avec
‖ηu‖Vmα (R3,σ−) . ‖q‖0,σ. (3.85)
Vériﬁons maintenant que si ηu ∈ V mα (R3, σ+) ∩ V mα (R3, σ−) alors ηu ∈ V mα (R3, σ).
Posons
R
3 := D1 ∪ S ∪D2,
avec S := {(x, y, z) ∈ R3 | 0 ≤ x ≤ 1}, D1 := {(x, y, z) ∈ R3 | x < 0} et D2 := {(x, y, z) ∈
R
3 | x > 1}.
Remarquons que sur S, rσ = rσ+ et alors ηu ∈ V mα (S;σ). De même sur D1 (resp. D2),
rσ = rσ+ et alors ηu ∈ V mα (D1;σ) (resp. rσ = rσ− et alors ηu ∈ V mα (D2;σ)). On conclut
donc que ηu ∈ V mα (R3, σ). De plus, grâce aux inégalités (3.84) et (3.85), on a
‖ηu‖Vmα (R3,σ) = ‖ηu‖Vmα (S,σ) + ‖ηu‖Vmα (D1,σ) + ‖ηu‖Vmα (D2,σ)
= ‖ηu‖Vmα (S,σ+) + ‖w‖Vmα (D1,σ+) + ‖ηu‖Vmα (D2,σ−)
≤ ‖ηu‖Vmα (R3,σ+) + ‖ηu‖Vmα (R3,σ−)
. ‖q‖0,σ. (3.86)
D’autre part, grâce au Lemme 3.3.3, on a (1− η)u ∈ Hm(O) et comme elle est nulle
dans un voisinage de σ, on obtient
‖(1− η)u‖Vmα (O;σ) . ‖q‖0,σ.
Cette dernière avec (3.86) concluent la preuve.
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Chapitre 4
Problèmes elliptiques avec une
fracture courbe
Sommaire
4.1 Régularité locale à l’intérieur de la fracture σ . . . . . . . . . 107
4.2 Régularité locale au bord de la fracture σ . . . . . . . . . . . 127
4.3 Régularité globale dans O . . . . . . . . . . . . . . . . . . . . . 142
Soient m ∈ N etO un ouvert borné de R
3, soit σ une fracture courbe unidimensionnelle
de classe Cm+2 et strictement incluse dans O.
L’objectif de ce chapitre est d’étudier le problème suivant : étant donné q ∈ L2(σ), on
cherche à étudier la régularité de la solution u du problème −∆u = qδσ, dans O,u = 0, sur ∂O. (4.1)
Figure 4.1 – Un domaine tridimensionnel O avec une fracture unidimensionnelle σ.
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Selon le Corollaire 2.2 de [15], ce problème a une solution faible u dans H˚1β(O;σ) avec
0 < β < 1, i.e. u est l’unique fonction dans H˚1β(O;σ) vériﬁant∫
O
∇u · ∇v =
∫
σ
qγσv, ∀v ∈ H˚1−β(O;σ). (4.2)
De plus, on a
‖u‖H˚1
β
(O;σ) . ‖q‖0,σ. (4.3)
Le but de ce chapitre est donc, de montrer une régularité améliorée de cette solution,
c-à-d. de montrer que pour tout m ≥ 1, u ∈ V mβ+m−1(O;σ) avec toujours 0 < β < 1.
4.1 Régularité locale à l’intérieur de la fracture σ
Le but de cette section est de montrer la régularité locale de la solution de l’équation
de Laplace à l’intérieur d’une fracture unidimensionnelle σ, qui représente dans ce cas,
une courbe régulière strictement incluse dans un domaine tridimensionnel O borné et à
frontière suﬃsamment régulière.
C’est-à-dire qu’on va montrer la régularité de la solution du problème de Dirichlet (4.1)
au voisinage d’un point x0 ∈ σ intérieur à σ.
Pour démontrer le résultat principal de cette section, on a besoin de certains résultats
fondamentaux dont les démonstrations sont données, la démonstration du Théorème 4.1.4
est inspirée du Théorème 5.1 de [14] en plus du Lemme 7.4.3 de [11], où les auteurs ont
prouvé dans le premier la régularité de la solution des problèmes aux limites sur des dièdres
mais dans le cas d’un opérateur elliptique à coeﬃcients constants. Dans le deuxième, les
auteurs ont prouvé un théorème de shift dans les espaces de Sobolev avec poids mais cette
fois dans le cas d’un opérateur diﬀérentiel à coeﬃcients variables réguliers et sur des cônes
tronqués.
On commence cette section avec un lemme technique fondamental pour l’argument de
perturbation qui va nous permettre d’obtenir des estimations a priori pour des problèmes
elliptiques dans des dièdres.
Lemme 4.1.1. Soient K un cone de R2 et xˆ = (xˆ⊥, xˆ3) avec xˆ⊥ ∈ R2 et xˆ3 ∈ R, les
coordonnées cartésiennes associées au produit K×R. Soit L un opérateur elliptique d’ordre
2 à coeﬃcients variables de classe C∞ déﬁni sur K × R. Pour tout nombre positif j et
tout |ν| < 2j+1, soit Lj,ν l’opérateur déﬁni par
Lj,ν(xˆ, ∂xˆ) = 2−2jL
(
2−j(xˆ+ (0, 0,
ν
2
)), 2j∂xˆ
)
.
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Soient encore Lpp la partie principale de L gelée en (0, 0, 2
−jν
2
) et
Lj,νpp := 2
−2jLpp
(
(0, 0,
2−jν
2
), 2j∂xˆ
)
=
∑
|α|=2
aα(0, 0,
2−jν
2
)∂αxˆ .
Soient m ∈ N et Aǫ l’ensemble donné par
Aǫ := {xˆ⊥ ∈ K | 14 − ǫ < |xˆ⊥| < 1 + ǫ} × (−
1
2
− ǫ, 1
2
+ ǫ), (4.4)
alors pour tout u ∈ Hm+2(Aǫ), on a
‖(Lj,ν − Lj,νpp )u‖m,Aǫ . 2−j‖u‖m+2,Aǫ . (4.5)
Remarque 4.1.2. Notons que la constante obtenue dans (4.5) est indépendante de j > 0
et |ν| < 2j+1.
Preuve : Par déﬁnition, on a (Lj,ν − Lj,νpp )u = L1u+ L2u, où
L1u :=
∑
|α|=2
bj,να (xˆ)
∂αu
∂xˆα
avec bj,να (xˆ) = aα(2
−j(xˆ+ (0, 0,
ν
2
)))− aα(0, 0, 2
−jν
2
),
et
L2u :=
∑
|α|≤1
2j(|α|−2)aα
(
2−j(xˆ+ (0, 0,
ν
2
))
)∂αu
∂xˆα
.
Par itération sur ℓ, on prouve que pour tout u ∈ Hℓ+2(Aǫ) avec 0 ≤ ℓ ≤ m, on a
‖(Lj,ν − Lj,νpp )u‖ℓ,Aǫ . 2−j‖u‖ℓ+2,Aǫ . (4.6)
Pour ℓ = 0, on a
‖L1u‖0,Aǫ ≤
∑
|α|=2
sup
xˆ∈Aǫ
|bj,να (xˆ)|‖
∂αu
∂xˆα
‖0,Aǫ
≤ sup
xˆ∈Aǫ
|bj,να (xˆ)|‖u‖2,Aǫ .
Notons par Bǫ := 2−j
(
Aǫ + (0, 0, ν2 )
)
. Cet ensemble est borné indépendamment de j et
ν grâce aux conditions j ≥ 1 et |ν| < 2j+1. Comme aα est continûment dérivable et
sa dérivée première est continue sur Bǫ, on en déduit que bj,να est lipschitzienne grâce à
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l’inégalité des accroissements ﬁnis, et on a
|bj,να (xˆ)| ≤ sup
x∈Bǫ
|∇aα(x)| |2−jxˆ+ (0, 0, 2
−jν
2
)− (0, 0, 2
−jν
2
)|
. 2−j|xˆ|.
Comme xˆ ∈ Aǫ qui est borné, on conclut que
|bj,να (xˆ)| . 2−j. (4.7)
Et donc,
‖L1u‖0,Aǫ . 2−j‖u‖2,Aǫ . (4.8)
Estimons ‖L2u‖0,Aǫ . On a
‖L2u‖0,Aǫ ≤
∑
|α|≤1
2j(|α|−2) sup
xˆ∈Aǫ
∣∣∣aα(2−jxˆ+ (0, 0, 2−jν2 ))
∣∣∣ ∥∥∥∂αu
∂xˆα
∥∥∥
0,Aǫ
.
Comme |aα(2−jxˆ + (0, 0, 2−jν2 ))| ≤ c (continu sur un compact borné indépendamment de
j et ν), on obtient
‖L2u‖0,Aǫ . 2−j‖u‖1,Aǫ . (4.9)
Par conséquent,
‖(Lj,ν − Lj,νpp )u‖0,Aǫ . 2−j‖u‖2,Aǫ .
Soit 1 ≤ ℓ ≤ m. Supposons maintenant que (4.6) est vraie pour ℓ − 1 et montrons que
pour u ∈ Hℓ+2(Aǫ) on a
‖(Lj,ν − Lj,νpp )u‖ℓ,Aǫ . 2−j‖u‖ℓ+2,Aǫ .
Par déﬁnition de la norme dans Hℓ(Aǫ), on a
‖(Lj,ν − Lj,νpp )u‖ℓ,Aǫ = ‖(Lj,ν − Lj,νpp )u‖ℓ−1,Aǫ + |(Lj,ν − Lj,νpp )u|ℓ,Aǫ , (4.10)
et il suﬃt d’estimer |(Lj,ν − Lj,νpp )u|ℓ,Aǫ .
|(Lj,ν − Lj,νpp )u|2ℓ,Aǫ .
∑
|β|=ℓ
(
‖∂β(L1u)‖20,Aǫ + ‖∂β(L2u)
)
‖20,Aǫ
)
.
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Par la formule de Leibniz, on a
∂β(L1u) =
∑
|α|=2
∂β
[
bj,να (xˆ)
∂αu
∂xˆα
]
=
∑
|α|=2
∑
γ≤β
Cγβ∂
β−γ
(
bj,να (xˆ)
)∂γ+αu
∂xˆγ+α
=
∑
|α|=2
bj,να (xˆ)
∂β+αu
∂xˆβ+α
+
∑
|α|=2
∑
γ<β
Cγβ∂
β−γ
(
bj,να (xˆ)
)∂γ+αu
∂xˆγ+α
.
Donc, pour tout |β| = ℓ, on a
‖∂β(L1u)‖20,Aǫ .
∑
|α|=2
‖bj,να ‖2∞‖
∂β+αu
∂xˆβ+α
‖20,Aǫ +
∑
|α|=2
∑
|γ|<|β|
sup
xˆ∈Aǫ
∣∣∣∂β−γ(bj,να (xˆ))∣∣∣2‖∂γ+αu∂xˆγ+α‖20,Aǫ .
Comme précédemment, ‖bj,να ‖∞ . 2−j. De même, pour |β − γ| ≥ 1, on a
∣∣∣∂β−γ(bj,να (xˆ))∣∣∣ = 2−j|β−γ|∣∣∣∂β−γaα(2−jxˆ+ (0, 0, 2−jν2 ))
∣∣∣.
Cette quantité est bornée par 2−j comme aα ∈ C∞ et |β − γ| ≥ 1. Par conséquent
∑
|β|=ℓ
‖∂β(L1u)‖20,Aǫ . 2−2j
( ∑
|β|+|α|=ℓ+2
‖∂
β+αu
∂xˆβ+α
‖20,Aǫ +
∑
|γ|+|α|<ℓ+2
‖∂
γ+αu
∂xˆγ+α
‖20,Aǫ
)
,
et on en déduit que ∑
|β|=ℓ
‖∂β(L1u)‖0,Aǫ . 2−j‖u‖ℓ+2,Aǫ .
Revenons maintenant à L2. De la même façon, on utilise la formule de Leibniz et on a
∂β(L2u) =
∑
|α|≤1
2j(|α|−2)∂β
[
aα(2−jxˆ+ (0, 0,
2−jν
2
))
∂αu
∂xˆα
]
=
∑
|α|≤1
2j(|α|−2)
∑
γ≤β
Cγβ∂
β−γ
[
aα(2−jxˆ+ (0, 0,
2−jν
2
))
]∂γ+αu
∂xˆγ+α
=
∑
|α|≤1
2j(|α|−2)aα(2−jxˆ+ (0, 0,
2−jν
2
))
∂β+αu
∂xˆβ+α
+
∑
|α|≤1
2j(|α|−2)
∑
γ<β
Cγβ∂
β−γ
[
aα(2−jxˆ+ (0, 0,
2−jν
2
))
]∂γ+αu
∂xˆγ+α
.
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Mais alors, pour tout |β| = ℓ, on a
‖∂β(L2u)‖20,Aǫ .
∑
|α|≤1
22j(|α|−2)
[
‖aα(2−jxˆ+ (0, 0, 2
−jν
2
))‖2∞‖
∂β+αu
∂xˆβ+α
‖20,Aǫ
+
∑
|γ|<|β|
Cγβ sup
xˆ∈Aǫ
∣∣∣∂β−γ[aα(2−jxˆ+ (0, 0, 2−jν2 ))
]∣∣∣2 ‖∂γ+αu
∂xˆγ+α
‖20,Aǫ
]
.
Pour |α| ≤ 1, on a 22j(|α|−2) ≤ 2−2j. De plus, comme aα ∈ C∞(Bǫ) et donc est borné, on
obtient pour tout |β − γ| ≥ 1,
|∂β−γ
[
aα(2−jxˆ+ (0, 0,
2−jν
2
))
]
| = 2−j(|β−γ|)|∂β−γaα(2−jxˆ+ (0, 0, 2
−jν
2
))|
≤ 2−j|∂β−γaα(2−jxˆ+ (0, 0, 2
−jν
2
))| . 2−j.
Ainsi,
∑
|β|=ℓ
‖∂β(L2u)‖20,Aǫ . 2−2j
( ∑
|α|+|β|≤ℓ+1
‖∂
β+αu
∂xˆβ+α
‖20,Aǫ +
∑
|α|+|γ|<ℓ+1
‖∂
γ+αu
∂xˆγ+α
‖20,Aǫ
)
. 2−2j‖u‖2ℓ+1,Aǫ
. 2−2j‖u‖2ℓ+2,Aǫ .
Par hypothèse, pour 1 ≤ ℓ ≤ m, on a
‖(Lj,ν − Lj,νpp )u‖ℓ−1,Aǫ . 2−j‖u‖ℓ+1,Aǫ ,
et on a prouvé que
|(Lj,ν − Lj,νpp )u|ℓ,Aǫ . 2−j‖u‖ℓ+2,Aǫ .
On en déduit par (4.10) que (4.6) est vraie pour ℓ.
Un résultat aussi technique qui sera utile par la suite est le lemme suivant.
Lemme 4.1.3. Soient m ≥ 2 et Aǫ l’ensemble donné par (4.4). Soit L un opérateur
elliptique à coeﬃcients variables de classe Cm déﬁni sur Aǫ :
L =
∑
|α|≤2
aα(x)∂α.
Soient u ∈ H1(Aǫ) et Lu ∈ Hm−2(Aǫ). Soient maintenant Aǫ/m ⊂ Aǫ et η ∈ C∞(R3) telle
que η = 1 sur Aǫ/m et supp(η) ⊂ Aǫ. On pose v = ηu, et on suppose que v ∈ Hm(Aǫ) et
vériﬁe
‖v‖m,Aǫ . ‖Lv‖m−2,Aǫ + ‖v‖1,Aǫ . (4.11)
111/149
Problèmes elliptiques avec une fracture courbe
Alors, u ∈ Hm(Aǫ/m) et satisfait
‖u‖m,Aǫ/m . ‖Lu‖m−2,Aǫ + ‖u‖1,Aǫ .
Preuve : Ce résultat peut être démontré par récurrence sur ℓ pour 2 ≤ ℓ ≤ m. Pour
ℓ = 2, par (4.11), on a
‖v‖2,Aǫ . ‖Lv‖0,Aǫ + ‖v‖1,Aǫ .
En utilisant la formule de Leibniz, on a
Lv = ηLu+
∑
|α|≤2
aα(x)
∑
β<α
Cβα∂
βu∂α−βη, (4.12)
et donc :
‖Lv‖0,Aǫ . ‖Lu‖0,Aǫ +
∑
|α|≤2
sup
x∈Aǫ
|aα(x)|
∑
|β|<|α|
sup |∂α−βη| ‖∂βu‖0,Aǫ .
D’où comme η = 1 sur Aǫ/2, on obtient
‖u‖2,Aǫ/2 ≤ ‖v‖2,Aǫ . ‖Lu‖0,Aǫ + ‖u‖1,Aǫ .
Supposons donc que pour 3 ≤ ℓ ≤ m, on a u ∈ Hℓ−1(Aǫ/(ℓ−1)) avec
‖u‖ℓ−1,Aǫ/(ℓ−1) . ‖Lu‖ℓ−3,Aǫ + ‖u‖1,Aǫ . (4.13)
Supposons aussi que pour η ∈ C∞(R3) telle que η = 1 sur Aǫ/ℓ et supp(η) ⊂ Aǫ/(ℓ−1) ⊂ Aǫ,
on a v = ηu ∈ Hℓ(Aǫ) et vériﬁe
‖v‖ℓ,Aǫ . ‖Lv‖ℓ−2,Aǫ + ‖v‖1,Aǫ , (4.14)
et montrons que u ∈ Hℓ(Aǫ/ℓ) et satisfait
‖u‖ℓ,Aǫ/ℓ . ‖Lu‖ℓ−2,Aǫ + ‖u‖1,Aǫ .
Comme η = 1 sur Aǫ/ℓ, par (4.14) on a
‖u‖ℓ,Aǫ/ℓ . ‖Lv‖ℓ−2,Aǫ + ‖v‖1,Aǫ . (4.15)
D’une part, par le Lemme 1.1.3 on a
‖v‖1,Aǫ . ‖u‖1,Aǫ . (4.16)
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D’autre part, par déﬁnition de la norme Hℓ−2(Aǫ) on a
‖Lv‖2ℓ−2,Aǫ =
∑
|γ|≤ℓ−2
‖∂γ(Lv)‖20,Aǫ .
Mais en utilisant (4.12), on a
∂γ(Lv) =
∑
ν≤γ
Cνγ∂
ν(Lu)∂γ−νη
+
∑
|α|≤2
∑
β<α
∑
ν≤γ
Cνγ (∂
γ−νaα)∂ν
(
∂βu∂α−βη
)
=
∑
ν<γ
Cνγ∂
ν(Lu)∂γ−νη + ∂γ(Lu)η
+
∑
|α|≤2
∑
β<α
∑
ν≤γ
Cνγ (∂
γ−νaα)
∑
µ≤ν
Cµν ∂
µ(∂βu)∂ν−µ
(
∂α−βη
)
.
On en déduit donc que
‖Lv‖2ℓ−2,Aǫ .
∑
|γ|≤ℓ−2
∑
|ν|<|γ|
‖∂ν(Lu)‖20,Aǫ/(ℓ−1) + ‖Lu‖ℓ−2,Aǫ/(ℓ−1)
+
∑
|γ|≤ℓ−2
∑
|α|≤2
∑
|β|<|α|
∑
|ν|≤|γ|
∑
|µ|≤|ν|
‖∂µ+βu‖20,Aǫ/(ℓ−1)
. ‖Lu‖2ℓ−2,Aǫ/(ℓ−1) + ‖u‖2ℓ−1,Aǫ/(ℓ−1) .
En utilisant l’hypothèse (4.13), on obtient
‖Lv‖2ℓ−2,Aǫ . ‖Lu‖2ℓ−2,Aǫ/(ℓ−1) + ‖Lu‖2ℓ−3,Aǫ + ‖u‖21,Aǫ .
Comme Aǫ/(ℓ−1) ⊂ Aǫ et Lu ∈ Hℓ−2(Aǫ), on en déduit que
‖Lv‖2ℓ−2,Aǫ . ‖Lu‖2ℓ−2,Aǫ + ‖u‖21,Aǫ .
Retournons à (4.15), en utilisant cette dernière inégalité avec (4.16) on conclut que u ∈
Hℓ(Aǫ/ℓ) et satisfait
‖u‖ℓ,Aǫ/ℓ . ‖Lu‖ℓ−2,Aǫ + ‖u‖1,Aǫ .
Montrons maintenant un théorème de shift dans les espaces de Sobolev avec poids,
donné pour des opérateurs elliptiques avec des coeﬃcients variables déﬁnis sur des dièdres
(le cas des coeﬃcients constants est démontré dans [14, Théorème 5.1]).
Théorème 4.1.4. Soient K un cone de R2, α ∈ R et soient
W := (K ∩B(0, 1))× (−1, 1) et Wǫ := (K ∩B(0, 1 + ǫ))× (−1− ǫ, 1 + ǫ),
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avec ǫ > 0. Soit x = (x⊥, x3) avec x⊥ ∈ K ∩B(0, 1) et x3 ∈ (−1, 1). L’arête e ∈ Wǫ est le
sous-ensemble {x = (0, x3),−1− ǫ < x3 < 1 + ǫ}.
Soit L un opérateur uniformément elliptique d’ordre 2 déﬁni sur Wǫ à coeﬃcients
variables de classe Cm(Wǫ) 1,
L =
∑
|α|≤2
aα(x)∂αx .
Pour tout m ≥ 2, soit f ∈ V m−2α (Wǫ; e) et soit u une fonction dans H2loc
(
W ǫ\e) qui
satisfait  Lu = f, dans Wǫ,u = 0, sur ∂Wǫ := (∂K ∩B(0, 1 + ǫ))× (−1− ǫ, 1 + ǫ). (4.17)
On suppose de plus que u ∈ V 1α−m+1(Wǫ; e). Alors u ∈ V mα (W ; e) et vériﬁe l’estimation
‖u‖Vmα (W ;e) . ‖f‖Vm−2α (Wǫ;e) + ‖u‖V 1α−m+1(Wǫ;e).
Remarque 4.1.5. Dans ce cas, remarquons que d(x, e) = |x⊥|.
Preuve : La preuve est basée sur le recouvrement dyadique de Wǫ en utilisant une
homothétie en plus d’une translation en x3 :
hj,ν : xˆ 7→ x = 2−j(xˆ+ (0, 0, ν
2
)),
avec j ∈ N et |ν| < 2j+1. Soient maintenant
A := {xˆ⊥ ∈ K | 14 < |xˆ⊥| < 1} × (−
1
2
,
1
2
),
et Aǫ donné par (4.4). Donc
W =
⋃
j∈N
⋃
|ν|<2j+1
hj,ν(A) et Wǫ ⊃
⋃
j∈N
⋃
|ν|<2j+1
hj,ν(Aǫ).
Notons par hj,ν∗ u la fonction u ◦ hj,ν et par hj,ν∗ f la fonction f ◦ hj,ν .
Alors hj,ν∗ u et h
j,ν
∗ f sont déﬁnis sur Aǫ et comme u satisfait (4.17), on trouve que h
j,ν
∗ u
vériﬁe  L
(
2−j(xˆ+ (0, 0, ν
2
)), 2j∂xˆ
)
(hj,ν∗ u) = h
j,ν
∗ f, dans Aǫ,
hj,ν∗ u = 0, sur (∂K × R) ∩ A¯ǫ.
(4.18)
1. par uniformément elliptique surWǫ, on veut dire que la partie principale gelée en tout point x0 ∈Wǫ
satisfait Lpp(x0, iξ) ≥ γ‖ξ‖2, pour tout ξ ∈ Rn, ξ 6= 0, pour un certain γ > 0 indépendant de x0 et ξ.
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Notons par Lj,ν l’opérateur déﬁni pour xˆ = (xˆ⊥, xˆ3) dans Aǫ par
Lj,ν(xˆ, ∂xˆ) := 2−2jL
(
2−j(xˆ+ (0, 0,
ν
2
)), 2j∂xˆ
)
.
Le problème (4.18) devient
 L
j,ν(hj,ν∗ u) = 2
−2jhj,ν∗ f, dans Aǫ,
hj,ν∗ u = 0, sur (∂K × R) ∩ A¯ǫ.
(4.19)
La fonction u qui vériﬁe le problème (4.17) est dans V 1α−m+1(Wǫ; e) donc h
j,ν
∗ u ∈ H1(Aǫ).
De même, comme f ∈ V m−2α (Wǫ; e), on trouve donc que Lj,ν(hj,ν∗ u) = 2−2jhj,ν∗ f ∈
Hm−2(Aǫ).
De plus, comme L est elliptique sur hj,ν(Aǫ), l’opérateur Lj,ν obtenu par le changement
de variable, est elliptique sur Aǫ. Ainsi, comme hj,ν∗ u ∈ H2(Aǫ) par le Théorème 2.3.2 (i)
de [11], on obtient pour m ﬁxé et pour j, ν ﬁxés, que hj,ν∗ u ∈ Hm(A ǫ2 ) et satisfait
‖hj,ν∗ u‖m,A ǫ
2
≤ cj,ν
(
‖2−2jL(hj,ν∗ u)‖m−2,Aǫ + ‖hj,ν∗ u‖1,Aǫ
)
. (4.20)
Pour conclure, on doit montrer que la constante cj,ν peut être choisie indépendamment
de j et ν.
Soit donc Lj,νpp
(
(0, 0, 2
−jν
2
), ∂xˆ
)
l’opérateur déﬁni par
Lj,νpp
(
(0, 0,
2−jν
2
), ∂xˆ
)
:= 2−2jLpp
(
(0, 0,
2−jν
2
), 2j∂xˆ
)
=
∑
|α|=2
aα(0, 0,
2−jν
2
)∂αxˆ , (4.21)
avec Lpp
(
(0, 0, 2
−jν
2
), 2j∂xˆ
)
la partie principale de L gelée en (0, 0, 2
−jν
2
). Soit maintenant
Q un ouvert de R3 de classe Cm tel que Aǫ ⊂ Q et soit η ∈ C∞(Q¯) une fonction de
troncature telle que η = 1 sur A et η est à support dans A ǫ
2
⊂ Aǫ.
Soit v := ηhj,ν∗ u. Remarquons que v = ηh
j,ν
∗ u ∈ H1(Q), il suﬃt de vériﬁer donc que
Lj,νpp
(
(0, 0,
2−jν
2
), ∂xˆ
)
(v) ∈ Hm−2(Q),
pour pouvoir appliquer le Théorème 2.3.2 (ii) de [11] à l’opérateur Lj,νpp
(
(0, 0, 2
−jν
2
), ∂xˆ
)
.
La formule de Leibniz appliquée sur L(ηhj,ν∗ u) donne
Lv = L(hj,ν∗ u)η +
∑
|α|≤2
aα
(
2−j(xˆ+ (0, 0,
ν
2
))
)
2j|α|
∑
β<α
Cβα∂
β
xˆ (h
j,ν
∗ u)∂
α−β
xˆ η. (4.22)
Par (4.20), comme hj,ν∗ u ∈ Hm(A ǫ2 ) →֒ Hm−1(A ǫ2 ), et comme L(hj,ν∗ u) = hj,ν∗ f ∈
Hm−2(Aǫ), on en déduit par (4.22) que Lv ∈ Hm−2(Q). Comme on a de plus v ∈ Hm(Q)
(car hj,ν∗ u ∈ Hm(A ǫ2 )), on conclut directement que Lpp((0, 0, 2
−jν
2
), 2j∂xˆ)v ∈ Hm−2(Q), ou
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encore Lj,νpp ((0, 0,
2−jν
2
), ∂xˆ)v ∈ Hm−2(Q) grâce à (4.21).
Par conséquent, en appliquant le Théorème 2.3.2(ii) de [11], on déduit que pour tout
m ≥ 2, v ∈ Hm(Q) satisfait
‖v‖m,Q ≤ cj,ν
(
‖Lj,νpp
(
(0, 0,
2−jν
2
), ∂xˆ
)
v‖m−2,Q + ‖v‖1,Q
)
.
L’opérateur L est uniformément elliptique en tout point a ∈ e, donc Lj,νpp
(
(0, 0, 2
−jν
2
), ∂xˆ
)
donné par (4.21), est aussi uniformément elliptique et la constante obtenue dans la dernière
estimation appartient à une bande uniforme, et donc
‖v‖m,Q ≤ cm
(
‖Lj,νpp
(
(0, 0,
2−jν
2
), ∂xˆ
)
v‖m−2,Q + ‖v‖1,Q
)
. (4.23)
Estimons le premier terme du membre de droite. On a
‖Lj,νpp ((0, 0,
2−jν
2
), ∂xˆ)(v)‖m−2,Q ≤ ‖[Lj,ν(xˆ, ∂xˆ) −Lj,νpp ((0, 0, 2
−jν
2
), ∂xˆ)](v)‖m−2,Q
+‖Lj,ν(xˆ, ∂xˆ)(v)‖m−2,Q.
(4.24)
Par le Lemme 4.1.1, comme supp(η) ⊂ Aǫ ⊂ Q, on obtient∥∥∥∥∥
(
Lj,ν(xˆ, ∂xˆ)− Lj,νpp
(
(0, 0,
2−jν
2
), ∂xˆ
))
(v)
∥∥∥∥∥
m−2,Q
≤ c2−j‖v‖m,Q. (4.25)
Par conséquent, (4.23), (4.24) et (4.25) impliquent
‖v‖m,Q ≤ cm
(
‖Lj,ν(xˆ, ∂xˆ)(v)‖m−2,Q + c2−j‖v‖m,Q + ‖v‖1,Q
)
,
ou encore,
(1− ccm2−j)‖v‖m,Q ≤ cm
(
‖Lj,ν(xˆ, ∂xˆ)(v)‖m−2,Q + ‖u‖1,Q
)
.
Pour j ≥ j1 avec j1 suﬃsamment grand tel que ccm2−j1 ≤ 12 , on obtient
‖v‖m,Q ≤ 2cm
(
‖Lj,ν(xˆ, ∂xˆ)(v)‖m−2,Q + ‖v‖1,Q
)
.
Par déﬁnition de v, en utilisant le Lemme 4.1.3, on obtient
‖hj,ν∗ u‖m,A ≤ c˜m
(
‖2−2jL
(
2−j(xˆ+ (0, 0,
ν
2
)), 2j∂xˆ
)
(hj,ν∗ u)‖m−2,A ǫ
2
+ ‖hj,ν∗ u‖1,A ǫ
2
)
≤ c˜m
(
‖2−2jL
(
2−j(xˆ+ (0, 0,
ν
2
)), 2j∂xˆ
)
(hj,ν∗ u)‖m−2,Aǫ + ‖hj,ν∗ u‖1,Aǫ
)
.
116/149
Problèmes elliptiques avec une fracture courbe
Ce qui est équivalent à
[ ∑
|α|≤m
‖2−j|α|∂αu‖2hj,ν(A)
] 1
2 .
[ ∑
|α|≤m−2
‖2−j(2+|α|)∂αLu‖2hj,ν(Aǫ)
] 1
2+
[ ∑
|α|≤1
‖2−j|α|∂αu‖2hj,ν(Aǫ)
] 1
2 .
Pour tout (j, ν), on peut multiplier chaque terme par 2−jβ et remplacer 2−j par r (comme
2−j ≃ r sur hj,ν(Aǫ)), et on obtient
[ ∑
|α|≤m
‖r|α|+β∂αu‖2hj,ν(A)
] 1
2 .
[ ∑
|α|≤m−2
‖rβ+|α|+2∂αLu‖2hj,ν(Aǫ)
] 1
2+
[ ∑
|α|≤1
‖rβ+|α|∂αu‖2hj,ν(Aǫ)
] 1
2 .
En sommant sur j ∈ N et sur ν tel que |ν| < 2j+1, on obtient
‖u‖Vm
β+m
(W ;e) . ‖Lu‖Vm−2
β+m
(Wǫ;e)
+ ‖u‖V 1
β+1
(Wǫ;e).
En posant α = β +m, on obtient le résultat cherché.
Dans le but d’étudier la régularité locale de la solution, on a besoin de la nouvelle
formulation variationnelle du problème localisé, et donc du lemme suivant.
Lemme 4.1.6. Soit σ une fracture courbe unidimensionnelle, assez régulière et stricte-
ment incluse dans un domaine borné O ⊂ R3. Soit u ∈ H˚1β(O;σ) la solution de (4.1)
avec β > 0 et soient x0 un point intérieur de σ et ǫ1 > 0 assez petit tel que B(x0, ǫ1) ne
contient pas les extrêmes de σ.
Considérons η1 ∈ D(R3) une fonction de troncature telle que η1 = 1 sur B(x0, ǫ) et
supp(η1) ⊂ B(x0, ǫ1) avec ǫ1 > ǫ > 0. Alors il existe une suite de fonctions (wn)n dans
Cm+20
(
B(x0, ǫ)\σ
)
, l’espace des fonctions de classe Cm+2 et à support compact inclus dans
B(x0, ǫ)\σ, qui tend vers u dans H1β(B(x0, ǫ);σ) lorsque n→∞.
Preuve : Soit u ∈ H˚1β(O;σ) la solution de (4.1). Soit encore η1 ∈ C∞(R3) une fonction
de troncature telle que η1 = 1 sur B(x0, ǫ) et supp(η1) ⊂ B(x0, ǫ1) avec ǫ1 > ǫ.
Dans le but de redresser σ, on utilise le fait que σ est une sous variété de dimension
1 assez régulière (voir [9, Théorème 2.1.2, p. 56]), on déduit que pour tout x0 ∈ σ, il
existe des voisinages ouverts U ′ et V ′ de x0 et de 0 dans R3 et un Cm+2−diﬀéomorphisme
ϕ : U ′ → V ′ tel que ϕ(x0) = 0 et
ϕ(U ′ ∩ σ) = {(xˆ1, xˆ2, xˆ3) ∈ V ′ : xˆ1 = xˆ2 = 0} = ({0} × R) ∩ V ′ =: σˆ,
et donc
(xˆ1, xˆ2, xˆ3) = (ϕ1(x1, x2, x3), ϕ2(x1, x2, x3), ϕ3(x1, x2, x3)).
Ce diﬀéomorphisme ϕ transforme η1u en η̂1u dans H˚1β(B(0, ǫ1); σˆ) = V˚
1
β (B(0, ǫ1); σˆ) et ηˆ1
est nul en dehors de B(0, ǫ1) donc η̂1u ∈ V 1β (R3; σˆ).
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Or par [32, p. 24], on déduit l’existence de uˆn ∈ D(R3\σˆ) telle que
uˆn → η̂1u dans V 1β (R3; σˆ).
Soit maintenant η2 ∈ D(R3) telle que η2 = 1 sur B(0, ǫ) et supp(η2) ⊂ B(0, ǫ1) donc
η2uˆn → η2η̂1u dans V 1β (R3; σˆ).
Finalement, il existe wˆn := η2uˆn ∈ D(B(0, ǫ1)\σˆ) qui tend vers
η2η̂1u0 dans V˚ 1β (B(0, ǫ1); σˆ) = H˚
1
β(B(0, ǫ1); σˆ). Ce qui permet de conclure qu’il existe une
suite (wn := wˆn◦ϕ)n dans Cm+20
(
B(x0, ǫ)\σ
)
telle que wn → u dans H1β
(
B(x0, ǫ);σ
)
.
Arrivons maintenant au théorème principale de cette section où on montre une régu-
larité améliorée de la solution de (4.1) localement.
Théorème 4.1.7. Soit β ∈ R tel que 0 < β < 1 et soit m ≥ 1. Soit q ∈ L2(σ) et soit
u ∈ H˚1β(O;σ) la solution de (4.1). Si on note U un voisinage d’un point x0 qui se trouve
à l’intérieur de σ, i.e.
U := B(x0, δ),
pour un certain δ > 0 suﬃsamment petit pour que les extrémités de σ n’appartiennent pas
à B(x0, δ), alors u ∈ V mβ+m−1(U ;σ) et satisfait
‖u‖Vm
β+m−1
(U ;σ) . ‖q‖0,σ. (4.26)
Figure 4.2 – Localisation à l’intérieur de σ.
Preuve : Le résultat peut être démontré par récurrence.
Étape 1 : u ∈ V 2β+1(U ;σ) et satisfait (4.26) pour m = 2.
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Étape 1-1 : Localisation du problème.
Soit
U ′ = B(x0, δ + ǫ), avec ǫ > 0 assez petit,
un deuxième voisinage de x0. Fixons une fonction de troncature η0 ∈ D(O) telle que η0 = 1 sur U,η0 = 0 sur O\U ′.
Soit u0 := η0u donc u0 ∈ H˚1β(U ′;σ). Formellement, on peut considérer u0 ∈ H˚1β(U ′;σ)
comme solution de  −∆u0 = q0δσ + f0(u), dans U
′,
u0 = 0, sur ∂U ′,
(4.27)
avec q0 = η0q et f0(u) = −2∇η0∇u − ∆η0u, dans le sens que u0 est l’élément dans
H˚1β(U
′;σ) qui satisfait
∫
U ′
∇u0 · ∇v =
∫
σ
q0γσv¯ +
∫
U ′
f0(u)v¯, ∀v ∈ H˚1−β(U ′;σ).
En eﬀet, soit v ∈ H˚1−β(U ′;σ) donc
∫
U ′
∇u0 · ∇v est bien déﬁnie et on a
∫
U ′
∇u0 · ∇v =
∫
U ′
u∇η0 · ∇v +
∫
U ′
η0∇u · ∇v. (4.28)
Commençons par le premier terme du membre à droite de (4.28). A l’aide d’un argu-
ment de localisation, on obtient que la solution u ∈ H1β(B(x0, δ+ǫ);σ) donc par le Lemme
4.1.6, on déduit l’existence de wn ∈ Cm+20 (B(x0, δ + ǫ)\σ) telle que
wn → u dans H1β(B(x0, δ + ǫ);σ).
Comme η0 ∈ D(O) et ∇v ∈ L2−β(U ′;σ) →֒ L2(U ′) on obtient grâce au théorème de la
convergence dominée,∫
U ′
u∇η0 · ∇v = lim
n→∞
∫
U ′
wn∇η0 · ∇v = lim
n→∞
∫
U ′\O
wn∇η0 · ∇v,
avec O un voisinage de σ tel que wn = 0 sur O. Par application de la formule de Green,
on trouve
lim
n→∞
∫
U ′\O
wn∇η0 · ∇v = − lim
n→∞
∫
U ′\O
div(wn∇η0)v¯.
Une deuxième application du théorème de la convergence dominée de Lebesgue permet
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de déduire que
lim
n→∞
∫
U ′\O
div(wn∇η0)v¯ = lim
n→∞
∫
U ′
div(wn∇η0)v¯ =
∫
U ′
div(u∇η0)v¯,
ce qui permet de conclure que∫
U ′
u∇η0 · ∇v = −
∫
U ′
div(u∇η0)v¯. (4.29)
Pour le second terme du membre à droite de (4.28), par la formule de Leibniz, on a
∫
U ′
η0∇u · ∇v =
∫
U ′
∇u · ∇(η0v)−
∫
U ′
v¯∇u · ∇η0. (4.30)
Mais alors on obtient par (4.29) et (4.30) que
∫
U ′
∇u0 · ∇v =
∫
U ′
∇u · ∇(η0v)−
∫
U ′
v¯
[
div(u∇η0) +∇u · ∇η0
]
=
∫
U ′
∇u · ∇(η0v)−
∫
U ′
v¯
[
2∇u · ∇η0 +∆η0u
]
.
Comme η0v ∈ H˚1−β(O;σ), par (4.2) on a∫
U ′
∇u · ∇(η0v) =
∫
O
∇u · ∇(η0v) =
∫
σ
η0qγσv.
On en déduit que ∫
U ′
∇u0 · ∇v =
∫
σ
η0qγσv −
∫
U ′
v¯
[
2∇u · ∇η0 +∆η0u
]
.
Étape 1-2 : Transformation locale du problème avec fracture courbe en un
problème avec fracture droite.
On utilise toujours le fait que σ est une sous-variété de dimension 1 de classe Cm+2 (voir
[9, Théorème 2.1.2, p. 56]), et à l’aide du diﬀéomorphisme ϕ, le problème (4.27) devient
 Luˆ0 = qˆ0δσˆ + fˆ0(uˆ), dans V
′,
uˆ0 = 0, sur ∂V ′,
(4.31)
où V ′ contient B(0, δ1+ ǫ)× (−δ1− ǫ, δ1+ ǫ) avec δ1, ǫ assez petits, et L est un opérateur
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Figure 4.3 – Transformation locale d’un voisinage d’un point intérieur x0 de σ par ϕ.
d’ordre 2, à coeﬃcients variables de classe Cm avec m ≥ 2, donné par
L = −
3∑
i=1
3∑
j=1
3∑
k=1
∂ϕj
∂xi
∂ϕk
∂xi
∂2
∂xˆj∂xˆk
−
3∑
i=1
3∑
j=1
∂2ϕj
∂x2i
∂
∂xˆj
. (4.32)
De même, fˆ0(uˆ) est donné par
fˆ0(uˆ) = (Lηˆ0)uˆ− 2
3∑
i=1
(
3∑
j=1
∂ϕj
∂xi
∂uˆ
∂xˆj
)(
3∑
k=1
∂ϕk
∂xi
∂ηˆ0
∂xˆk
)
, (4.33)
et qˆ0 par
qˆ0(0, 0, zˆ) = (η0q) ◦ ϕ−1(0, 0, zˆ). (4.34)
Ainsi, uˆ0 = (η0u) ◦ ϕ−1 = u0 ◦ ϕ−1, uˆ = u ◦ ϕ−1 et ηˆ0 = η0 ◦ ϕ−1, et la solution uˆ0 de ce
problème est dans H˚1β(V
′; σˆ).
Grâce à l’ellipticité du laplacien, l’opérateur L obtenu à l’aide du diﬀéomorphisme
ϕ : U ′ → V ′ est uniformément elliptique. En eﬀet, soit Lpp sa partie principale, i.e.
Lpp = −
3∑
i=1
3∑
j=1
3∑
k=1
∂ϕj
∂xi
∂ϕk
∂xi
∂2
∂xˆj∂xˆk
.
Donc,
Lpp(x, iξ) = −
3∑
i=1
3∑
j=1
3∑
k=1
∂ϕj
∂xi
∂ϕk
∂xi
(iξj)(iξk)
=
3∑
i=1
(
3∑
j=1
∂ϕj
∂xi
ξj
)(
3∑
k=1
∂ϕk
∂xi
ξk
)
=
3∑
i=1
(
3∑
j=1
∂ϕj
∂xi
ξj
)2
= ‖∇ϕ · ξ‖2,
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où ∇ϕ = (∂ϕj
∂xi
)1≤i,j≤3. Rappelons que ϕ est au moins un C1−diﬀéomorphisme, donc il
existe φ : V ′ → U ′ tel que φ ◦ ϕ = I3, et donc
∂
∂xi
[φ ◦ ϕ]j = δij,
ou encore ∇(φ ◦ ϕ) = I3. On obtient donc
(∇φ ◦ ϕ) · ∇ϕ = I3,
ce qui signiﬁe que ∇ϕ est une matrice inversible et donc l’existence d’une constante
C1 > 0 telle que ‖(∇ϕ)−1‖ ≥ C1 > 0. Comme ϕ est un C1-diﬀéomorphisme, on obtient
que (∇ϕ)−1 est uniformément borné en x, et on conclut que
Lpp(x, ξ) = ‖∇ϕ · ξ‖2 ≥ C2‖ξ‖2,
avec C2 indépendant de x.
Étape 1-3 : Estimation a priori pour m = 2.
Soient maintenant pour δ1 et ǫ assez petit,
W = B(0, δ1)\{0} × (−δ1, δ1),
Wǫ = B(0, δ1 + ǫ)\{0} × (−δ1 − ǫ, δ1 + ǫ).
Alors la solution uˆ0 du problème (4.31), qui est dans V˚ 1β (V
′, σˆ), peut être considérée
comme solution de
Luˆ0 = fˆ0(uˆ) dans Wǫ, (4.35)
Dans le but d’appliquer le Théorème 4.1.4, on doit d’abord vériﬁer que ses conditions sont
satisfaites (ici K = R2\{0} et donc on n’a pas de conditions au bord) :
• La solution u0 du problème (4.27) est dansH1β(U ′;σ) alors la solution uˆ0 du problème
(4.31) est dans H1β(V
′; σˆ), ou encore uˆ0, solution de (4.35), est dans H1β(Wǫ; σˆ). On
en déduit que uˆ0 ∈ V 1β (Wǫ; σˆ) avec
‖uˆ0‖V 1
β
(Wǫ;σˆ) ∼ ‖uˆ0‖H1β(Wǫ;σˆ) . ‖uˆ0‖H1β(V ′;σˆ)
∼ ‖u0‖H1
β
(U ′;σ) . ‖u‖H1
β
(U ′;σ) . ‖u‖H1
β
(O;σ). (4.36)
• Le second membre fˆ0(uˆ) de (4.35) est dans L2β+1(Wǫ; σˆ). En eﬀet,
‖fˆ0(uˆ)‖L2
β+1
(Wǫ;σˆ) ∼ ‖fˆ0(uˆ)‖L2β+1(V ′;σˆ)
≤ ‖(Lηˆ0)uˆ‖L2
β+1
(V ′;σˆ) + 2
3∑
i=1
‖(∂xiϕ · ∇uˆ)(∂xiϕ · ∇ηˆ0)‖L2β+1(V ′;σˆ).
(4.37)
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Estimons d’abord ‖(Lηˆ0)uˆ‖L2
β+1
(V ′;σˆ). Comme L2β(V
′, σˆ) →֒ L2β+1(V ′, σˆ), on a
‖(Lηˆ0)uˆ‖L2
β+1
(V ′;σˆ) ≤
3∑
i=1
3∑
j=1
3∑
k=1
‖∂ϕj
∂xi
∂ϕk
∂xi
∂2ηˆ0
∂xˆj∂xˆk
uˆ‖L2
β+1
(V ′;σˆ)
+
3∑
i=1
3∑
j=1
‖∂
2ϕj
∂x2i
∂ηˆ0
∂xˆj
uˆ‖L2
β+1
(V ′;σˆ)
≤
3∑
i=1
3∑
j=1
3∑
k=1
‖∂ϕj
∂xi
‖∞‖∂ϕk
∂xi
‖∞ sup
xˆ∈V ′
| ∂
2ηˆ0
∂xˆj∂xˆk
|‖uˆ‖L2
β+1
(V ′;σˆ)
+
3∑
i=1
3∑
j=1
‖∂
2ϕj
∂x2i
‖∞ sup
xˆ∈V ′
|∂ηˆ0
∂xˆj
|‖uˆ‖L2
β+1
(V ′;σˆ)
≤ c1‖uˆ‖L2
β
(V ′;σˆ),
avec c1 = c
( 3∑
i=1
(
3∑
j=1
‖∂ϕj
∂xi
‖∞)2,
3∑
i=1
3∑
j=1
‖∂2ϕj
∂x2i
‖∞, ∑
α≤2
‖∂αη0‖∞
)
.
Ainsi, on obtient
‖(Lηˆ0)uˆ‖L2
β+1
(V ′;σˆ) ≤ c1‖uˆ‖H1
β
(V ′;σˆ) ≃ c1‖u‖H1
β
(U ′;σ) ≤ c1‖u‖H1
β
(O;σ). (4.38)
Il reste à estimer
3∑
i=1
‖(∂xiϕ · ∇uˆ)(∂xiϕ · ∇ηˆ0)‖L2β+1(V ′;σˆ).
3∑
i=1
‖(∂xiϕ · ∇uˆ)(∂xiϕ · ∇ηˆ0)‖L2β+1(V ′;σˆ) . ‖∇ϕ‖
2
∞ sup
xˆ∈V ′
|∇ηˆ0|‖∇uˆ‖L2
β+1
(V ′;σˆ)
. ‖ϕ‖2C1(R3)‖ηˆ0‖C1(R3)‖uˆ‖H1β(V ′;σˆ)
. c2‖ϕ‖2C1(R3)‖ηˆ0‖C1(R3)‖u‖H1β(O;σ).(4.39)
Donc, en reportant dans (4.37), on obtient
‖fˆ0(uˆ)‖L2
β+1
(Wǫ;σˆ) ≤ c˜‖u‖H1β(O;σ), (4.40)
avec c˜ = c1
[
‖ϕ‖2C1(R3)‖ηˆ0‖C2(R3) + ‖ϕ‖2C2(R3)‖ηˆ0‖C1(R3)
]
+ c2‖ϕ‖2C1(R3)‖ηˆ0‖C1(R3).
• Vériﬁons maintenant que uˆ0 ∈ H2loc(Wǫ\σˆ). Fixons une fonction de troncature η et
un point p ∈ Wǫ\O, où O est un voisinage de σˆ et telle que supp(η) ⊂ Bp(p,RBp)
avec RBp > 0 suﬃsamment petit, de sorte que RBp ≤ inf
y∈∂Bp(p,RBp )
d(y, σˆ).
Remarquons donc que pour tout x ∈ Bp(p,RBp), on a d(x, σˆ) ∼ 1.
Soit v := ηuˆ0. Alors v est solution de Lv = ηfˆ0(uˆ) + g(η, uˆ0) dans Bp(p,RBp),v = 0 sur ∂Bp(p,RBp), (4.41)
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avec g(η, uˆ0) = −(Lη)uˆ0 − 2
3∑
i=1
(
3∑
j=1
∂ϕj
∂xi
∂uˆ0
∂xˆj
)(
3∑
k=1
∂ϕk
∂xi
∂η
∂xˆk
).
On a déjà vériﬁé que fˆ0(uˆ) ∈ L2β+1(V ′; σˆ) et donc ηfˆ0(uˆ) ∈ L2β+1(Bp(p,RBp); σˆ) ou
encore,
ηfˆ0(uˆ) ∈ L2(Bp(p,RBp)).
De plus, la fonction g est déﬁnie à l’aide des dérivées premières et deuxième de η
(qui est à support dans Bp(p,RBp)) et des dérivées premières de uˆ0 ∈ V 1β (V ′; σˆ),
donc g ∈ L2(Bp(p,RBp)).
On déduit par la Remarque 4.2 de [10], que v ∈ H2(Bp(p,RBp)) et par conséquent
uˆ0 ∈ H2loc(Wǫ\σˆ).
Toutes les hypothèses du Théorème 4.1.4 sont satisfaites. On peut l’appliquer alors pour
obtenir uˆ0 ∈ V 2β+1(W ; σˆ) avec 0 < β < 1. De plus, on a
‖uˆ0‖V 2
β+1
(W ;σˆ) . ‖fˆ0(uˆ)‖V 0
β+1
(Wǫ;σˆ) + ‖uˆ0‖V 1β (Wǫ;σˆ).
Comme V 2β+1(W ; σˆ) = V
2
β+1(V ; σˆ), on obtient que uˆ0 ∈ V 2β+1(V ; σˆ) avec V := B(0, δ1) ×
(−δ1, δ1) et satisfait
‖uˆ0‖V 2
β+1
(V ;σˆ) . ‖fˆ0(uˆ)‖V 0
β+1
(Wǫ;σˆ) + ‖uˆ0‖V 1β (Wǫ;σˆ).
En utilisant (4.36) et (4.40), on en déduit que
‖uˆ0‖V 2
β+1
(V ;σˆ) . ‖u‖H1
β
(O;σ). (4.42)
Retournons à u. Comme
‖u‖V 2
β+1
(U ;σ) = ‖u0‖V 2
β+1
(U ;σ) ≃ ‖uˆ0‖V 2
β+1
(V ;σˆ),
en utilisant (4.42) et (4.3), on conclut que
‖u‖V 2
β+1
(U ;σ) . ‖u‖H1
β
(O;σ) . ‖q‖0,σ.
Étape 2 : Montrons maintenant (4.26) pour tout m ≥ 3.
Supposons que u ∈ V m−1β+m−2(U ′1;σ) avec
‖u‖Vm−1
β+m−2
(U ′1;σ)
. ‖q‖0,σ, (4.43)
tel que U ′1 est aussi un voisinage de x0 qui est inclus dans U et est donné par
U ′1 = B(x0, δ2 + ǫ) avec ǫ, δ2 > 0 assez petit.
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Et montrons que u ∈ V mβ+m−1(U1;σ) avec
‖u‖Vm
β+m−1
(U1;σ) . ‖q‖0,σ, (4.44)
où U1 ⊂ U ′1 un voisinage de x0 donné par U1 = B(x0, δ2).
Soit η1 une fonction de troncature telle que η1 ∈ D(O) et η1 = 1 sur U1,η1 = 0 sur O\U ′1.
Soit u1 := η1u. Comme dans l’étape 1-1, u1 ∈ H˚1β(U ′1;σ) est solution de −∆u1 = q1δσ + f1(u), dans U
′
1,
u1 = 0, sur ∂U ′1,
(4.45)
avec q1 = η1q et f1(u) = −2∇η1∇u − ∆η1u, dans le sens que u1 est l’élément dans
H˚1β(U
′;σ) qui satisfait
∫
U ′1
∇u1 · ∇v =
∫
σ
q1γσv¯ +
∫
U ′1
f1(u)v¯, ∀v ∈ H˚1−β(U ′1;σ).
En procédant de la même façon comme dans l’étape 1-2, on obtient que pour tout x0 ∈ σ,
il existe des voisinages ouverts U ′1 et V
′
1 de x0 et de 0 dans R
3 et un Cm+2−diﬀéomorphisme
ϕ : U ′1 → V ′1 tel que ϕ(x0) = 0 et
ϕ(U ′1 ∩ σ) = {(xˆ, yˆ, zˆ) ∈ V ′1 : xˆ = yˆ = 0} = ({0} × R) ∩ U ′1 =: σˆ,
et le problème (4.45) devient
 Luˆ1 = qˆ1δσˆ + fˆ1(uˆ), dans V
′
1 ,
uˆ1 = 0, sur ∂V ′1 ,
(4.46)
où L et fˆ1 sont déﬁnis de la même façon qu’avant avec η0 remplacé par η1 et V ′1 contient
B(0, δ2 + ǫ)× (−δ2 − ǫ, δ2 + ǫ).
Soient maintenant
W ′ = B(0, δ2)\{0} × (−δ2, δ2),
W ′ǫ = B(0, δ2 + ǫ)\{0} × (−δ2 − ǫ, δ2 + ǫ).
Alors la solution uˆ1 du problème (4.46), qui est dans V˚ 1α (V
′
1 ; σˆ), peut être considérée
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comme solution de
Luˆ1 = fˆ1(uˆ) dans W ′ǫ . (4.47)
Comme précédemment, cette solution uˆ1 ∈ V 1β (W ′ǫ ; σˆ) et vériﬁe aussi uˆ1 ∈ H2loc(W ′ǫ\σˆ).
Il reste à vériﬁer que fˆ1(uˆ) ∈ V m−2β+m−1(W ′ǫ ; σˆ) pour pouvoir appliquer le Théorème 4.1.4
(avec K = R2\{0}).
Rappelons que fˆ1(uˆ) est donné par
fˆ1(uˆ) = −
3∑
i=1
3∑
j=1
3∑
k=1
∂ϕk
∂xi
∂ϕj
∂xi
∂2ηˆ1
∂xˆj∂xˆk
uˆ−
3∑
i=1
3∑
j=1
∂2ϕj
∂x2i
∂2η1
∂xˆj
uˆ
−2
3∑
i=1
(
3∑
k=1
∂ϕk
∂xi
∂uˆ
∂xˆk
)(
3∑
j=1
∂ϕj
∂xi
∂ηˆ1
∂xˆj
).
Par l’hypothèse (4.43), on a
‖uˆ‖Vm−1
β+m−2
(V ′1 ;σˆ)
= ‖u‖Vm−1
β+m−2
(U ′1;σ)
. ‖q‖0,σ.
En utilisant donc l’injection
V m−1β+m−2(V
′
1 ; σˆ) →֒ V m−2β+m−3(V ′1 ; σˆ) →֒ V m−2β+m−1(V ′1 ; σˆ),
on obtient que uˆ ∈ V m−2β+m−1(V ′1 ; σˆ), en plus de ∇uˆ ∈ V m−2β+m−2(V ′1 ; σˆ)2 →֒ V m−2β+m−1(V ′1 ; σˆ)2.
Alors, comme η1 ∈ D(O) et pour tout j = 1, .., 3, ϕj ∈ Cm+2(R3), on applique le Lemme
1.1.3, on obtient que fˆ1(uˆ) ∈ V m−2β+m−1(Wǫ; σˆ) avec l’estimée
‖fˆ1(uˆ)‖Vm−2
β+m−1
(W ′ǫ ;σˆ)
. ‖uˆ‖Vm−1
β+m−2
(V ′1 ;σˆ)
.
On en conclut que
‖fˆ1(uˆ)‖Vm−2
β+m−1
(W ′ǫ ;σˆ)
. ‖q‖0,σ. (4.48)
On applique le Lemme 4.1.4 on obtient uˆ1 ∈ V mβ+m−1(W ′; σˆ) avec 0 < β < 1 et on a
‖uˆ1‖Vm
β+m−1
(W ′;σˆ) . ‖fˆ1(uˆ)‖Vm−2
β+m−1
(W ′ǫ ;σˆ)
+ ‖uˆ1‖V 1
β
(W ′ǫ ;σˆ)
.
Mais alors pour V1 = B(0, δ2)× (−δ2, δ2), on a uˆ1 ∈ V mβ+m−1(V1; σˆ) avec
‖uˆ1‖Vm
β+m−1
(V1;σˆ) . ‖fˆ1(uˆ)‖Vm−2
β+m−1
(W ′ǫ ;σˆ)
+ ‖uˆ1‖V 1
β
(W ′ǫ ;σˆ)
. (4.49)
De l’étape 1-3, on a vériﬁé que
‖uˆ1‖V 1
β
(W ′ǫ ;σˆ)
. ‖q‖0,σ.
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On reporte cette dernière en plus de (4.48) dans (4.49), on obtient
‖uˆ1‖Vm
β+m−1
(V1;σˆ) . ‖q‖0;σ.
Par conséquent, u ∈ V mβ+m−1(U1;σ) et satisfait
‖u‖Vm
β+m−1
(U1;σ) ≃ ‖uˆ1‖Vmβ+m−1(V1;σˆ) . ‖q‖0,σ.
4.2 Régularité au bord de la fracture σ
Cette section est dédiée à la régularité de la solution u de (4.1) au voisinage d’une
extrémité c de σ. Comme dans la section précédente, pour arriver à démontrer le résultat
principal de cette section, on doit passer par les étapes suivantes :
Étape 1 : Localisation du problème (4.1).
Comme dans la section précédente, on ﬁxe une fonction de troncature η0 ∈ D(O) telle
que  η0 = 1 sur U,η0 = 0 sur O\U ′,
avec U ⊂ U ′ deux voisinages de c.
Figure 4.4 – Localisation au bord de la fracture.
Mais alors, u0 := η0u est solution de −∆u0 = q0δσ + f0(u), dans U
′,
u0 = 0, sur ∂U ′,
(4.50)
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avec q0 = η0q et f0(u) = −2∇η0 ·∇u−u∆η0, dans le sens que u0 est l’élément de H˚1β(U ′;σ)
qui satisfait ∫
U ′
∇u0 · ∇v =
∫
σ
q0γσv¯ +
∫
U ′
f0(u)v¯, ∀v ∈ H˚1−β(U ′;σ).
En eﬀet, soit v ∈ H˚1−β(U ′;σ). Par la formule de Leibniz, on a∫
U ′
∇u0 · ∇v =
∫
U ′
u∇η0 · ∇v +
∫
U ′
η0∇u · ∇v. (4.51)
Calculons le premier terme du membre à droite de (4.51). Pour cela, on considère une
deuxième fonction de troncature η ∈ D(O) telle que η = 1 sur B := Vσ ∩ (U ′\U) et
supp(η) ⊂ B′ avec Vσ un voisinage de σ et B′ un petit voisinage d’une partie de σ qui
contient B¯. Comme supp(η0) ⊂ U ′, η0 = 1 sur U et η = 1 sur B, on a
Figure 4.5 – Localisation au voisinage de σ dans U ′\U .
∫
U ′
u∇η0 · ∇v =
∫
O
ηu∇η0 · ∇v +
∫
O\B
(1− η)u∇η0 · ∇v
=
∫
B′
ηu∇η0 · ∇v +
∫
(U ′\U)\B
(1− η)u∇η0 · ∇v,
Comme dans l’étape 1-1 du Théorème 4.1.7, en utilisant le Lemme 4.1.6, on déduit l’exis-
tence d’une suite (wn)n ⊂ Cm+2(B′) qui est nulle sur un voisinage de (σ ∩B′) et telle que
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wn → ηu dans H1β(B′;σ) et par application de la formule de Green, on obtient∫
B′
ηu∇η0 · ∇v = lim
n→∞
∫
B′
wn∇η0 · ∇v
= − lim
n→∞
∫
B′
div(wn∇η0)v
= −
∫
B′
div(ηu∇η0)v.
D’autre part, comme rσ ∼ 1 sur (U ′\U)\B, on a (1 − η)u∇η0 ∈ H˚1((U ′\U)\B)3, et par
application de Green on obtient∫
(U ′\U)\B
(1− η)u∇η0 · ∇v = −
∫
(U ′\U)\B
div((1− η)u∇η0)v.
On obtient ﬁnalement que ∫
U ′
u∇η0 · ∇v = −
∫
U ′
div(u∇η0)v. (4.52)
Pour le second terme du membre à droite de (4.51), par la formule de Leibniz on obtient
directement ∫
U ′
η0∇u · ∇v =
∫
U ′
∇u · ∇(η0v)−
∫
U ′
v¯∇u · ∇η0. (4.53)
Mais alors on obtient par (4.52) et (4.53) que
∫
U ′
∇u0 · ∇v =
∫
U ′
∇u · ∇(η0v)−
∫
U ′
v¯
[
2∇u · ∇η0 +∆η0u
]
.
Comme η0v ∈ H˚1−β(O;σ), par (4.2) on a∫
U ′
∇u · ∇(η0v) =
∫
O
∇u · ∇(η0v) =
∫
σ
η0qγσv.
On en déduit que ∫
U ′
∇u0 · ∇v =
∫
σ
η0qγσv −
∫
U ′
v¯
[
2∇u · ∇η0 +∆η0u
]
.
Étape 2 : Transformation du problème.
Rappelons que σ est une sous variété de classe Cm+2 de dimension 1, et donc il existe des
voisinages ouverts U ′ et V ′ de c et de 0 dans R3 et un Cm+2−diﬀéomorphisme ϕ : U ′ → V ′
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tel que ϕ(c) = 0 et
ϕ(U ′ ∩ σ) = {(xˆ, yˆ, zˆ) ∈ V ′ : xˆ = yˆ = 0} = ({0} × R+) ∩ V ′ =: σˆ, (4.54)
avec
(xˆ, yˆ, zˆ) = (ϕ1(x, y, z), ϕ2(x, y, z), ϕ3(x, y, z)).
Avec cette transformation, on obtient le nouveau problème
Figure 4.6 – Transformation locale par ϕ d’un voisinage du bord de σ.
 Luˆ0 = qˆ0δσˆ + fˆ0(uˆ), dans V
′,
uˆ0 = 0, sur ∂V ′,
(4.55)
avec L, fˆ0 et qˆ0 déﬁnis par
L = −
3∑
i=1
3∑
j=1
3∑
k=1
∂ϕj
∂xi
∂ϕk
∂xi
∂2
∂xˆj∂xˆk
−
3∑
i=1
3∑
j=1
∂2ϕj
∂x2i
∂
∂xˆj
,
fˆ0(uˆ) = (Lηˆ0)uˆ− 2
3∑
i=1
(
3∑
j=1
∂ϕj
∂xi
∂uˆ
∂xˆj
)(
3∑
k=1
∂ϕk
∂xi
∂ηˆ0
∂xˆk
)
, (4.56)
et
qˆ0(0, 0, zˆ) = (η0q) ◦ ϕ−1(0, 0, zˆ).
Étape 3 : Résolution du problème localisé après transformation.
Observons que la solution uˆ0 du problème (4.55), peut être considérée comme solution de Luˆ0 = fˆ0(uˆ), dans V
′\σˆ,
uˆ0 = 0, sur ∂V ′.
(4.57)
On cherche à résoudre ce dernier (le problème (4.57)) localement, c-à-d. on recouvre V ′\σˆ
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avec Ω′c et Ω
′
ce, déﬁnis pour ǫ
′′ < ǫ′ par
Ω′c = {x ∈ V ′ : r0(x) < ǫ′ et ρce(x) >
ǫ′′
2
}, (4.58)
Ω′ce = {x ∈ V ′ : r0(x) < ǫ′ et ρce(x) < ǫ′}. (4.59)
où r0(x) = dist(x, 0), rσ(x) = dist(x, σ) et ρce(x) =
rσ(x)
r0(x)
est la distance angulaire.
Ainsi que pour un voisinage V de 0 qui est inclut dans V ′, on déﬁnit aussi des voisinages
plus petits avec ǫ′′ < ǫ < ǫ′,
Ωc = {x ∈ V : r0(x) < ǫ et ρce(x) > ǫ2}, (4.60)
et
Ωce = {x ∈ V : r0(x) < ǫ et ρce(x) < ǫ}, (4.61)
Notons que V ′\σˆ = Ω′c ∪ Ω′ce et V \σˆ = Ωc ∪ Ωce.
Figure 4.7 – Recouvrement de V ′\σˆ.
On commence par donner quelques résultats qui seront utiles pour montrer le théorème
principal de cette section. Le lemme suivant est l’équivalent du Lemme 4.1.3 mais dans
les espaces de Sobolev avec poids.
Lemme 4.2.1. Soient m ≥ 2, ǫ et ǫ′ des réels tels que ǫ < ǫ′. Soient
νˆ = {x ∈ V : ǫ
4
< r0 < ǫ et ρce < ǫ} et νˆ ′ := {x ∈ V ′ : ǫ
2
4ǫ′
< r0 < ǫ
′ et ρce < ǫ
′}.
(4.62)
Soient β un nombre réel et L un opérateur elliptique à coeﬃcients variables de classe Cm
déﬁni sur νˆ ′ :
L =
∑
|µ|≤2
aµ(x)∂µ.
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Soit u ∈ V 1β (νˆ ′;σ) où σ := ({0} × R+) ∩ V ′ (donné par (4.54)). Supposons de plus que
Lu ∈ V m−2β+m−1(νˆ ′;σ). Soit η ∈ Cm(R3) telle que η = 1 sur νˆ et supp(η) ⊂ νˆ ′. On pose
v = ηu, et on suppose qu’il vériﬁe
‖v‖Vm
β+m−1
(νˆ′;σ) . ‖Lv‖Vm−2
β+m−1
(νˆ′;σ) + ‖v‖V 1β (νˆ′;σ). (4.63)
Alors, u ∈ V mβ+m−1(νˆ;σ) et satisfait
‖u‖Vm
β+m−1
(νˆ;σ) . ‖Lu‖Vm−2
β+m−1
(νˆ′;σ) + ‖u‖V 1β (νˆ′;σ).
Preuve : Ceci se fait par itération sur ℓ pour 2 ≤ ℓ ≤ m. Pour ℓ = 2, par (4.63), on a
‖v‖V 2
β+1
(νˆ′;σ) . ‖Lv‖V 0
β+1
(νˆ′;σ) + ‖v‖V 1
β
(νˆ′;σ).
En utilisant la formule de Leibniz, le fait que les coeﬃcients de l’opérateur L sont continus
sur νˆ ′ qui est borné et que u ∈ V 1β (νˆ ′;σ), en plus de η = 1 sur νˆ, on trouve
‖u‖V 2
β+1
(νˆ;σ) . ‖v‖V 2
β+1
(νˆ′;σ) . ‖Lu‖V 0
β+1
(νˆ′;σ) + ‖u‖V 1
β
(νˆ′;σ).
Supposons donc que pour 3 ≤ ℓ ≤ m, on a u ∈ V ℓ−1β+ℓ−2(νˆ1;σ) tel que νˆ ⊂ νˆ1 ⊂ νˆ ′, avec
‖u‖V ℓ−1
β+ℓ−2
(νˆ1;σ)
. ‖Lu‖V ℓ−3
β+ℓ−2
(νˆ′;σ) + ‖u‖V 1β (νˆ′;σ). (4.64)
Supposons aussi que pour η ∈ C∞(R3) telle que η = 1 sur νˆ et supp(η) ⊂ νˆ1 ⊂ νˆ ′, on a
v = ηu ∈ V ℓβ+ℓ−1(νˆ ′;σ) et vériﬁe
‖v‖V ℓ
β+ℓ−1
(νˆ′;σ) . ‖Lv‖V ℓ−2
β+ℓ−1
(νˆ′;σ) + ‖v‖V 1β (νˆ′;σ), (4.65)
et montrons que u ∈ V ℓβ+ℓ−1(νˆ;σ) et satisfait
‖u‖V ℓ
β+ℓ−1
(νˆ;σ) . ‖Lu‖V ℓ−2
β+ℓ−1
(νˆ′;σ) + ‖u‖V 1β (νˆ′;σ).
Comme η = 1 sur νˆ, par (4.65), on obtient grâce au Lemme 1.1.3, que
‖u‖V ℓ
β+ℓ−1
(νˆ;σ) . ‖v‖V ℓ
β+ℓ−1
(νˆ′;σ) . ‖Lv‖V ℓ−2
β+ℓ−1
(νˆ′;σ) + ‖u‖V 1β (νˆ′;σ). (4.66)
Il nous reste donc à estimer ‖Lv‖V ℓ−2
β+ℓ−1
(νˆ′;σ). Par déﬁnition, on a
‖Lv‖2
V ℓ−2
β+ℓ−1
(νˆ′;σ)
=
∑
|γ|≤ℓ−2
‖rβ−1+2+|γ|∂γ(Lv)‖20,νˆ′ ,
132/149
Problèmes elliptiques avec une fracture courbe
et si on utilise la formule de Leibniz, on obtient
Lv = (Lu)η +
∑
|µ|≤2
aµ(x)
∑
α<µ
Cαµ∂
αu∂µ−αη.
Donc toujours, grâce au Lemme 1.1.3, et comme η est de classe Cm ainsi que aµ, en
utilisant l’injection
V ℓ−1β+ℓ−2(νˆ1;σ) →֒ V ℓ−1β+ℓ−1(νˆ1;σ),
on déduit que
‖Lv‖V ℓ−2
β+ℓ−1
(νˆ′;σ) . ‖Lu‖V ℓ−2
β+ℓ−1
(νˆ1;σ)
+ ‖u‖V ℓ−1
β+ℓ−1
(νˆ1;σ)
. ‖Lu‖V ℓ−2
β+ℓ−1
(νˆ1;σ)
+ ‖u‖V ℓ−1
β+ℓ−2
(νˆ1;σ)
.
Mais par (4.64), on conclut grâce au Lemme 1.1.2, que pour 3 ≤ ℓ ≤ m,
‖Lv‖V ℓ−2
β+ℓ−1
(νˆ′;σ) . ‖Lu‖V ℓ−2
β+ℓ−1
(νˆ1;σ)
+ ‖Lu‖V ℓ−3
β+ℓ−2
(νˆ′;σ) + ‖u‖V 1β (νˆ′;σ)
. ‖Lu‖V ℓ−2
β+ℓ−1
(νˆ′;σ) + ‖u‖V 1β (νˆ′;σ).
Cette dernière inégalité avec (4.66) permettent de conclure.
Aﬁn de montrer la régularité locale de la solution de (4.1) au bord de la fracture, on
a besoin d’un théorème de shift dans les espaces de Sobolev avec poids. La preuve de ce
dernier est basée sur le recouvrement dyadique de notre domaine, et est inspirée de [14,
Proposition 6.1] en plus de [11, Lemme 7.4.3], où les auteurs ont prouvé dans le premier,
le résultat dans le cas des coeﬃcients constants, et dans le deuxième, le résultat sur des
cônes.
Proposition 4.2.2. Soient m ≥ 2, β ∈ R et L un opérateur uniformément elliptique
d’ordre 2 sur Ω′ce (déﬁni par (4.59)) à coeﬃcients variables de classe Cm :
L =
∑
|α|≤2
aα(x)∂αx , aα ∈ Cm(Ω′ce).
Soit e := σˆ déﬁni dans (4.54) et soit u ∈ H2loc
(
Ω′ce\e
)
. On suppose de plus que u ∈
V 1β (Ω
′
ce; e). Si Lu ∈ V m−2β+m−1(Ω′ce; e), alors cette fonction u appartient à V mβ+m−1(Ωce; e)
(avec Ωce déﬁni par (4.61)) et satisfait
‖u‖Vm
β+m−1
(Ωce;e) . ‖Lu‖Vm−2
β+m−1
(Ω′ce;e)
+ ‖u‖V 1
β
(Ω′ce;e)
.
Preuve : Supposons que u ∈ V 1β (Ω′ce; e) et Lu ∈ V m−2β+m−1(Ω′ce; e), et montrons que u ∈
V mβ+m−1(Ωce; e) et satisfait l’estimation.
La preuve de cette estimée est basée sur un recouvrement dyadique local ﬁni de Ωce et
Ω′ce. On introduit donc des domaines de référence νˆ et νˆ ′ déﬁnis dans (4.62).
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Pour j ∈ N, posons
νj := 2−j νˆ et ν ′j := 2
−j νˆ ′,
et remarquons que
Ωce =
⋃
j∈N
νj et Ω′ce =
⋃
j∈N
ν ′j.
Pour tout j ∈ N, soit hj : xˆ 7→ x = 2−jxˆ, qui transfert νˆ en νj et νˆ ′ en ν ′j.
Figure 4.8 – Recouvrement dyadique de Ωce et Ω′ce.
Notons par hj∗u la fonction u ◦ hj et par hj∗f la fonction f ◦ hj. Alors hj∗u et hj∗f sont
déﬁnis sur νˆ ′ et
L
(
2−jxˆ, 2j∂xˆ
)
(hj∗u) = h
j
∗f dans νˆ
′. (4.67)
Notons par Lj(xˆ, ∂xˆ) l’opérateur déﬁni sur νˆ ′ par
Lj(xˆ, ∂xˆ) := 2−2jL
(
2−jxˆ, 2j∂xˆ
)
.
Le problème (4.67) devient
Lj(hj∗u) = 2
−2jhj∗f dans νˆ
′. (4.68)
Étape 1 : Estimation a priori entre νˆ et νˆ ′.
Montrons d’abord que la solution hj∗u de (4.68) est dans V
m
β+m−1(νˆ; e) et satisfait
‖hj∗u‖Vmβ+m−1(νˆ;e) . ‖Lj(hj∗u)‖Vm−2β+m−1(νˆ′;e) + ‖h
j
∗u‖V 1β (νˆ′;e), (4.69)
avec une constante positive qui ne dépend pas de j.
Soit Ljpp
(
2−jxˆ, ∂xˆ
)
la partie principale de Lj, i.e.
Ljpp
(
2−jxˆ, ∂xˆ
)
= 2−2jLpp
(
2−jxˆ, 2j∂xˆ
)
=
∑
|α|=2
aα(2−jxˆ)∂αxˆ . (4.70)
134/149
Problèmes elliptiques avec une fracture courbe
La preuve de cette estimation peut être démontrée par récurrence sur ℓ avec 2 ≤ ℓ ≤ m.
Vu la structure des domaines νˆ et νˆ ′, on peut les considérer comme des domaines avec
arêtes et on cherche donc à vériﬁer les hypothèses du Théorème 4.1.4 pour qu’on puisse
l’appliquer à l’opérateur Ljpp. Une deuxième estimation du commutateur L
j −Ljpp permet
de déduire le résultat.
Étape 1-1 : Montrons (4.69) pour m = 2. i.e. hj∗u ∈ V 2β+1(νˆ; e) et satisfait
‖hj∗u‖V 2β+1(νˆ;e) . ‖L
j(hj∗u)‖V 0β+1(νˆ′;e) + ‖h
j
∗u‖V 1β (νˆ′;e).
Soit η une fonction de troncature telle que η ∈ C∞(R3), η = 1 sur νˆ et η est à support
dans νˆ1 avec νˆ ⊂ νˆ1 ⊂ νˆ ′. Posons v := η(hj∗u).
Le but alors est d’appliquer le Théorème 4.1.4 à l’opérateur Ljpp(2
−jxˆ, ∂xˆ) entre νˆ1 et νˆ ′.
La solution u est dans V 1β (Ω
′
ce; e), on obtient directement que h
j
∗u ∈ V 1β (νˆ ′; e) ou encore
v ∈ V 1β (νˆ ′; e).
De plus, par la formule de Leibniz, on a
Lv = ηL(hj∗u) +
∑
|α|≤2
aα(2−jxˆ)2j|α|
∑
γ<α
Cγα∂
γ
xˆ(h
j
∗u)∂
α−γ
xˆ η. (4.71)
On obtient donc que L(2−jxˆ, 2j∂xˆ)v ∈ V 0β+1(νˆ ′; e) et alors comme v ∈ V 1β (νˆ ′; e), on déduit
que Lpp(2−jxˆ, 2j∂xˆ)v ∈ V 0β+1(νˆ ′; e) ou encore Ljpp(2−jxˆ, ∂xˆ)v ∈ V 0β+1(νˆ ′; e) grâce à (4.70).
En appliquant le Théorème 4.1.4 entre νˆ1 et νˆ ′, on obtient v ∈ V 2β+1(νˆ1; e) et satisfait
‖v‖V 2
β+1
(νˆ1;e) . ‖Ljpp(2−jxˆ, ∂xˆ)v‖V 0β+1(νˆ′;e) + ‖v‖V 1β (νˆ′;e).
Or,
‖Ljpp(2−jxˆ, ∂xˆ)v‖V 0β+1(νˆ′;e) ≤ ‖L
j(xˆ, ∂xˆ)v‖V 0
β+1
(νˆ′;e)
+‖(Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))v‖V 0β+1(νˆ′;e),
et il suﬃt d’estimer ‖(Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))v‖V 0β+1(νˆ′;e). Par déﬁnition des opérateurs
Lj et Ljpp, on a
(
Lj
(
xˆ, ∂xˆ
)
− Ljpp
(
2−jxˆ, ∂xˆ
))
(v) =
∑
|γ|≤1
2j(|γ|−2)aγ(2−jxˆ)
∂γv
∂xˆγ
,
et on obtient donc
∥∥∥(Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))(v)∥∥∥V 0
β+1
(νˆ′;e)
≤ c2−j(‖v‖V 0
β+1
(νˆ′;e) + ‖v‖V 1
β+1
(νˆ′;e))
≤ c2−j‖v‖V 2
β+1
(νˆ′;e). (4.72)
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On trouve alors que
(1− c2−j)‖v‖V 2
β+1
(νˆ1;e) . ‖Lj(xˆ, ∂xˆ)v‖V 0β+1(νˆ′;e) + ‖v‖V 1β (νˆ′;e).
Pour j ≥ j1 avec j1 suﬃsamment grand tel que c2−j ≤ 12 , on obtient
‖v‖V 2
β+1
(νˆ1;e) . ‖Lj(xˆ, ∂xˆ)v‖V 0β+1(νˆ′;e) + ‖v‖V 1β (νˆ′;e).
Rappelons que v = hj∗u sur νˆ et supp(η) ⊂ νˆ1 ⊂ νˆ ′, on utilise le Lemme 4.2.1 et on conclut
que
‖hj∗u‖V 2β+1(νˆ;e) . ‖L
j(xˆ, ∂xˆ)(hj∗u)‖V 0β+1(νˆ′;e) + ‖h
j
∗u‖V 1β (νˆ′;e).
Étape 1-2 : Supposons maintenant que pour νˆ ⊂ νˆ1 ⊂ νˆ ′ et pour m ≥ 3, on a hj∗u ∈
V m−1β+m−2(νˆ1; e) et satisfait
‖hj∗u‖Vm−1
β+m−2
(νˆ1;e)
. ‖Lj(xˆ, ∂xˆ)(hj∗u)‖Vm−3
β+m−2
(νˆ′;e) + ‖hj∗u‖V 1β (νˆ′;e), (4.73)
et montrons que hj∗u ∈ V mβ+m−1(νˆ; e) et satisfait
‖hj∗u‖Vmβ+m−1(νˆ;e) . ‖Lj(xˆ, ∂xˆ)(hj∗u)‖Vm−2β+m−1(νˆ′;e) + ‖h
j
∗u‖V 1β (νˆ′;e).
Pour cela, on déﬁnit une fonction de troncature η ∈ C∞(R3) telle que η = 1 sur νˆ et
supp(η) ⊂ νˆ1 ⊂ νˆ ′. Posons v := η(hj∗u).
Étape 1-2-1 : Montrons d’abord que v ∈ V mβ+m−1(νˆ1; e) et satisfait
‖v‖Vm
β+m−1
(νˆ1;e) . ‖Ljpp(2−jxˆ, ∂xˆ)v‖Vm−2
β+m−1
(νˆ′;e) + ‖v‖V 1β (νˆ′;e), (4.74)
avec une constante indépendante de j. Ceci se fait à l’aide du Théorème 4.1.4 appliqué à
l’opérateur Ljpp(2
−jxˆ, ∂xˆ) entre νˆ1 et νˆ ′, et il suﬃt de vériﬁer donc que
Ljpp(2
−jxˆ, ∂xˆ)(v) ∈ V m−2β+m−1(νˆ ′; e).
Par la formule de Leibniz, on a
Lv = ηL(hj∗u) +
∑
|α|≤2
aα(2−jxˆ)2j|α|
∑
γ<α
Cγα∂
γ
xˆ(h
j
∗u)∂
α−γ
xˆ η,
et comme f ∈ V m−2β+m−1(Ω′ce; e), on obtient que L(hj∗u) = hj∗f ∈ V m−2β+m−1(νˆ ′; e).
De plus, par l’hypothèse (4.73) et comme supp(η) ⊂ νˆ1 ⊂ νˆ ′, en utilisant le Lemme 1.1.3,
on obtient que L(2−jxˆ, 2j∂xˆ)v ∈ V m−2β+m−1(νˆ ′; e). Toujours grâce à l’hypothèse (4.73), comme
hj∗u ∈ V m−1β+m−2(νˆ1; e) et supp(η) ⊂ νˆ1 ⊂ νˆ ′, par le Lemme 1.1.3 on a v ∈ V m−1β+m−2(νˆ ′; e) et
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donc
Lpp(2−jxˆ, 2j∂xˆ)(v) ∈ V m−2β+m−1(νˆ ′; e),
ce qui n’est rien d’autre que Ljpp(2
−jxˆ, ∂xˆ)(v) ∈ V m−2β+m−1(νˆ ′; e) par (4.70). En appliquant le
Théorème 4.1.4, on obtient v ∈ V mβ+m−1(νˆ1; e) et satisfait (4.74).
Étape 1-2-2 : Estimons le second membre de (4.74). On a
‖Ljpp(2−jxˆ, ∂xˆ)v‖Vm−2
β+m−1
(νˆ′;e) ≤ ‖Lj(xˆ, ∂xˆ)v‖Vm−2
β+m−1
(νˆ′;e)
+‖(Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))v‖Vm−2
β+m−1
(νˆ′;e),
et il suﬃt de prouver donc que
∥∥∥(Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))(v)∥∥∥Vm−2
β+m−1
(νˆ′;e)
≤ c˜2−j‖v‖Vm
β+m−1
(νˆ1;e), (4.75)
avec
Lj
(
xˆ, ∂xˆ
)
− Ljpp(2−jxˆ, ∂xˆ) =
∑
|γ|≤1
2j(|γ|−2)aγ(2−jxˆ)
∂γ
∂xˆγ
.
Ceci se fait par récurrence sur ℓ pour 2 ≤ ℓ ≤ m. Pour ℓ = 2, par (4.72), on a déjà
vériﬁé que
∥∥∥(Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))(v)∥∥∥V 0
β+1
(νˆ′;e)
≤ c2−j‖v‖V 2
β+1
(νˆ1;e).
Supposons donc que pour v ∈ V ℓ−1β+ℓ−2(νˆ1; e), (4.75) est vrai pour ℓ− 1 avec 3 ≤ ℓ ≤ m,
et montrons que cette inégalité reste vraie pour ℓ, pour tout v ∈ V ℓβ+ℓ−1(νˆ1; e).
Par déﬁnition de la norme dans les espaces de Sobolev avec poids, on a
∥∥∥(Lj(xˆ, ∂xˆ)− Ljpp( 2−jxˆ, ∂xˆ))(v)∥∥∥2V ℓ−2
β+ℓ−1
(νˆ′;e)
=
∥∥∥(Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))(v)∥∥∥2V ℓ−3
β+ℓ−2
(νˆ′;e)
+
∑
|γ|=ℓ−2
∥∥∥rβ+ℓ−1e ∂γ[(Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))(v)]∥∥∥20,νˆ′ .
D’une part, par l’hypothèse qu’on a mis, on trouve
∥∥∥(Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))(v)∥∥∥V ℓ−3
β+ℓ−2
(νˆ′;e)
≤ c˜12−j‖v‖V ℓ−1
β+ℓ−2
(νˆ1;e)
≤ c˜22−j‖v‖V ℓ
β+ℓ−1
(νˆ1;e).
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D’autre part, en utilisant la formule de Leibniz, on obtient
∑
|γ|=ℓ−2
∥∥∥ rβ+ℓ−1e ∂γ((Lj(xˆ, ∂xˆ)− Ljpp(2−jxˆ, ∂xˆ))(v))∥∥∥20,νˆ′
≤ c˜32−2j
[ ∑
|α|≤1
∑
|γ|=ℓ−2
∥∥∥rβ+ℓ−1e ∂α+γv∂xˆα+γ
∥∥∥2
0,νˆ′
+
∑
|γ|=ℓ−2
∑
|µ|<|γ|
∑
|α|≤1
∥∥∥rβ+ℓ−1e ∂µ+αv∂xˆµ+α
∥∥∥2
0,νˆ′
]
≤ c˜42−2j
∑
|γ+α|≤ℓ−1
∥∥∥rβ+ℓ−1e ∂α+γv∂xˆα+γ
∥∥∥2
0,νˆ′
= c˜42−2j‖v‖2Hℓ−1
β+ℓ−1
(νˆ1;e)
≤ c˜52−2j‖v‖2V ℓ
β+ℓ−1
(νˆ1;e)
.
On en déduit donc (4.75).
Étape 1-2-3 : Comme conclusion des étapes 1.2.1 et 1.2.2, pour j ≥ j2 avec j2 suﬃsam-
ment grand tel que c˜2−j2 ≤ 1
2
, on a
‖v‖Vm
β+m−1
(νˆ1;e) . ‖Lj(xˆ, ∂xˆ)v‖Vm−2
β+m−1
(νˆ′;e) + ‖v‖V 1β (νˆ′;e).
Comme v = hj∗u sur νˆ et supp(η) ⊂ νˆ1 ⊂ νˆ ′, en appliquant le Lemme 4.2.1, on déduit
directement que
‖hj∗u‖Vmβ+m−1(νˆ;e) . ‖Lj(xˆ, ∂xˆ)(hj∗u)‖Vm−2β+m−1(νˆ′;e) + ‖h
j
∗u‖V 1β (νˆ′;e).
Étape 2 : Par le changement de variable xˆ→ x = 2−jxˆ qui transfert νˆ en νˆj (resp. νˆ ′ en
νˆ ′j), on note que
re(xˆ) = 2jre(x).
On obtient donc
22(β−1)j
∑
|γ|≤m
‖rβ−1+|γ|e ∂γxu‖20,νj . 22(β−1)j
[ ∑
|γ|≤m−2
‖rβ+1+|γ|e ∂γx(Lu)‖20,ν′j+
∑
|γ|≤1
‖rβ−1+|γ|e ∂γu‖20,ν′j
]
.
Multiplions par 22(1−β)j et sommons sur j ∈ N, on obtient
‖u‖2Vm
β+m−1
(Ωce;e) . ‖Lu‖2Vm−2
β+m−1
(Ω′ce;e)
+ ‖u‖2V 1
β
(Ω′ce;e)
.
Terminons cette section avec le résultat principal de cette dernière où on prouve la
régularité locale du problème (4.1) proche de l’extrémité de σ (voir Figure 4.4).
Théorème 4.2.3. Soit β ∈ R tel que 0 < β < 1 et soit m ≥ 1. Soit q ∈ L2(σ) et soit
u ∈ H˚1β(O;σ) la solution de (4.1). Alors, si on note U un voisinage d’une extrémité c de
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σ, on a u ∈ V mβ+m−1(U ;σ) et satisfait
‖u‖Vm
β+m−1
(U ;σ) . ‖q‖0,σ.
Preuve : D’abord, on rappelle que la résolution du problème (4.1) revient à résoudre le
problème (4.57) sur V ′\σˆ, avec V ′ un voisinage de 0 obtenu par la transformation d’un
voisinage U ′ d’une extrémité c de σ à l’aide du diﬀéomorphisme ϕ, et σˆ donné par (4.54)
(voir [9, Théorème 2.1.2, p. 56]).
Rappelons aussi que V ′\σˆ = Ω′c ∪ Ω′ce avec Ω′c et Ω′ce donnés par (4.58) et (4.59).
D’abord, on vériﬁe que uˆ0, solution de (4.57), est dans V 1β (V
′\σˆ; σˆ) en plus de uˆ0 ∈
H2loc(V
′\σˆ). En eﬀet, comme précédemment, la solution u0 du problème (4.50) est dans
H1β(U
′;σ), alors la solution uˆ0 du problème (4.55) est dansH1β(V
′; σˆ), ou encore uˆ0 solution
de (4.57) est dans H1β(V
′\σˆ; σˆ) = V 1β (V ′\σˆ; σˆ) avec
‖uˆ0‖V 1
β
(V ′\σˆ;σˆ) . ‖u‖H1
β
(O;σ) . ‖q‖0,σ. (4.76)
De plus, uˆ0 est aussi dans H2loc(V
′\σˆ). En eﬀet, comme dans la preuve du Théorème
4.1.7, pour une fonction de troncature η et un point p ∈ V ′\O où O est un voisinage
de σˆ et telle que supp(η) ⊂ Bp(p,RBp) avec RBp suﬃsamment petit de sorte que RBp ≤
inf
y∈∂Bp(p,RBp )
d(y, σˆ), on obtient pour tout x ∈ Bp(p,RBp), que d(x, σˆ) ∼ 1.
En procédant de la même façon que dans la suite de la preuve du Théorème 4.1.7, on
déduit que uˆ0 ∈ H2loc(V ′\σˆ).
En utilisant la récurrence, la Proposition 4.2.2 et le Lemme 7.4.3 de [11], on cherche
donc à résoudre ces deux problèmes Luˆ0 = fˆ0(uˆ), dans Ω
′
ce,
uˆ0 = 0, sur ∂V ′ ∩ Ω′ce,
(4.77)
et  Luˆ0 = fˆ0(uˆ), dans Ω
′
c,
uˆ0 = 0, sur ∂V ′ ∩ Ω′c,
(4.78)
et à montrer donc que
uˆ0 ∈ V mβ+m−1(Ωce; σˆ) et uˆ0 ∈ V mβ+m−1(Ωc; σˆ).
Ce qui donne directement, comme
V \σˆ = Ωc ∪ Ωce,
avec Ωc et Ωce déﬁnis respectivement par (4.60) et (4.61), que uˆ0 ∈ V mβ+m−1(V ; σˆ) ou
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encore u0 ∈ V mβ+m−1(U ;σ), ce qui n’est rien d’autre que u ∈ V mβ+m−1(U ;σ).
Étape 1 : On a déjà vériﬁé que
uˆ0 ∈ V 1β (V ′\σˆ; σˆ) et uˆ0 ∈ H2loc(V ′\σˆ),
donc pour m = 2, et pour pouvoir appliquer la Proposition 4.2.2 (resp. le Lemme 7.4.3
de [11]), il suﬃt de vériﬁer que fˆ0(uˆ) ∈ V 0β+1(Ω′ce; σˆ) (resp. fˆ0(uˆ) ∈ V 0β+1(Ω′c; σˆ)). Ceci est
satisfait comme
uˆ0 ∈ V 1β (Ω′ce; σˆ) (resp. uˆ0 ∈ V 1β (Ω
′
c; σˆ)),
et grâce à (4.76), on a
‖fˆ0(uˆ)‖V 0
β+1
(Ω′ce;σˆ)
. ‖q‖0,σ et ‖fˆ0(uˆ)‖V 0
β+1
(Ω
′
c;σˆ)
. ‖q‖0,σ.
Par conséquent, par la Proposition 4.2.2, on obtient que la solution uˆ0 du problème (4.77)
est dans V 2β+1(Ωce; σˆ) avec
‖uˆ0‖V 2
β+1
(Ωce;σˆ) . ‖q‖0,σ.
De même, en appliquant le Lemme 7.4.3 de [11] au problème (4.78), on déduit que uˆ0 ∈
V 2β+1(Ωc; σˆ) avec
‖uˆ0‖V 2
β+1
(Ωc;σˆ) . ‖q‖0,σ.
Comme conclusion, on obtient que uˆ0 ∈ V 2β+1(V \σˆ; σˆ) avec
‖uˆ0‖V 2
β+1
(V \σˆ;σˆ) . ‖q‖0,σ.
Comme V 2β+1(V ; σˆ) = V
2
β+1(V \σˆ; σˆ), on conclut que uˆ0 ∈ V 2β+1(V ; σˆ). Ainsi que u0 ∈
V 2β+1(U ;σ) grâce au diﬀéomorphisme ϕ. Comme u0 = u sur U , on obtient ﬁnalement que
u ∈ V 2β+1(U ;σ) et satisfait
‖u‖V 2
β+1
(U ;σ) . ‖q‖0;σ.
Étape 2 : Supposons maintenant que u ∈ V m−1β+m−2(Uˆ ;σ) avec
‖u‖Vm−1
β+m−2
(Uˆ ;σ) . ‖q‖0;σ, (4.79)
et montrons que u ∈ V mβ+m−1(U ;σ), avec
‖u‖Vm
β+m−1
(U ;σ) . ‖q‖0;σ, (4.80)
et tel que U ⊂ supp(η0) = Uˆ ⊂ U ′. Ce qui revient à montrer que
fˆ0(uˆ) ∈ V m−2β+m−1(Ω′ce; σˆ) (resp. V m−2β+m−1(Ω
′
c; σˆ)),
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pour pouvoir appliquer la Proposition 4.2.2 (resp. le Lemme 7.4.3 de [11]), et trouver que
uˆ0 ∈ V mβ+m−1(Ωce; σˆ) (resp. V mβ+m−1(Ωc; σˆ)).
D’une part, par l’hypothèse (4.79), u ∈ V m−1β+m−2(Uˆ ;σ), donc à l’aide du diﬀéomorphisme
ϕ, on trouve que
uˆ ∈ V m−1β+m−2(Vˆ ; σˆ), avec V ⊂ Vˆ ⊂ V ′,
ou encore uˆ ∈ V m−1β+m−2(Vˆ \σˆ; σˆ). Donc par les injections
V m−1β+m−2(Vˆ \σˆ; σˆ) →֒ V m−2β+m−3(Vˆ \σˆ; σˆ) →֒ V m−2β+m−1(Vˆ \σˆ; σˆ),
et comme ∇uˆ ∈ V m−2β+m−2(Vˆ \σˆ; σˆ)3 →֒ V m−2β+m−1(Vˆ \σˆ; σˆ)3, on obtient par la déﬁnition de
fˆ0(uˆ) (voir (4.56)) et le Lemme 1.1.3 que
fˆ0(uˆ) ∈ V m−2β+m−1(Vˆ \σˆ; σˆ),
et satisfait par (4.79)
‖fˆ0(uˆ)‖Vm−2
β+m−1
(Vˆ \σˆ;σˆ) . ‖u‖Vm−1
β+m−2
(Uˆ ;σ) . ‖q‖0;σ. (4.81)
On applique alors la Proposition 4.2.2 au problème (4.77), on obtient grâce à (4.76)
et à (4.81) que uˆ0 ∈ V mβ+m−1(Ωce; σˆ) avec
‖uˆ0‖Vm
β+m−1
(Ωce;σˆ) . ‖q‖0,σ.
On applique maintenant le Lemme 7.4.3 de [11] au problème (4.78), on a toujours grâce
à (4.76) et à (4.81) que uˆ0 ∈ V mβ+m−1(Ωc; σˆ) et satisfait
‖uˆ0‖Vm
β+m−1
(Ωc;σˆ) . ‖q‖0,σ.
Comme conclusion, on obtient uˆ0 ∈ V mβ+m−1(V \σˆ; σˆ) avec
‖uˆ0‖Vm
β+m−1
(V \σˆ;σˆ) . ‖q‖0,σ.
Mais alors uˆ0 ∈ V mβ+m−1(V ; σˆ), ainsi, u0 ∈ V mβ+m−1(U ;σ). Finalement comme u0 = u sur
U , on conclut que u ∈ V mβ+m−1(U ;σ) avec
‖u‖Vm
β+m−1
(U ;σ) . ‖q‖0,σ.
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4.3 Régularité globale dans O
Par les sections précédentes, on a montré la régularité de la solution du problème (4.1)
dans un petit voisinage de σ. Il reste donc à prouver la régularité de cette solution loin de
σ. Comme la norme dans les espaces de Sobolev avec poids sur cette partie est équivalente
à la norme dans les espaces de Sobolev standard, on prouve donc que cette solution a la
régularité Hm pour tout m ≥ 2 loin de σ.
Lemme 4.3.1. Soient m ≥ 2 et O un ouvert borné de R3 de classe Cm. Soit x0 ∈ O\O
avec O un voisinage de σ, et soit B(x0, R) la boule centrée à ce point qui a une intersection
vide avec σ. Alors la solution u du problème (4.1), qui est dans
⋂
β>0
H1β(O;σ), est dans
Hm(B(x0, R)) avec
‖u‖m,B(x0,R) . ‖q‖0,σ.
Preuve : On prouve le résultat par itération sur ℓ.
Étape 1 : Pour ℓ = 2. Soit η ∈ D(O) une fonction de troncature telle que
 η = 1 sur B(x0, R),η = 0 sur O\B(x0, R′),
avec R < R′. Soit w := ηu. Comme u ∈ H1β(O;σ), on vériﬁe facilement que w ∈
H˚1(B(x0, R′)) avec
‖w‖1,B(x0,R′) . ‖u‖H1β(O;σ) . ‖q‖0,σ.
Pour tout v ∈ H˚1(B(x0, R′)), la formule de Leibniz donne∫
B(x0,R′)
∇w · ∇v =
∫
B(x0,R′)
η∇u · ∇v +
∫
B(x0,R′)
u∇η · ∇v
=
∫
B(x0,R′)
u∇η · ∇v +
∫
B(x0,R′)
∇u · ∇(ηv)−
∫
B(x0,R′)
v∇η · ∇u.
Comme ηv ∈ H˚1−β(O;σ), par (4.2), on a∫
B(x0,R′)
∇u · ∇(ηv) =
∫
O
∇u · ∇(ηv) =
∫
σ
qηv = 0,
ce qui permet de déduire que∫
B(x0,R′)
∇w · ∇v =
∫
B(x0,R′)
u∇η · ∇v −
∫
B(x0,R′)
v∇η · ∇u.
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Par application de Green, on obtient∫
B(x0,R′)
∇w · ∇v = −
∫
B(x0,R′)
div(u∇η)v −
∫
B(x0,R′)
v∇η · ∇u
= −
∫
B(x0,R′)
(u∆η + 2∇η · ∇u)v.
Donc w ∈ H˚1(B(x0, R′)) est la solution faible du problème de Dirichlet ∆w = u∆η + 2∇η · ∇u =: h, dans B(x0, R
′),
w = 0, sur ∂B(x0, R′),
avec h ∈ L2(B(x0, R′)). Donc selon le Théorème 9.25 de [10], on obtient que w ∈
H2(B(x0, R′)) ou encore u ∈ H2(B(x0, R)) avec
‖u‖2,B(x0,R) . ‖q‖0,σ.
Étape 2 : Montrons que si l’estimée est vrai pour ℓ− 1 avec 3 ≤ ℓ ≤ m, alors elle est
vrai pour ℓ. En eﬀet, pour η ∈ D(O) une fonction de troncature telle que
 η = 1 sur B(x0, R),η = 0 sur O\B(x0, R′),
comme dans l’étape 1, w := ηu ∈ H˚1(B(x0, R′)) est la solution faible du problème
de Dirichlet  ∆w = u∆η + 2∇η · ∇u =: h, dans B(x0, R
′),
w = 0, sur ∂B(x0, R′).
On utilise l’hypothèse u ∈ Hℓ−1(B(x0, R′)), on obtient que h ∈ Hℓ−2(B(x0, R′)) et
donc par le Théorème 9.25 de [10], on conclut que w ∈ Hℓ(B(x0, R′)) ou encore
u ∈ Hℓ(B(x0, R)) avec
‖u‖ℓ,B(x0,R) ≤ ‖w‖ℓ,B(x0,R′) . ‖h‖ℓ−2,B(x0,R′) . ‖q‖0,σ.
Terminons ce chapitre en résumant les résultats qu’on a montré dans le théorème
suivant.
Théorème 4.3.2. Régularité globale dans O.
Soient m ≥ 2 et O un ouvert borné de R3 de classe Cm. Soit σ une fracture unidimen-
sionnelle de classe Cm+2 strictement incluse dans O et soient q ∈ L2(σ) et u ∈ H˚1β(O;σ)
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la solution de (4.1) avec 0 < β < 1. Alors u ∈ V mβ+m−1(O;σ) et satisfait l’estimation
‖u‖Vm
β+m−1
(O;σ) . ‖q‖0;σ.
Preuve : Pour i ∈ I un ensemble ﬁni, soit xi ∈ σ et soit U (i)σ un voisinage de ce point qui
ne contient pas les extrémités de σ. Posons U1 :=
⋃
i∈I
U (i)σ , alors en appliquant le Théorème
4.1.7, on obtient u ∈ V mβ+m−1(U1;σ) avec
‖u‖Vm
β+m−1
(U1;σ) . ‖q‖0;σ.
Pour j = 1, 2, soit maintenant cj les deux extrémités de σ et soit U2 :=
2⋃
j=1
U (j)c avec U
(j)
c
un voisinage de cj. Donc grâce au Théorème 4.2.3, u ∈ V mβ+m−1(U2;σ) avec
‖u‖Vm
β+m−1
(U2;σ) . ‖q‖0;σ.
Par conséquent, u ∈ V mβ+m−1(U1 ∪ U2;σ) et la norme dans cet espace est toujours
majorée par ‖q‖0,σ. Il reste alors à vériﬁer que u est régulière loin de σ, c-à-d. sur U0 :=
O\(U1 ∪ U2).
On recouvre cette partie régulière avec un nombre ﬁni de boules B(x0, R) telles que
la fermeture de ces boules et σ sont disjointes, et on obtient par le Lemme 4.3.1 que
u ∈ Hm(U0) avec
‖u‖m,U0 . ‖q‖0,σ,
ce qui achève la preuve.
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