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Abstract
Integration of the subsurface ﬂow equation by ﬁnite elements (FE) in space and ﬁnite differences (FD) in time requires the
repeated solution to sparse symmetric positive deﬁnite systems of linear equations. Iterative techniques based on preconditioned
conjugate gradients (PCG) are one of the most attractive tool to solve the problem on sequential computers.A present challenge is to
make PCG attractive in a parallel computing environment as well. To this aim a key factor is the development of an efﬁcient parallel
preconditioner. FSAI (factorized sparse approximate inverse) and enlarged FSAI relying on the approximate inverse of the coefﬁcient
matrix appears to be a most promising parallel preconditioner. In the present paper PCG using FSAI, diagonal and pARMS (parallel
algebraic recursive multilevel solvers) preconditioners is implemented on the IBM SP4/512 and CLX/768 supercomputers with up
to 32 processors to solve underground ﬂow problems of a large size. The results show that FSAI may allow for a parallel relative
efﬁciency E∗p larger than 50% on the largest problems with p = 32 processors. Moreover, FSAI turns out to be signiﬁcantly less
expensive and more robust than pARMS. Finally, it is shown that E∗p for p in the upper range may be much improved if PCG–FSAI
is implemented on CLX.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Solving the classical equation of ﬂow through porous media by ﬁnite element (FE) in space and ﬁnite differences
(FD) in time, e.g., the Crank–Nicolson scheme [7], yields the following linear set of equations:
(
H + 2P
t
)
ht+t =
(
2P
t
− H
)
ht − qt − qt+t , (1)
where ht is the vector of nodal potential heads at time t, H and P are the stiffness and capacity matrices, respectively,
both symmetric positive deﬁnite (spd), qt is the source/sink term, and t the time integration step. It is well known
that scheme (1) is unconditionally stable. Typically H and P are time independent with t frequently increased by a
factor f (between 1 and 2) during the simulation if q is also time independent. As a major result the coefﬁcient matrix
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in (1) changes with the time integration level and, at least theoretically, the preconditioned conjugate gradients (PCG)
preconditioner might also change.
In recent years, PCGhas become a quite standardmethod to solve spd sets of linear equations on sequential computers
(see for instance [22]). Several preconditioners have been developed [1,2,10–12,20,24]. Preconditioning based on the
incomplete Cholesky decomposition of the coefﬁcient matrix with zero (IC(0) [16]) or variable (ILUT [23]) is perhaps
the technique most widely used. However, both IC(0) and ILUT prove inefﬁcient on parallel computers because of the
native unsuitability of the triangular factorization to be parallelized. On supercomputers the simple diagonal scaling
appears to be superior to IC(0) [21] and may represent a quite inexpensive and nevertheless efﬁcient preconditioner.
An important improvement in a parallel context is offered by the approximate inverse [10–15,25], speciﬁcally the one
labeled FSAI (factorized sparse approximate inverse) or “enlarged” FSAI(), with a user speciﬁed parameter  [17,18].
The diagonal preconditioner, FSAI and FSAI() are implemented into our FE ﬂow code developed to solve (1) in a 3D
porous medium [6] with the respective performance addressed and compared on an IBM SP4 and CLX supercomputers
using up to 32 parallel processors. FSAI() is also compared with the preconditioner of the package parallel algebraic
recursive multilevel solvers (pARMS) [19] properly incorporated into our FE code. We observe that pARMS makes
use of a block preconditioner based on the Schur complement. Comparison are performed in terms of pseudospeed-up
S∗p and parallel pseudoefﬁciency E∗p vs. the number p of processors used on the IBM SP4 and CLX supercomputers.
The paper is organized as follows. FSAI is ﬁrst brieﬂy reviewed. The PCG parallelization together with the H and
P construction and parallel FSAI implementation is then addressed. A set of SP4 and CLX runs for complex 3D ﬂow
problems of variable size N up to half a million using tetrahedral FE are carried out with the outcome discussed in
terms of execution time, number of PCG iterations, S∗p and E∗p. Finally, a few conclusive remarks on the efﬁciency of
PCG–FSAI on parallel computers are provided.
2. PCG–FSAI parallelization
2.1. FSAI preconditioner
The FSAI method computes an approximate inverse of an spd matrix A in the factorized form Q=GTLGL, where GL
is a sparse nonsingular lower triangular matrix approximating L−1A , with LA the Cholesky factor of A. To obtain GL
a sparsity pattern SL ⊆ {(i, j) : 1 i = jN}, such that {(i, j) : i < j} ⊆ SL is ﬁrst prescribed. A lower triangular
matrix GˆL is computed by solving the equations:
(GˆLA)ij = ij (i, j) /∈ SL, (2)
with ij the Kroneker delta. The diagonal entries of GˆL are all positive. Setting D = [diag(GˆL)]−1/2 and GL = DGˆL,
the preconditioned matrix GLAGTL is spd with all diagonal entries equal to 1.A widespread choice for SL is to allow for
nonzeros inGL only in positions corresponding to nonzeros in the lower triangular part ofAk , where k is a small positive
integer, e.g., k = 1, 2, 3. Solution to (2) always exists for an spd A. While the approximate inverses corresponding to
Ak , k > 1, are often better than the one obtained with k = 1, they may be too expensive to compute and use. Kolotilina
et al. [17] describe a simple approach, called post-ﬁltration, to improve the quality of FSAI preconditioners for an spd
matrix A. This is based on a posteriori sparsiﬁcation, by using a drop-tolerance parameter, with the aim to reduce the
number of nonzero elements of GL, and thus decrease the computational burden of the iteration phase. In a parallel
environment, a substantial reduction of the communication complexity of the preconditioner-by-vector multiplication
can be achieved. In our problem we set A = H + 2P/t.
Our FORTRAN 90 code makes use of the MPI library interface. Matrices H and P are ﬁrst built in parallel as well
as preconditioners FSAI and FSAI(0.1) [4]. Next, Eq. (1) is solved in parallel by PCG–FSAI.
2.2. Parallel construction of H and P
Weuse tetrahedral FE generated according to the procedure described in [8]. Data partitioning among the p processors
is accomplished as follows. Denoting as N the number of FE nodes, as an example take p=2, all the tetrahedra with (at
least) one node number smaller than or equal to N/2 are allocated on processor 1; the elements with (at least) one node
number between 1 + N/2 and N are allocated on processor 2. If p> 2, a similar distribution strategy is implemented.
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Hence, the matrix assemblage takes place independently on each processor with H and P partitioned accordingly and
N/p rows of the global H and P (which by the way are never fully built) residing on each processor.
2.3. Parallel PCG implementation
The PCG algorithm can be decomposed into a number of scalar products, daxpy-like linear combinations of
vectors, and matrix–vector (MV) products. Scalar products, were distributed among the p processors by uniform block
mapping. We tailored the implementation of parallel MV products for application to sparse matrices, using a technique
for minimizing data communication between processors [6]. A key point in the parallelization procedure is the MV
product. In this respect two schemes may be implemented: a classical scheme and a scheme relying on Geus and
Röllin’s algorithm [9] which attempts to enhance the cache usage by the data prefetching technique described in [5] for
a matrix stored in CSR (compressed storage row) mode. In the sequel this implementation of the MV product will be
referred to as MV1. Experience shows that Geus and Rollin’s procedure is superior to the traditional one, and therefore,
it will be used in the experiments that follow.
We implemented the FSAI preconditioner computation with the speciﬁcation of either A or A2 sparsity patterns. We
used a block row distribution of matrices A, GL. Complete rows are assigned to different processors [3]. Let ni be
the number of nonzeros allowed in the ith row of GL. Any row i of the GL matrix can be computed independently of
each other, by solving a small spd dense linear system of size ni . To attain parallelism, the processor that computes
row i must access ni rows of A. Since the number of nonlocal rows needed by each processor is relatively small, we
temporarily replicate the nonlocal rows on auxiliary data structures. The dense factorizations needed are carried out
using BLAS3 routines from LAPACK. Once GL is obtained, a parallel transposition routine yields to every processor
the eligible part of GTL.
3. Numerical results
The numerical experiments are performed on an SP4 supercomputer with up to 512 POWER 4 1.3GHz CPUs with
1088GB RAM. The current conﬁguration has 48 (virtual) nodes: 32 nodes with 8 processors and 16GB RAM each,
14 nodes with 16 processors and 32GB RAM and 2 nodes with 16 processors and 64GB RAM each. Each node is
connected with two interfaces to a dual plane switch.
For the sake of comparison, and exclusively for problem 4 below, a simulation is also performed on CLX. Each
node owns a 2GB DRAM (32 nodes have 4GB DRAM), and two Intel Xeon Pentium IV 3.055GHz processors (10
I/O nodes feature 2.8GHz processors). Each processor is equipped with a 512Kb L2 Cache. Disk space is 5.5TB. The
internal network is a Myrinet IPC one. PCG iterations (as well as pARMS iterations) are completed when the Euclidean
norm of residual ‖rk‖  10−12.
3.1. Sample problems
The porous medium is a 6m side cube subdivided into tetrahedra [8]. The vertical layering involves either 6 or 30
layers with the hydraulic conductivity (HC) uniform in problem 1 and horizontally variable in problems 2–4. The mesh
properties and simulation details are summarized in Table 1. Dirichlet boundary conditions are prescribed on one face
of the cube while on a node opposite to the Dirichlet face a pumping rate equal to −1m3/s is prescribed. The remaining
boundary elements are assumed to be impermeable. In all the problems we start with an initial time integration step
t0 (in hours), and use at step k, tk = max{f · tk−1,tmax}. The FSAI preconditioner is computed only once at the
beginning of the simulation (i.e., for t =t0) and then kept constant irrespective of the fact that the coefﬁcient matrix
H + 2P/t changes with the t size. Actually the outcome shows that updating the preconditioner vs. t does not
improve signiﬁcantly the PCG solver performance.
3.2. Sequential PCG simulations
The results are obtained with preconditioner IC(0) on one SP4 processor. For problem 1 the total CPU timeT required
to complete the simulation is 1492.1 s with the average number Ia of PCG iterations per time step equal to 210. For
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Table 1
Main properties of the selected test problems and corresponding computational simulations
3D nodes # Layers HC t tmax tmax f # Steps
Pb1 453871 30 1 10 100 2400 1.2 33
Pb2 453871 30 var 10 100 2400 1.2 33
Pb3 453871 30 var 0.1 50 240 1.2 34
Pb4 102487 6 var 0.1 50 240 1.2 34
Table 2
CPU times Tp (s) required to complete the simulations with p SP4 processors and corresponding pseudospeed-ups S∗p for various preconditioners.
The average number of PCG iterations per time step is provided in brackets
Preconditioner T2 T4 S∗4 T8 S∗8 T16 S∗16 T32 S∗32
Problem 1 with MV
diag (1949) 3150 1535 4.10 1040 6.06 536 11.76 299 21.07
FSAI (920) 2916 1425 4.08 958 6.08 413 14.10 284 20.54
FSAI(0.1) (538) 1698 976 3.48 604 5.62 262 12.96 161 21.09
Problem 2 with MV
diag (4932) 9001 5185 3.47 3495 5.15 1460 12.33 945 19.06
FSAI (1307) 5465 3407 3.21 2126 5.14 828 13.21 505 21.65
FSAI(0.1) (784) 4793 2837 3.38 2045 4.69 875 10.96 429 22.37
Problem 2 with MV1
diag (4932) 6701 3921 3.42 2568 5.22 1309 10.24 748 17.91
FSAI (1307) 3702 1939 3.82 1359 5.44 595 12.44 365 20.27
FSAI(0.1) (784) 3028 1701 3.56 1069 5.66 529 11.46 323 18.73
Problem 3 with MV1
diag (4467) 6229 3397 3.67 2318 5.37 1112 11.21 701 17.77
FSAI (1227) 3544 1952 3.68 1292 5.48 559 12.68 342 20.74
FSAI(0.1) (717) 3009 1721 3.50 1122 5.37 522 11.53 302 19.55
Problem 4 with MV1
diag (1371) 358 198 3.61 128 5.57 83 8.57 68 10.59
FSAI (723) 332 176 3.77 113 5.88 73 9.10 62 10.77
FSAI(0.1) (503) 291 165 3.53 106 5.47 66 8.77 52 11.16
problems 2 and 3 with a variable permeability, the PCG performance reduces with T increased to 3677.1 s and Ia to
421. Finally for problem 4, T = 4333.5 s and Ia = 294.
3.3. Parallel PCG simulations
Since for memory reasons the FE–PCG code could not be run for the largest test cases within 1GB memory usually
provided by a single SP4 processor, we deﬁne as an indicator of the degree of parallelism a pseudospeed-up S∗p
as S∗p = 2T2/Tp. Table 2 provides the time Tp needed to complete the simulation with p SP4 processors and the
corresponding pseudospeed-up S∗p. The iterations Ia are given in brackets. Table 2 shows the results employing MV
for problems 1 and 2, and with the optimized MV product MV1 for problems 2–4. The results reported in Table 2 for
problem 2 conﬁrms the improvement of the optimized MV product. On this test case, using MV1 requires from 20%
to 30% less CPU time than using MV.
Regarding CPU time, we observe in Table 2 that FSAI(0.1) is better, and sometimes appreciably better, than the
diagonal preconditioner, and slightly superior to FSAI. FSAI() proves quite robust vs.  and is not very sensitive
to the  value. The pseudospeed-ups are quite interesting. For the (larger) problem 2, S∗8 and S∗16 are larger than for
the (smaller) problem 4. This is accounted for by the fact that, being problem 2 (four times) larger than problem 4,
the computational burden is also larger and prevails over the communication time among the processors. Regarding
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Fig. 1. Problem 4. Parallel pseudoefﬁciency index E∗p vs. number of processors p on SP4 (left) and CLX (right).
Table 3
Problems 2 and 4. Comparison between the CPU times Tp (s) required to complete the simulations with p SP4 processors for pARMS and FSAI(0.1)
preconditioners. The average number of outer (left) and inner (right) iterations per time step is provided in bracket. The matrix–vector product is
MV1
T2 T4 T8 T16 T32
Pb2-pARMS 5184.51 3541.42 2788.7 2099.41 1164.74
(152–760) (155–775) (167–835) (171–855) (179–895)
FSAI(0.1) 3028.3 1823.3 1068.5 528.7 323.4
Pb4-pARMS 258.55 193.33 151.4 131.11 59.06
(38–190) (46–230) (53–265) (57–285) (60–300)
FSAI(0.1) 291.2 165.0 106.3 66.4 62.2
problem 1, pseudospeed-ups S∗4 slightly larger than 4 for diagonal and FSAI preconditioners may be ascribed to cache
effects. Differently, the preconditioner FSAI(0.1), due to its larger memory requirements, takes less advantage of cache
size.
To further investigate the parallelization degree of the PCG–FSAI solver, a few simulations were performed on CLX.
Fig. 1 shows the parallel pseudoefﬁciency deﬁned as E∗p = S∗p/p for problem 4 using SP4 (left) and CLX (right). The
best E∗p is obtained in both cases for p = 4. However, on SP4 E∗p deteriorates quickly as p increases while on CLX the
pseudoefﬁciency deterioration is as expected. The performance degradation is more notable when moving from 4 to 8
processors, and it is observed in all our parallel experiences on the SP4 machine, due to hard/soft processor aggregation
into virtual/physical nodes. Since 8 processors share the same node core memory, many memory conﬂicts occur when
all the processors are engaged on unstructured matrix computations. Inspection of Fig. 1 (right) indicates that the CLX
pseudoefﬁciency deterioration is consistent with a good parallel algorithm. Hence, we may conclude that FSAI allows
for a better parallelization degree on CLX than SP4.
3.4. pARMS results
The parallel pARMS package [19] represents an interesting effort in devising a distributed preconditioner for iterative
solvers. pARMS algorithms are intrinsically parallel. However, the number of iterations performed depends quite
signiﬁcantly on the number of processors engaged. Hence, the analysis of its parallel performance cannot naively rely
upon classical factors such as the speed-up.
Table 3 shows the CPU times Tp and the number of iterations Ia required for the solution of problems 2 and 4
using the pARMS preconditioner. The pARMS optimal performance is obtained with a preconditioner based on Schur
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complement (lsch_ilut). We used the following parameters: iov = 1 (overlap), im = 100 (Krylov subspace size),
lf ill=60 (level of ﬁll-in of ILUT preconditioner), eps=10−3 (tolerance of the outer iteration). Left and right numbers
in bracket denote outer and inner iterations, respectively. The FSAI(0.1) times are given again for a direct and easier
comparison. It may be noted that, with the exception of one case only (problem 4 with 2 processors) using the pARMS
preconditioner yields a worse computational performance, and particularly so for the larger and more difﬁcult problem
2. Also note that with pARMS the iteration count varies appreciably with p while is not so with FSAI(0.1) as is shown
in Table 2. The FSAI performance appears to be insensitive to p and hence more robust vs. the number of processors
employed in the simulation.
4. Conclusion
The implementation in a parallel computing environment of a PCGscheme for themost efﬁcient solution to subsurface
FE equation of ﬂow has been addressed. The following points are worth summarizing:
(1) Assembling of the stiffness and capacity matrices can be done in a very efﬁcient way with each single processor
making use of the corresponding submatrix when the spd system is ﬁnally solved.
(2) The preconditioner FSAI and enlarged FSAI can be easily parallelized for a most efﬁcient implementation of a
parallel PCG solver. FSAI turns out to be superior to both the diagonal and the pARMS preconditioners.
(3) The pseudospeed-ups obtained on SP4 and CLX are quite attractive with maximum values on the order of 20 for
p = 32 and the largest problem (N  0.5 Million).
(4) The parallel pseudoefﬁciency index decreases with p on both SP4 and CLX, as expected. However, the pseudoef-
ﬁciency deterioration is less pronounced on CLX where the machine architecture enhances the algorithm parallel
performance.
(5) Using a massively parallel computer (e.g., p=16 or 32) allows for the treatment of 3D ﬂow problems characterized
by a complex heterogeneity and hence a large number of elements that would be hard (if not impossible) to address
with a traditional sequential computer.
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