Abstract. DCT based image compression using blocks of size 32x32 is considered. An effective method of bit-plane coding of quantized DCT coefficients is proposed. Parameters of post-filtering for removing of blocking artifacts in decoded images are given. The efficiency of the proposed method for test images compression is analyzed. It is shown that the proposed method is able to provide the quality of decoding images higher than for JPEG2000 by up to 1.9 dB.
Introduction
Discrete cosine transform (DCT) [1, 2] is the basis of many image compression methods. For example, the standard JPEG [3, 4] , for which DCT is carried out in 8x8 image blocks existed as the main image compression standard for about 10 years. However, many investigations and achieved progress in this area have dealt with applications of discrete wavelet transform (DWT). For example, the compression standard JPEG2000 [5, 6] accepted quite recently is based on DWT and it commonly provides considerably better quality of decoded images than JPEG.
Aforesaid allows supposing that DWT is more appropriate transform for applying in image compression than DCT. In this paper we try to show that this is not true. Due to rather simple improvements of the base method (used in JPEG) it is possible to obtain decoded images quality better than for JPEG2000.
There are three basic modifications introduced by us compared to JPEG. First, an image is divided into 32x32 pixel blocks instead of 8x8 for conventional JPEG. Second, the quantized DCT coefficients are divided into bit-planes; the bit values are coded according to complex probability models that take into account the presence of correlation between values of neighbor coefficients in blocks and between the values of the corresponding coefficients of neighbor blocks. Third, DCT based filtering [7] is used as post-processing for removal of blocking artifacts from decoded images and, thus, for increasing decoded image quality.
Coding and decoding schemes
The block-diagram of image coding for the proposed approach is depicted in Fig. 1 An image to be compressed is divided into 32x32 pixel blocks. Then, DCT for pixel values of each block is computed. After this, the quantization of DCT coefficients of image blocks is carried out. At this stage the basic losses are introduced into compressed image. Larger quantization step (QS) provides larger compression ratio (CR) and simultaneously it leads to larger losses. In this paper it is proposed to use uniform quantization that ensures the best results within the structure of the considered method. Then, the division of quantized DCT coefficients into bit-planes is carried out. The obtained bit-planes are coded in the order starting from higher bits to lower ones. While coding each next plane, the values of bits of earlier coded planes are taken into account. A coded bit is referred to one or another group of bits according to the values of already coded bits. For each group of bits, individual probability model is used for dynamic arithmetic coding (see Section 3).
The block-diagram of image decoding is presented in Fig. 2 where IDCT denotes inverse DCT. As seen, at image decoding stage all steps are repeated in reverse order. Besides, at the final step the operation of decoded image filtering is added (see Section 4 for more details).
Bit-plane coding
Thus, after calculation of DCT in 32x32 blocks and quantization of obtained coefficients, we have an array of integer valued DCT coefficients. Divide the array of absolute values of DCT coefficients into n bit-planes, where n is the number of the highest bit-plane in which there are non-zero values. Coding begins with the bit-plane n and comes to an end by bit-plane 1.
The signs of non-zero DCT coefficients are practically random variables with approximately equal probabilities. Therefore, they are allocated into a separate array (one bit for each sign) and transferred to the output stream at once.
Let P k l,m (i,j) defines a bit value of a bit-plane k of a coefficient with the index i,j of the block of an image with the index l, m, where k=1..n, i,j=1..32, l=1..L, m=1..M, L,M denotes the number of image blocks for vertical and horizontal directions. We introduce the following conditions which are used for classification of bits of bit-planes:
This condition is assigned true if, at least, one bit among earlier coded higher bit planes is equal to 1.
2
This condition is true if, without taking into account the previously coded higher bit-plane, the bit with these indices was equal to 1. If the condition C2 is true then the current bit with approximately equal probability can be equal either to 0 or to 1. If the condition C1 is true and the condition C2 is false then the probability of zero for the current bit is considerably larger than the probability to be equal to 1.
3
This condition is true if in this or in, at least, one of earlier coded higher bit planes the bit with these indices was equal to 1. The condition C3 can be checked for those bits neighboring the coded bit that till the current moment have been already coded. Here and below only the values of those bits can be checked that have been already coded. This is important for providing an opportunity of decoding. At decoding stage those bits that have been coded earlier are decoded earlier as well and they can be checked in conditions.
This condition is true if in the previously coded bit plane the bit with these indices was equal to 1.
This condition is true if for, at least, one of neighboring bits there is unity in higher bit planes.
This condition is true if, at least, one among neighboring and already coded bits of this bit-plane was equal to 1.
This condition is true if there was, at least, one unity in this or higher bit planes for already coded bits displaced from the coded bit by 2 rows or 2 columns.
This condition is true if there was unity in this or higher bit planes for already coded bits displaced from the coded bit by 3 rows or 3 columns.
This condition is true if there was unity in this or in higher bit planes for bits in neighbor blocks. This condition allows taking into consideration correlation for bits having identical indices and belonging to image neighbor blocks.
11) C11(k,l,m,i,j)=true, if (C2(k,l,m,i,j)=false)and(С6(k+1,l,m,i,j)=false). The checking of this condition allows classifying more reliably the bit for which in the previously coded bit plane there was unity.
12)
13 Totally according to given classification a bit can be referred to one of fifteen probability models. For each model after coding the current bit the counters of 0 and 1 are corrected, and they are used for coding next bits referred to this model. For coding it is proposed to use the dynamic version of arithmetic coding [8, 9] that is the most effective for the considered case. Let us consider the obtained classification more in detail. To PM1 and PM2 those bits are referred that for higher bit planes had unities and for which the probabilities of being equal to 0 and 1 are practically equal. To PM3 those bits are referred for which there was unity in previously coded plane and the probability of unity was low. Because of this, for PM3 the probability of 0 is larger than being equal to 1.
To the model PM4 those bits are referred that have no unities in higher bit-planes but there are neighbor bits with unities in higher bit planes and there are unities in the corresponding bits of image neighbor blocks. For PM4 the probabilities of 1 and 0 are rather close, and the bits referred to this model are compressed poorly. The difference between the models PM4 and PM5 consists in the following. To PM5 those bits are referred that have no unities in the corresponding bits of image neighbor blocks. For the model PM5 there are considerably more zeros than unities, and the corresponding bits are compressed considerably better.
The bits of the models PM6-PM9 differ from the bits of the models PM4 and PM5. For the former ones there are no neighbor bits with unities in higher bit planes, but there are unities for neighbor bits in the current coded plane. For the models PM6-PM9 the probability of unities is considerably smaller than for the models PM4 and PM5. Because of this, these data are compressed better. Those bits are referred to the model PM6 that have unities in the corresponding bits of image neighbor blocks. The bits of this model are compressed in the worst way among the bits that belong to the group of the models PM6-PM9. For the models PM7-PM9 there are no unities in the corresponding bits of image neighbor blocks. For the bits referred to the model PM7 the number of unities in the neighbor bits is larger than 1. For the models PM8 and PM9 there is only one unity in the neighbor bits. Because of this, the probability of unities for them is even smaller than for the model PM7. Division of bits between the models PM8 and PM9 is accomplished using the condition C8 that allows taking into account the presence of unities in the bits displaced from the coded one by 2 rows and 2 columns. Due to this, the bits of the model PM8 for which C8=false are compressed best of all among the bits of the models PM6-PM9.
The bits of the models PM10-PM15 differ from the bits of the models PM4-PM9 by the following. For the former ones there are no unities either in higher bit planes or in the current coded plane. The bits of the models PM10-PM15 are compressed very well, however, additional division of such bits into several models lead to considerable increasing of CR. Those bits are referred to the models PM10, PM11 that have unity in the corresponding bits of image neighbor blocks. The bits of the model PM10 are compressed slightly better since for them there are no unities in the bits displaced from the coded one by 2 rows and 2 columns. For the model PM13, there are unities only in bits displaced from the coded one by 3 rows and 3 columns. For the models PM14 and PM15 there are no unities in the checked area. Such bits are compressed in the best way (most efficiently). The difference between these models consists in the following. To the model PM15 those bits are referred that belong to the lowest bitplane (k=1). We propose to avoid coding the bits of the model PM15 (they all are considered equal to 0). This is analogous to «dead zone» in quantization. But in our case, this occurs to be effective due to selectivity of its application.
Before starting coding each bit plane, the counters of unities and zeros for the models PM1-PM14 are initialized as unities, i.e. the models of each coded plane are independent. Different copies of the models PM1-PM14 are used for different regions of image blocks. For the bits of DCT coefficient with the indices i=1, j=1 (this is the quantized value of the block mean) a separate copy of the models PM1-PM14 is used. The statistical characteristics of this DCT coefficient considerably differ from statistics of other DCT coefficients. A separate copy of the models PM1-PM14 is also used for the first (upper) row of block DCT coefficients. This is explained by the fact that for these coefficients there is only one earlier coded bit. This leads to considerable difference of bit distribution between the models. For all other DCT coefficients of a block (and they are the basic amount of data) the third copy of the models PM1-PM14 is used.
The proposed classification is obtained by experimental studies of efficiency of various ways to divide bits into classes for different test images and QS. Probably, more effective variant of such classification can be found. In practice, simpler variants of classification can be used in order to increase coding speed. For example, the absence of checking the condition C10 (in this case one does not take into account the correlation between neighbor blocks of an image) results in increasing the size of compressed image by 1-3 %.
If one does not check the condition C9 (this condition deals with correlation of bits displaced from the coded one by 3 rows and 3 columns) the size of coded image increases by 1-1.5%. If one also does not check the condition C8 (this condition deals with correlation of bits displaced from the coded one by 2 rows and 2 columns), this leads to the increasing of coded image size by 3-7%.
Let us mention one important point once again. For the used variant that includes the PM15, the losses of image quality occur not only at DCT coefficient quantization step, but also (though in much smaller degree), at the step of bit values coding for bitplanes. If one avoids using the model PM15 this does not lead to any additional losses at this step.
Filtering for removal of blocking artifact
For blocking effect reduction in decoded images, we employ an approach described in [7] . This approach presumes the use of DCT based filter for additive noise removal [10] . In the considered case, the noise to be removed is the quantization noise. The size of a sliding window of the DCT based filter is 8x8. For each position of the sliding window, DCT is carried out, then DCT coefficients having absolute values smaller than preset threshold are assigned zero values (hard thresholding). After this, inverse DCT is executed.
Spatially invariant denoising is employed. One problem is the setting of the threshold. For our application we recommend to set the threshold equal to QS/2 (note that we know QS a priori).
The use of post-filtering in our case allows increasing quality of the decoded images by 0.5-1 dB. The decoding time increases by 30-40 %.
The quality of compression for the proposed method was analyzed for 512x512 grayscale images in comparison to JPEG2000 (Kakadu coder by D.Taubman [6] has been employed). The practical realization of our method in programming language Delphi (the coder has the name AGU) is accessible to downloading from the address http://www.cs.tut.fi/~karen/agucoder.htm. This version is intended for coding only 512x512 grayscale images in RAW format (without heading). The used set of test images is accessible to downloading from the same address.
The quality of decoded images was compared for CRs equal 8, 16, 32 and 64. As quality criterion, the peak signal to noise ratio was used: As seen from data presented in Table 1 , in overwhelming majority of the considered situations AGU outperforms JPEG2000 by quality of the decoded images. The only exceptions are CR=16 and CR=32 for the image Peppers for which JPEG2000 provides PSNRs that are better than for AGU by 0.2-0.25 dB. At the same time, for more complex images like Baboon and Goldhill the benefit of AGU for all CRs is 0.3-0.6 dB. And for the image Barbara that differs from other images by the presence of a large number of textural regions the advantage of AGU is 1.2-1.9 dB. Image compression performance can be also compared for identical quality of decompressed images. For example, for PSNR=28.89 dB JPEG2000 compresses the image Barbara by 32 times while AGU compresses this image by 46.7 times, that is by 1.46 times better. For PSNR=25.87 dB AGU compresses this image by 101.5 times, that is 1.59 times better than JPEG2000 for which CR=64.
The presented data confirm that the proposed method outperforms JPEG2000 in image coding quality. The smoother is the image, the less difference of coding quality is observed for JPEG2000 and AGU. And the more complex and textural is the image, the difference of coding quality is larger.
The fragment of decoded image Barbara for JPEG2000 and AGU is shown in Fig.  4 The carried out studies show that the method proposed and described in this paper provides better quality of decoded images than JPEG2000 in most of practical situations. And its superiority for complex textured images in some cases can reach 1.9 dB.
The proposed method is obtained by rather simple modifications of JPEG, in which DCT serves as its core. This indicates that DCT is at least not worse transformation for use in image compression than DWT used as the basis of JPEG2000.
For software realizations of AGU (not optimized), the required computation time is by about 15-20 times larger than for standard JPEG. The ways to speed up AGU can be studied in future. In particular, algorithms of fast integer valued approximation of DCT in 32x32 blocks seem to lead to considerable decreasing of computation time.
In future it is possible to consider the use of partition schemes [11] that make image compression methods more adaptive. Besides, a perspective direction is the use of DCT based image compression methods directed on reduction of blocking effect such as lapped orthogonal transforms [12, 13] .
