Abstract. We continue the study of irreducible representations of the exceptional Lie superalgebra E(3, 6). This is one of the two simple infinite-dimensional Lie superalgebras of vector fields which have a Lie algebra sℓ(3) × sℓ(2) × gℓ(1) as the zero degree component of its consistent Z-grading. We provide the classification of the singular vectors in the degenerate Verma modules over E(3, 6), completing thereby the classification and construction of all irreducible E(3, 6)-modules that are L0-locally finite.
Introduction.
There are only two infinite-dimensional simple linearly compact Lie superalgebras, E(3, 6) and E (3, 8) , that have the Lie algebra sℓ(3) × sℓ(2) × gℓ(1) as the zero degree component g 0 in their consistent Z-grading [2] . In the present paper we continue the study of irreducible representations of E(3, 6), the Lie superalgebra which has apparent relations to the Standard Model (see [4] ).
The article is a sequel to our papers [3, 4] and together they provide the classification and description of all irreducible L 0 -locally finite representations of E(3, 6) (see [3] for the definition).
As was shown in [3] the problem can be solved in two steps. First one obtains the classification of the so called degenerate (generalized) Verma modules (the Verma modules that have non-trivial singular vectors), and then one describes the irreducible factors of these degenerate Verma modules.
In [4] , both probelms were solved modulo the classification of singular vectors. In this article we provide the proof of this classification (the result was announced in [4] ). Thus we complete the classification of the irreducible E(3, 6)-modules that are L 0 -locally finite.
As before all vector spaces, linear maps and tensor products are considered over the field C of complex numbers.
Notations and basic basic properties of E(3, 6).
We recall here the basic definitions and notations from [1, 2, 3] .
To construct E(3, 6) we use its embedding into E(5, 10). Namely consider even variables x 1 , . . . , x 5 . We also use the notations z + = x 4 , z − = x 5 further on. Let S 5 be the Lie algebra of divergence zero formal vector fields in these variables, and dΩ 1 (5) the space of closed (=exact) formal differential 2-forms in these variables.
Let us remind that the Lie superalgebra E(5, 10) has E(5, 10)0 ≃ S 5 as a Lie algebra, E(5, 10)1 ≃ dΩ 1 (5) as an S 5 -module and the brackets on E(5, 10)1 are defined via the exterior product of differential forms.
We shall be using the following notations: The brackets in E(5, 10)1 can be computed using bilinearity and the rule [ad jk , bd lm ] = ε ijklm ab∂ i where ε ijklm is the sign of the permutation (ijklm) when {i, j, k, l, m} are distinct and zero otherwise.
We have for L = E(3, 6) the following description of the first three pieces of its consistent Z-grading L = Π j≥−2 g j : g −2 = ∂ i , i = 1, 2, 3 , g −1 = d ij , i = 1, 2, 3, j = 4, 5 .
And g 0 = sℓ(3) ⊕ sℓ(2) ⊕ gℓ(1) with the following basis: h 1 = x 1 ∂ 1 − x 2 ∂ 2 , h 2 = x 2 ∂ 2 − x 3 ∂ 3 , e 1 = x 1 ∂ 2 , e 12 = x 2 ∂ 3 , e 3 = x 1 ∂ 3 , f 1 = x 2 ∂ 1 , f 2 = x 3 ∂ 2 , f 12 = x 3 ∂ 1 , h 3 = x 4 ∂ 4 − x 5 ∂ 5 , e 3 = x 4 ∂ 5 , f 3 = x 5 ∂ 4 , Y =
The algebra E(3, 6) is generated by g −1 , g 0 , g 1 moreover it is generated by g 0 and the three elements e 0 , f 0 and e − 0 (the notation of the last element in [3] was e ′ 0 ) from the following four: It is known ( [3] ) that the element f 0 is the highest weight vector of the g 0 -module g −1 , while e We use the notations g
, and the following ones for the elements from the exterior algebras Λ ± := Λg
It is easy to see ( [3] ) that the following subalgebras g are each isomorphic to the simple Lie superalgebra S(0|3) of divergenceless vector fields in three anticommuting indeterminates.
It is important for us that the change of the variables x i → x i , i ≤ 3, x 4 → x 5 , x 5 → x 4 induces an automorphism ϕ of the algebra L = E(3, 6). Clearly ϕ preserves the grading and the subalgebras sℓ(3), sℓ (2) , gℓ(1) of g 0 . The restriction of ϕ on sℓ(3) ⊕ gℓ(1) is the identity map, but on sℓ(2) we have (1.4) ϕ e 3 = f 3 , ϕ f 3 = e 3 , ϕ h 3 = −h 3 .
Also ϕ interchanges S ± and its action on L − is defined by the formulae
Contraction and quasi-singular vectors.
We use notation
Our main objective is to study singular vectors in the generalized Verma modules (2.1)
where as usual V is a finite-dimensional irreducible g 0 -module extended to L 0 by letting g j for j > 0 acting trivially.
We are concerned with singular vectors in M (V) that are also the highest weight vectors with respect to the standard Cartan and Borel subalgebras H and B of g 0 . By Proposition 2.2 of [3] the defining property of these vectors can be written as follows: (2. 2)
The g 0 -highest weight vector v of a E(3, 6)-module is singular iff e 0 · v = 0, e In the sequel we shall often say highest vector in place of highest weight vector. Of course an sℓ(3)-highest singular vector is both semi-singular and quasi-singular. Also the g 0 -highest vector of an E(3, 6)-module is singular if only only if it is quasisingular and is annihilated by e 0 . But for a vector v that is not g 0 -highest the property e − 0 · v = 0 does not in general imply e + 0 · v = 0, the condition of being quasi-singular is indeed weaker.
We will first describe quasi-singular vectors, then narrow the "list of suspects" to semi-singular ones, and then come to the description of the g 0 -highest singular vectors.
It is important to mention that we can consider quasi-singular vectors in a space that is not necessary E(3, 6)-module, but only S − -module.
For a vector space T and a linear form τ : T −→ C, τ (t) = t|τ , we shall use the contraction maps defined as follows. For any linear space A the contraction map τ : A ⊗ T −→ A applied to a ⊗ t gives t|τ a.
Remark 2.2. If both A and T are sℓ(2)-modules, w ∈ A ⊗ T is a weight vector of weight λ and a form τ has weight µ, then the contraction w τ has weight λ + µ. When w and τ are eigenvectors for Y , the contraction v = w τ is also an eigenvector (with eigenvalue equals to the sum of the eigenvalues).
Let V be a (finite-dimesional) g 0 -module that is isomorphic to the tensor product of sℓ(3) ⊕ gℓ(1)-module V and sℓ(2)-module T (i.e.V = V ⊗ T ). Denote by F (p, q) the irreducible representation of sℓ(3) with the highest weight (p, q).
Remark 2.3. The main theorem from [3] states that the non-trivial highest singular vector v ∈ M (V) could exist only when the sℓ(3)-module V is a submodule of
. Therefore we shall look for quasi-singular and semisingular vectors only in U (L − )⊗ C V, where V = V ⊗T , and V belongs to
, or for that matter we can suppose that either V = F (p, 0) or V = F (0, q).
Let us notice that there is a natural
4. We will assume that sℓ(2) acts trivially on V and gℓ(1) acts according to the above rule, thus that wt 2 , wt 1 are defined on the tensor product
Let us notice that the tensor product of sℓ(3)-modules U (L − ) ⊗ V has natural S ± -structures and that there is a natural isomorphism
so the contraction map for any τ ∈ T * is well defined. We shall use this map further on. It is of course the homomorphism of S − (or S + )-modules. The following result will play a key role in our subsequent calculation of singular vectors.
(1) For any τ , the contraction v is a semi-singular vector.
There exists τ ∈ T * such that v is a non-zero semi-singular vector of nonnegative sℓ(2)-weight, and v is also a gℓ(1)-weight vector.
Proof. Whatever τ , the contraction clearly commutes with the sℓ(3)-action, therefore we get the sℓ(3)-highest vector from sℓ(3)-highest one. Because
The operators e ± 0 act on both sides of the contraction map, and commute with the map . Thus v will be annihilated by e ± 0 because v is, hence v is semi-singular. To finish the proof, notice that for any non-zero sℓ(2)-highest vector in A⊗T there always exists a contraction such that the result is a non-zero vector of non-negative weight. This follows immediately from the formula for the highest weight vectors in the tensor product of irreducible (finite-dimensional) sℓ(2)-modules. Definition 2.6. We say that a semi-singular (resp. quasi-singular) vector is admissible if the vector has a non-negative sℓ(2)-weight. Proposition 2.5 and Remark 2.3 show that we should look for admissible quasisingular and semi-singular vectors in
We provide the description of these vectors in the next section after introducing appropriate notations.
Remark 2.7. Let us notice that the authomorphism ϕ naturally extends to U (L − ) ⊗ C V , where it acts on U (L − ) according to formulae (1.5) and on V identically. Evidently a vector ϕ(w) ∈ U (L − ) ⊗ C V is semi-singular, if and only if w is semi-singular. Because of (1.4) we get wt 2 w = −wt 2 ϕ(w). Therefore applying ϕ we shall get all semi-singular vectors as soon as we know the admissible ones.
3. The description of admissible quasi-singular and semi-singular vectors.
We need elaborated notations and some lemmas before starting the explicit calculation of the quasi-singular and semi-singular vectors. We keep the following notations:
As in [3] we use "a hat" to mark the elements of g −2 ⊂ S ⊂ U (L), thus further on
We will follow the approach developed in [3] for working with the highest vectors in tensor products of sl (3)-modules where the first factor is S.
Let us refine the isomorphism in (2.1) to an sℓ(3)-isomorphism of M (V ) with the tensor products of sℓ(3)-modules (we omit the tensor product signs):
We use this isomorphism later on. Also for later use we introduce the following notations.
We denote deg Λ v the combined degree of
Let us mention that wt 2 w depends only on the Λ − Λ + -part of w, for example wt 2 d
For any space M given with the isomorphism M ∼ = S ⊗ W , whatever W , we can think of an element f ∈ M as a polynomial in ∂ i with coefficients from W written to the right of these "variables". We define deg S f to be the degree of such a polynomial f . We also define subspaces lex(< a)M (resp. lex(≤ a)M ), for a multi-index a, to be the linear span of monomials ∂ b · w, any w ∈ W and b < lex a , (resp. b ≤ lex a). As usual the expression f ≡ g mod lex(< a) means that f − g ∈ lex(< a)M , and we omit M when it is clear from the context. Similarly
As in [3] we say that ∂ a · w = 0 is the lexicographically highest term of f iff
Similar notations will be used for the degree-lexicographic order on the monomials that is defined by the condition
Let s be an integer, denote h ′ {s} = h 1 + h 2 + s + 1, h 2 {s} = h 2 + s. Slightly generalizing the definition in Section 3 of [3] let B, D i {s} ∈ S#U (sl(3)) be:
We write simply D i when s = 0. We also use the usual multi-index notations
Let us repeat the basic facts about these operators from [3] . We have combined here the results proven at several places in Section 3 of [3] .
In the proposition below we provide an explicit formula for D α {s}, but we state two lemmas first.
In the following
This is Lemma 3.8 from [3] written slightly differently.
Proof. It is not so difficult to proceed by induction on α with the help of the above lemmas.
. The fact was proven in [3] , but now it becomes just a corollary. 
Let us mention that all terms on the right are shifted by 2 except cD α−(3) {1}d ± 3 , where the shift is indeed 1.
Proof. The proof goes through the repeated use of the Newton-Jacobson formula
and a tedious calculation of commutators. It is advisable to write
making use of the commutativity of the operators. We leave the rest to the reader.
Let us notice that
Proposition 3.8.
Proof. It follows from (3.4) and the following lemma.
We leave it to the reader to check the relations. 
Following Remark 2.3 and Proposition 3.2 we shall consider the sℓ(3)-highest
and assume that V is a submodule of either
. We always assume that weights wt 2 w and wt 3 w are defined. Let N = deg S w, we shall call
the top level or the top level terms of w. We denote (3.8)
and call it the near-top level terms of w. Our method to calculate w will be to determine its top level first, then its near-top level, and then the whole vector. 
This helps to evaluate S-degrees of the various terms, and we conclude that
The statement follows with the help of Corollary 3.6.
Remark 3.12. In particular the proposition implies that if w is quasi-singular then w σ are quasi-singular, and of course wt 2 w = wt 2 w σ .
We need to know explicitly the sl(3)-highest weight vectors in
To write them down let us introduce the following notations:
3(i).
Semi-and quasi-singular vectors for V ∼ = F (p, 0). We suppose that V is irreducible with the highest weight (p, 0) throughout this subsection. In the following proposition we list the basis of the sℓ(3)-highest vectors w in Λ − Λ + V . We move from deg Λ w = 0 to deg Λ w = 6, and listing vectors with the same deg Λ w and wt 3 w we order them in a way that their wt 2 w increases. 
Proof. The statement is a generalization of Lemma 3.12 from [3] . Its proof requires rather elementary but long calculations. We leave the details to the reader. 
and also:
Proof. We need to apply e − 0 to each of the expressions of the proposition with nonnegative sℓ(2)-weight and collect the cases when it gives zero. It could be done easily using the relations (3.9). Let us mention that later we shall utilize the results for the cases when they are not zero.
This gives us the description of admissible quasi-singular vectors w ∈ SΛ − Λ + V such that deg S w = 0. To describe the vectors with deg S w > 0 is undoubtedly more complicated, and the answer is given by the theorems below. We present the description of quasi-singular vectors first, then we use it to find semi-singular vectors.
The following is a complete list of admissible quasi-singular vectors w in SΛ − Λ + V such that wt 2 w ≥ 0 and deg S w > 0, up to taking linear cominations :
Let us notice that only in (1) p and deg S w are unbounded, for all cases, except (1) and (2), we have deg S w ≤ 2, and for all cases, except (1) and (4), p ≤ 1.
We shall check first that all these vectors are indeed quasi-singular. While checking (1) we use Proposition 3.7. To check the rest becomes elementary calculation based on the relations (3.9) and the fact that 
We also need to check that vectors listed in Theorem 3.16 are semi-singular. Here the calculations use the relations of commutation with e
and are pretty straightforward.
What left is the hard parts of the theorems, the statements that the lists contain all the vectors. The proof of this demands to work through an elaborated "tree of cases" and will be postponed to the next section.
3(ii)
. Semi-and quasi-singular vectors for V ∼ = F (0, q). We suppose that V is irreducible with the highest weight (0, q), q ≥ 1 throughout this subsection.
Similarly we need first of all the description of the sℓ(3)-highest vectors w in
Proof. This is also a generalization of Lemma 3.12 from [3] and we leave it as an exercise to the reader. 
and more for q = 1:
We need only to calculate the action of e 
This is a complete list of such vectors up to taking linear combinations.
It is not difficult to check that these vectors are indeed quasi-singular. For example for the case (3), after making calculations according to Proposition 3.7 we get
At the same time
, and
Therefore we conclude that
We leave to check the rest of vectors to the reader. The proof that there are no other quasi-singular vectors will be presented later in a separate section.
The admissible semi-singular vectors w in SΛ − Λ + V such that wt 2 w ≥ 0 and deg S w > 0 exist only for q = 1 and q = 2. They are the following vectors:
It is not so difficult to check that these vectors are semi-singular. The proof that Theorems 3.16, 3.20 describe all such vectors will be discussed later in a separate section. 
One easily gets the list from Corollary 3.18 applying e + 0 . We shall use it in Section 8.
Proof of Theorem 3.15.
We consider a quasi-singular vector w ∈ SΛ − Λ + V under the conditions of Theorem 3.15. Without loss of generality we can assume that w is a gℓ(1)-weight vector. We keep the notations of (3.6) and (3.7).
First of all let us notice that for |α| = N − i
because wt 2 w = wt 2 D α w α = wt 2 w α , and
Suppose that κ is the lexicographically highest element in
(i.e. w σ are the top level coefficients of w). It is clear that in order to prove that a quasi-singular vector is a linear combination of vectors listed in the statement of the theorem, it is enough to show that the list contains a vector for each possible "highest term" w κ , then the result follows by induction. Therefore it is enough to prove that any possible "highest term" w κ is present among the "highest terms" w κ of the vectors listed in Theorem 3.15.
Remark 4.1. It follows from (4.1) that deg Λ w σ = deg Λ w κ and wt 2 w σ = wt 2 w κ . These are important restrictions on w σ .
Proposition 3.11 and Remark 3.12 show that w σ are quasi-singular vectors of non-negative sℓ(2)-weight, thus belong to the list given by Corollary 3.14.
Proof. The result follows from Remark 4.1, Remark 3.12 and the fact that wt 3 D σ w σ = wt 3 D κ w κ as soon as one checks the weights wt 1 , wt 2 , wt 3 through the list of Corollary 3.14.
The proposition describes possibilities for w top , now we are to determine what is possible for w top−1 . We are interested only in terms D α w α = 0 with |α| = N − 1 and e − 0 w α = 0. The following will be of use. 
is dominant by Proposition 3.2. For example one can take β = (α 1 , 0, 0) or β = (0, α 2 , 0).
By Proposition 3.7 the condition e
Applying again Proposition 3.7 we conclude that
because all the other terms in e 
where B x
Proof. By the same arguments as above w κ−(1) ∈ Λ As a result we have come to the vector given in Theorem 3.15(5).
Case 1(ii)
We come to κ = (N, 0, 0), and to the equation
where B d
We also see that wt 3 w κ−(1) = (p, 0, 0). Then from Proposition 3.13 it follows that w κ−(1) = c 1 C(d 
which is only possible with the above value of w κ−(3) when κ 3 = 0, c = 0.
Let us remind that κ 2 ≤ 1.
Subcase: κ 2 = 1. Let κ = (n, 1, 0). Now from Proposition 3.7 we get
where we will ignore those α where e − 0 w α = 0. Let us consider the weaker congruence, the same expression but mod dlex(< (n − 1, 1, 0) ),
i.e. we use the degree-lexicographic order defined in (3.2). Then only α = (n, 0, 0) and α = (n − 1, 1, 0) are to be considered, and we come to an expression
It is not difficult to prove that this implies the following congruence
This means that the coefficients by ∂ 1 and ∂ 2 in the above expression on the left and on the right are equal. Clearly d
Thus the equality of coefficients by ∂ 1 gives
For ∂ 2 taking into account weights we get 
On the other hand it is clear that wt 3 w (n,0,0) = (p + 1, 0) and w (n,0,0) ∈ Λ − 2 Λ + 2 V , hence by Proposition 3.13 we get w (n,0,0) = c 1 d
. Also from Proposition 3.13 we get (4.13)
.
Hence e − 0 w (n−1,1,0) can be written as follows.
(4.14)
. From this and (4.12) we conclude that
We see that either w (n−1,1,0) = 0 or p = 1, n = 1, because n = κ 1 ≤ p. Let us consider the first alternative. Here (4.12) reduces to the equation
, which implies n + 1 + c 1 = n(p + 1) − 1 − c 1 = 0, therefore n(p + 2) = 0, hence n = 0 and κ = (0, 1, 0). This clearly gives us Theorem 3.15 (4) .
For the second alternative c 1 = − 1 2 , and we get c 2 = c 3 = 9 2 matching (4.12) with (4.14). Let us observe that wt 3 w = wt 3 w κ + (0, −1) = (1, 0) and It takes some effort to check that it is not equal to zero whatever c 4 . We get no quasi-singular vectors.
Subcase: κ 2 = 0. Now κ = (N, 0, 0), therefore
The expression (4.13) still holds for w κ−(1) , and similarly we cannot have d We have gone through all the cases of Proposition 4.2, thus the proof of Theorem 3.15 is accomplished.
Proof of Theorem 3.16.
We shall work with vectors given by Theorem 3.15. Let us tabulate the weights of the vectors belonging to various cases of the theorem:
There are coincidences in the table, namely (1) for n = 1 gives the same values as (4) and that is all. We are to check how e + 0 acts on a quasi-singular vector which has to be a weight vector and a linear combination of the vectors given in the various cases of Theorem 3.15. We conclude that the only linear combination to consider is (1) for n = 1 and (4), the other cases are to be considered separately. We will go case by case.
Case (1).
Here we consider the semi-singular vector of the form
where (5.1)
and a = n(p + 3), b = n [2] (p + 3) [2] . By Proposition 3.7 we can write
Let us compute the terms.
Proof. For a. we have that can make terms with no more than one ∂ k , thus the statements follow.
It follows from the lemma and (5.2) that
We can apply Proposition 3.5 with α = (n − 1, 0, 0), s = 2, thus b = k = 0 in the summation on the right hand side. Let us notice that
We see that in calculating " mod dlex(≤ (n − 2, 1, 1))" we need only to consider the terms with i, j = 0, 0, i, j = 1, 0, i, j = 2, 0, and i, j = 1, 1, therefore "mod dlex(≤ (n − 2, 1, 1))"
where C = a(p + 2) [n−1] = 0 because 0 < n ≤ p + 2. We should keep in mind that some terms are absent for n ≤ 2, namely for n = 1 all terms but the first disappear, and for n = 2 we have just the first two terms left. Clearly for n ≥ 3, thus p ≥ n − 2 ≥ 1, we can rewrite (5.4) as follows
Here p It is easy to see from (5.4) that n = 1 is impossible too. We are left with p = 0, n = 2, which is in fact the case (ii) of Theorem 3.16, we should only notice that the vector d 
Cases (1)&(4).
We are to consider a linear combination w = Aw (1) + Bw (4) where w (1) is given by (5.1) with n = 1 and w (4) is the vector of the case (4) of Theorem 3.15, thus
On the other hand as we already calculated above In the remaining cases (2), (3) and (5)-(10) the calculations are straightforward, in (2), (3) and (5)- (7) we get no semi-singular vectors, the case (8) corresponds to (i), (9) to (iv), and (10) to (v).
Proof of Theorem 3.19.
As before, our considerations are based on (3.6)-(3.8), Proposition 3.11 and Remarks 3.12, 4.1, 4.3 We follow the same strategy that was used for finding quasisingular vectors in Section 4, and we keep the notations and conventions made at the beginning of Section 4. But we are now in the context of Theorem 3.19, in particular q ≥ 1.
Let us remind that by Proposition 3.11 the possible top level coefficients are listed in Corollary 3.18. Remark 4.1 helps us to describe them quite explicitely.
then either I top = {κ} or I top = {κ, σ}, where σ = κ + (−1, 0, 1) and
, c σ ∈ C, q ≥ 2. (2) Proof. From (6.1) it follows that either κ 3 = 0 or e − 0 w κ−(3) = 0. Checking with the list of Proposition 3.17 with the weights in mind we see that the latter is impossible.
We conclude that κ = (0, N, 0) and now (6.2) is valid with the RHS equal to
The weight of w κ−(2) is easy to determine and Proposition 3.17 provides a vector of this weight
We can assume that c 1 = 0 because e
3 ). Substituting this into (6.2) we get q = 1, N = 1, and c 2 = −1. We have come to the vector from case (5) We shall use (6.1). Let us consider what is possible for w κ− (3) . By Proposition 3.17 and with weights in mind we get
It follows from (6.1) that the only possibility is κ 3 = c 1 = c 2 = 0.
We conclude that κ = (0, N, 0). Here 1 ≤ N ≤ q − 1 by Remark 4.3, in particular q ≥ 2. Again we can use (6.2), where the coefficient by ∂ κ−(2) in the RHS is
, and of course (q − 1) [N ] = 0. On the other hand from Proposition 3.17 it follows that (6.7) w κ−(2) = c∆
, and that implies
. Substituting results of (6.6) and (6.7) into (6.2) we arrive at a contradiction. Therefore no w exists in this case.
. Now wt 3 w κ = (0, q − 2) and again Remark 4.3 implies that κ 1 = 0 and that for q = 2 also κ 2 = 0. Let us prove that κ 2 = 0 for q > 2 as well. Then we come to the vector given by Theorem 3.19 (1) .
Denote κ = (0, s, t) and suppose s ≥ 1. From Proposition 3.17 with our weigths in mind we get (6.9)
, and w κ−(2) = 0. By Proposition 3.5
Because κ 1 = 0 and w κ−(2) = 0 we have
Looking at coefficients by ∂
for k = 0, 1 in (6.10), (6.11) we get from (6.12)
3 , therefore we come to
Clearly the system implies (q − 2) t = (q − 1)(t + 1) which has no positive solutions. Thus κ 2 > 0 is impossible, as we claimed.
Case 2:
. We have wt 3 w κ = (1, q−1) and Remark 4.3 implies that κ 1 = 0 or 1, and κ 2 ≤ q−1.
Let us prove that κ 3 = 0. Equation (6.1) is valid here with d
in the RHS. Thus for w κ−(3) we get
which coincides with the RHS of (6.4) multiplied by d 
We conclude that q = 1, c 2 = 0, but then e − 0 w κ−(3) = 0 hence κ 3 = 0. We can now use (6.2) where in the RHS we have
, and for w κ−(2) we get (6.14)
, which of course is equal to the RHS of (6.7) multiplied by d
Proof. To calculate e − 0 w κ−(2) we can use (6.8), and we get
.) .
Comparing it with (6.13) we see that if q > 2 then c = κ 2 = 0.
Notice that if κ 2 = 0 then κ 1 = 1 because |κ | ≥ 0, and for κ = (1, 0, 0), q ≥ 1 the vector is given by Theorem 3.19 (2) . Because of Lemma 6.4, we are left to consider the situation where q = 2, κ 2 = 1, κ 1 ≤ 1. Here for κ = (0, 1, 0) the vector is given by Theorem 3.19(4) and for κ = (1, 1, 0) by Theorem 3.19(3).
Case 3(i):
We are bound to have κ = (1, 0, 0) , and then the vector is given by Theorem 3.19(6).
We have wt 3 w κ = (0, 1), thus κ 1 = 0, κ 2 ≤ 1 by Remark 4.3. Clearly wt 3 w κ−(3) = (0, 2), deg Λ w κ−(3) = 5, wt 2 w κ−(3) = 1, therefore from Proposition 3.17 we get
. Now (6.1) shows that c = κ 3 = 0. We come to Theorem 3.19(7).
Clearly κ 1 = 0, κ 2 = 0 here, and we come to vectors given by Theorem 3.19(8).
Here κ 1 ≤ 1, κ 2 ≤ 1. From Proposition 3.17 we get w κ−(3) = 0 because there is no vector with the appropiate weight and deg Λ w κ−(3) = 6, hence κ 3 = 0. Similarly w κ−(2) = 0 and κ 2 = 0. Then κ = (1, 0, 0) and we have the vector in Theorem 3.19(9).
We see that κ 2 = 0, κ 1 ≤ 2 and κ 3 = 0 because no w κ−(3) could be found. We have come to Theorem 3.19(10).
This finishes the proof of Theorem 3.19.
Proof of Theorem 3.20.
We shall denote w (i) the vector in the form given by the case (i) of Theorem 3.19. Considering the weights of these vectors we see that equal weights are relatively rare, therefore few linear combinations are to be considered. Namely these linear combinations are: According to the definition we shall consider the action of e + 0 on w (i) going through cases i = 1, . . . , 10 Theorem 3.19 with the special regard to possible linear combinations.
Case (1): According to the formula of Proposition 3.7
The term in the last line is clearly zero. Also e 
Looking at the other terms in (7.1) we conclude that
there (. . . ) marks the terms with deg S less than n. This gives e + 0 w (1) = 0 for all possible n ≥ 0, q ≥ 2.
Case (2): Similarly from Proposition 3.7 it follows (7.4) e
We are to calculate the terms. For the first two terms we get
(7.6)
, and the last term has been calculated in (7.3).
From (7.1)-(7.6) we conclude that no linear combinations of w (2) and w (1) | n=1 makes a semi-singular vector, but that
is indeed semi-singular. This vector is in fact a linear combination of w (2) | q=1 and w (8) | n=0 , and it is the vector presented in Theorem 3.20(iii).
Case (3)
According to Proposition 3.7 we get the following four terms:
Now it is practical to compute these terms mod deg S (< 2).
Looking at the whole expression for w (3) we immediately conclude that
Thus e + 0 w (3) = 0, and we get no semi-singular vector in this case.
Cases (4)-(6): Each case here gives a semi-singular vector. They coincide with those of Theorem 3.20(ii), (i) and (iv). Cases (7) and (10): It is straightforward to check that
At the same time for w ′ (10) = w (10) | n=1 we get
Clearly a linear combination w = 1 3 w (7) + w ′ (10) gives the semi-singular vector. Up to notations this is the vector from Theorem 3.20(v). And w = w (10) | n=2 is a semi-singular vector given in Theorem 3.20(vi).
Cases (8) and (9): Here
This gives no semi-simgular vector. And for w (9) we get
We see that no linear combination of w (9) and w (8) | n=1 could provide a semi-simgular vector. The results obtained in Sections 3-7 and Remark 2.7 permit us to write explicitely not only admissible, but all semi-singular vectors, as it is done in the propositions below. Then we begin to work on determining the singular vectors following the directions outlined in Section 2.
Let us have in mind that the grading of L − extends to the grading on U (L − )⊗ C V , where we suppose grading on V being trivial. Hence for an element w in U (L − )⊗ C V it is natural to define a degree deg U w to be equal to the grading with the opposite sign. 
Let us fix and keep for the following the above the notations a, b, c, d for the elements of U (L − ) (these notations were also used in [4] ). 
Clearly the same rules are true for the multiplication on the other side. Also Proof. We are to combine the vectors of Theorem 3.16 with those from Corollary 3.14 that are semi-singular, apply ϕ according to Remark 2.7. In fact the notations of the proposition are written in a way is more convenient for the future calculations, namely the vectors are such that they are weight vectors and make the bases for irreducible sℓ(2)-representations. In particular from the relations 
Proof. Let us notice that the vectors with deg U w ≥ 4 in the proposition are not all written in the Λ − Λ + order. For the proof it is better to rewrite them in this order,
We see that the proposition follows pretty straightforwardly from Theorem 3.20, Corollary 3.21 and Remark 2.7.
Let us recall that we study the highest singular vectors v in the generalized Verma modules M (V), V = V ⊗ T where V is an sℓ(3) ⊕ gℓ(1)-module and T is an sℓ(2)-module. Practically it is more convenient to consider both V and T being g 0 -modules with the actions of sℓ(2) on V and sℓ(3) on T being trivial and some action of gℓ (1) on both. The tensor products in (2.4) are then the tensor products of g 0 -modules.
As it was said in Remark 2.3 we suppose that V is an irreducible g 0 -submodule 
where θ ∈ C could be arbitrary, and as we said sℓ(3) acts trivially. To remind the parameters of T we write T = T (r, θ) when it seems needed.
∈ T , and c j ∈ C. Let v be the g 0 -highest weight vector, then it is necessary that c 0 = 0, and u 0 is the sℓ(2)-highest vector of a finite-dimensional sℓ(2)-submodule S in M (V ).
Suppose v is also singular. Then from Proposition 2.5 it follows that u j are the semi-singular weight vectors. Therefore only vectors listed in Propositions 8. 1, 8.3 are to be considered for u j . This is the key idea leading to the classification of singular vectors. The results are summed up as the following main theorem. and the representations are isomorphic if and only if θ ′ = θ + 2. With this in mind we have no problem indentifying the "general" A, B, C, D cases (1a), (1b), (7), (8) with those of Corollary 2.5 in [4] .
Further, our vectors in (2) correspond to those of the case (a) of Corollary 2.8 in [4] , and our vectors in (3) correspond to the case (c), in (4) to the case (d) and in (10) to the case (b).
The vector w 1 (given by (2.12) of [4] ) is nothing but the vector from (11), up to a sign. The vector w 2 , (defined by (2.16) in [4] ) is the vector from (5). The vector w 3 (see (2.18) and Lemma 5.26 of [4] ) is the vector from (6), and the vector w 4 (given by (2.20) of [4] ) is from (9). Thus we have a one-one correspondence between vectors listed in Theorem 8.4 above and in Theorem 2.10 of [4] .
3) S = a, b, c, d (in the notations of Proposition 8.1). We have four choices for v.
We get immediately that e 0 v 1 = (−θ − 2)d
, hence θ = −2 and we come to the vector from (3) .
Notice that [e 0 , f 3 ] = 0. This makes it easy to calculate from (8.13) that
We come to equations θ = −2 and 2r = 3θ that gives r = −3 which is impossible.
Similarly
Formulae (8.13), (8.14) and (8.15) imply that
We see that it should be θ = 2 and r = θ which give the impossible value r = −2.
For d we immediately get from (8.12)
We conclude that θ = 2r, r ≥ 3 and this is what stated in (4).
2) we conclude that there are three choices for v.
On the other hand [e 0 , d
. Then using (8.13) we easily calculate that
Similarly for v 2 we get
Also it is never zero, we get no singular vector.
For the last one
We get zero only when r = 2, θ = 4 which gives us the singular vector from (5).
We have here the following choices for v.
where v 2 and v 3 have the same weight, so we have check their linear combinations as well.
First of all
Now from (8.13) we get
, that is always non-zero. For any t ∈ T we have
· f 3 t , Let us notice that the sℓ(2)-module S is a direct sum of a 3-dimensional irreducible one and 1-dimensional one. The latter is generated by d 
