The support vector machine (SVM) has been widely applied for classification problems in both machine learning and statistics. Despite its popularity, however, SVM has some drawbacks in certain situations. In particular, the SVM classifier can be very sensitive to outliers in the training sample. Moreover, the number of support vectors (SVs) can be very large in many applications. To circumvent these drawbacks, we propose the robust truncated hinge loss SVM (RSVM), which uses a truncated hinge loss. The RSVM is shown to be more robust to outliers and to deliver more accurate classifiers using a smaller set of SVs than the standard SVM. Our theoretical results show that the RSVM is Fisher-consistent, even when there is no dominating class, a scenario that is particularly challenging for multicategory classification. Similar results are obtained for a class of margin-based classifiers.
INTRODUCTION
The Support vector machine (SVM) is a powerful classification tool that has enjoyed great success in many applications (Vapnik 1998; Cristianini and Shawe-Taylor 2000) . It was first invented using the idea of searching for the optimal separating hyperplane with an elegant margin interpretation. The corresponding SVM classifier can be obtained by solving a quadratic programming (QP) problem, and its solution may depend only on a small subset of the training data, namely the set of support vectors (SVs).
It is now known that the SVM can be fit in the regularization framework of loss + penalty using the hinge loss (Wahba 1999) . In the regularization framework, the loss function is used to keep the fidelity of the resulting model to the data. The penalty term in regularization helps avoid overfitting of the resulting model. For classification problems, one important goal is to construct classifiers with high predication accuracy, that is, good generalization ability. The most natural measure of the data fit is the classification error based on the 0-1 loss. But, optimization involving the 0-1 loss is very difficult (Shen, Tseng, Zhang, and Wong 2003) . Therefore, most classification methods use convex losses as surrogates of the 0-1 loss, for example the hinge loss of the SVM, the logistic loss in the penalized logistic regression Zhu and Hastie 2005) , and the exponential loss function used in AdaBoost (Friedman, Hastie, and Tibshirani 2000) .
Despite its wide success, however, the SVM has some drawbacks for difficult learning problems:
• The SVM classifier tends to be sensitive to noisy training data. When there exist points far away from their own classes (namely, "outliers" in the training data), the SVM classifier tends to be strongly affected by such points because of its unbounded hinge loss.
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with numerous input variables. A SVM classifier with many SVs may require longer computational time, especially for the predication phase.
In this article we propose a SVM methodology that involves truncating the unbounded hinge loss. Through this simple, yet critical modification of the loss function, we show that the resulting classifier remedies the aforementioned drawbacks of the original SVM. Specifically, the robust truncated-hinge-loss support vector machine (RSVM) is very robust to outliers in the training data. Consequently, it can deliver higher classification accuracy than the original SVM in many problems. Moreover, the RSVM retains the SV interpretation and often selects much fewer number of SVs than the SVM. Interestingly, the RSVM typically selects a subset of the SV set of the SVM. It tends to eliminate most of the outliers from the original SV set and, as a result, to deliver more robust and accurate classifiers.
Although truncation helps robustify the SVM, the associated optimization problem involves nonconvex minimization, which is more challenging than QP of the original SVM. We propose to apply the difference convex (d.c.) algorithm to solve the nonconvex problem through a sequence of convex subproblems. Our numerical experience suggests that the algorithm works effectively.
The rest of the article is organized as follows. In Section 2 we briefly review the SVM methodology and introduce the RSVM. Both binary and multicategory classification problems are considered. Some theoretical properties of the truncated marginbased losses are explored as well. In Section 3 we develop some numerical algorithms of the RSVM through the d.c. algorithm. We also give the SV interpretation of the RSVM. In Sections 4 and 5 we present numerical results on both simulated and real data to demonstrate the effectiveness of the truncated hinge loss. We provide some conclusions in Section 6, and collect proofs of the theoretical results in the Appendix.
METHODOLOGY
For a classification problem, we are given a training sample {(x i , y i ) : i = 1, 2, . . . , n} that is distributed according to some unknown probability distribution function P (x, y) . Here x i ∈ S ⊂ d and y i denote the input vector and output label, where n is the sample size and d is the dimensionality of the input space. In this section we first review the method of SVM and then introduce the RSVM. 
The Support Vector Machine
For illustration, we first briefly describe the linear binary SVM. Let y ∈ {±1} and f (x) = w x + b. The standard SVM aims to find f (x) so thatŷ = sign(f (x)) can be used for predication. More specifically, the SVM classifier solves the regularization problem
with the L 2 penalty J (f ) = 1 2 w 2 2 , C > 0 a tuning parameter, and the hinge loss (u) = H 1 (u) = (1 − u) + , where (u) + = u if u ≥ 0 and 0 otherwise.
The optimization formulation in problem (1) is also known as the primal problem of the SVM. Using the Lagrange multipliers, (1) can be converted into an equivalent dual problem as follows:
Once the solution of problem (2) is obtained, w can be calculated as n i=1 y i α i x i , and the intercept b can be computed using the Karush-Kuhn-Tucker (KKT) complementarity conditions of the optimization theory. If nonlinear learning is needed, then the kernel trick can be applied by replacing the inner product x i , x j by K(x i , x j ), where the kernel K is a positive definite function.
From problem (2), we can see that among the n training points, only points with α i > 0 make an impact on the SVM classifier, namely the SVs. It can be shown that these points satisfy y i f (x i ) ≤ 1. Consequently, outliers that are far from their own classes are included as SVs and influence the classifier. One important contribution of this article is a method to remove some of these outliers from the set of SVs and deliver more robust classifiers through truncating the hinge loss.
The Truncated Hinge Loss Support Vector Machine
For generality, we consider a k-class classification problem with k ≥ 2. When k = 2, the methodology discussed herein reduces to the binary counterpart in Section 2.1. Let f = (f 1 , f 2 , . . . , f k ) be the decision function vector, where each component represents one class and maps from S to . To ensure uniqueness of the solution and reduce the dimension of the problem, a sum-to-0 constraint k j =1 f j = 0 is used. For any new input vector x, its label is estimated through a decision rule,ŷ = arg max j =1,2,...,k f j (x) . Clearly, the argmax rule is equivalent to the sign function used in the binary case in Section 2.1.
Point (x, y) is misclassified by f if y = arg max j f j (x) , that is, if min g(f(x), y) ≤ 0, where g(f(x), y) = {f y (x) − f j (x), j = y}. The quantity min g(f(x), y) is the generalized functional margin, which reduces to yf (x) in the binary case with y ∈ {±1} (Liu and Shen 2006) . A natural way of generalizing the binary method in Section 2.1 is to replace the term yf (x) with min g(f(x), y) and solve the regularization problem
subject to
For example, problem (3) becomes a multicategory SVM when we use the hinge loss H 1 for (Crammer and Singer 2001; Liu and Shen 2006) . We note that our extension of the SVM from the binary case to the multicategory case is not unique; some other extensions include those of Vapnik (1998) , Weston and Watkins (1999) , Bredensteiner and Bennett (1999) , and Lee, Lin, and Wahba (2004) . Because the formulation in (3) has the margin interpretation and is closely connected with misclassification and the 0-1 loss, we use it to introduce the RSVM. In principle, the truncation operation can be applied to other multicategory SVMs as well. Note that the hinge loss H 1 (u) = (1 − u) + grows linearly when u decreases with u ≤ 1. This implies that a point with large 1 − min g(f(x), y) results in large H 1 and, consequently, greatly influences the final solution. Such points are typically far away from their own classes and tend to deteriorate the SVM performance. We propose to reduce their influence by truncating the hinge loss. In particular, we consider the truncated hinge loss function The literature contains some previous studies on special cases of T s (u) . Liu, Shen, and Doss (2005) and Liu and Shen (2006) studied the use of ψ loss, which is essentially the same as T 0 (u). Collobert, Sinz, Weston, and Bottou (2006) explored some advantage of T s (u) for the binary SVM. Our proposed methodology is more general and covers both binary and multicategory problems.
Theoretical Properties
In this section we study Fisher consistency of a class of truncated margin-based losses for both binary and multicategory problems. For a binary classification problem with y ∈ {±1} in Section 2.1, write p(x) = P (Y = +1|x). Then Fisher consistency requires that the minimizer of E [ (Yf (X) )|X = x] has the same sign as p(x) − 1/2 (Lin 2004 ). Fisher consistency, also known as classification-calibration (Bartlett, Jordan, and McAuliffe 2006) , is a desirable property for a loss function. For the binary SVM, Lin (2002) showed that the minimizer of E[H 1 (Yf (X)|X = x] is sign(p(x) − 1/2). As a result, the hinge loss is Fisher-consistent for binary classification. Moreover, we note that the SVM estimates only the classification boundary {x : p(x) = 1/2} without estimating p(x) itself. The following proposition establishes Fisher consistency of a class of truncated losses for the binary case.
Proposition 1. Assume that a loss function (·) is nonincreasing and that
(s)) as the corresponding truncated loss of (·).
Proposition 1 is applicable to many commonly used losses, including the exponential loss (u) = e −u , the logistic loss (u) = log(1 + e −u ), and the hinge loss (u) = H 1 (u). Our focus here is the truncated hinge loss T s . Although any T s with s ≤ 0 is Fisher-consistent, different s's in the RSVM may give different performance. A small s, close to −∞, may not perform sufficient truncation to remove the effects of outliers. A large s, close to 0, may not work well either, because its penalty on wrongly classified points near the boundary may be too small to be distinguished from correctly classified points near the boundary. Our numerical experience shows that s = 0 used in ψ-learning is indeed suboptimal. We suggest s = −1 for binary problems, our numerical results show that this choice indeed works well.
For multicategory problems with k > 2, the issue of Fisher consistency becomes more complex. Consider y ∈ {1, . . . , k} as in Section 2.2 and let p j (x) = P (Y = j |x). In this context, Fisher consistency requires that arg max j f * j = arg max j p j , where Zhang (2004) and Tewari and Bartlett (2005) pointed out the Fisher inconsistency of H 1 (min g(f(x), y)). Our next proposition shows that a general loss (min g(f(x), y)) may not be always Fisher-consistent.
Proposition 2. Assume that a loss function (·) is nonincreasing and that
, it has the following properties:
Proposition 2 suggests that (min g(f(x), y)) is Fisher-consistent when max j p j > 1/2, that is, when there is a dominating class. Except for the Bayes decision boundary, this condition always holds for a binary problem. For a problem with k > 2, however, existence of a dominating class may not be guaranteed. If max j p j (x) ≤ 1/2 for a given x, then f * (x) = 0 can be a minimizer, and the argmax of f * (x) cannot be uniquely determined. Interestingly, truncating (min g(f(x), y) ) can make it Fisher-consistent even in the situation of no dominating class, as shown in Theorem 1.
Theorem 1. Assume that a loss function (·) is nonincreasing and that (0) < 0 exists. Let T s (·) = min( (·), (s))
with s ≤ 0. Then a sufficient condition for the loss T s (min g(f(x), y)) with k > 2 to be Fisher-consistent is that the truncation location s satisfies that sup {u:u≥−s≥0} ( (0) 
We note that the truncation value s given in Theorem 1 depends on the class number k. For (u) = H 1 (u), e −u , and log(1 + e −u ), Fisher consistency for T s (min g(f(x), y)) can be guaranteed for
. Clearly, the larger that k is, the more truncation is needed to ensure Fisher consistency. In the binary case, Fisher consistency of T s can be established for all s ≤ 0, as shown in Proposition 2. As k → ∞, the only choice of s that can guarantee Fisher consistency of T s (min g(f(x), y)) is 0 for these three losses. This is due to the fact that the difficulty of no dominating class becomes more severe as k increases. For implementation of our RSVM, we recommend choosing s = − 1 k−1 . Our numerical results confirm the advantage of this choice.
ALGORITHMS
Truncating the hinge loss produces a nonconvex loss, and as a result, the optimization problem in (3) with = T s involves nonconvex minimization. Note that the truncated hinge loss function can be decomposed as the difference of two convex functions, H 1 and H s . Using this property, we propose to apply the d.c. algorithm (An and Tao 1997; Liu et al. 2005) to solve the nonconvex optimization problem of the RSVM. The d.c. algorithm solves the nonconvex minimization problem by minimizing a sequence of convex subproblems as in Algorithm 1.
until convergence of t .
Fan and Li (2001) have proposed local quadratic approximation (LQA) to handle some nonconvex penalized likelihood problems by locally approximating the nonconvex penalty function by a quadratic function iteratively. Hunter and Li (2005) showed that the LQA is a special case of the minorizemaximize or majorize-minimize (MM) algorithm and studied its convergence property. For our d.c. algorithm, because we replace H s by its affine minorization at each iteration, the algorithm is also an instance of the MM algorithm. Note that the objective function in (3) is lower-bounded by 0. Thus, by its descent property, the d.c. algorithm converges to an -local minimizer in finite steps (An and Tao 1997; Liu et al. 2005) . As shown in Sections 3.1 and 3.2, the d.c. algorithm also has a nice SV interpretation.
We derive the d.c. algorithm for linear learning in Section 3.1, and then generalize it to the case of nonlinear learning through kernel mapping in Section 3.2. We discuss implementation of the RSVM with the adaptive L 1 penalty in Section 3.3.
Linear Learning
where the constraints are adopted to avoid any nonidentifiability issues in the solution. Denote as (W , b) . Applying the fact that T s = H 1 − H s , the objective function in (4) can be decomposed as
where
( ) denote the convex and concave parts.
It can be shown that the convex dual problem at the (t + 1)th iteration, given the solution f t at the tth iteration, is
: j = y i ) and 0 otherwise. This dual problem is a quadratic programming (QP) problem similar to that of the standard SVM and can be solved by many optimization programs. Once its solution is obtained, the coefficients w j 's can be recovered as
More details of the derivation are provided in the Appendix. It is interesting to note that the representation of w j 's given in (8) automatically satisfies 
Nonlinear Learning
For nonlinear learning, each decision function f j (x) is represented by h j (x) + b j with h j (x) ∈ H K , where H K is a reproducing kernel Hilbert space (RKHS). Here the kernel K(·, ·) is a positive definite function mapping from S × S to . Due to the representer theorem of Kimeldorf and Wahba (1971) (also see Wahba 1999), the nonlinear problem can be reduced to finding finite-dimensional coefficients v ij , and h j (x) can be represented as
. . , v k ), and K to be an n × n matrix whose (i 1 , i 2 ) entry is K(x i 1 , x i 2 ). Let K i be the ith column of K, and denote the standard basis of the n-dimensional space by e i = (0, 0, . . . , 1, . . . , 0) T , with 1 for its ith component and 0 for other components. A similar derivation as in the linear case leads to the following dual problem for nonlinear learning:
subject to constraints (5)- (7), where the β ij 's are defined similarly as in the linear case. After solving the foregoing QP prob-lem, we can recover the coefficients v j 's as
The intercepts b m 's can be solved using LP as in linear learning.
Variable Selection by the L 1 Penalty
Variable selection is an important aspect in the model building process. To perform variable selection, Zhu, Rosset, Hastie, and Tibshirani (2003) investigated the SVM using the L 1 penalty. Fan and Li (2001) and Fan and Peng (2004) proposed the SCAD penalty for variable selection and studied its oracle property. Zhang, Ahn, Lin, and Park (2006) applied the SCAD penalty for the SVM. Other penalites for variable selection have been given by Yuan and Lin (2006) and Zhang (2006) . Fan and Li (2006) have provided a comprehensive review of variable selection techniques and their applications.
The L 1 penalty uses the same weights for different variables in the penalty term, which may be too restrictive. Intuitively, different variables should be penalized differently according to their relative importance. A natural solution is to apply a weighted L 1 penalty. Zou (2006) proposed the adaptive L 1 penalty for variable selection and showed its oracle property for regression problems. In this section we discuss the use of the adaptive L 1 penalty in the RSVM for simultaneous classification and variable selection. In particular, we first use the L 2 penalty to derive the weights for the weighted L 1 penalty and then solve the RSVM with the new penalty. Our numerical examples indicate that the weights work well, even for the high-dimensional, low-sample size problems.
Replacing the L 2 penalty with the weighted L 1 penalty at each step of the d.c. algorithm, the objective function in (4) becomes
where δ mj is the weight for coefficient w mj . We suggest using 1/|w * mj | as the weight δ mj , where w * mj is the solution of (4) using the L 2 penalty.
To solve (9), we introduce slack variable ξ i 's for the hinge loss term and obtain the following LP problem:
SIMULATIONS
In this section we investigate the performance of the proposed RSVM. Throughout our simulations, we set the sample sizes of training, tuning, and testing data as 100, 1,000, and 10,000. We generated the tuning and testing data in the same manner as the training data. Tuning sets are used to choose the regularization parameter C through a grid search, and testing errors, evaluated on independent testing data, are used to measure the accuracy of various classifiers.
Linear Learning Examples
We generated simulated datasets in the following manner. First, generate (x 1 , x 2 ) uniformly on the unit disc {(x 1 , x 2 ) : x 2 1 + x 2 2 ≤ 1}. Let ϑ denote the radian phase angle measured counterclockwise from the ray from (0, 0) to (1, 0) to another ray from (0, 0) to (x 1 , x 2 ). For a k-class example, the class label y is assigned to be kϑ 2π + 1, where · is the integer part function. Second, contaminate the data by randomly selecting perc (= 10% or 20%) instances and changing their label indices to one of the remaining k − 1 classes with equal probabilities. For the case with p > 2, the remaining input x j 's (2 < j ≤ p) are generated independently from uniform[−1, 1] as noise variables.
We have examined the performance of SVMs with three different loss functions (the hinge loss H 1 and the truncated hinge losses T 0 and T −1/(k−1) ) as well as three penalties (L 2 , L 1 , and adaptive L 1 ). We investigate cases with 2, 3, and 4 classes and dimensions of input variables of 2, 12, and 22. Some results of various SVMs averaging over 100 repetitions are reported in Figures 2-4 for 10% contamination. Among these three loss functions, it is very clear from these figures that truncated losses work much better than the original hinge loss using fewer SVs. This confirms our claim that truncation can help robustify the unbounded hinge loss and deliver more accurate classifiers. As to the choice of s, our suggestion is to use −1/(k − 1). Our empirical results indeed show that the RSVM with s = −1/(k − 1) performs better than the RSVMs with other choices of s.
Because only the first one (k = 2) or two (k > 2) input variables are relevant to classification, the remaining ones are noise. When p > 2, shrinkage on the coefficients can help remove some noise variables from the classifier. From Figures 2 and 3 , we can conclude that methods using the L 1 and adaptive L 1 penalties give much smaller testing errors than the methods using the L 2 penalty. Between the L 1 and adaptive L 1 penalties, the adaptive procedure helps remove more noise variables and consequently works better than the original L 1 -penalized methods. All methods keep the important variables in the resulting classifiers in all replications.
In terms of SVs, the average numbers of SVs corresponding to the RSVM are much smaller than those of the SVM. As discussed earlier, outliers in the training data are typically used as SVs for the standard SVM. The proposed truncated procedures tend to remove some of these points from the set of SVs and consequently have smaller sets. For a graphical visualization, Figure 2 . Boxplots of the testing errors for the linear example in Section 4.1 with perc = 10%, p = 2, 22, and k = 3, 4 using nine methods (three penalties L 2 , L 1 , and adaptive L 1 ; and three losses H 1 , T 0 , and T −1/(k−1) ). these Figure 5 illustrates the SVs of several losses for one typical training data set with 20% contamination. Figure 5 (a) shows that there are outliers in the training data generated by random contamination. Such outliers do not provide useful information for classification. The SVM, as shown in 5(b), includes all outliers in its set of SVs. The RSVM, in contrast, eliminates most outliers from the SV sets and produces more robust classifiers.
Nonlinear Learning Examples
Three-class nonlinear examples with p = 2 are generated in a similar way as in the linear examples in Section 4.1. First, generate (x 1 , x 2 ) uniformly over the unit disc {(x 1 , x 2 ) : x 2 1 + x 2 2 ≤ 1}. Define ϑ to be the radian phase angle as in the linear case. For a three-class example, the class label y is assigned as: y = 1 if To achieve nonlinear learning, we apply the Gaussian kernel K(x 1 , x 2 ) = exp(− x 1 , x 2 /(2σ 2 )). Consequently, two parameters must be selected. The first parameter C is chosen using a grid search as in linear learning. The second parameter σ for the kernel is tuned among the first quartile, the median, and the third quartile of the between-class pairwise Euclidean distances of training inputs (Brown et al. 2000) .
Results using different loss functions and different contamination percentages averaging over 100 repetitions are reported in Table 1 . Similar to the linear examples, RSVMs give smaller testing errors while using fewer SVs than the standard SVM. To visualize decision boundaries and SVs of the original SVM and RSVMs, we choose one typical training sample and plot the results in Figure 6 . Figure 6 (a) shows the observations as well as the Bayes boundary. In the remaining three plot, boundaries using nonlinear learning with different loss functions H 1 , T 0 , and T −0.5 are plotted, with their corresponding SVs displayed in the plots. From the plots, we can see that the RSVMs use many fewer SVs and at the same time yield more accurate classification boundaries than the standard SVM.
REAL DATA
In this section we investigate the performance of the RSVM on the real dataset Liver-disorder from UCI Machine Learning Repository. This dataset has a total of 345 observations with two classes and six input variables. (See the UCI Machine Learning Repository webpage, at http://www.ics.uci.edu/∼ mlearn/MLRepository.html, for more information on this dataset.) Before applying the methods, we standardize each input variable with mean 0 and standard deviation 1 and randomly split the dataset into training, tuning, and testing sets, each of size 115. We apply the SVM and RSVMs with s = 0 and −1 and with the L 2 , L 1 , and adaptive L 1 penalties. To further study robustness of the truncated hinge loss for both the training and tuning sets, we contaminate the class output by randomly choosing perc of their observations and changing the class output to the other class. We choose different contamination percentages, perc = 0%, 5%, and 10%. This allows us to examine the robustness of the truncated hinge loss to outliers. Results over 10 repetitions are reported in Table 2 . From the table, we can conclude that the RSVM with s = −1 works the best among the three methods. In terms of SVs, RSVMs have much fewer SVs compared with the SVM. The RSVM with s = 0 has more truncation and consequently fewer SVs than that of s = −1. Overall, contamination does not affect the testing errors of RSVMs as strongly as it does those of the SVM. This confirms our claim that the RSVM is more robust to outliers.
DISCUSSION
In this article we have proposed a new supervised learning method, the RSVM, which uses the truncated hinge loss and delivers more robust classifiers than the standard SVM. Our algorithm and numerical results show that the RSVM has the interpretation of SVs and tends to use a smaller, yet more stable set of SVs than that of the SVM. Our theoretical results indicate that truncation of a general class of loss functions can help make the corresponding classifiers, including RSVM, Fisherconsistent even in the absence of a dominating class for multicategory problems.
Although our focus in this article is on the SVM, the operation of truncation also can be applied to many other learning methods, as indicated by our theoretical studies. In fact, any classification methods with unbounded loss functions may suffer from the existence of extreme outliers. Truncating the original unbounded loss helps decrease the impact of outliers and consequently may deliver more robust classifiers. In future research we will explore the effect of truncation on some other loss functions, such as exponential loss and logistic loss.
APPENDIX: PROOFS AND DERIVATION OF THE DUAL PROBLEM IN SECTION 3.2
Proof of Proposition 1 
Because T s is a nonincreasing function and (0) < 0, the minimizer f * must satisfy that f * (x) ≥ 0 if p(x) > 1/2 and f * (x) ≤ 0 otherwise. Thus, it is sufficient to show that f = 0 is not a minimizer. Without loss of generality, assume that p(x) > 1/2. We consider two cases, s = 0 and s < 0. For
is less than 0, because (0) < 0. Thus f (x) = 0 is not a minimizer. We can then conclude that f * (x) has the same sign as p(x) − 1/2.
Proof of Proposition 2
Note that E[ (min g(f(X), Y ))] can be written as
For any given X = x, assume that j p = arg max j p j (x) is unique and let g j = min g(f(x), j ); j = 1, . . . , k. > 0. Clearly, f = 0 gives the smallest objective value among solutions with g j p = 0. Thus it is sufficient to show that f = 0 is not a minimizer. Toward this end, consider a solution f a , whose elements are −a except for the j p th element being (k − 1)a for some a ≥ 0. Then E [E( (min g(f(x), Y ) (.0395) 88.10 (10.20) .3243 (.0369) .3200 (.0289) T 0 .3365 (.0362) 34.20 (9.89) .3270 (.0394) .3287 (.0375) 0% T −1 .3278 (.0310) 50.30 (17.51) .3243 (.0299) .3200 (.0242) H 1 .3809 (.0809) 92.20 (8.55) .3678 (.0754) .3574 (.0647) T 0 .3565 (.0758) 31.70 (19.94) .3557 (.0825) .3539 (.0782) 5% T −1 .3391 (.0869) 42.00 (28.36) .3391 (.0706) .3409 (.0893) H 1 .3791 (.0754) 93.90 (8.65) .3757 (.0759) .3835 (.0772) T 0 .3583 (.0694) 33.70 (15.74) .3617 (.0650) .3635 (.0671) 10% T −1 .3583 (.0882) 48.20 (3.11) .3461 (.0845) .3522 (.0953) 
For any given a > 0 and A > 0, we can always find a small > 0 to satisfy (A.1). The desired result then follows. 
