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修士論文要旨
感情表現のオントロジーに基づいた人の共感誘引モデルの構築
Building empathy inducing model between robot and human based on the affect 
expressing ontology
桶原　　葵（Aoi Okehara）　　指導 : 松居　辰則
１．背景
　近年、ロボット技術の進展は著しく、様々な場面で私た
ちの日常の中に位置づけられるものと考えられる。その時
に、人-ロボット間でよどみのない意思疎通を実現すること
は重要な課題になる。人とロボットとのスムーズなインタ
ラクションを実現するためには、人同士がとるインタラク
ション戦略を明らかにすることが重要である。なぜなら、多
くの人の主なインタラクション対象が人であるため、人同
士のインタラクション戦略が人に与える負荷が最も低いと
考えられるためである。
　インタラクションにおける他者の心情や考えを汲み取る
はたらきをもつとされる“共感”は、人が様々な状況に対
して適応する際に重要であると考えられている。そこで、本
研究では共感を“心理的状態の情緒的側面の共有に気づく
こと”と定義した上で、人の共感を促進する動作表現をロ
ボットに適用し、人からロボットに対する共感を引き出す
ことを目指した。
２．第一部：共感生起プロセスのモデル化
 
　本研究では、図１のような人-ロボット間における共感生
起のプロセスを想定した。図１は怒りの心的状態を例とし
て共感がどのように生起するかを示している。まず、1.怒
らせる（特定の情動）を喚起する刺激を人とロボットが一
緒に視聴し、怒り（特定の情動）状態になる。次に、2.人
がロボットの動作表現を見て、ロボットが怒っている（特
定の情動）ことを認識する。そして、最後に人が3.ロボッ
トと怒り（特定の情動）状態を共有していることを認識し、
ロボットに対する人の共感が生起する。本研究の第二部で
は、以上のプロセスを促進するロボットの動作表現につい
て検討した。
３．第二部： ロボットに行わせる動作表現の特定およびモ
デルの検証
　第一部で作成したモデルにおいてロボットに行わせる動
作表現の特定とモデルの検証を行った。まず、ロボットに
行わせる動作表現の特定を行った。人は人同士の表現方法
に慣れ親しんでいると考えられることから、ロボットに行
わせる動作表現は人の動作表現とその組み合わせを用いる
ことが最適であるとの仮説を立てた。そして、人同士のイ
ンタラクションから共感の生起しやすい心的状態と心的状
態の推測されやすい動作表現を抽出した。結果として、共
感の生起しやすい心的状態として嫌悪情動が抽出され、嫌
悪状態の推測されやすい動作表現として20動作表現が抽出
された。次に、抽出された動作表現とその組み合わせをロ
ボットに対して適用し、適用した動作表現とその組み合わ
せからロボットの嫌悪状態動作表現として適切な動作表現
を抽出する印象評価実験を行った。結果として、嫌悪を表
現する７種類の動作表現を抽出した。最後に、得られた７
動作表現を基にモデルの検証を行った。
　モデル検証実験の結果より、限られた数量の動作表現を
用いて人から共感を引き出すことが可能であることが示さ
れた。そして、嫌悪状態において共感を生起しやすい動作
表現を２種類特定することができた。また、主観的共感の
程度とロボットの存在と動作表現が被験者自身の映像に対
する印象の評価に与えた影響の程度の間に強い正の相関、
主観的共感の程度と親近感の程度の間に非常に強い正の相
関があることが明らかになった。これは、ロボットに適切
な動作表現を適切な場面に行わせない場合、ロボットに対
する人の親近感が低下する可能性を示唆しており、適切な
動作表現を適切な場面で行わせることの重要性を示してい
る。そして、適切に共感を引き起こすような動作表現を適
切な場面でロボットに行わせることにより、人のロボット
に対する親近感を高めることが可能であることを示唆して
いる。以上の結果より、嫌悪状態におけるモデルの妥当性
が示された。
　今後の課題は他の心的状態について検討することであ
る。 
図１　共感生起プロセスのモデル
