Introduction and formulation of the results
The infinitesimal moments (drift and diffusion coefficients) first were considered for Markov diffusion processes.
These infinitesimal moments are coefficients of Kolmogorov backward and foreward equations and ltd equations as well. The Kolmogorov equations hold and have the unique solutions under well known very strong assumptions. In [1] it is even written that the unique known interesting process for which all these assumptions are satisfied is a Wiener process.
For non-Markovian quasi-diffusion processes these equations were considered for example in [2] , [3] .
In the present paper we consider the problem of determining the distributions of a stochastic process assuming the knowledge of infinitesimal moments.
The method is based on some rather weak assumptions (concerning only the moments).
We consider a stochastic process: X = {X t ,OstsT Q } with E(X t )=0, E(x£)<®. 
The aim of this paper is to prove the following theorems. 
Theorem 1. Let for every n, t , i=n-l,n the conditions

Proofs of the theorems
Proof of Theorem 1. The proof will consist of 3 steps:
Step 1. Differential equations for m^n and their solutions,
Step 2. Differential equations for m£ n 'and their solutions,
Step 3. Final inference from Lemma 4 that X is a Gaussian process.
Step Step 2. Taking into account Lemmas 2 and 7, denotations (8), we have
In virtue of the assumptions of the theorem there exists the right hand side limit of the right side of (13) as A-»0.
Then, there, there exists the right hand side limit of the left side of (13) as A-»0. By Lemmas 3 and 7 we get
The solution of (14) has the following form t. At the end we can verify that the integral I 2 is finite. 
1+5 ln
In virtue of (7) the left side of (19) does not depend on Therefore, the right side of (19) does not depend on 
