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1. Introduction
C∗-algebras are self-adjoint operator algebras on Hilbert spaces which are closed in the norm topology. Their study
begun in the work of Gelfand and Naimark who showed that such algebras can be characterized as involutive Banach
algebras satisfying an algebraic relation connecting the norm and the involution.
A concrete realization of a C∗-algebra as an algebra of operators on a Hilbert space is regarded as a representation of the
algebra. Thus the study of C∗-algebra consists of two parts: one is concerned with the intrinsic structure of algebras and the
other deals with the representations of a C∗-algebra. These two parts are closed related and indeed the algebraic structure
of a C∗-algebra was studied through various representations of the algebra.
By a representation (π,H ) of a C∗-algebra U on a Hilbert space H , we mean a ∗-homomorphism π from U
into B(H ). If, in addition, π is one to one (hence a ∗-isomorphism), then we say π is a faithful representation. The
Gelfand–Naimark theorem states that each C∗-algebra has a faithful representation on some Hilbert space. Suppose that
U is a C∗-algebra and that π and σ are two representations of U acting on Hilbert spaces H and K respectively. We
say π and σ are (unitarily) equivalent if there is a unitary operator U from K into H such that π(A) = Uσ(A)U ∗ for
all A in U . If ρ is a state of a C∗-algebra U , then the representation πρ obtained from ρ by means of the Gelfand–
Naimark–Segal construction (or GNS construction) is irreducible if and only if ρ is a pure state. For the basic theory of
C∗-algebras and von Neumann algebras, we refer to [1] and [2].
Wai-Mei Ching constructed the free product of von Neumann algebras with cyclic and separating trace vectors in [3].
The reduced free product of C∗-algebras with respect to given states was introduced independently by Voiculescu [4] and
Avitzour [5]. It is the appropriate construction associated to Voiculescu’s free probability theory [6]. The motivating example
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solved several longstanding questions in ﬁnite von Neumann algebras [7–9].
While there are many literatures studying the structure of reduced free product of C∗-algebras, little is known about the
representations of free product of C∗-algebras and von Neumann algebras. It is very interesting to consider the representa-
tions of the reduced free product of operator algebras. In this paper, we will consider the representations of M2(C)∗M2(C),
the free product of M2(C) with M2(C).
In Section 2, we consider the representations of M2(C). We ﬁrst characterize a representation of M2(C) into a C∗-
algebra U . We show that any two representations of M2(C) on same Hilbert space H are unitarily equivalent. We also
give an explicit expression of a representation of M2(C) into Mn(C) when n is an even and positive integer. In Section 3, we
consider the representations of M2(C)∗M2(C) into M2k(C) (k ∈ N). A necessary and suﬃcient condition for the equivalence
of two representations of M2(C) into M2k(C) (k ∈ N) is given. In the end of this section, we give a characterization of the
irreducible representations of M2(C) ∗ M2(C) into M2k(C) (k ∈ N).
Throughout this paper, we identify B(H ) with Mn(C) when H is a Hilbert space with ﬁnite dimension n.
2. Representations of M2(C)
In this section, we consider the representations of M2(C). Firstly, we give some necessary and suﬃcient conditions for
the existence of a unit preserving ∗-homomorphism from M2(C) into a unital C∗-algebra.
Theorem 2.1. SupposeU is a unital C∗-algebra and T ∈U . Then the following conditions are equivalent:
(1) There is a unit preserving ∗-homomorphism π : M2(C) →U such that
π
((
0 1
0 0
))
= T .
(2) T ∗T = (T ∗T )2 and T ∗T + T T ∗ = I.
(3) T 2 = 0 and T ∗T + T T ∗ = I.
Proof. (1) ⇒ (2). If there is a unit preserving ∗-homomorphism π : M2(C) →U such that
π
((
0 1
0 0
))
= T ,
then
π
((
0 1
0 0
)∗)
= π
((
0 0
1 0
))
= T ∗.
Since π is a ∗-homomorphism, we have
T ∗T = π
((
0 0
1 0
))
π
((
0 1
0 0
))
= π
((
0 0
0 1
))
=
[
π
((
0 0
0 1
))]2
= (T ∗T )2
and
T ∗T + T T ∗ = π
((
0 0
0 1
))
+ π
((
1 0
0 0
))
= I.
(2) ⇒ (3). We only need to show that T 2 = 0. Since T ∗T + T T ∗ = I, we have T ∗(T ∗T + T T ∗)T = T ∗T , i.e., (T ∗)2T 2 +
(T ∗T )2 = T ∗T . By assumption we have T ∗T = (T ∗T )2. Therefore (T ∗)2T 2 = 0. Since U is a C∗-algebra, we have ‖T 2‖ = 0
and T 2 = 0.
(3) ⇒ (1). Deﬁne a map π : M2(C) →U by
π
((
a b
c d
))
= aT T ∗ + bT + cT ∗ + dT ∗T
for each
( a b
c d
)
in M2(C). Then it is easy to check that π is a unit preserving ∗-homomorphism and satisﬁes
π
((
0 1
0 0
))
= T . 
It follows from Theorem 2.1 that every ∗-homomorphism π from M2(C) into an arbitrary C∗-algebra U is of the
following form:
π
((
a b
c d
))
= aT T ∗ + bT + cT ∗ + dT ∗T ,
X.J. Ma et al. / J. Math. Anal. Appl. 362 (2010) 107–113 109for some T in U . Thus every representation of M2(C) into B(H ) is completely determined by an operator T in B(H )
with special properties.
Theorem 2.2. SupposeH is a Hilbert space and V ∈B(H ). Then the following conditions are equivalent:
(1) V 2 = 0 and V ∗V + V V ∗ = I.
(2) There exists an orthonormal basis {ei: i ∈ I} ∪ { f i: i ∈ I} of H such that V ei = f i and V fi = 0 for all i ∈ I, where I is an index set.
Proof. If V ∈B(H ) satisfying V 2 = 0 and V ∗V + V V ∗ = 1, then V ∗V and V V ∗ are projections. Thus V and V ∗ are partial
isometries and they satisfying V ∗V V ∗ = V ∗ and V V ∗V = V . Let {ei: i ∈ I} be an orthonormal basis of (ker(V ))⊥ . For each
i ∈ I, let V ei = f i . Then
V fi = V (V ei) = V 2ei = 0.
It is easy to see that for every i and j in I,
( f i, f j) = (V ei, V e j) =
(
V ∗V ei, e j
)= (ei, e j).
Thus { f i: i ∈ I} is an orthogonal set. Since V 2 = 0, we have ker(V ) = ran(V ) and the restriction of V to (ker(V ))⊥ is a
surjective isometry. Thus { f i: i ∈ I} is an orthonormal basis of ker(V ). Therefore {ei: i ∈ I} ∪ { f i: i ∈ I} is an orthonormal
basis of H . Conversely, suppose {ei: i ∈ I} ∪ { f i: i ∈ I} is an orthonormal basis of H satisfying that for each i in I,
V ei = f i, V fi = 0. For any h ∈H , we have h =∑i∈I αiei +∑ j∈I βi f i . It follows that V 2h = 0 and (V ∗V + V V ∗)h = h. Thus
V 2 = 0 and V ∗V + V V ∗ = 1. 
Corollary 2.3. If H is a Hilbert space and dimH (< ∞) is an odd number, then there is no v ∈ B(H ) satisfying condition (1) of
Theorem 2.2. Thus there exists no unit preserving ∗-homomorphism from M2(C) intoB(H ).
Proof. Suppose dimH = 2n + 1 (n ∈ N). If there is a V ∈ B(H ) satisfying v2 = 0 and v∗v + vv∗ = 1, then there is
an orthonormal basis {ei: i ∈ I} ∪ { f i: i ∈ I} of H such that for all i ∈ I, V ei = f i , V fi = 0, by Theorem 2.2. Thus
Card{ei: i ∈ I} = Card{ f i: i ∈ I} and dimH = 2Card{ei: i ∈ I}. This is a contradiction. Thus there does not exist V ∈B(H )
satisfying (1) of Theorem 2.2. It follows from Theorem 2.1 that there is no unit preserving ∗-homomorphism from M2(C)
into B(H ). 
It follows from Corollary 2.3 that when n ∈ N is an odd number, there is no unit preserving ∗-homomorphism from
M2(C) into Mn(C).
Corollary 2.4. Suppose H is a Hilbert space. If V ,W ∈ B(H ) satisfying V 2 = 0, V ∗V + V V ∗ = I , W 2 = 0 and W ∗W +
WW ∗ = I , then there is a unitary operator U in B(H ) such that W = UV U∗.
Proof. It follows from Theorem 2.2 that there are two orthonormal bases {ei: i ∈ I} ∪ { f i: i ∈ I} and {e′j: j ∈ J} ∪ { f ′j: j ∈ J}
of H such that for each i in I, V ei = f i, V fi = 0 and for every j in J, We′j = f ′j, W f ′j = 0. It follows that Card(I) = Card(J).
Let U :H →H be a linear operator such that Uei = e′i , U fi = f ′i . It is easy to check that U∗U = UU∗ = I on H . Thus U
is a unitary operator on H satisfying for each i in I, We′i = W (Uei) = f ′i = U (V ei). From this we have WUei = UV ei and
U∗WUei = V ei . Similarly we have U∗WU fi = 0= V fi . Thus W = UV U∗ . 
Corollary 2.5. If π and ρ are unit preserving ∗-homomorphism of M2(C) into B(H ), then there is a unitary operator U ∈B(H )
such that π(A) = Uρ(A)U∗ for all A ∈ M2(C).
Proof. It follows from Theorem 2.1 that there exist V ,W ∈B(H ) such that V 2 = 0, V ∗V + V V ∗ = I and W 2 = 0, W ∗W +
WW ∗ = I . Also we have π(( 0 1
0 0
))= V , ρ(( 0 1
0 0
))= W . Then by Corollary 2.4, there is a unitary operator U ∈ B(H ) such
that V = UWU∗. For any A = ( a b
c d
) ∈ M2(C), we have
π(A) = π
((
a b
c d
))
= aV V ∗ + bV + cV ∗ + dV ∗V ,
and
ρ(A) = ρ
((
a b
c d
))
= aWW ∗ + bW + cW ∗ + dW ∗W .
It is easy to verify that π(A) = Uρ(A)U∗. 
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tations of a C∗-algebra U acting on Hilbert spaces H and K respectively. If there is a unitary operator U : H → K
such that for each A in U , ρ(A) = Uπ(A)U∗ , then we say π and ρ are equivalent. We denote this by π  ρ. Corollary 2.5
shows that all unit preserving ∗-homomorphism of M2(C) into B(H ) are equivalent. Furthermore, we have the following
corollary.
Corollary 2.6. If π : M2(C) → Mn(C) is a unit preserving ∗-homomorphism (n = 2k, k ∈ N), then there is a unitary matrix U ∈
Mn(C) such that for all A ∈ M2(C),
π(A) = U
⎛
⎜⎜⎝
A
A
. . .
A
⎞
⎟⎟⎠U∗.
Proof. Observe that the map ρ : M2(C) → Mn(C) given by the formula ρ(A) = a⊗ Ik is a unit preserving ∗-homomorphism.
Then the conclusion follows from Corollary 2.5. 
It follows from Corollary 2.6 that there is no irreducible representation of M2(C) into Mn(C) when n is an even number
greater than 2. This is equivalent to the fact that if π : M2(C) →B(H ) is an irreducible representation, then dimH = 2.
Also it is not diﬃcult to show that every representation from M2(C) into M2(C) is irreducible.
3. Representations of M2(C) ∗M2(C)
In this section, we consider representations of M2(C) ∗ M2(C), the free product of M2(C) with M2(C).
Suppose U =B = M2(C). Denote by C =U ∗B and let ρ be a unit preserving ∗-homomorphism from C into M2k(C)
(k ∈ N). From the free product construction it follows that ρ is determined by π1 = ρ|U and π2 = ρ|B . We denote this by
an ordered pair (π1,π2). It follows from Corollary 2.6 that there are two unitaries U1 and U2 in M2k(C) such that unit
π1(A) = U∗1
⎛
⎜⎜⎝
A
A
. . .
A
⎞
⎟⎟⎠U1
for every A ∈U and
π2(A) = U∗2
⎛
⎜⎜⎝
A
A
. . .
A
⎞
⎟⎟⎠U2
for every A ∈B. Denote
Idk(A) =
⎛
⎜⎜⎝
A
A
. . .
A
⎞
⎟⎟⎠ .
For A ∈U , let ρ1(A) = U1ρ(A)U∗1 . Then ρ1 is equivalent to ρ and ρ1(A) = Idk(A) for A ∈U . Also we have
ρ1(B) = U1U∗2 Idk(B)U2U∗1 = W ∗Idk(A)W
for B ∈ B, where W = U2U∗1 . Thus ρ1 corresponds to ordered pair (Idk(•),W ∗Idk(•)W ). Indeed all representations from
C into M2k(C) corresponds to an ordered pair of form (Id
k(•),W ∗Idk(•)W ). Thus for two representation ρ and σ from C
into M2k(C), ρ  σ if and only if ρ1  σ1.
Denote by U2k the set of all 2k × 2k unitary matrices. U2k is a group with U−1 = U∗ for U ∈ U2k. Let H2k be the set of
all unitary matrix in U2k that commutes with Idk(A) for all A ∈ M2(C), i.e.,
H2k =
{
Idk(A): A ∈ M2(C)
}′ ∩ U2k.
Then H2k is a subgroup of U2k . For A ∈ M2(C), let
ρV (A) =
(
Idk(A), V ∗Idk(A)V
)
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ρW (A) =
(
Idk(A),W ∗Idk(A)W
)
.
Then we have the following results.
Theorem 3.1. ρV  ρW if and only if there exists a U ∈ H2k such that V U∗W ∗ ∈ H2k which in double cosets language is equivalent
to H2kV H2k = H2kW H2k.
Proof. ρV  ρW means that there is a unitary matrix U ∈ U2k such that ρV (A) = U∗ρW (A)U for all A ∈ U ∗ B. This is
equivalent to the fact that for arbitrary A and B in M2(C), Id
k(A) = U∗Idk(A)U and V ∗Idk(B)V = U∗W ∗Idk(B)WU . It is easy
to see that this is equivalent to the fact that U ∈ H2k and V U∗W ∗ ∈ {Idk(A): A ∈ M2(C)}′ ∩ U2k = H2k . If V U∗W ∗ ∈ H2k,
then there is a h ∈ H2k such that V U∗W ∗ = h and V U∗ = hW . Thus H2kV U∗ = H2kW and H2kV U∗H2k = H2kW H2k .
It follows that H2kV H2k = H2kW H2k . Conversely, if H2kV H2k = H2kW H2k , then there are h1,h2,h3,h4 ∈ H2k such that
h1V h2 = h3Wh4. Hence V h2 = h∗1h3Wh4 implies that V h2h∗4W ∗ = h∗1h3. Let U = h4h∗2. Then V U∗W ∗ ∈ H2k. 
Now we deﬁne a relation ’∼’ on group G = U2k . For V ,W ∈ U2k , we say V ∼ W if and only if there is a U ∈ H2k such
that WU−1V−1 ∈ H2k (which is equivalent to H2kUH2k = H2kV H2k). Hence ’∼’ is an equivalence relation on G . Denote by
Rep(C ,M2k(C)) the set of all representations from C = M2(C) ∗ M2(C) into M2k(C). It follows that the equivalence classes
in Rep(C ,M2k(C)) is in one to one correspondence with the equivalence classes in G = U2k (corresponds to relation ’∼’).
That is, there is a natural mapping
α : U2k/∼ → Rep
(
C ,M2k(C)
)
/
which is one to one and onto. We will consider under what conditions a representation π of U ∗ B into M2k(C) is
irreducible.
Lemma 3.2.U ∗B= C∗(U ∪B).
Proof. It is trivial that U and B are contained in the C∗-algebra generated by U ∪ B. Since U and B are contained
in U ∗ B, we have U ∪ B ⊆ U ∗ B. Thus C∗(U ∪ B) ⊆ U ∗ B. On the other hand, let iU : U → C∗(U ∪ B) and
iB : U → C∗(U ∪B) be the identity map from U and B into C∗(U ∪B) respectively. Note that iU and iB are unit
preserving ∗-homomorphisms. By the deﬁnition property of free products, there is a unique ∗-homomorphism ϕ :U ∗B→
C∗(U ∪B) such that ϕ|U = iU , ϕ|B = iB . Thus we have U ∗B⊂ C∗(A ∪ B). Therefore U ∗B = C∗(U ∪B). 
We ﬁrst consider a representation π = (π1,π2) of U ∗B into M4(C). Without loss of generality, we may assume that
π1(T ) =
(
a11 I2 a12 I2
a21 I2 a22 I2
)
for arbitrary T = ( a11 a12a21 a22
) ∈U , where I2 = ( 1 00 1
)
is the unit of U = M2(C). We also assume that
π2
((
0 1
0 0
))
=
(
A B
C D
)
for some A, B,C, D ∈ M2(C). We have the following characterization of π(U ∗B).
Lemma 3.3. π(U ∗B) = {( A1 A2
A3 A4
)
: A1, A2, A3, A4 ∈ C∗(A, B,C, D)
}
.
Proof. Let
B=
{(
A1 A2
A3 A4
)
: A1, A2, A3, A4 ∈ C∗(A, B,C, D)
}
.
Since C∗(A, B,C, D) is a unital C∗-algebra with unit I2, B contains
( a11 I2 a12 I2
a21 I2 a22 I2
)
and
( A B
C D
)
. Then π(U ∗ B) ⊆ B by
Lemma 3.2. Conversely, since I2 ∈ C∗(A, B,C, D), B contains
( I2 0
0 0
)
,
( 0 I2
0 0
)
,
( 0 0
I2 0
)
and
( 0 0
0 I2
)
. Since
π1
((
1 0
0 0
))
=
(
I2 0
0 0
)
,
( I2 0
0 0
) ∈ π(U ∗B). Since π2(( 0 10 0
))= ( A B
C D
)
and
(
I2 0
0 0
)(
A B
C D
)(
I2 0
0 0
)
=
(
A 0
0 0
)
,
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( A 0
0 0
) ∈ C∗(π1(M2(C)), π2(M2(C))) = π(U ∗B). Similarly, ( B 00 0
)
,
( C 0
0 0
)
and
( D 0
0 0
)
are contained in π(U ∗B). Let
F=
{
T ∈ M2(C):
(
T 0
0 0
)
∈ π(U ∗B)
}
.
Then F is a C∗-algebra. Since I2, A, B,C, D ∈ F, C∗(A, B,C, D) ⊆ F. Thus for arbitrary
( A1 A2
A3 A4
) ∈B, it follows from
(
A1 A2
A3 A4
)
=
(
A1 0
0 0
)
+
(
A2 0
0 0
)(
0 I2
0 0
)
+
(
0 0
I2 0
)(
A3 0
0 0
)
+
(
0 0
I2 0
)(
A4 0
0 0
)(
0 I2
0 0
)
,
that
( A1 A2
A3 A4
) ∈ π(U ∗B). Therefore B= π(U ∗B). 
Lemma 3.3 shows that π is an irreducible representation if and only if
C∗(A, B,C, D) = M2(C).
Since π1 and π2 are equivalent, there is a unitary matrix U ∈ M4(C) such that π2(T ) = Uπ1(T )U∗ for every T in M2(C). If
we denote by U = ( u11 u12u21 u22
)
where uij ∈ M2(C) (i, j = 1,2), then
π2
(
0 1
0 0
)
= U
(
0 I2
0 0
)
U∗ =
(
u11u∗12 u11u∗22
u21u∗12 u21u∗22
)
.
Thus π is irreducible if and only if C∗(u11u∗12,u11u∗22,u21u∗12,u21u∗22) = M2(C). Since subalgebras of M2(C) are CI2, D2
(the set of all diagonal matrices) and itself, this is also equivalent to the fact that C∗(u11u∗12,u11u∗22,u21u∗12,u21u∗22) is not
an abelian subalgebra of M2(C).
Theorem 3.4. Suppose A is a unital C∗-algebra with unit e and π : M2(C) → A is a unit preserving ∗-homomorphism. Let B =
[π(M2(C))]′ . Then there is an isomorphism ρ :A→ M2(B) such that for each
( a11 a12
a21 a22
)
in M2(C),
ρ
(
π
(
a11 a12
a21 a22
))
=
(
a11e a12e
a21e a22e
)
.
Proof. Let Eij be the 2× 2 matrix whose (i, j) position is 1 and all other positions are 0 for i, j = 1,2. For any x ∈U , let
b11 = π(E11)xπ(E11) + π(E21)xπ(E12),
b12 = π(E11)xπ(E21) + π(E21)xπ(E22),
b21 = π(E11)xπ(E11) + π(E22)xπ(E21),
b22 = π(E12)xπ(E21) + π(E22)xπ(E22).
Since for each A in M2(C), b11π(A) = π(A)b11, we have b11 ∈ B. Similarly we have b12,b21,b22 ∈ B. Note that x is a
combination of b11,b12,b21,b22,
x= b11π(E11) + b12π(E12) + b21π(E21) + b22π(E22).
Deﬁne a map ρ :A→ M2(B) by letting
ρ(x) =
(
b11 b12
b21 b22
)
∈ M2(B).
It is not diﬃcult to check that ρ is a ∗-homomorphism. For every ( b11 b12
b21 b22
) ∈ M2(B), there is an x ∈ A such that ρ(x) =( b11 b12
b21 b22
)
. Indeed we only need to take x= b11π(E11)+ b12π(E12)+ b21π(E21)+ b22π(E22). This shows that ρ is surjective.
Since
kerρ =
{
a ∈A: ρ(a) =
(
0 0
0 0
)}
=
{
a ∈B: ρ(a) =
(
0 0
0 0
)}
= {0},
ρ is injective. Therefore ρ is an isomorphism from A onto M2(B) such that
ρ
(
π
(
a11 a12
a21 a22
))
=
(
a11e a12e
a21e a22e
)
for every
( a11 a12) in M2(C). a21 a22
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Therefore its commutant is
ρ(U ∗B)′ = [C∗(ρ(U ) ∪ ρ(B))]′ = ρ(U )′ ∩ ρ(B)′.
Suppose π is a representation of U ∗ B into M2k(C) (k ∈ N) and π = (π1,π2). Let Ik be the unit of Mk(C). We can
assume (by equivalence relation) that π1
( a11 a12
a21 a22
) = ( a11 Ik a12 Ika21 Ik a22 Ik
)
. There is a unitary matrix U ∈ M2k(C) such that π2(A) =
Uπ1(A)U∗ for all A ∈ M2(C). Let U =
( u11 u12
u21 u22
)
where uij ∈ Mk(C) (i, j = 1,2.) There are four matrices A, B,C, D ∈ Mk(C)
such that
π2
(
0 1
0 0
)
=
(
u11 u12
u21 u22
)(
0 Ik
0 0
)(
u∗11 u∗12
u∗21 u∗22
)
=
(
A B
C D
)
.
Then
π(U ∗B) =
{(
A11 A12
A21 A22
)
: Aij ∈ C∗(A, B,C, D)
}
.
Thus we have the following theorem.
Theorem 3.5. π is an irreducible representation ofU ∗B into M2k(C) if and only if C∗(A, B,C, D) = Mk(C).
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