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A FUNCTIONAL EQUATION AND ITS APPLICATION TO THE
CHARACTERIZATION OF GAMMA DISTRIBUTIONS
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Dedicated to the 70th birthday of Professor Zolta´n Daro´czy
Abstract. The functional equation
f (x) g (y) = p (x + y) q
(
x
y
)
is investigated for almost all (x, y) ∈ R2+ and for the measurable functions f ,
g, p, q : R+ → R+. This equation is related to the Luka´cs characterization of
the gamma distribution.
1. Introduction
Let R be the set of real numbers and R+ be the set of positive real numbers.
The functional equation
f (x) g (y) = p (x+ y) q
(
x
y
)
, (x, y) ∈ R2+ (1)
with f, g, p, q : R+ → R, was investigated by J. A. Baker in [1] and by K. Lajko´
in [10], where the results of [2] and [3] were applied.
The purpose of this paper is to determine all measurable solutions f , g, p,
q : R+ → R+ of equation (1) satisfied almost everywhere. This result can be used
for a characterization of gamma distributions. Our proof is based on the following
theorem of A. Ja´rai (see [5], [6]):
Theorem 1 (Ja´rai). Let Z be a regular topological space, Zi (i = 1, 2, . . . , n) be
topological spaces and T be a first countable topological space. Let Y be an open
subset of Rk, Xi an open subset of Rri , (i = 1, 2, . . . , n) and D an open subset
of T × Y . Let furthermore T ′ ⊂ T be a dense subset, F : T ′ → Z, gi : D → Xi
and h : D × Z1 × . . .× Zn → Z. Suppose that the function fi is almost everywhere
defined on Xi (with respect to the ri-dimensional Lebesgue measure) with values in
Zi (i = 1, 2, . . . n) and the following conditions are satisfied:
(1) for all t ∈ T ′ and for almost all y ∈ Dt = {y ∈ Y : (t, y) ∈ D}
F (t) = h(t, y, f1(g1(t, y)), . . . , fn(gn(t, y))); (2)
(2) for each fixed y in Y , the function h is continuous in the other variables;
(3) fi is Lebesgue measurable on Xi (i = 1, 2, . . . , n);
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(4) gi and the partial derivative ∂gi∂y are continuous on D (i = 1, 2, . . . , n);
(5) for each t ∈ T there exist a y such that (t, y) ∈ D and the partial derivative
∂gi
∂y has the rank ri at (t, y) ∈ D (i = 1, 2, . . . , n).
Then there exists a unique continuous function F˜ such that F = F˜ almost ev-
erywhere on T , and if F is replaced by F˜ then equation (2) is satisfied almost
everywhere on D.
2. The measurable solution of (1) for a.e. (x, y) ∈ R2+
First we prove the following
Lemma 1. If the measurable functions f, g, p, q : R+ → R+ satisfy equation (1)
for almost all (x, y) ∈ R2+, then there exist unique continuous functions f˜ , g˜, p˜, q˜ :
R+ → R+ such that f˜ = f , g˜ = g, p˜ = p and q˜ = q almost everywhere, and if
f, g, p, q are replaced by f˜ , g˜, p˜, q˜ respectively, then (1) is satisfied everywhere on
R2+.
Proof. First, by the help of Ja´rai’s Theorem, we prove that there exist unique
continuous function p˜ which is almost everywhere equal to p on R+ and replacing
p by p˜, equation (1) is satisfied almost everywhere.
With the substitution t = x+ y we get from (1) the equation
p (t) =
f (t− y) g (y)
q
(
t
y − 1
) (3)
which is satisfied for almost all (t, y) ∈ D, where D = {(t, y) ∈ R2+ |y < t}. By
Fubini’s Theorem it follows that there exists T ′ ⊆ R+ of full measure such that for
all t ∈ T ′ equation (3) is satisfied for almost every y ∈ Dt = {y ∈ R+ |(t, y) ∈ D} =
(0, t).
Let us define the functions g1, g2, g3, h in the following way:
g1 (t, y) = t− y, g2 (t, y) = y,
g3 (t, y) =
t
y
− 1, h (t, y, z1, z2, z3) = z1z2
z3
,
and let us now apply Theorem 1 of Ja´rai to (3) with a suitable casting.
Hence the first assumption in Theorem 1 with respect to (3) holds. It is obvious
that the conditions (2)–(5) of Theorem 1 are satisfied. So we get from Theorem 1
that there exists unique continuous function p˜ which is almost everywhere equal to
p on R+ and f, g, p˜, q satisfy equation (1) almost everywhere, which is equivalent
to the equation
f (x) g (y) = p˜ (x+ y) q
(
x
y
)
(4)
for almost all (x, y) ∈ R2+.
By a similar argument we can prove the same for the function q. From equation
(4) with the substitution t = xy we get the equation
q (t) =
f (ty) g (y)
p˜ (y (t+ 1))
,
which with a suitable casting
g1 (t, y) = ty, g2 (t, y) = y,
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g3 (t, y) = y (t+ 1) , h (t, y, z1, z2, z3) =
z1z2
z3
,
by Fubini’s Theorem, and the fact that the assumptions of Theorem 1 are fulfilled
again, gives us that there exists unique continuous function q˜ which is almost ev-
erywhere equal to q on R+ and f, g, p˜, q˜ satisfy equation (1) almost everywhere,
i.e.
f (x) g (y) = p˜ (x+ y) q˜
(
x
y
)
(5)
for almost all (x, y) ∈ R2+.
There exist such x0 and y0 so that with the substitutions x = x0 and y = y0,
respectively, we get from equation (5) that
f (x) =
1
g (y0)
p˜ (x+ y0) q˜
(
x
y0
)
holds for almost all x ∈ R+, and
g (y) =
1
f (x0)
p˜ (x0 + y) q˜
(
x0
y
)
holds for almost all y ∈ R+. Since p˜, q˜ are continuous, therefore there exist unique
continuous functions f˜ and g˜, defined by the right-hand side of the last two equality,
which are almost everywhere equal to f and g on R+, respectively, and if we replace
f and g by f˜ and g˜, respectively, then the functional equation
f˜ (x) g˜ (y) = p˜ (x+ y) q˜
(
x
y
)
(6)
is satisfied almost everywhere on R2+.
Both side of (6) define continuous functions on R2+, which are equal to each
other on a dense subset of R2+, therefore we obtain that (6) is satisfied everywhere
on R2+.
Further f = f˜ , g = g˜, p = p˜, q = q˜ almost everywhere on their domains,
respectively. 
Hence, by the help of the measurable (continuous) solutions of equation (1)
satisfied everywhere, we can give the solutions of the almost everywhere satisfied
functional equation.
Theorem 2. Suppose that the measurable (continuous) functions f, g, p, q : R+ →
R+ satisfy functional equation (1) almost everywhere, then
f (x) = A exp [ax+ b lnx] a.e. x ∈ R+,
g (x) = B exp [ax+ (c− b) lnx] a.e. x ∈ R+,
p (x) = C exp [ax+ c lnx] a.e. x ∈ R+,
q (x) = D exp [b lnx− c ln (x+ 1)] a.e. x ∈ R+,
where a, b, c ∈ R and A,B,C,D ∈ R+ are arbitrary constants with AB = CD.
Proof. The measurable (continuous) solutions of equation (6) satisfied everywhere
(see [1] and [10]) and the previous lemma immediately gives our statement. 
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3. On characterization of gamma distributions
Let X be a gamma-distributed random variable with parameters λ and p, where
λ and p are fixed positive numbers.
It is known that its density function is
f (x) =
{
λp
Γ(p)x
p−1e−λx if x > 0
0 if x ≤ 0,
where
Γ (p) =
∫ ∞
0
up−1e−u du
is the gamma function.
The well-known Luka´cs characterization of gamma distributions is the following:
The independent random variables X and Y are gamma distributed (with the same
scale parameter) if and only if X + Y and XY are independent (see [9] and [11]).
We shall use the transformation
ψ : R2+ → R2+, ψ (x, y) =
(
x+ y,
x
y
)
. (7)
Let X,Y be absolutely continuous and independent random variables with range
in R+. Let us denote the densities by fX , fY respectively. Then, by the Transfor-
mation Theorem (see [4]), the random variable (U, V ) = ψ (X,Y ) is absolutely
continuous with density function g defined by
g (u, v) :=
u
(v + 1)2
fX
(
uv
v + 1
)
fY
(
u
v + 1
)
(8)
for almost all (u, v) ∈ R2+.
If U and V are independent with density functions fU , fV respectively, then
from (8) we get the functional equation
fU (u) fV (v) =
u
(v + 1)2
fX
(
uv
v + 1
)
fY
(
u
v + 1
)
a.e. (u, v) ∈ R2+ (9)
for unknown density functions fX , fY , fU , fV : R+ → R+.
This equation can be transformed easily to equation
f (x) g (y) = p (x+ y) q
(
x
y
)
for almost all (x, y) ∈ R2+, which was investigated before.
From Theorem 2, we get that
f (x) = A exp [ax+ b lnx] a.e. x ∈ R+,
and
g (x) = B exp [ax+ (c− b) lnx] a.e. x ∈ R+.
Hence
fX (x) = Axbeax a.e. x ∈ R+,
and
fY (x) = Bxc−b−2eax a.e. x ∈ R+,
where −a, b + 1, c, A,B ∈ R+ are arbitrary constants. That is, X is gamma
distibuted with parameters −a and b+ 1, Y is gamma distributed with parameters
−a and c− b− 1.
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Remark 1. Moreover, from Theorem 2, we get that
fU (x) = Cxc−1eax a.e. x ∈ R+,
where −a, c, C ∈ R+ are arbitrary constants. Hence U = X + Y is gamma
distributed with parameters −a and c. This provides us the known property, that is,
the sum of two gamma distributed independent random variables (with a common
scale parameter) is gamma distributed as well.
Remark 2. The density function of V = X/Y is
fV (x) = Dxb (1 + x)
−c a.e. x ∈ R+,
where b + 1, c, D ∈ R+ are arbitrary constants. Hence V has beta distribution
of the second kind with parameters b + 1 and c − b − 1. (The density function
of a beta distribution of the second kind with parameters α and β is f (x) =
1
B(α,β)x
α−1 (1 + x)−α−β, where α, β are fixed positive numbers and B is the beta
function, see [7].)
This yields again a property of the gamma distributed random variables: If X
and Y are independent gamma variates with shape parameters α1 and α2, respec-
tively, then XY has a beta distribution of the second kind with shape parameters α1
and α2.
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