In this paper, we show through examples, how the existing definitions of information transfer, namely directed information and transfer entropy fail to capture true causal interaction between states in control dynamical system. Furthermore, existing definitions are shown to be too weak to have any implication on two of the most fundamental concepts in system theory, namely controllability and observability. We propose a new definition of information transfer, based on the ideas from dynamical system theory, and show that this new definition can not only capture true causal interaction between states, but also have implication on system controllability and observability properties. In particular, we show that non-zero transfer of information from input-to-state and state-to-output implies structural controllability and observability properties of the control dynamical system respectively. Analytical expression for information transfer between state-to-state, input-to-state, state-to-output, and input-to-output are provided for linear system. There is a natural extension of our proposed definition to define information transfer over n time steps and average information transfer over infinite time step. We show that the average information transfer in feedback control system between plant output and input is equal to the entropy of the open loop dynamics thereby re-deriving the Bode fundamental limitation results using the proposed definition of transfer.
I. INTRODUCTION
From the days of Aristotle, philosophers and scientists have been concerned with the notion of causality. As far back as 300 B.C. Aristotle had realized the importance of causality and even after about two and half thousand years, there is no universally accepted definition of causality. But causality and influence characterization is a subject of immense importance and finds its application in many different applications like world wide web and social media [1] , biological networks and neural science [2] , [3] , [4] , economics and finance [5] , [6] , [7] etc. Usually, concepts of information theory are used in such applications and a study of the information flow between the components of the network throws light on causality and the influential nodes of the network. Causality characterization was initially geared towards time series data and Granger causality [5] , [7] , directed information [8] , [9] and Schreiber's transfer entropy [10] have been the most popular tools used for inferring the causality structure and influence characterization. In dynamical system setting, it was Liang and Kleeman [11] , [12] who introduced the concept of information transfer between the states and used it for predictability analysis. The formulation of information transfer used in this paper is in dynamical systems setting and is closely related to and inspired from information transfer framework developed in [11] , [13] , [14] for nonlinear dynamical systems. We used the ideas of Liang-Kleeman transfer to propose an axiomatic definition of information transfer in discrete linear dynamic network [15] . The axioms were physically motivated and it was shown in [15] that there exists a unique expression for information transfer in a dynamic network satisfying these axioms. In [16] we used the ideas of directed information and transfer entropy and the intuitions of [11] , [15] Financial support from the National Science Foundation grant ECCS-1150405 and CNS-1329915 is gratefully acknowledged. S. Sinha to define the information transfer. In [15] , [17] , we had used absolute entropy to characterize the information flow. However, motivated by the definitions of directed information and transfer entropy, in [16] we used conditional entropy instead of absolute entropy to characterize the information flow. In [16] , we provided a new definition of information transfer and showed that it satisfies the desirable properties of information transfer, namely, a) Zero Transfer, b) Transfer Asymmetry and c) Information Conservation. Motivation for this work lies in the fact that, in dynamical systems, directed information fails to capture the intuitions of information transfer, and thus provide erroneous conclusion about the causal structure in a dynamical system. We show that our definition of information transfer does capture the correct causal structure of the system. We show, how this definition of information transfer between the states of a dynamical system can be easily extended to study the the information transfer between the inputs and outputs in a control dynamical system. In fact, this natural extension leads us to connect the information transfer to the Bode integral of the sensitivity transfer function from the output to the input in a feedback control system. Moreover, directed information fails to capture the notion of structural controllability and structural observability, whereas, we show that our notion of information transfer can be used to characterize structural controllability and observability. The paper is organised as follows. In section II, we discuss, through some examples, how directed information fails to capture the notions of causality (zero transfer and indirect influence) and controllability and observability. In section III we provide our definition of information transfer. We also define n-step information transfer and average information transfer and for linear systems, we provide explicit formulas for computing the transfer. We also revisit the examples in section II and show how our definition of information transfer captures the intuitions of information transfer. In section IV, we generalize our definition of information transfer to define information transfer between the inputs and outputs in a linear control dynamical system. We also study the information transfer in a feedback control system and show how this is related to the Bode integral of the sensitivity transfer function from the output to the input. In section V, we show how information transfer can be related to structural controllability and observability and this is followed by conclusions in section VI.
II. DIRECTED INFORMATION AS A MEASURE OF CAUSALITY
Directed information and transfer entropy are two of the most popular notions of information transfer used to characterize causality. In this section, we show that these notions of information transfer cannot faithfully capture the true causality structure in control dynamical system. Directed information was first defined by Massey [8] as a generalization of Marko's bidirectional information [18] . Both bidirectional information and directed information gave a sense of direction to Shannon's information theory and is viewed as a generalized information theory. Let X n = {X1, X2, · · · , Xn} and Y n = {Y1, Y2, · · · , Yn} be two stochastic processes, viewed as a sequence of random variables. Massey and Kramer [9] defined the directed information from X n to Y n as
where H(Y n ) is the entropy of the sequence Y n and H(Y n X n ) := n i=1 H(Yi|Y i−1 , X i ) is the entropy of Y n causally conditioned on X n . The directed information is asymmetric and gives a directional sense to the information and defines a measure to determine the direction of information flow. Moreover, for Gaussian variables, directed information and Granger causality [7] , [5] are equivalent [19] . This allows the concept of directed information to be used as a measure of causality and hence it has been used to infer about the causal structure of statistical processes. In the following, we demonstrate using three different examples how the directed information fails to capture the true causality structure in dynamical systems setting. While the arguments are made in the context of directed information, similar conclusions can be drawn in the context of transfer entropy. We claim that at the heart of the problem is the manner in which causal conditioning is performed in both these definitions of information transfer.
A. Examples
Example 1: Consider the following linear system with output
where xi(t) and y(t) are the states and output respectively at time step t and ξ(t) is a independent identically distributed (i.i.d.) zero mean unit variance Gaussian noise and σ is a constant. We notice that while there is directed path from x2 → x1 and x3 → x1 ( fig.  1(a) ), there is no path from x1 to x2 or from x1 to x3. In fact, one can not ever reach x2 or x3 from x1. Hence, we conclude that x1 is not a cause of x2 or x3. So if we treat the dynamical system as a stochastic process, we expect that the flow of information from x1 → x2 and x1 → x3 to be zero, thereby inferring that there is no causal connection from x1 → x2 and x1 → x3. However, the directed information fails to capture this true causal interaction between state x1, x2, and x3, as shown in Fig. 2(a) , where we plot the directed information from x1 → x2 and x1 → x3 over different time steps. Example 2: Next we consider a single input single output linear system
where x(t) ∈ R N . We note that the state x1 is directly controlled through u and measurements are made at state xN . State x k , for 1 << k << N , is assumed to be some intermittent state. Since x1 does not affect state x k instantaneously, but through series of k delays, we expect the information flow from state x1 to x k to be zero for time step t = 0, . . . , k − 1. Similar intuition holds for the influence of x k on xN . However as we show in Fig. 2 (b), directed information from x1 → x k and x k → xN is nonzero for all time t = 0, . . . , conveying that there is instantaneous flow of information from x1 to x k and from x k to xN . The simulation results in Fig.  2 (b) are obtained for N = 30 nodes with k = 15. This example demonstrates that the directed information fails to capture indirect path of influence. Example 3: We again consider the system in Eq. (2) with measurement made at state x2. We have already seen that the directed information flow computed over any time step from x1 → x2 is nonzero. Naturally, question arise as to the significance of the information flow from x1 → x2 for estimation problems. However, simple calculation show that the system matrix pair (A, C), from Eq. 2, is not observable with state x1 being the only state not observable. In fact it is structurally unobservable. Using similar argument it can be show while there is non zero flow of directed information from x1 → x2 and x1 → x3, the state x2 and x3 are not structurally controllable with control placed at state x1 and directed information fails to capture this.
The above examples reveal some serious deficiencies of directed information as a measure of causality in dynamical system setting. Furthermore, the directed information value itself has no implication on two of the most fundamental system theoretic concepts of controllability and observability. This suggest that the directed information is a measure of statistical interaction between two signals but it does not successfully capture the true dynamical interactions between dynamical states.
III. A NEW DEFINITION OF INFORMATION TRANSFER
Consider the following discrete time dynamical system,
where z(t) ∈ R N , ξ(t) ∈ R N is assumed to vector valued random variable and ξ(0), ξ(1), . . . are independent random vectors each having the same density g. The mapping f : R N → R N is assumed to be at least continuous. Let z = (z1, . . . , zN ) ∈ R N . We are interested in defining the information transfer from state zi to state zj, as the system evolves from time step t to time step t + 1. We denote this transfer by the notation [Tz i →z j ] t+1 t . We provide the following definition for information transfer from state zi to state zj for the dynamical system (4) : Definition 4 (Information transfer): [16] The information transfer from zi to zj for dynamical system (4) as the system evolves from time t to time t + 1 and denoted by [Tz i →z j ] t+1 t is given by following formula
where H(ρ(zj)) = − R |z j | ρ(zj) log ρ(zj)dzj is the entropy of probability density function ρ(zj) and H(ρ z i (zj(t+1)|zj(t)) is the entropy of zj(t+1), conditioned on zj(t), where zi has been frozen. The two entropies in above expression are defined as follows 1
The above definition of information transfer can be understood by rewriting the expression of information transfer as follows:
so that the total entropy of zj is the sum of transfer from zi and the entropy of zj, when zi is absent. For details see [16] .
A. n-step Information Transfer
The information transfer defined in (5) gives the information transferred from zi to zj as the dynamical system evolves from time step t to time step t + 1. So one can look at this definition as a one-step transfer. To generalize the one step transfer to n-step transfer, we define the n-step transfer from zi to zj as the system evolves from time step t to t + n, where n ∈ Z>0, as follows : Definition 5 (n-step Information transfer): [16] The information transferred over n time steps, n ∈ Z>0, from zi to zj, which is denoted as (Tz i →z j ) t+n t , as the dynamical system (4) evolves from time step t to t + n, is defined as
where H(ρ(zj(t + n)|zj(t + n − 1) · · · zj(t))) is the conditional entropy of zj(t + n), conditioned on past n-steps of zj and H(ρ z i (zj(t + n)|zj(t + n − 1) · · · zj(t))) is the conditional entropy of zj(t + n) on its past n-steps and the state zi has been frozen (held constant) from time step t to time step t + n. Remark 6: Henceforth, for notational convenience, we will denote the entropy of a random variable z(·), with density ρ as H(z(·)), that is, we will use the notation H(ρ(z(·))) = H(z(·)).
In general, we have the following Theorem 7:
1 From here on we will sometimes use z to mean z(t + 1)
where H(zj(t + n) · · · zj(t)) = H(ρ(zj(t + n) · · · zj(t))) and H z i (zj(t + n) · · · zj(t)) = H(ρ z i (zj(t + n) · · · zj(t))) Proof: For proof, refer to [16] .
After this point, for notational convenience, we will use the notation ρ(y t+n t ) to denote the density of the joint distribution of y(t + n)y(t + n − 1) · · · y(t), that is, ρ(y t+n t ) = ρ(y(t + n)y(t + n − 1) · · · y(t)). When t = 0, we will simply use ρ(y n ) to denote ρ(y(n)y(n − 1) · · · y(0)). Definition 8 (Average Information Transfer): We define the average information transfer from X to Y as
Hence we havē
B. Information transfer in linear dynamical system
The Eq. (5) provides formula for information transfer in general nonlinear system however for a special class of linear system analytical expression for the information transfer can be obtained. Consider the following linear time invariant dynamical system
where z(t) ∈ R N and ξ(t) is vector valued Gaussian random variable with zero mean and unit variance. We assume that the initial conditions are Gaussian with covariance Σ(0). Since the system is linear, the distribution of the system state for all future time will remain Gaussian with covariance Σ(t) satisfying
To define the information transfer between various subspace we introduce following notation to split the A matrix :
The A matrix can be further split using the subspace decomposition x = (x 1 , x 2 ) as follows:
Based on the decomposition of the system A matrix we can also decompose the covariance matrix Σ at time instant t as follows.
Using the above notation, we state following theorem providing explicit expression for information transfer in linear dynamical system during transient and steady state. Theorem 9: Consider the linear dynamical system (11) and associated splitting of state space in Eqs. (12) and (13) . We have following expression for information transfer between various subspace
where Σ s y (t) = Σx(t) − Σxy(t)Σy(t) −1 Σxy(t) is the Schur complement of Σy(t) in the matrix Σ(t). [Tx 1 →y ] t+1
where | · | is the determinant and (Σ s y )yx 2 is the Schur complement of Σy in the matrix
Σy .
Proof: For proof refer to [16] . The results from the above theorem can be used to provide general expression for information transfer between scalar state zi and zj for linear network system. In particular with no loss of generality we can assume zi = z1 and zj = z2, then the expression for Tz 1 →z 2 can be obtained from (16) by defining x1 := z1, y = z2, x2 := (z3, . . . , zN ).
The formula for n-step transfer can also be derived in a similar manner, where one has to look at the n-step covariance matrix. For linear systems with Gaussian noise, the one step zero transfer can be characterized by looking at system matrix A. In particular, we have the following theorem. 
C. Revisiting the examples
In this subsection we revisit the examples presented in section (II) and show that the new definition of information overcome some of the issues with directed information. Example 1 revisited : For the three state example discussed in section II, we compute the information transfer using our proposed definition of information transfer and the formula (16) . In Fig. 4(a) , we plot the information transfer over n time steps and we notice that the information transfer from x1 → x2 and x1 → x3 are identically zero. Example 2 revisited : We compute the information transfer from x1 → x k and from x k → xN for k = 15. Since, x1 is connected to x k through series of k delays, as expected the information transfer Tx 1 →x k is zero over n < k time step and for n = k the information transfer jumps from zero to non-zero value as shown in Fig. 4(b) . Similarly information transfer from x k → xN also shows a sudden jump. This proves that our proposed definition of information transfer obeys the time constraints of transfer. Example 3 revisited : In Section V, we prove that our proposed definition of information transfer implies structural controllability and observability. In this example, since there is no flow of information from x1 to x2 or x3, we conclude that the system is not structurally controllable from x1. Similarly, the system is not structurally observable from x2 or x3.
IV. INFORMATION TRANSFER IN LINEAR CONTROL SYSTEMS
In this section, we derive expression for information transfer in control dynamical system. In particular, we derive expressions for information transfer from state to output, input to state, and input to output. For the simplicity of discussion we also restrict our discussion to single input single output case. We consider the following linear linear time invariant system with input and output.
where z ∈ R N are the states, A ∈ R N ×N , B and C are of appropriate dimensions, u(t) ∈ R is the input, θ ∈ R is output and ω(t) is the output noise, which is assumed to be zero mean i.i.d. Gaussian noise. For the simplicity of presentation, we will restrict our discussion to the case where the state space z is split in only two subspace i.e., z = (x , y ) and the inputs and outputs are one dimensional. With this assumption, we have following splitting of the A, B, and C matrices.
A. Information from Input to State
The evolution of the state x is x = Axx+Axyy+Bxu. In deriving the formulas in this section, we think of the input u(t) as a i.i.d. Gaussian variable such that E[u(t)u(t + k) ] = 0, ∀k = t and E[zu ] = 0.
Hence,
where Σ s x is the Schur complement of Σx in Σz and Σu is the covariance of the input at time t. When the input u is held frozen, Σ u
x |x = AxyΣ s x A xy . Hence the information transfer from u1 to x is
where | · | is the determinant.
B. Information from State to Output
In this subsection, we look at the information transfer from the states of the system to the output of the control system. For simplicity, we only look at the information transfer from the entire state space z to the output θ. The general case of the information transfer from any state zi to any output θj for a MIMO system can be dealt with in similar manner. From the output equation, we have
where Σ z = AΣzA + BΣuB and Σω is the covariance of the output noise. When z is frozen, the output equation is θ z (t) = ω(t). Hence, Σ z θ |θ = Σω. So the transfer is 
C. Information from Input to Output
As before, we address the case of SISO systems for simplicity. We have
When u is frozen, we have
Hence the transfer is
where Σ θ |θ and Σ θ u |θ u are given by equations (21) and (23) respectively.
D. Information Transfer in Feedback Control Systems
Information theory and feedback systems are interlinked and researchers have studied their interplay [20] , [21] , [22] , [23] .
In this section, we consider the following feedback control system (figure 5)
and we are interested in computing information flow from output to input of the feedback control system i.e., Tw→u. This is the information transfer from the plant to itself. Towards this goal we write the feedback control system as follows:
Hence, H w (ρ(u |u)) = H(ρ(ξ )). With this, and theorem (7) , next we show that the Bode sensitivity transfer function, S, from w to u is same as the average information transfer from w to u. Theorem 11:T
where λi(Au) are the unstable eigenvalues of the open loop system. Proof: From theorem (7), we havē
where λi(Au) are the unstable poles of A.
In [24] , the author had shown that the average directed information from the output to the input in the above feedback configuration is equal to the Bode integral of the sensitivity transfer function from the output to the input. Hence, average directed information and average information transfer are the same for the feedback configuration. Example 12: Consider the feedback system given in figure 5 with
We also assume that the noise ω is i.i.d. zero mean unit variance Gaussian white noise. The open loop system has unstable pole at Figure 6(a) shows the N-step information transfer from the output of the system to the input of the system. The steady state value of the information transfer is 1.3863. Similarly, the average information transfer from the output to the input is also 1.3863. This is shown in figure 6(b) . In this figure we also plot the average directed information transfer from the output to input. Here again we observe that the average information transfer converges to the Bode integral of the sensitivity transfer function much faster than the average directed information.
V. INFORMATION TRANSFER AND STRUCTURAL CONTROLLABILITY AND OBSERVABILITY
Structural controllability was developed by [25] , and is a weaker notion of controllability, where a system is said to structurally controllable, if either the system is controllable or is controllable when the non-zero entries of the system matrix are perturbed so that the perturbed system becomes controllable. Associated with a system
is a directed graph Z = (Vz, Ez) where Vz = {zi|i = 1, . . . , N } is the node set and Ez is the edge set, such that there is directed edge from zi to zj iff ji th entry of A is non-zero. Now if a single control input is placed at node k, then one can construct an extended graph G = (V, E), with one extra node u and one extra edge from u to z k . With this, the system is said to structurally controllable if all the nodes of the extended graph can be reached from node u [26] .
Since u is directly connected to z k , one can say that the system, with input at z k , is structurally controllable if there exists paths to all the nodes of Z from z k . In this section we show that if information transfer from the input to all the nodes is non-zero, then the system is structurally controllable. Note that in this section, by information transfer, we will mean nstep information transfer for n ∈ Z>0. Theorem 13: If the k-step information transfer from state zi to zj of system (28) is non-zero for some k ∈ Z>0, then there is a directed path from node zi to zj in the corresponding directed graph for the system. Proof: Proof omitted due to space constraints. See [16] for the proof. Theorem 14: If the information transfer from the input to all the states are non-zero, then the system is structurally controllable.
Proof: We consider the extended graph associated with the dynamical system and consider the input node as an extra state. From theorem (13) , if the information transfer from the input to any state zi is non-zero, then there exists a path from the input node to the node zi in the directed graph associated with the system. So, if the information transfer from the input to all the states is non zero, then there exists directed paths from the input node to all the other nodes in the directed graph associated with the system and hence the system is input reachable and hence is structurally controllable.
Results for structural observability follows from duality and can be stated as Theorem 15: If the information transfer from all the states to the output is non zero, then the system is structurally observable. Here we have proved the result for structural controllability for SISO case, but the result for MIMO case is similar.
VI. CONCLUSION
In this paper, we discussed how directed information fails to capture the causal structure in a dynamical system and provided a new measure of causality based on a new definition of information transfer and have shown that it captures the intuitions of causality. The new definition of information, which is based on dynamical system setting, has been generalized to define information transfer between the various signals in a control dynamical system. This generalization resulted in connecting the information transfer with Bode integral of the sensitivity transfer function from the output to the input in a feedback control system. We also used our formulation of information transfer to characterize the control theoretic concept of structural controllability and observability.
