The concept of k-path Laplacian matrix of a graph is motivated and introduced. The path Laplacian matrices are a natural generalization of the combinatorial Laplacian of a graph. They are defined by using path matrices accounting for the existence of shortest paths of length k between two nodes. This new concept is motivated by the problem of determining whether every node of a graph can be visited by means of a process consisting of hopping from one node to another separated at distance k from it. The problem is solved by using the multiplicity of the trivial eigenvalue of the corresponding k-path Laplacian matrix. We apply these matrices to the analysis of the consensus among agents in a networked system. We show how the consensus in different types of network topologies is accelerated by considering not only nearest neighbors but also the influence of long-range interacting ones. Further applications of path Laplacian matrices in a variety of other fields, e.g., synchronization, flocking, Markov chains, etc., will open a new avenue in algebraic graph theory.
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Introduction
Graph Laplacians [1] [2] [3] [4] represent an important class of graph-theoretic matrices whose spectral properties have found applications in diverse areas such as graph clustering, partition and other pattern recognition problems [5] [6] [7] [8] [9] , consensus algorithms, synchronization and dynamics on graphs [10] [11] [12] [13] [14] [15] [16] [17] , information theory, communication, good expansion properties and Ramanujan graphs [18] [19] [20] [21] , quantum graphs and quantum chaos [22] [23] [24] [25] , mathematical biology and chemistry [26] [27] [28] [29] [30] , among others [31] [32] [33] [34] . For a simple undirected graph G = (V, E) with n nodes, the so-called combinatorial Laplacian (also known as admittance or Kirchhoff matrix) is defined as: L = K − A, where K is a diagonal matrix of node degrees and A is the adjacency matrix of the graph. L is a positive semi-definite n × n symmetric matrix with eigenvalues 0 = λ 1 λ 2 · · · λ n . The multiplicity of the smallest eigenvalue λ 1 = 0 identifies the number of connected components of the graph [1] [2] [3] [4] .
The connectivity of the graph can be understood in the following intuitive way. Suppose we define a process in which a particle residing at a given node i of the graph hops to any other node which is adjacent to it. If the graph is connected, the particle can visit every node of the graph. In other words, the graph can be 'hopped' by the previous process if and only if the multiplicity of λ 1 = 0 is one. In this work, we are going to generalize this process to the case in which the particle can hop from one node to another at a given distance from it.
Laplacian matrices are ubiquitous in dynamical problems on networks [10] [11] [12] [13] [14] [15] [16] [17] . An important class of such dynamical processes is the consensus among agents in networked systems [10] [11] [12] [13] . This consensus represents an agreement regarding a certain quantity ϑ, which depends on the state of all agents represented by the nodes of a graph. We are going to generalize these consensus models to the case in which one agent is influenced not only by its nearest-neighbors but by every other agent in the network. Such influence is, of course, dependent on the distance at which such agents are separated in the network.
The main goal of this work is to introduce a new kind of graph-theoretic matrices which generalize the graph Laplacian. The new matrices are based on the path matrices which characterize the existence of shortest paths between pairs of nodes in a graph. We start by giving a motivation for the definition of the path Laplacians in graphs on the basis of a general problem which can be easily extended to many different fields of application. After that we formally define the path Laplacian matrices and give some ways of computing them for a given graph. Using the path Laplacian matrices we prove the main result of this work, which characterizes the cases in which a connected graph can be hopped by jumping from one node to another at a given distance from it. In the next sections we generalize the problem of consensus in networked multi-agent systems to the case when long-range interactions among agents are allowed. We show that in certain networked topologies, such as networks with power-law degree distributions, the consideration of long-range interactions characterized by the path Laplacian matrices is very critical. Some conclusions and hints about possible future works are described in the last section of this work.
Motivation and problem definition
Let G = (V, E) be a simple, undirected, connected graph without self-loops and let q be a particle that can reside in any node of the graph. Let us consider that once the particle occupies a node of the graph it 'polarizes' every node separated at no more than d edges from it. For the sake of simplicity let us consider now the case d = 1. That is, if the particle is considered to have a positive 'charge', once it occupies a node v i of G, every node adjacent to v i is polarized to have positive charge (see Fig. 1 for a pictorial representation). As a consequence of the similar polarity of all the nodes adjacent to the particle, q can only hop to a node which is at more than one edge from its actual position. We consider a principle of minimum distance, such as the particle will hop to any of the nearest nonpositive nodes available. Once in the new position the polarities of the nodes change correspondingly (see Fig. 1 ). So, now the particle can return back to its original position or hops to any other of the available nearest non-positive nodes. The process can be repeated from this position and so forth. The fundamental questions that naturally arise here are the following. Can the particle be delocalized among all the nodes of the graph? How many regions exist in a given graph such as the particle can visit every node in a given region but not jumping from one region to another?
To warm up let us start by recalling some graph-theoretic definitions. A walk of length l is any sequence of (not necessarily different) nodes
there is a link from v i to v i+1 [35] . This walk is referred to as a walk from v 1 to v l+1 . A path of length l between v 1 and v l+1 is a walk of length l in which all the nodes (and all the edges) are distinct. Among all the paths between v 1 and v l+1 the ones having the minimum length are called shortest-paths. The 
that there is at least one k-hopping walk that visit every node v i ∈ V .
Problem 1. Given an arbitrary connected undirected graph G = (V, E):
(i) Can the particle visit every node v i ∈ V by k-hopping the graph from one node to another? (ii) If not, how many k-hopping connected components exist in the graph?
If every node of a graph can be visited by a k-hopping walk we say that the graph is k-hopping connected or simply that it can be k-hopped. Obviously, the number of connected components in a graph is equal to its number of 1-hopping connected components. See Fig. 2 for some examples.
Path Laplacian matrices
In order to solve the main problem stated in this work we start by generalizing the combinatorial Laplacian matrix of a graph. 
Definition 4. The k-path Laplacian matrix
is defined as the square symmetric n × n matrix whose entries are given by:
It is evident that L 1 = L is the so-called combinatorial Laplacian matrix of a graph, i.e., L 1 = L = K−A.
The following are the path Laplacian matrices of the graph illustrated in Fig. 2b . 
, denoted by ∇ k , of a connected graph of n nodes and p irreducible shortest-paths of length k, is a matrix of p rows and n columns in which the rows correspond to the elements of the irreducible set of shortest-paths in the graph in which the paths are arbitrarily oriented from head to tail and the columns correspond to the nodes of the graph, Definition 6. The k-path matrix (k d max ), denoted by P k , of a connected graph of n nodes is the square, symmetric, n × n matrix whose entries are defined as follows:
where 1 is an all-ones column vector. Also notice that:
It can be easily verified that
where
for any column vector y. As a consequence, the k-path Laplacian matrices L k are positive semidefinite.
As for the case of the combinatorial Laplacian, the path Laplacian matrices are singular M-matrices. Let:
be the k-path Laplacian spectrum of a graph G, where
is its multiplicity. Let us order the eigenvalues of the k-Laplacian matrix in a nondecreasing 
When can a graph be k-hopped?
The solution of the problem of k-hopping a graph is given in the following theorem which is the main result of this work.
Theorem 1. The number of k-hopping connected components in a connected undirected graph
Now by using the Rayleigh-Ritz Principle we obtain
Let y be an eigenvector of
which happens if and only if, y p = y q for each pair of nodes which are connected by a shortest-path of length k. Now, let us assume that the graph is k-hopping connected. Then, because every pair of nodes is connected by paths of length ck, we have that y p = y q = 0 for every pair of nodes in the graph.
Consequently, y is a constant vector spanning a one-dimensional eigenspace.
Now let j > 1 and let us assume that the graph has g k-hopping connected components
Then, the k-Laplacian matrix can be written as:
Following similar arguments as for the case of the k-hopping connected graph it can be seen that L k has g orthogonal eigenvectors y j of eigenvalue 0, such that y p = y q = 0 for each pair of nodes which are in the same k-connected component of the graph and zero otherwise.
Let us return to the example of the graph illustrated in Fig. 2 . In Table 1 we give the eigenvalues of these four graphs where it can be seen that the graph 2(a) has only one 2-hopping connected component, i.e., it is a 2-hopped graph; graphs 2(b) and 2(c) have two 2-hopping connected components and graph 2(d) has three 2-hopping components. The zeroes of the 2-path Laplacin matrices of these graphs are boldfaced in Table 1 . 
Path Laplacians and consensus in multi-agent systems
In Section 1 we mention the consensus problem as one of the many processes which are usually modeled by means of the Laplacian matrix of a graph. In a multi-agent system, "consensus" means an agreement regarding a certain quantity of interest that depends on the state of individual agents. In this problem the agents are represented by the nodes of the network and the links represent some kind of interaction among them. This is usually the case of a series of autonomous vehicles which perform activities through cooperative teamwork in civilian and military applications. This coordinated activity allows them to perform missions with greater efficacy and operational capability than if they perform solo missions. This kind of consensus models has applications in a variety of areas such as collective behavior of social networks, flocks and swarms, sensor fusion, synchronization of coupled oscillators, formation control of multirobot systems, spatial rendezvous, cooperative control, among others [10] [11] [12] [13] [14] [15] [16] [17] .
If we consider a set of n agents forming a network, the collective dynamics of the group of agents is represented by the following equations for the continuous-time case:
where ϕ 0 is the original distribution. In general, we will consider that the agents start with a random configuration which here will be the random labels of the nodes. Consensus is reached if, for all ϕ i (0) and
The discrete-time version of the model has the
where ϕ i (t) is the value of a quantitative measure on node i, ε > 0 is the step-size, and j ∼ i indicates that node j is connected to node i. It has been proved that the consensus is asymptotically reached in a connected graph for all initial states if 0 < ε < 1/δ max , where δ max is the maximum degree of the graph [10] . The discrete-time collective dynamics of the network can be written in matrix form as [10] :
where P = I − εL, and I is the n × n identity matrix. The matrix P is referred to as the Perron matrix of the network with parameter 0 < ε < 1/δ max . For any connected undirected graph the matrix P is an irreducible, doubly stochastic matrix with all eigenvalues μ j in the interval [−1, 1] and a trivial eigenvalue of 1. The relation between the Laplacian and Perron eigenvalues is given by: μ j = 1 − ελ j .
Consensus with long-range interactions
In the 'classical' problem of consensus in a networked multi-agent system it is considered that only pairs of agents directly connected to each other interact in the search of agreement. However, in many real-world situations the agents are exposed not only to their closest contacts but also to long-range interactions with other agents in the system. For instance, let us consider a multi-agent networked systems in which the agent i emits a signal with a propagation radius r 1 . Such a signal can be of any kind ranging from electromagnetic signals to the visual radius of an individual. Every other node j which is at a distance r ij r 1 is considered to be connected to node i and consequently they are mutually influenced, such that they can reach an agreement as described by Eq. (8) . This process is illustrated in Fig. 3a . Now let us suppose that the agent i also emits a weaker signal with a radius r 2 > r 1 . This is, for instance, the case in most of real-world situations where not only one signal is emitted but a packet of waves whose intensity decreases with the distance from the source. Let us consider a node k which is at distance r 1 < r ik r 2 from i. Obviously, k is not connected to i because r ik > r 1 , but it still makes a 'long-range' influence on node i, which can be considered as a weakest type of connection among them (see Fig. 3b ). We assume that the long-range interactions are weaker than the short-range ones. Now we can assume that the agents in the system reach consensus under the influence of close and long-range contacts. This generalized consensus model can be described by:
where 1 d max . Obviously, if = 1 we recover the equation for the consensus in a network without long-range interactions. Finally, in order to guarantee that the matrix P G is stochastic we have to select the parameter ε such as
On long-range coefficients
An important aspect of the current theory in which agents are influenced not only by nearest neighbors but also through long-range interactions is the determination of the coefficients c k appearing in (11) . These coefficients are expected to give more weight to the shorter than to the longer range interactions. That is, the influence of an agent over another decays with the separation among them. Here we propose two different approaches, identifying them with physical and social ways of influence, respectively.
Physical influence
In many physical scenarios the communication among the agents in the system displays spatial decay. This situation is observed in many man-made and naturally evolved systems. In many of them some kind of consensus among the agents of the system can take place, such as in the following examples mentioned here for the sake of illustration:
(1) Sensor systems [36] . Sensors far away from a target display low signal-to-noise ratio due to the spatial decay of the signal energy. (2) Earthquakes [37] . Aftershocks follow a well-defined spatial decay of the form r −α , where r is the distance from the main shock.
(3) Neural connectivity [38] . The interconnectivity between certain neurons in mammalian neocortex decays exponentially with the intersomatic distance. (4) Population spatial synchrony [39] . The correlated fluctuations in abundance or some other population property exhibited by many species, including insects, fish, birds, mammals and human pathogens, decays with the distance among populations.
Thus, we can consider that for two agents separated at distance k their interaction decays either as a power-law of the form: c k = k −α , or as an exponential of the form c k = e −αk , where α > 0 is a parameter that depends on the specific situation to be modeled. If we are now interested in the analysis of the consensus of the agents in this networked system we have to analyze the following forms of (11):
Social influence
Individuals in a social network can be influenced by some kinds of interactions which differ significantly from that previously analyzed for physical systems. In such social networks nodes represent individuals which are connected by some social tie, e.g., friendship, family relation, collaboration, etc. Obviously, individuals which are directly connected in their social network usually influence each other. However, the way in which two individuals not directly connected in the social network influence each other is not evident. We have previously assumed [40] on the basis of vast empirical evidence that this 'long-range' influence among individuals can be though as a preconditioner of new social relations. That is, if two individuals influence each other they have larger chances of becoming friends or collaborators than two others which have null mutual influence. There are enough empirical evidences to support the idea that new social ties are created as an 'investment' for the future, not only among humans but also among some other primates (see [40] and references therein). Then, we have considered such a process as the analogy in which the time value of money, in particular the future value of a growing annuity, is determined in quantitative finance. However, instead of money we have generalized the process by assuming that an individual lends a piece of information to another. This information has a future value FVI which is determined, according to the quantitative finance theory, by its present value PVI, the interest rate r and the number of time periods t at which the information is lent. That is [40] ,
If the node i lends some information to node j, it is assumed that the information flows through the shortest path connecting both nodes [40] . The information is passed using a discrete time in which every step in the path is considered to have a unit time. Then, in a process of lending information from node v 1 to node v l+1 , the information is first transferred to node v 2 with a value A and an interest rate r. The present value of the information in the hands of node v 2 is A/(1 + r). Then node v 2 enriched this information by a given value g, which we will designate as the growing rate of the information [40] . When the node v 2 lends this information to node v 3 with the same interest and growing rates, the information will have a value A(1 + g)/(1 + r) 2 in the hands of node v 3 . As every node in the path lends the information to its nearest neighbor with the interest r and growing rate g, the information in the hands of the borrower node v l+1 will have a value of A(1
l . The cumulative present value of the information in this process is given by the sum of all the values at the nodes of the chain [40] :
If the growing and interest rates are the same, i.e., g = r, the present value of the information is simplified to:
Then, the future value of the information is given as [40] :
We consider that A ≡ 1 for the sake of simplicity. Then, because in a connected network any two nodes i and j are separated by a shortest-path distance d ij , the expression for the future value of the information transmitted from i to j is given by:
Consequently, we can consider that the mutual influence between two nodes separated at distance k is given by the future value of the investment that the creation of a new link will represent to them.
Mathematically, this means that we define the coefficients in (11) at distance k. Thus, if are interested in analyzing the consensus among the agents in a social network we have to analyse the following form of (11):
Simulations
In order to illustrate the effects of long-range interactions on the consensus among agents in a complex network we study two types of random networks: the Erdös-Rényi (ER) graphs [41] and the Barabási-Albert (BA) [42] ones with 1000 nodes and average degree equal to 8. In the ER graphs a group of nodes are connected randomly forming a graph with Poisson degree distribution. In the case of BA model, nodes are connected following a preferential attachment algorithm such that the resulting graph displays a power-law degree distribution of the type p(δ) ∼ δ −3 , where p(δ) is the probability of finding a node of degree δ in the graph. For the problem of consensus we analyze the time evolution of the vector ϕ taken at the beginning as the random labeling of the nodes. Consensus is considered to be reached if ϕ i (t) − ϕ j (t) 10 −5 for every pair of nodes in the graph. The time at which this consensus is reached is reported as the consensus time.
In Fig. 4 we illustrate the results of the simulations for the ER and BA graphs without the consideration of long-range influences, e.g., Eq. (11) with = 1. The consensus in the network with Poisson degree distribution is reached only after 15,000 time steps. In contrast, the consensus is obtained for the network with power-law degree distribution at about 8000 time steps. This difference is basically due to the existence of highly connected nodes in the BA network. These hubs influence many nodes at the same time, which allow them to reach consensus in a faster way than in a more 'homogeneous' network like ER ones.
Physical influence
We turn now our attention to the study of consensus under the influence of both close and longrange interactions. We start by assuming that there is a spatial decay of the influence among agents which follows either an exponential or a power-law. That is, we consider that one target-agent in the network is influenced by all its nearest neighbors. In addition, it is also influenced by all the other agents in the system. This influence decays with the distance at which the agents are separated by following either an exponential or power-law decays. For the analysis of consensus we use the generalized Perron matrices (13) and (14) in which = d max . A value of ε = 4 × 10 −4 is used in all the simulations. We remark that the ER and BA networks used here for illustration have d max = 7 and , respectively, which are larger than the value of ε used for the simulations. In Fig. 5 we illustrate the results of these simulations for the exponential (left) and power-law (right) decays and the values of α = 2.0 (top) and α = 1.5 (bottom). When there is an exponential spatial decay of the signal the time at which consensus is reached drops from more than 15,000 to about 5000 time steps for α = 1.5. The most dramatic reduction in the consensus time is observed for the power-law spatial decay. Here the time necessary for reaching consensus is reduced 75 times respect to the case where no long-range influences are allowed. That is, consider a system having a Poisson degree distribution in which the consensus among the agents directly connected is reached at a time t. If the system displays spatial power-law decay of the physical signal among the agents, the consensus is reached in a time t/75. For instance, in a system of autonomous vehicles performing a coordinated mission this will represent a tremendous saving of time and increase of the efficiency of that system.
The analysis of the long-range physical influence in BA networks shows similar dramatic reductions in the time for consensus in relation to the case in which only close contacts are considered. In Fig. 6 we illustrate these results, where it can be seen that the use of power-law spatial decay with α = 1.5 drops the consensus time to about t/53 respect to the case where only close contacts are considered.
Social influence
When studying the consensus in a network under the influence of long-range social interactions we have to deal with the parameter x which controls the feasibility of these interactions. That is, for x = 0 there is no long-range influence among the agents and the model (9) is recovered. As the value of x increases we give more chances to pairs of agents at long distances to influence each other. Thus we study here the same two networks previously analyzed by considering the values of x = 0.1, x = 0.25 and x = 0.5. As before a value of ε = 4 × 10 −4 is used in all the simulations. As can be seen in Fig. 7 even for small values of x there is a dramatic reduction in the consensus time for both types of networks. For x = 0.5 these reductions are of the order of t/375 respect to the times obtained when no long-range influences are considered. These reductions are far more dramatic than those observed for the cases of physical influence among the agents. Then, if you wonder about the causes why consensus in social networks is sometimes reached in so effective way, e.g., in recent uprising in several Arab countries or anticapitalist protests in developed countries, you must think about the effects of long-range influences. Another area in which long-range influence of nodes can be important for reaching consensus is the case of networks having highly connected clusters which are poorly linked among them. These highly connected clusters are usually known in network theory as communities, and they represent a variety of entities such as social groups, genes with similar functions or groups of corporations of the same economic sector [43] [44] [45] [46] . Because the nodes in one particular community are well-connected to each other it is relatively easy to reach consensus among them. However, consensus between nodes in different communities is a more difficult task if only nearest-neighbors influence is allowed. Taking into account that most of social networks are highly clustered into different social communities, how is it possible to reach social consensus in relatively short times? An intuitive answer to this question is that individuals are not only influenced by the members of their communities but by individuals not far from them in other social groups. For instance, in Fig. 8 we illustrate the results obtained for a network formed by two identical chunks connected by only one link. Both parts of the network are created as ER random graphs with 100 nodes and 400 links. The network has a diameter equal to 7 and we use a value of ε = 0.028 in all simulations, which is smaller than [ k=1 δ max (k)] −1 . As can be seen when only nearest neighbors are considered the consensus is obtained after more than 100,000 time steps. That is, there is practically no absolute consensus among the individuals in the two separated clusters. However, this time is reduced very dramatically when long-range influence among the agents enters into play. For a value of x = 0.1 the consensus is reached at about 7000 time steps and this time is reduced to only 60 time steps for x = 0.5. This represents an improvement of more than 1666 times in the consensus time.
In Fig. 9 we illustrate the results for a real-world social network, which is well known for having at least two well defined communities. It corresponds to a friendship network in a karate club in US and it is known as the Zachary karate club network [47] . This network is characterized by the existence of a group of followers of the instructor and another group of followers of the administrator of the club. The polarization between the two groups was clear after the instructor and the administrator had a conflict which divided the club into two well defined communities characterized by the respective followers of each 'leader'. The network has 34 nodes and 78 links, a diameter equal to 5 and we have used ε = 0.012 in all simulations, which is smaller than [ k=1 δ max (k)] −1 . As can be seen in Fig. 9 the consensus in the network after considering the long-range influence of the agents is obtained 56 times faster than if only nearest neighbors are considered for a value of x = 0.5. 
On computation of the path Laplacian matrices
In order to compute the kth path Laplacian matrix of a graph we need to identify all pairs of nodes at distance k. In the most complete scenario we will be interested in obtaining all path Laplacian matrices for 1 k d max . In this case it is better to obtain the distance matrix D of the graph and obtaining each k-path matrix by using Definition 6. In order to obtain the distance matrix we have to solve the all-pairs shortest paths (APSP) problem, for which there are many algorithms available in the literature [48] . The APSP problem appears in many other areas of complex networks analysis, such as in the study of distance-based centrality measures, average path length and small-world phenomenon, among others. The most used of these algorithms was devised in 1959 by Dijkstra and it computes APSP in O(mn + n 2 log n), where m is the number of links [49] . There are many improvements of this algorithm as well as many others that beat this worst case running time of the Dijkstra algorithm. For instance, for sparse networks having m = o(n log n) Pettie has designed an algorithm that finds APSP in O(mn + n 2 log log n) for directed arbitrarily weighted graphs [50] . In the case of undirected graphs with integer weights Thorup has proposed algorithms with running times of O(mn) [51, 52] . An important result for unweighted graphs as the ones studied in this work is the one proving that if matrix multiplication can be performed in O(M(n)), then the APSP problem for unweighted directed graphs can be solved in O( n 3 M(n)) and for unweighted undirected ones in O (M(n) ), where we have ignored the polylogarithm function appearing in the expressions [53] [54] [55] [56] [57] .
One of the current best upper bounds on general matrix multiplication is M(n) [58] . However, as we have indicated previously we not necessarily would be interested in computing all path-Laplacian matrices but only a few of them. For instance, if there is evidence that a particular signal does not propagates beyond the second nearest neighbors we would only need to compute L and L 2 , which will alleviate the calculations. This situation is not different to what is found in many other calculations performed for the study of complex networks [60] . For instance for computing closeness centrality we need to compute all distances from a given node, for the average path length we need to compute the distances among all pairs of nodes, and for the calculation of the betweenness centrality we need to calculate all the shortest paths passing through a given node. In the last case, for instance, the most efficient algorithm designed so far obtains the betweenness centrality of every node in O(mn + n 2 log n) for weighted, and in O(mn) for unweighted graphs [61] . All these methods, including the use of path Laplacians, will benefit from the development of new methods for solving the APSP problem (see [62] and the references therein).
Conclusions and future outlook
We have introduced here the concept of path-Laplacian matrices, which naturally generalizes the combinatorial Laplacian widely used in mathematics, physics, computer sciences and engineering. The new concept has been motivated by studying the k-hopping of a graph, which consists in knowing whether every node of a graph can be visited by jumping from one node to another at distance k from it. It is impossible at this stage to foresee every single application of this concept in different scenarios. We have provided here an example in which the path-Laplacian matrices are important for understanding how the consensus is reached in some real-world scenarios where not only nearest neighbors but also long-range interactions of different kinds can be present. The hypothesis stating that consensus is reached by the influence of both nearest-and nonnearest neighbors can be tested experimentally in physical and social scenarios, making it 'falsifiable' as required for any scientific theory. Another area in which path-Laplacian matrices can find a niche for applications is in the study of synchronization in complex networks. It is hard to believe that the synchronization observed among crickets, fireflies, birds and fishes is reached by the influence of nearest neighbors only. Thus, the consideration of the influence of nonnearest neighbors through the use of path-Laplacian matrices in synchronization models can help to understand such complex dynamical processes. On the more practical side we predict the possibility of designing algorithms in which the long-range interactions among agents is exploited. As an example we can consider a group of robots for which consensus need to be obtained. By considering not only robots which are directly connected to each other according to a given signal, but also those which are in the second or third neighborhood (as in Fig. 3 ), a faster consensus can be reached for a given activity. In closing, we believe that the path-Laplacian matrices will be an important addition to the large arsenal of graph-theoretic and algebraic tools currently used in many scientific disciplines. Last but not least, the study of the mathematical properties of these matrices is a completely new avenue in the field of algebraic graph theory.
