ABSTRACT Distributed generators, controllable appliances, electric vehicle charging infrastructures, and energy storage systems introduce new technical challenges to the management of distribution networks, especially when there are large power fluctuations. Interactive dynamics between load and distributed generators in a distribution network carry significant impact on voltage variation and transient during load power disturbances. It is shown in this paper that the traditional static power flow analysis, in which load dynamic behavior is not counted, is not sufficient to model and predict voltage excursion after a power disturbance. To capture the behavior of load types and dynamics, this paper employs Hammerstein model structures to represent such behavior and explore their real-time identification. This is especially important for voltage quality management since the load dynamics depend on active and reactive load power, and hence change substantially due to load/generator power perturbations, electric vehicle charging activities, and subsystem load type varieties. Identification algorithms are introduced and their convergence properties are established. The algorithms are applied to a generic grid structure first, then evaluated on a 33-Bus system with multiple dynamic loads.
I. INTRODUCTION
With more distributed renewable/alternative sources, controllable loads, and energy storage systems, voltage management has become one of the most critical issues in smart distribution grid and microgrid implementations, due to more volatile generation and loads, and more sophisticated control requirements [1] - [4] . Traditionally, voltage stability analysis aimed for generation and transmission systems over a large area network under normal and contingent conditions [5] - [7] . Many methods have been proposed to address this important issue [8] , with approaches on the development of load tolerance indices under simplified grid network structures and load types [9] - [12] . In [13] and [14] , we focused on generator dynamics and network simplification; however, load dynamics were not considered. In our recent work [15] , [16] , a general framework for voltage robust stability was introduced for microgrids.
Interactive dynamics between load and distributed generators in a distribution network carry significant impact on voltage variations. It is shown in this paper that traditional static power flow analysis is not sufficient to predict voltage excursion after a power disturbance. To capture behavior of load types and dynamics, this paper employs Hammerstein model structures to model such behavior and carries out real-time identification to obtain model parameters. This is especially important for voltage quality management since the load dynamics depend on active and reactive load power, and hence change substantially due to load/generator power perturbations and subsystem load type varieties.
The Hammerstein system consists of a static nonlinear function followed by a dynamic linear subsystem. This unique structure has found many applications, such as distillation columns [17] , power amplifiers [18] , and solid oxide fuel cells [19] . The model structure is simple and versatile in characterizing dynamics and nonlinearity of practical systems. Identification of Hammerstein systems has been studied extensively with many useful algorithms [20] - [22] . Several nonlinear function structures have been proposed [23] , [24] . This paper extends typical load type models such as the ZIP types [25] - [27] . The ZIP model structure recognizes load types that are linear combinations of constant power, constant current, and constant impedance. By using a general Hammerstein model structure, especially the base function kind [23] , more complicated nonlinear functions can also be accommodated when multiple loads are interconnected in distribution networks. Identification algorithms are introduced and their convergence properties are established. The algorithms are applied to a generic grid structure first, then evaluated on a 33-Bus system with multiple dynamic loads.
The main contributions of this paper are in the following aspects: (1) It introduces the Hammerstein model structure to represent load types and dynamics. The load here can be a subsystem composed of distributed generators, energy storage systems, and lumped loads, etc. This extends the common static and dynamic load models of ZIP types. (2) It develops real-time identification algorithms to capture time-varying load types and dynamics for voltage control applications. This is especially important for active distribution networks and microgrids whose loads and distributed generators are subject to large perturbations and variations. (3) The algorithms are evaluated on a generic bus structure and also on a common 33-Bus system. This paper is organized into the following sections. The main problems are described and formulated in Section II. Load dynamics and types and Hammerstein model structures are discussed. Relevance of load types and dynamics to voltage regulation and quality control is presented in Section III. Using a special but representative bus structure, we derive interactive grid and load models that determine voltage dynamics. Section IV concentrates on impact of load dynamics. We show that small changes in load dynamics can have significant impact of voltage transient behavior, and as such careful modeling of load dynamics and types are essential. System identification of Hammerstein load models is investigated in Section V. Identification algorithms are introduced and their convergence properties are established. Section VII uses a common 33-Bus system to evaluate our methods and algorithm. It shows that the Hammerstein model structure can be used to represent sophisticated grid models with multiple loads and generators. Finally, Section VIII summarizes the main findings and points a few worthy future research directions along the line of this paper.
II. VOLTAGE MANAGEMENT OF DISTRIBUTION NETWORKS WITH MICROGRIDS A. MOTIVATING SCENARIOS
To motivate the main problems studied in this paper, we consider a microgrid with a battery/capacitor energy storage system to support its interconnection to the main grid, shown in Fig. 1 . The microgrid represents a consolidated system which may be a collection of active sources and loads including distributed generators, EV charging stations, controllable loads, and regular loads. Due to power output fluctuations from renewable generators and large (time-varying) numbers of EV charging operations, the microgrid's net active load P L (MW) and reactive load Q L (MVar) are random variables with their own dynamics. Suppose that a combination of battery systems and capacitor banks is installed to support the voltage regulation at the bus [28] , which supplies active power P B and reactive power Q B . As a result, the net active and reactive powers taken from the main grid are P = P L −P B and Q = Q L − Q B , respectively. P B and Q B are decision variables. The main grid, labeled as Bus 1 in Fig. 1 , is used as a reference point with its voltage E 0 as a constant. To facilitate detailed analysis, we assume that information exchange and control actions are updated every τ seconds, leading to a uniform sampling process. Starting from an initial time, say t = 0, we denote t k = kτ . Correspondingly, the sampled values become P L (k), P(k), etc. Suppose that over a time period of interest, which may be several minutes, an hour, or even a 24-hour period, depending on actual systems, P L (k) and Q L (k) are stochastic processes, whose statistical properties will be specified later. The information on load power fluctuations is updated every τ seconds.
The goal of the bus voltage management is to control the installed OLTC (on load tap changer), battery systems, and capacitor banks so that the voltage v of Bus 2 remains stable and within the quality boundaries. In case of transient large voltage excursions beyond the voltage quality boundaries, typically 5% − 10% of the rated bus voltage, the time interval for such excursions must be sufficiently small. We refer VOLUME 6, 2018 the reader to [5] - [7] for the standard definition of voltage stability, voltage drop, voltage collapse, etc.
While typical voltage regulation problems have been studied by using static methods with P-V or Q-V curves, which do not consider load types or load dynamics [5] , the importance of load nonlinearity and time delays on stability has been well recognized [25] - [27] . On the other hand, to develop a comprehensive framework of dynamic, optimal, and adaptive control strategies for managing OLTC, battery, and capacitor systems, it is critically important to capture load types and dynamics accurately.
One of the main challenges in voltage management for active distribution networks or microgrids is that the load types and dynamics vary often and unpredictable. This is manifested by frequent variations in the EV charging loads, large perturbations in renewable generators' output power, load changes during working hours and evenings, etc. Consequently, load types and dynamics must be identified in real time and the control strategies for voltage regulation must be adapted accordingly. This paper will address the issue of real-time identification of load dynamics.
B. LOAD DYNAMICS
Load dynamics have been extensively investigated in power systems [25] - [27] . Most common ones are the ZIP types with dynamics. The ZIP model structure recognizes that if a load is the constant power, it is a P type and the corresponding active and reactive powers are independent of the bus voltage. In contrast, for the constant current (I) type, P and Q are linear functions of V ; and for the constant impedance (Z) type, P and Q are functions of V 2 . Consequently, P = α 1 + α 2 V + α 3 V 2 and Q = β 1 + β 2 V + β 3 V 2 are used as a combination of ZIP types. Further modification allows the function of V γ where γ can be any value between 0 and 2. To introduce load dynamics, the standard approach is to use a first-order system with a time constant T (taking active power as an example), leading to
Since an active distribution network consists of many loads of different types and dynamics, we introduce in this paper a Hammerstein model structure that generalizes the above load models. A Hammerstein system consists of a general static nonlinear function followed by a linear dynamic system, shown in Fig. 2 . The above ZIP load model is a special case with
FIGURE 2. A Hammerstein model of load power.
In this paper, we consider a more general model structure of potentially higher order dynamics and more general nonlinear functions. Given m base functions f 1 (V ), . . . , f m (V ), an n-th order Hammerstein system is
(1)
III. VOLTAGE QUALITY ANALYSIS
We first derive voltage fluctuations on the connecting bus. For the equivalent plant model structure in Fig. 1 , we derive the following power-voltage relationships which will be used in a different angle for load modeling and identification.
Z sin(θ). By eliminating δ from the above expressions, we have (
It is well understood that if the critical condition (3) is satisfied with the strict inequality, then two solutions of V are obtained from (2), of which the higher V represents the stable operating region and the lower V is the unstable operating point. The inequality (3) defines the permissible region on the P-Q plane for possible stable grid-tie operation of the microgrid, and its critical condition of equality is the stability boundary (2Z (
, which might be written as a quadratic function on P aP 2 + bP + c = 0 where
Assume that (3) is satisfied, which will be investigated further in subsequent sections, we solve (2) for the higher V , and
, where
We make the following important observations. Let E denote the probability expectation. 
A microgrid is connected to the main grid via a local bus as shown in Fig. 3 . A feeder is connected to an infinite bus through a transformer between Buses 1 and 2. The outside transmission system is considered a constant voltage 
IV. IMPACT OF LOAD TYPES AND DYNAMICS
Example 1 represents the scenario in which load dynamics are not considered and the load is the constant power type. In other words, the bus voltage does not affect the load power. However, if the load is not a constant power type, then after a power perturbation occurs, the power and voltage will interact to determine the steady-state bus voltage. In addition, load dynamics create a dynamic system whose transient voltage can be substantially different from its steady state values.
To understand how load dynamics will have fundamental impact on the voltage transient, suppose that both the load active power and reactive power are modeled by Hammerstein models,
. They can be realized by state space models
On the other hand, the power flow analysis of a given grid topology, parameters and other generators and loads relates the bus voltage
. This leads to a highly nonlinear coupled dynamic system
Furthermore, by substituting P L and Q L in the related expressions, we obtain a highly nonlinear state space model for the voltage It is noted that in Example 2 when the voltage experiences a large excursion, it creates a chain reaction, causing load power perturbations, which typically cannot be tolerated by a microgid. For example, a close examination on the right column trajectories indicate that the active power is now divergent, leading to an unstable system. Example 2 verifies that even seemingly small dynamic variations on the load can create critically detrimental voltage variations, even instability. To compensate such load dynamics, control strategies must take into consideration of load dynamics. As a result, identification of load dynamics becomes an mandatory task in voltage management. This will be explored in the next section.
V. SYSTEM IDENTIFICATION OF LOAD DYNAMICS
Under the given sampling interval τ , the load system (1) can be discretized, leading to a discrete-time system P k = a 1 
After taking N + n data points on P k and N data points on V k , we obtain N observation equations 
To ensure estimation accuracy and parameter convergence, the voltage profile V k must be able to ''excite'' all the modes in the load dynamics and be persistent to overcome the detrimental effect of measurement noise. This is called the ''persistent excitation'' condition in the system identification literature. We refer to the reader to [29] for further detail on such conditions and stochastic convergence analysis.
For efficient implementation of the LS algorithm (7), it can be recursified. First, an initial parameter estimate is obtained by applying (7) to an initial data block of relatively small size n 0 . Let the estimate be denoted by θ 0 and the corresponding M 0 = ( n 0 n 0 ) −1 . Then the following recursive steps are performed, k = 1, 2, . . .
Example 3: Consider the same grid system as in Example 2, but with different load dynamics and types. Under the sampling interval τ = 0.001667, and T = 0.5 seconds, the load dynamics are P k+1 = 0.99667P k + 0.0008985 + 0.00016275
k . Starting from t = 4.33 seconds, an active power perturbation occurs. This causes voltage and reactive power fluctuations. Data are collected. We use estimation of reactive power to illustrate our results. Fig. 6 shows the power perturbations and the resulting voltage trajectory. more comprehensive evaluation, we repeat the estimation algorithm for 100 times. The average of the relative estimation errors over these runs is 3.428%.
VI. ESTIMATION RELIABILITY AND ROBUSTNESS AGAINST MEASUREMENT NOISES
In real-time system identification, for cost reduction, most sensors and measurement devices have lower resolutions than expensive high-resolution devices in testing labs. Also, real operating environments cause measurement noises. As a result, robustness of identification algorithms against measurement errors and noises are of essential importance for their practical implementations.
For system identification, without measurement errors and noises, the input/output relationship of data is represented, using the active power as an example, by the regression expression P k = φ k θ where the regressor is
Suppose that the data are corrupted by noises
To analyze their impact on identification accuracy, we note that under noises, the regression relationship becomes
After N observations, under the LS algorithm (7) with the same notation as in the last section, we have
Since the errors enter both the regressor φ k and the output y k , the LS algorithm can lose its accuracy and suffer from inherent estimation bias.
Suppose that both d k and e k are independent and identically distributed (i.i.d.) and are mutually independent, and
N → ∞ in which the convergence is valid both with probability one and in mean square, namely this induces an estimation bias which cannot be overcome by increased data sizes.
Some remedies can be introduced to eliminate the estimation bias and improve accuracy. We refer the reader to [29] for general bias correction algorithms for error-inthe-variable identification problems and to [30] for their applications to battery state-of-charge estimation problems. In this paper, we introduce the following two-time-scale prefiltering method for variance reduction in data.
The main idea is the two-time-scale operation: The estimate for load model parameters is updated every τ seconds; but the signals are sampled every δ = τ/N 0 seconds with an integer N 0 > 1. In other words, within each interval [kτ, (k + 1)τ ), the measurement data V (t), P(t), Q(t) are sampled N 0 times. These N 0 samples are then averaged as the estimated values V k+1 , P k+1 , Q k+1 to be used at (k + 1)τ . The algorithm, using V as an example, can be implemented recursively as
One advantage of this method is that after averaging, the remaining errors in data are much reduced and they are still i.i.d. We now use the following examples demonstrate the impact of measurement noise and effectiveness of the twotime-scale pre-filtering method.
Example 4: Consider the same grid system as in Example 3, under the same model parameters, sampling interval, and load perturbations. We use estimation of the reactive power to illustrate the noise impact on identification accuracy. In Example 3, the detrimental effects of regression equation errors are overcome by the LS algorithm. Here, we add i.i.d. noises of uniform distributions in the interval [−0.02, 0.02] to both V and Q measurement data. Fig. 7 shows that due to noises in data, the estimates no longer converge to zero. To evaluate the identification accuracy in this case, we repeat the estimation algorithm for 100 times. The average relative estimation error over these runs is 90.4648%. This shows a drastically increased estimation error when data are corrupted by measurement noises.
Example 5: Continuing our experiments in Example 4, we now apply the two-time-scale pre-filtering method to pre-process data before parameter estimation. We select N 0 = 100. By fast sampling and data averaging, noise variances in data are significantly reduced. Fig. 8 shows that by applying pre-filtering, estimation accuracy and convergence are restored. To evaluate effectiveness of ou approach, we repeat the combined prefiltering/estimation algorithm for 100 times. The average relative estimation error over these runs is now only 5.9239%. This shows the negative effects of the measurement noises have been overcome by the two-time-scale pre-filtering method.
VII. CASE STUDIES
We now evaluate our modeling and identification methods on a standard 33-Bus radial distribution test system with bus parameters and fixed nominal bus active and reactive loads given in [31] and [32] . This test system is a 12.66 kV system whose total real and reactive power loads are 3715 kW and 2300 kVAR, respectively. The line and load data of network are taken from [31] with a power base S base = 100 MVA. Bus 1 is used as the voltage reference and all other buses are of the PQ type. For our evaluation, dynamic loads of different types will be added to the test bus system. For typical load types and their common model structures and parameter values, we refer the reader to [7] and [33] - [36] and the references therein for further details.
Example 6: In this example, one dynamic load is added to Bus 33 shown in Fig. 9 . The dynamic load is a mixed type with motor-type dominance. The load consists of P and Q parts described by the following second-order system Assuming that the load dynamics are unknown so that the model parameters must be identified in real time from voltage and power data. Focusing on the P-model, our identification algorithms for Hammerstein models are applied. By using the first 3000 data points, the model parameters, whose true values are θ = [8, 7, By using this estimated Hammerstein model to predict the load trajectories, the total relative error between the actual load and the estimated load is 0.00225%. 
Example 8:
In this example, in addition to the same 0.5 MVA induction motor on Bus 33, a distributed generator is connected to Bus 26 with 0.01 p.u. initial active power, shown in Fig. 12 . The model parameters of the dynamic induction motor are the same as those in Example 7, and the parameters of the synchronous generator are taken from [38] . In this case study, dynamic voltage control at Bus 26 is pursued. Consequently, the aggregated and combined dynamic load model on Bus 26 is sought. The normal static load and the added dynamic power source at Bus 26, together with the radial branch from Bus 26 which includes the original loads on Buses 27-33 and the added dynamic loads at Buses 33, form the equivalent dynamic load model on Bus 26. We emphasize that due to model aggregation on the dynamic loads and complications in network topologies and line parameters, it is overly complicated and not desirable to build the model structure for the combined load model on Bus 26 from the first principles (namely, the bottom-up model building from detailed sub-load models). Instead, we view the combined load as a black box and use the low-complexity Hammerstein models to capture its dynamic behavior.
For testing, at 6 seconds, the load power from Buses 16, 17, and 18 jumps to 1.2 times of the nominal value. From the simulations on PSAT and Matlab shown in Fig. 13 When we use the Hammerstein model to predict the load profiles, the estimated dynamic load by the Hammerstein model approximates very well the actual combined load. The total relative error between the actual load and the estimated load is 0.15%.
VIII. CONCLUDING REMARKS
This paper introduces a method of modeling different load types and dynamics by Hammerstein models. Real-time identification algorithms are developed for voltage control applications, and their convergence properties are established. This model structure provides more freedoms in representing higher order dynamics and nonlinear functions in dynamic loads which are of aggregated from many system components.
There are many interesting open issues in this new framework. For example, this paper does not cover the usage of the Hammerstein models in control design. Also, due to scope limitations, this paper does not investigate model reliability, robustness, and order selection issues. It will also be important to apply this method on real systems to understand its benefits and limitations in practical environments.
