Abstract. In this paper we report on the construction of a tool for conformance testing based on Spin. The Spin tool has been adapted such that it can derive the building blocks for constructing test cases, called test primitives, from systems described in Promela. The test primitives support the on-the-fly conformance testing process. Traditional derivation of tests from formal specifications suffers from the state-space explosion problem. Spin is one of the most advanced model checkers with respect to handling large state spaces. This advantage of Spin has been used for the derivation of test primitives from a Promela description. To reduce the state space, we introduce the on-the-fly testing framework. One of the components within this framework is the Primer. The Primer is responsible for deriving test primitives from a model of a system according to a well-defined and complete testing theory. Algorithms are presented which enable us to derive test primitives from a Promela description. These algorithms have been implemented in the adapted version of the Spin tool which acts as the Primer in the framework. Promising experiments have been carried out on an example case study. As a result of this study it is concluded that it is possible to derive test primitives automatically from Promela descriptions, construct test cases from these test primitives, and execute the test cases on-the-fly.
Introduction
Testing is the activity of doing experiments with system implementations in orderto gain confidence in their cor-rect functioning. Correct functioning is determined by the system specification, which captures its functional behaviour. Preferably, this specification is given using a formal language, e.g., Lotos, Estelle, SDL, Z or Promela. Such formal languages have well defined semantics and do not suffer from problems of ambiguity and impreciseness, thus making them suitable as the basis for validation, implementation and testing. Moreover, formal languages allow processing by tools.
Whereas formal system verification is aimed at checking properties of a system by exercising a model of it, testing is aimed at exercising the real, physical system. Due to the complexity inherent in most systems, testing can only exercise part of all possible system behaviour and, consequently, can never lead to certainty about the satisfaction of a property. By using model checking, on the other hand, system properties can be proved, although, this proof only applies to the model of the system and not to the real, physical system. An example of a formal verification tool is the model checker Spin [12] . This tool can be used to support system validation and verification by automatically assessing the validity of a property expressed in Linear Temporal Logic (LTL). This assessment is performed on a system model expressed in the formal language Promela. A Promela model of the system design or implementation is developed especially for checking such properties.
Once a Promela system model is available, one might consider taking advantage of the existence of this model and use it as a basis for the generation of tests to test system implementations. In this way, the Promela model is regarded as the specification of prescribed behaviour. A further step is to develop tools to automate the derivation of tests from system descriptions in Promela. This paper investigates the possibility of this automation by prototyping such a tool.
In order to derive test cases, we need, apart from a specification, a test derivation algorithm. Moreover, to express such an algorithm and to reason about it (its soundness and exhaustiveness) we need to express formally when an implementation conforms to a specification. This is done by defining an implementation relation between the class of envisaged implementations and the class of specifications [15] . In the realm of Promela, specifications and implementations can both be conceived of as special kinds of labeled transition systems. Implementations are modeled as inputoutput transition systems, a kind of transition system where inputs are always enabled. Specifications are labeled transition systems in which inputs and outputs can be distinguished (but not necessarily always enabled). Hence, an implementation relation in this realm is a relation between input-output transition systems and labeled transition systems. We take the relation ioco introduced in [23] together with the corresponding test derivation algorithm as our theoretical basis. For a rationale for this particular implementation relation we refer to [23] .
The goal of this paper is to report on the construction of a tool for conformance testing based on Promela specifications and the implementation relation ioco, and to apply this tool to a simple case study. The tool derives test cases and also immediately executes them, i.e., it performs on-the-fly test derivation and execution. The tool has been implemented based on Spin, adapting Spin to generate the information needed in the test derivation algorithm, and taking advantage of the capabilities of Spin in dealing with large state spaces.
The model checking tool (Spin) for Promela can handle relatively huge systems due to its successful struggle against the state space explosion. Therefore many systems are modeled using Promela. Since we are aiming at reusing models for testing, we selected Promela for this study. Another benefit is that the Spin software is open, so the prototyping effort is expected to be minimal. Also, the effect of the usage of Spin's state space reduction functions, like statematching and hashing, can easily be studied by basing our tool on Spin.
We start in the next section with reviewing the formal models, the implementation relation ioco and the test derivation algorithm from [23] . In Sect. 3 we elaborate on the on-the-fly method of testing and we discuss the tool architecture for test derivation and execution. Section 4 explains how the test derivation algorithm and on-the-fly testing can be applied to Promela and Spin, what restrictions and assumptions are necessary for Promela descriptions to be viewed as transition system specifications, and how advantage can be taken from Spin as the basis for the implementation of the test derivation tool. Section 5 discusses the application of the prototype in a case study, i.e., testing of a conference protocol entity. Section 6 explains what has been achieved, what lessons were learned and what remains to be done.
Preliminaries
This section reviews those aspects of [23] which are used to develop the test derivation algorithm and tool for Promela.
Labeled transition systems. Labeled transition systems provide a formalism to specify, model, analyze and reason about system behaviour. A labeled transition system description is defined in terms of states and labeled transitions between states. Definition 1. A labeled transition system is a 4-tuple S, L, T, s 0 where -S is a non-empty set of states; -L is a finite set of labels with τ ∈ L; -T ⊆ S × (L ∪ {τ }) × S is a set of triples, the transition relation; -s 0 ∈ S is the initial state.
The labels in L represent the observable interactions of a system. The special label τ ∈ L represents an unobservable, internal action. A transition (s, µ, s ) ∈ T is denoted as s µ − − → s . A computation is a composition of transitions:
A trace captures the observable aspects of computations; it is a finite sequence of observable actions. The set of all finite sequences of actions over L is denoted by L * , with denoting the empty sequence. If σ 1 , σ 2 ∈ L * , then σ 1 ·σ 2 is the concatenation of σ 1 and σ 2 .
We denote the class of all labeled transition systems whose labelset is L, by LTS(L). For technical reasons we restrict LTS(L) to labeled transition systems that are strongly convergent (or, divergence free). A labeled transition system is strongly convergent if there are no infinite computations with only internal actions, i.e., no infinite compositions s Definition 2. Let p = S, L, T, s 0 be a labeled transition system with s, s ∈ S, and let
* , and n ≥ 0.
We will not always distinguish between a labeled transition system and its initial state: if p = S, L, T, s 0 , then we will identify the labeled transition system p with its initial state s 0 , and we write, for example, p
Definition 3. Let p be a (state of a) labeled transition system and let P be a set of states.
Input-output transition systems. We assume that the label set L can be partitioned into input actions
Moreover, we consider systems which always accept any input. In terms of transition systems: all inputs, i.e., all actions in L I , are enabled in any reachable state of the transition system. Such transition systems are called input-output transition systems. In input-output transition systems, inputs of one system communicate with the outputs of the other system, and vice versa. Input-output transition systems are essentially the model of I/O-Automata introduced in [17] , with marginal differences: input-output transition systems have weak input enabling, i.e., they allow input enabling via internal transitions (∀a ∈ L I : p a =⇒ ), whereas I/O-Automata require strong input enabling (∀a ∈ L I : p a −→ ). Moreover, input-output transition systems are not concerned with fairness, which is not necessary for testing purposes.
Definition 4. An input-output transition system p is a labeled transition system in which the set of actions L is partitioned into input actions
, and for which all inputs are enabled in any reachable state:
The class of input-output transition systems with input actions L I and output actions
Implementation relation. The major issue of conformance testing is to decide whether an implementation is correct with respect to a specification. This requires a notion of correctness, which is covered by defining an implementation relation. An implementation relation is a relation between the domain of specifications and the domain of models of implementations, such that (i, s) is in the relation if and only if implementation i is a conforming implementation of specification s.
We will use the relation ioco as the implementation relation. This relation assumes that the specification is expressed as a labeled transition system in which inputs and outputs can be distinguished (not necessarily IOTS), and that the implementation behaves as, that is, can be modeled by, an input-output transition system (see test hypothesis [15] 
after a trace σ, can never produce an output which could not have been produced by specification s in the same situation, i.e., after the same trace σ. Moreover, i may only stay silent, i.e., produce no output at all, if s can do so. The absence of outputs is called quiescence and is denoted by a special label δ (δ ∈ L ∪ {τ }), see [24] .
To formalize this notion of conformance ioco we first define quiescence as the absence of outputs. Then we extend traces of actions with the special action δ. Occurrence of δ in a state p, denoted by p δ −→ , expresses that state p cannot produce any output. Since no 'normal' action in p is executed in that case, p cannot move to another state, so always p * , respectively. Note that this overlapping of notation does not introduce conflicts. We can now define out( p after σ ), the possible outputs, of a process p after a suspension trace σ. The action δ may occur in out( p after σ ) as a special action indicating that after σ it is possible to observe no outputs at all, i.e., quiescence. Using out ( p after σ ) the definition of ioco is now straightforward by requiring that after any suspension trace of the specification any possible output of the implementation should be a possible output of the specification.
Definition 6. Let p be a (state of a) labeled transition system; let P be a set of states
Genealogy. The implementation relation ioco and its testing theory inherit many ideas from other relations and testing theories defined in the literature. Their roots are in the theory of testing equivalence and testing preorders [4, 5] , where relations on transition systems were defined by explicitly modeling tests as labeled transition systems. Building on this work, a relation refusal preorder with more discriminating power than testing preorder was defined in [19] . Refusal preorder uses more powerful testers which can detect not only the occurrence of actions but also the absence of actions, i.e., refusals. We follow [16] in modeling the observation of a refusal by adding a special label θ ∈ L to testers, as the next paragraph about testing will show. Another development was the definition of a weaker relation conformance conf that is strongly related to testing preorder [3] . It is a modification of testing preorder by restricting all observations to only those traces that are contained in the specification. It was argued that this restriction makes testing and test derivation easier, since only traces of the specification have to be considered and not the huge complement of this set, i.e., the traces not explicitly specified. In other words, conf requires that an implementation does what has been specified, not that it does not do what has not been specified. Several test generation algorithms have been developed for the relation conf , among which, most notably, is the canonical tester theory [2] .
Finally, a development of importance for ioco was the application of the principles of testing preorder to I/OAutomata [20] . It was shown that testing preorder coincides with quiescent trace preorder introduced in [24] when requiring that inputs are always enabled.
The relation ioco inherits from all these developments. The original definition of ioco follows the principles of testing preorder with tests that can also detect the refusal of actions as in refusal preorder. Outputs and always enabled inputs are distinguished analogous to I/O-Automata, and, moreover, a restriction is made to the traces of the specification as in conf . All this results in the implementation relation ioco as given in Definition 6.3. The corresponding testing theory, presented in the next paragraph, can be classified as the refusal conformance testing of systems with inputs and outputs in the notation of [16] . For more details about the relation ioco, a more formal elaboration of this genealogy, and for more generic definitions we refer to [23] .
Testing. In order to generate and execute tests, we first define what a test case is, how test cases are executed, what a test run is, how a verdict is assigned and when an implementation passes a test case. We adopt, and adapt a little bit, the definitions of [23] .
1. Let L U = {x 1 , x 2 , . . . , x n } be finite. A test case t is recursively defined as
The special label θ ∈ L ∪ {τ, δ} will be used in a test case to detect quiescent states of an implementation, so it can be thought of as the communicating counterpart of a δ-action.
A finite sequence of pairs
is a test run, representing the parallel execution of a test case t and an implementation i, iff -t = t 0 and i = i 0 , and -t m = pass or t m = fail, and -for all j with 1 ≤ j ≤ m, either:
-(* internal step *) Test derivation. Now all ingredients are there to present an algorithm to generate test cases from a labeled transition system specification for the implementation relation ioco.
Algorithm 1. Let s be a specification with initial state s 0 . Let S be a non-empty set of states, with initially S = s 0 after . Then a test case t is obtained from S by a finite number of recursive applications of one of the following three cases: 1. ( * terminate the test case * ) t:=pass 2. ( * give a next input to the implementation * ) t:=a ; t , if S after a = ∅ where a ∈ L I , and t is obtained by recursively applying the algorithm for S = S after a . 3. ( * check the next output of the implementation * ) t:=x 1 ; t 1 2 x 2 ; t 2 2 . . . 2 x n ; t n 2 θ; t θ where, with 1 ≤ j ≤ n: if x j ∈ out(S) then t j = fail if δ ∈ out(S) then t θ = fail if x j ∈ out(S) then t j is obtained by recursively applying the algorithm for S after x j if δ ∈ out(S) then t θ is obtained by recursively applying the algorithm for {s ∈ S | s δ −→ }.
This algorithm was proved in [23] to produce only sound test cases, i.e., test cases which never produce fail while testing an ioco-conforming implementation. Moreover, it was shown that any non-conforming implementation can always be detected by a test case generated with this algorithm. Algorithm 1 will be the basis for test derivation from Promela specifications in the next sections.
On-the-fly testing
The derivation of test cases as explained in the previous section may involve the consideration of a large number of transitions and states. The complexity encountered is mainly due to the fact that in each state of the specification we have to consider all possible responses of the implementation. After this step, all possible responses for all possible responses of the previous step have to be considered again. Due to nondeterminism, parallelism, data instantiation and recursive processes there may be many different responses, and all these possible responses have to be recorded and represented in the generated test case. This is illustrated in Example 1, but before giving this example, an algorithm for test execution is first presented. This algorithm is a straightforward transformation of Definition 7.2. It gives an operational interpretation to the abstract concept of a test run by giving the actions required to perform a test run on a concrete implementation.
First, we need concrete, atomic actions to express the transitions of the implementation under test. Let i be the implementation under test, a ∈ L I and x ∈ L U , then -stim(i, a) expresses that input a is offered to the implementation, so that i a =⇒ i and i is the new state of the implementation under test; -respons(i, x) expresses that output x is observed from the implementation, so that i x =⇒ i and i is the new state of the implementation under test; -timeout(i) expresses that a timer expired without the implementation having produced an output, meaning that the implementation is quiescent: i δ −→ i. Second, based on these atomic actions modeling the transitions of the implementation under test, we give an algorithm for test execution of a test case t with an implementation i.
be an implementation under test and let t be a test case. Then test execution proceeds by the following rules, choosing a ∈ L I and x j ∈ L U : while t ∈ {pass, fail} { apply one of the following cases:
• ( * offer an input * )
If t = a ; t then stim(i, a); t := t • ( * accept quiescence * )
If timeout(i) and t = x 1 ; t 1 2 . . . 2 x n ; t n 2 θ; t θ then t := t θ
• ( * accept output * )
If respons(i, x j ) and t = x 1 ; t 1 2 . . . 2 x j ; t j 2 . . . 2 x n ; t n 2 θ; t θ then t := t j } Example 1. Consider a simple coffee-machine modeled by s ∈ LTS(L I ∪ L U ), where L I = {coin} and L U = {coffee, tea}. The specification s of the coffee machine is given in Fig. 1 , together with a test case which has been derived from the specification using Algorithm 1. A sequence of observable actions which can be observed during a possible test run of the test case with an implementation, is the (erroneous) trace coin · tea · tea, which is also given in Fig. 1 . The solid lines of the test run denote the actions that actually occurred during test execution. The dotted lines denote the actions that might have occurred during test execution, i.e., possible responses, but which did not actually occur. Since the end state is fail, we conclude that the tested implementation is not conforming.
After offering a coin to the coffee-machine, we have to consider all possible actions that could follow, i.e., θ, coffee and tea, which are partially marked by a dotted line in the test run. Since the system actually responds with a tea action after inserting the coin, we do not have to pay any attention to the subsequent behaviour of coin·θ and coin·coffee in the test case. This behaviour has been considered during the generation of the test case. We only have to resume consideration of the possible actions after coin·tea and continue test execution at that branch. When the next output tea is processed by the tester, the algorithm will terminate. The aim of on-the-fly testing is to reduce the number of states and transitions to be considered by using the actual responses of the tested implementation. Only the part of the test case used during test execution is derived during on-the-fly testing. Of course, this implies that the actual responses of the implementation must be known during test derivation. Since the test run is not known beforehand, the derivation of the test case cannot be completed beforehand either. It should be done dynamically, during the execution of the test case.
For on-the-fly testing we need to derive the possible input actions, the expected output actions, and the possibility of quiescence from a certain state of the specification. These actions are called test primitives. Let S be the set of states in which the specification may be after a particular partial test run, then these test primitives are in the set (init (S) ∩ L I ) ∪ out(S).
The derivation of these test primitives from the specification while at the same time executing these actions is called on-the-fly testing. Intuitively, on-the-fly test execution can be characterized as a kind of feedback system where the browsing of the state graph of the specification is controlled by the tester according to observed reactions from the Implementation under Test (IUT). In this way the state graph, which is very large in general, is partially explored. Test cases are not explicitly generated and stored during on-the-fly testing. Figure 2 depicts schematically a possible architecture for an on-the-fly tester. The Primer analyses the specification and generates all the possible test primitives. It is an entity representing all possible current states of the specification taking into account the test actions executed during the current test run, including the responses from the IUT. Each time the Driver asks for the next test primitive from the Primer, it will immediately execute this primitive. The Driver observes the responses from the IUT and feeds them back to the Primer. Obviously, the test run does not have to be alternating with respect to input and output actions, e.g., two inputs may also be offered to the IUT before observing the next response.
Following the on-the-fly approach, the test case generation and test case execution algorithms, i.e., algorithms 1 and 2, have to be merged. This is done in Algorithm 3. By looking one observable transition ahead, Algorithm 3 is able to construct a sound test case during testing. This is the task to be done by the Driver. Based Driver IUT Primer Fig. 2 . On-the-fly tester architecture on the output generated by the IUT the Driver chooses one of the rules to be applied during execution. Algorithm 3. Let s ∈ LTS(L I ∪ L U ) initially be the specification and let i ∈ IOTS(L I , L U ) be the implementation under test. Then i is checked by application of the following rules. An implementation is not ioco-conforming to the specification s, when the algorithm terminates with failure = true. 1. terminate := false 2. failure := false 3. S := s after 4. while not ( terminate or failure ) { apply one of the following cases:
(a) ( * offer an input * ) Select an a ∈ init (S) ∩ L I , then stim(i, a); S := S after a (b)( * accept quiescence * )
If timeout(i) and δ ∈ out(S) then
If timeout(i) and δ ∈ out(S) then failure := true (d)( * accept output * )
If respons(i, x) and x ∈ out(S) then S := S after x (e) ( * fail on output * )
If respons(i, x) and x ∈ out(S), then failure := true (f) ( * terminate the loop * )
terminate: = true } If Algorithm 3 terminates with failure = false, then we have one test run which does not produce fail, i.e., our confidence in the correct functioning of the implementation increases, although, formally, no judgment about conformance can be given. Theoretically, we should execute a test case t many times and with the assumption that all possible branches of behaviour are fairly covered (see the all weather condition [18] ) before we may conclude i passes t, see Definition 7.3. Example 2. Consider Fig. 3 with the specification s of the coffee machine. An erroneous trace of implementation i, coin·tea·tea, is tested on-the-fly using Algorithm 3. The cases within Algorithm 3 are successively (S = {s 1 } initially):
-case a: a = coin ∈ init (S) ∩ L I and S := S after a = {s 2 }; input a is supplied to i, stim(i, a), and the next state of i will be i 2 -case d: the action tea is observed, respons(i, tea), and tea ∈ out(S) then S := S after tea = {s 4 } and the next state of i is i 4 -case e: the action tea is observed, respons(i, tea), and tea / ∈ out(S) then failure := true Since failure is true at termination of the algorithm, the implementation is not conforming to specification s. Using Algorithm 3, on-the-fly testing can be performed based on any specification formalism which can be expressed in labeled transition systems. The only thing which is needed is to develop a Primer component which generates the test primitives captured by the sets init (S) ∩ L I and out(S), and the means for state selection, i.e., S after a for that specification formalism. Promela is such a formalism that can be expressed in labeled transition systems [12] . Hence, the next section will discuss the derivation of the test primitives from Promela specifications using Spin.
Test derivation for PROMELA
The developed test theory in the previous sections is based on the assumption that the underlying model of the specification is a labeled transition system (LTS). The underlying model of Promela is a composition of communicating finite state machines. The participating state machines communicate with each other and the environment by means of channels, i.e., finite queues. The state of the composite state machine is determined by the values of global variables, global queues contents, states of the processes, local variables, local queues contents and instantiated queues and processes.
By making some restrictions and assumptions on the usage of the Promela model, it is possible to apply the theory developed in the previous sections. To do this, we assume that a Promela model can be considered as an LTS (Promela-LTS) from which the input and output operations on some channels are observable. The behaviour of the model is characterized by the sequences of input and output actions on these observable queues.
This means that, contrary to a Promela model used to validate a system, we have to enhance the specification for derivation of test primitives, in order to be able to distinguish between observable and nonobservable channels. A channel should be explicitly declared as an observable channel, for which we extended the Promela language with the keyword observable. Moreover, for testing there is no need to specify the environment within a specification, i.e., we do not use closed models, in contrast to the case of validation. For technical reasons, due to our current implementation of the Primer based on Spin, we insist that these observable channels are rendezvous channels, but this restriction can easily be relaxed. Asynchronous communication can now be modeled by adding extra queues to the Promela specification.
All the other actions occurring in the Promela model are mapped onto internal τ actions, including, e.g., assignments and actions on non-observable channels. Obviously, like in Spin, specifications with infinitely many outgoing transitions in one state are not allowed.
In order to obtain the test primitives at a particular stage of the testing process, we define the super state S = s after σ = ∅, where σ ∈ (L ∪ {δ})
* . Intuitively, a super state S contains all the states in which the specified system can be after the partial test run σ. The test primitives at that super state are then (init (S) ∩ L I ) ∪ out (S). We denote S a −→ S as the transition from super state S to the next super state S with the action a ∈ L ∪ {δ}, i.e., S = S after a . Obviously, s 0 after σ·a = { s after a |s ∈ s 0 after σ }, where s 0 is the initial state of specification s. These characterizations of the test primitives and super states are the basis of the operations required by Algorithm 3, e.g., performing a δ-, input-or output-transition from a super state to the next super state and obtaining the possible actions at a super state.
Since we aim at developing an automatic test derivation tool based on Spin we have some more requirements for an algorithm supporting these operations. Due to technical reasons of Spin's generated machine representation, the transitions from a certain state are ordered. For instance, when we consider a state (element of a super state) with several outgoing transitions a 1 , a 2 . . . a n , we inspect the actions in sequence from a 1 till a n . The inspection of a transition using Spin's representation to obtain the action associated with that transition involves actually making that transition, i.e., going to another state. A backward transition is then necessary to bring us back to the original state. By using this property, a depthfirst search for test primitives and a new super state is in favor in order to reduce the computations by the algorithms. The presented algorithms are designed such that the initial super state S = {s 0 } is sufficient to be the root state. Since this paper aims at prototyping and studying the feasibility of the on-the-fly testing approach based on Promela, these algorithms are kept simple and are not optimized for complexity.
An algorithm to determine the test primitives from a super state is presented in Algorithm 4. Example 3 shows the application of the algorithm to the specification s depicted in Fig. 4 . As a result of this study we have implemented these algorithms in a prototype tool called Trojka. This pro-totype performs the functionality of the Primer module of the on-the-fly test architecture (Fig. 2) . This module is automatically generated by a modified version of Spin, analogous to the generation of the pan verification analyzer from a Promela specification. The major change of Spin is the replacement of the depth-first search model checking routine by our algorithms. Instead of traversing through the state space and checking properties at each state, we traverse the state space to find the test primitives. All of the functionality of Spin for traversing the state space is reused, such as the internal transition matrix, queue and process handling routines, and the representation of states. The super state set is implemented as a list of Spin (internal) states. A transition of a super state is determined by computing the transition for every element (Spin state) of the super state and then assembling all the target states (as results of the individual transitions) into a new super state, where obviously double appearances are removed. The major functions of the API of this Primer module are those of the presented algorithms, i.e., computation of the test primitives and making a transition (δ or an observed action) in order to obtain the target super state. Other API calls are concerned with support functions for en/de-coding of the abstract test primitives and obtaining statistics about derivations on our experiments. Details about the implementation of this prototype can be found in [25] .
The algorithms described above are easy to merge into one algorithm; in particular, merging the search for test primitives with their target transitions is interesting for optimizing performance of the Primer. A disadvantage of this approach is that the states should be stored in memory, resulting in the need for more resources.
Initial testing of the Trojka Primer showed that despite the on-the-fly testing principle (we considerably reduced the state space to be considered), the state space still explodes during the search for test primitives. The size of the super state vector increases considerably, for example, during our test experiment (see the next section) up to 30000 states. As a result of this, the number of computations increases substantially. In order to reduce the number of calculations by Trojka, it helps to use as much as possible the d-step or atomic construct of Promela to combine internal steps (τ ). But more is needed. This leads to the application of the state matching principle of Spin for detection of confluency in the state graph. For large super states we have achieved significant benefits from this mechanism. In order to assure the soundness of the tester, we only apply spin's state matching using state hashing with full comparison of states, otherwise an implementation might be judged incorrectly when the out-set is incomplete.
Obviously, we should insist that the Promela-LTS is strongly convergent (Sect. 2), in order to claim termination of the presented algorithms, but this is not checked by Trojka. For practical reasons experienced during prototyping, we also have to handle (long) sequences of internal transitions, by cutting off the search at a certain depth. This solution is not very elegant since the tester loses the soundness property when cutting is applied. Although this cutting did not occur during testing the case study, we can imagine systems being divergent, e.g., containing τ -cycles. Currently, Trojka will unfold τ -cycles in a infinite τ -chain, which will force the algorithm to search infinitely. To resolve τ -loops, a more subtle solution like loop detection should be added to Trojka. This loop detection is relatively simple, although not included in the current prototype. Loop detections can be implemented by checking whether we have visited the state before. This is not similar to the previously mentioned state matching principle used for confluency, since during loop detection we mark a state as visited when we are going to inspect a descending state, while during state matching the marking is done when we already have inspected the state, i.e., when going up in the state tree. Another approach to resolve τ -cycles is computing the strongly connected τ -components as in TGV [7] .
Testing experiments
This section describes testing experiments performed using the prototype tool Trojka. The goal of these experiments is: (i) to validate the testing approach based on Promela specifications; (ii) to validate the on-the-fly approach of testing; and (iii) to compare analogous testing approaches based on another specification formalism, i.e., Lotos [13] . To conduct the experiments we have implemented a complete on-the-fly tester based on the test architecture of Fig. 2 . In this tester, called TorX, Trojka instantiates the Primer. The Driver, more or less, implements Algorithm 3. The cases available in this algorithm ("apply one of the following cases") are resolved randomly. For this purpose the Driver is parameterized with a seed for the random number generator. Moreover, the maximum depth of the test run, i.e., after how many iterations case 6 of Algorithm 3 is applied, can be given as a parameter. This tester was developed in the context of the Côte de Resyste project [21] .
The experiments were carried out by testing a simple example protocol: the Conference Protocol [8] . This protocol was also used in other experiments [22] ; it is a simple protocol that allows user-groups (conferences) to exchange messages among each other using a datagram communication medium. Moreover, users can join and leave a conference.
The first step for testing a Conference Protocol implementation with Trojka is the development of a formal specification in Promela. A Promela model which was once developed for model checking of the Conference Protocol was taken as starting point. It turned out that the specification used for model checking was not directly applicable for conformance testing, because of the high level of abstraction. Moreover, in the model used for model checking the test context, i.e., the environment in which an implementation is embedded during testing, was not incorporated. On the other hand, the benefit we obtained was the reuse of the more complex dynamic behaviour of the protocol. Instantiating the Promela model (133 source lines, 5 processes) with three potential conference partners, which was the basis for testing, generates an internal SPIN transition matrix of 122 rows (representing the sum of the number of states of the finite state machines of the processes). Since we do not have a closed a system as in model checking, i.e., the environment is not specified, the behaviour and so the number of distinct states is undetermined. Some typical numbers for test derivation from the conference protocol are: a super state consists of 1 to 30000 elements, the maximum measured number of inspected internal SPIN states for calculation of the test primitives at a particular super state is 120000, the time involved for this calculation is 8 s (on SUN SPARC Ultra 60 workstation).
Apart from a specification, we need implementations in a testing experiment. We developed a suite of 28 different implementations of the Conference Protocol: one correct implementation from which 27 mutants were derived. The introduced failures of those mutants are categorized in three groups. The group "no outputs" reflects those mutants which sometimes do not send output. The group "no internal checks" contains the implementations that do not check whether a peer party is involved in a conference. The last group "no internal updates" reflects those mutants that do not correctly administer the parties involved in a conference.
The experiments were started with testing the correct implementation. Parameterizing the Driver with an infinite depth we were able to reach a depth of 450000 steps (test events), without any manual interference. At that point the computation became rather complex because of the many states that have to be considered. Although the computation time for a state increases with the size of the super state and by leaking memory we have disk swapping, we were able to reach approximately 1.1 steps per second. We tested the 27 mutants. The Promela based tester was able to give the right verdict for all mutants: 25 fail and two pass. The latter two pass-verdicts originated from implementations, which, although mutants, were ioco-correct. An overview of the results of the experiments is given in Table 1 . These results are obtained by instantiating the tester for experiments with a maximum depth of 500 and running them several times, where min steps and max steps stand for the maximum and minimum number of test events to find the error. The difference between them can be explained by the random choice among the inputs and possible nondeterministic behaviour of the implementation. From the testing results it cannot be concluded that the speed of detection of the error is related to the categories. For a more elaborate description of the experi- ments we refer to [1] . We conclude that for this relatively small sample the Trojka on-the-fly tester works satisfactorily. Within the Côte de Resyste project the same test experiments were also carried out based on a LOTOS specification of the Conference Protocol. A LOTOS Primer for the implementation relation ioco was implemented based on the Caesar/Aldebaran toolkit [6] . While testing the correct implementation with this tester we only reached a depth of 27803 with a memory usage of 1.4 Gb. The derivation speed in this experiment was 1 step in 3 s. The difference could be explained by the efficient state graph representation combined with state matching and hashing by Trojka which are inherited from the Spin tool. These mechanisms seem to be significant in fighting state space explosions for testing. The LOTOS-based tester gave exactly the same results with the 27 mutants, which is not surprising since they use the same correctness notion. However, Trojka was able to find the errors faster due to its speed.
Concluding remarks
In this paper we have discussed the on-the-fly approach to testing, have applied it to Promela by (ab)using this modeling language as a specification language, have developed algorithms to derive test primitives from Promela and we have implemented the prototype Trojka based on Spin, as Primer component in the tester TorX. With Trojka we performed some experiments on a simple case study, which showed the feasibility of on-the-fly testing based on Promela specifications.
More experiments are needed to investigate whether the approach is also successful with larger systems. In particular, the approach should be compared with traditional, batch-oriented testing. Batch-oriented testing consists of two phases: in the first phase a test suite is derived and stored, and in the second phase this test suite is executed, see, for example, [14] . Whereas the current on-the-fly approach randomly selects a large number of test actions (up to 450000 in our case study), batch testing is usually based on careful selection of test purposes leading to a relatively small number of short test cases. Probably, our on-the-fly approach could be improved by adding more intelligence to the selection of test actions, thus increasing test coverage.
The comparison with LOTOS-based test derivation clearly showed that an advantage was obtained by basing the Trojka implementation on Spin. The efficient state handling of spin was inherited, which helped in controlling the state explosion. However, we experienced that state spaces can still be very large. Additional mechanisms to reduce the state space should be investigated in future work, e.g., compositional test primitive derivation.
The LOTOS Primer component developed in the Côte de Resyste project actually consists of two components: a (simpler) Primer, which derives the test primitives, and a, so-called, Explorer. The Explorer is responsible for moving through the transition system and inspecting transitions. The interface between the Explorer and the Primer is based on the Open/Caesar interface [9] . It would be profitable to adapt Spin such that it supports the Open/Caesar interface, making it possible to reuse the LOTOS Primer for Promela. Another benefit would be that different tools implemented on top of Open/Caesar would become available for Promela.
Further study of input/output transition systems has led to the definition of a new implementation relation mioco. This implementation relation distinguishes between multiple channels and uses refusal of inputs [10, 11] . The use of channels fits within the Promela paradigm of communication. For future work we suggest adaptation of the algorithms in order to derive mioco test primitives, i.e., building a mioco on-the-fly conformance tester.
A final remark concerns the difference between a model used for validation and a specification used as the basis for testing. Although in our approach both are expressed in Promela, it should be noted that a specification used to test an implementation should be complete, i.e., all possible functional behaviour should be specified. A model usually is incomplete in that abstractions have been made. Hence, a validation model in Promela can usually not be used directly as a specification for testing. Further research for testing based on partial specifications, e.g., abstracted models, is suggested. This is also interesting with respect to test purposes (see [14] ).
