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Abstract
In this paper, we define in the framework of noncommutative differential forms the notion of cup
i-product introduced by Steenrod in [N.E. Steenrod, Product of cocycles and extensions of mappings, Ann.
Math. 48 (2) (1947)]. This cup i-product permits to define an operator br,s who will be a generalisation of
the operator b defined in Hochschild and cyclic homology. With the operator br,s we define in an explicitly
way the Steenrod and Thomas–Pontrjagin squares.
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Introduction
Dans ce papier on définit, dans le cadre des formes différentielles non commutatives, la notion
de cup i-produit introduite par Steenrod dans [15]. Plus précisément, si A est une algèbre unitaire,
pour tous p et q dans N et i ∈ Z, on définit un cup i-produit
Ωp(A)⊗Ωq(A) −→ Ωp+q−i (A)
✩ Ce travail est une partie de la thèse de Doctorat de l’auteur, soutenue à l’université Paris VII sous la direction de Max
Karoubi.
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degré n (cf. [6] et [11]). Pour i = 0 ce cup i-produit coïncide avec le produit d’Alexander–







dθ + (−1)p+q−iw 
i−1 θ + (−1)
pq+p+qθ 
i−1w.
L’opérateur d étant la différentielle du complexe Ω∗(A). Les cup i-produits permettent de définir
pour tous p  0,1 r  p et s ∈ Z, des opérateurs
br,s :Ω
p(A) −→ Ωp−s(A).
Ces opérateurs sont une généralisation de l’opérateur b défini en homologie de Hochschild et
en homologie cyclique (cf. [7]). En effet on montre que b1,1 = b et que br,1 est “homotope” à
br = b(1 + κ + · · · + κr−1) où κ est l’opérateur de Karoubi défini dans [11] . Les opérateurs
br,s permettent de définir les carrés de Steenrod. Rappelons que ces carrés ont été définis par
Steenrod en 1947. Ce sont des opérations cohomologiques :
Sqi :Hq(X;Z/2) −→ Hq+i (X;Z/2),
définies pour tout espace topologique X, tous entiers q et i ∈ N et vérifiant certains axiomes.
Depuis leur introduction par Steenrod, ces opérations cohomologiques ont été le sujet de beau-
coup de travaux. Parmi ces travaux, on citerait par exemple, ceux d’Adem (cf. [1]), de Cartan
(cf. [4]), de May (cf. [14]) ou plus recemment, ceux de Karoubi (cf. [13]), de Baues (cf. [2]) et
de Chataur et Livernet (cf. [5]). L’intérêt de la construction qu’on donnera dans cet article, vient
du fait qu’elle soit explicite et non pas axiomatique comme celles qui l’ont précédé. On donnera
aussi, à l’aide des cup i-produits une construction explicite des carrés de Thomas–Pontrjagin (cf.
[17]).
1. Formes differentielles non commutatives
Rappelons brièvement les définitions des formes différentielles non commutatives données
dans [6] et [11]. Soient k un anneau commutatif unitaire et A une k-algèbre unitaire. Les formes
différentielles étendues de degré n sont les éléments du produit tensoriel de k-modules
T n(A) = A⊗A⊗ · · · ⊗A
(n+ 1 facteurs). Sur T ∗(A) =⊕n0 T n(A), on définit un opérateur de carré nul
D :T n(A) −→ T n+1(A)
par la formule suivante :
D(a0 ⊗ a1 ⊗ · · · ⊗ an) = 1 ⊗ a0 ⊗ a1 ⊗ · · · ⊗ an − a0 ⊗ 1 ⊗ a1 ⊗ · · · ⊗ an + · · ·
+ (−1)n+1a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ 1
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T n(A)⊗ T p(A) −→ T n+p(A)
par la formule
(a0 ⊗ a1 ⊗ · · · ⊗ an)(b0 ⊗ b1 ⊗ · · · ⊗ bp) = a0 ⊗ a1 ⊗ · · · ⊗ anb0 ⊗ b1 ⊗ · · · ⊗ bp.
Pour toutes formes w ∈ T n(A) et θ ∈ T p(A), la différentielle D vérifie l’identité de Leibniz
D(wθ) = D(w)θ + (−1)nwD(θ).
On a en outre une action à droite du groupe symétrique Sn+1 sur T n(A). En effet, en identifiant
Sn+1 à l’ensemble des permutations de {0,1, . . . , n}, l’action est définie par la formule suivante :
(a0 ⊗ a1 ⊗ · · · ⊗ an)σ = aσ(0) ⊗ aσ(1) ⊗ · · · ⊗ aσ(n) .
Pour une k-algèbre A on pose Ω0(A) = A et Ω1(A) le noyau de l’application
A⊗A −→ A
x ⊗ y −→ xy.
Le produit tensoriel étant celui de k-modules. En fait le k-module Ω1(A) est aussi un A-










n facteurs de Ω1(A)
)
.
La somme Ω∗(A) =⊕n0 Ωn(A) est une algèbre graduée de manière évidente. Le produit de
deux formes étant obtenu en juxtaposant les produits tensoriels. Considérons l’homomorphisme
de k -modules
d :Ω0(A) −→ Ω1(A)
défini par la formule
d(a) = 1 ⊗ a − a ⊗ 1.
On a alors l’isomorphisme suivant
A⊗A/k −→ Ω1(A)
x ⊗ y¯ −→ xdy.
(Le produit tensoriel étant celui de k-modules.) L’ensemble Ωn(A) des formes différentielles
non commutatives de degré n s’identifie alors au produit tensoriel de k-modules
A⊗A/k ⊗ · · · ⊗A/k (n facteurs A/k).
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de termes de la forme
a0da1 · · ·dan
et le morphisme d s’étend aux formes de degré n de Ω∗(A) par la formule
d(a0da1 · · ·dan) = da0da1 · · ·dan.
Ce morphisme est de carré nul et vérifie, pour toutes formes w ∈ Ωn(A) et θ ∈ Ωp(A), l’identité
de Leibniz :
d(wθ) = dwθ + (−1)nwdθ.



















A = T n(A).
L’algèbre différentielle graduée Ω∗(A) est donc incluse dans T ∗(A). D’autre part, pour tout
n 0, on a un opérateur de projection
J :T n(A) −→ Ωn(A)
défini par la formule suivante
J (a0 ⊗ a1 ⊗ · · · ⊗ an) = a0da1 · · ·dan.
L’opérateur J est un morphisme de k-modules qui commute avec les différentielles. Il convient
de noter que ce morphisme n’est pas un morphisme de k-algèbres. Cependant on a la proposition
suivante :
1.1. Proposition. Soient A est une k-algèbre commutative, w ∈ T n(A) et θ ∈ T p(A) avec
D(θ) = 0. On a alors
J (wθ) = J (w)J (θ).
Avant de démontrer cette proposition, nous allons définir sur les formes différentielles éten-
dues de degré n un produit, noté #, par la formule suivante :
(a0 ⊗ a1 ⊗ · · · ⊗ an)#(b0 ⊗ b1 ⊗ · · · ⊗ bn) = a0b0 ⊗ a1b1 ⊗ · · · ⊗ anbn.
Rappelons d’autre part, que si A est une k-algèbre commutative, une application
f : [n] −→ [m]
(où pour tout p ∈ N, [p] désigne l’ensemble {0,1, . . . , p}), induit un morphisme
f∗ :T n(A) −→ T m(A)
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a0 ⊗ a1 ⊗ · · · ⊗ an → b0 ⊗ b1 ⊗ · · · ⊗ bm,
où pour tout j ∈ [m]
bj =
{
1 si f−1({j}) est vide,∏
f (i)=j
ai sinon.
On montre alors que pour toutes formes w et θ ∈ T n(A), on a
f∗(w#θ) = f∗(w)#f∗(θ)
et que si w ∈ T n(A) et θ ∈ T p(A), on a
wθ = f∗(w)#g∗(θ).
L’application f étant l’inclusion de [n] dans [n + p] et g : [p] −→ [n + p] est défini par g(i) =
i + n. Pour alléger les notations dans ce qui suit, on notera f l’homomorphisme induit sur les
formes étendues par une application f : [n] −→ [m] et pour éviter les confusions on notera Jn





où les δi : [n] −→ [n+1] sont les opérateurs cofaces définis par δi(j) = j si i > j et δi(j) = j+1





où les si : [n] −→ [n − 1] sont les opérateurs de codégénérescence définis par si(j) = j si i  j
et si(j) = j − 1 si i < j. Soit n 1. Pour tout 1 i  n, considérons l’application
fi : [n] −→ [n]
défini par la correspondance
j →
{
j si j 	= i,
i − 1 si j = i.
Les trois lemmes suivants nous permettrons de démontrer la proposition 1.1.
1.2. Lemme. Pour tout n 1, on a
Jn = (1 − fn)(1 − fn−1) · · · (1 − f1).
(Le produit des morphismes (1 − fi) étant tout simplement la composée de ces morphismes.)
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ment. Soit alors une forme a0 ⊗ a1 ⊗ · · · ⊗ an+1 ∈ T n+1(A). On a alors
(1 − fn+1) · · · (1 − f1)(a0 ⊗ a1 ⊗ · · · ⊗ an+1)
= (1 − fn+1) · · · (1 − f1)
[
f (a0 ⊗ a1 ⊗ · · · ⊗ an)#g(1 ⊗ an+1)
]
où f est l’inclusion de [n] dans [n + 1] et g : [1] −→ [n + 1] est d éfinie par g(i) = i + n. Pour
tout i  n, on a fif = ffi et pour tout i  n− 1, on a fig = g. Ensuite on a
fng(1 ⊗ an+1) = g(1 ⊗ an+1), fn+1f = f et fn+1g = gf1,
et donc
(1 − fn+1) · · · (1 − f1)(a0 ⊗ a1 ⊗ · · · ⊗ an+1)
= f [(1 − fn) · · · (1 − f1)(a0 ⊗ a1 ⊗ · · · ⊗ an)]#g[(1 − f1)(1 ⊗ an+1)].
Cette dernière forme est égale, grâce à l’hypothèse de récurrence à
Jn(a0 ⊗ a1 ⊗ · · · ⊗ an)dan+1 = Jn+1(a0 ⊗ a1 ⊗ · · · ⊗ an+1).
D’où le lemme.










)= Jn+p[f (w)#g(1 − fp) · · · (1 − f1)(θ)].
L’application f étant l’inclusion de [n] dans [n + p] et g : [p] −→ [n + p] est défini par g(i) =














Comme (1 − fi)(1 − fj ) = (1 − fj )(1 − fi) si |i − j |  2 et (1 − fi)(1 − fi−1)(1 − fi) =






On pourra alors supposer, dans la démonstration de la proposition 1.1, que θ est une forme fermée
de Ωp(A).
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(1 − fn+p) · · · (1 − fn+1)g′δi(θ) = 0.
L’application g′ : [p + 1] −→ [n+ p] étant définie par g′(i) = i + n− 1.
1.7. Démonstration. Considérons donc un entier p  1 et une forme fermée θ ∈ Ωp(A). Pour
tout 2 i  p + 1 et r < i − 1, on a fn+rg′δi = fn+rg′δiδr+1sr et donc (1 − fn+r )g′δi(θ) =
g′δi(θ). Ensuite on a fn+i−1g′δi = g′δi, donc (1 − fn+i−1)g′δi = 0. On a bien donc, pour tout
2 i  p + 1,
(1 − fn+p) · · · (1 − fn+1)g′δi(θ) = 0.
1.8. Démonstration de la proposition 1.1. Considérons une forme w ∈ T n(A) et une forme
fermée θ ∈ Ωp(A). On a





L’application f étant l’inclusion de [n] dans [n + p] et g : [p] −→ [n + p] est défini par g(i) =
i + n. Or si i  n− 1, alors fif = ffi et fig = g, donc
Jn+p(wθ) = (1 − fn+p) · · · (1 − fn)
[
f (1 − fn−1) · · · (1 − f1)(w)#g(θ)
]
.





L’application composée fng : [p] −→ [n+ p] vérifie fng(0) = n− 1 et fng(i) = i + n si i 	= 0.



















Or g′δ0 = g et
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= f (w1)#(1 − fn+p) · · · (1 − fn+1)g(θ)− ffn(w1)#(1 − fn+p) · · · (1 − fn+1)g(θ)
= f (1 − fn)(w1)#(1 − fn+p) · · · (1 − fn+1)g(θ).
Et comme pour tout i  1, fn+ig = gfi, alors
Jn+p(wθ) = Jn(w)Jp(θ).
2. Exemples d’algèbres de formes différentielles non commutatives
Soient s ∈ N, R un corps commutatif, As la R-algèbre quotient R[x0, x1, . . . , xs]/(x0 + x1 +
· · · + xs = 1) et Ω∗(As) l’algèbre des formes différentielles non commutatives sur As. Cette
algèbre est engendrée non commutativement par les symboles xα et dxα,0  α  s avec les
relations suivantes : ∑
xα = 1,
∑
dxα = 0 et xαxβ = xβxα.
Soit A¯s l’algèbre des fonctions de [s] dans R. Cette algèbre est augmentée et le R-module
Ωn(A¯s) s’identifie à celui des fonctions f : [s]n+1 −→ R vérifiant, f (x0, x1, . . . , xn) = 0 si il
existe i tel que xi = xi+1. Les algèbres Ω∗(As) et Ω∗(A¯s) sont en fait des algèbres différen-
tielles simpliciales. Ces deux algèbres seront notées Ω∗.
2.1. Théorème. (Cf. [11], p. 4285.) Pour tout ensemble simplicial X, posons Ω∗(X) =
Mor(X;Ω∗). La cohomologie de l’algèbre différentielle graduée Ω∗(X) s’identifie alors na-
turellement à la cohomologie H ∗(X;R).
Soit X un complexe simplicial dénombrable avec un point base ∗ (ou un complexe simpli-
cial quelconque muni de la k-topologie (cf. [9], p. 52)). Le nième produit symétrique de X
not é SPn(X) est le quotient topologique de Xn par l’action naturelle du groupe symétrique
Sn. Le produit symétrique infini noté SP∞(X) est la limite inductive des SPn(X). L’application
SPn(X) −→ SPn+1(X) étant définie par la correspondance :
(a0, a1, . . . , an) → (a0, a1, . . . , an,∗).
L’ensemble SP∞(X) est alors un monoïde abélien topologique pour la loi induite par la
juxtaposition des suites. Notons L(X) le symétrisé de SP∞(X) c’est à dire, le quotient de
SP∞(X)× SP∞(X) par la relation d’équivalence
(a, b) ∼ (c, d) ⇐⇒ il existe e tel que a + d + e = c + b + e.
Notons L(X;R) le produit tensoriel L(X) ⊗ R. Le R-module L(X;R) s’identifie alors au R-
module libre de base X avec la relation ∗ = 0. Pour un anneau dénombrable R, on a le théorème
suivant qui est dû à Dold et Thom [8] .
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d’homotopie πi(L(X;R)) est isomorphe à la cohomologie réduite H˜i(X;R) du complexe X à
valeurs dans R.
2.3. Remarque. Si X est un modèle simplicial de la sphère Sn, alors L(X;R) est un modèle de
l’espace d’Eilenberg–Maclane K(R,n).
Considérons maintenant le R-module A = L(B1;R) où B1 = [0,1] et 0 est le point base
de B1. On peut alors munir A d’une structure de R-algèbre, la multiplication étant induite par
celle des nombres réels. Le R-module L(S1;R) s’identifie à A/R et en utilisant l’homéomor-
phisme suivant
Bn+1  B1 ∧ S1 ∧ S1 ∧ · · · ∧ S1
(n facteurs S1), on montre que le R-module des formes différentielles non commutatives de
degré n, qu’on notera Ωn, s’identifie à L(Bn+1;R) et que la différentielle d :Ωn −→ Ωn+1 est




2.4. Théorème. (Cf. [10], p. 481.) Soient X un espace qui a le type d’homotopie d’un CW-
complexe et Ωn(X) = Mor(X;Ωn), l’ensemble des applications continues de X dans Ωn. La
cohomologie du complexe Ω∗(X) est alors naturellement isomorphe à la cohomologie usuelle
H ∗(X;R).
3. Le cup i-produit sur les formes différentielles non commutatives
Soient k un anneau commutatif unitaire et A une k-algèbre unitaire. Pour tous p, q ∈ N et
i ∈ Z, nous allons définir un cup i-produit
T p(A)⊗ T q(A) −→ T p+q−i (A).
Soient donc p, q ∈ N, w = a0 ⊗ a1 ⊗ · · · ⊗ ap ∈ T p(A) et θ = b0 ⊗ b1 ⊗ · · · ⊗ bq ∈ T q(A).
Pour tous r et s ∈ {0,1, . . . , p} avec r  s, on notera ωr,s la forme ar ⊗ ar+1 ⊗ · · · ⊗ as (On
convient que ωr,r = ar .) De même pour tous r et s ∈ {0,1, . . . , q} avec r  s, on notera θr,s la



















εαa0 ⊗ a1 ⊗ · · · ⊗ aj0b0 ⊗ b1 ⊗ · · · ⊗ bk0aj0+1 ⊗ aj0+2 ⊗ · · · ⊗ aj1bk0+1




+1 ⊗ aj i
2 −1
+2 ⊗ · · ·
⊗ apbk i −1+1 ⊗ bk i −1+2 ⊗ · · · ⊗ bq.2 2
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a0 ⊗ a1 ⊗ · · · ⊗ ap ⊗ b0 ⊗ b1 ⊗ · · · ⊗ bq
sur
a0 ⊗ a1 ⊗ · · · ⊗ aj0 ⊗ b0 ⊗ b1 ⊗ · · · ⊗ bk0 ⊗ aj0+1 ⊗ aj0+2 ⊗ · · ·




+1 ⊗ aj i
2 −1
+2 ⊗ · · · ⊗ ap ⊗ bk i
2 −1
+1 ⊗ bk i
2 −1
+2 ⊗ · · · ⊗ bq.
La somme est prise sur toutes les façons de choisir {j0, j1, . . . , j i
2
} et {k0, k1, . . . , k i
2
} tels que
j0  0, pour tout s  i2 − 1, js + 1 < js+1, j i2 = p, k0 > 0, pour tout s 
i
2 − 2, ks + 1 < ks+1
et k i
2



















εαa0 ⊗ a1 ⊗ · · · ⊗ aj0b0 ⊗ b1 ⊗ · · · ⊗ bk0aj0+1 ⊗ aj0+2 ⊗ · · ·







+2 ⊗ · · · ⊗ bqaj i−1
2
+1 ⊗ aj i−1
2
+2 ⊗ · · · ⊗ ap.
Dans ce cas {j0, j1, . . . , j i−1
2
} et {k0, k1, . . . , k i−1
2
} vérifient les conditions suivantes : j0  0,
pour tout s  i−12 −1, js +1 < js+1, j i−12  p−1, k0 > 0, pour tout s 
i−1
2 −1, ks +1 < ks+1
et k i−1
2




3.1. Proposition. Soient a0 ⊗ a1 ⊗ · · · ⊗ ap ∈ T p(A) et b0 ⊗ b1 ⊗ · · · ⊗ bq ∈ T q(A). On a alors
a0 ⊗ a1 ⊗ · · · ⊗ ap 
0
b0 ⊗ b1 ⊗ · · · ⊗ bq = a0 ⊗ a1 ⊗ · · · ⊗ apb0 ⊗ b1 ⊗ · · · ⊗ bq.
Pour i = 0 on retrouve donc le produit d’Alexander–Whitney. Pour i = 1 on a la formule sui-
vante :
a0 ⊗ a1 ⊗ · · · ⊗ ap 
1
b0 ⊗ b1 ⊗ · · · ⊗ bq
=
p−1∑
(−1)(p−i)(q+1)a0 ⊗ a1 ⊗ · · · ⊗ aib0 ⊗ b1 ⊗ · · · ⊗ bqai+1 ⊗ ai+2 ⊗ · · · ⊗ ap.
i=0






3.2. Démonstration. Pour i = 0, on a j0 = p et k0 = q . Donc on a bien
a0 ⊗ a1 ⊗ · · · ⊗ ap 
0
b0 ⊗ b1 ⊗ · · · ⊗ bq = a0 ⊗ a1 ⊗ · · · ⊗ apb0 ⊗ b1 ⊗ · · · ⊗ bq.
Pour i = 1, on a j0  p − 1, k0 = q et la signature de la permutation qui envoie la forme
a0 ⊗ a1 ⊗ · · · ⊗ ap ⊗ b0 ⊗ b1 ⊗ · · · ⊗ bq
sur
a0 ⊗ a1 ⊗ · · · ⊗ aj0b0 ⊗ b1 ⊗ · · · ⊗ bqaj0+1 ⊗ aj0+2 ⊗ · · · ⊗ ap
est égale à (−1)(p−j0)(q+1). D’où la formule.
Considérons maintenant deux formes w et θ ∈ T n(A) avec A qui est commutative et n qui est
un entier pair. Pour tout s  n2 − 1, on a
js + 1 < js+1 et j n2 = n.
Donc pour tout s  n2 , on a js = 2s. D’autre part on a k0  1, k n2 = n et pour tout s  n2 − 2,
ks + 1 < ks+1.
Donc pour tout s  n2 − 1, ks = 2s + 1. D’où la formule. De même si n est impair.
3.3. Proposition. Soient w = a0 ⊗ a1 ⊗ · · · ⊗ ap ∈ T p(A), θ = b0 ⊗ b1 ⊗ · · · ⊗ bq ∈ T q(A) et








i−1 θ + (−1)
pq+p+qθ 
i−1w.
3.4. Démonstration. Pour i pair, la somme des termes de
D(a0 ⊗ a1 ⊗ · · · ⊗ ap)
i
b0 ⊗ b1 ⊗ · · · ⊗ bq + (−1)pa0 ⊗ a1 ⊗ · · · ⊗ ap

i
(D(b0 ⊗ b1 ⊗ · · · ⊗ bq)− 1 ⊗ b0 ⊗ b1 ⊗ · · · ⊗ bq)
correspondant au choix de js, js+1, ks et ks+1 différents, pour tout s  i2 , des rangs où se situent
les 1 donne
D(a0 ⊗ a1 ⊗ · · · ⊗ ap 
i
b0 ⊗ b1 ⊗ · · · ⊗ bq).
La somme des termes correspondant au choix de j0 = 0 dans
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i
b0 ⊗ b1 ⊗ · · · ⊗ bq
+ (−1)pq+p+q+1b0 ⊗ b1 ⊗ · · · ⊗ bq 
i−1a0 ⊗ a1 ⊗ · · · ⊗ ap
donne
(−1)pq+p+q+1b0 ⊗ b1 ⊗ · · · ⊗ bq 
i−1a0 ⊗ a1 ⊗ · · · ⊗ ap.
Ensuite la somme des termes correspondant au choix de k i
2
= q dans
(−1)p+q+1a0 ⊗ a1 ⊗ · · · ⊗ ap 
i
b0 ⊗ b1 ⊗ · · · ⊗ bq ⊗ 1
donne
(−1)p+q+1a0 ⊗ a1 ⊗ · · · ⊗ ap 
i−1b0 ⊗ b1 ⊗ · · · ⊗ bq.
Enfin la somme des termes restant dans
D(a0 ⊗ a1 ⊗ · · · ⊗ ap)
i
b0 ⊗ b1 ⊗ · · · ⊗ bq
+ (−1)pa0 ⊗ a1 ⊗ · · · ⊗ ap 
i
D(b0 ⊗ b1 ⊗ · · · ⊗ bq)
et ceux correspondant au choix de j0 = 0 dans
(−1)pq+p+qb0 ⊗ b1 ⊗ · · · ⊗ bq 
i−1a0 ⊗ a1 ⊗ · · · ⊗ ap
donne 0. Pour i impair la démonstration est la même, sauf que c’est la somme des termes corres-
pondant au choix de j i−1
2
= p dans
(−1)p+1a0 ⊗ a1 ⊗ · · · ⊗ ap ⊗ 1
i
b0 ⊗ b1 ⊗ · · · ⊗ bq
qui donne
(−1)p+qa0 ⊗ a1 ⊗ · · · ⊗ ap ⊗ 1 
i−1b0 ⊗ b1 ⊗ · · · ⊗ bq.
3.5. Définition. Soient w ∈ Ωp(A), θ ∈ Ωq(A) et i un entier relatif. Le cup i-produit de w et θ
est la forme J (w
i
θ) ∈ Ωp+q−i (A) qu’on notera aussi w
i
θ .







dθ + (−1)p+q−iw 
i−1 θ + (−1)
pq+p+qθ 
i−1w.










































dθ + (−1)p+q−iw 







Dans ce paragraphe, nous donnerons à l’aide du cup i-produit, une généralisation de l’opé-
rateur b défini en homologie de Hochschild et en homologie cyclique (cf. [7]). Rappelons bri
èvement, pour une k-algèbre A, les définitions concernant cet opérateur.
4.1. Définition. Pour tout n  1, on définit sur T n(A) un opérateur b de degré −1 en posant,
pour une forme a0 ⊗ a1 ⊗ · · · ⊗ an ∈ T n(A),
b(a0 ⊗ a1 ⊗ · · · ⊗ an) =
n−1∑
i=0
(−1)ia0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an
+ (−1)nana0 ⊗ a1 ⊗ · · · ⊗ an−1.
Sur T 0(A), on pose b = 0.
4.2. Remarques. a) L’opérateur b est égal à ∑ni=0(−1)isi , où pour tout 0  i  n − 1,
si : [n] −→ [n − 1] est l’opérateur de codégénérescence défini précédemment et sn : [n] −→
[n− 1] est défini par
sn(j) = j si j  n− 1 et sn(n) = 0.
b) Considérons a0da1 . . . dan ∈ Ωn(A). On a alors
b(a0da1 . . . dan) = (−1)n−1(a0da1 . . . dan−1an − ana0da1 . . . dan−1)
c) L’homomorphisme b est de carré nul et l’homologie de Hochschild HHn(A) est égale à
l’homologie du complexe (Ω∗(A), b).
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formule suivante :
κ(a0da1 . . . dan) = (−1)n−1dana0da1 . . . dan−1.
Cet opérateur κ commute avec b et d et vérifie l’identité suivante :
db + bd = 1 − κ.
Enfin, en posant br = b(1 + κ + κ2 + · · · + κr−1), on a la relation :
dbr + brd = 1 − κr .
4.4. Définition. Soient p  0, 1 r  p et s un entier relatif. Définissons l’opérateur
br,s :Ω
p(A) −→ Ωp−s(A)
en posant, pour p  1,
br,s(a0da1 . . . dap) = (−1)p−sa0da1 . . . dap−r 
s
dap−r+1 . . . dap.
Sur Ω0(A) on pose br,s = 0.
4.5. Proposition. Si A est une k-algèbre commutative, l’opérateur b1,1 est égal à b et pour tous
entiers r et p tels que 1 r  p, on a
dbr,1 + br,1d = 1 − κr
sur Ωp(A).
4.6. Démonstration. Soient w = a0da1 . . . dap une forme de Ωp(A). On a alors
b1,1(a0da1 . . . dap) = (−1)p−1a0da1 . . . dap−1 
1
dap.
Considérons une forme θ = b0 ⊗ b1 ⊗ · · · ⊗ bp−1 de T p−1(A), on a
b0 ⊗ b1 ⊗ · · · ⊗ bp−1 
1
da = b0 ⊗ b1 ⊗ · · · ⊗ bp−1 
1








b0 ⊗ b1 ⊗ · · · ⊗ bja ⊗ bj+1 ⊗ · · · ⊗ bp−1
= b0 ⊗ b1 ⊗ · · · ⊗ bp−1a − ab0 ⊗ b1 ⊗ · · · ⊗ bp−1 = θa − aθ.
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b1,1(w) = (−1)p−1(a0da1 . . . dap−1ap − apa0da1 . . . dap−1) = b(w).
Soient maintenant des entiers r et p tels que 1 r < p. On a alors
dbr,1(w) = (−1)p−1
(
da0da1 . . . dap−r 
1
dap−r+1dap−r+2 . . . dap + (−1)p−1w
+ (−1)p+(p−r)rdap−r+1 . . . dapa0da1 . . . dap−r
)
et
br,1d(w) = (−1)pda0da1 . . . dap−r 
1
dap−r+1dap−r+2 . . . dap.
D’où on a
(dbr,1 + br,1d)(w) = w − κr(w)
Pour r = p, on a
bp,1(w) = 0 et bp,1d(w) = (−1)pda0 
1
da1 . . . dap.
Considérons une forme θ = b0 ⊗ b1 ⊗ · · · ⊗ bp ∈ T p(A). On a alors
da
1
b0 ⊗ b1 ⊗ · · · ⊗ bp = (1 ⊗ a
1
b0 ⊗ b1 ⊗ · · · ⊗ bp)− (a ⊗ 1
1
b0 ⊗ b1 ⊗ · · · ⊗ bp)
= (−1)p+1(b0 ⊗ b1 ⊗ · · · ⊗ bpa − ab0 ⊗ b1 ⊗ · · · ⊗ bp)
= (−1)p+1(θa − aθ).
Par conséquent on a
bp,1d(w) = −(da1 . . . dap−1dapa0 − a0da1 . . . dap−1dap) = (1 − κp)(w).
D’où la proposition.
4.7. Définition. Soient I et J deux morphismes de complexes de degré p, définis sur Ω∗(A). On
dira que I et J sont homotopes sur Ωq(A) si il existe deux morphismes Lq et Lq+1 définis sur
Ωq(A) et Ωq+1(A) tels que I − J = dLq +Lq+1d en degré q .
4.8. Théorème. Soient I :Ω∗(A) −→ Ω∗(A) un morphisme de complexes de degré p, homotope
à 0 sur Ωn(A). Le morphisme I est alors homotope à 0 sur Ωq(A) pour tout q  n.
4.9. Démonstration. Pour tout q  1, définissons sur Ωq(A) l’opérateur d’homotopie Kq par
Kq(a0da1 . . . daq) = (−1)q(I (a0da1 . . . daq−1aq)− I (a0da1 . . . daq−1)aq).
On a alors
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(
I (da0da1 . . . daq−1aq)+ (−1)q−1I (a0da1 . . . daq−1daq)
− I (da0da1 . . . daq−1)aq + (−1)p+qI (a0da1 . . . daq−1)daq
)
et
Kq+1d(a0da1 . . . daq) = (−1)q+1
(




(dKq +Kq+1d)(a0da1 . . . daq) = (−1)pI (a0da1 . . . daq−1)daq − I (a0da1 . . . daq−1daq).
Raisonnons maintenant par récurrence sur q . Supposons donc que I = dK ′q +K ′q+1d sur Ωq(A).
On a alors
I (a0da1 . . . daqdaq+1) = (−1)pI (a0da1 . . . daq)daq+1 − (dKq+1 +Kq+2d)(a0da1 . . . daq+1)
= (−1)p(dK ′q +K ′q+1d)(a0da1 . . . daq)daq+1 − (dKq+1 +Kq+2d)(a0da1 . . . daq+1).
En posant
K ′′q+1(a0da1 . . . daq+1) = (−1)pK ′q(a0da1 . . . daq)daq+1
et
K ′′q+2(a0da1 . . . daq+2) = (−1)pK ′q+1(a0da1 . . . daq+1)daq+2
on aura
I (a0da1 . . . daqdaq+1) =
(
d(K ′′q+1 −Kq+1)+ (K ′′q+2 −Kq+2)d
)
(a0da1 . . . daqdaq+1).
Ce qui achève la démonstration.
4.10. Proposition. Soient A est une k-algèbre commutative et q  1. Pour tout r  q, l’opérateur
br,1 est homotope à br sur Ωq(A).
4.11. Démonstration. Soient q  1, r  q et
C :Ω∗(A) −→ Ω∗(A)
le morphisme défini sur Ωn(A) par
C =
{
(−1)nbn si n r,
(−1)n(br − br,1) si n r.
(Le morphisme C est bien défini car br,1 = 0 sur Ωr(A).) Soit w une forme de Ωn(A) où n
r − 1. On a alors
dC(w) = (−1)ndbn(w) et Cd(w) = (−1)n+1bn+1d(w)
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Cd(w) = (−1)n+1bnd(w)+ (−1)n+1bκnd(w)
et
(d C −Cd)(w) = (−1)n[(dbn + bnd)(w)+ bκnd(w)].
Or on a dbn + bnd = 1 − κn et bκnd = κn − 1 sur Ωn(A) (cf. [5]). D’où d C(w) = Cd(w). Soit
w une forme de Ωn(A) où n r . On a alors
d C(w) = (−1)nd(br − br,1)(w) et Cd(w) = (−1)n+1(br − br,1)d(w).
D’où on a
(d C −Cd)(w) = (−1)n[(dbr + brd)(w)− (dbr,1 + br,1d)(w)]= 0.
Le morphisme C est donc un morphisme de complexes, étant nul sur Ω0(A), il sera homotope
à 0. D’où la proposition.
5. Carrés de Steenrod
Soient As l’ensemble des fonctions de {0,1, . . . , s} dans Z/2 et Ω∗ l’algèbre différentielle
graduée simpliciale définie au paragraphe 2. Considérons une forme fermée w de Ωq, w =






w) = 2w 
i−2w = 0.













i−2dw + dw i−1w = dwi dw + d(w i−2w).









Si i = q on a w1 
i
w2 = w2 
i




w1 = 0. Si i < q , on a alors
w1 w2 +w2 w1 = d(w1  w2).
i i i+1
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un morphisme de groupes
Di :H
q(X;Z/2) −→ H 2q−i (X;Z/2).
5.1. Théorème. Pour tout entier i et tout espace X, le morphisme
Di :H
q(X;Z/2) −→ H 2q−i (X;Z/2)
coïncide avec le carré de Steenrod Sqq−i .
5.2. Démonstration. Pour montrer ce théorème on va prouver que les morphismes
Di :H
q(X;Z/2) −→ H 2q−i (X;Z/2)
vérifient les quatre axiomes de [16] (p. 1), relatifs aux morphismes
Sqi :Hq(X;Z/2) −→ Hq+i (X;Z/2)
à savoir
(i) Sq0 = Id.
(ii) Sqq(x) = x2.
(iii) Sqi = 0 si i > q .
(iv) La formule de Cartan : Pour tous x ∈ Hp(X;Z/2) et y ∈ Hq(X;Z/2) on a Sqi(xy) =∑
j+k=i Sqj (x)Sqk(y).
Rappelons que dans [16] Steentrod et Epstein montrent l’existence et l’unicité d’opérations co-
homologiques vérifiant ces axiomes.

















0 ⊗ ai1aj1 ⊗ · · · ⊗ aiqajq = w.
Donc si w est une forme fermée de Ωq alors bq,q(w2) = w. D’où Dq = Id. D’autre part on a,
D0(w) = w2 et Di = 0 pour tout i < 0. Il nous reste donc à montrer la formule de Cartan. C’est
à dire, que pour toutes formes fermées w ∈ Ωp et θ ∈ Ωq , la forme bp+q,i((wθ)2) a la même
classe de cohomologie que
∑
j+k=i bq,j (w2)bq,k(θ2). Pour cela on raisonnera par récurrence sur








= D((wdaw)a)= (wda  w)a + (w  wda)a + (wdaw)da.
i i−1 i−2 i
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wda
i
wda = wda 
i−1wa + (wda i−2w)a + (wdai w)da.









































Donc la forme wda
i
wda a la même classe de cohomologie que
wda 










i−1wda)a + (w i−2wa)a + (wa i−2w)a + (w i−1wa)da.
Donc
wda 
i−1wa = (w i−2wa)a + (wa i−2k w)a + (w i−1wa)da.
Puisqu’on a
D(wa 








i−1w = wa i−2w +w i−2wa + (w i−1w)da.
La forme wdawda a donc la même classe de cohomologie que
i
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w)(da)2 = (w 
i−1w)da + (wi w)(da)
2
= (w 
i−1w)(da1 da)+ (wi w)(da0 da).
Pour i = p + 1 on a
wda 
p+1wda = wda = (w p+1w)(da0 da)+ (wp w)(da1 da).
En procédant de la même façon, on montre que pour tout entier i impair, la forme wda
i
wda
a aussi la même classe de cohomologie que (w 
i−1w)da + (wi w)(da)
2
. Considérons main-
tenant une forme fermée θ = da1 . . . daq+1 ∈ Ωq+1. La forme wθ 
i
wθ a la même classe de
cohomologie que
(wda1 · · ·daq 
i−1wda1 · · ·daq)daq+1 + (wda1 . . . daq i wda1 · · ·daq)(daq+1)
2.
Avec l’hypothèse de récurrence, la forme wθ 
i





w)(da1 · · ·daq 
k






w)(da1 . . . daq 
k








(da1 · · ·daq 
k−1da1 · · ·daq)daq+1
+ (da1 · · ·daq 
k
da1 · · ·daq)(daq+1)2
)
.




w)(da1 · · ·daq+1 
k
da1 · · ·daq+1).
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6. Carrés de Thomas–Pontrjagin
Nous allons voir que les carrés de Thomas–Pontrjagin (cf. [3] ou [17]), qui sont dans leur





vérifiant des propriétés remarquables, peuvent être définis de manière assez simple grâce aux cup
i-produits.
Pour un espace X, on a la suite exacte de complexes
0 −→ Ω∗(X;Z/2) −→ Ω∗(X;Z/2r+1)−→ Ω∗(X;Z/2r)−→ 0
où Ω∗(X; k) est le complexe défini au paragraphe 2. Soient w ∈ Ωq(X;Z/2r ) et w˜ un relevé de
w dans Ωq(X;Z/2r+1). Posons
Γ2(w˜) = w˜2 + bq,1(dw˜w) = w˜2 + dw˜
1
w.
Notons, puisque dw˜ ∈ Ω∗(X;2rZ/2r+1), que les formes dw˜ w˜ et dw˜ 
1
w˜ ne dépendent que de








)+ dw˜w +wdw˜ = 2(dw˜w +wdw˜) = 0.
Soient w1, w2 deux relevés différents de w et θt = tw1 + (1 − t)w2. La forme Γ2(θ˜t ) est un
homotopie entre Γ2(w1) et Γ2(w2). Donc ces deux formes ont la même classe de cohomologie
et ceci prouve que Γ2(w˜) est cohomologiquement indépendante du choix du relevé w˜. Soit dw
une forme exacte de Ωq(X;Z/2r ) et prenons dw˜ comme relevé de dw. On a alors
Γ2(dw˜) = (dw˜)2 = d(wdw˜).
Donc Γ2(dw˜) est aussi une forme exacte. Soient w1 une forme fermée de Ωq(X;Z/2r ) et dw2
une forme exacte de Ωq(X;Z/2r ). On a alors
Γ2(w˜1 + dw˜2)− Γ2(w˜1)− Γ2(dw˜2) = dw˜1 
1
dw˜2 + w˜1dw˜2 + dw˜2w˜1
= d(dw˜1 
1
w˜2 + (−1)qw˜1w˜2 + w˜2w˜1
)
.
Puisque Γ2(dw˜2) est une forme exacte, les formes Γ2(w˜1 + dw˜2) et Γ2(w˜1) ont la même classe
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6.2. Remarque. Puisqu’on a montré l’existence d’une homotopie entre les opérateurs bq et bq,1,
ce théorème prouve que l’opération cohomologique définie par Karoubi dans [10], (p. 490) coïn-
cide aussi avec le carré de Thomas–Pontrjagin.
6.3. Démonstration. Vérifions les axiomes de [3]. Soit η :Z/2r+1 −→ Z/2r la réduction mo-




On vérifie alors facilement que pour toute forme fermée w, on a
ηΓ2(w) = w2 et Γ2η(w) = w2.
Notons S la suspension des opérations cohomologiques et essayons de montrer que SP2 est
égal au carré de Postnikov p. Considérons donc les formes fermées w ∈ Ωq(Z/2r ) et u˜ = da ∈
Ω1(Z/2r+1). On a alors


















wda = dw˜awda + dw˜wdaa + (dw˜
1
wda)da.





















)= wdw˜a + dw˜wa + (w
1
dw˜)da.
Et la forme dw˜da
1
wda a la même classe de cohomologie que
dw˜awda + dw˜wdaa +wdw˜ada +wadw˜da + (wdw˜)(da)2.
1
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dθ = dw˜aw˜da + (−1)qw˜daw˜da + w˜adw˜da + dw˜w˜daa + w˜dw˜daa + w˜2(da)2.
Donc Γ2(w˜da) a la même classe de cohomologie que
d
(









)= 0 et wdw˜daa +wdw˜ada −wdw˜da = d(wdw˜(a2 − a)).
L’application
(w,da) → wdw˜(a2 − a)
étant bien définie, on en déduit alors que si w est une forme fermée de Ωq(X;Z/2r ), u˜ est







Cette dernière forme a la même classe de cohomologie que wdw˜u˜. D’où le théorème.
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