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Abstract
We develop a mixture model for transition density approximation, together with
soft model selection, in the presence of noisy and heterogeneous nonlinear dynamics.
Our model builds on the Gaussian mixture transition distribution (MTD) model for
continuous state spaces, extending component means with nonlinear functions that are
modeled using Gaussian process (GP) priors. The resulting model flexibly captures
nonlinear and heterogeneous lag dependence when several mixture components are
active, identifies low-order nonlinear dependence while inferring relevant lags when few
components are active, and averages over multiple and competing single-lag models
to quantify/propagate uncertainty. Sparsity-inducing priors on the mixture weights
aid in selecting a subset of active lags. The hierarchical model specification follows
conventions for both GP regression and MTD models, admitting a convenient Gibbs
sampling scheme for posterior inference. We demonstrate properties of the proposed
model with two simulated and two real time series, emphasizing approximation of
lag-dependent transition densities and model selection. In most cases, the model
decisively recovers important features. The proposed model provides a simple, yet
flexible framework that preserves useful and distinguishing characteristics of the MTD
model class.
Keywords: Time Series, Lag Selection, Nonlinear Autoregression, Dynamical System, Time-
delay Embedding
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1 Introduction
In this article, we propose and explore a mixture model for transition density approximation,
as well as for soft model selection via shrinkage, in the presence of noisy and heterogeneous
nonlinear dynamics. Common uses of mixture modeling techniques include accounting
for unexplained heterogeneity, robustness to outliers, complex density estimation through
convolution, model-based clustering and deconvolution, and model averaging, among others.
These objectives have found increased use in time series analysis for capturing local or time-
dependent dynamics (Carvalho and Tanner, 2005; Wood et al., 2011), modeling complex
transition densities (DeYoreo and Kottas, 2017), and combining ensembles of forecasts
(Raftery et al., 2005), etc.; see Fru¨hwirth-Schnatter (2006) for a comprehensive introduction.
One pioneering method in this area is the class of mixture transition distribution (MTD)
models of Raftery (1985). Originally proposed as a parsimonious approximation to a
higher-order Markov chain, the MTD model leverages a mixture of univariate conditional
distributions, each using a distinct input. Integrating these simple parts into a global model
has provided a useful framework with several applications (Berchtold and Raftery, 2002;
Hassan and Lii, 2006; Hassan and El-Bassiouni, 2013; Escarela et al., 2006; Luo and Qiu,
2009). Our contribution builds on the continuous-state MTD model of Le et al. (1996).
Martin and Raftery (1987) were the first to observe that the MTD framework extends
beyond discrete state spaces. The general MTD formulation for the conditional distribution
F on time series {yt}Tt=1 ∈ RT is given by
Ft(yt | yt−1, . . . , y1) =
L∑
`=1
λ`G`(yt | yt−`) , (1)
where each mixture component contains a univariate transition law G` associated with a
specific lag, up to a fixed horizon L, and mixing weights λ` ≥ 0 with
∑L
`=1 λ` = 1. Although
the general model in (1) is most fundamentally a mixture, its structure resembles widely
used linear autoregressive models (Berchtold and Raftery, 2002). In this sense, MTD models
fit into the mainstream of methods tailored to continuous state spaces more than they do
in their originally proposed domain of discrete Markov chains.
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The most popular, and perhaps simplest model belonging to the continuous-state MTD
family is the Gaussian MTD (GMTD) proposed by Le et al. (1996), wherein G` corresponds
to a Gaussian distribution with linear mean β` yt−` and variance σ2` . Their model further
includes a mixture component containing a full linear autoregressive (AR) model of order
L. With this simple form, the GMTD offers flexibility and better captures characteristics
unavailable to standard AR models. Further modifications include a zero-mean compo-
nent with large variance to accommodate outliers, and a random-walk specification to
accommodate flat stretches.
Despite this flexibility to model what are often termed as “nonlinear” time series, the
GMTD model is restricted to have a linear and additive transition mean. If we denote
the coefficients for the full AR component as β01, . . . , β0L, then the conditional transition
mean for the GMTD is E(yt | yt−1, . . . , y1) =
∑L
`=1(λ0 β0` + λ` β`) yt−`. While this linear
structure is important for deriving stationarity conditions, we forego this restriction in
favor of estimating nonlinear dependence. Thus we will consider each G`(yt | yt−`) to have
a separate location µ` + f`(yt−`) consisting of a level and continuous nonlinear function
f`(yt−`) mapping the relevant lag to R. If the location of G` also represents the conditional
mean, then we have E(yt | yt−1, . . . , y1) = µ+
∑L
`=1 λ` f`(yt−`) where µ =
∑L
`=1 λ` µ`. This
resembles the conditional mean obtained from the popular generalized additive model family
(Hastie and Tibshirani, 1990), which has been applied to autoregressive models (Chen and
Tsay, 1993; Wong and Kohn, 1996). Huang and Yang (2004) further consider order selection
using the Bayesian information criterion (BIC) in this context. As Le et al. (1996) note,
however, the MTD formulation is distinct from generalized additive models in that the
errors arise from a mixture. That is, rather than averaging surfaces into a single composite
with homogeneous error, the MTD model uses the functions f` to define the error mixture,
which can vary widely across the input space.
Instead of focusing on approximation of a multi-dimensional surface, our primary
objectives include: 1) flexibly modeling nonlinear and heterogeneous lag dependence when
several mixture components are active, 2) identifying low-order nonlinear dependence while
inferring relevant lags when few components are active, and 3) averaging over multiple and
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competing single-lag models to more appropriately quantify/propagate uncertainty. To
provide nonlinearity, we model the unknown functions {f`} with Gaussian process (GP)
priors, which have been applied extensively for time series (see Gregorcˇicˇ and Lightbody, 2009;
Kocijan et al., 2003; Gutjahr et al., 2012 for examples in the nonlinear autoregressive context)
and nonlinear regression generally (see Rasmussen and Williams, 2006, and references
therein), including mixture modeling (Shi et al., 2003) and generalized additive formulations
(Duvenaud et al., 2011). By heterogeneity, we mean that the transition density flexibly
adapts across the multidimensional lag space, capturing heteroscedastic and multimodal
behaviors. This is accomplished through the mixture, which simultaneously provides model
averaging and/or selection through continuous shrinkage of the mixture weights.
The rest of the article is organized as follows. In Section 2, we develop the proposed
model, which we call the Gaussian-process mixture transition distribution (GPMTD), and
discuss Bayesian estimation and forecasting. In Section 3, we demonstrate the model with
simulated and real time series, highlighting both the model selection and model averaging
strengths of the proposed methodology. We conclude with discussion in Section 4. Additional
technical details are provided in the appendices.
2 The modeling approach
We propose a model with basic form
Ft(yt | yt−1, . . . , y1) = λ0 N
(
yt | µ0, σ20
)
+
L∑
`=1
λ` N
(
yt | µ` + f`(yt−`), σ2`
)
f`
ind.∼ GP, λ ∼ p(λ) , (2)
where N(· | µ, σ2) corresponds to a univariate Gaussian distribution with mean µ and
variance σ2, and λ = (λ0, λ1, . . . , λL). To aid in the selection objective, we employ a
specialized prior p(λ), described in Section 2.1, that admits soft sparsity through shrinkage,
jumps to effectively omit inactive lags, and stochastic ordering of active lags to reflect the
common belief that recent lags generally carry greater influence. To emphasize the MTD
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structure and our chosen objectives, we drop the full AR mixture component present in the
GMTD. We retain the zero-indexed component (intercept) in order to accommodate what
Le et al. (1996) term replacement-type outliers, to add flexibility to the mixture, and to
contribute to a stationary distribution in the absence of serial dependence.
The hierarchical specification for the GPMTD model follows standard conventions for
both Gaussian process regression and MTD models. To facilitate computation, we break the
mixture with latent component membership indicators for each time point, zt ∈ {0, 1, . . . , L}.
To distinguish yt from its lags and to emphasize that covariates could be incorporated into
the framework, we denote the time-delay vector as xt = (xt,1, . . . , xt,L) ≡ (yt−1, . . . , yt−L).
For the Gaussian process priors, we focus on common default choices of Mate´rn covariance
functions with Euclidean distance and a smoothness parameter ν fixed at 2.5 or +∞, the
former value ensuring a twice-differentiable regression function f and the latter corresponding
to the squared exponential covariance function (Rasmussen and Williams, 2006).
Treating the first L observations of the time series as fixed, and implicitly conditioning
the top level on lags in xt, the full hierarchical representation for the model in (2) is given
by
yt | zt, µ0, σ20, {(µ, σ2, f)`}L`=1 ind.∼
N (µ0, σ
2
0) if zt = 0,
N (µ` + f`(xt,`) , σ
2
` ) if zt = ` ∈ {1, . . . , L} ,
for t = L+ 1, . . . , T,
Pr(zt = ` | λ) = λ` , for ` = 0, 1, . . . , L, independently for t = L+ 1, . . . , T,
λ ∼ SBM(ηλ, piλ,1, piλ,3,γλ, δλ), (3)
µ`
ind.∼ N
(
m
(`)
0 , v
(`)
0
)
, σ2`
ind.∼ IG
(
ν(`)σ /2, ν
(`)
σ s
(`)
0 /2
)
, for ` = 0, 1, . . . , L,
f` | κ`, σ2` , ν, ψ` ind.∼ GP
(
0, κ` σ
2
` ρ(x, x
′; ν, ψ`)
)
, for ` = 1, . . . , L,
κ` | νκ, κ0 ind.∼ IG (νκ/2, νκ κ0/2) , for ` = 1, . . . , L,
ψ` | νψ, ψ0 ind.∼ IG (νψ/2, νψ ψ0/2) , for ` = 1, . . . , L,
p(νκ) ∝ 1(νκ∈Vκ), κ0 ∼ Ga(aκ, bκ),
p(νψ) ∝ 1(νψ∈Vψ), ψ0 ∼ Ga(aψ, bψ),
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where the SBM is the stick-breaking mixture prior described in Section 2.1; IG(a, b) denotes
the inverse-gamma distribution with shape a and scale b; the Gaussian process is charac-
terized by the zero mean function denoted with 0 and covariance function κ` σ
2
` ρ(·, ·; ν, ψ`)
utilizing correlation function ρ in the Mate´rn class with smoothness parameter ν and
length scale parameter ψ; Vκ and Vψ are finite, discrete sets of positive real numbers; and
Ga(c, d) denotes a gamma distribution with mean c/d. Each inverse-gamma distribution is
parameterized in terms of a scaled inverse Chi-squared distribution with degrees of freedom
and prior harmonic mean, which aid both with interpretation and computation (potentially
reduced posterior correlation among the parameters). We also parameterize the GP variance
as the product κσ2 to aid with interpretation of κ as a signal-to-noise ratio (SNR), as
well as computation, obtaining a tractable collapsed conditional distribution for each σ2
parameter.
Because xt contains lags of the time series, it may be reasonable to assume some degree
of homogeneity among {f`} across lags. We consequently allow hierarchical borrowing-of-
strength in the parameters governing the covariance functions across ` = 1, . . . , L. Even
with ν fixed, κ and ψ are not fully identified (Zhang, 2004), which further justifies our use
of informative and hierarchically connected priors.
2.1 Spike-and-slab prior for mixture weights
We employ a sparsity-inducing prior on the mixture weights to aid in selecting a subset of
active lags. The stick-breaking mixture (SBM) prior of Heiner et al. (2019) has assisted
with lag selection and identifiability in discrete MTD models (Heiner and Kottas, 2019),
and we apply it similarly in the GPMTD model. The prior builds the probability vector λ
through an extension of the stick-breaking construction that defines the generalized Dirichlet
distribution (Connor and Mosimann, 1969). In particular,
λ0 = θ0, λj = θj
j−1∏
i=0
(1− θi) for j = 1, . . . , L− 1, and λL =
L−1∏
i=0
(1− θi) , (4)
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with θj independently drawn from a mixture of three beta distributions, θj
ind.∼
piλ,1 Beta(1, ηλ) + piλ,2 Beta(γλ,j, δλ,j) + piλ,3 Beta(ηλ, 1), where piλ,1 + piλ,2 + piλ,3 = 1, γλ =
(γλ,0, γλ,1, . . . , γλ,L−1), and δλ = (δλ,0, δλ,1, . . . , δλ,L−1) appear in (3). One can use this
mixture structure to encourage sparsity by setting ηλ  1, in which case the first component
corresponds to small probabilities in λ. The third component allows for the rest of the
unbroken stick (i.e.,
∏j−1
i=0 (1− θi) = 1−
∑j−1
i=0 λi) to be used for λj , while the second mixture
component allows for flexibility in modeling λj. The first and third mixture components
could be thought of as providing spikes. In the second (slab) component, the γλ,j and δλ,j
parameters can be fixed at the same values across j, or can be set to mimic the Dirichlet
distribution with a three-parameter extension. If the hyperparameters of the SBM prior are
fixed, as is typical with Dirichlet priors, incorporating the SBM into a hierarchical model
involving multinomial counts (latent or observed) requires minimal effort due to conditional
conjugacy (see Appendix B).
2.2 Prior specification
The GPMTD model is somewhat robust to prior choice, so long as the parameters governing
variances are on an appropriate scale. Here, we provide some guidance and default prior
values as a starting point. Experience simulating time series from the model suggests that
values of the SNR parameter κ on the order of 102 or 103 are necessary (when length scale
ψ is on the order of 1) for smooth nonlinear dynamics to visually manifest.
We typically set the prior for the level parameters {µ` : ` = 0, . . . , L} to have mean
m
(0)
` = 0 and variance v
(`)
0 either large (one or two orders of magnitude greater than the
range of the data) or commensurate with the range of the data. Absent strong beliefs about
observation noise, we set all νσ = 5.0 to ensure two finite moments in the inverse-gamma
priors, with prior estimate s
(0)
0 large (approximately one order of magnitude greater than
the range of the data) to accommodate outliers, and s
(`)
0 = 1.0.
We employ informative hierarchical priors for all κ (SNR) and ψ (length scale) parameters.
To simplify posterior sampling while allowing some flexibility, we use
Vκ = Vψ = {5.0, 7.5, 10.0, 25.0, 50.0} to define default discrete uniform priors on the degrees
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of freedom (concentration) parameters of the inverse-gamma distributions. We also use as
default values aκ = 10.0 and bκ = 0.1 for the gamma prior on κ0 (the harmonic mean for
each κ), yielding a prior mean of 100.0 for κ0; and aψ = 10.0 and bψ = 1.0, yielding a prior
mean of 10.0 for ψ0 (the prior harmonic mean for each length scale ψ). If one has strong
prior beliefs regarding the strength of the dynamic signal relative to observation noise, we
recommend first carefully considering an informative prior for each σ2` for ` > 0, and then
setting an informative prior for the κ parameters by possibly increasing the values in Vκ
and concentrating the gamma prior for κ0.
The parameters in the SBM prior for the mixing weights should be thoughtfully considered
in the context of each analysis, especially in cases with sample sizes T < 50. For example,
priors overly concentrated on λ0 in conjunction with a small σ
2
0 can result in an unintended
bimodal transition distribution. Heiner et al. (2019) provides guidance for selecting an SBM
prior with a level of sparsity reflecting prior beliefs about the number of active lags in the
time series. We employ default values of ηλ = 1,000, pi1λ = 0.5, pi3λ = 0.25, γλ = 1, and
δλ = 1 where 1 is a vector of ones. This results in a marginal prior density with peaks near
the extremes and near-uniformity between 0 and 1 for each λ`.
2.3 MCMC posterior simulation
The hierarchical model in (3) admits a convenient Gibbs sampling scheme for posterior
inference. We highlight details unique to this model and outline the algorithm, deferring
remaining details to Appendices A and B. As is standard with Gaussian process regression,
we work with the finite-dimensional distributions of the independent prior processes for {f`},
which are multivariate Gaussian with mean 0 everywhere and covariance between all input
pairs (x, x′), x, x′ ∈ R, parameterized as in (3). Let f` denote a length T − L vector for
which the ith element is the realization fi,` ≡ f`(xi,`). To encourage mixing of the MCMC
chain, we marginalize the full posterior over all {(µ, σ,f)`} before updating {(κ, ψ)`}, the
only parameters for which collapsed/full conditional distributions are not tractable. For each
` = 1, . . . , L, we jointly update the pair (κ, ψ)` with a random-walk Metropolis step using
bivariate Gaussian proposals on the logarithmic scale. Given these updates, conditionally
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conjugate updates are available for individual parameters in {(µ, σ,f)`}. We note that each
f` must be evaluated at every xt,` (denoted as ft,`) to facilitate full conditional draws for
{zt}, given as
Pr(zt = ` | · · · ) = λ0 N(yt | µ0, σ
2
0)1(`=0) + λ` N(yt | µ` + ft,`, σ2` )1(`>0)
λ0 N(yt | µ0, σ20) +
∑L
j=1 λj N(yt | µj + ft,`, σ2j )
, (5)
for ` = 0, 1, . . . , L, and t = L + 1, . . . , T , where in this context, N(· | µ, σ2) denotes a
Gaussian density function with mean µ and variance σ2.
The full Gibbs sampler for the GPMTD model then proceeds as follows:
1. Draw zt from the discrete full conditional distribution given in (5) independently for
t = L+ 1, . . . , T .
2. Calculate the current mixture allocation counts n = (n0, n1, . . . , nL) where n` =∑
t 1(zt=`) and draw λ from the SBM-multinomial full conditional distribution outlined
in Appendix B. A Dirichlet prior for λ could also be trivially accommodated in this
model, with this full conditional update corresponding to the conjugate model for
multinomial data.
3. Draw µ0 from the full conditional distribution N
(
m
(0)
1 , v
(0)
1
)
where
v
(0)
1 =
(
(v
(0)
0 )
−1 + n0/σ20
)−1
and m
(0)
1 = v
(0)
1
(
m
(0)
0 /v
(0)
0 +
∑
t:zt=0
yt/σ
2
0
)
.
4. Draw σ20 from the full conditional inverse-gamma distribution with shape
(
ν
(0)
σ + n0
)
/2
and scale
(
ν
(0)
σ s
(0)
0 +
∑
t:zt=0
(yt − µ0)2
)
/2.
5. Perform the scan for (µ, σ2,f , κ, ψ)` described in Appendix A, independently for
` = 1, . . . , L.
6. Draw νκ and νψ from their discrete full conditional distributions
p(νκ | . . .) ∝
∏
{`>0:n`>0} [IG(κ` | νκ/2, νκ κ0/2)] 1(νκ∈Vκ) and
p(νψ | . . .) ∝
∏
{`>0:n`>0} [IG(ψ` | νψ/2, νψ ψ0/2)] 1(νψ∈Vψ).
7. Draw κ0 and ψ0 from their full conditional gamma distributions. In the former
case, if we let n∗ =
∑L
`=1 1(n`>0) and κ˜ =
∑
{`>0:n`>0} κ
−1
` , we have p(κ0 | · · · ) ∝
9
κ
aκ+νκn∗/2−1
0 exp [−(bκ + νκκ˜/2)κ0] ∝ Ga(κ0 | aκ + νκn∗/2, bκ + νκκ˜/2). The full
conditional distribution for ψ0 is analogous.
2.4 Inference and forecasting
Given posterior samples of model parameters fit through time T , it is straightforward to
obtain a forecast distribution and other important quantities, including posterior uncertainty,
for yT+1. For each sample, one may calculate the first line of (2) over a grid of yT+1 values
to estimate the one-step-ahead forecast distribution. Likewise, one may replace each
distribution in (2) with conditional means to obtain the forecast mean. This procedure
extends to transition mean and density estimates for any fixed values of inputs (yt−1, . . . , yt−L)
by evaluating (2) over a multidimensional grid of values for each posterior sample of model
parameters.
Calculation of transition density and mean estimates requires values for each lag
({yt−`}L`=1), regardless of inferences for λ. However, one may be interested in these quantities
conditional on a certain configuration of active lags. Suppose that inference for λ in a model
fit using L = 3 indicates that only the first two lags carry significant weight. One may
specify a grid of values for the first two lags over which to evaluate (2), substitute dummy
or default values, such as the mean, for yt−3, and examine the transition density or mean as
a function of yt−1 and yt−2 only. We urge testing the resulting inferences for sensitivity to
the default values used for inactive lags before making conclusions. For example, one could
replace mean values for inactive lags with random values drawn uniformly across the range
of {yt}.
Finally, one may make K-step-ahead forecasts by inductively simulating (z, y)T+k pairs,
for k = 1, . . . , K, following the first two levels of (3), for each posterior sample. The
primary challenge here lies in the need to extend the {f`} Gaussian process realizations to
include the f`(yT+k−`) that do not already exist, for which a naive computation approach
involves repeatedly inverting a growing covariance matrix. When repeated for each posterior
simulation, this results in a computational burden commensurate with MCMC. Given
a current model state (i.e., full sample of all model parameters) the procedure to draw
10
f`(yT+k−`) begins by calculating ck = κ` σ2` , and (ck)i = κ` σ
2
` ρ(yT+k−`, xi; ν, ψ`) for all xi
associated with the entries fi,`. Then using the existing f`, draw a realization f`(yT+k−`) ∼
N
(
c′k(C
(`))−1f`, ck − c′k(C(`))−1ck
)
, where C(`) is the existing covariance matrix for f`.
Lastly, concatenate C(`) with ck on the diagonal and ck along an outer column and row, and
concatenate f` with the new draw from f`. One can avoid re-calculating the new (C
(`))−1
from scratch by storing the previous inverse and using the inversion formula for partitioned
matrices (Rasmussen and Williams, 2006, p. 201).
3 Illustrations
We demonstrate properties of the GPMTD model with two simulated and two real time
series. The first simulation in Section 3.1 highlights lag selection and nonlinear dynamics.
The second simulation in Section 3.2 explores the model’s fitness for approximating higher
order dynamics in a time-delay embedding context. We then apply the GPMTD to a noisy
time series known for nonlinear and non-Gaussian transitions in Section 3.3, and finally to
a time series for which we anticipate a certain lag dependence structure in Section 3.4.
Each of the following analyses included at least three MCMC runs with chains initialized
at default values (i.e., independent standard normal mixture components, uniform λ, and
all observations allocated to the intercept). A Metropolis adaptation phase was followed
by 5,000 burn-in iterations. A final run of 10,000 iterations was thinned to 2,000 inference
samples (1,000 were used for some two-dimensional plots), which are reported for one chain.
Unless otherwise reported, inferences for functionals of (2) with respect to fewer than L lags
were obtained by inserting default mean values for inactive lags, which could be identified,
for example, as {xt,` : E(λ` | {yt}) < cλ} for some small positive value cλ (such as 0.01).
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3.1 Simulated data: single lag
We first demonstrate lag selection with a nonlinear time series simulated from a classical
model for population dynamics (Ricker, 1954). The series was generated from
yt = yt−2 exp(2.6− yt−2) + t , t iid∼ N(0, (0.09)2) , (6)
featuring first-order nonlinear dynamics, and specifically adapted to be a function of the
second lag only. We fit the GPMTD model to the real-valued time series with L = 5 and
T = 105 (so that 100 observations contribute to the likelihood). All three MCMC chains
converge to the same region of the parameter space, although one earlier run showed a
posterior mode with observations allocated to the fourth lag, whose marginal relationship
to the current observation resembles that of the second lag.
In this example, the model decisively recovers the true structure. Inferences strongly
favor using one lag, with the 0.025 posterior sample quantile of λ2 being greater than
0.99. The estimated transition mean as a function of yt−2 (holding other lags fixed), with
95% pointwise credible intervals, is shown in Figure 1 together with the data and true
transition mean function. The dynamics are successfully recovered within the range of
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Figure 1: GPMTD fit to the single-lag dynamical simulation with noise. The solid black
curve depicts the model estimate of the overall transition mean as a function of the second
lag only, together with a 95% credible interval shaded in gray. The true transition mean
function is given by the dashed curve. All observed two-step transitions are included as
points.
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observed transitions, except on the far left, where the estimated curve tends back toward
the component level µ2 (which has posterior mean around 0.9, and standard deviation 2.4)
in a smooth manner. This likely stems from stationarity of the covariance function and bias
from the default prior on the component-specific observation variance σ22. Also, one could
argue that the stationary covariance function does not allow sufficient uncertainty in the
central region (yt−2 ∈ (2, 3)) with no observed transitions.
3.2 Simulated data: time-delay embedding
Our second simulation example explores the GPMTD model’s fitness for approximating
higher-order dynamics. We do so with an example of statistical state-space reconstruction
via time-delay embedding, which attempts to reconstruct a multidimensional attractor using
lags from a single time series. The modeling objective for this example is to infer a suitable
embedding dimension and estimate the corresponding transition map.
We first simulated a long time series (with sufficient burn-in) from the following two-
dimensional deterministic system used to represent predator-prey dynamics with interaction
(Basson and Fogarty, 1997),
yt = yt−1 exp(r − ayt−1 − bzt−1) , (7)
zt = zt−1 exp(r − azt−1 + byt−1) ,
using r = 2.75, a = 0.5, and b = 0.07. In this case, substitution yields an analytical
0 20 40 60 80 100
−
1.
0
0.
5
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5
2.
5
t
lo
g 
y[t
]
Figure 2: Trace of 100 steps of the log-transformed yt series from the simulated deterministic
nonlinear system.
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Figure 3: Transition surface for the time-delay embedding of log(y) from the nonlinear
deterministic system (7), as represented by simulated time steps. All points lie exactly on
the surface. The plot was generated with ggplot2 (Wickham, 2016).
expression for a time-delay embedding of this system in two lags using either the {yt} or
{zt} series alone. The resulting transition surface for the {yt} series is more regular when
we consider the dynamics on the log(y) scale, a natural transformation in this scenario. A
trace for 100 successive values of log(yt) is shown in Figure 2. Figure 3 shows the time-delay
embedding transition surface for log(y), one of the inferential targets in this example. Note
that the continuous surface pivots sharply along the right and upper border of observed lag
combinations, with points falling on both sides of a steep and narrow trench, beyond which
the surface exhibits super-exponential growth.
It is immediately apparent that the GPMTD model is inadequate to fully capture this
non-additive, intricate function of two lags. If the model admitted general functions of
two inputs, or at least interactions, one could enforce near determinism with the priors on
component-specific variances {σ2`}. Unless the modeler is confident that only one lag is
active, we discourage this practice with the GPMTD for two reasons. The first is that the
model will attempt to interpolate apparent noise in each one-dimensional projection, which
occurs in this example. Second, the mixture of densities defining the model will produce
multiple highly separated modes for most combinations of lag values. For these reasons, we
forego pursuing a high-fidelity estimate of the transition surface with the GPMTD, allowing
for observation noise to instead smooth over finer features of the surface.
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Figure 4: GPMTD model fit (T = 105 and L = 5) to the time-delay embedding of log(y)
simulated from the nonlinear deterministic system. Plots include the posterior mean estimate
for the transition surface and observed transitions as points. All multidimensional plots
were generated with Plotly (Plotly Technologies Inc., 2015).
As before, we fit the GPMTD model with default priors and initial values to a {log(yt)}
series of length T = 105 and T = 505 using a lag horizon of L = 5. All three chains converge
to similar log-likelihood values and lag configuration for the shorter time series. Two of
the three chains likewise converge for the longer series, while one chain remains stuck at a
mode with significantly lower log-likelihood.
The model fit to the shorter time series produces mixed results. It selects lag 1 only (with
a 0.025 posterior sample quantile above 0.99), which appears reasonable given the sample
size and the fit depicted in Figure 4. The model fails to capture only a few points in the
border trench along log(yt−1) ∈ (−0.5, 0.5), log(yt−2) ≈ 2.3. Because these observations are
not allocated to another mixture component and treated as outliers, the component-specific
standard deviation (effectively the global error standard deviation since λ1 ≈ 1) is estimated
high at 0.4.
The model fit to the longer time series provides a surprisingly robust approximation,
considering the level of model mis-specification. Two lags are selected, with λ1 and λ2
receiving a 0.78, 0.22 split in posterior mean (both 95% intervals have approximate length
0.12). The posterior mean estimate of the transition surface is given in Figure 5, together
with marginal estimates of f1 and f2 and their assigned observations (classified if the
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Figure 5: GPMTD model fit (T = 505 and L = 5) to the time-delay embedding of
log(y) simulated from the nonlinear deterministic system. Posterior mean estimate for the
transition surface (top) and lag-specific f1 and f2 functions (with pointwise 95% intervals,
bottom). Data values are included as points. In the lower plots, points are included with a
lag if allocated to that lag (with posterior probability greater than 0.5).
observations are assigned to the corresponding lag with at least 0.5 posterior probability).
The most obvious omission in the estimated surface is the outer wall or border. This is
expected, as the lower trench is not clearly identified in one dimension. Assuming noisy
observations, f1 and f2 fit the corresponding one-dimensional projections well, while the
overall estimated transition surface appears attenuated, a result of the global mixture.
Similarly, transition density estimates (not shown) for lag values along the two shoulders
and central dip of the surface are bimodal with small component variances. The second-lag
component successfully captures the “outliers” near log(yt−1) ≈ −0.75, log(yt−2) ≈ 2.3,
producing an appropriate mixture transition density in this region.
Overall, we caution that despite its ability to produce GAM-like estimates for transition
surfaces, the lag-dependent error structure of the GPMTD model is not suited to applications
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for high-order dynamics, unless functions of the correct order are explicitly included. The
model is better poised to estimate possibly nonlinear, lag-dependent transition densities in
the presence of noise, as with the two examples that follow.
3.3 Old Faithful data
Our first illustration of the GPMTD with real data highlights the model’s capability for
capturing heterogeneous lag dependence with the well-known series of inter-eruption waiting
times of the Old Faithful geyser in Yellowstone National Park, U.S.A. The time series has
attracted attention, both for illustration and analysis from chaos (Nicholl et al., 1994) and
statistical (Azzalini and Bowman, 1990) perspectives, partly due to nonlinear as well as
non-Gaussian dynamics. We revisit Old Faithful using the traditional data set reported
in Azzalini and Bowman (1990), consisting of 299 consecutive pairs of eruption durations
and waiting times between August 1 and 15, 1985. Figure 6 shows a trace of eruption
waiting times in minutes. Despite high noise levels, dependence on at least one lag is clearly
discernible among the raw values depicted as points in Figure 7. The relationship between
consecutive waiting times appears mostly consistent across values of the second lag, but
a trend may exist (not shown). The GPMTD model is unlikely to detect higher-order
dynamics. We do, however, expect the model to capture the apparent nonlinear and
non-Gaussian dependence on the first lag.
Old Faithful waiting times
Eruption index
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11
0
Figure 6: Trace of 150 consecutive Old Faithful eruption waiting times in minutes (top).
This window of the middle half of the time series typifies the data, with exception of the
run of long waiting times between index 120 and 140.
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` Mean 95% Interval
0 0.428 (0.332, 0.512)
1 0.571 (0.486, 0.666)
2 <0.001 (<0.001, 0.002)
3 <0.001 (<0.001, 0.001)
4-10 <0.001 (<0.001, <0.001)
Table 1: Posterior summary for λ`, ` = 0, . . . , 10 in the GPMTD analysis of Old Faithful
waiting times. Lag ` = 0 refers to the intercept.
GPMTD model runs with L = 5 and L = 10 all indicate dependence on one lag. All
chains converge to the same region in the parameter space, with exception of one run
with L = 5 that switched to an allocation with some observations assigned to the second
lag. We report results from one of the runs with L = 10. Mixture weights λ0 and λ1
dominate, accounting for more than 99% of the allocation in the posterior mean of λ. Point
estimates and 95% credible intervals for each λ` are reported in Table 1. The intercept
carries significant weight in order to provide bimodality in the transition distribution, while
the first lag component captures nonlinear dependence.
The model’s use of both intercept and first lag is apparent in Figure 7, which shows a
superimposed scatter plot on the first lag indicating inferred mixture allocation. Circles
are assigned to the intercept component with posterior probability greater than 0.5, and
triangles are likewise assigned to the first lag. The corresponding dashed curves give
posterior mean inferences for the respective component means. The solid curve depicts the
pointwise estimate of the transition mean, together with a 95% credible interval shaded.
The transition mean is less useful for lagged values above 70 minutes, where it begins to
straddle the bimodal transition density.
Figure 8 highlights the model’s flexibility in approximating transition densities, summa-
rizing posterior inferences of the density for three values of the first lag yt−1 ∈ {50, 66, 80}.
These estimates are generated almost exclusively from a two-component mixture, and should
therefore be treated as rough approximations. For example, because the more concentrated
density associated with lag 1 is located above the mean of the wide intercept density at
yt−1 = 50, the model yields a left-skewed density for yt−1 = 50, while one could argue from
Figure 7 that the transition density at this lag should exhibit right skew. The means of
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Figure 7: Single-step transition scatter plot with component-specific inferences from the
GPMTD fit to Old Faithful waiting times. Circles indicate membership in the intercept
mixture component (with posterior probability greater than 0.5), and triangles indicate the
same for the first lag mixture component. Dashed curves report the posterior mean for the
respective component means. The solid curve depicts the model estimate of the overall
transition mean, together with a 95% credible interval shaded.
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Figure 8: GPMTD transition density estimates for Old Faithful waiting times at three fixed
values of the first lag: yt−1 = 50, yt−1 = 66, and yt−1 = 80 minutes. The solid line indicates
the pointwise posterior mean and gray shading indicates 95% intervals.
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mixture components ` = 0 and 1 intersect near yt−1 = 66, appropriately resulting in a scale
mixture of normal distributions for the transition. At yt−1 = 80, the mixture captures the
obvious bimodality.
Nonlinear, heterogeneous, and noisy lag dependence makes the Old Faithful time series
a unique candidate for illustrating both strengths of the GPMTD model. When the model
employs mixing for both transition density approximation and nonlinear transition surface
estimation simultaneously, we entreat practitioners to carefully scrutinize and validate
inferences. For example, because the mixing weights are global, they may not be optimized
for the transition density specifically at yt−1 = 80 in the Old Faithful model. While the
parsimonious representation (2) has such limitations, it is quite flexible relative to the
mixtures of linear autoregressive models in the literature, efficiently capturing nonlinear
and non-Gaussian dynamics.
3.4 Pink salmon data
We next investigate a time series of annual pink salmon abundance (escapement) in Alaska,
U.S.A. from 1934 to 1963 (Alaska Fisheries Science Center, 2018). Population dynamics for
pink salmon provide an opportunity to test selection in the GPMTD model since pink salmon
have a strict two-year life cycle (Heard, 1991). Thus, we expect even lags to have the most
influence in predicting the current year’s population. The trace of the natural logarithm
of abundance in Figure 9 suggests a comprehensive analysis might appropriately include
non-stationarity with long-term trends, which we forego in favor of a simple demonstration.
Repeated interventions for the struggling even-year salmon population throughout the
Year
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Figure 9: Trace of the natural logarithm of pink salmon abundance from 1934 to 1963.
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Figure 10: GPMTD fit to the logarithm of annual pink salmon escapement, with a scatter
plot of all two-step transitions. The solid black curve gives the overall transition mean,
together with a 95% credible interval shaded in gray. The reference line has unit slope and
passes through the origin.
1950s culminated in a population transfer in 1964 that bisects the complete time series and
restricts us to the first segment (Bradshaw and Heintz, 2003). Nevertheless, lag scatter
plots (not shown) suggest that we should be able to detect lag dependence structure, even
with as few as 30 observations.
We fit the GPMTD with up to L = 5 lags to the logarithm of annual escapement using
the same default prior, initialization, and MCMC sampling employed for other analyses. All
chains converge to the same estimated posterior distributions. As expected, the model clearly
identifies the second lag as dominant, as λ2 has a posterior mean of 0.975 with a 95% equal-
tailed interval of (0.683, 0.999). Lags 1 and 4 have the next highest upper (0.975) quantiles
at 0.095 and 0.046, respectively. The estimated transition mean function with pointwise
95% intervals is given for the second lag (fixing other lags) in Figure 10. The diagonal
dotted line has a unit slope dividing regions of population increase and decrease. Although
the interval seldom leaves this line, population decline is readily apparent, particularly with
the even-year population (in Figure 9), which experienced repeated interventions (Bradshaw
and Heintz, 2003). Although inclusion of covariates or explicitly modeling interventions
may increase signal resolution, the expected dependence structure is manifest in the raw
series, and detected by the GPMTD model.
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4 Discussion
The model proposed in this article, building on a Bayesian framework for the continuous-state
GMTD model, contributes two helpful extensions: 1) nonlinear transition dynamics, and 2)
model-based order and lag selection. Although the original GMTD model accommodates
non-Gaussian transition distributions and heterogeneity with a mixture, we further allow
the mixture kernels to exhibit nonlinear lag dependence. Thus the Gaussian process mixture
transition distribution model can be considered a parsimonious, semiparametric model for
nonlinear transition density approximation. With care, the model can be further used to
identify low-noise nonlinear dynamics in one lag.
We note the potential for confounding when the mixture model is used for both flexibility
in density estimation and lag selection. For example, components (lags) could activate to
add modes to a transition density when no dependence on the associated lag exists. The
SBM prior affords the intercept priority in adding such flexibility. For example, the intercept
component is instrumental for the Old Faithful example in that it provides a vehicle both
for bimodality (when yt−1 > 70 minutes) and a pair of outliers (at yt−1 ≈ 70 minutes). We
urge practitioners to examine inferences for the mean transition function of all active lags.
A flat transition function would indicate that the component contributes exclusively to
density flexibility.
If certain characteristics of the transition distribution systematically associate with
a certain lag, it is more appropriate to accommodate them within the corresponding
mixture component. Adding flexibility to the mixture component distributions could further
help disentangle the objectives of transition density estimation through mixtures and lag
selection. For example, if the mixture is used primarily for lag selection, one could implement
parametric extensions of Gaussian component transition densities (Hansen, 1994) to allow
for long-tails and/or skew without sacrificing parsimony or computational convenience.
The GPMTD model is inherently Markovian, directly modeling a probability distribution
governing transitions. It consequently most naturally resides in the class of time-series
models for dynamical (rather than measurement) error. It can nevertheless be extended, in
a state-space framework or otherwise, to include other features common in time series, such
22
as covariate dependence, trends, and periodic fluctuations. The most straightforward way to
incorporate covariates is through additional mixture components dedicated to the exogenous
variables. As this breaks the natural ordering of mixture components, one would need to
reconsider the prior for λ. Incorporating trends, periodicity, and covariates outside the
MTD structure presents more of a challenge, as these would most naturally fit into a linear
superposition with a latent GPMTD process. Estimation of GPMTD parameters would be
no more complicated in such a model. However, updates for parameters governing external
structures would necessitate re-evaluation of the GPMTD component-mean functions {f`}
at each iteration of MCMC (or optimization), potentially creating a heavy computational
burden.
The mixture autoregressive (MAR) model of Wong and Li (2000), consisting of a finite
mixture of Gaussian AR models of potentially varying order, is considered to be the sequel
to the GMTD in the literature. While the MAR model indeed contains the GMTD as a
special case, it does not generalize the linear transition mean, and perhaps more importantly,
diverges from the parsimonious and interpretable representation as a mixture of low-order
transition distributions. We have proposed and demonstrated a model that preserves these
useful and distinguishing characteristics of the MTD and GMTD models. When data
complexity demand richer models, the MAR and related mixtures of linear autoregressive
models, such as mixtures-of-experts (Jordan and Jacobs, 1994; Peng et al., 1996; Carvalho
and Tanner, 2005, 2006) and nonparametric mixtures (Di Lucca et al., 2013; Antoniano-
Villalobos and Walker, 2016; DeYoreo and Kottas, 2017; Kalli and Griffin, 2018) can provide
added flexibility.
Data availability statement
Simulated data referenced in Sections 3.1 and 3.2 are provided in the supplementary materials.
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SUPPLEMENTARY MATERIAL
GPMTD examples: Directory containing code and data necessary for fitting and post-
processing GPMTD examples from Section 3 with the GPMTD Julia package (available
at https://github.com/mheiner/GPMTD.jl.git). The file README.md contains
descriptions and instructions. (The GPMTD examples directory can be downloaded
from https://github.com/mheiner/MTD examples.git)
Bibliography
Alaska Fisheries Science Center (2018), “AFSC/ABL: Pink salmon data collected at Sashin
Creek Weir 1934-2002,” URL https://inport.nmfs.noaa.gov/inport/item/17256.
Antoniano-Villalobos, I. and Walker, S. G. (2016), “A Nonparametric Model for Stationary
Time Series,” Journal of Time Series Analysis , 37, 126–142.
Azzalini, A. and Bowman, A. W. (1990), “A Look at Some Data on the Old Faithful Geyser,”
Journal of the Royal Statistical Society: Series C (Applied Statistics), 39, 357–365.
Basson, M. and Fogarty, M. J. (1997), “Harvesting in discrete-time predator-prey systems,”
Mathematical Biosciences , 141, 41–74.
Berchtold, A. and Raftery, A. E. (2002), “The Mixture Transition Distribution Model
for High-Order Markov Chains and Non-Gaussian Time Series,” Statistical Science, 17,
328–356.
24
Bradshaw, R. and Heintz, R. (2003), “SCWDATA: Pink Salmon data collected at Sashin
Creek Weir 1934-2002,” Database Report. Auke Bay Laboratory, Alaska Fisheries Sci-
ence Center, National Marine Fisheries Service, National Oceanic and Atmospheric
Administration.
Carvalho, A. X. and Tanner, M. A. (2005), “Modeling nonlinear time series with local
mixtures of generalized linear models,” Canadian Journal of Statistics , 33, 97–113.
— (2006), “Modeling nonlinearities with mixtures-of-experts of time series models,” Inter-
national Journal of Mathematics and Mathematical Sciences , 2006, 1–22.
Chen, R. and Tsay, R. S. (1993), “Nonlinear Additive ARX Models,” Journal of the
American Statistical Association, 88, 955–967.
Connor, R. J. and Mosimann, J. E. (1969), “Concepts of Independence for Proportions
with a Generalization of the Dirichlet Distribution,” Journal of the American Statistical
Association, 64, 194–206.
DeYoreo, M. and Kottas, A. (2017), “A Bayesian nonparametric Markovian model for
non-stationary time series,” Statistics and Computing , 27, 1525–1538.
Di Lucca, M. A., Guglielmi, A., Mu¨ller, P., and Quintana, F. A. (2013), “A Simple Class of
Bayesian Nonparametric Autoregression Models,” Bayesian analysis , 8, 63–88.
Duvenaud, D. K., Nickisch, H., and Rasmussen, C. E. (2011), “Additive Gaussian Processes,”
in Shawe-Taylor, J., Zemel, R. S., Bartlett, P. L., Pereira, F., and Weinberger, K. Q.
(editors), Advances in Neural Information Processing Systems 24 , Curran Associates, Inc.
Escarela, G., Mena, R. H., and Castillo-Morales, A. (2006), “A flexible class of parametric
transition regression models based on copulas: application to poliomyelitis incidence,”
Statistical Methods in Medical Research, 15, 593–609.
Fru¨hwirth-Schnatter, S. (2006), Finite Mixture and Markov Switching Models, Springer-
Verlag New York.
25
Gregorcˇicˇ, G. and Lightbody, G. (2009), “Gaussian process approach for modelling of
nonlinear systems,” Engineering Applications of Artificial Intelligence, 22, 522–533.
Gutjahr, T., Ulmer, H., and Ament, C. (2012), “Sparse Gaussian Processes with Uncertain
Inputs for Multi-Step Ahead Prediction,” IFAC Proceedings Volumes , 45, 107–112.
Hansen, B. E. (1994), “Autoregressive Conditional Density Estimation,” International
Economic Review , 35, 705–730.
Hassan, M. and El-Bassiouni, M. (2013), “Fitting Poisson Time-Series Models Using
Bivariate Mixture Transition Distributions,” Journal of Statistical Theory and Practice,
7, 537–543.
Hassan, M. Y. and Lii, K.-S. (2006), “Modeling marked point processes via bivariate mixture
transition distribution models,” Journal of the American Statistical Association, 101,
1241–1252.
Hastie, T. and Tibshirani, R. (1990), Generalized Additive Models, London; New York:
Chapman and Hall, 1st edition.
Heard, W. R. (1991), “Life History of Pink Salmon (Oncorhynchus gorbuscha),” in Groot,
C. and Margolis, L. (editors), Pacific Salmon Life Histories , UBC Press, 119–230.
Heiner, M. and Kottas, A. (2019), “Estimation and selection for high-order Markov chains
with Bayesian mixture transition distribution models,” arXiv preprint arXiv:1906.10781 .
Heiner, M., Kottas, A., and Munch, S. (2019), “Structured priors for sparse probability
vectors with application to model selection in Markov chains,” Statistics and Computing ,
29, 1077–1093, URL https://doi.org/10.1007/s11222-019-09856-2.
Huang, J. Z. and Yang, L. (2004), “Identification of non-linear additive autoregressive
models,” Journal of the Royal Statistical Society: Series B (Statistical Methodology), 66,
463–477.
Jordan, M. I. and Jacobs, R. A. (1994), “Hierarchical Mixtures of Experts and the EM
Algorithm,” Neural computation, 6, 181–214.
26
Kalli, M. and Griffin, J. E. (2018), “Bayesian nonparametric vector autoregressive models,”
Journal of Econometrics , 203, 267–282.
Kocijan, J., Murray-Smith, R., Rasmussen, C. E., and Likar, B. (2003), “Predictive control
with Gaussian process models,” in The IEEE Region 8 EUROCON 2003. Computer as a
Tool., volume 1, IEEE.
Le, N. D., Martin, R. D., and Raftery, A. E. (1996), “Modeling Flat Stretches, Bursts
Outliers in Time Series Using Mixture Transition Distribution Models,” Journal of the
American Statistical Association, 91, 1504–1515.
Luo, J. and Qiu, H.-b. (2009), “Parameter estimation of the WMTD model,” Applied
Mathematics-A Journal of Chinese Universities , 24, 379.
Martin, R. D. and Raftery, A. E. (1987), “Comment: Robustness, Computation, and
Non-Euclidean Models,” Journal of the American Statistical Association, 82, 1044–1050.
Nicholl, M. J., Wheatcraft, S. W., Tyler, S. W., and Berkowitz, B. (1994), “Is Old Faithful
a strange attractor?” Journal of Geophysical Research: Solid Earth, 99, 4495–4503.
Peng, F., Jacobs, R. A., and Tanner, M. A. (1996), “Bayesian Inference in Mixtures-of-
Experts and Hierarchical Mixtures-of-Experts Models with an Application to Speech
Recognition,” Journal of the American Statistical Association, 91, 953–960.
Plotly Technologies Inc. (2015), “Collaborative data science,” URL https://plot.ly.
Raftery, A. E. (1985), “A Model for High-Order Markov Chains,” Journal of the Royal
Statistical Society: Series B (Methodological), 47, 528–539.
Raftery, A. E., Gneiting, T., Balabdaoui, F., and Polakowski, M. (2005), “Using Bayesian
Model Averaging to Calibrate Forecast Ensembles,” Monthly Weather Review , 133,
1155–1174.
Rasmussen, C. E. and Williams, C. K. (2006), Gaussian Processes for Machine Learning ,
MIT Press Cambridge, MA.
27
Ricker, W. E. (1954), “Stock and Recruitment,” Journal of the Fisheries Research Board of
Canada, 11, 559–623.
Shi, J. Q., Murray-Smith, R., and Titterington, D. M. (2003), “Bayesian regression and
classification using mixtures of Gaussian processes,” International Journal of Adaptive
Control and Signal Processing , 17, 149–161.
Wickham, H. (2016), ggplot2: Elegant Graphics for Data Analysis, Springer-Verlag New
York, URL https://ggplot2.tidyverse.org.
Wong, C.-m. and Kohn, R. (1996), “A Bayesian Approach to Estimating and Forecasting
Additive Nonparametric Autoregressive Models,” Journal of Time Series Analysis, 17,
203–220.
Wong, C. S. and Li, W. K. (2000), “On a mixture autoregressive model,” Journal of the
Royal Statistical Society: Series B (Statistical Methodology), 62, 95–115.
Wood, S., Rosen, O., and Kohn, R. (2011), “Bayesian Mixtures of Autoregressive Models,”
Journal of Computational and Graphical Statistics , 20, 174–195.
Zhang, H. (2004), “Inconsistent Estimation and Asymptotically Equal Interpolations in
Model-Based Geostatistics,” Journal of the American Statistical Association, 99, 250–261.
28
A Setup for mixture component updates
Conditional on the configuration variables {zt} and covariance hyperparameters νκ, κ0, νψ,
ψ0, we have L independent block-conditional updates for parameters in the (non-intercept)
mixture components. To simplify notation, assume without loss of generality that we are
working with component `, so that we can drop the ` index on each parameter. Let n`
count the cardinality of {t : zt = `} and partition f into f i and f o, indexed by zt = ` and
zt 6= `, respectively. The joint full conditional density for this component is
p(µ, σ2,f , κ, ψ | {zt}, νκ, κ0, νψ, ψ0, {yt}) ∝
∏
t:zt=`
[
N(yt | µ+ ft,`, σ2)
]×
N(µ | m0, v0) IG(σ2 | νσ/2, νσs0/2) N
(
f | 0, κσ2R(ψ))× (8)
IG(κ | νκ/2, νκκ0/2) IG(ψ | νψ/2, νψψ0/2) ,
where the normal density for f has dimension T − L and correlation matrix R(ψ) which
can also be partitioned into active and inactive parts Rii, Roo, Rio, and Roi = (Rio)′.
We begin by marginalizing f out of (8), resulting in a n`-variate Gaussian density for the
vector yi containing {yt : zt = `} given by N (yi | 1µ, σ2W ), where W = (κR(ψ)ii + I)
and I is the conforming identity matrix. Keep in mind that W is dependent on ψ.
Now let µˆ = (1′W−11)−11′W−1yi =
∑n`
j=1(W
−1yi)j/w where w = 1′W−11, and s =
(yi − 1µˆ)′W−1(yi − 1µˆ). The joint density for yi can then be factored as
p(yi | · · · ,−f) ∝ det(W )−1/2 (σ2)−n`/2 exp
[
−w(µˆ− µ)
2 + s
2σ2
]
. (9)
Now using the prior for µ, we can further marginalize to obtain
p(yi | · · · ,−f ,−µ) ∝
∫
p(yi | · · · ,−f) N(µ | m0, v0) dµ
∝ det(W )−1/2 (σ2)−n`/2 exp
[
− s
2σ2
](σ2
w
)1/2
c , (10)
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where
c0 =
∫
N(µˆ | µ, σ2/w) N(µ | m0, v0) dµ
∝ (σ2/w + v0)−1/2 exp
[
− (µˆ−m0)
2
2(σ2/w + v0)
] ∫
N(µ | m1, v1) dµ
= (σ2/w + v0)
−1/2 exp
[
− (µˆ−m0)
2
2(σ2/w + v0)
]
= c , (11)
with v1 =
(
v−10 + w/σ
2
)−1
and m1 = v1(m0/v0 + wµˆ/σ
2).
A full Gibbs scan for (µ, σ2,f , κ, ψ)` then proceeds as follows:
1. Perform a random-walk Metropolis update of (κ, ψ) with their joint collapsed condi-
tional density proportional to p(yi | · · · ,−f ,−µ) p(κ | νκ, κ0) p(ψ | νψ, ψ0) where the
first density is given in (10) and the remaining two are the inverse-gamma densities
in (8). Gaussian proposals are drawn on the logarithmic scale, requiring a Jacobian
adjustment by multiplying the collapsed conditional density by κψ when computing
the acceptance probability.
2. Draw µ from its collapsed conditional distribution N(m1, v1).
3. Draw σ2 from its collapsed conditional with density proportional to
p(yi | · · · ,−f) p(σ2 | νσ, s0), where the first density is given in (9) and the second is
the inverse-gamma density in (8). The result is another inverse-gamma density with
shape (νσ + n`)/2 and scale (νσs0 + w(µˆ− µ)2 + s)/2.
4. Introduce f i with f o still marginalized and draw from p(f i | · · · ,−f o) ∝ N(yi −
1µ | f i, σ2I) N(f i | 0, κσ2Rii), a standard conditionally conjugate multivariate
Gaussian update with covariance matrix Σ = σ2 (κ−1(Rii)−1 + I)−1 and mean vector
Σ (yi − 1µ) /σ2. Following Rasmussen and Williams (2006, p. 46), the positive definite
matrix Σ is computed, using the matrix inversion lemma, as σ2K(I − K˜) where
K = κRii and K˜ is the solution to (K + I)K˜ = K.
5. Finally, draw f o from its full conditional distribution. Let C = κσ2R. Then we have
p(f o | · · · ) = N [f o | Coi(Cii)−1f i,Coo −Coi(Cii)−1Cio].
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B SBM-multinomial update
We describe the conjugate update for an SBM-distributed probability vector with a multi-
nomial sampling model from Heiner et al. (2019), applied to Step 2 of the Gibbs sampler in
Section 2.3.
Consider a length-N sequence of independent random variables {zt} ∈ {0, 1, . . . , L}N
with common distribution λ = (λ0, λ1, . . . , λL). Given λ, the probability of the sequence is∏
t λzt = λ
n0
0 · · ·λnLL where the sufficient statistics in n = (n0, . . . , nL) count the occurrences
of each category.
Suppose λ follows the SBM distribution with parameters pi1, pi3, η, {γj}, and {δj}. Let
gj(aj, bj,n) ≡ Γ(aj + bj)
Γ(a∗j + b
∗
j)
Γ(a∗j)
Γ(aj)
Γ(b∗j)
Γ(bj)
,
with a∗j ≡ aj + nj, and b∗j ≡ bj +
∑L
h=j+1 nh , for j = 0, 1, . . . , L. Then the marginal
distribution of {zt} has probability mass function
p({zt}) =
L−1∏
j=0
[pi1 gj(1, η,n) + pi2 gj(γj, δj,n) + pi3 gj(η, 1,n)] (12)
over its support, where pi2 = 1− pi1 − pi3.
Now considering the update for λ in the GPMTD model, we have p(λ | · · · ) ∝
p(λ)
∏
t p(zt | λ) = SBM(λ; pi1, pi3, η,γ, δ)
∏
t λzt , a conjugate SBM-multinomial update
using the counts of zt in each of {0, 1, . . . , L}. A draw from the full conditional distribution
begins by drawing the latent stick-breaking weights θ`, for ` = 0, . . . , L − 1, each from a
mixture of three beta distributions. The mixture weights for θ` are the three summands in
the corresponding product terms of (12), where n` is the cardinality of {t : zt = `}. The
three beta distributions have the corresponding a∗` and b
∗
` shape parameters taken from the
SBM prior parameters and counts. The draw for λ is then constructed from the sampled
{θ`} using the stick-breaking construction (4).
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