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モデルの 2 つのモデルから構成されている．shape モデルは，
特徴点間の形状をモデル化したもので，n 個の特徴点の座標















自己組織化マップ (Self-Organizing Map，以下 SOM) とは，
Kohonenによって提案されたニューラルネットワークの一種で




出力層は n 個のノードを持っており，ノードは 1 次元や 2 次
元的に配置される．i番目のノードには参照ベクトル mi と呼ば
れるものが存在しており，mi の次元は，入力層と同じ次元とな




3. kmc   xk = min
i
kmi   xkを計算し，勝者ノード c
を決める
4. mi をmi + hci(x mi)で更新する







本研究では，出力層の大きさが 3030 である SOM を使い，


































る．例えば，喜びの認識率を求める場合，1 回の実験で計 8 枚








評価方法は 1つの表情に対して，3つの程度を各 3枚，計 9枚
を評価データとし，それぞれの認識率を計算する．
3.2 結果・考察











図 4 ユーザ Aの認識率
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