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Abstract. We establish effective mean-value estimates for a wide class of multiplicative
arithmetic functions, thereby providing (essentially optimal) quantitative versions of Wirsing’s
classical estimates and extending those of Hala´sz. Several applications are derived, including:
estimates for the difference of mean-values of so-called pretentious functions, local laws for the
distribution of prime factors in an arbitrary set, and weighted distribution of additive functions.
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1. Introduction et e´nonce´ des re´sultats
Les estimations de valeurs moyennes de fonctions multiplicatives constituent un outil pri-
vile´gie´ de la the´orie probabiliste des nombres. Elles permettent notamment d’appre´hender la
re´partition des fonctions additives sur les N premiers entiers via leurs fonctions caracte´ristiques
et, partant, d’obtenir des the´ore`mes de convergence avec controˆle de l’approximation. Les deux
succe`s historiques de la the´orie sont respectivement dus a` Wirsing [35] et Hala´sz [13].
De´signons par M(A,B) la classe des fonctions multiplicatives ve´rifiant
(1·1) max
p
|f(p)| 6 A,
∑
p, ν>2
|f(pν)| log pν
pν
6 B.
Ici et dans la suite, nous re´servons la lettre p pour de´signer un nombre premier.
Dans son remarquable article [35], Wirsing e´tablit notamment que, si r ∈ M(A,B), r > 0,
et s’il existe ̺ > 0 tel que
(1·2)
∑
p6x
r(p) log p
p
∼ ̺ log x (x→∞),
alors toute fonction multiplicative re´elle f telle que |f | 6 r ve´rifie, lorsque x→∞,
(1·3) M(x; f) :=
∑
n6x
f(n) =
{
e−γ̺
Γ(̺)
∏
p
∑
ν>0 f(p
ν)/pν∑
ν>0 r(p
ν)/pν
+ o(1)
}
x
log x
∏
p
∑
pν6x
r(pν)
pν
,
ou` le produit infini est conside´re´ comme nul lorsqu’il diverge.(1) Ici et dans la suite, nous notons
γ la constante d’Euler.
∗ Nous incluons ici quelques corrections mineures relativement a` la version publie´e.
1. Le second produit est en fait fini.
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Le cas r = 1 (la fonction constante e´gale a` 1), ̺ = 1, confirme une ce´le`bre conjecture d’Erdo˝s
selon laquelle une fonction multiplicative re´elle a` valeurs dans [−1, 1] posse`de ne´cessairement
une valeur moyenne.
Dans [13], Hala´sz a e´lucide´ le comportement asymptotique des fonctions multiplicatives
complexes f a` valeurs dans le disque unite´. Son re´sultat principal e´tablit une dichotomie :
soit il existe τ ∈ R tel que
(1·4)
∑
p
1− ℜe {f(p)/piτ}
p
<∞,
et nous avons alors
(1·5) M(x; f) ∼ x
1+iτ
1 + iτ
∏
p6x
(
1− 1
p
)∑
ν>0
f(pν)
pν(1+iτ)
+ o(x) (x→∞),
soit la se´rie diverge pour tout τ ∈ R, et l’on a M(x; f) = o(x) lorsque x → ∞. Une pre´cision
supple´mentaire est que, sous l’hypothe`se (1·4), le terme principal de (1·5) est de la forme
Kτx
1+iτLτ (logx) ou` Lτ est une fonction de module unite´ a` croissance lente au sens de
Karamata [22], c’est-a`-dire telle que Lτ (u)/Lτ (v) → 1 lorsque u et v tendent vers l’infini
sous la condition u ≍ v.
Une preuve alternative du cas de convergence a e´te´ obtenue par Delange via une me´thode
reposant, a` partir d’une ide´e de Re´nyi, sur l’ine´galite´ de Tura´n–Kubilius : voir [33], th. III.4.4,
pour une de´monstration de ce re´sultat non publie´e par Delange.
Indlekofer, Ka´tai & Wagner [21] ont ge´ne´ralise´ ces re´sultats(2) en e´tablissant que, pour toutes
fonctions multiplicatives r, f , telles que r ∈ M(A,B), f a` valeurs complexe, |f | 6 r, et sous
l’hypothe`se (1·2), nous avons M(x; f) = o(M(x; r)) lorsque x→∞ si la condition
(1·6)
∑
p
r(p)−ℜe {f(p)/piτ}
p
<∞
n’est re´alise´e pour aucune valeur de τ ∈ R. Ils e´noncent e´galement que, sous la condition (1·6)
nous avons, lorsque x→∞,
(1·7) M(x; f) =
{∏
p6x
∑
ν>0 f(p
ν)/pν(1+iτ)∑
ν>0 r(p
ν)/pν
+ o(1)
}
xiτM(x; r)
1 + iτ
·
Cette formule asymptotique re´sulte en fait implicitement, sous la meˆme hypothe`se (1·6), du
travail de Wirsing [35]. Notons e´galement que les estimations de Wirsing impliquent l’e´qui-
valence de (1·7) et
(1·8) M(x; f) = e
−γ̺x1+iτ
(1 + iτ )Γ(̺) logx
{∏
p6x
∑
ν>0
f(pν)
pν(1+iτ)
+ o
(
(log x)̺
)}
.
De plus, le cas ge´ne´ral se re´duit aise´ment, par sommation d’Abel, au cas τ = 0.
Les de´veloppements ulte´rieurs de la the´orie ont principalement vise´ a` rendre les re´sultats
pre´ce´dents effectifs, c’est-a`-dire a` expliciter les majorations dans le cas de divergence et
les termes d’erreur dans le cas de convergence. La ne´cessite´ de telles estimations e´tant
naturellement plus impe´rieuse dans le cas ou` le terme principal est nul, les recherches se sont
d’abord oriente´es dans cette direction. Les travaux de Hala´sz [14], pre´cise´s par Montgomery
[28], Elliott [7], puis par l’auteur [33] (ch. III.4), fournissent ainsi des majorations explicites
dans le cas de fonctions a` valeurs dans le disque unite´ ou dont les valeurs sur les nombres
premiers e´vitent un secteur fixe.(3)
2. Un re´sultat qualitatif ante´rieur, de meˆme nature mais valide sous des hypothe`ses plus fortes, est duˆ
a` Levin & Timofeev [24].
3. Voir e´galement [30] pour des variantes relatives a` des sommes ponde´re´es.
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Lorsque les f(p) sont confine´s a` une ellipse de diame`tre 2 strictement incluse dans le disque
unite´, Hall & Tenenbaum [19] e´tablissent la majoration effective
M(x; f)≪ x exp
{
−K
∑
p6x
1− ℜe f(p)
p
}
,
ou` la constante K est optimale. Ce re´sultat a e´te´ ge´ne´ralise´ par Hall [18] au cas ou` les f(p)
sont confine´s a` sous-ensemble strict et ferme´ du disque unite´ e´vitant au moins un point de
module 1. Des comple´ments et raffinements sont propose´s dans l’article exhaustif de Granville
et Soundararajan [11], qui contient e´galement des de´veloppements relatifs au comportement
local les moyennes M(x; f).
Dans la voie d’une version quantitative des estimations de Wirsing, un re´sultat de Hala´sz
([14], th. 3) fournit une formule asymptotique avec terme principal non nul lorsque les valeurs
aux nombres premiers sont proches de 1. Une version relative aux fonctions a` valeurs dans
[−1, 1] a e´galement e´te´ donne´e par Indlekofer [20] — cf. le Corollaire 2.2 infra.
Nous nous proposons ici de pre´ciser les re´sultats ante´rieurs dans deux directions : d’une
part en e´tendant les majorations effectives aux fonctions des classes M(A,B), d’autre part
en fournissant des versions quantitatives de l’ensemble des estimations de type Wirsing telles
qu’e´tablies sous forme qualitative par Indlekofer, Ka´tai & Wagner dans [21].
Un tel programme suppose que les fonctions multiplicatives conside´re´es soient autorise´es a`
de´pendre du parame`tre x gouvernant la taille de la moyenne prise en conside´ration. Dans la
suite, nous conside´rons donc, pour tous parame`tres A > 0, B > 0, x > 2, la classe M(x;A,B)
des fonctions multiplicatives complexes f ve´rifiant
(1·9) max
p6x
|f(p)| 6 A,
∑
pν6x
ν>2
|f(pν)| log pν
pν
6 B.
Notre premier re´sultat e´tend aux fonctions deM(x;A,B) le the´ore`me III.4.7 de [33], restreint
aux fonctions a` valeurs dans le disque unite´. Pour toute fonction multiplicative f dont la se´rie
de Dirichlet
∑
n>1 f(n)/n
s converge dans le demi-plan ℜe s > 1, nous posons
(1·10)
vf (s) = vf (s;x) :=
∑
p6x
f(p)
ps
(s ∈ C),
HT (α)
2 :=
∑
k∈Z
|k|6T
1
k2 + 1
max
σ=1+α
|τ−k|61/2
|evf (s;x)|2 (α > 0, T > 1).
Dans tout ce travail, nous de´finissons implicitement les parties re´elle et imaginaire d’un nombre
complexe s par la formule s = σ + iτ .
Nous posons encore
(1·11) Z(y; f) :=
∑
p6y
f(p)
p
(2 6 y 6 x).
The´ore`me 1.1. Soient A > 0, B > 0. Sous les hypothe`ses x > 2, f, r ∈ M(x;A,B), |f | 6 r,
et T > 1, nous avons uniforme´ment
(1·12) M(x; f)≪ x
log x
{∫ 1
1/ log x
HT (α)
α
dα+
eZ(x;r)√
T
+
eZ(x;r) log2 x
T
}
.
De plus, pour tout c > 0 fixe´, et sous l’hypothe`se supple´mentaire
(1·13) Z(x; r) − Z(y; r) > c log
( log x
log y
)
+ O(1) (2 6 y 6 x),
le dernier terme dans l’accolade de (1·12) peut eˆtre omis.
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Le re´sultat suivant fournit une version effective des formules asymptotiques (1·7) et (1·8).
Conforme´ment a` une remarque effectue´e plus haut, nous nous restreignons, sans perte de
ge´ne´ralite´, au cas τ = 0.
E´tant donne´e une fonction arithme´tique multiplicative complexe f , nous posons wf := 1 si
f est re´elle, et wf :=
1
2 dans le cas ge´ne´ral.
The´ore`me 1.2. Soient
(1·14)
a ∈]0, 12 ], b ∈ [a, 1[, A > 2b, B > 0,
x > 1, ̺ = ̺x ∈ [2b, A], p := π̺
A
, β := 1− sin p
p
, h :=
1− b
min(1, ̺)− b ·
Pour tout ε = εx ∈]1/
√
log x, 12 ], les assertions suivantes relatives aux fonctions multiplicatives
f , r telles que |f | 6 r sont ve´rifie´es.
Sous les hypothe`ses ∑
p6x
r(p)−ℜe f(p)
p
6
1
2βb log(1/ε),(1·15)
∑
xε<p6y
{r(p)− ℜe f(p)}h log p
p
≪ εδ1h log y (xε < y 6 x),(1·16)
∑
p6y
{r(p)− ̺} log p
p
≪ ε log y (xε < y 6 x),(1·17)
ou` δ1 ∈]0, 23βb], nous avons, uniforme´ment pour x > 2, r ∈M(x;A,B),
(1·18) M(x; f) = e
−γ̺x
Γ(̺) log x
{∏
p
∑
pν6x
f(pν)
pν
+O
(
εδ eZ(x;f)
)}
,
ou` l’on a pose´ δ := wfδ1.
La constante implicite dans (1·18) de´pend au plus de A, B, a, b, et des constantes implicites
de (1·16) et (1·17).
Remarques. (i) Le The´ore`me 1.2 ge´ne´ralise bien le the´ore`me de Wirsing.
(ii) On a h = 1, de`s que ̺ > 1.
(iii) L’hypothe`se (1·16) est trivialement implique´e par la condition
(1·19)
∑
xε<p6x
{r(p)− ℜe f(p)}h
p
≪ εδ1h,
et, bien entendu, e´galement par la majoration uniforme
(1·20) max
xε<p6x
{r(p)− ℜe f(p)} ≪ εδ1 .
(iv) Les hypothe`ses du The´ore`me 1.2 impliquent∏
p
∑
pν6x
f(pν)
pν
≪ eZ(x;f)
alors que les deux membres sont du meˆme ordre de grandeur de`s que
(1·21) min
p,x
∣∣∣∣ ∑
06ν6(log x)/ log p
f(pν)
pν
∣∣∣∣≫ 1.
Sous cette condition ge´ne´riquement ve´rifie´e, la formule (1·18) devient
(1·22) M(x; f) = {1 + O(εδ)} e−γ̺x
Γ(̺) logx
∏
p
∑
pν6x
f(pν)
pν
·
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L’hypothe`se (1·17) repre´sente une contrainte significative pour la re´partition des valeurs r(p).
Nous pouvons la remplacer par une minoration en moyenne sur de petits intervalles.
Nous posons
(1·23) β0 = β0(b, A) := 1− sin(2πb/A)
2πb/A
, δ0(b) = δ0(b, A) :=
1
3bβ0.
The´ore`me 1.3. Soient
a ∈]0, 14 ], b ∈ [a, 12 [, A > 2b, B > 0, β := β0(b, A), x > 2, 1/
√
log x < ε 6 12 .
Supposons que les fonctions multiplicatives f , r, telles que r ∈M(x; 2A,B), |f | 6 r, ve´rifient
les conditions (1·15), (1·16) avec h := (1− b)/b, (1·19) avec h = 1, et
(1·24)
∑
y<p6y1+ε1
r(p) log p
p
> 4bε1 log y
(
e1/ε1 6 y 6 x1/(1+ε1)
)
ou` l’on a pose´ ε1 :=
√
ε. Supposons de plus que δ1 ∈]0, δ0(b)]. Nous avons alors
(1·25) M(x; f) =M(x; r)
∏
p
∑
pν6x f(p
ν)/pν∑
pν6x r(p
ν)/pν
+O
(
x εδeZ(x;r)−cZ(x;|f |−f)
log x
)
ou` δ := wfδ1, et c := b/A. La constante implicite de (1·25) de´pend au plus de A, B, a et b.
Remarques. (i) Le re´cent et tre`s e´le´gant article d’Elliott [8], finalise´ simultane´ment au pre´sent
travail, fournit une condition suffisante pour la validite´ de (1·7) dans laquelle l’hypothe`se (1·6)
est remplace´e par une minoration en moyenne de meˆme nature que (1·24).
(ii) Les The´ore`mes 1.2 et 1.3 pre´cisent le the´ore`me 2.6 de l’article [25], apparu en ligne
poste´rieurement a` la diffusion du pre´sent travail sur le re´seau.
Il est possible de supprimer la condition (1·19) au prix d’un renforcement des hypothe`ses sur
les nombres r(p).
The´ore`me 1.4. Dans les hypothe`ses du The´ore`me 1.3, la formule asymptotique (1·25) persiste
sans la condition (1·19) avec h = 1 si l’hypothe`se (1·24) est remplace´e par min
xε<p6x
r(p) > 4b.
Nous fournissons les de´tails au § 6.
Les me´thodes de´veloppe´es dans le pre´sent travail reposent principalement sur l’approche de
Hala´sz [13], assortie de raffinements introduits dans [28] et [33]. La preuve du The´ore`me 1.3
fait usage d’une version ponde´re´e de l’ine´galite´ de Tura´n–Kubilius (Lemme 5.1) et d’arguments
de convolution des fonctions arithme´tiques. Ainsi que l’attestent les formules asymptotiques
obtenues aux Corollaires 2.4 et 2.5, les termes d’erreur effectifs des The´ore`mes 1.2, 1.3 et 1.4
sont essentiellement optimaux sous les hypothe`ses effectue´es.
Notation. Dans tout ce travail, nous employons la notation de Vinogradov f ≪ g pour
signifier qu’il existe une constante C telle que |f | 6 C|g| dans le domaine indique´. Nous
attirons l’attention du lecteur sur le fait que, selon une pratique largement re´pandue, nous
e´tendons l’usage de cette notation au cas de quantite´s complexes.
2. Applications
Nous e´nonc¸ons ici, de fac¸on non exhaustive, quelques applications des re´sultats pre´sente´s
plus haut.
La premie`re est une conse´quence simplifie´e du The´ore`me 1.1 analogue a` une majoration de
Hala´sz [16] valable pour les fonctions de module au plus 1, et dont une version optimale est
e´tablie au cor. III.4.12 de [33]. Lorsque r ∈M(x;A,B) et f est une fonction multiplicative telle
que |f | 6 r, nous posons
(2·1) mf (y;T ) := min|τ |6T
∑
p6y
r(p)− ℜe (f(p)/piτ)
p
(y > 2).
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Corollaire 2.1. Soient A > 0, B > 0, b > 0. Sous les conditions x > 2, f, r ∈ M(x;A,B),
|f | 6 r, T > 1, et
(2·2)
∑
y<p6x
r(p)
p
> b log
( log x
log y
)
+O(1) (2 6 y 6 x),
nous avons uniforme´ment
(2·3) M(x; f)≪M(x; r)
{
1 +mf (x;T )
emf (x;T )
+
1√
T
}
.
Une illustration simple du The´ore`me 1.2 peut eˆtre obtenue de la fac¸on suivante. Soient A
et B des constantes positives et f une fonction multiplicative complexe de M(A,B) telle que
maxp |f(p)| 6 ̺. Supposons encore que l’analogue de (1·4) est satisfait avec τ = 0, autrement dit
(2·4)
∑
p
̺− ℜe f(p)
p
<∞.
Il re´sulte alors de (1·8) et de la formule de Mertens que
(2·5) M(x; f) =
{∏
p6x
(
1− 1
p
)̺∑
ν>0
f(pν)
pν
+ o(1)
}
x(log x)̺−1
Γ(̺)
·
Nous pouvons a` pre´sent pre´ciser le terme d’erreur en fonction de la vitesse de convergence
de la se´rie (2·4). En effet, l’hypothe`se (2·4) implique imme´diatement, par sommation d’Abel,
que
(2·6)
∑
p6x
{̺−ℜe f(p)} log p
p
6 ηx log x (x→∞)
pour une fonction convenable ηx tendant vers 0 a` l’infini. Choisissons b :=
1
2 min(1, ̺), A := ̺,
de sorte que p = π, β = 1, h = 2/min(1, ̺)− 1. Posant
(2·7) δ1 := 13 min(1, ̺) 6 23b,
nous avons alors δ1h =
2
3 − 13 min(1, ̺) et∑
xε<p6y
{̺− ℜe f(p)}h log p
p
≪ εδ1h log y (xε < y 6 x)
pour le choix ε := η
1/(1+δ1h)
x + 1/
√
log x. Comme la condition (1·15) de´coule imme´diatement
de (2·4) pour x assez grand, nous pouvons e´noncer le re´sultat suivant.
Corollaire 2.2. Soient A > 0, B > 0, ̺ > 0, et f ∈ M(A,B) une fonction multiplicative
complexe telle que |f(p)| 6 ̺ pour tout nombre premier p. Sous l’hypothe`se (2·4) et avec les
notations (2·6), (2·7), nous avons
(2·8) M(x; f) = e
−γ̺x
Γ(̺) log x
{∏
p
∑
pν6x
f(pν)
pν
+ O
(
ηaxe
Z(x;f) +
eZ(x;f)
(log x)b
)}
ou` l’on a pose´ a := wf min(1, ̺)/{5−min(1, ̺)}, b := wf min(1, ̺)/6.
Remarque. Sous la condition (1·21), nous de´duisons de (2·8) que l’on peut remplacer le terme
d’erreur de (2·5) par O(ηax + 1/(log x)b).
Lorsque f est re´elle et ̺ = 1, nous avons donc a = 14 , b =
1
6 . Cela pre´cise un re´sultat,
mentionne´ plus haut, de Indlekofer [20], qui obtient dans ce cas a = 136 par une me´thode
reposant sur une technique de convolution des fonctions arithme´tiques.
Dans le meˆme esprit, nous pouvons e´noncer le re´sultat suivant. Nous notons P+(n) le plus
grand facteur premier d’un entier n > 1 avec la convention P+(1) = 1 et rappelons la notation
δ0(b) de´finie en (1·23).
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Corollaire 2.3. Soient x > 2, r une fonction multiplicative positive ou nulle satisfaisant aux
hypothe`ses du The´ore`me 1.3 et f , g deux fonctions multiplicatives telles que |f |2 6 r, |g|2 6 r.
Supposons que, pour une fonction ηx tendant vers 0 lorsque x→∞ et telle que ηx
√
log x≫ 1,
les majorations
(2·9)
∑
p6x
r(p)− h(p)
p
6
3
8β0b log
( 1
ηx
)
,
∑
p6x
r(p)− h(p)
p
log p 6 ηx log x,
ou` β0 est de´fini en (1·23), aient lieu pour h = |f |2, h = |g|2 et h = ℜe fg. Nous avons alors
(2·10) M(x; |f − g|2) =M(x; r)
{∑
P+(n)6x |f(n) − g(n)|2/n∑
P+(n)6x r(n)/n
+ O
(
ηax
)}
avec a := 12β0/{3 + (1− b)β0}.
Pour e´tablir cette assertion, il suffit d’observer que les fonctions r et fg (respective-
ment |f |2, |g|2) satisfont aux hypothe`ses du The´ore`me 1.3 pour le choix ε := η1/(1+δ1h)x ,
δ1 := δ0(b), h := (1 − b)/b, δ := 12δ1. Nous appliquons ensuite ce re´sultat aux couples(
r, fg
)
et
(
r, fg
)
(respectivement (r, |f |2), (r, |g|2)) en ne´gligeant la contribution impliquant le
parame`tre c.
Le cas r = 1 du Corollaire 2.3 rele`ve de la the´orie des fonctions 〈〈 simulatrices 〉〉 (pretentious en
anglais) telle que de´veloppe´e depuis quelques anne´es par Granville, Soundararajan et d’autres
auteurs — voir par exemple [4], [12], [23]. Si f et g sont des fonctions multiplicatives a` valeurs
dans le disque unite´ et si (2·9) est satisfaite avec r = 1 pour h = |f |2, |g|2 et ℜe fg,(4) il re´sulte
en particulier de (2·10) avec b = 14 , A = 12 , que
(2·11) M(x; |f − g|2) = e−γx
log x
{ ∑
P+(n)6x
|f(n)− g(n)|2
n
+O
(
η2/15x
)}
.
Le terme principal de (2·11) vaut alors
M(x; |f |2) +M(x; |g|2)− xe−D2(x;f,g)+O(1) (x→∞),
ou` D2(x; f, g) := ℜeZ(x; 1− fg) est la pseudo-norme de la the´orie des fonctions simulatrices.
Au titre d’une autre illustration du The´ore`me 1.3, nous pouvons pre´ciser un the´ore`me de
Hala´sz [14], [15], relatif aux lois locales de la re´partition des facteurs premiers d’un entier dans
un ensemble quelconque. E´tant donne´ un ensemble E de nombres premiers, notons Ω(n;E)
le nombre des facteurs premiers appartenant a` E, compte´s avec multiplicite´, d’un entier n, et
posons
E(x) :=
∑
p6x, p∈E
1
p
·
Hala´sz a montre´ que, pour tout κ ∈]0, 1[ fixe´ et uniforme´ment pour
(2·12) 0 6 m 6 (2− κ)E(x),
le nombre Nm(x;E) des entiers n 6 x tels que Ω(n;E) = m ve´rifie
(2·13) Nm(x;E) = xe−E(x)E(x)
m
m!
{
1 +O
( |m−E(x)|
E(x)
+
1√
E(x)
)}
.
4. Cette hypothe`se est en particulier implique´e, pour une valeur convenable de ηx, par la convergence
des trois se´ries
∑
p{1−ℜe h(p)}/p.
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Sa´rko¨zy [31] a ensuite e´tabli que le terme principal de (2·13) fournit en fait l’ordre de grandeur
du membre de gauche dans l’intervalle
(2·14) κE(x) 6 m 6 (2− κ)E(x).
Autrement dit, sous la contrainte (2·14), nous avons, pour x assez grand,
(2·15) Nm(x;E) ≍ xe−E(x)E(x)
m
m!
de`s que E(x) tend vers l’infini avec x.(5) Cet encadrement a e´te´ ulte´rieurement pre´cise´ et
ge´ne´ralise´ par Balazard [2].
Soit κ ∈]0, 1[. Un argument de convolution standard fournit
(2·16) S(x; r,E) :=
∑
n6x
rΩ(n;E) = xe(r−1)E(x)
{
1 +O
(
|r − 1|+ 1
(log x)1/2
)}
,
uniforme´ment pour κ 6 r 6 2 − κ.(6) De plus, il re´sulte par exemple du the´ore`me 1.1 de [34]
que, dans les meˆmes conditions,
(2·17) S(x; r,E) ≍ xe(r−1)E(x).
Nous obtenons le re´sultat suivant, qui pre´cise (2·13) lorsque m−E(x)≫
√
E(x) et implique
(2·15). Nous posons
(2·18) F (z;E) :=
∑
n∈N(E)
zΩ(n)
n
=
∏
p∈E
(
1− z
p
)−1
(z ∈ C, |z| < 2),
et t(x;E) :=
√
{logE(x)}/E(x).
Corollaire 2.4. Soient E un ensemble de nombres premiers tel que limx→∞E(x) = ∞,
κ ∈]0, 1[, et K > 0.
(i) Sous l’hypothe`se κ 6 r 6 2− κ, z = reiϑ, −π 6 ϑ 6 π, nous avons, uniforme´ment pour x
assez grand,
(2·19) S(x; z,E)≪ x e(r−1−κϑ2/180)E(x).
(ii) Sous l’hypothe`se κ 6 r 6 2 − κ, z = reiϑ, |ϑ| 6 Kt(x;E), nous avons, uniforme´ment
pour x assez grand,
(2·20) S(x; z,E) = S(x; r,E)
{
F (z;E)
F (r;E)
+O
(
|ϑ|e−cϑ2E(x) + 1
(logx)c
)}
,
ou` c = c(κ,K) > 0.
(iii) Nous avons, uniforme´ment pour x assez grand,
(2·21) Nm(x;E)≪ xe−E(x)E(x)
m
m!
(0 6 m 6 (2− κ)E(x)).
De plus, sous la condition κE(x) 6 m 6 (2− κ)E(x) et avec r := m/E(x), nous avons
(2·22) Nm(x;E) = S(x; r,E)E(x)
m
m!em
{
1 + O
(
1√
E(x)
)}
.
Nous donnons la de´monstration au paragraphe 7.2. Les assertions (i) et (ii) impliquent
imme´diatement (2·22) en appliquant la formule de Cauchy sur le cercle |z| = r := m/E(x)
et en observant que F (z;E)/F (r;E) = e(z−r)E(x){1 + O(ϑ)}. Compte tenu de (2·21), on
obtient (2·13) en e´valuant S(x; r,E) par (2·16). Enfin, l’estimation (2·15) re´sulte imme´dia-
tement de (2·17) et (2·22).
5. Le cas ou` E(x) est borne´ rele`ve de techniques de crible e´le´mentaires.
6. Une estimation essentiellement e´quivalente de´coule d’ailleurs du The´ore`me 1.2 applique´ aux fonctions
f(n) := rΩ(n;E), r(n) := {max(1, r)}Ω(n). On peut en effet supposer σ := 1 − κ arbitrairement
petit et choisir alors b := 1
2
, A := 1 + σ, ̺ := max(1, r), h := 1, ε := σ4/{1 + σ4(log x)5σ}, et
δ := log(1/σ)/ log(1/ε) 6 1
4
.
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Hala´sz a annonce´ la possibilite´ de prouver (2·22) — voir [7], p. 312 — en utilisant une variante
du the´ore`me 3 de [14] dans laquelle les hypothe`ses incluent une condition de type (1·20), mais
valable pour tous les nombres premiers n’exce´dant pas x. Notre approche ne ne´cessite qu’une
majoration en moyenne de type (1·16).
Notons encore que le Corollaire 2.4 demeure valable, mutatis mutandis, lorsque l’on remplace
Ω(n;E) par la fonction fortement additive ω(n;E) =
∑
p|n, p∈E 1. La borne supe´rieure 2 − κ
peut alors eˆtre remplace´e par 1/κ.
De meˆme, l’extension a` l’approximation des lois locales conjointes des fonctions Ω(n;Ej)
ou ω(n;Ej) (1 6 j 6 k) relatives a` des ensembles fixe´s de nombres premiers disjoints tels
que minj Ej(x) → ∞ est imme´diate. En appliquant a` la fonction f(n) :=
∏
16j6k z
ω(n;Ej)
j le
traitement de´taille´ au paragraphe 7.2, nous obtenons ainsi
(2·23)
∑
n6x
ω(n;Ej)=mj (16j6k)
1 =
{
1 + O
( ∑
16j6k
1√
Ej(x)
)} ∏
16j6k
Ej(x)
mj
mj ! emj
∑
n6x
∏
16j6k
r
ω(n;Ej)
j
uniforme´ment pour κ 6 rj := mj/Ej(x) 6 1/κ (1 6 j 6 k). De plus, le membre de gauche de
(2·23) est e´gal a`
xeO(T)
∏
16j6k
Ej(x)
mj
mj ! eEj(x)
uniforme´ment pour maxj rj 6 1/κ, avec T :=
∑
16j6k
{|rj −1|+1/√Ej(x)}. Ces estimations
pre´cisent le the´ore`me 1.3 de l’article [26], e´galement mis en ligne poste´rieurement a` la
comple´tion et a` la diffusion du pre´sent travail.
Nos deux dernie`res applications concernent la re´partition des fonctions additives re´elles
relativement a` des mesures ponde´re´es sur l’ensemble des entiers n’exce´dant pas x. Nous nous
restreignons ici au cas standard d’une loi limite gaussienne, mais nos re´sultats sont susceptibles
de fournir des estimations analogues dans des situations significativement plus ge´ne´rales.
E´tant donne´es une fonction positive ou nulle r ∈ M(x;A,B) et une fonction additive
re´elle h, nous notons z 7→ Fx(z;h, r) la fonction de re´partition de la variable ale´atoire h(n)
sur l’ensemble des entiers n’exce´dant pas x, e´quipe´ de la mesure associant a` chaque entier n le
poids r(n)/M(x; r), autrement dit
Fx(z;h, r) :=
1
M(x; r)
∑
n6x
h(n)6z
r(n).
Nous posons
Eh(x; r) :=
∑
p6x
r(p)h(p)
p
, Dh(x; r)
2 :=
∑
p6x
r(p)h(p)2
p
,
rappelons la notation δ0(b) de´finie en (1·23), et notons Φ(z) :=
(
1/
√
2π
) ∫ z
−∞ e
−u2/2 du la
fonction de re´partition de la loi normale.
Corollaire 2.5. Soient A, B, des constantes positives, x > 2, r ∈M(x;A,B), et h une fonction
additive re´elle. Supposons que :
(i) min
exp
√
log x<p6x
r(p)≫ 1 ; (ii) Dh(x; r)≫ 1 ;
(iii) max
p6x
|h(p)|
Dh(x; r)
6 µx 6 1 ; (iv)
∑
pν6x
∑
ν>2
r(pν)|h(pν)|
pν
≪ 1.
Alors
(2·24) Fx
(
Eh(x; r) + zDh(x; r);h, r
)
= Φ(z) +O
(
µx +
1
Dh(x; r)
)
.
De plus, si l’hypothe`se (i) est remplace´e par (1·24) avec ε1 := 1/(log x)1/4 et b > 0 arbitraire,
l’estimation (2·24) persiste a` condition de remplacer µx par µx
√
log(1 + 1/µx).
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Le the´ore`me 20.1 de [7] fournit, dans le cas r = 1, une e´valuation de meˆme type que (2·24)
pour une combinaison line´aire finie de fonctions hj(n+aj) ou` les hj (1 6 j 6 k) sont fortement
additives et les aj des entiers fixe´s. Pour k = 1, le terme d’erreur de (2·24) est un peu plus
pre´cis que celui de [7] lorsque, par exemple, z est borne´ et Dh(x; r)µx ≫ 1. Cette dernie`re
condition est certainement remplie de`s que maxp6x |h(p)| ≫ 1.
Notons ϕ la fonction indicatrice d’Euler et de´signons par Ω(n) le nombre total des facteurs
premiers d’un entier naturel n, compte´s avec multiplicite´. Comme conse´quence spe´cifique du
re´sultat pre´ce´dent, nous pouvons de´duire facilement une extension d’un the´ore`me d’Erdo˝s &
Pomerance [9] concernant la re´partition des nombres Ω(ϕ(n)) et obtenir un terme d’erreur
identique a` celui de Balazard & Smati [3]. Pour la simplicite´ de l’e´nonce´, nous restreignons
plus qu’il n’est ne´cessaire les hypothe`ses concernant la fonction ponde´rale r.
Corollaire 2.6. Soient A, B des constantes positives, x > 2, ̺ := ̺x > 0, ε1 := 1/(log x)
1/4,
r ∈M(x;A,B). Supposons que :
(i) min
exp
√
log x<p6x
r(p)≫ 1 ; (ii)
∑
p6y
r(p) log p
p
= ̺ log y + O
(
ε1 log y
)
(e1/ε1 6 y 6 x).
Alors, notant h := Ω ◦ ϕ, nous avons
(2·25) Fx
(
1
2̺(log2 x)
2 +
z̺(log2 x)
3/2
√
3
;h, r
)
= Φ(z) + O
(
1√
log2 x
)
.
De plus, si l’hypothe`se (i) est remplace´e par (1·24) avec ε1 := 1/(log x)1/4 et b > 0 arbitraire,
l’estimation (2·25) persiste a` condition de multiplier le terme d’erreur par √log3 x.
Le terme d’erreur de (2·25) pose un inte´ressant proble`me ouvert : en accord avec l’estimation
de concentration obtenue par Marie-Jeanne & Tenenbaum [27], on attend≪ 1/(log2 x)3/2, une
majoration qui demeure pour l’instant hors d’atteinte des techniques disponibles.
3. Preuve du The´ore`me 1.1
3·1. Lemme de Gallagher
Un re´sultat de Gallagher [10] (th. 1), tel qu’e´nonce´, par exemple, au lemme III.4.9 de [33]
fournit une majoration ge´ne´rique pour la norme quadratique d’un polynoˆme de Dirichlet.
Une ine´galite´ bien connue de Montgomery et Vaughan ([29], cor. 2) en constitue une forme
plus pre´cise. Le re´sultat suivant est une conse´quence imme´diate de la majoration initiale de
Gallagher. Le lemme 2.1 de [6] e´tend le re´sultat de Gallagher dans une autre direction.
Nous notons e(x) := e2πix (x ∈ R).
Lemme 3.1. Soient N ∈ N∗, {λn}Nn=1 une suite finie de nombres re´els distincts. Pour tous
{an}Nn=1 ∈ CN , T > 0, nous avons
(3·1)
∫ T
−T
∣∣∣∣ ∑
16n6N
ane(λnt)
∣∣∣∣2 dt≪ T ∑
16n6N
|an|2
∑
|λm−λn|61/T
1,
ou` la constante implicite est absolue.
Remarque. La forme usuelle sous laquelle est utilise´e la majoration de Gallagher est (cf. [33],
lemme III.4.9)
(3·2)
∫ T
−T
∣∣∣∣ ∑
16n6N
ane(λnt)
∣∣∣∣2 dt≪ ∑
16n6N
|an|2
{
T +
1
δn
}
ou` l’on a pose´ δn := minm6=n |λm − λn|. En pratique, la majoration (3·1) est souvent plus
pre´cise. C’est notamment le cas lorsque δn ≪ δm pour |λm − λn| 6 1/T .
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De´monstration. Pour e´tablir (3·1), nous observons que, posant
A(x) := T
∑
16n6N
|x−λn|61/4T
an, S(t) :=
∑
16n6N
ane(λnt),
nous avons
Â(t) :=
∫
R
A(x)e(−tx) dx = S(−t) sin(πt/2T )
πt/2T
·
D’apre`s la formule de Plancherel, nous pouvons donc e´crire∫ T
−T
|S(t)|2 dt≪
∫
R
∣∣∣∣S(−t) sin(πt/2T )πt/2T
∣∣∣∣2 dt = ∫
R
|A(x)|2 dx.
Posons alors Nk :=
∑
|2Tλn−k|61 |an| (k ∈ Z) et observons que |A(x)| 6 TNk lorsque
|x− k/2T | 6 1/4T . Il suit ∫
R
|A(x)|2 dx≪ T
∑
k∈Z
N2k .
D’apre`s l’ine´galite´ de Cauchy-Schwarz, nous avons
N2k 6
∑
|2Tλn−k|61
|an|2
∑
|2Tλm−k|61
1 6
∑
|2Tλn−k|61
|an|2
∑
|λm−λn|61/T
1.
En sommant sur k, nous obtenons bien l’ine´galite´ annonce´e. ⊓⊔
3·2. Re´duction au cas exponentiellement multiplicatif
Soit g la fonction exponentiellement multiplicative co¨ıncidant avec f sur l’ensemble des
nombres premiers n’exce´dant pas x et nulle sur les nombres premiers > x, autrement dit
(3·3) g(pν) :=
{
f(p)ν/ν! si p 6 x, ν > 1,
0 si p > x.
Nous avons donc, avec la notation (1·10),
(3·4) G(s) :=
∑
n>1
g(n)
ns
= evf (s;x).
Supposons la majoration (1·12) acquise pour la fonction g. Nous allons montrer qu’elle vaut
encore pour f .
Nous avons f = g ∗ h avec
(3·5) h(pν) =
∑
j+k=ν
(−1)j f(p)
j
j!
f(pk) (p 6 x, ν > 1),
de sorte que h(p) = 0 pour tout p, h(pν) = 0 si p > x, et
(3·6)
∑
p, ν>2
|h(pν)|
pν
6
∑
p
∑
k>0
|f(pk)|
pk
∑
j>max(0,2−k)
|f(p)|j
j!pj
≪
∑
p
|f(p)|2
p2
+
∑
p, k>2
|f(pk)|
pk
≪ 1.
Cela implique ∏
p
∑
ν>0
|h(pν)|
pν
≪ 1,(3·7)
∏
p
∑
ν>0
h(pν)
pν
=
∏
p6x
e−f(p)/p
∑
ν>0
f(pν)
pν
·(3·8)
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De plus, pour 2 6 y 6 x, nous pouvons e´crire d’une part∑
y<n6x
|h(n)|
n
6
1
log y
∑
n6x
|h(n)| log n
n
6
1
log y
∑
mpν6x
|h(m)h(pν)| log pν
mpν
≪ 1
log y
∑
pν6x
|h(pν)| log pν
pν
,
et, d’autre part,∑
pν6x
|h(pν)| log pν
pν
6
∑
pj+k6x
j+k>2
|f(p)|j |f(pk)|(k + j) log p
j!pk+j
6 2
∑
pk6x
|f(pk)| log pk
pk
∑
j>max(0,2−k)
(j + 1)|f(p)|j
j!pj
≪ 1,
d’apre`s (1·9) avec j = 0. Donc
(3·9) Q(y) :=
∑
n>y
|h(n)|
n
≪ 1
log y
(2 6 y 6 x).
Cela dit, nous avons
M(x; f) =
∑
n6x
h(n)M
(x
n
; g
)
.
Il suit
(3·10)
M(x; f)
≪
∑
n6x
x|h(n)|
n log(2x/n)
{∫ 1
1/ log(3x/n)
HT (α)
α
dα+
eZ(x;r)√
T
+
eZ(x/n;r) log2(3x/n)
T
}
≪ x
∫ 1
1/ log(3x)
HT (α)
α
Θ(3xe−1/α) dα+
xeZ(x;r)Θ(x)√
T
+
xeZ(x;r)Θ(x) log2 x
T
,
ou` l’on a pose´
Θ(y) :=
∑
n6y
|h(n)|
n log(2x/n)
(y > 2).
En scindant la somme a`
√
x, nous de´duisons de (3·9) que
Θ(y)≪ 1
log x
(2 6 y 6 x).
Cela implique bien l’estimation requise.
Si nous adjoignons l’hypothe`se (1·13), l’assertion relative au cas exponentiellement multipli-
catif nous permet d’omettre dans (3·10) le dernier terme de l’accolade.
3·3. Preuve dans le cas exponentiellement multiplicatif
Soit g la fonction multiplicative de´finie par (3·3). La premie`re e´tape consiste a` majorer
K(x) :=
∑
n6x
g(n) log n
en fonction d’une moyenne sur [1, x] de t 7→M(t; g).
Lemme 3.2. Soient A > 0, B > 0. Uniforme´ment pour x > 2, f, r ∈ M(x;A,B), |f | 6 r,
nous avons
(3·11) |K(x)| 6 Ax
∫ x
1
∣∣M(t; g)∣∣dt
t2
+ O
(xeZ(x;r)
log x
)
.
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De´monstration. Nous avons
(3·12) K(x) =
∑
n6x
g(n)
∑
pν |n
log p =
∑
pν6x
(log p)
∑
m6x/pν
g(mpν).
La somme inte´rieure vaut∑
m6x/pν
p ∤m
g(pν)g(m) +
∑
m6x/pν+1
g(mpν+1) = g(pν)M
( x
pν
; g
)
−Rν(p)
avec
Rν(p) :=
∑
m6x/pν+1
{
g(pν)g(mp)− g(mpν+1)}
=
∑
k>0
{
g(pν)g(pk+1)− g(pν+k+1)}M( x
pν+k+1
; gp
)
=
∑
k>0
1
(k + ν + 1)!
{(ν + k + 1
k
)
− 1
}
g(p)ν+k+1M
( x
pν+k+1
; gp
)
,
ou` gp de´signe la fonction multiplicative co¨ıncidant avec g sur l’ensemble des entiers premiers a`
p et nulle sur l’ensemble des multiples de p.
Compte tenu de la majoration de Halberstam–Richert [17](7)
(3·13) M(y; |g|) ≪ y e
Z(y;r)
log y
(2 6 y 6 x),
nous pouvons e´crire∑
pν6x
Rν(p) log p≪
∑
j>2
∑
pj6x
(1 + |g(p)|)j log p
j!
M
( x
pj
; gp
)
≪ xeZ(x;r)
∑
j>2
∑
pj6x
(1 + |g(p)|)j log p
j! pj log(2x/pj)
≪ xe
Z(x;r)
log x
+ xeZ(x;r)
∑
p>
√
x
(log p)2
p3/2x1/4
≪ xe
Z(x;r)
log x
·
En reportant dans (3·12), nous obtenons donc
(3·14) K(x) =
∑
d6x
Λ(d)g(d)M
(x
d
; g
)
+O
(xeZ(x;r)
log x
)
.
La contribution au terme principal des entiers d = pν avec ν > 2 n’exce`de pas
≪ xeZ(x;r)
∑
pν6x
ν>2
|f(p)|ν log p
ν! pν log(2x/pν)
≪ xe
Z(x;r)
log x
,
ou` nous avons de nouveau fait appel a` (3·13) et estime´ la somme en pν en la scindant a` √x.
Introduisant la fonction de Tche´bychev ϑ(t) :=
∑
p6t log p et notant R(t) := ϑ(t) − t, nous
pouvons donc e´crire
|K(x)| 6 A
∫ x
1
∣∣∣M(x
t
; g
)∣∣∣ dϑ(t) +O(xeZ(x;r)
log x
)
= A
∫ x
1
∣∣∣M(x
t
; g
)∣∣∣ dt+ A∫ x
1−
∣∣∣M(x
t
; g
)∣∣∣dR(t) + O(xeZ(x;r)
log x
)
= Ax
∫ x
1
|M(t; g)
∣∣∣ dt
t2
+A
∫ x
1−
∣∣∣M(x
t
; g
)∣∣∣ dR(t) +O(xeZ(x;r)
log x
)
.
7. Voir le th. III.3.5 de [33] pour une version simplifie´e suffisante ici.
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La dernie`re inte´grale peut eˆtre e´value´e par sommation d’Abel en notant que
|d|M(t; g)|| 6 dM(t; |g|).
Nous avons∫ x
1−
∣∣∣M(x
t
; g
)∣∣∣dR(t) = |M(x; g)| − ∫ x
1
R
(x
t
)
d|M(t; g)|
≪ xe
Z(x;r)
log x
+
∑
n6x
x|g(n)|
n(log 2x/n)2
≪ xe
Z(x;r)
log x
+
∑
2k6x
2k
k2 + 1
∑
n/2k+1<n6x/2k
|g(n)|
≪ xe
Z(x;r)
log x
+
∑
2k6x
xeZ(x;r)
(k2 + 1) log(2x/2k)
≪ xe
Z(x;r)
log x
·
Cela comple`te la preuve de (3·11). ⊓⊔
Lemme 3.3. Soient A > 0, B > 0. Pour x > 2, f, r ∈M(x;A,B), |f | 6 r, nous avons
uniforme´ment
|M(x; g)| 6 Ax
log x
∫ x
1
|M(t; g)|dt
t2
+ O
(xeZ(x;r)
(log x)2
)
,(3·15) ∫ x
1
|M(t; g)| log t
t2
dt 6 2
∫ x
1
|K(t)|
t2
dt+O(1).(3·16)
De´monstration. Nous avons
M(x; g) log x−K(x) =
∑
n6x
g(n)
∫ x
n
dt
t
=
∫ x
1
M(t; g)
dt
t
≪
∫ x
1
eZ(t;r)
log 2t
dt≪ xe
Z(x;r)
log x
,
ou` l’avant-dernie`re majoration re´sulte de (3·13). Cela implique (3·15) en reportant dans (3·11).
De plus, pour x > e2, nous pouvons e´crire∫ x
e2
|M(t; g)| log t
t2
dt 6
∫ x
e2
|K(t)|
t2
dt+
∫ x
e2
dt
t2
∫ t
1
|M(u; g)|
u
du
=
∫ x
e2
|K(t)|
t2
dt+
∫ x
1
|M(u; g)|
u
∫ x
max(u,e2)
dt
t2
du
6
∫ x
e2
|K(t)|
t2
dt+
∫ x
e2
|M(u; g)|
u2
du+O(1).
Cela implique bien (3·16). ⊓⊔
Lemme 3.4. Soient A > 0, B > 0. Sous les conditions x > 2, f ∈M(x;A,B), T > 1,
1/ log x 6 α 6 12 , nous avons uniforme´ment
(3·17) HT (α)≫ 1.
De´monstration. Nous avons∫ 1/2
−1/2
|vf (1 + α+ iτ )|2 dτ ≪
∑
p
|g(p)|2
p2+2α
∑
| log(p′/p)|61/2
1≪
∑
p
1
p log p
≪ 1,
ou` la premie`re majoration re´sulte du Lemme 3.1, et la seconde du the´ore`me de Brun–
Titchmarsh. Il s’ensuit que max σ=1+α
|τ |61/2
|evf (s)| ≫ 1. ⊓⊔
Nous sommes a` pre´sent en mesure d’aborder la phase finale de la de´monstration. L’argument
repose essentiellement sur la technique e´labore´e par Hala´sz [13], avec, ainsi qu’il a e´te´ mentionne´
dans l’introduction, certains raffinements issus de [28] et [33].
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Nous observons d’abord que l’ine´galite´ de Cauchy–Schwarz fournit
(3·18)
∫ x
1
|K(t)|
t2
dt 6
(∫ x
1
|K(t)|2
t3
dt log x
)1/2
et que la formule de Plancherel permet d’e´crire, pour tout α > 0, avec la notation (3·4),
(3·19)
∫ x
1
|K(t)|2
t3+2α
dt =
1
2π
∫
R
∣∣∣∣G′(1 + α+ iτ )1 + α+ iτ
∣∣∣∣2 dτ.
La dernie`re inte´grale peut eˆtre estime´e graˆce au Lemme 3.1. En notant queG′(s) = v′f (s)e
vf (s)
et que
(3·20) G(s)≪ eZ(exp(1/{σ−1});r) (σ > 1),
il suit, dans un premier temps,∫ T
−T
∣∣∣∣G′(1 + α+ iτ )1 + α+ iτ
∣∣∣∣2 dτ ≪ ∑
|k|6T
∫ 1/2
−1/2
|G′(1 + α+ ik + iτ )|2
k2 + 1
dτ
≪
∑
|k|6T
1
k2 + 1
max
σ=1+α
|τ−k|6 1
2
∣∣∣e2vf (s)∣∣∣∑
p
|g(p)|2(log p)2
p2+2α
∑
| log(p′/p)|61/2
1.
En vertu de l’ine´galite´ de Brun–Titchmarsh, la somme inte´rieure en p′ est≪ p/ log p. La somme
en p est donc
≪
∑
p
log p
p1+2α
≪ 1
α
·
D’ou` ∫ T
−T
∣∣∣∣G′(1 + α+ iτ )1 + α+ iτ
∣∣∣∣2 dτ ≪ HT (α)2α ·
Nous traitons l’inte´grale comple´mentaire de manie`re similaire en faisant appel a` la majoration
triviale (3·20). Nous avons∫
|τ |>T
∣∣∣∣G′(1 + α+ iτ )1 + α+ iτ
∣∣∣∣2 dτ ≪ ∑
k 6=0,−1
∫ (k+1)T
kT
|G′(1 + α+ iτ )|2
k2T 2
dτ
≪
∑
k 6=0,−1
e2Z(exp(1/α);r)
k2T
∑
p
|g(p)|2(log p)2
p2+2α
∑
| log(p′/p)|61/T
1.
En vertu de l’ine´galite´ de Brun–Titchmarsh, la somme inte´rieure en p′ est
≪ (1 + p/T )/ log(2 + p/T ).
La somme en p est donc
≪
∑
p6T
(log p)2
p2
+
∑
T<p6T 2
(log p)2
Tp
+
∑
p
log p
Tp1+2α
≪ 1 + 1
αT
·
En rassemblant nos estimations nous pouvons donc e´noncer que∫
R
∣∣∣∣G′(1 + α+ iτ )1 + α+ iτ
∣∣∣∣2 dτ ≪ HT (α)2α + e2Z(exp(1/α);r)T (1 + 1αT ).
Choisissons α := 1/ log x et reportons successivement dans (3·19), (3·18) et (3·16). Nous
obtenons ∫ x
1
|M(t; g)| log t
t2
dt≪ HT
( 1
log x
)
log x+
eZ(x;r)
√
log x√
T
+
eZ(x;r) log x
T
,
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puisque, en vertu de (3·17), la contribution du terme d’erreur de (3·16) est domine´e par le
premier terme du majorant. Nous exploitons cette estimation sous la forme
(3·21)
∫ y
√
y
|M(t; g)|dt
t2
≪ HT
( 1
log y
)
+
eZ(y;r)√
T log y
+
eZ(y;r)
T
(e 6 y 6 x).
Ainsi ∫ x
e
|M(t; g)|dt
t2
≪
∫ x
e
|M(t; g)|dt
t2
∫ t
√
t
dy
y log y
=
∫ x
√
e
dy
y log y
∫ min(x,y2)
y
|M(t; g)|dt
t2
≪
∫ x
√
e
HT
( 1
log y
) dy
y log y
+
eZ(x;r)√
T
+
eZ(x;r) log2 x
T
≪
∫ 1
1/ log x
HT (α)
α
dα+
eZ(x;r)√
T
+
eZ(x;r) log2 x
T
·
En reportant dans (3·15), nous obtenons bien (1·12).
Sous l’hypothe`se supple´mentaire (1·13), le dernier terme de (3·21) est
≪ e
Z(x;r)
T
( log y
log x
)c
.
En reportant dans les calculs, nous constatons alors que la contribution de cette quantite´ est
bien domine´e par celle du second terme de la majoration (3·21).
4. Preuve du The´ore`me 1.2
4·1. Lemmes
Nous aurons plusieurs fois l’usage du re´sultat auxiliaire suivant.
Lemme 4.1. Dans les hypothe`ses du The´ore`me 1.2, nous avons
(4·1) eZ(y;r) ≪ eZ(x;r)
{
ε̺ +
( log y
log 2x
)̺}
(1 6 y 6 x).
De´monstration. Posons
(4·2) Z1(t) :=
∑
p6t
r(p) log p
p
(t > 2),
de sorte que, par (1·17), nous avons, pour une constante positive c1 convenable,
Z1(t) >
(
̺− c1ε
)
log t (t > xε).
De plus,
(4·3) Z(x; r) − Z(y; r) =
∫ x
y
Z1(t)
t(log 2t)2
dt+O(1) (2 6 y 6 x).
Pour xε < y 6 x, nous pouvons donc e´crire
(4·4) Z(x; r) − Z(y; r) > (̺− c1ε) log ( log x
log y
)
+O(1) = ̺ log
( log x
log y
)
+O(1).
Or, si y 6 xε, nous avons
(4·5) Z(x; r) − Z(y; r) > Z(x; r) − Z(xε; r) > ̺ log(1/ε) + O(1).
Cela implique bien le re´sultat annonce´. ⊓⊔
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Le re´sultat qui suit est une conse´quence imme´diate du the´ore`me II.5.2 ou du the´ore`me II.5.4
de [33].
Lemme 4.2. Soient A, b des constantes positives. Pour b 6 ̺ 6 A, y > 2, nous avons
uniforme´ment
(4·6) T̺(y) :=
∑
n6y
τ̺(n) =
y
Γ(̺)
(log y)̺−1
{
1 +O
( 1
log y
)}
.
Soient f et r des fonctions multiplicatives satisfaisant aux hypothe`ses du The´ore`me 1.2 et g
la fonction exponentiellement multiplicative de´finie par
(4·7) g(pν) =
{
f(p)ν/ν! si p 6 x,
̺ν/ν! si p > x,
(p > 2, ν > 1).
Nous posons
(4·8) Z(y; g) :=
∑
p6y
g(p)
p
(y > 2).
Ainsi, Z(y; g) = Z(y; f) tel que de´fini en (1·11) pour y 6 x. Nous de´finissons en outre
(4·9)
L
∗
x :=
e−γ̺+Z(x;f)
(log x)̺
(x > 2),
G(s) :=
∑
n>1
g(n)
ns
= exp
{∑
p
g(p)
ps
}
(σ > 1),
gx(n) := g(n)−L ∗x τ̺(n) (n > 1)
de sorte que, par (4·6),
(4·10) M(x; gx) =M(x; g) − e
−γ̺x eZ(x;f)
Γ(̺) log x
+O
(ε2x eZ(x;f)
log x
)
.
Rappelons encore la notation δ := wfδ1 6
1
3 min(2, ̺).
Lemme 4.3. Pour x > 2, nous avons
(4·11) M(x; gx)≪ x
log x
{∫ x
1
|M(y; gx)|
y2
dy + εδeℜe Z(x;f)
}
.
De´monstration. Posons ̺0 := min(1, ̺)/3. Observons d’abord qu’il re´sulte de (3·13), (4·1), et
(4·6), que
(4·12) M(y; |gx|)≪
y eZ(x;r)
log y
{
ε̺ +
( log y
log x
)̺}
≪ yεmin(2,̺)eZ(x;r) ≪ yεδ+̺0eZ(x;f)
(2 6 y 6 x),
ou` la seconde estimation re´sulte d’un calcul d’extremum et la dernie`re de (1·15).
Posons ensuite
(4·13) Nx(y) :=
∑
n6y
gx(n) logn (2 6 y 6 x).
Nous avons
M(y; gx) log y −Nx(y) =
∑
n6y
gx(n) log
( y
n
)
=
∫ y
1
M(z; gx)
z
dz ≪ yεδ+̺0eZ(x;f),
et donc
(4·14) M(y; gx)≪ |Nx(y)|
log y
+
yεδ+̺0eℜe Z(x;f)
log y
(2 6 y 6 x).
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Nous allons estimer Nx(y) pour 2 6 y 6 x en utilisant l’identite´
gx(ab) = g(a)gx(b) +L
∗
x g˜(a)τ̺(b)
(
(a, b) = 1)
)
,
ou` nous avons pose´ g˜(n) := g(n)− τ̺(n) (n > 1). Ainsi
(4·15)
Nx(y) =
∑
mpν6y
p ∤m
gx(mp
ν) log pν
=
∑
pν6y
g(pν) log pν
∑
m6y/pν
p ∤m
gx(m) +L
∗
x
∑
pν6y
g˜(pν) log pν
∑
m6y/pν
p ∤m
τ̺(m).
Ici et dans la suite, une somme portant sur des puissances de nombres premiers pν est entendue
comme une somme double ou` l’exposant satisfait syste´matiquement ν > 1. La contribution au
membre de droite de (4·15) des puissances pν avec ν > 2 est estime´e en faisant appel a` (4·6)
et (4·12). Elle est
≪ yeZ(x;r)
{
ε̺ +
( log y
log x
)̺} ∑
pν6y
ν>2
{|g(pν)|+ τ̺(pν)} log pν
pν log(2y/pν)
≪ ye
Z(x;r)
log y
{
ε̺ +
( log y
log x
)̺}
≪ yεδ+̺0eZ(x;f),
ou` la seconde estimation de´coule, par sommation d’Abel, de l’hypothe`se de multiplicativite´
exponentielle effectue´e sur g.
Nous pouvons donc e´crire
(4·16) Nx(y) = W1 +W2 +O
(
yεδ+̺0eZ(x;f)
)
(2 6 y 6 x),
avec
W1 :=
∑
p6y
g(p) log p
∑
m6y/p
p ∤m
gx(m), W2 := L
∗
x
∑
p6y
g˜(p) log p
∑
m6y/p
p ∤m
τ̺(m).
La somme inte´rieure de W1 vaut M(y/p; gx)− Up(y/p) avec, pour p 6 z 6 y,
Up(z) :=
∑
m6z
p|m
gx(m)≪
∑
ν6(log z)/ log p
{
|g(pν)|M
( z
pν
; |gx|
)
+ L ∗x τ̺(p
ν)T̺
( z
pν
)}
≪ z e
Z(x;r)
p log(2z/p)
{
ε̺ +
( log 2z/p
log x
)̺}
≪ z ε
δ+̺0eZ(x;f)
p
,
ou` l’on a fait appel a` (4·12) et (4·6).(8) La contribution a` W1 des termes impliquant Up(y/p)
est donc
≪
∑
p6
√
y
y εδ+̺0eZ(x;f) log p
p2
≪ y εδ+̺0eZ(x;f).
Une variante de (4·6) prouve´e par la meˆme me´thode d’inte´gration complexe (cf. [33], the´ore`me
III.5.2), fournit par ailleurs, uniforme´ment pour 2 6 p 6 z, 2b 6 ̺ 6 A,∑
m6z
p ∤m
τ̺(m) =
z
Γ(̺)
(
1− 1
p
)̺
(log 2z)̺−1
{
1 +O
( 1
log 2z
)}
.
8. Nous avons e´galement utilise´ ici l’ine´galite´ e´le´mentaire∑
16ν6(log z)/ log p
z
pν
log̺−1
(
2z
pν
)
≪
z
p
log̺−1
(
2z
p
)
(2 6 p 6 z),
valable uniforme´ment pour 0 6 ̺≪ 1, et dont nous omettons la de´monstration.
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On en de´duit que l’on peut remplacer la somme inte´rieure de W2 par
y
Γ(̺)p
(
log
2y
p
)̺−1
,
avec une erreur englobe´e par le terme re´siduel de (4·16). Nous avons donc obtenu jusqu’ici
(4·17) Nx(y) = Sx(y) +W ∗2 + O
(
y εδ+̺0eZ(x;f)
)
(2 6 y 6 x),
ou` l’on a pose´
(4·18) Sx(y) :=
∑
p6y
g(p)(log p)M
(y
p
; gx
)
, W ∗2 :=
yL ∗x
Γ(̺)
∑
p6y
g˜(p) log p
p
(
log
2y
p
)̺−1
.
Nous allons e´tablir l’estimation
(4·19) W ∗2 ≪ εδy eZ(x;f)
{
ε̺0 +
( log y
log x
)̺0}
(2 6 y 6 x).
Pour cela, nous observons d’abord que la majoration triviale g(p)≪ 1 fournit
W ∗2 ≪ yeZ(x;f)
( log y
log x
)̺
,
et donc (4·19) si y 6 x2ε. La meˆme majoration g(p)≪ 1 permet d’e´crire, lorsque y > x2ε,
1
(log x)̺
∑
p6xε
g˜(p) log p
p
(
log
2y
p
)̺−1
≪ ε
( log y
log x
)̺−1
≪ ε
( log y
log x
)3̺0−1
≪ ε2̺0
( log y
ε log x
)2̺0−1( log y
log x
)̺0 ≪ εδ{ε̺0 + ( log y
log x
)̺0}
,
puisque 2̺0 > δ. Cette estimation est bien compatible avec (4·19). Il reste a` e´valuer la
contribution comple´mentaire, relative aux nombres premiers de l’intervalle ]xε, y]. A` cette fin,
nous employons l’ine´galite´ |ℑmg(p)|2 6 2A{r(p)−ℜe g(p)} sous la forme
(4·20)
∑
xε<p6z
g˜(p) log p
p
=
∑
xε<p6z
{r(p)− ̺} log p
p
+O
( ∑
xε<p6z
{r(p)−ℜe g(p)}wf log p
p
)
.
Il re´sulte alors des relations (1·16) et (1·17) que le membre de droite est ≪ εδ log z. Nous
utiliserons e´galement le fait que la dernie`re somme en p est a` termes positifs ou nuls.
Reportons (4·20) dans l’expression
G(y) :=
∑
xε<p6y
g˜(p) log p
p
(
log
2y
p
)̺−1
(x2ε < y 6 x).
Compte tenu de (1·17), nous pouvons traiter la contribution du terme principal de (4·20),
disons G+(y), par sommation d’Abel. Notant ap := r(p)− ̺, nous avons en effet, si ̺ > 1,
G+(y) = (̺− 1)
∑
xε<p6y
ap log p
p
∫ 2y/p
1
(log t)̺−2
dt
t
= (̺− 1)
∫ 2y/xε
1
(log t)̺−2
∑
xε<p62y/t
ap log p
p
dt
t
≪ ε(log y)̺ ≪ εδ(log y)̺,
et, si ̺ < 1, puisque δ 6 ̺,
G+(y) = (1− ̺)
∑
xε<p6y
ap log p
p
∫ ∞
2y/p
dt
t(log t)2−̺
= (1− ̺)
∫ 2y/xε
2
∑
2y/t<p6y
ap log p
p
dt
t(log t)2−̺
+
∑
xε<p6y
ap log p
p
(
log
2y
xε
)̺−1
≪
∫ yε
2
dt
t(log t)1−̺
+ (1− ̺)
∫ 2y/xε
yε
ε(log y)
dt
t(log t)2−̺
+ ε(log y)̺
≪ ε̺(log y)̺ ≪ εδ(log y)̺.
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Le cas ̺ = 1 e´tant trivial, nous avons donc G+(y)≪ εδ(log y)̺ en toute circonstance.
Conside´rons a` pre´sent la contribution G−(y) du terme d’erreur de (4·20) a` la quantite´ G(y).
Nous avons trivialement G−(y) ≪ εδ(log y)̺ si ̺ > 1. Lorsque 2b 6 ̺ < 1, nous employons
l’ine´galite´ de Ho¨lder avec exposants h/wf et h/(h− wf ). Nous obtenons la majoration
≪
{ ∑
xε<p6y
{r(p)− ℜe g(p)}h log p
p
}wf/h{ ∑
xε<p6y
log p
p
(
log
2y
p
)(̺−1)h/(h−wf )}1−wf/h
≪ εδ(log y)̺,
puisque
(̺− 1)h
h− wf = −
(1− b)(1− ̺)
1 − b− wf (̺− b) > b− 1.
Cela ache`ve la preuve de (4·19).
En reportant (4·19) dans (4·17), il vient donc
(4·21) Nx(y)≪ |Sx(y)|+ εδy eℜe Z(x;f)
{
ε̺0 +
( log y
log x
)̺0}
(2 6 y 6 x).
A` ce stade, nous observons que lorsque |y − x| 6 h avec √x 6 h 6 12x, on a
|Nx(x)−Nx(y)| ≪ (log x)
∑
x−h6n6x+h
{|g(n)|+ L ∗x τ̺(n)} ≪ heZ(x;r),
d’apre`s le the´ore`me de Shiu [32]. Nous pouvons donc e´crire, compte tenu de (4·21),
(4·22) Nx(x)≪ 1
h
∫ x
x−h
|Sx(y)|dy + h eZ(x;r) + εδx eℜe Z(x;f).
Choisissons h := x/ log x 6 ε2x. Au vu de (1·15), le second terme du membre de droite de (4·22)
est donc domine´ par le troisie`me. De plus, d’apre`s (4·18), nous avons∫ x
x−h
|Sx(y)|dy ≪
∫ x
x−h
∑
p6y
log p
∣∣∣M(y
p
; gx
)∣∣∣dy ≪∑
p6x
log p
∫ x
x−h
∣∣∣M(y
p
; gx
)∣∣∣ dy
=
∑
p6x
p log p
∫ x/p
(x−h)/p
|M(y; gx)|dy
=
∫ x
1
|M(y; gx)|
∑
(x−h)/y<p6x/y
p log p dy
6 x
∫ x
1
|M(y; gx)|
y
∑
(x−h)/y<p6x/y
log p dy.
D’apre`s le the´ore`me de Brun–Titchmarsh, la somme inte´rieure est
≪ h log(2x/y)
y log(h/y)
de`s que h > 2y. Nous utilisons cette majoration lorsque y 6 h/ log x = x/(log x)2. La
contribution correspondante a` la dernie`re inte´grale est donc
≪ h
∫ x
1
|M(y; gx)|
y2
dy.
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Lorsque h/ log x < y 6 x, nous majorons trivialement |M(y; gx)| par (4·12). La contribution
correspondante est
≪ e
Z(x;r)
log x
∑
p6x/(h/ log x)
log p
∫ x/p
(x−h)/p
dy
≪ he
Z(x;r)
log x
∑
p6log2 x
log p
p
≪ he
Z(x;r) log2 x
log x
≪ xe
Z(x;r)
log x
≪ xε2−βb/2eZ(x;f) ≪ xεδeZ(x;f).
En reportant nos estimations dans (4·22) puis (4·14) avec y = x, nous obtenons bien (4·11). ⊓⊔
4·2. Preuve dans le cas exponentiellement multiplicatif
Sous l’hypothe`se supple´mentaire de multiplicativite´ exponentielle, nous e´tablirons le The´o-
re`me 1.2 en trois e´tapes. La premie`re consiste a` e´tudier la valeur moyenne de la fonction
exponentiellement multiplicative g de´finie en (4·7). Avec les notations G(s) et L ∗x de´finies en
(4·9), nous posons
(4·23) Hx(α)2 :=
∑
k∈Z
1
k2 + 1
sup
s∈Ik(α)
∣∣G(s)−L ∗x ζ(s)̺∣∣2,
ou`, ici et dans la suite, Ik(α) de´signe le segment 1 + α + ik + i[−12 , 12 ]. Par ailleurs, nous
conservons la notation ̺0 := min(1, ̺)/3 introduite dans la preuve du Lemme 4.3.
Proposition 4.4. Sous les hypothe`ses du The´ore`me 1.2, nous avons
(4·24)
∣∣∣M(x; g) − e−γ̺x eZ(x;f)
Γ(̺) logx
∣∣∣≪ x
log x
{∫ 1/(ε log x)
1/ log x
Hx(α)
α
dα+ εδeℜe Z(x;f)
}
.
De´monstration. Observons d’emble´e que, graˆce a` (4·10), nous pouvons remplacer le membre de
gauche de (4·24) par |M(x; gx)|. Nous de´duirons (4·24) de (4·11). A` cette fin, nous prouvons
en premier lieu que, pour xε 6 y 6 x, nous avons
(4·25)
1
(log y)3/2
∫ y
1
|M(z; gx)|(log z)3/2
z2
dz
≪ Hx
( 1
log y
)
+ εδeℜe Z(x;f)
{
ε̺0 +
( log y
log x
)̺0}
.
Il est suffisant d’e´tablir cette majoration lorsque |M(z; gx)|(log z)3/2 est remplace´ dans
l’inte´grande par |Nx(z)|
√
log z : en vertu de (4·14), l’erreur implique´e est
≪ ε
δ+̺0eZ(x;f)
(log y)3/2
∫ y
1
√
log 2z
z
dz ≪ εδ+̺0eZ(x;f).
Au vu de (4·21), nous pouvons encore remplacer Nx(z) par Sx(z) (cf. (4·18)) avec une erreur
acceptable. Maintenant, l’ine´galite´ de Cauchy–Schwarz∫ y
1
|Sx(z)|
√
log z
z2
dz 6
{∫ y
1
|Sx(z)|2
z3
dz
∫ y
1
log z
z
dz
}1/2
nous permet de ramener la preuve de (4·25) a` celle de
(4·26)
∫ ∞
1
|Sx(z)|2
z3+2α
dz ≪ Hx(α)
2
α
(α > 0).
En effet, la majoration souhaite´e de´coulera alors du choix α = 1/ log y.
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La fonction G e´tant de´finie en (4·9), posons
Φ(s) := G(s)−L ∗x ζ(s)̺.
La relation ∫ +∞
0
Sx(e
v)e−vσe−ivτ dv = −G
′(s)
G(s)
Φ(s)
s
(σ > 1)
nous permet d’e´crire la formule de Plancherel∫ ∞
1
|Sx(z)|2
z3+2α
dz =
∫ ∞
0
|Sx(ev)|2
e2v(1+α)
dv =
1
2πi
∫ 1+α+i∞
1+α−i∞
∣∣∣G′(s)
G(s)
Φ(s)
s
∣∣∣2 ds(4·27)
≪
∑
k∈Z
maxs∈Ik(α) |Φ(s)|2
k2 + 1
∫
Ik(α)
∣∣∣G′(s)
G(s)
∣∣∣2|ds|.
En vertu de la multiplicativite´ exponentielle de g, nous avons
G′(s)
G(s)
= −
∑
p
g(p) log p
ps
,
et donc, par le Lemme 3.1,∫ k+ 1
2
k− 1
2
∣∣∣G′
G
(1 + α+ iτ )
∣∣∣2 dτ = ∫ 12
− 1
2
∣∣∣G′
G
(1 + α+ ik + iτ )
∣∣∣2 dτ ≪∑
p
log p
p1+2α
≪ 1
α
·
En reportant dans (4·27), il suit
(4·28)
∫ ∞
1
|Sx(z)|2
z3+2α
dz ≪ Hx(α)
2
α
·
Nous avons ainsi e´tabli (4·26) et donc (4·25).
Nous sommes maintenant en mesure d’achever la preuve de (4·24). Nous utilisons (4·25) sous
la forme∫ y
√
y
|M(z; gx)|
z2
dz ≪ Hx
( 1
log y
)
+ εδeℜe Z(x;f)
{
ε̺0 +
( log y
log x
)̺0}
(xε 6 y 6 x).
Il suit∫ x
x2ε
|M(y; gx)|
y2
dy ≪
∫ x
x2ε
|M(y; gx)|
y2
∫ y
√
y
dt
t log t
dy ≪
∫ x
xε
dt
t log t
∫ min(t2,x)
t
|M(y; gx)|
y2
dy
≪
∫ x
xε
{
Hx
( 1
log t
)
+ εδeℜe Z(x;f)
[
ε̺0 +
( log t
log x
)̺0]} dt
t log t
≪
∫ 1/(ε log x)
1/ log x
Hx(α)
α
dα+ εδeℜe Z(x;f).
Par ailleurs, la majoration triviale∫ x2ε
1
|M(y; gx)|
y2
dy 6
∑
n6x2ε
|gx(n)|
n
≪ eZ(x2ε;r) + ε̺ eZ(x;r) ≪ ε̺eZ(x;r) ≪ εδeZ(x;f)
de´coule de (4·6), (4·1) et (1·15). En reportant dans (4·11), nous obtenons bien (4·24). ⊓⊔
Nous devons maintenant estimer l’inte´grale figurant au membre de gauche de (4·24). Une
majoration de G(s) est a` cet e´gard essentielle. Nous rappelons les notations p := π̺/A et
β := 1− (sin p)/p introduites dans l’e´nonce´ du The´ore`me 1.2.
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Proposition 4.5. Sous les conditions s = 1 + α + iτ , 1 6 α log x 6 1/ε, x > 2, nous avons
uniforme´ment
(4·29) G(s)≪

( α
α+ |τ |
)β̺ eZ(x;f)
(α log x)̺
, si |τ | 6 1/(ε log x),
εβ̺−βb/2 eZ(x;f)
(α log x)(1−β)̺
, si 1/(ε log x) < |τ | 6 1/ε2̺.
De´monstration. Nous pouvons, sans perte de ge´ne´ralite´, supposer τ > 0. Nous avons
(4·30) G(s) = exp
{∑
p
g(p)
p1+α+iτ
}
≪ eS(α,τ)
ou` l’on a pose´
S(η, τ ) := ℜe
∑
p6exp(1/η)
g(p)
p1+iτ
(0 6 η 6 1).
L’approximation piτ = 1 + O(τ log p) implique clairement S(η, τ ) = S(η, 0) + O(τ/η), et en
particulier
(4·31) S(α, τ ) = S(α, 0) +O(1) = ℜeZ(e1/α; f) + O(1) (|τ | 6 α).
De plus, par sommation d’Abel, l’hypothe`se (1·16) implique pour xε 6 v 6 w 6 x,
(4·32)
ℜeZ(w; f) −ℜeZ(v; f) = Z(w; r)− Z(v; r) +O(1)
> ̺ log
( logw
log v
)
+O(1),
ou` la dernie`re ine´galite´ de´coule de (1·17) par une seconde sommation d’Abel.(9)
Appliquons (4·32) avec v = exp(1/α), w = x,(10) et reportons dans (4·31) puis (4·30). Il suit
G(s)≪ e
Z(x;f)
(α log x)̺
(|τ | 6 α),
ce qui e´tablit bien (4·29) lorsque |τ | 6 α.
Supposons maintenant
(4·33) α < τ 6 1/(ε log x).
Graˆce aux remarques e´nonce´es plus haut concernant la quantite´ S(η, τ ), nous pouvons e´crire
(4·34) S(α, τ ) = S(τ, τ ) +D = S(τ, 0) +D + O(1)
avec
D :=
∑
exp(1/τ)<p6exp(1/α)
ℜe (g(p)/piτ )
p
·
Pour majorer D, nous observons que, pour tous z ∈ C, ϑ ∈ R, nous avons
(4·35) ℜe (zeiϑ) 6 |z| cos ϑ+√2|z|(|z| − ℜe z).
En effet, ℜe (zeiϑ) = |z| cosϑ−(|z|−ℜe z) cosϑ−sin ϑℑmz et, notant z = reiϕ, nous pouvons
e´crire
−(|z| − ℜe z) cosϑ− sinϑℑmz = −r{(1− cosϕ) cosϑ+ sinϕ sinϑ}
= −2r sin 12ϕ
{
sin 12ϕ cosϑ+ cos
1
2ϕ sinϑ
}
= −2r sin 12ϕ sin( 12ϕ+ ϑ) 6 2r| sin 12ϕ| =
√
2r(|z| − ℜe z).
9. Nous omettons les de´tails, qui sont essentiellement identiques a` ceux de la preuve de (4·4).
10. Ce choix est licite puisque 1 6 α log x 6 1/ε.
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En appliquant (4·35) avec z = g(p), ϑ = −τ log p, et en notant que |z| 6 r(p) 6 A, nous
de´duisons de (4·35) et (1·19) que, dans le domaine (4·33), nous avons
D 6 D0 +
√
2AU +O(1)
ou`, notant D(α, τ ) :=] exp(1/τ ), exp(1/α)], nous avons pose´
D0 :=
∑
p∈D(α,τ)
|g(p)| cos(τ log p)
p
= S(α, 0) − S(τ, 0) +
∑
p∈D(α,τ)
|g(p)| − ℜe g(p)
p
−
∑
p∈D(α,τ)
|g(p)|{1− cos(τ log p)}
p
6 S(α, 0) − S(τ, 0)−D1 +O(1),
avec
D1 :=
∑
p∈D(α,τ)
r(p){1− cos(τ log p)}
p
,
et
(4·36)
U :=
∑
xε<p6exp(1/α)
√
|g(p)| − ℜe g(p)
p
≪
{ ∑
xε<p6x
1
p
}1−1/2h{ ∑
xε<p6x
{r(p)−ℜe g(p)}h
p
}1/2h
≪ εδ1/2 log(1/ε).
En reportant dans (4·34) et en faisant de nouveau appel a` (4·32) sous la forme
S(α, 0) 6 ℜeZ(x; f) − ̺ log(α log x) + O(1),
nous obtenons que, toujours sous l’hypothe`se (4·33),
(4·37) S(α, τ ) 6 ℜeZ(x; f) − ̺ log(α log x)−D1 + O(1).
Cela e´tant, posons λ := cos p. Il est facile de ve´rifier que l’on a
r(1− cosϑ) > (1− λ)r − (cosϑ− λ)+r
> (1− λ)r − A(cosϑ− λ)+ (0 6 r 6 A, ϑ ∈ R).
D’ou`
(4·38) D1 > (1− λ)
∑
p∈D(α,τ)
r(p)
p
− A
∑
p∈D(α,τ)
(cos(τ log p)− λ)+
p
·
Par (4·32), nous avons ∑
p∈D(α,τ)
r(p)
p
> ̺ log
( τ
α
)
+ O(1).
La seconde somme de (4·38) peut eˆtre e´value´e par sommation d’Abel a` l’aide du the´ore`me des
nombres premiers (cf., par exemple, [33], Lemme III.4.13). Nous obtenons∑
p∈D(α,τ)
(cos(τ log p)− λ)+
p
= m log
( τ
α
)
+ O(1),
avec
m :=
1
2π
∫ p
−p
(cosϑ− λ) dϑ = sin p− pλ
π
= (1− β − λ) ̺
A
.
En reportant dans (4·38), il vient
D1 > β̺ log(τ/α) +O(1),
ce qui, compte tenu de (4·37) et (4·30), e´tablit bien (4·29) pour l’intervalle (4·33).(11)
11. Notons que cette minoration de D1 est optimale : lorsque ̺ = 2b, elle devient une e´galite´ pour
r(p) :=
{
A si cos(τ log p) > cos p,
0 si cos(τ log p) < cos p.
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Examinons a` pre´sent le cas
(4·39) 1/(ε log x) < τ 6 1/ε2̺.
Nous devons estimer S(α, τ ). A` cette fin, nous majorons ℜe (g(p)/piτ ) par r(p) si p 6 xε et
par (4·35) lorsque xε < p 6 exp(1/α). En employant la majoration (4·36) pour U , il vient
(4·40)
S(α, τ ) 6
∑
p6xε
r(p)
p
+
∑
xε<p6e1/α
|g(p)| cos(τ log p)
p
+O(1)
6 Z
(
e1/α; r
) −D2 + O(1)
avec
D2 :=
∑
xε<p6exp(1/α)
r(p){1− cos(τ log p)}
p
·
Nous appliquons a` D2 la me´thode de minoration utilise´e pour D1, en observant que l’hypothe`se
ε log x >
√
log x implique, pour x assez grand, |τ | 6 1/ε2̺ 6 e
√
ε log x d’ou`, graˆce au lemme
III.4.13 de [33], ∑
xε<p6exp(1/α)
(cos(τ log p)− λ)+
p
= −m log(αε log x) +O(1).
Nous obtenons ainsi
D2 > −β̺ log(αε log x) + O(1).
Maintenant, nous de´duisons de (4·32) et de (1·15) que
Z(e1/α; r) 6 ℜeZ(x; f) − ̺ log(α log x) + 12βb log(1/ε) + O(1).
En reportant les deux dernie`res ine´galite´s dans (4·40) puis (4·30), nous obtenons bien la
seconde majoration de (4·29). ⊓⊔
Nous sommes maintenant en mesure de fournir un premier jeu d’estimations pour la fonction
Hx(α) de´finie par (4·23). Nous posons
(4·41) W (s) :=
∑
p
g(p)
ps
− ̺ log ζ(s)−
∑
p6x
g(p)
p
+ ̺ log2 x+ γ̺ (ℜe s > 1)
et, pour 0 6 u 6 1,
(4·42) Ix(α, u) := sup
σ=1+α
|τ |6α/εu
∣∣eW (s) − 1|
(1 + |τ |/α)̺ , Jx(α, u) := min
(
1, Ix(α, u)
)
.
Proposition 4.6. Pour 1 6 α log x 6 1/ε, 0 6 u 6 1, nous avons
(4·43) Hx(α)≪ e
Z(x;f)
(α log x)̺
{
Jx(α, u) + ε
βu̺ +
(αε log x)β̺
εβb/2
}
.
De´monstration. L’estimation classique
(4·44) ζ(s)≪ 1|s− 1| + log(1 + |s|) (σ > 1)
implique
(4·45) sup
σ=1+α
α/εu6|τ |61
|L ∗x ζ(s)̺
∣∣2 + ∑
|k|>1
sups∈Ik(α)
∣∣L ∗x ζ(s)̺∣∣2
k2 + 1
≪ e
2Z(x;f)
(log x)2̺
{ε2u̺
α2̺
+ 1
}
.
Par ailleurs, la majoration triviale
G(s)≪ eZ(exp(1/α);r) ≪ e
Z(x;r)
(α log x)̺
≪ ε
−βb/2eZ(x;f)
(α log x)̺
(σ = 1 + α)
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fournit
(4·46)
∑
|k|>1/ε2̺
sups∈Ik(α) |G(s)|2
k2 + 1
≪ ε
2̺−βbe2Z(x;f)
(α log x)2̺
alors que (4·29) implique
(4·47)
sup
σ=1+α
α/εu6|τ |61
|G(s)∣∣2+ ∑
16|k|61/ε2̺
sups∈Ik(α)
∣∣G(s)∣∣2
k2 + 1
≪ e
2Z(x;f)
(α log x)2̺
{
ε2β̺u +
(αε log x)2β̺
εβb
}
.
On constate facilement que les membres de droite de (4·45) et (4·46) sont domine´s par celui
de (4·47). Nous pouvons donc e´crire
Hx(α)≪ sup
σ=1+α
|τ |6min(1,α/εu)
∣∣G(s)−L ∗x ζ(s)̺∣∣+ eℜe Z(x;f)(α log x)̺{εβ̺u + (αε log x)β̺εβb/2 }.
Lorsque σ = 1 + α, |τ | 6 min(1, α/εu), nous avons
G(s)−L ∗x ζ(s)̺ =
eZ(x;f)−γ̺ζ(s)̺
(log x)̺
{
eW (s) − 1
}
≪ e
Z(x;f)Ix(α, u)
(α log x)̺
·
De plus, (4·29) et (4·44) impliquent e´galement que le membre de gauche est
≪ e
Z(x;f)
(α log x)̺
{
1 +
(αε log x)β̺
εβb/2
}
.
Cela termine la preuve de (4·43). ⊓⊔
Il nous faut a` ce stade disposer d’estimations pour la quantite´ Ix(α, u) de´finie en (4·42).
Proposition 4.7. Pour 0 6 u 6 1− δ, 1 6 α log x 6 εu+δ−1, nous avons
(4·48) Ix(α, u)≪ εδ
{
1 + log(α log x)
}
.
De´monstration. La fonction ζ(s) exp
{ −∑p 1/ps} est analytique en s = 1. On a donc, au
voisinage de s = 1 et pour ℜe s > 1,
log ζ(s) =
∑
p
1
ps
− b+ O(s− 1) avec b =
∑
p
{1
p
+ log
(
1− 1
p
)}
.
D’apre`s la formule de Mertens, nous avons e´galement∑
p6x
1
p
= log2 x+ b+ γ +O
( 1
log x
)
(x > 2).
Soit alors s = 1 + α + iτ , ou` α et τ satisfont aux conditions de l’e´nonce´. Comme nous
avons 1/ log x 6 |s − 1| dans le domaine de variation en α conside´re´, nous obtenons, pour
|τ | 6 α/εu 6 ε1+δ ≪ 1,
(4·49) W (s) =
∑
p
g(p)− ̺
ps
−
∑
p6x
g(p)− ̺
p
+O(s− 1).
Posons ap := ̺ − g(p), de sorte que ap = 0 pour p > x, et de´signons par W1(s) le terme
principal de (4·49), soit
W1(s) :=
∑
p6x
ap
p
(
1− 1
ps−1
)
.
Nous scindons la somme en p sous la forme W1(s) = W11(s) +W12(s), correspondant aux
domaines de sommation respectifs p 6 xε et xε < p 6 x.
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Nous estimons W11(s) en employant la majoration triviale ap ≪ 1 et l’ine´galite´
|1− p1−s| 6 |s− 1| log p.
Il suit
(4·50)
W11(s)≪ |s− 1|
∑
p6xε
log p
p
≪ |s− 1|ε log x
≪ (εα log x)(1 + |τ |/α)≪ εδ .
Par (4·20), (1·16) et (1·17), nous disposons d’une de´composition canonique ap = bp + O(cp)
(p 6 x), avec cp > 0, et
B(y) :=
∑
xε<p6exp y
bp log p
p
≪ εy,
C(y) :=
∑
xε<p6exp y
cp log p
p
≪ εδy
(ε log x < y 6 log x).
On en de´duit que
(4·51)
∫ log x
ε log x
1− e(1−s)y
y
dB(y)
≪ ε+ ε
∫ log x
ε log x
∣∣∣∣ (s− 1)ye(1−s)y + e(1−s)y − 1y
∣∣∣∣ dy
≪ ε
{
1 + |s− 1|2
∫ 1/|s−1|
ε log x
y dy +
∫ log x
1/|s−1|
( |s− 1|
eαy
+
1
y
)
dy
}
≪ ε
{
1 +
|τ |
α
+ log(α log x)
}
≪ ε1−u ≪ εδ{1 + log(α log x)},
et
(4·52)
∑
xε<p6x
cp
p
∣∣∣∣1− 1ps−1
∣∣∣∣≪ |s− 1| ∑
xε<p6exp(1/|s−1|)
cp log p
p
+
∑
exp(1/|s−1|)<p6x
cp
p
≪ εδ + εδ log(|s− 1| log x).
En regroupant les estimations (4·49), (4·50),(4·51) et (4·52), nous pouvons donc e´noncer que,
sous les hypothe`ses effectue´es, nous avons
(4·53) W (s)≪ εδ{1 + log(1 + |τ |/α) + log(α log x)},
puisque le terme d’erreur de (4·49) est ≪ α+ |τ | ≪ α/εu ≪ ε1+δ .
En reportant dans (4·42), nous obtenons bien l’estimation (4·48) annonce´e. ⊓⊔
Proposition 4.8. Nous avons
(4·54)
∫ 1/(ε log x)
1/ log x
Hx(α)
α
dα≪ εδeZ(x;f).
De´monstration. Fixons une fois pour toutes u := 13 6 1− δ.
De´signons par K(ε, x) l’inte´grale figurant au membre de gauche de (4·54). La relation (4·43)
fournit d’abord
K(ε, x)≪ eZ(x;f)
{∫ 1/(ε log x)
1/ log x
Jx(α, u)
(α log x)̺
dα
α
+ εβ̺/3 + εβ̺−βb/2 log(1/ε)
}
.
Les deux derniers termes dans l’accolade sont ≪ εδ puisque nos hypothe`ses impliquent
β̺/3 > 2bβ/3 > δ et β̺− βb/2 > 2δ.
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En majorant Jx(α, u) par O(1) dans le domaine ε
−1/3 < α log x 6 1/ε, nous obtenons de
plus ∫ 1/ε log x
ε−1/3/ log x
Jx(α, u)
(α log x)̺
dα
α
≪ ε̺/3 ≪ εδ .
Pour estimer l’inte´grale comple´mentaire, relative au domaine 1 6 α log x 6 ε−1/3, nous
appliquons (4·48) avec u = 13 . Cela comple`te la preuve de (4·54). ⊓⊔
En concate´nant les Propositions 4.4 et 4.8, nous obtenons le re´sultat suivant.
Corollaire 4.9. Dans les hypothe`ses du The´ore`me 1.2, la fonction exponentiellement multi-
plicative g de´finie en (4·7) ve´rifie
M(x; g) =
e−γ̺+Z(x;f)x
Γ(̺) log x
{
1 + O
(
εδ
)}
.
4·3. Comple´tion de l’argument
Soit f une fonction multiplicative satisfaisant aux hypothe`ses du The´ore`me 1.2. Conside´rons
la fonction exponentiellement multiplicative g de´finie en (4·7). Nous pouvons, sans affecter la
ge´ne´ralite´, supposer que f(pν) = g(pν) = ̺ν/ν! pour p > x et f(pν) = 0 si p 6 x, pν > x.
Nous avons alors f = g ∗ h ou` h est de´finie par (3·5). Notons que, bien que les de´finitions (3·3)
et (4·7) ne co¨ıncident pas, la relation de convolution de´finit bien la meˆme fonction h. Ainsi,
h(p) = 0 pour tout nombre premier p, h(pν) = 0 si p > x, et la majoration (3·9) demeure
valide.
Nous avons
(4·55) M(x; f) =
∑
n6x
h(n)M
(x
n
; g
)
.
Appliquons le Corollaire 4.9 a` M(x/n; g) pour n 6
√
x. Nous obtenons
M
(x
n
; g
)
=
e−γ̺+Z(x;f)x
Γ(̺)n log x
{
1 + O
(
εδ +
log n
log x
)}
(n 6
√
x),
ou` l’on a utilise´ l’estimation
Z(x; f) − Z(x/n; f)≪
∑
x/n<p6x
1
p
≪ log n
log x
(n 6
√
x).
Graˆce a` (4·55) et (4·12), il suit
(4·56) M(x; f) = e
−γ̺+Z(x;f)x
Γ(̺) logx
{ ∑
n6
√
x
h(n)
n
+ Y1 + Y2 + Y3
}
avec, compte tenu de (3·7) et (4·32),
Y1 ≪ εδ
∑
n6
√
x
|h(n)|
n
≪ εδ,
Y2 ≪ 1
log x
∑
n6
√
x
|h(n)| log n
n
,
Y3 ≪ ε−b/2
∑
√
x<n6x
|h(n)|
n
{ ε̺ log x
log(2x/n)
+
( log 2x/n)
log x
)̺−1}
.
En vertu de (3·9), nous pouvons e´crire
Y2 ≪ 1
log x
∫ √x
1
log y dQ(y)≪ Q(√x)+ 1
log x
∫ √x
1
Q(y)
y
dy ≪ log2 x
log x
≪ ε.
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De meˆme
Y3 ≪ ε−b/2
∫ x
√
x
{ ε̺ log x
log(2x/y)
+
( log 2x/y)
log x
)̺−1}
dQ(y)
≪ ε3̺/4 + ε3̺/4
∫ x
√
x
Q(y) log x
y(log 2x/y)2
dy + |̺− 1|ε−b/2
∫ x
√
x
(log 2x/y)̺−2Q(y)
y(log x)̺−1
dy
≪ ε3̺/4 + log2 x
(log x)min(1,̺)
≪ εδ.
En reportant dans (4·56) ou` la somme en n est e´tendue jusqu’a` l’infini au prix d’un terme
d’erreur supple´mentaire≪ 1/ log x≪ ε et en tenant compte de (3·8), nous obtenons bien (1·18).
5. Preuve du The´ore`me 1.3
5·1. Ine´galite´ de Tura´n-Kubilius ponde´re´e
Le re´sultat suivant, qui posse`de un inte´reˆt propre, n’est pas stricto sensu indispensable a`
la de´monstration. Il permettra cependant de simplifier la pre´sentation. Un re´sultat de meˆme
nature, mais relatif a` des hypothe`ses sensiblement diffe´rentes des noˆtres, a e´te´ e´tabli par Biro´
& Szamuely [5].
Lemme 5.1. SoientA, B des constantes positives, x > 1, λ une fonction multiplicative positive
ou nulle de la classe M(x;A,B), et ϑ une fonction additive complexe. Posons
(5·1) Θ(x) :=
∑
pν6x
λ(pν)ϑ(pν)
pν
, S(x) :=
∑
pν6x
λ(pν)|ϑ(pν)|2
pν
·
Nous avons alors
(5·2)
∑
n6x
λ(n)
n
∣∣ϑ(n)−Θ(x)∣∣2 ≪∑
n6x
λ(n)
n
S(x).
De´monstration. Nous pouvons supposer sans perte de ge´ne´ralite´ que ϑ est a` valeurs re´elles
positives. Le re´sultat ge´ne´ral s’en de´duit en introduisant classiquement les parties positives et
ne´gatives des parties re´elle et imaginaire de ϑ.
Observons d’abord qu’il re´sulte du the´ore`me 1.1 de [34] que
(5·3) L :=
∑
n6x
λ(n)
n
≍
∏
p6x
(
1 +
λ(p)
p
)
.
Ensuite, nous de´veloppons le membre de gauche de (5·2) sous la forme
(5·4) M2 − 2Θ(x)M1 +Θ(x)2L,
ou` l’on a pose´
Mj :=
∑
n6x
λ(n)ϑ(n)j
n
(j = 1, 2).
Nous avons
M1 =
∑
pν6x
λ(pν)ϑ(pν)
pν
∑
m6x/pν
p ∤m
λ(m)
m
= Θ(x)L −
∑
pν6x
λ(pν)ϑ(pν)
pν
{
R1(p
ν) +R2(p
ν)
}
,
avec
R1(p
ν) :=
∑
k>1
λ(pk)
pk
∑
n6x/pν+k
λ(n)
n
, R2(p
ν) :=
∑
x/pν<n6x
λ(n)
n
·
Nous estimons R1(p
ν) en majorant trivialement la somme inte´rieure par L. Il suit
R1(p
ν) 6 L
(λ(p)
p
+ εp
)
,
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ou` εp > 0 est le terme ge´ne´ral d’une se´rie convergente. La contribution a` (5·4) est donc
≪ L
∑
pν6x
λ(pν)ϑ(pν)
pν
∑
pµ6x
λ(pµ)ϑ(pµ)
pµ
(λ(p)
p
+ εp
)
≪ L
∑
pν6x
λ(pν)ϑ(pν)2
pν
∑
pν6x
λ(pν)
pν
(λ(p)
p
+ εp
)
≪ L
∑
pν6x
λ(pν)ϑ(pν)2
pν
·
Pour e´valuer R2(p
ν), nous utilisons (3·13) et (5·3) sous la forme
∑
x/ek+1<n6x/ek
λ(n)≪ xL
ek{log(2x)− k}
(
0 6 k 6 log pν
)
.
Par sommation sur k, nous obtenons
R2(p
ν)≪ L log
( log 2x
log(2x/pν)
)
.
Pour les grandes valeurs de pν , cette majoration est moins pre´cise que l’ine´galite´ triviale
R2(p
ν) 6 L ; elle sera ne´anmoins suffisante pour la suite. Posant νp := ⌊(log x)/ log p⌋, nous
obtenons en effet que la contribution globale correspondante, disons S2, a` (5·4) ve´rifie
S2 ≪ LΘ(x)
∑
p6x
∑
ν6νp
λ(pν)ϑ(pν)
pν
∑
µ6νp
λ(pµ)ϑ(pµ)
pµ
log
( log 2x
log(2x/pµ)
)
.
En observant que
log
( log 2x
log(2x/pµ)
)
≪ log2 x
log x
log pµ (pµ 6 x),
et en traitant les deux sommes inte´rieures par l’ine´galite´ de Cauchy-Schwarz, nous pouvons
e´crire
S2 ≪ L log2 x
log x
∑
p6x
∑
ν6νp
λ(pν)ϑ(pν)2
pν
{ ∑
ν6νp
λ(pν)
pν
∑
µ6νp
λ(pµ)(log pµ)2
pµ
}1/2
≪ L
∑
pν6x
λ(pν)ϑ(pν)2
pν
= LS(x),
puisque la quantite´ entre accolades est ≪ log x.
Nous de´duisons de ce qui pre´ce`de que le membre de gauche de (5·2) vaut
M2 −Θ(x)2L+O
(
LS(x)
)
.
Or
M2 =
∑
n6x
λ(n)
n
{∑
pν‖n
ϑ(pν)2 +
∑
pν‖n, pµ‖n
p 6=q
ϑ(pν)ϑ(qµ)
}
≪
∑
pν6x
λ(pν)ϑ(pν)2
pν
∑
n6x/pν
p ∤n
λ(n)
n
+
∑
pν6x, pµ6x
p 6=q
λ(pν)λ(qµ)ϑ(pν)ϑ(qµ)
pνqµ
∑
n6x/pνqµ
(n,pq)=1
λ(n)
n
6 S(x)L+Θ(x)2L.
Cela ache`ve la de´monstration. ⊓⊔
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5·2. Comple´tion de l’argument
Nous pouvons supposer ε arbitrairement petit. En effet, dans le cas contraire, le re´sultat
de´coule de l’ine´galite´ |f | 6 r et de la majoration de Halberstam–Richert [17].
Par ailleurs, nous pouvons supposer sans perte de ge´ne´ralite´ que f(pν) = 0 si pν > x.
Soit
K :=
]
log(1/ε1)
log(1 + ε1)
,
log x
log(1 + ε1)
− 1
]
∩ N.
Appliquons (1·24) avec y = yk := exp{(1 + ε1)k} pour k ∈ K. Nous obtenons
(5·5)
∑
yk<p6yk+1
r(p) log p
p
= bkε1 log yk
(
e1/ε1 6 y 6 x1/(1+ε1)
)
avec
4b 6 bk 6 2A+ O
(
e−
√
log yk
)
.
Nous posons alors s(p) := 2br(p)/bk pour yk < p 6 yk+1, k ∈ K, et s(p) := 0 pour
p ∈ [2, x]r∪k∈K ]yk, yk+1]. Nous avons clairement 0 6 s(p) 6 12r(p) pour p 6 x. Par sommation,
il suit
(5·6)
∑
p6y
{s(p)− 2b} log p
p
≪ ε1 log y (e1/ε < y 6 x).
Introduisons alors ϑ(pν) := arg f(pν) ∈ ]− π, π], avec la convention ϑ(pν) = 0 si f(pν) = 0, et
de´finissons trois fonctions arithme´tiques multiplicatives t, ψ, et ϕ, par les formules
t(pν) :=
{
r(p)− s(p) si ν = 1
r(pν) si ν > 2
, ψ(pν) :=
{
f(p)− s(p)eiϑ(p) si ν = 1
t(pν)eiϑ(p
ν) si ν > 2
, ϕ ∗ ψ = f.
Nous prolongeons alors s en une fonction multiplicative par la formule s ∗ t = r.
Notons d’emble´e que l’ine´galite´ s(p) 6 12r(p) implique que s(p) 6 t(p) pour tout nombre
premier p. En particulier, nous avons donc |ψ| 6 t. De plus, il re´sulte de la relation
ϕ(p) = s(p)eiϑ(p), valable pour tout nombre premier p, que, notant h := (1 − b)/b, nous
avons, pour xε < y 6 x,
(5·7)
∑
xε<p6y
{s(p)−ℜe ϕ(p)}h log p
p
=
∑
xε<p6y
s(p)h{1− cosϑ(p)}h log p
p
≪ εδ1h log y = ε2δ1h1 log y,
puisque s(p){1− cosϑ(p)} 6 r(p)− ℜe f(p) pour tout p.
Notant s∗ la fonction multiplicative de´finie par s∗(p) = s(p), s∗(pν) = |ϕ(pν)| (ν > 2),
il re´sulte de (5·6) que, quitte a` alte´rer la constante B, le couple (ϕ, s∗) satisfait pour tout
y ∈ [xε1 , x], aux hypothe`ses du The´ore`me 1.2 avec ε1 au lieu de ε, 2δ1 au lieu de δ1, ̺ := 2b.
En effet, nous avons bien 2δ1 6 2δ0(b) =
2
3βb ou` β est de´fini par (1·14) avec ̺ = 2b, et
ε1 > 1/
√
ε log x > 1/
√
log y. Nous pouvons donc e´crire
M(y;ϕ) =
e−2γby
Γ(2b) log y
{∏
p
∑
pν6y
ϕ(pν)
pν
+ O
(
εδeZ(y;ϕ)
)}
(xε1 6 y 6 x)
avec δ := wfδ1. Rappelons la notation c := b/A. En notant que
s(p)− ℜe ϕ(p) > c{|f(p)| − ℜe f(p)} (p 6 x),
il suit
(5·8)
M(x; f) =
e−2γbx
Γ(2b)
∑
xε1<d6x1−ε1
{∏
p
∑
pν6x/d
ϕ(pν)
pν
}
ψ(d)
d log(x/d)
+ εδe−cZ(x;|f |−f)xR0 + xR1 + xR2
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avec
R0 ≪
∑
xε1<d6x1−ε1
eZ(x/d;s)t(d)
log(x/d)
,
R1 ≪
∑
d6xε1
t(d) eZ(x;s)
d log x
, R2 ≪
∑
x1−ε1<d6x
t(d) eZ(x/d;s)
d log(2x/d)
·
A` ce stade, observons que la formule (5·6) et l’ine´galite´ t(p) > s(p) impliquent, par sommation
d’Abel,
(5·9)
Z(x; s)− Z(y; s) = {2b+O(ε1)} log
( log x
log y
)
Z(x; t) − Z(y; t) > {2b+O(ε1)} log
( log x
log y
)
+ O(1)
(e1/ε < y 6 x).
De plus
(5·10) M(y; t)≪ y e
Z(y;t)
log 2y
(1 6 y 6 x).
Une sommation d’Abel tenant compte de (5·9) et (5·10) permet donc d’e´crire
R0 ≪ e
Z(x;s)
(log x)2b
∑
xε1<d6x1−ε1
t(d)
d(log x/d)1−2b
≪ e
Z(x;r)
(log x)4b
∫ x1−ε1
xε1
dy
y(log y)1−2b(logx/y)1−2b
≪ e
Z(x;r)
log x
·
De meˆme, nous obtenons d’une part, graˆce a` (5·9),
R1 ≪ e
Z(x;s)
log x
∫ xε1
1
eZ(y;t)
y log(2y)
dy
≪ e
Z(x;s)+Z(exp(1/ε);t) log(1/ε)
log x
+
eZ(x;s)
log x
∫ xε1
exp(1/ε)
eZ(y;t)
y log y
dy
≪ e
Z(x;r)
log x
( 1
ε log x
)3b/2
log(1/ε) +
eZ(x;r)
(log x)1+3b/2
∫ xε1
exp(1/ε)
dy
y(log y)1−3b/2
≪ e
Z(x;r)ε3b/2 log(1/ε)
log x
≪ e
Z(x;f)εb/2
log x
,
ou` nous avons fait appel a` (1·15), et, d’autre part,
R2 ≪ e
Z(x;s)
(log x)2b
∑
x1−ε1<d6x
t(d)
d(log 2x/d)1−2b
≪ e
Z(x;r)
(log x)1+2b
∫ x
x1−ε1
dy
y(log 2x/y)1−2b
≪ xe
Z(x;f)εb/2
log x
.
Ces majorations sont bien compatibles avec l’estimation annonce´e (1·25).
Il reste a` e´valuer le terme principal de (5·8).
Commenc¸ons par observer que la condition (1·19) avec h = 1 permet, sans alte´rer les termes
d’erreur, de remplacer dans (5·8) le produit en p par
(5·11)
∏
p6xε
∑
pν6x/d
ϕ(pν)
pν
∏
p>xε
∑
pν6x/d
s(pν)
pν
·
De plus, lorsque d 6 x1−ε1 , la seconde condition (1·1) permet de supprimer la contrainte
pν 6 x/d dans le produit de gauche de (5·11). Par ailleurs, nous pouvons e´galement, toujours
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sans de´te´rioration des termes re´siduels, substituer l’expression eZ(x/d;s)−Z(x
ε;s) au produit de
droite. Introduisant la notation
E(p; g) :=
∑
ν>0
g(pν)
pν
pour le facteur eule´rien d’indice p d’une fonction multiplicative ge´ne´rique g, nous avons donc
e´tabli que
(5·12)
M(x; f) =
e−2γbx
Γ(2b)
∏
p6xε
E(p;ϕ)
∑
xε1<d6x1−ε1
ψ(d)eZ(x/d;s)−Z(x
ε;s)
d log(x/d)
+ O
(εδxeZ(x;r)−cZ(x;|f |−f)
log x
)
.
Pour estimer la somme inte´rieure en d, nous observons que l’on a, pour une constante
convenable c0,
(5·13) Z(x/d; s) = 2b log2(x/d) + c0b+ O(ε).
Par sommation d’Abel et en utilisant (5·10), on ve´rifie aise´ment que la contribution du terme
d’erreur est acceptable.
De´signons ensuite par a (resp. b) un entier ge´ne´rique dont les facteurs premiers ne de´passent
pas xε (resp. exce`dent tous xε), de sorte que chaque entier d posse`de une de´composition unique
sous la forme d = ab. Soit alors ε2 := ε
3/4. La majoration de Rankin
(5·14)
∑
a>xε2
t(a)
a
6 e−ε2/ε
∑
a6y
t(a)
a1−1/(ε log x)
≪ e−ε−1/4+Z(y;t)−Z(xε;t)
permet de montrer que la contribution au terme principal de (5·12) des entiers d = ab tels que
a > xε2 est e´galement ne´gligeable. Cela permet, toujours au prix d’une erreur acceptable, de
remplacer x/d par x/b dans la sommation. On utilise ensuite la majoration∑
b6v
ψ(b)≪ ve
Z(v;t)−Z(xε;t)
log v
(xε < v 6 y)
pour e´tablir que l’on peut remplacer le domaine de sommation par xε1 < b 6 x1−ε1 , et enfin
(5·14) pour e´tendre la sommation en a a` toutes les valeurs possibles.
Puisque ϕ ∗ ψ = f , nous obtenons
(5·15)
M(x; f) =
e−2γbx
Γ(2b)
∏
p6xε
E(p; f)
∑
xε1<b6x1−ε1
ψ(b)eZ(x/b;s)−Z(x
ε;s)
b log(x/b)
+ O
(εδxeZ(x;r)−cZ(x;|f |−f)
log x
)
.
Prolongeons la fonction ϑ pre´ce´demment de´finie sur les puissances de nombres premiers en
une fonction additive. Nous avons ainsi
ψ(n) = |ψ(n)|eiϑ(n)+iπκ(n) (n > 1)
ou` l’on a pose´
κ(n) :=
∑
p‖n
|f(p)|<s(p)
1.
Notons encore
Θ(y) :=
∑
p>xε, pν6y
t(pν){ϑ(pν) + πκ(pν)}
pν
·
Comme κ(p)t(p) 6 r(p)− |f(p)|, nous de´duisons de la validite´ de (1·19) avec h = 1 que
(5·16) Θ(y)≪ εδ (xε < y 6 x).
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Posons
Ψ(y) :=
∑
b6y
ψ(b)
b
·
Il suit, pour tout y ∈ [xε1 , x1−ε1 ],
e−iΘ(y)Ψ(y) =
∑
b6y
t(b)6=0
t(b)
b
{
1−
(
1− |ψ(b)|
t(b)
)}
eiϑ(b)+iπκ(b)−iΘ(y)
=
∑
b6y
t(b)
b
+O
(
R3 +R4
)
,
ou` l’on a pose´
R3 :=
∑
b6y
t(b)6=0
t(b)
b
∑
pν‖b
(
1− |ψ(p
ν)|
t(pν)
)
, R4 :=
∑
b6y
t(b)|ϑ(b) + πκ(b)−Θ(y)|
b
·
Nous estimons R3 par interversion de sommation en notant que, pour tout p,
t(p)− |ψ(p)| = r(p)− s(p) + ||f(p)| − s(p)| 6 2{r(p)− |f(p)|}.
Nous obtenons R3 ≪ εδ1eZ(y;t)−Z(xε;t). Nous majorons ensuite R4 en faisant appel au Lem-
me 5.1 apre`s application de l’ine´galite´ de Cauchy–Schwarz. Au vu de (5·16), nous obtenons
ainsi
Ψ(y) =
∑
b6y
t(b)
b
+ O
(
εδeZ(y;t)−Z(x
ε;t)
)
(xε1 6 y 6 x1−ε1).
Reportons a` pre´sent dans (5·15) en effectuant une nouvelle sommation d’Abel pour substituer t
a` ψ dans le terme principal. Compte tenu de (5·13), cette manipulation n’alte`re pas les termes
d’erreur. Nous obtenons
M(x; f) =
e−2γbx
Γ(2b)
∏
p6xε
E(p; f)
∑
xε1<b6x1−ε1
t(b)eZ(x/b;s)−Z(x
ε;s)
b log(x/b)
+ O
(
εδxeZ(x;r)−cZ(x;|f |−f)
log x
)
.
En appliquant cette e´valuation pour f = r, nous obtenons bien l’estimation annonce´e (1·25).
6. Preuve du The´ore`me 1.4
Nous indiquons brie`vement ici comment modifier la de´monstration du The´ore`me 1.3 sous les
hypothe`ses indique´es dans l’e´nonce´ du The´ore`me 1.4.
En application du The´ore`me 1.2 avec l’hypothe`se (1·16), la formule (5·8) demeure valable. Il
en va de meˆme de la majoration des termes d’erreur Rj (0 6 j 6 2).
La substitution indique´e en (5·11) produit a` pre´sent des termes d’erreur
≪ εδx
∏
p6xε
E(p;ϕ)
∑
xε1<d6x1−ε1
t(d)eZ(x/d;s)−Z(x
ε;s)
d log(x/d)
log
( log x
log(x/d)
)
≪ εδx eZ(x;ϕ)
∑
xε1<d6x1−ε1
t(d)eZ(x;s)
d{log(x/d)}1−2b(log x)2b log
( log x
log(x/d)
)
≪ ε
δx eZ(x;r)−cZ(x;|f |−f)
log x
,
ce qui est acceptable.
On ve´rifie e´galement que la formule (5·15) demeure valable.
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Le point le plus de´licat consiste a` introduire la fonction t dans la somme en b de (5·15). A`
cette fin, nous e´valuons
(6·1) R(y) :=
∑
b6y
ψ(b)
b
−
∑
b6y
t(b)
b
(xε1 < y 6 x1−ε1)
avec pour objectif la majoration
(6·2) R(y)≪ εδ
∑
b6y
t(b)
b
·
Cela sera rendu possible graˆce a` l’hypothe`se additionnelle concernant les nombres r(p), qui
implique t(p) > 2b pour tous les nombres premiers conside´re´s. Nous pouvons clairement
restreindre les deux sommations de (6·1) aux entiers sans facteur carre´ avec une erreur
acceptable. Comme l’hypothe`se (1·16) fournit la borne ≪ εδ log(1/ε) pour la contribution
des nombres premiers, nous pouvons e´galement convenir que la sommation ne porte que sur
des entiers b compose´s.
Posons donc w(n) := {ψ(n) − t(n)}µ(n)2, de sorte que w(p) ≪ {r(p) − ℜe f(p)}wf , et
introduisons les fonctions sommatoires
W(y) :=
∑∗
b6y
w(b), T(y) :=
∑∗
b6y
t(b),
ou` l’aste´risque indique que les entiers somme´s ont au moins deux facteurs premiers. Pour tout
z ∈ [xε, y], nous avons∑∗
b6y
w(b) log(y/b)≪ T(z) log y + T(y) log(y/z)
≪ ze
Z(z;t)−Z(xε ;t) log y
log z
+
yeZ(y;t)−Z(x
ε ;t) log(y/z)
log y
·
En choisissant z := y/(log x)3, nous obtenons∑∗
b6y
w(b) log(y/b)≪ ye
Z(y;t)−Z(xε;t) log2 y
log y
et donc
(6·3) W(y) = V(y)
log y
+ O
(
yeZ(y;t)−Z(x
ε ;t) log2 y
(log y)2
)
ou` l’on a pose´
V(y) :=
∑∗
b6y
w(b) log b≪
∑
xε<p6y/xε
y|w(p)| log p
p log(y/p)
eZ(y/p;t)−Z(x
ε;t)
≪ ye
Z(y;t)−Z(xε ;t)
log y
∑
xε<p6y/xε
|w(p)| log p
p
(
log y
log(y/p)
)1−2b
≪ εδyeZ(y;t)−Z(xε ;t),
la dernie`re somme en p ayant e´te´ estime´e par l’ine´galite´ de Ho¨lder avec exposants h/wf et
h/(h− wf ), puis recours a` (1·16) et sommation d’Abel.
En reportant dans (6·3), nous obtenons bien l’estimation annonce´e (6·2).
Cela permet d’ope´rer une sommation d’Abel dans (5·15) pour obtenir
(6·4)
M(x; f) =
e−2γbx
Γ(2b)
∏
p6xε
E(p; f)
∏
xε<p6x
∑
xε1<b6x1−ε1
t(b)eZ(x/b;s)−Z(x
ε;s)
b log(x/b)
+ O
(εδxeZ(x;r)−cZ(x;|f |−f)
log x
)
.
En appliquant cette relation pour f = r, nous obtenons bien (1·25), comme souhaite´.
36 Ge´rald Tenenbaum
7. Preuves des corollaires
7·1. Preuve du Corollaire 2.1
Observons d’emble´e que l’insertion de l’hypothe`se (2·2) dans la de´monstration du the´o-
re`me 1.1 de [34](12) fournit sans autre modification l’e´valuation
(7·1) M(x; r) ≍ x
log x
eZ(x;r).
Le meˆme re´sultat de´coule du the´ore`me 2 de [8].
Comme au corollaire III.4.12 de [33], l’hypothe`se r(p)≪ 1 implique
Z(y; r) −mf (y;T ) 6 Z(x; r) −mf (x;T ) +O(1) (2 6 y 6 x).
Il s’ensuit que, pour s = 1 + α + iτ , 1/ log x 6 α 6 1, |τ | 6 T , nous pouvons e´crire, avec la
notation (1·10),
(7·2) ℜe vf (s) 6 Z(e1/α; r) −mf
(
e1/α;T
)
+ O(1) 6 Z(x; r) −mf (x;T ) +O(1).
Nous utilisons cette majoration pour α 6 α0 := e
mf (x;T )/b/ log x et employons la majoration
triviale
ℜe vf (s) 6 Z(e1/α; r) +O(1) 6 Z(x; r) − b log(α log x) +O(1)
lorsque α0 < α 6 1. Il suit
HT (α)≪

eZ(x;r)−mf (x;T ) (α 6 α0)
eZ(x;r)
(α log x)b
(α0 < α 6 1).
L’inte´grale de (1·12) est donc
≪ {1 +mf (x;T )}e
Z(x;r)
emf (x;T )
·
Cela implique bien la majoration annonce´e en reportant dans (1·12) compte tenu de (7·1).
7·2. Preuve du Corollaire 2.4
Conside´rons la fonction multiplicative f(n) := zΩ(n;E). Commenc¸ons par une minoration de
la quantite´ mf (x;T ) de´finie en (2·1) avec T := log x. Nous avons, pour une certaine valeur de
τ ∈ [0, T ],
mf (x;T ) > r1
∑
p6x
1− cos(ϑp − τ log p)
p
,
ou` l’on a pose´ r1 := min(r, 1), ϑp := 1E(p)ϑ. Notant hϑ la fonction indicatrice de
[−π, π] r ([−13π, 13π] ∪ [ϑ− 13π, ϑ+ 13π]) (mod 2π),
nous pouvons donc e´crire
mf (x;T ) >
1
2r1
∑
p6x
hϑ(τ log p)
p
·
Le membre de droite rele`ve du the´ore`me des nombres premiers via une sommation d’Abel dont
les de´tails sont explicite´s par exemple au lemme III.4.13 de [33]. Pour tout w ∈ [2, x], nous
avons
(7·3)
∑
w<p6x
hϑ(τ log p)
p
>
1
6 log
( log x
logw
)
+O
(
1
|τ | logw +
1 + |τ |
e
√
logw
)
.
Si 1 6 |τ | 6 T := log x, nous choisissons w := exp{(log2 x)2} et obtenons pour x assez grand
mf (x;T ) >
1
12r1 log2 x+ O(r1 log3 x).
12. Plus pre´cise´ment, la conclusion du the´ore`me 1.1 de [34] est inchange´e si l’on remplace la condition
(v) par
∑
y<p6(1+λ)y f(p) log p≫ y (x
τ < y 6 x1−σ), avec les notations de [34].
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De´finissons ensuite v par log v = e−
1
3
(1−cos ϑ)E(x) log x. Si 1/ log v < |τ | 6 1, nous choisissons
w = v dans (7·3) et obtenons∑
v<p6x
hϑ(τ log p)
p
>
1
18 (1− cosϑ)E(x) + O(1) >
ϑ2
9π2
E(x) + O(1).
Enfin, si |τ | 6 1/ log v, nous avons trivialement∑
p6v
1− cos(ϑp − τ log p)
p
>
∑
p6v
p∈E
1− cosϑ+ O(τ log p)
p
> (1− cosϑ)E(x) + O(1)−
∑
v<p6x
p∈E
1− cosϑ
p
>
2
3 (1− cos ϑ)E(x) + O(1) >
4ϑ2
3π2
E(x) + O(1).
En rassemblant nos re´sultats, nous obtenons
mf (x;T ) > min
(
1
12r1 log2 x+O(r1 log3 x),
ϑ2r1
18π2
E(x)
)
+ O(1)
et finalement
(7·4) mf (x;T ) > ϑ
2r1
18π2
E(x) +O(1).
En reportant dans (2·3), nous obtenons bien (2·19). Cela e´tablit l’assertion (i).
Prouvons l’assertion (ii). Soit K une constante positive. Nous appliquons le The´ore`me 1.4
sous la forme de la validite´ de (1·25) pour la fonction f(n) := zΩ(n;E) lorsque |ϑ| 6 Kt(x;E),
avec r(n) := rΩ(n;E), A := 1, δ1 := ηδ0(b), δ :=
1
2δ1, b :=
1
8κ, ε := |ϑ|1/δ + 1/
√
log x, ou`
η = η(κ,K) est une constante assez petite. Comme
r(p)− ℜe f(p) 6 r(1− cosϑ)≪ ϑ2 ≪ ε2δ ,
la condition (1·20) est bien satisfaite.
Nous avons de meˆme, toujours pour |ϑ| 6 Kt(x;E),∑
p6x
r(p)− ℜe f(p)
p
= (1− cosϑ)E(x) 6 12ϑ2E(x) 6 12K2 logE(x)≪ ηK2 log(1/ε).
La condition (1·15) est donc e´galement satisfaite pour un choix convenable de η. La for-
mule (1·25) fournit alors l’e´valuation
(7·5) S(x; z,E) = S(x; r,E)
∏
p∈E
1− r/p
1− z/p + O
(
x e(r−1)E(x)−c(r−z)E(x)εδ
)
.
Cela implique bien (2·20) puisque S(x; r,E) ≍ x e(r−1)E(x). Comme indique´ dans l’introduction,
nous obtenons (2·22) par inte´gration sur le cercle |z| = r = m/E(x).
Pour achever la de´monstration du point (iii), il reste a` e´tablir (2·21). Nous pouvons supposer
r 6 κ 6 12 . Nous utilisons la majoration de Montgomery & Vaughan [30]
(7·6)
∑
n6x
f(n)
n
≪ 1
log x
∫ 1
1/ log x
H1(α)
α
dα
ou` l’on a pose´
H1(α)
2 :=
∑
k∈Z
max
1+α6σ62
|τ−k|61/2
∣∣∣∣evf (s)s− 1
∣∣∣∣2 .
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D’apre`s (7·2) et (7·4), nous avons
max
|τ |6logx
ℜe vf (s) 6 Z(x; r) − ϑ2rE(x)/180 +O(1),
donc
H1(α)≪ e
Z(x;r)−rϑ2E(x)/180
α
+
eZ(x;r)√
log x
(1/ log x 6 α 6 1).
Il re´sulte alors de (7·6) que∑
n6x
zΩ(n;E)
n
≪ eZ(x;r)−rϑ2E(x)/180 + e
Z(x;r)
log x
.
Comme Z(x; r) = (r − 1)E(x) + log2 x + O(1), nous obtenons, par inte´gration sur le cercle
|z| = r = (m+ 1)/E(x) 6 κ+ 1/E(x),
(7·7)
∑
n6x
Ω(n;E)=m
1
n
≪ e−E(x)E(x)
m
m!
log x.
La suite de la preuve est essentiellement identique a` celle de Hala´sz [15]. Nous reproduisons
les de´tails pour la commodite´ du lecteur.
Nous avons
Nm(x;E) =
1
log x
∑
n6x
Ω(n;E)=m
log n+ O
(
x
log x
∑
n6x
Ω(n;E)=m
1
n
)
=
1
log x
∑
dp6x
Ω(dp;E)=m
log p+O
(
xe−E(x)
E(x)m
m!
)
≪ 1
log x
∑
d6x
Ω(d;E)=m oum−1
x
d
+ xe−E(x)
E(x)m
m!
≪ xe−E(x)E(x)
m
m!
ou` nous avons applique´ (7·7) pour m et m− 1, ce dernier terme n’e´tant pre´sent que si m > 1.
7·3. Preuve du Corollaire 2.5
Nous pouvons, sans restreindre la ge´ne´ralite´, supposer que µx est arbitrairement petit. Avec
la perspective de recourir a` l’ine´galite´ de Berry-Esseen, nous e´valuons la fonction caracte´ristique
ϕ(t) :=
1
M(x; r)
∑
n6x
r(n)eit{h(n)−E}/D (t ∈ R),
ou`, pour simplifier l’e´criture, nous avons pose´ E := Eh(x; r), D := Dh(x; r).
Appliquons d’abord le The´ore`me 1.4 a` la fonction f(n) := r(n)eith(n)/D. Nous avons
max
p6x
{r(p)− ℜe f(p)} ≪ t2µ2x (|t| 6 1/µx),(7·8) ∑
p6x
r(p)− ℜe f(p)
p
6
1
2 t
2 (t ∈ R).(7·9)
Soit alors η une constante absolue suffisamment petite. Il re´sulte de ce qui pre´ce`de que les
conditions (1·15) et (1·16) sont satisfaites pour le choix δ := ηδ0(b) et εδ = |t|µx si b est assez
petit et
(7·10) 1
(log x)ηδ0(b)/2
< |t|µx 6 µx
√
2
η
log
2
µx
.
Nous pouvons donc utiliser l’estimation (1·25) dans ce domaine.
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La contribution des puissances pν avec ν > 2 au produit apparaissant au membre de droite
de (1·25) e´tant trivialement 1+O(t/D), nous obtenons, dans le domaine (7·10), en de´veloppant
eith(p) a` l’ordre 3,
ϕ(t) = e−t
2/2
{
1 + O
(
t3µx +
t
D
)}
.
Lorsque |t|µx 6 (logx)−ηδ0(b)/2, observant que E ≪ Dµx log2 x, nous employons la majora-
tion triviale
ϕ(t)− e−t2/2 ≪ t2 + |t|
DM(x; r)
∑
n6x
r(n){|h(n)|+ |E|}
≪ t2 + |t|µx log2 x+
|t|
D
∑
pν6x
r(pν)|h(pν)|M(x/pν ; r)
M(x; r)
≪ t2 + |t|µx log2 x+
|t|
D
∑
pν6x
r(pν)|h(pν)|
pν
( log x
log(2x/pν)
)1−c
,
ou` c est une constante positive convenable : cela re´sulte du th. 1.1 de [34] sous la forme
M(x; r) ≍ xeZ(x;r)/ log x, de la majoration de Halberstam–Richert [17] pour M(x/pν ; r),
et de (4·1) avec ε := (log x)−1/4. Compte tenu des hypothe`ses (ii) et (iv), nous obtenons
ϕ(t)− e−t2/2 ≪ t2 + |t|µx log2 x.
Lorsque
√
(2/η) log(2/µx) 6 |t| 6 1/µx, nous majorons ϕ(t) graˆce au Corollaire 2.1. A` cette
fin observons d’abord que
(7·11) µx ≫ 1/
√
log2 x
en vertu de l’ine´galite´
D2 =
∑
p6x
r(p)h(p)2
p
6 µ2xD
2
∑
p6x
r(p)
p
,
qui re´sulte de l’hypothe`se (iii). Donnons-nous alors une constante absolue λ0 > 0 assez petite
pour que τ0 := e
λ0/µ
2
x/ log x < 1/
√
log x. Nous avons∑
p6x
r(p)−ℜe {f(p)/piτ}
p
=
∑
p6x
r(p){1− cos(th(p)/D − τ log p)}
p
≫ 1
µ2x
uniforme´ment pour τ0 < |τ | 6 Tx := exp{(log x)1/4} : cela re´sulte du the´ore`me des nombres
premiers (cf., par exemple, le lemme III.4.13 de [33]) en restreignant par exemple la sommation
aux nombres premiers p > exp(1/τ0) tels que τ log p ∈ [12π − 110 , 12π + 110 ] (mod 2π). De plus,
lorsque |τ | 6 τ0,∑
p6x
r(p)− ℜe {f(p)/piτ}
p
>
∑
p6exp(1/τ0)
r(p)(1− cos{th(p)/D})
p
+ O(1)
>
2t2
π2D2
∑
p6exp(1/τ0)
r(p)h(p)2
p
+ O(1)
>
2t2
π2
+ O
(
1 +
t2
D2
∑
exp(1/τ0)<p6x
µ2xD
2
p
)
>
1
10 t
2
pour un choix convenable de λ0. Dans le domaine conside´re´, nous avons donc, avec la
notation (2·1),
mf (x;Tx) >
1
5η
log
( 2
µx
)
.
Compte tenu de (7·11), nous pouvons donc fixer η de sorte que
ϕ(t)≪ µ2x
(√
(2/η) log(2/µx) 6 |t| 6 1/µx
)
.
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L’ine´galite´ de Berry–Esseen (cf., e.g., [33], th. II.7.16) sur l’intervalle −T 6 t 6 T avec
T := 1/µx fournit donc
(7·12)
Fx(E + zD; f, r)− 1√
2π
∫ z
−∞
e−u
2/2 du≪ 1
T
+
∫ T
−T
∣∣∣∣∣ϕ(t)− e−t
2/2
t
∣∣∣∣∣ dt
≪ µx + log2 x
(log x)ηδ0(b)/2
+
1
D
·
Compte tenu de (7·11), on voit que le second terme du membre de droite de (7·12) est domine´
par le premier.
Lorsque l’hypothe`se (i) est remplace´e par la condition en moyenne (1·24), nous devons choisir
ε2δ := t2µ2x log(1+1/|t|µx) pour que la condition (1·19) avec h = 1 soit satisfaite et pouvoir ainsi
appliquer le The´ore`me 1.3. Les calculs pre´ce´dents demeurent alors valides, mutatis mutandis
et fournissent le re´sultat indique´.
Cela ache`ve la de´monstration.
7·4. Preuve du Corollaire 2.6
La fonction h(n) := Ω(ϕ(n)) est additive. Le the´ore`me de Bombieri–Vinogradov et les
estimations de moments centre´s pour la fonction p 7→ Ω(p− 1), telles qu’e´tablies par Alladi [1]
dans un e´nonce´ tre`s ge´ne´ral, permettent aise´ment de montrer que, pour x > 3, nous avons
Eh(x; r) :=
∑
p6x
r(p)Ω(p− 1)
p
= 12̺(log2 x)
2 + O(log2 x),
Dh(x; r)
2 :=
∑
p6x
r(p)Ω(p− 1)2
p
= 13̺(log2 x)
3 + O
(
(log2 x)
2
)
.
Cependant, le Corollaire 2.5 n’est pas applicable directement car la condition (iii) n’est pas
satisfaite. Cette difficulte´ peut eˆtre contourne´e en introduisant la fonction additive
h1(n) :=
∑
pν‖n
Ω(p−1)65 log2 x
Ω
(
ϕ(pν)
)
.
Nous verrons que h(n) = h1(n) sauf peut-eˆtre pour au plus ≪ x/
√
log x entiers n 6 x.
Admettons cela un instant. Au vu du terme d’erreur de (2·25), il suffit donc d’e´valuer la
fonction de re´partition relative a` h1, qui rele`ve du Corollaire 2.5 avec µx ≍ 1/
√
log2 x, puisque
la condition (iv) de cet e´nonce´ re´sulte trivialement de l’hypothe`se (1·9). Cela implique bien le
re´sultat annonce´.
Pour estimer le cardinal U(x) de l’ensemble des entiers n 6 x tels que h1(n) < h(n), nous
majorons sa fonction sommatoire par∑
p|n
( 32 )
Ω(p−1)−5 log2 x.
Il suit
U(x) 6
x
(log x)5 log(3/2)
∑
p6x
(3/2)Ω(p−1)
p
6
x
(log x)5 log(3/2)
∑
n6x
(3/2)Ω(n)
n
≪ x(log x)3/2−5 log(3/2) ≪ x√
log x
·
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