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Abstract
In this work, the suitability of density functional theory (DFT) for
the simulation of metal oxides has been evaluated and compared to
extended methods such as DFT+U and hybrid DFT (PBE0). The
DFT+U method has been applied to study the formation of small Ni
clusters on the CeO2 surface showing a stabilization of the particles
with increased number of Ni atoms. Ni-Ni bond length and gyration
radius of Ni particles supported on CeO2 have been shown to be larger
compared to similar Ni clusters in the gas phase indicating an opening
of the cluster structure. It is suggested that this leads to enhanced
accessibility and improved catalytic activity of the Ni clusters.
Investigation of CO2 adsorbed on the CeO2(111) surface has identified
a monodentate carbonate species of CO2 to be most stable on CeO2
at low coverage. Activation of CO2 is similar to what has been found
on pure metals such as Pt, Ni and Pd. Increasing CO2 coverage
leads to a destabilization of the monodentate species directing a mixed
adsorption mechanism with both carbonate and linear CO2 species.
Poor selectivity in particular in the presence of H2O vapor is one
of the main drawbacks of SnO2 gas sensors. Experimentally, it has
been shown that this can be overcome by doping of SnO2 with other
metal atoms. Here, the formation of Sn1−xTixO2 solid solutions has
been evaluated demonstrating favorable distribution of Ti on the SnO2
surface. The introduction of Ti atoms on six-fold surface sites has
further been shown to destabilize H2O species adsorbed dissociatively
on the Sn1−xTixO2 surface. An overall minimum in the absolute value
of H2O binding energy has been found at 25-30% surface Ti content.
This gives a possible explanation for the minimum in cross-sensitivity
to humidity found experimentally for Ti-doped SnO2 particles.
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Kurzfassung
In dieser Arbeit wurde die Eignung von DFT fu¨r die Berechnung von
CeO2 untersucht und mit erweiterten Methoden (DFT+U und hy-
brid DFT) verglichen. Die DFT+U Methode wurde verwendet, um
die Formation von Ni-Partikeln auf einer CeO2-Oberfla¨che zu unter-
suchen. Es wurde gezeigt, dass die Stabilita¨t der Ni-Anha¨ufungen mit
der Anzahl an Ni-Atomen steigt. Die Charakterisierung der geometri-
schen Eigenschaften zeigte auf, dass sich die Struktur von Ni-Partikeln
auf CeO2 im Vergleich zu entsprechenden Partikeln in der Gasphase
o¨ffnet. Dies la¨sst die Schlussfolgerung zu, dass Ni-Partikel, abgelagert
auf CeO2 zuga¨nglicher fu¨r adsorbierende Moleku¨le sind als reines Ni
und deshalb einen geeigneteren Katalysator darstellen.
Des Weiteren wurde die Adsorption von CO2 auf CeO2 untersucht und
eine Karbonatverbindung aus CO2 und einem Oberfla¨chensauerstoff-
atom als stabilste Form gefunden. Diese Struktur ist jedoch nur bis zu
einer bestimmten Beladung stabil. Bei hohen Beladungen sind neben
der Karbonatstrukturen außerdem lineare CO2-Moleku¨le vorhanden.
Der Schwachpunkt von SnO2-Gassensoren ist deren geringe Selekti-
vita¨t, insbesondere bei hoher Luftfeuchtigkeit. Eine Verbesserung der
Selektivita¨t kann durch die Dotierung mit anderen Metallen erreicht
werden. In dieser Arbeit wurde die Struktur von Sn1−xTixO2 Misch-
kristallen untersucht. Es wurde festgestellt, dass sich Ti-Fremdatome
bevorzugt an der SnO2-Oberfla¨che ansammeln und die Lokalisierung
von Ti auf sechsfach-koordinierten Oberfla¨chenpla¨tzen zu einer Desta-
bilisierung von H2O auf Sn1−xTix(110) fu¨hrt. Dies gibt eine mo¨gliche
Erkla¨rung fu¨r die optimale Selektivita¨t fu¨r Ethanoldetektion in feuch-
ter Umgebung, die experimentell fu¨r Ti-dotierte SnO2-Partikel bei ei-
nem Ti-Gehalt von 4.6 at% ermittelt wurde.
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1Introduction
Metal oxide-based materials have gained increased interest in numerous tech-
nologically important applications in the last century. Among others they have
shown to exhibit excellent properties for microchip technology [1, 2], in spintronic
devices [3, 4], in solar cells [5, 6], as portable chemoresistive gas sensors [7–9] and
as photocatalysts [10–12].
Recently, the trend in development and improvement of microchip materials
focuses on the miniaturization of the device. However, traditionally used materi-
als for gate insulators in microchips based on Si have reached their fundamental
size limits [1] resulting from their small dielectric constant. In this respect, oxides
from rare earth metals have shown to be promising alternatives owing to their
high stability in contact with Si and their high dielectric constants [2].
The magnetic properties of oxides doped with metal atoms such as Co also
make them interesting materials for spintronic devices. Investigation of Co-doped
TiO2, ZnO and CeO2 has revealed that the ferromagnetism of such materials is
mainly affected by the host oxide [3]. Control of the ferromagnetism is desired to
design materials for improved data storage devices [4].
Another interesting field for metal oxide-based materials is in gas sensing tech-
nology. Important specifications of technologically used gas sensors are a high
sensitivity, selectivity and the miniaturization potential. Adsorption already of
small amounts of molecules on semiconducting metal oxides (MO) changes the
electronic properties of the system (conductivity) resulting in a high sensitiv-
ity towards a certain analyte of such materials. This is especially important in
situations when the concentration of the analyte is very small, for example, in
breath analysis where volatile compounds need to be detected down to ppb con-
centrations. Furthermore it has been shown that the signal of metal oxide based
sensors can even be enhanced when the system size is reduced below twice the
Debye length [13–15]. It is thus possible and even advantageous to reduce the size
1
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of gas sensing metal oxides to the nanoscale. The reliability of the sensor signal
is an important issue when the sensing device is exposed to an environment with
competing species. It is limiting the performance of a gas sensor in particular in
breath analysis where water vapor, a competing species with the actual analyte,
is omnipresent and the relative humidity in the environment is changing arbitrar-
ily. This is, for example, the case for SnO2 exhibiting a high sensitivity towards
several analytes [16], however, also suffering from a significant cross-sensitivity to
background conditions [7]. Doping of SnO2 nanoparticles with small amounts of
Ti has been shown to improve the reliability of such chemoresistive gas sensors
in the presence of relative humidity [17]. In this respect, doped and mixed metal
oxides have a great potential to be specifically designed for enhanced sensing
properties in a particular environment.
Semiconducting metal oxides such as TiO2 and ZnO are also used as photo-
catalysts, for example for water and CO2 splitting [10, 18, 19]. Early research
in 1972 has demonstrated the photoinduced decomposition of H2O on TiO2 [10].
Since then intensive research has been done to optimize the photocatalytic behav-
ior of TiO2-based catalysts for hydrogen production from H2O or hydrocarbons
and for degradation of organic pollutants [20, 21]. In fact, it has been shown that
doping of TiO2 with substitutional or interstitial species, in particular nitrogen,
significantly improves the performance of the photocatalyst [11, 22].
The wide range of technological applications for metal oxide based materials
demonstrates their importance in our society. Recent research on the perfor-
mance of metal oxide supported materials or mixed/doped metal oxides indicates
the high potential to further improve and optimize the performance of MO based
materials. Possibilities of such mixed metal oxides, however, are numerous. In
this respect, theoretical simulations of such materials offer a great possibility to
investigate and understand the material properties and to suggest novel compo-
sitions for high-performing materials.
First principles calculations, for example based on density functional theory
(DFT), have been shown to be an adequate tool to determine the catalytic prop-
erties of transition metals based on their electronic structure and to screen for
the best material [23, 24]. Similar strategies have been proposed for metal oxides
[25, 26]. However, DFT suffers from serious errors in the electronic structure
description of strongly correlated systems. This results from the self-interaction
error of standard DFT and is in particular problematic for the simulation of tran-
sition and rare earth metal oxides where strong interactions between the d and f
bands, respectively, are present. As a result, using DFT, certain insulating ma-
terials such as UO2 [27], Ge [28] and reduced CeO2 [29, 30] are predicted to be
metallic and the band gap of wide band gap semiconductors is significantly un-
derestimated [31, 32]. Thus, a careful evaluation of the structural and electronic
properties of metal oxides obtained from DFT calculations is neccessary.
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In this work, advanced metal oxide surfaces have been studied addressing
their properties towards adsorption of small molecules. In particular, bulk and
surface properties of CeO2 have been determined and subsequent adsorption of
small Ni clusters on the CeO2(111) surface has been investigated. Furthermore,
the suitability of CeO2(111) as a CO2 catalyst has been evaluated simulating
adsorption of CO2 at different coverages. The second part focuses on SnO2-TiO2
solid solutions including the stability of their (110) surfaces and their properties
for H2O adsorption. The goal is to understand the effect of Ti atoms in the SnO2
structure on the adsorption of H2O and to possibly explain the behavior of the
cross-sensitivity to humidity of SnO2-TiO2 gas sensors. The content of chapters 5
to 7, is based on research articles published in connection with this thesis [33–35].
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2Theory
2.1 Density Functional Theory
Theoretical background of density functional theory is discussed here only briefly.
A detailed description of the detailed background can be found elsewhere [32, 36–
40].
2.1.1 Schro¨dinger Equation
Density functional theory is based on the Schro¨dinger equation which describes in
principle the motion of a quantum mechanical system equivalent to the Newton
equation in classical mechanics. The fundamental expression for the total energy
of a quantum mechanical system is the time-independent Schro¨dinger equation
(eq. (2.1)) which correlates the standing waves ψ (wavefunctions) of a system
with its total energy E in an eigenvalue problem.
Hˆψ = Eψ (2.1)
The quantum mechanical picture of a molecular system typically assumes the
light electrons to move around in the potential of the much heavier fixed nuclei.
According to this assumption, known as the Born-Oppenheimer approximation
[41], the Schro¨dinger equation can be solved for electrons moving in the static
electric field of the nuclei represented in eq. (2.2).
4
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Hˆel (R)ψ (r; R) = Eel (R)ψ (r; R) (2.2)
Hˆel = Tˆe + Vˆee + Vˆext
= −1
2
N∑
i=1
O2i +
N∑
i<j
1
|ri − rj| +
N∑
i=1
v (ri,R)
2.1.2 Kohn-Sham Theorem
Hohenberg and Kohn proved in 1964 that the ground state properties of a system
are uniquely defined by the electron density ρ(r) [38]. Thus, eq. (2.2) can be
rewritten according to eq. (2.3) and the total energy is expressed by eq. (2.4)
where T [ρ0] and Ec [ρ0] are the kinetic energy and the classical Coulomb energy,
respectively. Enc [ρ0] represents the non-classical electron-electron interactions.
E [ρ] = 〈ψ [ρ] |Hˆ|ψ [ρ]〉 (2.3)
E0 = T [ρ0] +
∫
Vext(r)dr + Ec [ρ0] + Enc [ρ0] (2.4)
With the electron density ρ, all properties of the N -electron system are de-
fined. However, an explicit form of the functionals is missing.
The Kohn-Sham theorem (1965) gives a solution to the N -particle problem
expressed in eq. (2.4). Kohn and Sham separated the many-body problem into a
non-interacting expression of the kinetic energy Ts [ρ], the long-range Coulomb in-
teractions and a remaining exchange correlation energy which includes all missing
effects. The advantage of this approach is that the exchange correlation part can
be approximated as a local or nearly local functional of the electron density. The
total electronic energy of eq. (2.4) within the Kohn-Sham approach transforms
to eq. (2.5).
EKS = Ts [ρ] +
∫
Vext(r)ρ(r)dr + Ec [ρ] + Exc [ρ] (2.5)
Exc [ρ] = 〈Tˆ 〉 − Ts [ρ] + 〈Vˆint〉 − Ec
2.1.3 Exchange Correlation Functionals
The Kohn-Sham exchange and correlation functionals are expressed by eq. (2.5).
Common approaches to approximate the exchange and correlation interaction in
the Kohn-Sham equations are the local density approximation (LDA) and the
5
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generalized gradient approximation (GGA). In LDA, Exc is defined according to
eq. (2.6). It assumes a homogeneous electron gas. In other words, the exchange
correlation potential only depends on the local electron density ρ(r).
Exc [ρ] =
∫
ρ (r) xc [ρ (r)] dr (2.6)
In GGA approaches, the effect of the density gradient is included (eq. (2.7)).
The exchange and correlation functional depends here additionally on the density
gradient Oρ(r).
Exc [ρ] =
∫
Fxc [ρ (r) ,Oρ] dr (2.7)
The Kohn-Sham method within the LDA or GGA approach for exchange and
correlation exhibits serious deficiencies in the description of systems in which elec-
trons are highly localized and interact strongly which is, for example, the case in
rare earth elements (and their oxides). This mainly results from the introduction
of an unphysical self-interaction in many exchange correlation functionals. Sev-
eral approaches have been proposed and (with limitations) successfully used to
overcome this problem. This include, for example, the DFT+U method [42] and
hybrid DFT approaches [43, 44] which are discussed in the following sections.
2.1.4 DFT+U
The purpose of the DFT+U approach is to improve the localization of d and f
orbitals in transition metal oxides and rare earth metal compounds, respectively
[45]. This is realized by the introduction of an on-site Hubbard-like interaction
(U potential) to the Hamiltonian (eq. (2.8)) [42, 45].
EDFT+U [ρ(r)] = EDFT [ρ (r)] + EU
[{nIσm }]− Edc [{nIσ}] (2.8)
In eq. (2.8), ρ(r) represents the electronic density and nIσm identify the occupa-
tion numbers of the atomic orbitals of atom I with the magnetic quantum number
m. Since the EU is added additionally, the interaction of the corresponding elec-
trons arising from the DFT total energy Edc has to be subtracted to remove the
double counting.
The model Hamiltonian introducing a Hubbard U potential can be summa-
rized according to eq. (2.9) [46, 47] based on the description of Anisimov et al.
[42, 45] with U and J beeing the screened Hubbard on-site repulsion and exchange
interaction parameter, respectively.
Hˆ =
U
2
∑
m,m′,σ
nˆm,σnˆm′,−σ +
U − J
2
∑
m6=m′σ
nˆm,σnˆm′,σ (2.9)
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Considering the double counting term Edc =
U
2
∑
I n
I
(
nI − 1) finally leads to
eq. (2.10) for the description of EDFT.
EDFT+U [ρ(r)] = EDFT [ρ(r)] +
U
2
∑
I,σ
Tr
[
nIσ
(
1− nIσ)] (2.10)
The introduction of the U potential to the LDA and GGA approach leads to
a shift of unoccupied orbitals by U
2
and of occupied ones by −U
2
enforcing the
localization of the affected orbitals. This approach has been shown to successfully
improve the computational results for systems such as NiO [45] and CoO [48]
where standard DFT calculations predicted an incorrect metallic behavior.
The DFT+U method in CP2K is implemented accoridng to Dudarev et al.
[27, 47].
2.1.5 Hybrid DFT
In the hybrid formalism, the exchange correlation energy of the Kohn-Sham equa-
tions (eq. (2.5)) includes a portion of exact Hartree-Fock exchange. This leads
to a reduction of the self-interaction of electrons and results in an improved de-
scription of the electronic structure in strongly interacting systems.
Becke [43] has suggested to add exact exchange (EHFx ) and density functional
exchange correlation (EDFxc ) in same parts (half and half) to the total exchange
correlation energy (eq. (2.11)).
Exc =
1
2
(
EHFx − EDFxc
)
(2.11)
More commonly used, however, is the B3LYP formalism which mixes exact
exchange, the exchange functional of Becke (B88) and the Lee-Yang-Parr (LYP)
[49] correlation (eq. (2.12)).
Exc = E
DF
xc + a0
(
EHFx − EDFx
)
+ axE
Becke
x + acEc (2.12)
Another variation is the formalism of Perdew, Ernzerhof and Burke (PBE0)
[44] who derived the mixing parameter theoretically, resulting in an exchange
correlation energy with 25% of exact exchange (eq. (2.13)).
Exc = E
DF
xc + apbe0
(
EHFx − EDFx
)
(2.13)
apbe0 =
1
4
(2.14)
Here, we basically used the hybrid approach of Perdew et al. [44]. However,
the mixing parameter has been adjusted to the physical parameters of the system.
In the case of CeO2, we used a mixing parameter apbe0=0.2.
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2.2 Methods
2.2.1 Wannier Functions
Wannier functions are widely used to determine electronic and dielectric prop-
erties in solid-state materials, equivalent to localized molecular orbitals used to
describe chemical properties in molecular systems. Typically, in electronic struc-
ture calculations of periodic solids, eigenstates of the system are defined in the
reciprocal space, in terms of a quantum number k for the crystal momentum
and a band index n. The Wannier representation [50–52] translates the single-
particle orbitals of the reciprocal space to real-space localized orbitals assigned
to the lattice vector R where the orbital is localized [53].
Resulting from the periodic nature of solid state crystals, eigenstates of the
Hamiltonian Hˆ are also eigenstates of the translation operator Tˆn (Bloch the-
orem). It follows that Wannier functions are Fourier transforms of the Bloch
eigenstates according to eq. (2.15).
wn〉 = Vcell
(2pi)3
∫
BZ
ψnk〉eiφn(k)−ikRdk = Vcell
(2pi)3
∫
BZ
N∑
m=1
U (k)mnψmk〉e−ik·Rdk (2.15)
In this term, Vcell is the real-space primitive cell volume and ψmk are the Bloch
orbitals of the system for different bands m.
The periodicity of the solid crystal introduces the arbitrary factor φn(k). As
a result, the Wannier representation is non-unique. Several approaches exist to
describe the latter. One of which is the use of a localization criterion (eq. (2.16))
introduced by Marzari et al. [54].
Ω =
∑
n
∣∣〈r2〉n − 〈r〉2n] (2.16)
Minimization of eq. (2.16) leads to maximally localized Wannier functions
(MLWF). Ω can be separated in ΩI + Ω˜ where ΩI is invariant under arbitrary
transformation of Bloch orbitals.
When the wavefunctions are only sampled at the Γ-point, MLWF are ex-
pressed by eq. (2.17).
ωn (r) =
∑
m
∣∣∣Πie−A(i)]
mn
ψm (r) (2.17)
MLWF are a common strategy to investigate properties of solid state materials
including the characterization of chemical bonds, electric polarization and orbital
magnetization [55]. In general, the centers of Wannier functions can be regarded
8
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as the position of electron pairs, thus characterizing chemical bonds or lone pairs.
Analysis of Wannier functions gives information, for example, about polarization
of electrons upon bond formation between multiple atoms.
2.2.2 Nudged Elastic Band Calculations
In order to determine chemical reaction kinetics, the total energy of the transition
state is required. The transition state defines the highest energy point a system
has to overcome to arrive from the initial to the final state. It is the maximum of
the minimum energy path (MEP) of the reaction. Thus, the identification of the
MEP is necessary to find the transition state. Optimization of the MEP, however,
is not trivial. Several methods exist to sample the hyperspace of the potential
energy. Here, the nudged elastic band (NEB) approach [56, 57] has been applied.
In the NEB formalism, the transition path is optimized between given initial
and final states of a reaction. First, intermediate states or ”images” are esti-
mated between initial and final configuration. Often this is realized by linear
interpolation of the coordinates of initial and final state. The energy of these
states is then minimized considering both their internal potential energy and the
interaction with their neighboring states. The interaction between states can be
described as springs. It follows, that the objective function is a combination of
the potential energy of the states and the contribution of such spring interactions
to their adjacent states (eq. (2.18)).
S =
P∑
i=0
V (Ri) +
P∑
i=0
Pk
2
(Ri −Ri−1)2 (2.18)
In eq. (2.18), P indicates the number of examined states, V (Ri) the potential
energy of state i, and k the spring constant. In the NEB method, forces acting
on the examined states are separated into a component perpendicular and a
component tangential to the MEP. Within this scheme, the spring constant k does
not affect the shape of the MEP and can thus be used to control the resolution
of the MEP.
2.2.3 Computational Details
All computations have been carried out with the Quickstep [58] module of the
CP2K program package [59]. CP2K is a suite of programs implemented in For-
tran 95 and developed to efficiently perform electronic structure and molecular
dynamics simulations of solid state, liquid, molecular and biological systems.
Density functional theory calculations in CP2K are based on the Gaussian and
9
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plane waves (GPW) formalism allowing for quasi-linear scaling of computational
performance with system size.
Valence electrons of involved atoms are treated explicitly whereas interactions
of these electrons with the frozen core are described with norm-conserving pseu-
dopotentials [60]. Details about the valence electrons considered and the adopted
basis sets for specific atoms are described separately in each chapter. The utilized
contracted Gaussian-type basis sets are optimized either in the atomic ground
state of the atom [61] or in the electronic configuration that the atom exhibits
in selected molecules [62]. The latter strategy will be identified as the Mol-Opt
method in the following.
Depending on the basis sets used, the cutoff for auxiliary plane wave expansion
of the charge density has been optimized. Obviously, the cutoff required for an ac-
curate description of the electronic structure increased with increasing exponents
of the basis set (sharpness). The applied values are separately documented in each
chapter. Exchange correlation potentials are modeled within the generalized gra-
dient approximation using the Perdew-Burke-Ernzerhof (PBE) functional [63].
The total energy of the systems has been optimized in self-consistent field (SCF)
cycles using the orbital transformation method [64]. In order to optimize the ge-
ometry, the Broyden-Fletcher-Goldfarb-Shanno minimization algorithm (BFGS)
[65–68] has been applied. The structures have been optimized until the forces
were lower than 10−4 Ha
Bohr
and the atomic displacements were smaller than 3 ·10−3
Bohr.
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3The Rare Earth Metal Oxide
CeO2
3.1 Introduction
Rare earth metal oxides are highly interesting materials in numerous technologi-
cal applications [69], including automobile exhaust-gas conversion [70], materials
for optical glasses, ceramics and superconductors [71–73]. Recent studies have
demonstrated the capability of rare earth metal oxides such as La2O3, Pr2O3 and
Y2O3 [1, 2, 74] to be used as high performing gate insulators as a result of their
high dielectric constants and excellent thermodynamic stability in contact with
Si.
One of the most widely used and investigated rare earth metal oxides is CeO2.
Scientific interest in this particular metal oxide increased remarkably at the end
of the last century with publications related to CeO2 increasing from 29 in 1980
to 216 in 1994 [75]. Owing to its exceptional redox behavior ceria is in particu-
lar interesting in catalytic applications including the use in three-way-catalysts
(TWC) in automobiles [70, 76, 77], for methane steam reforming in solid oxide
fuel cells [78] or for CO2 activation [79]. The unique capability of CeO2 to readily
release and take up oxygen results from the uncomplicated reduction of Ce4+ to
Ce3+ and vice versa. Moreover, the fluorite structure of CeO2 is maintained even
after remarkable reduction [75], facilitating the reoxidation.
Experimental studies have proven the eligibility of CeO2 for CO oxidation,
soot combustion and as TWC [80, 81]. Doping of CeO2 with zircona has resulted
in a higher catalytic activity for such reactions [80, 81]. Enhanced oxygen mobil-
ity has been proposed as a possible explanation for the improved performance of
the mixed metal oxide [80]. It has further been shown that small metal particles
11
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supported on CeO2 provide improved catalytic activity, for example, in the case
of the water gas shift (WGS) reaction [82, 83], which can possibly be attributed to
the interaction between metal and metal oxide. However, a detailed understand-
ing of the underlying processes leading to enhanced performance of CeO2-based
catalysts is still missing. In this respect, computational analysis of the system is
an important and necessary task for development and design of new catalysts.
Figure 3.1: (a) Total density of states of CeO2 from density functional theory
calculations [30] and (b) dielectric function derived from optical reflectivity mea-
surements [84]. Both standard DFT (a, top) and DFT+U (a, bottom) have been
shown to be capable to capture the localized 4f states of Ce observed experimen-
tally (b). Marginal differences occurred for the position of the 4f states between
DFT and DFT+U calculations.
An accurate description of the CeO2 crystal by first principles calculations,
however, is challenging due to its strongly correlated electronic structure, mainly
represented by highly localized empty 4f states of Ce. Experimentally, these states
have been found to be 2.9-4.4 eV above the valence band [84–88]. For stoichiom-
etric CeO2, standard DFT has been shown to describe the electronic structure
and the localized unoccupied 4f states in reasonable agreement (E=2.9 eV) [30]
with experiments (Figure 3.1) [84, 87]. However, this is not the case for systems
where reduction of Ce4+ to Ce3+ is involved, for example, in Ce2O3 or reduced
12
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CeO2 surfaces [29, 30]. Hybrid DFT as well as DFT+U are possible solutions for
an improved description of such systems [30, 88–90].
To minimize errors in the description of the properties of CeO2, here, bulk
and surface properties of CeO2 have been investigated carefully using different
pseudopotentials (q12 and q30) and different computational methods, namely
standard DFT, DFT+U and PBE0 [44].
3.2 Methods
Pseudopotentials and Basis Sets Standard DFT calculations of this chapter
have been carried out according to section 2.2.3. For oxygen atoms, six electrons,
namely 2s and 2p, are treated explicitly in the valence shell. The interaction
with the frozen core is described by a GTH-type pseudopotential, denominated
as GTH-PBE-q6 in the CP2K repository [59]. Two different kinds of pseudopo-
tentials have been utilized for Ce. In the first one, twelve electrons (5s, 5p, 5d,
4f and 6s), are treated explicitly in the valence shell, referred to as q12 in the
following. For the second one, additionally 4s, 4p and 4d electrons are considered
in the valence shell increasing the number of explicitly calculated electrons to 30.
The latter is denominated as q30.
Several tests have been carried out using both triple- and double-ζ valence
basis sets for oxygen optimized according to the Mol-Opt method [62]. Only
marginal differences have been observed between the two. Thus, results are
shown here only for a selected choice of O-basis sets. When using the q12 pseu-
dopotential for Ce, a triple-ζ valence plus double polarization basis set has been
adopted for O. In the interest of computational efficiency, a double-ζ valence plus
polarization basis set has been adopted in simulations with the q30 pseudopo-
tential of Ce. The double- and triple-ζ basis sets used here are denominated as
DZVP-MOLOPT-GTH and TZV2P-MOLOPT-GTH, respectively, in the CP2K
repository [59].
Basis sets for Ce have been optimized in the atomic ground state using the
atomic calculations in CP2K. For q12, the optimized double-ζ basis set (DZV-
q12) has six contraction coefficients and provides three primitive functions for s
and p electrons and two primitives for d and f electrons. Different basis sets have
been optimized for the q30 pseudopotential and evaluated on the CeO2 molecule.
The results are shown in Table 3.1. The optimized double-ζ basis set used for the
q30 pseudopotential (DZV-GTH-q30-3) has nine coefficients with four primitives
for s and p electrons and three and two for d and f electrons, respectively.
The cutoff for the auxiliary plane wave expansion of the electronic density
has been set to 1000 Ry and 1200 Ry for calculations with the q12 and q30
pseudopotential, respectively.
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Table 3.1: Geometrical (Ce-O bond length dCe−O and O-Ce-O angle α) properties
and total energy Etot of the CeO2 molecule in its ground state calculated with
different basis sets. ncoeff indicates the number of coefficients of the basis set.
Based on its accuracy and computational costs (calculated on 8 processors), the
”DZV-GTH-q30-3” is being used for further calculations of the CeO2 crystal.
Basis Set ncoeff dCe−O [A˚] α [◦] Etot [Ha] SCF time [sec]
SZV-GTH-q30 6 1.866 180 -501.19 33.8
SZV-GTH-q30-2 10 1.849 180 -501.33 34.4
SZV-GTH-q30-3 9 1.850 180 -501.30 34.6
DZV-GTH-q30 6 1.819 180 -501.23 34.2
DZV-GTH-q30-2 10 1.833 180 -501.34 36.5
DZV-GTH-q30-3 9 1.830 180 -501.32 35.7
Extended DFT Calculations DFT calculations have been extended with
a Hubbard-U potential (DFT+U) and consideration of exact exchange in the
framework of hybrid PBE0 [44] calculations. The U potential as been used on
the f orbitals of Ce atoms and has been varied from 0 to 16 eV. If not stated else
the U potential used in DFT+U calculations with the q12 pseudopotential has
been set to 16 eV. When using the q30, the U potential has been set to 4.5 eV.
In PBE0 calculations, an exact exchange of 20% has been introduced. For
the results reported here special basis sets according to Auxiliary Density Matrix
Method (ADMM) [91] have been used.
Bulk and Surface Properties The stoichiometric CeO2 exhibits the fluorite
(face-centered cubic, Fm3¯m) crystal structure. All atomic positions in the fluorite
structure are defined by its symmetry and the lattice parameter a (Figure 3.2).
The progression of the total energy E as a function of the lattice parameter
(crystal volume V ) can be described according to the Murnaghan equation of
state (eq. (3.1)) [92], where V0 and E0 are the equilibrium volume and total
energy, respectively, and B0 and B
′
0 indicate the bulk modulus and its pressure
derivative.
E = E0 +
B0V
B′0
[
(V0/V )
B′0
B′0 − 1
+ 1
]
− V0B0
B′0 − 1
(3.1)
The Murnaghan equation of state is used in the following to determine the
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Figure 3.2: Fluorite unit cell of CeO2. Atomic positions of Ce (grey spheres) and
O (red spheres) are fully constraint by its space group (Fm3¯m) symmetry and the
lattice parameter a.
bulk modulus and the equilibrium lattice parameter of CeO2 calculated with
different computational settings.
Exposed crystallographic planes (surfaces) of CeO2 have been shown com-
putationally to be most stable in the order (111)>(110)>(100) [93]. This is in
agreement with experiments applying x-ray photoelectron spectroscopy (XPS)
and low-energy electron diffraction (LEED) techniques showing the (111) surface
to be most stable [94]. Based on this, surface properties have been investigated
here of the (111) surface of CeO2 focusing on relaxation of surface atoms and the
stability (surface energy) of CeO2(111). The surface energy ES has been calcu-
lated according to eq. (3.2), where Ebulk and Esurf are the total energy of the
bulk CeO2 and the CeO2 surface slab, respectively, and A is the exposed surface
area on one side of the slab [95].
ES =
Esurf − Ebulk
2A
(3.2)
In the calculations performed here, the slabs of bulk and surface CeO2 consist
of the same amount of atoms.
3.3 Bulk Properties
An accurate description of the electronic structure of CeO2 is problematic within
the framework of DFT calculations as it has been described in the introduction
(section 3.1). Thus, the electronic structure of bulk CeO2 including analysis of
the density of states (DOS), bulk modulus and equilibrium lattice parameters has
been carefully evaluated.
Density of States The DOS projected on the Ce and O atoms, respectively,
calculated with the q12 pseudopotential and different DFT-based methods, are
15
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shown in Figure 3.3. The CeO2 bulk has been simulated with DFT+U (U=16 eV),
PBE0 (20% exact exchange) and standard DFT using the PBE exchange corre-
lation functional. If not stated differently, the results in the following have been
obtained with spin-unrestricted calculations. The valence band extends to ca.
4 eV below the highest occupied state (0 eV) and is mostly populated by O-2p
orbitals (Figure 3.4). Its structure is comparable between all methods and similar
to previous DFT studies [30, 96] (Figure 3.1).
Remarkable variances in the projected density of states (PDOS) between the
different methods, however, is observed in the unoccupied states. Most critical
for the description of CeO2 in this respect is the accurate representation of the
characteristic peak of Ce4f states located in between the fundamental band gap
(between O2p and Ce5d). Experimental studies have yielded a value of 6.0 eV for
the fundamental band gap [87] whereas the empty 4f states have been measured
to be 2.6-3.9 eV above the valence band [87, 88]. In the calculations conducted
here using DFT+U with U=16 eV, these states are sharply localized, however, at
significantly higher energies than experiments predict. Resulting from the high
value of U , these 4f states are shifted to 6 eV above the valence band and they are
found to be at even higher energies than the Ce5d states (4 eV above the valence
band). A reasonable electronic structure is found utilizing the PBE0 method with
20% of exact exchange. Here, the Ce4f states are located 4 eV above the valence
band and the Ce5d states are located 7 eV above the valence band (Figure 3.3).
A similar structure is obtained with standard DFT calculations and restricted
spin population (Figure 3.5). The fundamental band gap results in 5.95 eV while
the Ce4f states are highly localized at 2.0 eV above the valence band. However,
when the spin population is allowed to relax (UKS) and the symmetry of the
spin-density has been broken initially, the system terminates in a spin-polarized
state. This leads to a delocalization of the empty 4f states and a decrease of the
O2p/Ce5d band gap to 0.7 eV (Figure 3.3, bottom and Figure 3.5).
For further investigation, the DOS has been projected additionally on the an-
gular momenta (s-, p-, d- and f-orbitals) of one Ce atom (Figure 3.6). Using UKS,
f-type orbitals in the valence band are partially occupied in the α-spin leading
to a polarization of the empty f-type orbitals in the α-channel. As a result, the
empty 4f states delocalize and shift to lower energies (0.41 eV above the valence
band). Furthermore, the f-type orbitals in the valence band are less occupied
with β-spin electrons than in the restricted calculation leading to a shift of the
empty 4f states to higher energies (4 eV above the valence band). These specific
features of the electronic structure in each of the two spin-channels is observed
in the respective other channel as well for different Ce atoms. Summation of the
PDOS of all atoms of the system thus results in a spread of 4f states (from 0.4 -
4 eV above the valence band).
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Bulk Modulus and Lattice Parameters The progression of the total energy
E as a function of the lattice parameter (crystal volume V ) can be described
according to the Murnaghan equation of state (eq. (3.1)) [92].
Figure 3.7 shows the total energy E as a function of the crystal volume V
calculated here with different methods and pseudopotentials. A non-physical
behavior is observed when the CeO2 bulk is simulated by standard DFT using
the q12 pseudopotential similar to the behavior of the PDOS (Figure 3.5). The
integrated spin-density decreases rapidly with the lattice parameter leading to
lower energies at larger a.
Fitting the total energy to the Murnaghan equation of states (eq. (3.1)) a
lattice parameter a of 5.57 A˚ is obtained for simulations using UKS calculations
with the q12 pseudopotential. This is by 3% larger than the experimental lattice
parameter (5.41 A˚ [85]). Furthermore, the bulk modulus B0 obtained from the
Murnaghan equation (95 GPa) underestimates the experimental value (220 GPa
[85]) by 57% (see Table 3.2).
A better description of the bulk structure of CeO2 has been obtained with
RKS where the lattice structure is not influenced by spin polarization. The lattice
parameter is found to be 5.48 A˚ in reasonable agreement with experiments and
previous calculations (5.37-5.48 A˚ [96–98], Table 3.2). With these simulations,
the underestimation of the bulk modulus can be reduced to 21%.
When using unrestricted spin calculations, the accuracy of the crystal struc-
ture could be improved applying the DFT+U method. Here, the rapid decrease
in energy resulting from the evolution of a spin-polarized electronic structure is
shifted to higher a. At a U value of 16 eV, the drifting into a spin-polarized
state could be omitted resulting in a lattice parameter of a=5.46 A˚ being again
in good agreement (+0.9%) with previous results (Table 3.2 [85, 96–98]).
Considering more valence electrons (q30 pseudopotential), the discrepancy
between standard DFT calculations and the extended DFT+U method can be
eliminated. Here, no spin-polarization is observed when asymmetric spin popu-
lation is allowed and the equilibrium lattice parameter a is found to be in close
agreement to previous results (see Table 3.2) for both standard DFT (5.42 eV)
and DFT+U (5.41 eV) using a U value of 4.5 eV.
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Figure 3.3: PDOS of bulk CeO2 projected on the orbitals of Ce and O atom using
extended DFT (DFT+U), hybrid DFT (PBE0) and standard DFT (PBE) calcu-
lations. Unrestricted spin-population (UKS) has been considered with all meth-
ods and the PBE exchange correlation functional has been used. In the DFT+U
scheme, a U potential of 16 eV has been utilized. An exact exchange of 20% has
been considered for PBE0 calculations.
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Figure 3.4: PDOS of bulk CeO2 projected on the angular momentum of the
orbitals of Ce and O atom using standard DFT (PBE) calculations.
Figure 3.5: Total DOS of bulk CeO2 obtained with the q12 pseudopotential and
RKS (red) and UKS (green) calculations.
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Figure 3.6: PDOS of bulk CeO2 projected on s-, p-, d- and f-type orbitals of one
Ce atom for RKS and UKS simulations. Partial population of f-type orbitals in
the α-spin leads to a delocalization of empty Ce4f orbitals.
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Figure 3.7: Difference between total energy (E) and energy at the equilibrium
volume (E0) as a function of the unit cell volume. Artificial spin-polarization re-
sulted in a non-physical behavior of the energy of the system as a function of its
volume and an overestimated equilibrium lattice parameter (q12, PBE: a=5.54 A˚)
when using the q12 pseudopotential. Using DFT+U (U=16 eV), this artifact could
be eliminated resulting in a lattice parameter a=5.46 A˚. Using the q30 pseudopo-
tential, only marginal differences have been observed for the energy to volume
behavior between standard DFT (a=5.42 A˚) and DFT+U (a=5.41 A˚) using a U
value of 4.5 eV.
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3.4 Surface Properties
Surface Energy The surface energy required to form the (111) surface of CeO2
has been calculated using both q12 and q30 pseudopotentials with different meth-
ods (DFT, DFT+U and PBE0) and the results are summarized in Table 3.2.
Despite the non-physical representation of virtual states with the q12 pseudopo-
tential (section 3.3) the calculated surface energy is in fairly good agreement
with previous results (Table 3.2). Simulations utilizing the q12 pseudopotentials
(RKS) yield surface energies of 0.73-0.78 J/m2 depending on the slab surface,
thickness and vacuum added between periodic images of the slab. It converges
towards a value of 0.73± 0.01 J/m2 using a p(3x3) surface, a slab with six O-Ce-O
trilayers and a vacuum of 10 A˚. Applying the q30 pseudopotential, a surface en-
ergy of 0.69±0.07 J/m2 has been calculated using the p(3x3) surface, six trilayers
and a vacuum of 15 A˚.
The basis set superposition error (BSSE) has been determined simulating the
surface with the same amount of so-called ”ghost-atoms” as there were ”real”
atoms in the bulk calculation. The purpose of ”ghost-atoms” is to provide the
basis sets for surface calculation that are by default present in bulk calculation.
The BSSE for a p(3x3) surface consisting of six O-Ce-O trilayers when all layers
are allowed to relax is calculated to be 0.07 J/m2 with the q12 and 0.05 J/m2
with the q30 pseudopotential.
Surface Relaxation Formation of the CeO2(111) surface has been been shown
to have little effect on the relaxation of surface atoms [96–98]. This is verified
by our calculations where a displacement of less than 0.1 A˚ in [111] direction is
found for all surface atoms. Figure 3.8 shows the change in distance between
adjacent layers upon creation of the (111) surface. Surface relaxation obtained
here using the q12 (RKS) is in very good agreement with previous calculations
by Skorodumova et al. [98]. The first layer of O atoms is shown to slightly move
towards the surface. Ce atoms, on the other hand, rather move outwards. Sub-
sequent layers of both Ce and O atoms only show marginal changes with respect
to their bulk position. Similar results are obtained using the q30 pseudopotential
(Figure 3.8).
3.5 Surface Vacancies
Formation of O vacancies on the CeO2 surface is crucial using DFT calculations
since it leads to the reduction of specific Ce atoms to Ce3+. Reduction of Ce
involves the occupation of the 4f orbitals that are unoccupied in stoichiometric
CeO2. Using standard DFT [99], this has been shown to evolve into a metallic
23
3. The Rare Earth Metal Oxide CeO2
Figure 3.8: Changes in interplanar spacings due to the relaxation of the (111) sur-
face of CeO2 calculated here (solid line) with both the q12 and q30 pseudopotential
compared to previous calculations (dotted line) [98]. ∆zi,S indicates the interpla-
nar spacing between atomic layers i and i+1 of the surface and ∆zi,B indicates the
interplanar spacing in the bulk.
behavior of the reduced CeO2 surface in disagreement with experimental results
[86, 100, 101]. This artifact can be overcome using DFT+U calculations [99, 102].
Gironccoli et al. described a linear response method to determine the value
of U [103]. Using DFT+U calculations with U=5 eV the formation of a O
vacancies in the surface layer has been described previously to be accompanied
by the occupation of 4f states 0.9 eV above the valence band [97]. Here, the use
of standard DFT (U=0 eV) calculations with the q30 pseudopotential resulted
in a metallic description of the (partially) reduced CeO2 surface (Figure 3.9)
demonstrating the deficiencies of this method in agreement with previous DFT
studies [99]. Additional electrons provided by oxygen vacancies occupy the 4f
orbitals of Ce electrons 2.27 eV above the valence band. These states are found
on the lower edge of the conduction band resulting in a metallic behavior of the
reduced CeO2(111) surface. The effect of the value of U on the density of states
upon formation of a surface O vacancy (1/9 ML) has been investigated for U
values ranging from 0 to 5 eV (Figure 3.9). Increasing the value of U leads to
a shift of occupied 4f states (Ce3+ atoms) to lower energies. Using a U value of
4.5 eV, occupied 4f states of Ce3+ atoms are found 1.48 eV above the surface in
agreement with experimental results (1-1.4 eV [104]).
The vacancy formation enthalpy Evac has been calculated according to eq. (3.3),
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Figure 3.9: DOS of reduced CeO2 simulated with DFT+U with U ranging from 0
to 7 eV. Occupied 4f states of Ce3+ move closer to the valence band with increasing
U.
where ECeO2 and ECeO(2−x) signify the total energy of the stoichiometric and
reduced surface, respectively, and EO2,g is the gas phase energy of an oxygen
molecule in the triplet state. Nvac gives the number of vacancies.
Evac =
ECeO(2−x) +
x
2
EO2,g − ECeO2
Nvac
(3.3)
The energy required to create O vacancies in the surface layer has been calcu-
lated to be 3.67 and 3.37 eV with standard DFT and DFT+U calculations, respec-
tively, in good agreement with DFT calculations performed previously (3.39-3.98
eV [93], Table 3.3). Other calculations utilizing the DFT+U method have re-
ported lower enthalpies for surface vacancy formation (2.15-2.92 eV [96, 105]).
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Table 3.3: Vacancy formation energy of surface (Evac) and subsurface (Evac,sub)
vacancies calculated here and in previous DFT studies [93, 96, 105, 106].
Method Evac Evac,sub Reference
PBE 3.67 - this work
DFT+U 3.37 3.74 this work
GGA+U 2.15 1.89 [96]
LDA+U 2.92 2.95 [96]
GGA+U 2.34-2.50 1.87-2.40 [105]
PBE 3.39-3.98 3.21-3.80 [93]
exp. 4.7-5.0 - [106]
However, the energies calculated here, are closer to what has been measured ex-
perimentally (4.7-5.0 eV [106]). Similarly, the enthalpy of formation of subsurface
vacancies (3.74 eV) is overestimated with respect to previous calculations using
the DFT+U method (1.87-2.95 eV [96, 105]). Furthermore, here, we have found
subsurface vacancies to be less stable compared to surface vacancies. Previous
computational studies showed the contrary [93, 96, 105]. A possible explanation
of this discrepancy between ours and previous calculations is the location of Ce3+
sites. This has been shown to affect the stability of O vacancies by up to 0.53 eV
[105].
A detailed study on the location of Ce3+ sites, however, is tedious and was
not feasible in this study. Nevertheless, we have simulated specific electronic
configurations for surface O vacancies and have found similar results as have been
calculated previously. The most stable configuration has been found when Ce3+
localize on next-nearest neighbor (NNN) positions (Figure 3.10). The divergence
of reduced Ce atoms away from the vacancy is found to stabilize the surface by
0.43 eV. A similar trend has been found previously where the divergence of one
Ce3+ site away from the vacancy has been found to stabilize the system by 0.16
eV compared to the nearest neighbor (NN) configuration (Figure 3.10).
3.6 Conclusions
Different DFT-based methods, namely standard DFT, DFT+U and PBE0, have
been utilized to characterize CeO2 bulk and its (111) surface. For Ce atoms,
either twelve or 30 electrons have been considered in the valence shell. An ac-
curate description of the unoccupied 4f-orbitals is the most crucial task when
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Figure 3.10: Isosurfaces of the spin-density resulting from oxygen vacancy for-
mation in the surface layer of CeO2 calculated in (a,b) this and (c,d) previous
studies [105]. The system has been found to stabilize when reduced Ce-sites drift
away from the vacancy. NN indicates a nearest neighbor position and NNN a
next-nearest neighbor position.
using ab initio calculations to describe the electronic structure of CeO2. Using
spin-restricted standard DFT calculations and a pseudopotential that considers
twelve valence electrons (q12) the density of states of stoichiometric CeO2 could
be accurately described. However, when the spin is allowed to relax (UKS), an
asymmetric occupation of f-type orbitals in the valence band is found to be the
most stable state leading to a delocalization of the unoccupied 4f states of Ce and
an unphysical behavior of the bulk modulus, equilibrium lattice parameter and
surface relaxation of CeO2. This problem can be overcome using the DFT+U
approach with a U value of 16 eV or the PBE0 method considering an exact
exchange of 20%. Another solution has been found when using a pseudopotential
for 30 valence electrons. In this case, even unrestricted standard DFT calcula-
tions are capable to accurately describe the electronic structure of stoichiometric
CeO2. Structural parameters such as bulk modulus (195 GPa), equilibrium lat-
tice parameter (5.42 A˚) and surface relaxation (<0.1 A˚) have been found to be in
reasonable agreement with previous calculations and experiments [85, 86, 96–98].
The surface energy has been found to converge to a value of 0.73±0.01 J/m2
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using a p(3x3) surface slab with six O-Ce-O trilayers and a vacuum of 10 A˚ with
the q12 pseudopotential. Considering 30 valence electrons (q30 pseudopotential)
for the simulation of the same slab with 15 A˚ vacuum, a surface energy of 0.69
J/m2 is calculated. The BSSE has shown minor effects on the surface energy.
With the q12 and the q30 pseudopotential, the BSSE has been calculated to be
0.07 and 0.05 J/m2, respectively.
Only little reconstruction of slab atoms compared to their bulk equilibrium
position has been observed when the (111) crystallographic plane of CeO2 is
exposed (<0.1 A˚) in agreement with previous calculations [96, 98]. Most pro-
nounced is the contraction of adjacent O layers of the surface and subsurface
O-Ce-O trilayer (-0.02 A˚).
Surface vacancy formation (of O atoms) as been investigated with the q30
pseudopotential focusing on the effect of the Hubbard U value in the DFT+U
formalism. For U=0 eV (standard DFT), excess electrons, stemming from the
removed surface O atoms, occupy Ce4f states leading to a metallic description of
the electronic structure. Increasing U, these occupied states shift to lower ener-
gies. Using a U value of 4.5 eV, the electronic structure of reduced CeO2 has been
described in good agreement with experimental results showing a gap between
valence band and occupied 4f states and between occupied and unoccupied 4f
states of 1.48 eV and 1.37 eV, respectively.
28
4Adsorption of Ni Clusters on
CeO2(111)
4.1 Introduction
Combined metal - metal oxide systems are important materials for numerous
technological applications such as microelectronics, photovoltaics, gas sensors and
in particular in oxide-supported metal catalysts [107]. In this respect, enhanced
catalytic activity of the water gas shift reaction (CO + H2O → CO2 + H2)
on Pt has been observed when Pt particles are deposited on metal oxides such
as Al2O3, CeO2 and TiO2 [108–110]. Pt nanoparticles on ceria have also been
shown to assist the oxygen transfer in the CeO2 support [111] leading to improved
catalytic activation of CO oxidation.
Another interesting oxide-supported metal system is Ni on CeO2. In fact,
ceria-supported Ni particles have shown improved activity for the methanation
of CO2 [112]. More recently, the catalytic activity of Ni-CeO2 could even be
increased by changing the morphology of Ni from nanopolyhedra to nanorods
[113].
Several reasons are proposed for the improved catalytic activity of metal oxide
supported metal clusters. These include the supply of reactants through surface
diffusion, the change of electronic properties and the modified morphology of the
metal clusters compared to extended surfaces [114]. In particular, the morphology
of the metal is decisive for the catalyst’s activity. In this respect, it is known that
the binding energy of reactants, such as CO in the case of the WGS reaction, is
increased on a more open structure where edges and corners are present leading
to higher reaction rates of, for example, CO oxidation [114]. The choice and
structure of the metal oxide support can directly control the morphology of the
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deposited metal particles [115]. Nevertheless, the changes in electronic structure
can also lead to significant alteration in the catalytic performance of the oxide-
metal system. The effect of so-called electronic metal support interactions (EMSI)
has been discussed in detail recently [116].
Reliable production of metal/metal-oxide systems with controlled morpho-
logical properties, however, is difficult. Furthermore, experimental tools such as
scanning tunneling microscopy (STM) or atomic force microscopy (AFM) uti-
lized to characterize these materials are limited in temperature and pressure. In
this regard, ab initio simulations offer a great possibility to study the formation
and morphology of (small) metal structures on metal oxides and, in addition, de-
scribe the electronic structure of such systems providing insight in the underlying
driving mechanism of a specific reaction.
In fact, DFT calculations revealed a facilitated cleavage of O-H on the cor-
ner atoms of small Pt particles on CeO2(111) resulting in an improved catalytic
activity of the Pt/CeO2 system for the dissociation of H2O in agreement with
experiments [117]. Another theoretical study has investigated the interaction of
Ni atoms with CeO2- ZrO2 surfaces [118]. Previously, experiments have shown
higher catalytic activities of Ni when deposited on the CeO2- ZrO2 solid solution
compared to Ni particles deposited on the pure oxides [119] attributed to their
higher surface area and the strong metal-support interaction (SMSI). This has
been confirmed by DFT calculations indicating a stronger interaction between Ni
and the support on Zr sites [118].
Nevertheless, Ni particles on pure CeO2 have been shown to be a promising
catalyst for several reactions such as the WGS reaction [120, 121], CO metha-
nation [121] and steam reforming of ethanol [122–125]. Characterization of the
Ni/CeO2 system using STM measurements displayed Ni to form particles on the
(111) surface of CeO1−x with a particle size of 1.5 to 4.5 nm depending on the
stoichiometry and the annealing temperature [126].
However, a consistent description of atomic and multiatomic Ni on CeO2
based on ab initio calculations is still missing. Using DFT calculations with the
PW exchange-correlation functional [127], it has been shown that Ni atoms are
most stable on top of surface O atoms of CeO2(111) [128]. The contrary has
been observed by Lu et al. who found hollow and bridge O sites to be favored
over O top sites for Ni adsorption on CeO2(111) [129]. A possible explanation
for this discrepancy is the utilization of a different description of the electronic
structure of Ce. Chafi et al. considered 6s, 5d and 4f electrons in the Ce valence
shell [128] whereas Lu et al. additionally included 5s and 5p electrons [129]. The
different results could also arise from different locations of excess electrons in
CeO2. Recently, it has been shown that the position of reduced Ce sites (Ce
3+)
can affect the Ni binding energy by up to 0.5 eV [130].
Here, we have investigated the stability and geometry of Ni clusters in the gas
30
4.2 Methods
phase. Subsequently, adsorption of Ni clusters on CeO2(111) has been simulated
and analyzed in terms of energetic (binding energy), structural (Ni-Ni bond length
and gyration radius) and electronic (density of states) properties. Ni clusters have
been investigated up to a size of 13 atoms.
4.2 Methods
The calculations of this chapter have been carried out using the q30 pseudopo-
tential for Ce (see section 3.2) considering 30 electrons in the valence shell. A
double-ζ basis set has been adopted to describe the valence electrons, optimized
in the atomic ground state. Six and 18 electrons have been treated explicitly
for O and Ni atoms, respectively. Mol-Opt double-ζ basis sets [62] with polar-
ization have been used for the latter atoms, identified as DZVP-MOLOPT-GTH
(oxygen) and DZVP-MOLOPT-SR-GTH (nickel) in the CP2K repository [59]. A
cutoff of 1200 Ry has been used for the auxiliary plane wave expansion of the
charge density. For all calculations, the DFT+U method has been adopted using
a U value of 4.5 eV on the 4f electrons of Ce.
The optimized lattice parameter of CeO2 with these specifications has been
calculated to be 5.41 A˚ in excellent agreement with experiments (5.41 A˚ [84–88]).
The CeO2(111) surface has been simulated using a slab of six O-Ce-O trilayers
of which the top three have been allowed to relax and the bottom three have
been fixed in their bulk position. To avoid interactions with its periodic images,
a vacuum of 15 A˚ has been introduced along the [111] direction. A surface
dimension of p(3x3) has been used corresponding to a total of nine active surface
Ce sites in the simulation cell.
Simulation of Ni clusters in the gas phase consisting of two to ten atoms has
been carried out in a periodically repeated box of 15x15x15 A˚. The energy of
formation EF of such clusters has been calculated according to eq. (4.1), where
nNi defines the number of Ni atoms in the cluster and Ecluster and ENi,g refer to
the total energy of the Ni cluster and the Ni atom in the gas phase (triplet),
respectively. A negative value of EF thus indicates the cluster formation to be
an exothermic reaction.
EF =
Ecluster − nNi · ENi,g
nNi
(4.1)
The binding energy of Ni clusters on CeO2(111) has been calculated in analogy
to the formation energy according to eq. (4.2), where Eslab+nNi is the total energy
of the CeO2(111) slab with an adsorbed Ni cluster containing nNi atoms. Eslab
refers to the total energy of the clean CeO2(111) surface.
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EB =
Eslab+nNi − (nNi · ENi − Eslab)
nNi
(4.2)
4.3 Ni Clusters in Gas Phase
Ni clusters in the gas phase have been investigated with a size of 2, 3, 4, 5, 9 and
10 Ni atoms (Figure 4.1). At a size of five and nine Ni atoms, both a flat and a
three-dimensional (3D) initial configuration of the cluster have been considered.
Nevertheless, energy optimization of both initial configurations of Ni clusters with
nine atoms resulted in a 3D structure. Results are thus presented only for the
most stable structure with nine atoms. All simulated configurations have been
assumed to exist in a singlet state.
Figure 4.1: Stable configurations of Ni clusters in gas phase with a particle size of
3, 4, 5, 9 and 10 atoms. Formation energy and geometrical properties are reported
in Table 4.1.
The formation energy EF has been calculated referring to the energy of a
single Ni atom (gas phase) in the triplet state. The absolut value of EF increases
with increasing number of Ni atoms in the cluster (Table 4.1, Figure 4.2) and
converges towards a value of ca. -3 eV. This behavior is consistent with what
has been shown previously using molecular orbital theory [131] and DFT [132].
The three-dimensional configuration of a cluster with five Ni atoms is found to be
favored over the flat configuration by an energy of 0.08 eV. The same has been
observed previously by Lu et al. [132]. However, there, the energy difference
between the two configurations was significantly higher (∆EF = 0.54 eV) [132].
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Table 4.1: Formation energy EF, average Ni-Ni bond length dNi−Ni and radius of
gyration rG of Ni clusters with varying number of atoms.
configuration EF [eV] dNi−Ni [A˚] rG [A˚]
2Ni -1.27 2.11 1.05
3Ni -1.76 2.22 1.28
4Ni -2.09 2.31 1.41
5Ni-flat -2.26 2.29 1.83
5Ni-3D -2.34 2.34 1.59
9Ni -2.88 2.39 2.08
10Ni -2.95 2.38 2.15
A similar trend is observed for the average bond length of Ni atoms. The
Ni-Ni bondlength (dNi−Ni) increases from 2.11 A˚ for the Ni-dimer to 2.39 A˚ in
a cluster with nine Ni atoms (Table 4.1, Figure 4.2). This is again in excellent
agreement with previous calculations [131, 132]. In the flat cluster with five Ni
atoms, dNi−Ni is found to be smaller (2.29 A˚) compared to its 3D isomer (2.34 A˚).
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Figure 4.2: Average Ni-Ni bond length dNi−Ni and formation energy EF of Ni
clusters as a function of the cluster size (number of Ni atoms).
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4.4 Adsorption of Atomic Ni on CeO2(111)
Stability Adsorption of a single Ni atom on CeO2 has been simulated on three
different high-symmetrical surface sites: (i) on-top of a surface O atom (top), (ii)
on a hollow site (hol) and (iii) on a bridge site (bri). The resulting optimized
configurations are shown in Figure 4.3. Ni is found to be most stable on a bri site
(Figure 4.3 c) with a binding energy of -2.37 eV (Table 4.2). On a hol site, it is
slightly less stable with EB=-2.18 eV. The least stable adsorption site is on-top of
a surface oxygen atom (top) resulting in a binding energy of -1.87 eV. No stable
configuration is found for Ni adsorbed on-top of Ce.
Contradictory results have been reported in previous computational studies
for atomic adsorption of Ni on CeO2(111). Using standard DFT calculations
with the exchange correlation functional proposed by Perdew and Wang [127],
Chafi et al. found Ni to be most stable on a top site with a binding energy
of -2.64 eV [128]. Adsorption on hol was less stable with a binding energy of
-2.42 eV (Table 4.2). This is in contrast to the results of Lu et al. [129] where Ni
was least stable on a top site in agreement with our calculations. However, Lu et
al. [132] found Ni to be most stable on a hol site whereas we observed bri to be
the favored adsorption site. A possible explanation for this discrepancy is that
the various positions of Ce3+ atoms, formed upon Ni adsorption, have not been
considered explicitly in our calculations. The location of Ce3+ has been shown to
vary the stability of adsorbed Ni by up to 0.5 eV [130].
Table 4.2: Binding energy EB in eV of one Ni atom adsorbed on CeO2(111) on
top of a surface O atom (top), on a hollow site (hol), on a O bridge site (bri) and
on top of a Ce atom (topCe).
reference top hol bri topCe
this work -1.87 -2.18 -2.37 not stable
Chafi et al. [128] -2.46 -2.43 – -1.92
Lu et al. [129] -0.35 -1.51 -1.18 –
Carrasco et al. [130] – -3.68 – –
Geometry In the least stable configuration on a top site, the Ni atom binds to
a surface O atom (Osurf) with a Ni-O bond length of 1.73 A˚ (Table 4.3). This is
slightly smaller than what has been reported in previous computational studies
(1.76 A˚ [129]) and 1.77 A˚ [128]). The adsorption of Ni on top causes only marginal
reconstruction of the CeO2 surface. The active Osurf moves away from the surface
by 0.04 A˚ compared to its position on the clean CeO2(111) surface. At the same
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Figure 4.3: Stable configurations of one Ni atom adsorbed on a (a) top, (b) hol
and (c) bri site. Ni is found to be most stable on bri with a binding energy of
-2.37 eV.
time, this leads to an elongation of the Osurf-Ce bondlength from 2.34 A˚ (clean
CeO2) to 2.41 A˚.
In the three-fold coordinated configuration of Ni on a hol site, the Ni-O bond
length is significantly larger (2.06 A˚) and identical to previous calculations (2.06 A˚
[129]). Adsorption of Ni causes a contraction of the surface O atoms bound to
the adsorbate resulting in a significant elongation of the O-Ce bond length to
the next nearest Ce atom (dO−Ce2, Figure 4.3) to 2.66 A˚. This is in reasonable
agreement with what has been observed previously (2.72 A˚ [129]). Furthermore,
the adsorption of Ni leads to a shift of the neighboring surface O atoms away
from the surface by 0.20 A˚ compared to their position on the clean CeO2(111)
surface.
The Ni atom on a bri site is two-fold coordinated to the O atoms of the CeO2
slab. Accordingly, the Ni-O bond length (dNi−O) is with 1.96 A˚ in between the
one of one- (top, 1.73 A˚) and three- (hol, 2.06 A˚) fold coordinated Ni. In contrast
to the one-fold coordination, here, dNi−O is slightly overestimated compared to
previous results (1.89 A˚ [129]). The distance to the next nearest O atom (O3,
Figure 4.3) is found to be 3.07 A˚ certifying the absence of a bond between Ni and
O3. Adsorption on bri causes a shift of the interacting surface O atoms outward
of the surface by 0.29 A˚ similar to what is observed on hol (0.20 A˚). Additional
specifications of the geometry are listed in Table 4.3.
Electronic Structure Analysis of the projected density of states (PDOS) for
all three stable configurations (Figure 4.4) revealed the evolution of occupied d-
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Table 4.3: Geometrical properties in A˚ of one Ni atom adsorbed on CeO2(111)
on top of a surface O atom (top), on a hollow (hol) and on a O bridge site (bri).
A graphical description of the distances is shown in Figure 4.3.
site dNi−O dNi−O2 dNi−O3 dNi−Ce dO−Ce dO−Ce2 dO−Ce3 reference
top 1.73 – – 3.41 2.41 – – this work
1.76 – – – – – – [129]
1.77 – – 3.48 – – – [128]
hol 2.06 2.56 – 2.73 2.32 2.66 – this work
2.06 – – – – 2.72 – [129]
bri 1.96 2.71 3.07 2.40 2.28 2.56 2.63 this work
1.89 – – – – – – [129]
type orbitals of Ni above the valence band of CeO2 when Ni atoms are adsorbed on
the surface. The position of these states is similar on a top and hol site located
at 1.77 eV (Figure 4.4 a) and 1.76 eV (Figure 4.4 b), respectively, above the
valence band of CeO2. When Ni is adsorbed on a bri site, these states are found
at remarkably lower energy (1.20 eV above the CeO2 valence band, Figure 4.4 b).
This indicates a stabilization of Ni on bri compared to the other two adsorption
sites and is in agreement with its lower binding energy. A detailed analysis of
the PDOS (Figure 4.4 d) shows degenerated states in the highly symmetric hol
configuration. A shift of the Ni atom to a bri site breaks the symmetry and leads
to a splitting of the degenerated states and a shift of the latter two lower energies
explaining the stabilization of Ni on bri.
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Figure 4.4: PDOS of Ni adsorbed on a (a) top, (b) hol and (c) bri site. The
inlet (d) shows a magnification of the occupied d-type orbitals of Ni on hol and bri
demonstrating a shift of these orbitals to lower energies when Ni is adsorbed on a
bri site.
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4.5 Adsorption of Multiatomic Ni Clusters on
CeO2(111)
Stability The binding energy EB of Ni clusters on CeO2 has been calculated
referring to the gas phase energy of a single Ni atom (triplet). The effect of
the number of Ni atoms on the stability of the clusters adsorbed on CeO2 is
similar to what has been observed in the gas phase: the absolute value of the
binding energy increases with the number of Ni atoms (Figure 4.6). Various
configurations have been investigated at each cluster size (number of Ni atoms)
demonstrating three-dimensional (3D) configurations to be favored over flat ones.
Selected configurations of stable structures are shown in Figure 4.5. The binding
energy of the most stable configuration converges to a value of ca. -3.7 eV.
Table 4.4: Binding energy EB, average Ni-Ni bond length dNi−Ni and radius of
gyration rG of Ni clusters with different numbers of Ni atoms adsorbed on CeO2.
configuration EB [eV] dNi−Ni [A˚] rG [A˚]
3Ni -3.15 2.29 1.32
5Ni-flat -3.28 2.42 2.02
5Ni-3D -3.40 2.35 1.70
9Ni-flat -3.31 2.44 2.83
9Ni-3D -3.55 2.42 2.25
10Ni -3.60 2.44 2.26
13Ni -3.64 2.39 2.68
It has to be noted that the simulated configurations have been assumed to
exist in a singlet state. Changes in the spin configuration can possibly have a
considerable effect on the stability of the systems as it has been shown for the
adsorption of single Ni atoms on CeO2(111) [130]. An explicit elaboration of all
possible spin states, however, is complex and not feasible within this study. Nev-
ertheless, the here presented results are expected to give an accurate qualitative
trend for the stability of Ni clusters adsorbed on CeO2(111).
Geometry The morphology of Ni clusters can be described by the radius of
gyration rG. It has been calculated according to eq. (4.3), where ri is the position
of atom i, rCM is the center of mass of the Ni cluster and nNi is the number of Ni
atoms.
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Figure 4.5: Selected stable configurations of Ni clusters adsorbed on CeO2(111).
Corresponding binding energy and structural properties of the shown configurations
are reported in Table 4.4.
r2G =
∑nNi
i (~ri − ~rCM)2
nNi
(4.3)
A smaller radius of gyration indicates a more compact structure of the cluster.
This is verified comparing the radius of gyration for flat and 3D structures: rG
of flat structures is always greater than the one of 3D structures (Table 4.4,
Figure 4.7). The stabilization of the 3D structure over the flat one is additionally
reflected in the smaller average Ni-Ni bond length (dNi−Ni). This is especially
pronounced at a cluster size of five Ni atoms, where dNi−Ni in the 3D structure is
by 0.07 A˚ smaller than in the flat structure.
The interaction of Ni atoms with the CeO2 surface leads to a small opening
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Figure 4.6: Binding energy EB of Ni clusters adsorbed on CeO2(111) in a flat
(dashed line) and three-dimensional (3D, solid line) configuration. 3D structures
are favored over flat ones at all calculated cluster sizes.
of the cluster structure, displayed by a larger rG and longer dNi−Ni compared to
Ni clusters in the gas phase (Table 4.1). This suggests that the accessibility of
Ni clusters supported on CeO2 is enhanced compared to gas phase clusters and
can possibly lead to facilitated reaction mechanisms of adsorbing molecules such
as CO2.
The radius of gyration rG naturally increases with the number of particles. In
order to compare the radius of gyration of clusters formed from different num-
bers of Ni atoms, rG has thus been normalized to the number of Ni atoms (
rG
nNi
).
The evolution of the normalized radius of gyration with increasing number of
atoms of the cluster is represented in Figure 4.7. The normalized rG decreases
monotonously with the number of Ni atoms (Figure 4.7) for 3D structures indi-
cating the formation of compact Ni clusters and it converges towards a value of
0.2 A˚ for clusters with more than eleven atoms.
The quantitative description of the stability of CeO2-supported Ni clusters
depending on their morphology is an interesting task since it can give an estima-
tion of the spontaneous formation of Ni clusters on CeO2(111) when produced
experimentally. Here, we have analyzed the evolution of the binding energy of
Ni clusters as a function of their normalized radius of gyration (Figure 4.8) for
all investigated configurations. The binding energy shows a linear trend with the
radius of gyration. Linear regression estimates a binding energy of -3.96 eV at a
the hypothetical limit of rG=0 A˚. This is reasonably close to the binding energy
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Figure 4.7: Evolution of the radius of gyration rG of Ni clusters adsorbed on
CeO2(111) with the number of atoms in the cluster. rG has been normalized to
the number of Ni atoms ( rGnNi ).
calculated here of Ni clusters with ten to 13 atoms (|EB| =3.60-3.64 eV) propos-
ing that the stability of the clusters will enhance only marginally with further
addition of Ni atoms.
Moreover, with this approximation, the maximum rG can be estimated where
Ni adsorption becomes thermodynamically unfavorable (EB>0 eV). With the lin-
ear behavior found here, the maximum value of the normalized radius of gyration
is calculated to be 1.87 A˚. This is consistent with simulations we have performed
for Ni layers extended on CeO2. These configurations are not stable, instead,
depending on the Ni coverage, the adsorbed atoms are forming either clusters or
structurally rearrange to multilayers.
Electronic Structure As discussed before, adsorption of single Ni atoms leads
to the formation of occupied d-type Ni orbitals in the band gap of the CeO2 semi-
conductor (section 4.4). This effect becomes more pronounced upon adsorption
of multiatomic Ni clusters. Figure 4.9 shows the evolution of such states with the
number of Ni atoms in the cluster. With increasing number of Ni atoms, more
and more d-type orbitals are occupied and the distinguishable peaks reform into
a band between the valence band of CeO2 and the unoccupied Ce-4f states. This
behavior leads to a decrease of the band gap and suggests a metallic character of
the surface at a certain number of Ni atoms. In fact, at a cluster size of 13 Ni
the band gap vanishes completely.
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EB = −3.96 eV− 1.80 eVA˚ · rGnNi
Figure 4.8: Binding energy EB of Ni clusters adsorbed on CeO2(111) as a function
of the gyration radius normalized to the number of Ni atoms ( rGnNi ).
A similar electronic structure is observed in both a flat and a three-dimensional
configuration of the cluster. The PDOS of Ni clusters with nine atoms of the two
configurations is depicted in Figure 4.10. In the case of the 3D cluster, the
occupation of α and β spin is more symmetric.
Figure 4.11 shows the spin density of a Ni cluster with ten atoms adsorbed
on the CeO2 surface. Green and yellow lobes indicate α and β spin density,
respectively. It is remarkable that the same spin states accumulate on neighboring
Ni atoms leading to a spatial separation of the spin density to opposite sites
of the cluster. The system calculated here has been constrained to exist in a
singlet state implying that a multiplicity higher than 1 is not allowed. However,
the accumulation of the spin density suggests that a ferromagnetic state with
higher multiplicity is favorable. This is in agreement with previous calculations
of Ni clusters in the gas phase demonstrating a stabilization of the cluster at
a multiplicity >1 [133–135]. The geometric configuration of such Ni clusters,
however, has been shown to be hardly affected by the spin ordering [135].
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Figure 4.9: PDOS of Ni clusters with (a) 3, (b) 5, (c) 10 and (d) 13 atoms
adsorbed on CeO2(111).
44
4.5 Adsorption of Multiatomic Ni Clusters on CeO2(111)
Figure 4.10: PDOS of Ni clusters with nine atoms in a flat (dotted line) and in a
three-dimensional (solid line) configuration. For better comparison, the upper edge
of the valence band of CeO2 has been set to 0 eV. Filled curves indicate occupied
orbitals.
Figure 4.11: Spin density of Ni cluster containing ten atoms adsorbed on
CeO2(111).
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4.6 Conclusions
Structural and electronic properties of small Ni clusters in the gas phase have
been investigated with DFT calculations for cluster sizes up to ten atoms. Ni
clusters have been shown to stabilize with increasing amount of atoms in agree-
ment with previous studies [131, 132]. For a cluster size of five atoms, two different
configurations have been calculated demonstrating a higher stability of a three
dimensional structure than a flat one. The average Ni-Ni bond length has been
shown to increase with the number of atoms in the cluster converging to a value
of 2.38 A˚ at a cluster size of nine atoms confirming previously calculated results
[131, 132].
Three stable configurations of single Ni atoms adsorbed on CeO2(111) have
been investigated: on (i) a top, (ii) a hol and a (iii) bri site. bri has been identified
to be the favored adsorption site. The least stable configuration has been found
on a top site. Minor differences in the stability of the calculated configurations
exist between our results and results of previous computational studies. This can
possibly result from the fact that, here, only a singlet state of the system has been
calculated and no specific distribution of excess electrons, i. e. the position of
Ce3+ atoms, has been considered. However, structural properties have been found
to be in very good agreement with previous results regardless of the electronic
configuration. The Ni-O bond length increases with increasing coordination of
Ni (dNi−Ni (top) < dNi−Ni (bri) < dNi−Ni (hol)). At the same time, a contraction of
neighboring surface O atoms has been observed leading to an elongation of the
O-Ce bond length of nearby slab atoms.
The behavior of the stability of Ni clusters adsorbed on CeO2(111) is compa-
rable to the progression of the stability of Ni clusters in gas phase. The absolute
value of the binding energy increases with the number of atoms converging to
ca. -3.7 eV at a cluster size of ten atoms. Stability of three-dimensional (3D)
and flat configurations has been compared showing 3D structures to be thermo-
dynamically favorable. The average Ni-Ni bond length (dNi−Ni) and the gyration
radius (rG) increase with the number of Ni atoms analogous to the behavior in
the gas phase. However, both dNi−Ni and rG are slightly larger when Ni clusters
are adsorbed on CeO2 indicating an opening of the structure. This suggests that
the accessibility of CeO2-supported Ni clusters is improved leading to enhanced
catalytic properties compared to pure Ni particles.
Analysis of the density of states has identified the occupation of d-type Ni
orbitals in between the band gap of CeO2 when Ni is adsorbed on its surface.
These orbitals show distinguishable peaks between 1.2 and 1.8 eV above the
CeO2 valence band in the case of single atom adsorption. With increasing cluster
size, these peaks evolve into a band of occupied states filling completely the band
gap of the CeO2 surface. At a cluster size of 13 atoms, the band gap vanishes
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completely.
For a Ni cluster of ten atoms, the spin density has been investigated showing
a separation of α and β spin density to opposite sites of the cluster. The spatial
accumulation of spin density points to a ferromagnetic ground state of the cluster.
However, within this study, only singlet states have been investigated. Thus, it
has not been possible to verify the stability of high-spin states of Ni clusters. A
detailed analysis of high-spin states of Ni clusters adsorbed on CeO2 could provide
a deeper understanding of the influence of the CeO2 support on the electronic
configuration of the adsorbed Ni clusters.
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5.1 Introduction
The rare earth metal oxide ceria (CeO2) has been shown to be an excellent cat-
alyst for CO oxidation and NOx reduction reactions [75, 89, 136] but also for
hydrogenation of CO2 [137, 138] owing to its unique potential to store and re-
lease oxygen depending on the process conditions.
Hydrocarbon production from CO2 is in particular interesting since it provides
high energy density fuel from CO2 which is omnipresent in our environment. The
dominating mechanism for this process is the Sabatier reaction (eq. (5.1)). The
reaction itself is exothermic (-252 kJ
mol
[112]). However, remarkable activation
barriers are present due to the high thermodynamic stability of CO2 [139].
CO2 + 4H2 −→ CH4 + 2H2O (−252 kJ
mol
) (5.1)
The activation barriers can be decreased if the linear CO2 molecule transforms
into a bent, anionic configuration prior to the hydrogenation reaction. The bent
CO−2 is ca. 0.5 eV [139] less stable than the linear molecule facilitating subsequent
reactions such as CO2 dissociation or hydrogenation.
Numerous studies have been conducted on the adsorption and activation of
CO2 on metal surfaces such as Cu [140–143], Pt [144, 145], Pd [146, 147] and Fe
[143, 148, 149] where the Fe(110) surface has been identified to be most suitable
for CO2 activation [150]. This has been attributed to a remarkable charge transfer
(0.83 e−) from the surface to the CO2 molecule and to the elongation of one of the
C-O bonds (to ca. 1.30 A˚) including bending of the CO2 molecule [150]. The most
widely used metals for CO2 methanation, however, are Ni and Rh [112]. Using
DFT calculations, it has been verified, that the reaction on Ni also involves the
formation of the bent CO2 intermediate [151].
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DFT calculations of the adsorption mechanism on metal oxides have revealed
that CO2 adsorbs preferably in a linear configuration on most monoxides such as
TiO, CrO, VO and MnO [152]. The same behavior has been observed on TiO2
[153, 154] and LaMnO3 [155]. In contrast, favorable bent geometries have been
determined on CaO and FeO [152]. The different adsorption mechanisms can be
attributed to the acidity of the metal oxide surface [156, 157]. In this scheme,
the metal oxide surface is regarded as Lewis acid when the adsorbing molecule
reacts with the surface on the metal cation and as Lewis base when it reacts on
the O2− site. Most metal oxide surfaces react as Lewis acids on which organic
molecules are adsorbed without dissociation. Basic metal oxides, on the other
hand, rather lead to dissociation of molecules and, in the case of CO2, promote
the formation of a bent CO−2 species including a charge transfer from O
2− sites
to the CO2 species.
In experimental studies using IR and XPS the presence of bent carbonate
species on CeO2 upon CO2 adsorption has been observed [158] suggesting the
CeO2 surface to react as Lewis base in the CO2 adsorption process. Theoretical
evidence from DFT calculations on the adsorption processes on CeO2, however,
is rare. This is mainly due to the complex electronic structure of CeO2 exhibiting
highly localized 4f states about 3 eV above the valence band [84, 87]. Upon reduc-
tion of Ce4+ to Ce3+ these states become occupied [86, 104, 159] and an accurate
description of the electronic structure with standard DFT becomes problematic
[30]. Nevertheless, standard DFT calculations have shown to correctly describe
the stoichiometric CeO2 bulk and surface [30, 97, 98] as long as no reduction of
Ce4+ to Ce3+ is involved.
In fact, comparing standard DFT with DFT+U calculations it has been shown
that even CO adsorption on the (111) and (110) surface can be accurately treated
with standard DFT [89]. Results using both the standard DFT and the DFT+U
method were in reasonable agreement with experimental studies [160, 161]. While
CO physisorbs on the (111) surface, a carbonate species with two adjacent surface
O atoms is formed when adsorbed on the (110) surface [89]. Calculations based
on the DFT+U method have been applied recently for the investigation of CO2
adsorption on stoichiometric and reduced CeO2(110) showing the formation of a
bent CO2 species on the reduced surface [162]. Only weak adsorption without
geometric deformation has been observed on the stoichiometric surface [162].
In this chapter, CO2 adsorption has been investigated on the CeO2(111) sur-
face using standard DFT calculations. Different adsorption mechanisms are ex-
amined for CO2 molecules at coverages ranging from 1/9 to 1 monolayer (ML).
The coverage effect on the most stable configurations is discussed in terms of
stability, geometry and electronic structure. The results are compared to CO2
adsorption on other metal and metal oxide surfaces in order to give an estimate of
the degree of CO2 activation. Selected adsorption modes are additionally simu-
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lated using hybrid functional (PBE0 [44]) and DFT+U calculations and compared
to the results of standard DFT verifying the qualitative accuracy of the latter.
5.2 Methods
The calculations of this chapter have been carried out with spin-restricted DFT
calculations if not stated differently. The q12 pseudopotential (see chapter 3) has
been used to describe the interactions of the frozen Ce core explicitly considering
twelve valence electrons. The basis set for Ce has been optimized in the atomic
ground state [61] and has the form of a double-ζ valence (DZV) basis set without
polarization. In the valence shell of C and O atoms, four and six electrons,
respectively, are calculated explicitly. A triple-ζ valence plus double polarization
(TZV2P) basis set, optimized according to the Mol-Opt method [62] is adopted
for C and O atoms. For auxiliary plane wave expansion of the charge density, the
energy cutoff is set to 1000 Ry.
The GGA formalism has been shown to yield reasonably accurate results for
the CeO2 bulk [30] and its (111) surface [97, 98]. To confirm the suitability of
the standard DFT method for the simulation of CO2 adsorption on CeO2(111),
selected configurations are additionally calculated using the PBE0 [44] hybrid
functional with 20% exact exchange and DFT+U calculations with the PBE
functional and a U value of 5 eV. Some configurations are further optimized
introducing a Grimme D2 potential [163] to account for van der Waals interactions
between adsorbates and surface slab.
All calculations are performed with periodic boundary conditions. The size of
the simulated supercell is a critical parameter in real space calculations. It directs
the accuracy of the physical properties of the system and the computational
time needed. The supercell size has been optimized to reach convergence of the
bulk properties such as lattice parameter and total energy per CeO2 unit. A
supercell containing 81 atoms has been found to be sufficient for the evaluated
bulk properties. In this supercell, the primitive unit cell of fluorite CeO2 is
repeated three times in all spatial directions. The optimized lattice parameter
for this setup has been calculated to be 5.48 A˚, which is in good agreement with
previous calculations (5.47 A˚) [30] and experiments (5.41 A˚) [84–88] (Table 3.2).
The (111) surface is realized by introducing a vacuum of 15 A˚ along the [111]
direction to avoid interaction with the periodic images of the slab. It has been
verified that the amount of vacuum used (15 A˚) is also sufficient to eliminate
effects on the binding energy that result from van der Waals interactions between
the images of the slab.
Convergence of the surface energy within 0.02 J/m2 with respect to the slab
thickness is reached with six O-Ce-O trilayers. In a p(3x3) expansion of the
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(111) surface unit cell, the surface energy is calculated to be 0.73 J/m2, in excel-
lent agreement with previous calculations using the DFT+U method (0.72 J/m2
[96], Table 3.2). The band gap between the O 2p and Ce 4f states of the clean
CeO2(111) slab is calculated to be 1.99 eV, which is again in good agreement
with previous calculations using the PBE exchange correlation functional (2 eV)
[30].
Depending on the CO2 coverage, different surface dimensions are used: slabs
with p(3x3), p(4x3), and p(4x4) expansions of the surface unit cell corresponding
to a total of nine, twelve, and 16 active Ce sites, respectively. In all cases, the slab
consists of six trilayers of which the top three are allowed to relax while the three
bottom trilayers are fixed to simulate the bulk properties. Adsorption of CO2 is
simulated on one exposed surface. The CO2 binding energy (EB) is calculated
according to eq. (5.2), where Eslab and ECO2,g denote the total energy of the
clean CeO2 slab and the CO2 molecule in gas phase, respectively. Eslab+nCO2 is
the energy of the surface slab plus n adsorbates. Equation (5.2) implies that
negative values of EB refer to an exothermic adsorption.
EB =
Eslab+nCO2 − (Eslab + nECO2,g)
n
(5.2)
The energy of an isolated CO2 molecule (ECO2,g) has been calculated in a
periodically repeated cell of 15x15x15 A˚.
Optimization of the geometry of the CO2 molecule in gas phase resulted in
an O-C-O angle (αOCO) of 180
◦ and a C-O bond length (dCO) of 1.17 A˚, in good
agreement with experiments (1.16 A˚ [164], Table 5.1). Geometrical properties of
adsorbed CO2 are characterized by αOCO, the CO bond length (dCO or dC−O1 and
dC−O2), and the adsorption height which is indicated by the distance of C to the
closest surface O atom (dC−O) for carbonate species and by the height of C above
the first layer of Ce surface atoms (∆zCO2) for linear species (Figure 5.1).
Mulliken population analysis [165] is used to determine the charge transfer
between surface and adsorbate. Further analysis of the electronic structure is
carried out by projection of the Kohn-Sham orbitals at single atoms (projected
density of states, PDOS) and the summation of the projections at the relevant
atoms when multiatomic groups are of interest such as the CO2 molecule or
selected slab atoms. In this respect, the PDOS denoted as total in Figures 5.4
and 5.14 corresponds to the summation of the projections at all atoms of the
system. The DOS is shifted so that the upper edge of the valence band of the
CeO2(111) slab is positioned at 0 eV.
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5.3 Adsorption Mechanisms of Isolated CO2
Stability and Geometry The adsorption mechanism of isolated CO2 has been
simulated on a CeO2(111) slab with a p(3x3) surface unit cell at a CO2 coverage of
1/9 ML. At this coverage, it is expected that interactions between adsorbates are
negligible and the adsorbed species can be assumed to be isolated. Optimization
of the geometry has led to three stable configurations: (i) mono- (Figure 5.1 a,d)
and (ii) bidentate (Figure 5.1 b,e) carbonate species in a bent conformation and
(iii) linearly adsorbed CO2 (Figure 5.1 c,f). Starting from a linear configuration
located 1.7 A˚ above the surface, the CO2 molecule spontaneously transforms
into the bent monodentate configuration indicating that no activation energy is
required for the formation of the bent CO2 molecule. However, starting from a
stable linear configuration 3.5 A˚ above the surface, an energy barrier of 0.2 eV is
observed for the transition from the linear to the monodentate configuration. The
energy barrier has been determined using nudged elastic band (NEB) calculations
(Figure 5.2). In the transition state the O-C-O angle decreases to 152.1◦ and the
C-O bond length elongates to 1.20 A˚.
Among the calculated configurations, the monodentate species is most stable
with a binding energy of -0.31 eV, followed by the bidentate one with EB=-0.12
eV. Both mono- and bidentate configurations have been optimized additionally
with PBE0 resulting in a binding energy of -0.68 eV and -0.42 eV, respectively
(Table 5.1, Figure 5.3). The lower values of the binding energy indicate stronger
binding compared to standard DFT calculations. Using the DFT+U approach,
binding energies have been determined to be -0.28 and -0.04 eV for the mono-
and bidentate species, respectively, and thus reasonably close to the PBE results
(Table 5.1, Figure 5.3). Results of the three methods are in qualitative agreement
with the monodentate species being more stable than the bidentate one and
it can be concluded that the results obtained with standard DFT calculations
are qualitatively correct. Moreover, no reduced cerium ions are involved in the
CO2 adsorption on stoichiometric CeO2(111) thus no Ce
3+ atoms are present,
additionally justifying the use of standard DFT calculations.
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Figure 5.1: (a,b,c) Cross-sectional and (d,e,f) top view of stable configurations of
isolated CO2 adsorbed on a CeO2(111) surface. In the most stable configuration
(a,d), CO2 forms a monodentate carbonate with the surface O atom resulting in a
binding energy of -0.31 eV.
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Figure 5.2: Potential energy surface for the transition of the linear CO2 molecule
at 3.5 A˚ above the surface to the monodentate configuration of CO2 obtained
from nudged elastic band calculations. For the adsorption of CO2 in the bent
monodentate configuration, an activation energy of 0.2 eV has been determined.
In the transition state, the O-C-O angle decreases to 152.1◦ and the C-O bond
length elongates to 1.20 A˚.
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Figure 5.3: Binding energy of selected configurations (mono- and bidentate at
1/9 ML and mixed configuration of monodentate and linear species at 1 ML) of
CO2 adsorbed on CeO2(111) calculated with DFT+U (U =5 eV), standard DFT
using the PBE functional and PBE0. PBE0 calculations have been performed
using 20% exact exchange. All methods show the same trends for the stability of
different adsorption mechanisms.
Remarkable conformational changes are observed in the bent configurations
compared to the linear CO2 molecule in gas phase (Table 5.1). In the mono- and
bidentate configuration, αOCO decreases to 130
◦ and 129◦ (Table 5.1), respec-
tively. At the same time, both C-O bonds elongate to 1.27 A˚ in the monodentate
configuration which is close to the literature value of a regular C=O bond of
carbonyl (1.23-1.26 A˚) [166]. Asymmetric bond elongation is observed in the
bidentate configuration with 1.22 A˚ for dC−O1 and 1.30 A˚ for dC−O2 (see Fig-
ure 5.1 for definition of geometrical quantities). Both distances are in the range
of a (partial) double C-O bond. Due to the longer dC−O2, we suggest that, in this
case, separation of one O atom is facilitated.
Previously, it has been shown that CO2 is highly activated and adsorbs
exothermically on Fe, whereas endothermic binding energies have been deter-
mined for various other metal surfaces such as Rh, Co and Pd [150]. The nega-
tive binding energies found here for mono- and bidentate configurations indicate
exothermic adsorption of CO2 also on CeO2 and suggest similar bond strength as
on Fe(110). Furthermore, the geometry of the monodentate configuration is sim-
ilar to the most stable one found on a Ni(110) surface [167]. In contrast to metal
surfaces, most metal oxides such as TiO2 [168], TiO, ScO and MnO [152] favor
56
5.3 Adsorption Mechanisms of Isolated CO2
a linear CO2 adsorption over the formation of bent mono- or bidentate species.
Different behavior has only been shown on FeO where monodentate and on CaO
where bidentate adsorption was favored [152]. It is thus suggested, that CeO2
induces catalytic reaction mechanisms similar to the latter oxides.
The distance of C (dC−Osurf ) to the closest surface O atom (Osurf) in the
monodentate configuration is found to be 1.38 A˚ indicating a partial double bond
between the C atom and the surface O atom. For bidentate species, it is 1.41 A˚,
thereby somewhat larger and corresponding to a single C-O bond. This explains
its weaker bond strength. Computational investigation of CO adsorption on
CeO2(110) [89] has revealed bond characteristics comparable to the one found
here in the monodentate configuration. There, carbon monoxide has been shown
to form a carbonate species with two surface O atoms, where the bond length
between the C atom and the O atoms of the surface has been determined to
be 1.35 A˚ [89]. Geometrical properties obtained with PBE0 and DFT+U are
represented in Table 5.1. Using hybrid functional calculations the bond lengths
tend to be smaller compared to PBE results. However, in general, only marginal
deviations have been observed between the different methods.
Adsorption of linear CO2 (Figure 5.1 c,f) is found to be endothermic with a
binding energy of +0.02 eV. This result is obtained without consideration of dis-
persion interactions. Introducing a D2 Grimme-potential [163] to account for van
der Waals interactions, the binding energy of the reoptimized linear configuration
is found to be -0.07 eV indicating the adsorption of linear CO2 to be exothermic.
Hardly any changes in geometry compared to the gas phase CO2 molecule have
been observed for the linear configuration. In the simulation without D2, the O-
C-O angle decreases slightly to 177.6◦ whereas dC−O remains at 1.17 A˚ for both
C-O bonds. The height of the molecule above the surface (∆zCO2 , Figure 5.1 c)
is 3.52 A˚ (Table 5.1). These results indicate weak interactions between the linear
CO2 molecule and the CeO2(111) surface.
Electronic Structure A significant charge transfer from the CeO2 surface to
the CO2 group is observed in both carbonate configurations resulting in a total
charge of -0.46 and -0.40 for the mono- and bidentate species, respectively (Ta-
ble 5.1). This is comparable to the charge transfer observed from Pd and Cu
surfaces to CO2 [150] and is an indication of the basic character of the CeO2
surface [156]. On various other metal oxides such as TiO2 [168], TiO, ScO and
MnO [152] a different behavior has been observed. Linear adsorption has been
found to be favored demonstrating an acidic character of these surfaces. Similar
characteristics are observed here on CeO2(111) when CO2 adsorbs in a linear
configuration where the CO2 molecule has a minor positive charge (+0.03). In
other words, depending on the adsorption mechanism, the CeO2(111) surface can
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act both as Lewis base or weak acid, however, its basic character is predominant.
Figure 5.4: PDOS summed over all atoms (black) and on specific species (Ceslab,
Oslab, Osurf and CO2) of isolated (1/9 ML) CO2 adsorbed on CeO2(111) in a
monodentate configuration. Ceslab and Oslab indicate the PDOS projected on the
orbitals of Ce and O slab atoms, respectively. Filled curves indicate occupied
orbitals. The reference 0 eV energy has been set to the edge of the valence band of
the CeO2(111) slab. Upon adsorption, the HOMO of the CO2 molecule forming a
carbonate species with the Osurf atom, has been found at 0.33 eV above the valence
band of CeO2(111).
Further analysis has been done on the DOS, shown in Figure 5.4 for monoden-
tate adsorption. The adsorption leads to the evolution of one additional state at
the top of the valence band attributed to hybridization of the p-type orbitals of
the surface O atom with the orbitals of the CO2 molecule (Figure 5.5). In the
monodentate configuration, this state is located 0.33 eV above the valence band
(Figure 5.4). The existence of this state is confirmed by PBE0 calculations where
it is found 0.21 eV above the valence band (Figure 5.6).
Upon formation of a bidentate species, this state is found at higher energy
(0.62 eV above the valence band), rationalizing the weaker bond of bidentate
CO2 on the CeO2(111) surface. The evolution of additional CO2 states above the
CeO2 valence band has been reported previously as well for the adsorption of CO
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Figure 5.5: PDOS on s- (red lines), p- (green lines) and d-type (violet lines) or-
bitals of the Osurf atoms and the C and O (O1 and O2) atoms of the CO2 molecule
adsorbed on CeO2(111) in a monodentate configuration at 1/9 ML coverage. Bind-
ing of the CO2 molecule at the valence band to the Osurf atom takes place through
p-type orbitals of Osurf and hybridized orbitals of the C atom with d-character.
on CeO2(110) [89]. In the latter case, the additional states are formed 0.3 eV
above the valence band. The acidic nature of the bent CO2 molecule has been
described previously [139] and its formation is promoted by the basic character
of the CeO2 surface.
Bending of the CO2 molecule leads to a splitting of the unoccupied 2pi orbital
(LUMO) of the linear CO2 molecule, holding C2∞ symmetry, into two orbitals,
one of which is found at remarkably lower energy [139]. This favors the transfer
of substrate electrons to the CO2 molecule accompanied by the occupation of
this orbital. The DOS of gas phase CO2 and adsorbed species obtained from
our calculations confirm this behavior (Figure 5.7): the LUMO splits into two
distinguishable orbitals. The splitting results in a significant shift of one of the
non-degenerate orbitals to lower energies (Figure 5.7 a, state 2). HOMO and
LUMO of the bent gas phase CO2 are shown in Figure 5.7 b (state 1 and 2).
When CO2 is adsorbed on CeO2(111) as either of the bent species, the shape of
the HOMO (Figure 5.7 b, state 3) is similar to the one of the gas phase (Figure 5.7
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Figure 5.6: PDOS summed over all atoms (black) and on specific species (Ceslab,
Oslab and CO2) of isolated (1/9 ML) CO2 adsorbed on CeO2(111) in a monodentate
configuration calculated with PBE0 (top) and standard DFT (PBE, bottom). CO2
orbitals ca. 6 eV below the valence band are found at lower energies (by 0.67 eV) for
PBE0 than for PBE. Additional CO2 states formed upon adsorption are found at
0.21 and 0.33 eV above the valence band of CeO2 for PBE0 and PBE calculations,
respectively.
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b, state 1). However, several states of the valence band resemble the shape of the
LUMO of CO2 and can be attributed to hybridized carbonate states.
Figure 5.7: (a) PDOS of linear CO2 in gas phase, bent CO2 in gas phase and
of CO2 adsorbed on CeO2(111) as mono- and bidentate species and (b) selected
electronic states derived from the molecular orbitals of the CO2 species. Upon
adsorption, the LUMO (2) of gas phase CO2 hybridizes and the binding orbital
becomes occupied. Occupied molecular orbitals in both carbonate configurations
resembling the LUMO of the gas phase CO2 are found in the valence band between
-2.5 and 0 eV (4,6).
The DOS of the monodentate configuration obtained with the PBE0 method
is in general comparable to the one obtained with PBE (Figure 5.6). However, the
binding orbital between C and Osurf found about 6 eV below the valence band are
shifted by 0.67 eV to lower energies. Furthermore, the splitting between binding
and anti-binding CO2 orbitals is enlarged using the PBE0 method. This agrees
with the binding energy for the monodentate configuration being lower (stronger
binding) with PBE0 than with PBE. The PDOS of the adsorbed CO2 species
shows that the orbitals of the bidentate species are by 0.29 eV at higher energies
compared to the monodentate species (Figure 5.7 a). This value is similar to the
difference in binding energy of the two adsorption mechanisms (0.19 eV) verifying
that these effects are related. The binding mechanism of the two configurations,
however, is identical. It has been proposed previously that charge transfer to
the bent CO2 molecule and thus formation of an anionic species leads to the
occupation of the hybridized LUMO [139]. The resulting orbitals have bonding
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character between C and Osurf and anti-bonding character between C and the O
atoms of the molecule. The anti-bonding character leads to the elongation of the
intramolecular C-O bonds which has been found for both mono- and bidentate
species and is responsible for the activation of the CO2 molecule [150].
Bond formation between Osurf and C is additionally confirmed by the charge
density difference shown in Figure 5.8. Yellow lobes represent excess of electrons
which are mainly found between Osurf and C and suggest the occupation of the
LUMO of the bent gas phase CO2 (Figure 5.7 b, state 2). This is further sup-
ported by the electron excess around the O atoms of the CO2 molecule, which
resembles the shape of the gas phase LUMO. On Ni(110), being one of the best
metal-based catalysts for CO2 methanation, similar bond characteristics between
CO2 and the surface have been reported based on charge density differences [151].
This demonstrates comparable chemical interaction of Ni and CeO2 with CO2 and
it is thus proposed that mechanisms and properties of reactions involving CO2 are
similar on these surfaces. The charge density difference of the bidentate species
observed between Osurf and C (Figure 5.8 b) is comparable to the one of the mon-
odentate species (Figure 5.8 a). Additionally, the electron excess around the O2
atom is shifted towards the interacting surface Ce atom (Cesurf) indicating po-
larization of O2 and Cesurf orbitals. However, no chemical bond between O2 and
Cesurf is evident from the charge density difference. In contrast to the bent CO2
species, the PDOS of the linearly adsorbed CO2 is identical to the one of the free
molecule lacking any indication of hybridization with the surface orbitals. Thus
it can be concluded that the linearly adsorbed molecule does not form chemical
bonds and does not cause any perturbation to the surface.
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Figure 5.8: Isosurface of the charge density difference at 0.067 e/A˚3 for (a) mon-
odentate and (b) bidentate CO2 species. Yellow lobes indicate electron excess and
cyan lobes indicate loss of electron density. The excess of electrons between Osurf
and C demonstrates the filling of the LUMO (see Figure 5.7) of gas phase CO2 and
the binding character of the orbitals between the two atoms.
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5.4 Coverage Effect on Single-Phase Adsorption
Mechanisms
Stability and Geometry In addition to the investigation of mechanisms of
isolated CO2 at 1/9 ML, adsorption has been simulated at higher coverages (1/4,
1/3, 1/2, 2/3, 1 ML) in the mono-, bidentate and linear configuration. The
resulting binding energies as a function of the CO2 coverage are shown in Fig-
ure 5.9 a. No coverage effect is observed when CO2 is exclusively physisorbed
in a linear configuration. The binding energy is between 0.0 and +0.05 eV for
all calculated coverages (1/9-1 ML). The intramolecular geometry of linear CO2
is not affected by the coverage. However, an increase of the average distance
(∆zCO2) from the surface (Table 5.1) is noticeable with increasing coverage from
1/2 (3.43 A˚) to 1 ML (3.92 A˚), which can be attributed to repulsive interactions
between adsorbates and the formation of a second partial layer of linear CO2.
In contrast to linearly adsorbed CO2, a significant influence of the cover-
age on the binding energy is observed in both carbonate configurations. The
bond strength for monodentate species decreases monotonously from EB=-0.31
to +0.36 eV with increasing coverage from 1/9 to 2/3 ML. This is, similar to
the case of linear adsorption, an indication of repulsive interactions between the
adsorbates. In fact, no stable configuration for monodentate species at 1 ML is
found. Relaxing the geometry of such a configuration results in a mixed state
including linear and bent CO2 species. The change in binding energy of the
monodentate configuration is nearly linearly dependent on the coverage up to
1/2 ML (EB=-0.08 eV) followed by a remarkable increase (loss of bond strength)
at 2/3 ML (EB=+0.36 eV) (Figure 5.8). The diminishing bond strength is ac-
companied by notable changes in the geometry of the configurations. This is in
particular observable in the monodentate configuration at 2/3 ML due to the
oversaturation of Ce surface sites. In the stable monodentate configuration, CO2
interacts with two Ce surface atoms (Figure 5.1 d). Thus, all active sites are
occupied already at a coverage of 1/2 ML resulting in a rotation of adsorbed CO2
away from the corporate surface Ce atom (Cesurf,2) at 2/3 ML (Figure 5.10 d) and
a drastic decrease in bond strength (increase in EB, Figure 5.9 a). Furthermore,
the distance between the C atom and Osurf (dC−Osurf ) of monodentate species in-
creases from 1.38 A˚ (1/3 ML) to 1.41 A˚ (2/3 ML) (Figure 5.9 b). No change in
dC−Osurf is observed at lower coverages. Thus, we conclude that no interactions
between adjacent adsorbates are present at coverages <1/3 ML.
Similar trends have been observed in binding energy and geometry of the
bidentate species. Here, EB increases linearly from -0.12 to +0.71 eV with in-
creasing coverage from 1/9 to 1 ML corresponding to a loss in bond strength
at high coverages. This indicates repulsive interactions between adsorbates and
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Figure 5.9: (a) Average binding energy EB and (b) dC−Osurf distance as a function
of the CO2 coverage of linear, bidentate and monodentate species and for a mixed
configuration with 1/3 ML monodentate species and additional linear CO2. At
1 ML, the most stable configuration consists of 1/3 ML monodentate and 2/3 ML
linear species.
leads to a change from exothermic to endothermic adsorption between 1/3 and
1/2 ML coverage (Figure 5.9 a). Bidentate species interact only with one Ce sur-
face atom which implicates saturation of active sites not until 1 ML coverage and
allows for a stable configuration even at 1 ML (Figure 5.10 b,e). In the biden-
tate configuration, dC−Osurf increases only marginally up to 1/3 ML (1.41-1.42 A˚)
followed by a remarkable increase to 1.48 A˚ at 1 ML. This suggests a limited
capacity of the CeO2(111) surface to interact with CO2 molecules.
Electronic Structure The charge transfer between CeO2 surface and CO2
adsorbates as a function of the coverage is depicted in Figure 5.11. When CO2
is adsorbed as monodentate species the charge transferred per CeO2 surface unit
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Figure 5.10: (a,b,c) Cross-sectional and (d,e,f) top view of (a,d) monodentate
species at 2/3 ML and (b,e) bidentate species and (c,f) a mixed configuration of
mondentate and linear species at 1 ML. The two adjacent rows in [011] direction of
monodentate species at 2/3 ML in (d) share one surface Ce site (Cesurf,2) leading
to a rotation of the CO2 molecules away from this Ce atom. When CO2 adsorbs
in a bidentate configuration at 1 ML, the molecules arrange in a zig-zag pattern
(e). CO2 molecules of the mixed configuration are represented with different green
spheres to differentiate between various species. The CO2 molecules of the first
partial layer of linear species arrange in [112] direction in between the monodentate
species at ∆zCO2=3.84 A˚. Linear CO2 adsorbed in a second partial layer are found
at ∆zCO2=5.01 A˚.
increases linearly with the coverage up to 1/3 ML. At higher coverages, it shows
a convex behavior converging towards ca. 0.18 e−/CeO2 and demonstrating the
limits of CeO2 as e
− donor. Thus, at coverages >1/3 ML, the CeO2 substrate is
no longer capable of donating the optimal amount of electrons to each adsorbed
CO2 species which contribute to the occupation of LUMO of the unbound species
(Figure 5.7 b, state 2), resulting in a loss of bond strength (Figure 5.9 a). It is
suggested that interactions between CO2 adsorbates influence the capacity of
each single CO2 to uptake electrons and thus additionally contribute to a limited
charge transfer. This is further supported by the behavior of bidentate species.
At low coverage (1/9 ML), basically the same charge is transferred to mono-
and bidentate species. However, the convex curvature of the charge transfer
already at low coverages causes the curve of bidentate species to lie below the
one of monodentate species. Moreover, the charge transfer to bidentate species
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converges to 0.13 e−/CeO2 at higher coverages which is about 0.05 e−/CeO2 lower
compared to monodentate species.
Figure 5.11: Charge transfer per surface CeO2 unit from the surface to CO2
adsorbates as a function of the CO2 coverage for linear (circles), mono- (diamonds)
and bidentate (triangles) species and for a mixed configuration (filled diamonds)
with monodentate and linear species.
In summary, a CO2 molecule adsorbed in a bent configuration (mono- and
bidentate) acts as Lewis acid accepting electronic charge from the surface at all
coverages. The limitation of charge transfer given by the converged value at high
coverage can act as a measure of the degree of basicity of the CeO2 surface. In
contrast, in linear adsorption, minor charge transfer (0.009±0.005) is observed
from the CO2 molecule towards the CeO2 surface. In this case, the surface acts
as a weak acid.
5.5 Mixed Adsorption Mechanisms at High Co-
verage
Stability In addition to the simulations where all CO2 species adsorb in the
same configuration, calculations have been performed at coverages >1/4 ML for
mixed adsorption mechanisms where different configurations of CO2 existed at
the same time. At 1/4, 1/2 and 2/3 ML coverage, mixed configurations with
monodentate and either linear (mono+lin) or bidentate (mono+bi) species have
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been simulated. At 1 ML, additional configurations have been investigated with
all three adsorption configurations present simultaneously. The average binding
energy for both types of mixed configurations at 1/4 ML shows a linear behavior
with increasing fraction of CO2 adsorbed as monodentate species (Figure 5.12 a).
In fact, the pure monodentate adsorption is found to be the most stable con-
figuration at 1/4 ML. The linear decrease in binding energy (increase in bond
strength) with increasing amount of monodentate species evidences unperturbed
superposition of the binding energies of single-phase configurations (monodentate
ratio equal to 0 or 1) indicating negligible interactions between adsorbates.
Figure 5.12: Average binding energy of CO2 adsorbed simultaneously in different
configurations at a total CO2 coverage θ of (a) 1/4, (b) 1/2. (c) 2/3 and (d) 1 ML.
The binding energy is shown as a function of the fraction of CO2 adsorbed as
monodentate species at each specific total coverage. At θ >1/2 ML, the binding
energy had a minimum when 1/3 ML (green line) of CO2 adsorbed as monodentate
species. At 1 ML (d), the presence of all mono-, bidentate and linear species has
been considered with the amount of monodentate species fixed at 1/3 ML.
A similar behavior has been observed at 1/2 ML coverage in the mono+bi con-
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figuration (Figure 5.12 b, triangles). In contrast, in the mono+lin (Figure 5.12 b,
circles) configuration, the bond strength is maximal (minimum in EB) when 2/3
of the CO2 molecules are adsorbed in a monodentate configuration, having a
binding energy of -0.17 eV. This ratio of monodentate species corresponds to a
coverage of 1/3 ML. It is identical to what is found at 2/3 (Figure 5.12 c) and
1 ML (Figure 5.12 d) for the mixed configurations: the bond strength is maximal
for a fraction of monodentate species of 1/2 and 1/3, respectively. Again, in both
cases, this fraction corresponds to a total of 1/3 ML of monodentate species.
At 1 ML, additional configurations have been calculated at the minimum of EB,
where 1/3 ML monodentate species are adsorbed together with both bidentate
and linear species. The coverage of bidentate species in these configurations is
1/9, 1/4 and 1/3 ML. The highest value of EB (least stable) is found at 1/3 ML
of bidentate species and it decreases monotonously with decreasing amount of
bidentate species.
In summary, at all investigated coverages a configuration with 1/3 ML mon-
odentate species and additional linear adsorption is found to be most stable. This
suggests that CO2 initially binds as monodentate carbonate to the CeO2(111) sur-
face up to 1/3 ML and further CO2 adsorption results in the formation of linear
species.
Geometry The geometry of mixed adsorption mechanisms will be discussed
here only for the most stable configurations. These are the mixed configurations
where 1/3 ML CO2 is adsorbed as monodentate carbonate and additional CO2
is adsorbed linearly (Table 5.2). For completeness, results for the configuration
with monodentate and linear species at 1/4 ML total coverage are reported as
well in Table 5.2.
Table 5.2: Average binding energy (EB), geometric properties (explained in Fig-
ure 5.1), and total charge of CO2 molecules adsorbed in mixed configurations
(mono+lin) on CeO2(111) at different coverages.
coverage [ML] EB [eV] dC−O [A˚] αOCO[◦] charge
total mono lin mono lin mono lin mono lin
1/4 1/8 1/8 -0.12 1.27 1.17 129.8 178.4 -0.45 0.04
1/2 1/3 1/6 -0.17 1.26 1.17 130.0 177.5 -0.43 0.06
2/3 1/3 1/3 -0.17 1.27 1.17 129.3 177.4 -0.48 0.06
1 1/3 2/3 -0.11 1.27 1.17 129.3 178.6 -0.50 0.03
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The C-O bond length (dC−O, Figure 5.1) is significantly larger in the mon-
odentate (1.27 A˚) than the linear (1.17 A˚) configuration at all coverages, similar
to the results in the homogenous adsorption mechanisms. It is independent of
the total CO2 coverage demonstrating that the monodentate species remain in
an activated conformation upon further adsorption of linear CO2 species. Linear
species adsorb at different heights depending on the coverage. Linearly adsorbed
CO2 molecules in the first partial layer (1/3 ML) align along the [112] direction in
between the monodentate species (Figure 5.10 f) and are on average ∆zCO2 ≈4 A˚
above the surface. Starting the optimization from different initial configurations
of the first partial layer of linear CO2 always results in this configuration demon-
strating attractive interactions with the monodentate species. Additional CO2
molecules adsorb at ca. 5 A˚ above the surface.
As discussed above, the dC−Osurf distance for homogeneous adsorption of mon-
odentate species remarkably increases from 1.38 to 1.41 A˚ with increasing cover-
age from 1/3 to 2/3 ML (Figure 5.9 b). In contrast, in a mixed adsorption of
monodentate and linear species, it remains constant at 1.38 A˚. This again indi-
cates that the additional linear molecules do not affect the configuration of the
chemisorbed monodentate species.
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Electronic Structure In a single-phase monodentate configuration, the av-
erage charge of a CO2 molecule increases steadily with increasing coverage. In
contrast, in the mixed mono+lin configuration, the average charge of CO2 in a
monodentate configuration decreases slightly when linear species are additionally
adsorbed (Figure 5.13) at a total coverage >1/3 ML. This is accompanied by a
small increase in charge of the linear CO2 species and indicates a charge transfer
from the linear to the monodentate species.
Figure 5.13: Average charge per CO2 molecule adsorbed linearly (circles) and as
bidentate (trianlges) and monodentate (diamonds) species as a function of the CO2
coverage. Filled diamonds show the charge of the monodentate species (1/3 ML)
when additional CO2 is adsorbed as linear species. In this case, the charge of the
monodentate species even decreases slightly with increasing amount of linear CO2
indicating an additional charge transfer from linear to monodentate CO2 species.
Figure 5.14 shows the PDOS on the orbitals of the different CO2 species ob-
served in the most stable mixed (mono+lin) configuration at 1 ML (Figure 5.10
c,f) where 1/3 ML is adsorbed as monodentate species and two partial layers of
linear CO2 are formed. The orbitals of monodentate CO2 are at the same posi-
tion as the ones in the isolated monodentate configuration (Figure 5.4). On the
other hand, the PDOS of the two different linear species shows the characteristic
bands of the gas phase CO2 molecule. Interestingly, the bands of the linear CO2
molecules closer to the surface are shifted to slightly lower energies compared to
the more distant CO2 species by ca. 0.4 eV. This demonstrates a stabilization of
the first partial layer of linearly adsorbed CO2 molecules due to the pre-adsorption
of monodentate carbonate species and is confirmed by the charge transfer from
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linear CO2 to the bent species and the alignment of the linear species along the
axes (Figure 5.10 f).
Figure 5.14: PDOS for the mixed configuration with monodentate (1/3 ML) and
linear (2/3 ML) species at 1 ML. The PDOS of monodentate CO2 is identical to
the one of the corresponding isolated species (Figure 5.4) while linear CO2 showed
the same bands as the gas phase molecule (Figure 5.7). Molecular orbitals of linear
CO2 adsorbed in the first partial layer (linear low) are located 0.4 eV below the
ones of linear species in the second partial layer (linear high).
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5.6 Conclusions
Adsorption properties of CO2 on a CeO2(111) surface have been investigated with
standard DFT calculations using the PBE exchange correlation functional. The
capability of standard DFT to properly describe the simulated system has been
verified for selected CO2 configurations on CeO2(111) using PBE0 and DFT+U
calculations. Three stable configurations have been distinguished of isolated CO2
(1/9 ML) adsorbed on the CeO2 surface: (i) monodentate carbonate, (ii) biden-
tate carbonate and (iii) linear species. In both carbonate configurations the CO2
molecule is bent with the C atom forming a chemical bond with a surface O atom.
The chemical bond formation has been confirmed by the change of geometry of
the CO2 molecule and the hybridization of its orbitals with the orbitals of the
surface O atom.
Analysis of the PDOS and the differential charge distribution suggest the
(partial) occupation of the LUMO of a bent gas phase CO2 upon adsorption. In
contrast to the bent configurations, the linear species is physisorbed without any
evidence of hybridization of the CO2 gas phase orbitals. Geometry and electronic
structure of the latter have been found to be identical to the ones of a gas phase
CO2 molecule. Among the three configurations, the monodentate species is the
most stable with a binding energy of -0.31 eV.
Upon formation of monodentate carbonate, the C-O bonds elongate to 1.27 A˚.
This bond length is comparable to the one found for bent CO2 on several metal
surfaces such as Rh, Pd and Pt, indicating a similar CO2 activation. A charge
transfer of 0.46 e− has been observed from the CeO2(111) to the monodentate
CO2 species demonstrating the basic character of the CeO2(111) surface. It is
in contrast to what has been reported on some other metal oxides such as TiO2
[168] where linear adsorption is favored.
The coverage effect has been investigated for the three stable configurations.
A decrease in the bond strength with increasing coverage of CO2 is found in both
the monodentate and the bidentate configuration, which can be attributed to the
restricted charge transfer capacity of the CeO2 substrate. This leads to a drastic
loss of bond strength at coverages >1/3 ML. The limit for electron donation per
CeO2 surface unit from the substrate to the adsorbate is lower for bidentate than
for monodentate species.
Furthermore, mixed configurations have been investigated at coverages >1/4
ML, where monodentate and either bidentate or linear species are adsorbed simul-
taneously. At 1 ML, additional tri-structural configurations have been examined
where mono-, bidentate and linear species are present at the same time. Mixed
configurations with monodentate and linear species are found to be most stable
at all coverages. Different fractions of monodentate species have been simulated
yielding a minimum of the binding energy when an absolute amount of 1/3 ML
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of monodentate species is present on the surface.
These results lead us to the conclusion that CO2 adsorbs as monodentate
carbonate on the CeO2(111) surface up to a coverage of 1/3 ML. At higher cov-
erages, mixed CO2 configurations are formed where multilayers of linear species
adsorb above the monodentate species. The average binding energy in such con-
figurations has been shown to increase marginally to -0.11 eV at 1 ML. Analysis
of the density of states has revealed that the first partial layer of linear CO2 is
stabilized by the pre-adsorbed monodentate species.
This study provides fundamental insight in the adsorption properties of CO2
on CeO2(111) demonstrating that the CeO2 surface is capable of activating CO2
up to a certain coverage (1/3 ML). It is a basis for further investigation of CO2
reaction mechanisms with hydrogen on CeO2-based catalytic surfaces. Further-
more, dynamic studies, such as molecular dynamics or meta-dynamics simula-
tions, are planned for direct comparison to experimental results of IR spectroscopy
at finite temperature and pressure [158]. These are expected to give a more re-
alistic picture of the different adsorption mechanisms and properties of mixed
adsorption at specific process parameters than the static calculations presented
in this study.
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6.1 Introduction
Wide band gap semiconductors are used in a wide range of industrially important
applications. Tin oxide, for example, is a key component for chemo-resistive gas
sensors [8, 9], solar cells (as transparent conductive oxide) [5, 6] and catalysts
[169, 170]. Titanium dioxide has found great application as white pigment [171],
UV-absorber [172] and photo-catalyst [171]. Both metal oxides exist in the rutile
crystal structure at room temperature. The crystal structure of the pure ox-
ides is preserved in Sn1−xTixO2 solid solutions which have demonstrated unique
properties with remarkable potential in several applications.
More specifically, the photo-catalytic activity of TiO2 nanoparticles was en-
hanced by formation of substitutional solid solution with Sn [173–175]. The
distribution of the heteroatom was found to affect catalyst deactivation [176].
More recently Sn-doped TiO2 was found to exhibit enhanced visible region pho-
tocatalytic activity as compared with undoped material in dye degradation ex-
periments [176]. The improved performance was attributed to narrowing of the
bulk band gap at low doping levels coupled with the introduction of surface
states associated with segregated Sn ions in divalent state. Similarly, the gas
sensing performance of SnO2 nanoparticles, the most widely used sensing oxide,
were remarkably improved by Ti doping at low content [17]. In particular, the
cross-sensitivity to humidity (a major drawback) of SnO2-based gas sensors was
minimized by Ti-doping at x=4.6 at% content [17]. This is a key step toward
the application of chemoresistive gas sensors in breath analysis and thus to non-
invasive medical diagnostics as water vapor is omnipresent in the breath.
Application of Ti-doping of other important gas sensing metal oxides requires
further understanding of the resulting surface composition and chemical prop-
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erties. However, the determination of the surface composition of Sn1−xTixO2
solid solutions and especially of such nanoparticles is still not very advanced.
In fact, the spatial distribution of the dopant in the host lattice greatly affects
the materials performance and its experimental determination is a challenging
and demanding task for nanoparticles. Theoretical investigations may therefore
greatly help and pave the way towards a rational design of novel nanomaterials
with enhanced performance and optimal composition.
In contrast to pure SnO2 and TiO2 crystals, the composition of the rutile
Sn1−xTixO2 surface has been barely investigated yet. Density functional the-
ory (DFT) studies have been performed for bulk Sn1−xTixO2 [177] and for very
limited contents of Ti-doped SnO2 [178] and Sn-doped TiO2 [179], investigating
surface relaxation upon substitution on five-fold or six-fold metal sites. Both for
SnO2 [180] and TiO2 [181], the (110) surface is the thermodynamically most sta-
ble and active plane with respect to gas sensing. The computed surface energy
(0.53 J/m2) [182] for rutile TiO2(110) is considerably lower than that (1.03 J/m
2)
[182] of rutile SnO2(110). Studies on substitutional doping of the rutile SnO2(110)
surface have shown that six-fold metal sites are preferred for substitution in the
case of Ru-doping [183], whereas five-fold sites were preferred for Pd-doping [184].
Oxide surfaces have often been simulated effectively by density functional
theory using plane-wave formalism with small supercells at k-points convergence
[178, 179, 183–186]. However, this limited the minimal surface and total doping
content to relatively high values, such as 25 at% and 8.3 at% [178], respectively.
Furthermore, symmetric and uniform impurity distributions are forced due to
the application of periodic boundary conditions [177] in comparison to the real
materials. To investigate the properties of Sn1−xTixO2 solid solutions with low Ti
contents (≤4.6 at%), relatively large supercells are required and thus more size
efficient formalism such as mixed Gaussian and plane wave (GPW) are required
[61, 187]. In fact, the application of the GPW scheme to solve the Kohn-Sham
equations allows investigation of metal oxides with several hundreds of atoms with
high efficiency [188]. The use of approximated local (LDA) and semilocal (GGA)
exchange correlation potentials in DFT limits the accuracy of the calculations.
This is in particular apparent in the band gap energy of semiconducting materials
which can differ remarkably from experimental results [189, 190, 190], leading, for
example, to the incorrect prediction of a metallic character of Ge [28]. However,
LDA and GGA are known to well predict ground state properties, such as lattice
parameters, surface geometrical displacements, surface energy and adsorption
properties [32]. The use of hybrid functionals improves the calculations of band
gaps for some semiconductors. However, hybrid functionals are computationally
more demanding than LDA or GGA and sometimes less accurate than GGA
functionals, for example in the prediction of cohesive energies of metals [32].
Here, DFT calculations based on the GPW method [61, 187] have been used
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to determine the lattice parameters and adsorption properties of ideal (without
defects) rutile SnO1−xTixO2(110) surfaces as a function of the Ti distribution. In
this way, it has been possible to investigate the properties of highly asymmetric
systems from high to very low Ti content (x=1.3 at%). Three types of Ti atoms
distributions have been investigated: (i) homogeneous Ti distribution in the bulk,
(ii) homogeneous distribution in the surface layer, and (iii) segregated distribution
in the surface layer. The restructuring of the surface has been quantified by the
structural changes of the metal and oxygen atoms at the surface with respect
to the bulk. The thermodynamic stability of the resulting crystals has been
evaluated based on their surface energy.
6.2 Methods
DFT calculations have been carried out based on the description in section sec-
tion 2.2.3. For Sn and Ti atoms, four and twelve electrons, respectively, are
explicitly considered in the valence shell. A double-ζ valence plus polarization
(DZVP) basis set, optimized according to the Mol-Opt method [62], is adopted
for the metal atoms. For O atoms, six valence electrons are considered and a
triple-ζ valence basis set with polarization (TZVP) is used. For auxiliary PW
expansion of the charge density, an energy cutoff of 400 Ry has been determined
to be necessary to achieve the energy convergence in the reciprocal space.
The bulk supercell is obtained by multiplication of the orthorhombic rutile
primitive cell (Figure 6.1) in all spatial directions. Convergence of the wave
function has been reached with three, four and ten unit cells in the x -, y- and
z -direction, respectively. This expansion roughly corresponds to the use of an
unshifted (3x4x10) k-points grid. The resulting supercell consists of 720 atoms
(240 metal (Me) and 480 oxygen atoms).
Figure 6.1: Orthorhombic unit cell of the rutile crystal structure, phase group
P42mnm, with lattice parameters a and c.
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All simulations have been performed with periodic boundary conditions. De-
termination of the optimal lattice parameters a and c and the internal parameter
u (Table 6.1) has been carried out by self-consistent wave function calculations
for different lattice values until the convergence in the total energy has been lower
than 10−3 eV per O2-metal atom unit of the super cell. The optimization of the
lattice parameters has been done for different cell sizes (96, 216 and 720 atoms).
For pure SnO2, the lattice constant a increases from 4.80 to 4.86 A˚, while c de-
creases from 3.32 to 3.28 A˚ with increasing cell size from 96 to 720 atoms. To
determine the total energy of the bulk, all atom positions are allowed to relax
starting from the optimal lattice parameters.
Surface calculations are performed using the supercell optimized for bulk cal-
culations. In addition, 20 A˚ of vacuum have been added along the z -direction in
order to avoid any interaction of the slab with its periodic images. The surface
explicitly contains 60 atoms (including bridging oxygen atoms), 24 of which are
metallic. Five metal atom layers are sufficient for simulation of the SnO2(110)
surface [191–193]. Here, ten Me atom layers have been used to obtain conver-
gence of the systems electronic properties. Three atomic layers on the top and the
bottom of the slab are allowed to relax in all dimensions, while the four central
layers are fixed in order to simulate the bulk properties.
For Sn1−xTixO2 solid solutions, three different distributions of Ti atoms in
the rutile SnO2 crystal have been considered: (i) homogeneous distribution in
the bulk, (ii) homogeneous distribution in the surface layer, and (iii) segregated
in the surface layer. One possible configuration has been calculated for each Ti
content and distribution in the bulk. For surface enriched distributions, (i) and
(ii), the amount of substituted Sn5c and Sn6c atoms is the same. Additional
calculations have been performed for Ti located only on 5c or 6c sites. The
percentages given always refer to the atomic percentage.
The surface energy ES has been calculated according to eq. (6.1), where Ebulk
and Esurf is the total energy of the bulk metal oxide and its (110) surface slab,
respectively, and the exposed surface area on one side of the slab is A (here, 12ac)
[95].
ES =
Esurf − Ebulk
2A
(6.1)
The total energy of the relaxed bulk Ebulk is always calculated for a random
distribution of Ti atoms in bulk SnO2. Therefore, ES for surface enriched (ii and
iii) solid solutions represents the difference in energy of the bulk and the state after
creation of the surface and diffusion of Ti atoms to the surface per unit surface
area. The thermodynamically most favorable Ti distribution is determined by
comparison of the surface energies of the different configurations. This approach
has been used previously for other mixed metal oxide systems such as Ru-doped
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[183] and Pd-doped SnO2 [184].
6.3 Bulk Structure of Sn1−xTixO2 Rutile Crys-
tals
The rutile crystal structure of the pure metal oxides and their solid solutions
with varying Ti content has been optimized determining bulk modulus and lat-
tice parameter. Table 6.1 reports experimental lattice parameters (a, c, u) and
the ones computed here and in other DFT studies. The calculated values are in
good agreement with other DFT studies utilizing the same [182] and other [193]
exchange correlation potentials (Figure 6.2). The calculations overestimate the
experimental lattice values (Table 6.1) for all systems [17, 194, 195]. However,
the difference between experimental and DFT values, computed here, was lower
than 5% (Table 6.1, Figure 6.2). This shift is commonly observed in DFT calcu-
lations of periodically repeated crystal slabs as they experience an artificial stress
by the periodic boundary conditions, even after relaxation [191]. Additionally,
even with the same boundary conditions, the use of different exchange corre-
lation functionals leads to slight variations of the computed lattice parameters
(Figure 6.2).
Table 6.1: Lattice parameters of SnO2, TiO2 and their solid solutions.
x [%] a [A˚] c [A˚] u reference
SnO2 0 4.856 3.278 0.3069 this work
4.828 3.245 0.3065 PW-PBE [182]
4.737 3.186 0.3056 experimental [194]
Sn1−xTixO2 1.7 4.856 3.278 0.3069 this work
3.3 4.856 3.278 0.3069 this work
6.7 4.836 3.260 0.3069 this work
14 4.836 3.260 0.3069 this work
20 4.810 3.220 0.3061 this work
TiO2 100 4.640 2.980 0.3053 this work
4.653 2.972 0.3049 PW-PBE [182]
4.594 2.959 0.3050 experimental [194]
Here, the use of a large supercell with 720 atoms allowed to map the evolution
of the solid solution properties from very low (1.7%) to high (20%) Ti content.
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Up to 3.3% Ti, the optimized lattice parameters (Table 6.1) did not diverge
from those of pure SnO2. Increasing further the Ti content (>3.3% Ti) both
lattice constants (a and c) decrease (Table 6.1) in agreement with the smaller
ionic radius of Ti (0.6 A˚) compared to Sn (0.7 A˚) [196]. However, both lattice
parameters (Figure 6.2 and Table 6.1) did not decrease linearly with increasing
Ti content. This variation from Vegard’s law (i.e. a linear relationship between
the values of pure oxides) has been reported previously in experimental [8, 176]
and computational studies [177]. A similar behavior has been observed for other
Sn-based systems (e.g. Sn1−xSbxO2) [197]. Previously, it has been attributed to
the different compressibilities and thermal expansivities of the constituents, SnO2
and TiO2 [198, 199]. The small differences (<5%) between the lattice parame-
ters computed here (Figure 6.2, filled triangles) and those previously reported
using the PW formalism and a ten times smaller supercell (72 atoms) (Figure 6.2
squares) [177] are within the variation reported for different DFT studies.
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Figure 6.2: Lattice parameters (a) a and (b) c of Sn1−xTixO2 solid solutions
compared to several computational studies, applying different exchange correlation
potentials, by Bandura et al. [182], Oviedo et al. [193], Evarestov et al. [180] and
Sensato et al. [177].
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6.4 Relaxation of the Rutile (110) Surface
6.4.1 Pure SnO2
Figure 6.3 shows the rutile (110) surface of pure SnO2. For the Ti-containing
systems, the Sn atoms have been substituted by Ti atoms according to their final
content and type of distribution. In the following, surface metal atoms bound
to five and six neighboring O atoms are denoted as Me5c and Me6c, respectively.
Rooted O atoms that are located in the surface layer are denoted as Or, whereas
bridging O atoms are named as Obr (Figure 6.3, inset). Table 6.2 summarizes
the bond lengths and z -shifts of the surface atoms.
Figure 6.3: Peripheral view of rutile SnO2(110) (Me5c and Me6c =yellow, Or
and Obr =red). For Sn1−xTixO2 solid solutions, the metal atoms (Sn and Ti) are
substituted according to the total Ti content (x). The inset shows a schematic
illustration of the cross-sectional view with geometric parameters of the relaxed
surface (reported in Table 6.2 and Table 6.3): shift of surface atoms in z -direction
(∆z(Me), ∆z(O)) and bond lengths between metal and oxygen atoms (Me5c-Or,
Me6c-Or, Me6c-Obr).
As mentioned previously, the investigation of solid solutions has been carried
out for three Ti atom distributions: (i) a homogeneous one in the bulk (Fig-
ure 6.4 a,b), (ii) a homogeneous one in the surface layer (Figure 6.4 c,d), and
(iii) a segregated one in the surface layer (Figure 6.4 e,f). In the supercell used
here, two of the ten metal atom layers are exposed surface layers. Therefore, for
surface enriched configuration, (ii) and (iii), the surface Ti content is five times
higher than the total Ti content. A total Ti content of 20% thus corresponds to
100% surface Ti content. The resulting slab specific surface area is reasonably
close to that (100 m2/g) of flame-made Sn1−xTixO2 nanoparticles (dBET=10 nm)
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Figure 6.4: Relaxed rutile (110) surfaces with three different distributions of Ti
atoms in the Sn1−xTixO2 crystal (Sn=yellow, Ti=green, O=red) having a total Ti
content of 6.7%. Top and cross-sectional views of homogeneous Ti distribution in
the bulk (a,b), homogeneous Ti distribution in the surface (c, d) and segregated
distribution in the surface (e,f).
previously utilized as gas sensors [17]. All graphs are shown as a function of the
total Ti content. The properties of the (110) surface upon relaxation will be first
discussed for pure SnO2 and TiO2 and then for their solid solutions.
Upon relaxation of pure (110) SnO2, the Sn5c atoms move into the surface
by 0.18 A˚ while the Sn6c atoms move out by 0.11 A˚ (Table 6.2). A similar z -
shift is seen for Or atoms which move outwards by 0.09 A˚ while only marginal
displacements are observed for Obr atoms (Table 6.2), consistent with previous
studies [182]. Here, with respect to the bulk, the Sn6c-Or bond length increases
by 2.8% while the Sn5c-Or and Sn6c-Obr bond lengths decrease by 0.9% and 4.3%,
respectively. An analogous decrease of the Sn6c-Obr (3.6%) has been reported
previously [183].
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6.4.2 Pure TiO2
For pure TiO2, the z -shifts of surface atoms are qualitatively similar to those of
SnO2. The magnitude, however, of their geometrical displacements (Table 6.2) is
larger than for SnO2. More in detail, Ti5c atoms move into the surface by 0.20 A˚
while Ti6c atoms move out of it by 0.18 A˚. Rooted oxygen (Or) atoms move out
of the surface by 0.10 A˚, whereas Obr atoms move only slightly (0.04 A˚) towards
the surface. The z -shifts of surface atoms on TiO2 are in line with experimental
[201] and theoretical [182] studies.
The relaxation of the surface leads to a similar behavior of the Ti-O bond
length compared to what has been computed for SnO2. The Ti5c-Or bond length
decreases slightly (0.5%), whereas the Ti6c-Or bond increases by 2.5%. Promi-
nently, the decrease of Ti6c-Obr bond length is 8.3% and thus remarkably higher
than that (4.3%) of SnO2. The larger extent of surface rearrangement on TiO2
than on SnO2(110) suggests an enhanced stabilization of its surface and is con-
sistent with the literature [179].
6.4.3 Sn1−xTixO2 Solid Solutions
For homogeneous Ti distributions (Figure 6.4 a) in the bulk (i), the presence
of Ti atoms marginally affects the geometry of the (110) surface (Table 6.2 and
Figure 6.5) indicating only small interaction between bulk and surface layers.
More specifically, only the Sn6c-Obr bond length (Figure 6.5, diamonds) decreases
slightly from 2.02 to 2.01 A˚ with increasing Ti content from 0 to 20% while the
other geometrical properties remain nearly identical to those computed for the
pure SnO2 surface (Table 6.2).
For homogeneous (ii) and segregated (iii) Ti distribution in the surface (Fig-
ure 6.4 c-f), it is necessary to distinguish between Sn atoms sharing (Ti-affected)
and not sharing (Ti-free) an O atom with a Ti atom. In fact, for both bulk and
surface Ti distributions, hardly any variation from the Sn6c-Obr bond length of
pure (110) SnO2 is observed for the Ti-free Sn atoms (Figure 6.6). In contrast,
the Sn6c-Obr bond length of Ti-affected Sn atoms (Figure 6.5 a, filled triangles)
is always 0.7 A˚ higher than that (2.02 A˚) of Ti-free Sn atoms (Figure 6.6) and
does not vary with the Ti content. As a result, for homogeneous Ti distribution
in the surface (ii), the average Sn6c-Obr bond length (Figure 6.5 a, open triangles,
Table 6.3) increases steadily with increasing Ti content in agreement with the
increasing number of Ti-affected Sn atoms.
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Figure 6.5: Average bond length of (a) Sn6c-Obr and (b) Ti6c-Obr in A˚ as a
function of the Ti content. For Ti atoms homogeneously distributed in the SnO2
lattice (a, diamonds), the Sn6c-Obr distance is nearly constant with increasing Ti
content. For a homogeneous Ti distribution in the surface layer, the Sn6c-Obr
bond length of Ti-affected Sn atoms (a, filled triangles) is constant and higher
than that of the pure SnO2 surface while the average Sn6c-Obr bond length (a,
open trianlges) increases linearly with increasing Ti content. The Ti6c-Obr bond
increases continuously both for segregated (b, squares) and homogeneous (b, open
triangles) Ti distribution in the surface.
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For segregated Ti distribution in the surface (iii), the average Sn6c-Obr bond
length (Figure 6.5 a, squares) is nearly constant with increasing Ti content since
the number of Ti-affected Sn atoms increases only slightly. The effect of the
change in the bond lengths is attributed to the higher electronegativity of Sn
(1.8) compared to Ti (1.4) atoms [182] which causes a smaller distance between
Ti and O than between Sn and O atoms and leads to an asymmetric arrangement
of surface atoms. The increase of the Sn6c-Obr bond length with adjacent Ti
atoms is expected to change the bond character and strength between Sn6c and
Obr atoms, and also the top surface charge of both Sn6c and Obr [180]. This is
of particular relevance as for several molecules (e.g. CO or NO) oxidation by
the bridging oxygen (Obr) of the metal oxide surface [156] is an important step
of their catalytic reactions. This redox mechanism is influenced by the surface
top charge of the involved surface species and thus the change of Sn6c-Obr bond
length, computed here, may affect remarkably the potential energy surface of
several important catalytic reactions.
Figure 6.6: Average Sn6c-Obr bond length for specific types of Sn6c atoms. Sn6c
atoms that are not affected by neighboring Ti atoms (Ti-free) have a similar bond
length to Obr both for segregated (open squares) and homogeneous (open triangles)
Ti distribution in the surface than the ones for homogeneous Ti distribution in the
bulk (dashed line). A remarkable increase of the Sn6c-Obr bond length is observed
when Sn is affected by a neighboring Ti6c atom. At a Ti content greater than
6.7% the Sn6c-Obr bond length is larger for a segregated (grey squares) than for a
homogeneous (grey triangles) Ti distribution in the surface layer.
For the homogeneous Ti distribution in the surface (ii), at low Ti content
(66.7%) the Ti6c-Obr bond length (Figure 6.5 b, triangles) was 61.80 A˚ and thus
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slightly lower than that (1.83 A˚) of the pure TiO2 surface despite the greater
lattice parameters of its host crystal structure. This is attributed to the higher
electronegativity of Sn (see discussion above), which leads to an asymmetric shift
of the Obr atoms towards the Ti6c atoms. At higher Ti content, more Ti atoms are
present in the surface layer having the same affinity towards O atoms. This leads
to a more even distribution of surface atoms and thus longer Ti6c-Obr bonds.
Increasing the Ti content increases remarkably the Ti6c-Obr bond length (Fig-
ure 6.5 b, triangles). In fact, at 20% total Ti content, it reaches the value of the
Sn6c-Obr one for (iii) homogeneous distribution in the bulk (Figure 6.5 a, dia-
monds). This content (20%) corresponds to 100% surface coverage of Ti atoms.
As a result, O atoms are attracted equally by the Ti6c atoms, similar to the
pure TiO2 surface, but the size of the rutile lattice is determined by the Sn atoms
in the bulk. As a result, the same Me6c-Obr bond length is obtained for Ti and
Sn (Figure 6.5). It has been previously suggested that the dimensions of the unit
cell are a main factor determining the adsorption mode of H2O on rutile type
crystals such as SnO2 and TiO2 [182]. More in detail, it is expected that large
unit cell dimensions lead to the formation of weaker H-bonds favoring dissociative
H2O adsorption as observed for SnO2 and in line with its larger (than TiO2) lat-
tice constants [182]. Furthermore, it has been shown that decreasing the lattice
parameters of Pt(111) and thus introducing compressive surface strain greatly af-
fects adsorption properties of O2, O, CO and CO2 on its surface [202]. Therefore,
here, it is expected that the adsorption properties of several important species
(e.g. H2O, ethanol, NOx, O2 and CO) could be strongly affected as, for exam-
ple, the 20% Ti distribution on the SnO2 surface leads to a full TiO2 monolayer
having, however, the unit cell dimension of the underlying SnO2 crystal.
For segregated distributions of Ti atoms in the surface (iii), the Ti6c-Obr bond
length (Figure 6.5, squares) shifts to larger values but shows similar behavior as
for homogeneous Ti surface (ii) distributions. This is also attributed to the effect
of neighboring Ti6c atoms attracting the O atoms with equal force and thus the
bond length is influenced by the lattice parameters of the underlying crystal. A
similar behavior of the Me6c-Obr bond length has been reported previously for
Ru-doped SnO2 rutile systems [183].
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6.5 Thermodynamic Stability of the (110) Ru-
tile Surface
The thermodynamic stability of the pure metal oxide and solid solution surfaces
has been evaluated by their surface energy (Figure 6.7) as a function of Ti content
and distribution. For pure SnO2, a surface energy of 0.99 J/m
2 has been com-
puted in reasonable agreement with literature reporting values between 1.03 and
1.28 J/m2 [180, 182, 193]. In comparison, the surface energy of TiO2 (0.46 J/m
2)
is remarkably lower than SnO2 (Figure 6.7). This is again in agreement with
previous studies reporting values from 0.53 to 0.90 J/m2 for the (110) rutile TiO2
surface [180, 182, 193]. Furthermore, these results confirm the higher stability
of the TiO2 surface compared to that of SnO2. This can be partly explained by
the more extensive geometric rearrangement upon relaxation of TiO2 compared
to SnO2 (Table 6.2).
For homogeneous Ti distribution in the bulk (i), the surface energy (Figure 6.7,
diamonds) of solid solutions decreases marginally from 0.99 to 0.96 J/m2 with
increasing Ti content from 0 to 20%. This is in agreement with the homogeneous
composition of its surface and the small variation of the Sn6c-Obr bond length
upon relaxation (Figure 6.5, diamonds). In contrast to bulk Ti distributions, the
surface energy (Figure 6.7, circles and triangles, respectively) decreases from 0.99
to 0.74 J/m2 with increasing Ti content from 0 to 20% for both homogeneous
(ii) and segregated (iii) surface Ti distributions. Surprisingly, the surface energy
for both segregated and homogeneous Ti distribution is always identical. This
suggests that the surface energy depends only on the number of Ti atoms in
the surface layer but not on the distribution. However, even at 100% surface Ti
content (20% total Ti content), the surface energy (Figure 6.7) does not reach the
value of the pure TiO2 indicating that the underlying SnO2 bulk is destabilizing
the TiO2 surface layer with respect to the pure TiO2 surface. For both (ii) and
(iii) distributions, the amount of substituted Sn5c and Sn6c atoms has been the
same resulting in the same amount of energy required for the breaking of Ti-O
and Sn-O bonds.
To investigate the influence of the Ti atom position for surface distribution,
exclusive Ti substitution on 5c and 6c Sn surface sites has been computed for
3.3%, 6.7% and 10% total Ti content (Figure 6.7, inlet). Both for Ti substitu-
tion on 6c and 5c surface sites, the resulting surface energy is lower than that
for homogeneous Ti distribution in the bulk in line with the observed surface
stabilization by its enrichment with Ti. For all Ti contents, Ti substitution on
6c sites results in the lowest surface energy suggesting that, at low Ti content, 5c
sites may actually remain occupied by Sn atoms.
Furthermore, the surface energy for homogenous Ti distribution on the surface
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Figure 6.7: Surface energy of Sn1−xTixO2(110) as a function of the total Ti
content when Ti atoms are distributed homogeneously in the bulk (diamonds) and
homogeneously (circles) and segregated (triangles) in the surface layer. For surface
enriched configurations, the surface energy decreases remarkably from 0.99 to 0.75
kJ/mol with increasing Ti content from 0 to 20%. The inset shows a magnification
of the region from 0 to 20% Ti content when Ti atoms are distributed specifically
on 5c (squares) and 6c (stars) surface sites showing 6c sites to be favored.
is always between that for substitution on 5c and 6c sites. Thus, it is expected
that for different distributions of Ti on the Sn1−xTixO2 surface than the one
computed, the surface energy will be enclosed between the maximal and minimal
values given by exclusive Ti substitution on the 5c and 6c sites, respectively.
Apparently, in the (110) Sn1−xTixO2 rutile surface, two effects are responsible
for the computed drop in surface energy by increasing the surface Ti content.
First, less energy is required to break Ti-bonds than Sn-O ones. Second, the
proximity of Ti6c atoms destabilizes the residual Sn-O bonds that have to be
broken for surface creation. Both effects contribute to the lower surface energy
of Sn1−xTixO2 with surface Ti distributions (ii and iii) than with bulk ones (i).
It is in fact surprising that Ti-doping of SnO2 nanoparticles had a dramatic
impact on the rutile surface reaction with H2O already at 4.6% Ti content [17].
In agreement with our finding, this could be attributed to local effects such as
Ti surface enrichment and/or strong interaction with neighboring Sn atoms. The
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findings of energetically favored Ti distributions on the SnO2 surface have also
implication for catalytic processes. Adsorption properties of catalytically inter-
esting species such as CO [203, 204], CO2 or NOx [205] can be drastically changed
and improved by additional surface Ti sites as it has been shown previously for
other mixed metal oxides [203, 206–208]. Furthermore, it is expected that the
adsorption properties on Sn sites could be affected by the neighboring Ti surfaces
sites. However, to determine the catalytic activity of such Sn1−xTixO2 surfaces a
dedicated study should be performed on the adsorption properties of the inter-
esting species and the activation barriers of the corresponding reactions. Finally,
it should be stressed that our theoretical study of the composition of Sn1−xTixO2
solid solutions surfaces reflects the situation under idealized conditions (vacuum,
0K, perfect crystal surface). In practical applications some deviation from this
ideal behavior may occur due to interaction with adsorbed molecules from the
surrounding medium which forms the interface with the Sn1−xTixO2 surface, and
effects caused by temperature and surface defects.
6.6 Conclusions
The geometric and electronic properties of the (110) rutile surface of Sn1−xTixO2
solid solutions have been investigated as a function of Ti content (from 0 to 100
at%) and kind of Ti atom distribution. The large (720 atoms) supercell, utilized
here, allows the simulation of low (down to 1.7 at%) Ti contents. The compu-
tations have been validated for the pure SnO2 and TiO2 systems showing good
agreement with previous results obtained by plane waves calculations. Three dif-
ferent types of Ti atom distributions in the SnO2 lattice have been investigated:
homogeneous in the bulk, homogeneous in the surface and segregated in the sur-
face. Bulk Ti distribution hardly has any effect on the geometrical parameters of
the surface at any Ti content. In contrast, homogeneous Ti distribution in the
surface layer leads to the strongest restructuring of the surface both in terms of
bond length and z -shift. Once a full monolayer (100%) of surface Ti atoms is
substituted (20% total Ti content), the geometrical properties of the surface are
determined by the underlying bulk structure. The surface energy of solid solutions
with homogeneous bulk Ti distribution is nearly the same (0.99 J/mol) as that of
pure SnO2 for all Ti contents. In contrast, for both homogeneous and segregated
Ti distributions in the surface, the surface energy decreases remarkably from 0.99
to 0.75 J/mol with increasing Ti content from 0 to 20%. Exclusive substitution
of Ti on 5c and 6c sites indicates that 6c surface sites are preferential Ti locations
leading to the lowest surface energies. Furthermore, the monotonous decrease of
surface energy with increasing surface Ti content for any type of distribution (ho-
mogeneous, segregated and exclusive on 5c or 6c sites) suggests that the surface
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energy of Sn1−xTixO2 solid solutions is proportional to the Ti surface content.
This can be attributed to the lower energy required to break Ti-O bonds than
Sn-O ones and the facilitated breaking of Sn-O bonds in the vicinity of Ti atoms.
As a result, it is suggested that in Sn1−xTixO2 solid solutions, enrichment of the
(110) surface with Ti atoms is the most probable configuration. These results can
help the design of complex nanocomposites by providing a general understanding
of their surface composition and properties. This is particularly interesting since
the experimental determination of the composition of single atomic surface layers
of nanoparticles is still a very challenging task.
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7.1 Introduction
The semiconducting nature of many metal oxides makes them interesting ma-
terials for numerous industrial and economical important applications. Since
the pioneering work of Fujishima and Honda [10] in 1972 on photoinduced de-
composition of H2O on TiO2, intensive research has been done to optimize the
photocatalytic behavior of TiO2 for hydrogen production from H2O or hydrocar-
bons and for degradation of organic pollutants [20, 21]. The main advantages
of TiO2-based materials in this area are their high stability, low cost and high
photoactivity [18, 209].
Considerable improvement of TiO2 photocatalysts has been achieved by sub-
stitutional or interstitial doping with anionic species, in particular nitrogen [11,
22]. Doping with cationic metal atoms such as Pt [210] and Sn [176, 211] has
also been shown to improve the photocatalytic behavior. The performance of
TiO2-based photocatalysts used in gas-solid phase reactions varies significantly
with the relative humidity [212–214]. At low H2O content, degradation of pol-
lutants is enhanced by an increased number of hydroxyl groups on the surface
[212]. However, at higher water content the H2O species are competing with
the actual reactants [212, 213], reducing the reaction rates as it has been shown
for trichloroethylene [213] and m-xylene [215]. Furthermore, H2O species ad-
sorbed on the TiO2 surface decrease the upward band bending. This facilitates
the recombination of electron and holes and reduces the photocatalytic activity
[18, 214]. Thus it is an important task to control the water adsorption properties
on TiO2-based catalysts in order to optimize their photocatalytic activity.
Another interesting field for semiconducting metal oxides is their use as chemore-
sistive gas sensors [8]. Their ability to change conductivity when gaseous molecules
94
7.1 Introduction
are reacting with the surface makes them particularly applicable for such devices
[216, 217]. Solid state gas sensors made of metal oxide nanoparticles are currently
utilized for process safety control, environmental monitoring and homeland se-
curity [218, 219]. They have been applied to human breath analysis to estimate
the blood alcohol content of drunk drivers [220] and more recently for the detec-
tion and monitoring of breath markers for several diseases such as lung cancer
[221] or diabetes [222]. Tin oxide (SnO2) is the most widely used metal oxide for
chemoresistive gas sensors [7].
Its sensitivity and selectivity depend also on the exposed facets of the rutile
crystal structure [223]. Han et al. [224] synthesized SnO2 particles with different
morphologies and found that octahedral particles with exposed high-energy (221)
facets show highest gas-sensing performance towards ethanol. However, the gas
sensing performances reported in this article are rather poor compared to those
found in other studies with exposed low-index SnO2 facets such as (110), (101)
and (100) [225]. Furthermore, such high-index (221) facets have a higher surface
energy [224] and thus are more difficult to produce than spontaneously growing
low-index facets [226]. High sensitivity and selectivity is in particular important
for chemoresistive gas sensors used in non-invasive medical diagnostics (breath
analysis) since the breath consists of more than 1000 volatile compounds and has
a high relative humidity (r.h.) [227]. This is particularly problematic as water
vapor increases the electrical conductivity of the metal oxide upon reaction with
its surface and thus results in an unreliable sensor response [14, 228].
High cross-sensitivity to humidity is a major drawback of SnO2, one of the
most studied and widely used gas sensing metal oxides, sensitive to several rele-
vant analytes such as CO, NOx, H2 and ethanol [7]. In fact, the reaction between
water vapor and the SnO2 surface leads to remarkable changes (up to 85%) in its
sensor response [14, 228]. Even for more selective sensing oxides such as WO3,
water vapor is a common problem [229] that limits its applicability to non-invasive
medical diagnostics by breath analysis.
The understanding of the cross-sensitivity mechanism of gas sensing metal
oxides to humidity is still in progress. As a result, there is a necessity for further
research on the H2O adsorption on wide band gap semiconducting metal oxides
that overlaps with the interest to optimize such materials for photocatalysis. For
adsorption of H2O on SnO2 and the resulting increase in electrical conductivity,
three main paths have been proposed [228]. In the first mechanism, it is suggested
that H2O dissociates in an H atom and OH group that react further with the
metal oxide surface. The OH group (terminal OH) binds to a surface metal
atom, whereas the H atom binds to a rooted O atom resulting in a rooted OH
group. The latter is then donating an electron to the conduction band [230]
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according to eq. (7.1).
H2Ogas + Sn
∗ + O∗ −→ (Snδ+ −OHδ−)+ (OH+)+ e− (7.1)
The asterisk indicates the active sites of the metal oxide surface.
(
OH+
)
refers
to a rooted OH group and
(
Snδ+ −OHδ−) to an isolated (terminal) hydroxyl
group. Since the rooted O is normally in the (2-) state it can become ionized and
function as an electron donor.
The second mechanism considers the formation of oxygen vacancies. In this
mechanism, the rooted OH group reacts further and binds to a neighboring Sn
atom producing an oxygen vacancy. This vacancy donates by ionization two elec-
trons to the conduction band of the semiconductor [230]. The third mechanism
is described as an indirect process where pre-adsorbed species are changing the
electron affinity of the surface [231, 232]. This could be for instance the reaction
of the adsorbed hydroxyl group or the hydrogen atom bond to rooted O which are
acting as active sites on the surface and possibly react with acid or basic groups
[231, 232].
Recently, it has been shown that altering the SnO2 structure by introduc-
tion of impurities results in a drastic stabilization of the sensor response in the
presence of varying water vapor content [17]. Doping of SnO2 nanoparticles with
low Ti content (4.6 at%) decreased the cross-sensitivity to r.h. remarkably while
maintaining high sensitivity towards the tested analyte (ethanol). At the opti-
mal doping content, a residual cross-sensitivity to r.h. of ca. 15% was measurable
increasing the r.h. from 0 (dry air) to 20%. Further increase of r.h. did not have
any effect on the sensor signal. This approach is particularly convenient as both
metal oxides (SnO2 and TiO2) share a rutile crystal phase and their co-synthesis
at high temperature (>2000K) promotes the formation of a substitutional solid
solution without any segregation up to 80 at% of Ti.
The two metal oxides, SnO2 and TiO2, have noticeable differences in elec-
tronic and adsorption properties due to the fact that Ti is a transition metal and
Sn is a group IV element. In terms of sensitivity and conductivity, TiO2 is infe-
rior to SnO2 [8]. Nevertheless, it has a higher thermodynamic stability and less
cross-sensitivity to humidity than SnO2 [7]. Experimentally studied Sn1−xTixO2
nanoparticles [17] combined the advantages of both metal oxides but a funda-
mental understanding of the H2O interaction with their surface is still missing.
In this regard, theoretical investigation of the Sn1−xTixO2 system represents a
unique opportunity to achieve a better understanding of the mechanisms control-
ling the adsorption properties of H2O on wide band gap semiconducting metal
oxides for application in gas sensing and photocatalysis. Among computational
methods, DFT is a quantum mechanical method that is widely used to describe
catalytic processes mainly on crystal metal surfaces [233–235]. Furthermore, it
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has been proven to be an appropriate method for the calculation of metal ox-
ide surfaces [180, 181, 236–238]. In fact, DFT has been applied to evaluate the
stability of stoichiometric pure SnO2 and TiO2 surfaces showing that for both
crystals the (110) surface is the most favored. Moreover, the Sn1−xTixO2 bulk
system has been studied by DFT [177] confirming the experimentally measured
variation from Vegards law for the rutile lattice parameters [17, 199].
Adsorption properties of H2O on the pure SnO2 and TiO2(110) surfaces have
been studied extensively by DFT. It has been shown that H2O tends to dissociate
spontaneously on the SnO2(110) surface at high coverages, indicating that disso-
ciative adsorption is favored over associative one [182, 200]. In contrast, on TiO2,
associative adsorption is favored over dissociative adsorption at full coverage [239]
while dissociative adsorption becomes favorable at low coverage [240].
In this chaper, DFT calculations have been used to investigate the H2O ad-
sorption properties on Sn1−xTixO2 solid solutions. First, the binding energies and
geometrical properties for dissociative and associative H2O adsorption have been
computed on the pure SnO2 and TiO2 surfaces at high and low H2O coverage to
verify the consistence with previous studies. The dissociative adsorption energy
has then been evaluated for Sn1−xTixO2 solid solutions as a function of the Ti
content providing an explanation for the minimal cross-sensitivity to humidity
observed for gas sensors made of such solid solutions.
7.2 Methods
For the DFT calculations of this chapter, the same pseudopotentials and basis sets
as in the previous chapter (chapter 6) have been adopted, namely a double-ζ plus
polarization (DZVP) basis set for metal atoms and a triple-ζ plus polarization
(TZVP) for oxygen and hydrogen. All basis sets have been optimized according
to the Mol-Opt method [62]. In the valence shell of Sn, Ti and O, four, twelve
and six electrons, respectively, have been considered explicitly. For auxiliary PW
expansion of the charge density, the energy cutoff has been set at 400 Ry.
The optimal compromise between physical accuracy and resource allocation
for the present investigation has been found to be a supercell of 720 atoms. The
rutile primitive cell has been repeated three and four times along the x - and
y-directions, respectively. Along the z -direction, the cell has been repeated ten
times, in order to form a slab of ten metal atom layers. All simulations have
been performed with periodic boundary conditions. Lattice parameters a, c and
u have been optimized according to chapter 6. Optimized parameters are listed
in Table 6.1. The simulations with surface Ti distribution have been performed
using the parameters optimized for bulk calculations.
To simulate the surface, 20 A˚ of vacuum have been added along the z -direction
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in order to avoid any interaction of the slab with its periodic image. Three metal
atom layers on the top and the bottom of the slab have been allowed to relax in
all dimensions while four layers have been fixed in the middle to simulate the bulk
corresponding to the simulation domain used previously in chapter 6 investigating
the stability of SnO1−xTixO2(110) surfaces.
The adsorption of H2O is simulated on one of the exposed surfaces of the slab.
It is supposed that placing adsorbates on both sides gives more accurate results
since possible dipole moments are eliminated [241]. However, here, calculations
with adsorbates on both sides show less than 3.5 kJ/mol difference in binding
energy. Thus, it is assumed that precise values of the binding energy are yielded
also when simulating adsorption only on one surface. The H2O binding energies
(EB) are calculated according to eq. (7.2), where Eslab and EH2O,g denote the total
energy of the clean SnO2 slab and the H2O molecule in gas phase, respectively.
Eslab+nH2O is the energy of the surface slab plus n adsorbates. Note that with this
expression, in contrast to chapter 5 a positive value of EB indicates an exothermic
adsorption.
EB =
(Eslab + nEH2O,g)− Eslab+nH2O
n
(7.2)
The energy of an isolated H2O molecule (EH2O,g) has been calculated in a
periodically repeated cell of 20 A˚. Here, the surface plane consists of twelve unit
cells meaning that full H2O coverage (1 ML) corresponds to twelve adsorbed H2O
groups.
Surface metal atoms (Figure 7.1) bound to five or six neighboring O atoms
are named as Me5c or Me6c, respectively. Rooted O atoms that are located in the
surface layer are denoted as Or, whereas bridging O atoms are denoted as Obr.
The O atoms where H2O is adsorbed associatively is denoted as OH2O.
7.3 H2O Adsorption on SnO2
7.3.1 Adsorption of Isolated H2O (1/12 ML)
Associative adsorption of an isolated H2O molecule (1/12 ML) is found to be
stable in a perpendicular configuration (Figure 7.2 a,b). The distance between
Sn5c and OH2O is 2.28 A˚. Additionally to the perpendicular configuration, the
H2O molecule has been initially placed parallel to the surface (not shown). In
this case, however, the H2O molecule dissociates spontaneously. In the dissociated
configuration, the Sn5c-OHterm (Figure 7.1 a) bond length is remarkably smaller
(2.02 A˚) indicating a stronger bond. This Sn5c-OHterm bond length is equal to
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Figure 7.1: (a) Cross-sectional and (b) top schematic illustration of geometrical
properties of dissociative H2O adsorption on rutile (110). Large spheres indicate
metal atoms (Sn or Ti), small gray ones O atoms of the (110) surface, red spheres
O atoms of the adsorbing H2O molecule and blue ones its H atoms.
that between Sn6c and Obr of the clean SnO2(110) slab (chapter 6 [34]) suggesting
similar characteristics to the Sn-O bonds.
The distance between H atoms of an associatively adsorbed H2O molecule and
Obr is 2.86 A˚ (Figure 7.2 a). For dissociative adsorption, smaller intermolecular
distances are found: The H atom of the OHroot group and the O atom of the
OHterm has a distance (droot) of 2.36 A˚ (Figure 7.2 d). This indicates the presence
of additional attractive interactions for dissociative adsorption. Furthermore, it
has been observed that the H atom of the OHterm group points towards the nearest
Obr atom (opposite of the OHroot group, 3.11 A˚, Figure 7.2 d). Thus, approaching
of the two OH groups, as it has been observed at higher coverages (1.94 A˚ [180]),
is prevented.
The binding energy of associatively adsorbed H2O is 98.8 kJ/mol, whereas
for dissociative adsorption it is significantly higher (135.2 kJ/mol). Based on
these results, it is concluded that, at low coverage, H2O tends to dissociate on
the SnO2(110) surface. The stabilization of dissociated H2O can be explained by
attractive interactions between the OH groups and a stronger bond between Sn5c
and the O of the OHterm group.
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Figure 7.2: (a,c) Cross-sectional and (b,d) top view of stable configurations of
isolated H2O adsorbed (a,b) associatively and (c,d) dissociatively on SnO2(110).
The Sn-O bond length is remarkably smaller for dissociative adsorption (2.20 A˚)
than for associative one (2.28 A˚) indicating stronger bonds.
7.3.2 Adsorption at High Coverage (1 ML)
Structural Properties For associatively adsorbed H2O, the initial configura-
tion has been perpendicular to the surface comparable to the isolated H2O con-
figuration (1/12 ML). However, at this high coverage, the H2O molecules bend
towards the surface resulting in a parallel associative adsorption configuration
(Figure 7.3 a). This is in contrast to what has been observed (see discussion
above) for isolated H2O molecules which spontaneously dissociate when initially
positioned in a parallel configuration. As a result, at high coverage, the distance
between an H atom and an Obr atom is reduced to 1.42-1.88 A˚ (Figure 7.3 a).
It is suggested that these H-bonds are stabilizing the H2O on the surface at high
coverage. The intermolecular distance between two H2O molecules is 2.49 A˚ (Fig-
ure 7.3 a) indicating additional attractive interactions that are not present for
isolated H2O. The latter presumably affects the electron density around the H
pointing to the Obr atom hindering the dissociation of an H atom as it has been
observed for isolated H2O. The distance between the OH2O atom and the Sn5c
atom (Sn5c-OH2O) is larger for 1 ML associative adsorption (2.39 A˚) than at low
coverage (2.28 A˚) indicating weaker bonds.
For dissociative adsorption, droot (Figure 7.1 b) is remarkably smaller at high
coverage (1.80 A˚, Figure 7.4 a) than at low coverage (2.36 A˚) indicating enhanced
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Figure 7.3: (a) Top view of a stable configuration of associatively adsorbed H2O
at 1 ML coverage on SnO2(110). When all molecules point into the same direc-
tion, H2O spontaneously dissociates resulting in a mixed associative/dissociative
adsorption state (b) .Sn: dark gray, Osurf : light gray, OH2O: red, H:blue.
H-bonds. At high coverage, the H atom of OHterm groups is attracted by the
O atom of a neighboring OHterm group. In contrast, at low coverage, the H
atom of the OHterm group is attracted by an adjacent Obr (3.11 A˚, Figure 7.2 d)
atom leading to a larger droot. Moreover, the neighboring OHterm groups show
additional attractive interactions between the H and O atom of two adjacent
groups that is not possible for isolated H2O adsorption. The distance between
these H and O atoms (dterm) is 2.49 A˚. The bond length between Sn5c atoms and
an OHterm group (Sn5c-OHterm, Figure 7.1 b) is similar at both high (2.06 A˚) and
low (2.02 A˚) coverage indicating same bond characteristics for both coverages.
These values are close to the bond length between Sn6c and Obr (2.02 A˚) of the
clean SnO2(110) surface [34].
Additional to pure associative and dissociative configurations, a stable state
is found in a mixed configuration where half of the molecules dissociate and the
other half adsorbs associatively (Figure 7.3 b). This configuration resembles the
one found for partial H2O dissociation on Ru(0001) where a hexagonal pattern
was formed [242]. On SnO2, the Sn5c-OH2O bond length is with 2.25 A˚ similar to
that (2.28 A˚) for isolated H2O adsorption suggesting similar bond characteristics.
The bond length between Sn5c and the dissociated OHterm groups (2.09 A˚) is close
to that for pure dissociative adsorption at high (2.06 A˚) and low (2.02 A˚) H2O
coverage. The complete geometrical properties are reported in Figure 7.3 b.
Stability Pure associative adsorption of H2O at 1 ML has a binding energy of
112 kJ/mol (Figure 7.3 a, Table 7.1). The same binding energy (113 kJ/mol)
has been computed in a previous study using a smaller unit cell with the PBE
exchange correlation functional [182]. However, in the latter, artificial constraints
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Figure 7.4: Top view of stable configurations of dissociative H2O adsorption on
(a) SnO2, (b) TiO2 and Sn1−xTixO2 with surface Ti content of (c) 16.7% and
(d) 100% at 1 ML coverage. The inhomogeneity of Ti-doped SnO2 surfaces (c,d)
leads to an asymmetric configuration of dissociatively adsorbed H2O. Despite their
smaller lattice parameters, droot is larger on Ti-doped SnO2 and on pure TiO2 than
on pure SnO2.
have been introduced for the relaxation to prevent spontaneous dissociation of
the H2O molecules. Figure 7.3 a shows that the H2O molecules bound to the left
and the middle column of Sn5c atoms point towards the Obr atom on their left
side, whereas the H2O molecules of the last column point towards the Obr atom
on their right side resulting in an asymmetric configuration.
Previous DFT studies applying the planewaves approach showed that molec-
ular H2O on rutile (110) SnO2 is neither stable for a complete nor half a mono-
layer coverage of H2O [180, 182, 200, 243]. There, water molecules placed initially
above a fivefold coordinated Sn atom dissociated spontaneously into OH and H.
However, the unit cells used in those studies had a surface about three times
smaller than that used here. The use of smaller cells restricts the possible con-
figurations of adsorbates and their periodic repetition leads to more symmetric
arrangements of adsorbed species. To understand the destabilizing effect of higher
orientation symmetry (all H2O molecules pointing into the same direction), the
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Table 7.1: Dissociative and associative H2O binding energies at 1 ML and
1/12 ML coverage on SnO2. All values are given in
kJ
mol .
coverage dissociative associative mixed
1/12 ML 135.2 98.8 -
1 ML 145.2 112.0 137.8
141 113a 143 [182]
a use of artificial constraints to obtain only associative H2O adsorption
water molecules of the third column (Figure 7.3 a) have been artificially placed
so that all of them point into the same direction. This leads to dissociation of
half the H2O molecules (Figure 7.3 b) resulting in a mixed associative and disso-
ciative adsorption state with a binding energy of 137.8 kJ/mol (Table 7.1). An
associative configuration is found in previous studies using a smaller unit cell
[182, 200] but required the utilization of the hybrid functional B3LYP [180]. This
was attributed to the larger H-bond length in hybrid DFT calculations such as
B3LYP (than in plain ones) that inhibited the formation of covalent bonds and
thus H2O dissociation [180]. However, the results presented here demonstrate
that spontaneous dissociation of H2O on SnO2(110) is not only affected by the
functional used but also by constraints resulting from the use of a small unit cell
with periodic boundary conditions which lead to unreasonably high-symmetry
configurations [180, 182]. Here, for the first time, a stable state for associative
adsorption configuration has been established in a more asymmetric configuration
using a standard exchange correlation potential (PBE). Such associative adsorp-
tion is consistent with experiments showing the presence of H2O molecules on the
SnO2(110) surface [244]. This suggests that restrictions of the system size have
to be considered as potential sources of errors in DFT calculations.
A binding energy of 145.2 kJ/mol has been obtained for pure dissociative
adsorption of H2O at 1 ML. Again, this is in very good agreement with previ-
ous results [182] reporting a value of 141 kJ/mol. It is significantly more stable
than associative adsorption (112 kJ/mol) (Table 7.1), similar to what has been
observed for isolated H2O adsorption. For all coverages simulated in this study,
on SnO2, EB of dissociative H2O (135.2-145.2 kJ/mol) adsorption is higher than
that of associative H2O adsorption (98.8-112.0 kJ/mol) demonstrating that H2O
molecules preferably adsorb dissociatively on SnO2(110) independent of the co-
verage.
The analysis of the geometry suggests the presence of intermolecular H-bonds
at high H2O coverage for both associative and dissociative adsorption. These
H-bonds stabilize the adsorbates resulting in higher binding energies at high co-
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verage. In contrast, H-bonding was previously considered to play only a marginal
role for H2O adsorption on SnO2 [239]. Furthermore, the higher binding energies
at high coverage indicate that, on SnO2, adsorption of H2O is enhanced with
increasing water content. For the use of SnO2 as a gas sensor, this means that
the higher the relative humidity the more H2O is adsorbed. Consequently, the
conductivity and response of SnO2 gas sensors depend on the relative humidity
also at relatively high humidity concentration.
7.4 H2O Adsorption on TiO2
7.4.1 Adsorption of Isolated H2O (1/12 ML)
On TiO2, in contrast to SnO2, associatively adsorbed H2O is stable both in con-
figurations perpendicular (cf. Figure 7.2 a,b) and parallel (Figure 7.5 a,b) to the
surface. The bond length between Ti5c and OH2O is similar for both configura-
tions (2.25 A˚ and 2.26 A˚) and close to that on SnO2 (2.28 A˚). Despite the smaller
lattice parameters of TiO2 (a=4.64 A˚ and c=2.98 A˚) [34], the perpendicular H-
Obr distance (2.87 A˚) is similar to that on SnO2 (2.86 A˚). This suggests that the
H-O interaction is hardly affected by the dimension of the lattice or by the metal
atom type (Sn or Ti).
For dissociatively adsorbed H2O, the Ti5c-OHterm distance (1.82 A˚, Figure 7.5
c) is remarkably smaller than for associative adsorption and, as observed for
SnO2, close to the Ti6c-Obr distance of the clean TiO2(110) surface (1.83 A˚) [34].
For dissociation of the H2O molecule, droot (Figure 7.5 c) of 2.30 A˚ is found. The
perpendicular configuration (92.0 kJ/mol) of an H2O molecule is slightly more
stable than the parallel one (89.5 kJ/mol, Table 7.2). Dissociation is, similar to
SnO2, favored over both types of associative configurations with a binding energy
of 99.4 kJ/mol (Table 7.2).
7.4.2 Adsorption at High Coverage (1 ML)
Structural Properties At 1 ML associatively adsorbed H2O, the distance
between the H atom and Obr is with 2.11 A˚ (Figure 7.6 a) remarkably larger
than that on SnO2 (1.42-1.88 A˚, Figure 7.3 a) regardless of the smaller lattice
parameters of TiO2. This suggests, that H-bonds between adsorbates and surface
are less pronounced on TiO2. The Ti5c-OH2O distance is larger at high coverage
(2.40 A˚) than for both perpendicular (2.25 A˚) and parallel (2.25 A˚, Figure 7.5 a)
configuration at low coverage as observed for SnO2. This indicates that at high
coverage, the Ti-O bond is weaker. The distance between H and OH2O is smaller
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Figure 7.5: (a,c) Cross-sectional and (b,d) top view of stable configurations of
isolated H2O adsorbed associatively (a,b) and dissociatively (c,d) on TiO2(110). A
more stable state is found for associative adsorption in a perpendicular configura-
tion similar to the one on SnO2 (Figure 7.2 a,b). On TiO2, the difference between
the Ti-O bond length for associative and dissociative adsorption is even larger than
on SnO2, but less visible in the change of binding energy (Table 7.2).
(2.15 A˚, Figure 7.6) on TiO2 than on SnO2 (2.49 A˚, Figure 7.3 a) in agreement
with the smaller lattice parameters of TiO2.
For dissociative adsorption, droot at high coverage (2.37 A˚, Figure 7.4 d) is
larger than for isolated adsorption (2.30 A˚, Figure 7.5 d), indicating repulsive
intermolecular interactions. Thus, on TiO2, no stabilization but rather slight
destabilization is established at high coverage for dissociative H2O adsorption. In
agreement with the different lattice parameters, dterm is smaller on TiO2 (2.16 A˚,
Figure 7.4 b) than on SnO2 (2.49 A˚, Figure 7.4 a). The Ti5c-OHterm distance at
high coverage (1.87 A˚, Table 7.4) is similar to that (1.82 A˚) for isolated adsorption
and close to the Ti6c-Obr distance of the clean TiO2(110) surface (1.83 A˚) [34].
Stability At 1 ML, associative H2O adsorption on TiO2 (Figure 7.6) results
in a binding energy of 78.7 kJ/mol (Table 7.2). Similar values (83-95.5 kJ/mol)
have been reported previously for associative H2O adsorption on TiO2 at high
coverage [182, 239]. Dissociatively adsorbed H2O (Figure 7.4 b) is found to be less
stable with a binding energy of 60.3 kJ/mol. This is again in reasonable agree-
ment with previous studies (66-87.9 kJ/mol [182, 239, 245]). Partially dissociated
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Figure 7.6: (a) Top view of H2O adsorbed on TiO2(110) at 1 ML in (a) an associa-
tive configuration and (b) in a configuration where both molecular and dissociated
species are present. In contrast to SnO2, H2O does not dissociate on TiO2 leading
to highly symmetric configurations.
H2O (75.4 kJ/mol, Figure 7.6) is slightly less stable than pure associative and
dissociative adsorption. This is in contrast to SnO2, where partial dissociation of
H2O (Figure 7.3 b) is found to be favored over pure associative adsorption and is
in agreement with the observed stabilization effect of H-bonds.
Table 7.2: Dissociative and associative H2O binding energies at 1 ML and
1/12 ML coverage on TiO2. All values are given in
kJ
mol .
coverage dissociative associative mixed
1/12 ML 99.4 92.0 (89.5a) -
1 ML 60.3 78.7 75.4
66 83 - [182]
a configuration parallel to surface (Figure 7.6)
For both associative and dissociative adsorption, EB at high coverage (78.7
and 60.3 kJ/mol, respectively) is lower than at low coverage (92.0 and 99.4 kJ/mol,
respectively) suggesting the presence of repulsive interactions between adsorbed
species. This is in contrast to SnO2, where H2O has been found to be more
stable at high coverage. There, the stabilizing effect has been attributed to the
formation of H-bonds between H and Obr (1.42-1.88 A˚, Figure 7.3 a) for associa-
tive adsorption and between OHterm and OHroot groups (droot(1 ML)=1.80 A˚) for
dissociative adsorption. Both distances (2.11 and 2.37 A˚, respectively) are larger
on TiO2, indicating a lack of intermolecular attraction. As a result, on TiO2,
the binding energy decreases with increasing H2O coverage. In other words, on
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TiO2, H2O adsorption is facilitated at low H2O content in contrast to SnO2. This
implies that the saturation coverage is dependent on the temperature and can be
reached already at a low relative humidity at a certain temperature.
Furthermore, a larger spread between high and low coverage binding energy
has been observed compared to SnO2. On the TiO2(110) surface, the binding
energies show that, for isolated adsorption, H2O molecules prefer to dissociate
whereas associative adsorption is favored at high coverage. Thus, the preferred
adsorption mechanism changes with the coverage. There has been discrepancy
about the favored adsorption mechanism on TiO2(110) in the literature previously
[238–240, 245, 246]. Some DFT studies [238, 240] using the PW formalism and
the revised PBE exchange correlation functional revealed that the dissociative
mechanism is favored at low coverages (θ ≤0.5 ML), whereas others [245] using
the PW91 functional stated that associative adsorption is favored at a coverage
θ ≤1 ML. Experimental studies using TPD, however, determined a tail of the
desorption peak extending to higher temperatures (100◦C) which was attributed
to hydroxyl groups [247]. This confirmed the presence of dissociated H2O at low
coverages. On the other hand, at high H2O doses (high coverage), molecular
species were detected [247, 248] which supports the higher binding energy of
associative adsorption at 1 ML found in this study. Furthermore, TPD analysis
[247, 248] at lower H2O doses showed a shift of the H2O desorption peak to higher
temperatures. This indicates a higher desorption energy at lower H2O coverage
which can be attributed to less dipole-dipole repulsion between adsorbed species
in agreement with our findings.
7.5 H2O Adsorption on SnO1−xTixO2(110)
On Sn1−xTixO2 solid solutions dissociative H2O adsorption has been investigated
for isolated species (1/12 ML) and full (1 ML) coverage. It has been shown
previously that Ti is preferably distributed in the surface layer of Sn1−xTixO2
solid solutions [34], more specific on six-fold coordinated (6c) surface sites [34,
178]. Therefore, here, H2O adsorption mechanisms have been investigated on
SnO1−xTixO2(110) surfaces with Ti atoms located exclusively on 6c sites up to
a surface Ti content of 50% where all 6c sites are occupied by Ti. At higher
surface Ti content, up to 100%, Ti atoms have been distributed additionally on
5c sites. The binding energy shown in Figure 7.8 represents an average value for
the different binding sites at a specific surface Ti content.
107
7. H2O Adsorption on Sn1−xTixO2
7.5.1 Adsorption of Isolated H2O (1/12 ML)
Structural Properties Adsorption of isolated H2O groups has been investi-
gated on all possible surface sites at each Ti content. Accordingly, Table 7.3 sum-
marizes the results averaged on all possible sites. The Me5c-OHterm bond length
hardly changes compared to that on pure SnO2 (2.02 A˚) and TiO2 (1.82 A˚). In
contrast, the average droot distance increases from 2.36 to 2.50 A˚ with increas-
ing surface Ti content from 0 to 100% and is always larger than that observed
for pure TiO2 (2.30 A˚). The increase of droot indicates reduced interactions and
could possibly lead to weaker bond strength. The large scatter at 67% surface Ti
content results from a high level of irregular surface restructuring.
Table 7.3: Bond length between Me5c atoms and adsorbed OHterm groups (Me5c-
OHterm, Figure 7.1 b) and distance between OH groups (droot, Figure 7.1 a) for
dissociative H2O adsorption at 1/12 ML coverage. All distances are given in A˚.
The increase of the standard deviation of droot with the surface Ti content reflects
the irregularity of the surface.
surface Ti
content [%] Sn6c-OHterm Ti6c-OHterm droot
SnO2 0 2.02 - 2.36±0.002
Sn1−xTixO2 12.5 2.02 - 2.35±0.013
25 2.02 - 2.42±0.043
37.5 2.01 - 2.45±0.040
50 2.01 - 2.45±0.016
66.7 2.01 1.84 2.64±0.175
100 - 1.82 2.50±0.402
TiO2 100 - 1.82 2.30±0.014
Electronic Structure For the representation of isolated H2O adsorption, only
a section of the surface is shown (Figure 7.7) since surface configurations are rele-
vant only in the vicinity of the adsorbate. To describe the adsorption properties,
the centers of the Wannier functions have been determined before (Figure 7.7,
left side) and after (Figure 7.7, right side) H2O adsorption. Green spheres in
Figure 7.7 visualize the position of the Wannier centers around Obr atoms.
On pure SnO2(110) (Figure 7.7 a), four Wannier centers are close to Obr, two
of which point towards the adjacent Sn6c atoms (in [001] direction). The other two
are oriented out of the surface in [110] direction indicating two free electron pairs.
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Upon dissociative H2O adsorption, one of these free electron pairs is transformed
into a bond with the H atom (Figure 7.7 a, right side). When some Sn6c atoms
have been substituted with Ti atoms, several Obr are bound to both metal atom
types (Figure 7.7) resulting in a reorientation of the Wannier centers. In this
situation, one center points to the Sn6c atom while two centers point to the Ti6c
atom suggesting the formation of an additional bond between Obr and Ti6c. In
other words, the Obr atom forms a total of three bonds to the adjacent metal
atoms and has one free electron pair. For the Obr-H bond formation, here, one
of the Obr-Ti6c bonds (Figure 7.7 b, right side) has to be broken. The required
energy for this step is reflected in a lower binding energy of H2O (Figure 7.8)
on such surfaces. Regarding the reverse step this means that less energy, e.g. a
lower temperature, is needed to remove H2O from the Sn1−xTixO2 surfaces.
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Figure 7.7: Top view of a section of the clean surface (left) of (a) SnO2 and
Sn1−xTixO2 solid solutions with (b) 25% and (c) 37.5% surface Ti content and
after adsorption of one H2O molecule (right side). Small spheres around O atoms
indicate the center of Wannier functions. The centers important for H2O adsorption
are highlighted in green.
110
7.5 H2O Adsorption on SnO1−xTixO2(110)
Figure 7.8: Fraction of Obr atoms on the (110) surface of Sn1−xTixO2 solid
solutions that form three bonds to neighboring Sn6c or Ti6c atoms as a function
of the surface Ti content (diamonds). When all 6c sites are occupied by the same
type of metal atom (Sn at 0% and Ti at 50%), Obr atoms form two bonds to the
neighboring Me6c atoms. However, when Obr is adjacent to an Sn6c atom on one
side and a Ti6c atom on the other one, two bonds are formed to Ti and one to
Sn. The number of Obr with such three bonds has a maximum at 25% surface
Ti content (alternating Sn and Ti atoms on 6c sites). Upon H2O adsorption, the
third Ti6c-Obr bond has to be broken resulting in an inverse behavior of the H2O
binding energy (triangles): the binding energy shows a minimum at 25% surface
Ti content.
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At a surface Ti content >25%, two or more Ti6c atoms can be adjacent to
each other (Figure 7.7 c). In these cases, the neighboring Ti6c equally polarize
the electrons (Wannier centers) of the enclosed Obr atom resulting in a single
Obr-Ti6c bond each (Figure 7.7 c) and a total of two bonds of the Obr atom. A
correlation is found between the H2O binding energy and the bonds formed by
Obr. For this, the fraction of Obr atoms forming a total of three bonds to adjacent
Me6c atoms has been analyzed as a function of the surface Ti content (Figure 7.8,
circles). It is maximal at 25% surface Ti content. The converse behavior has
been observed for the average binding energy. The average binding energy of all
possible adsorption sites on the surface decreases (Figure 7.8, diamonds) since
the number of Obr with three bonds increases with the surface Ti content up to
25% (Figure 7.8, circles). However, further increase of the surface Ti content
reduces the number of Obr with three bonds and thus the average binding energy
increases.
At surface Ti contents between 25 and 50% (Figure 7.7 c) an additional effect
has been observed leading to an increase of the binding energy. When the H
atom is bound to an Obr site between Sn6c and Ti6c, i. e. with three bonds, one
Ti-Obr bond is broken. However, this change in the electronic structure leads
to a shift of all connected Ti6c atoms in [001] direction closer to the Obr atoms
(Figure 7.7 c, right side). This induces the formation of additional Ti6c-Obr which
is reflected in an increased binding energy (by ca. 10 kJ/mol) on such sites. At
higher surface Ti contents (50-100%) the surface reconstruction and formation
of additional Ti6c-Obr and Ti5c-Or bonds on the surface increase. Here, the H2O
adsorption leads to enhanced rearrangements of the geometrical and electronic
structure depending on the local environment of the active site. Decrease of
the symmetry of the surface with increasing surface Ti content is reflected in
an increased range of binding energies for different surface sites (Figure 7.9).
This made it difficult to draw a general conclusion for surface Ti contents >50%.
However, it is assumed that, in the case of low coverage, H2O species adsorb on
the energetically most favorable site. Thus, the highest binding energy for each
Ti content is relevant for the determination of the adsorption characteristics. As
a result, a global minimum of the H2O binding energy for isolated adsorption
(1/12 ML) is found at a surface Ti content of 25% suggesting that, at this Ti
content, the temperature required for desorption of small amounts of H2O species
from the surface is lowest.
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Figure 7.9: Maximum EB of dissociative H2O adsorption on Sn1−xTixO2(110)
surfaces at 1/12 ML (open diamonds) and average binding energy at 1 ML (filled
diamonds) coverage as a function of the surface Ti content. The gray area shows
the range of EB that has been calculated on different adsorption sites for each Ti
content at 1/12 ML. At 1/12 ML, EB has a minimum at 25% surface Ti content
attributed to the maximum number of Obr atoms with three bonds to neighboring
Me6c atoms (Figure 7.8). With increasing surface Ti content, EB increases as
well as its distribution at each Ti content. This is caused by a large degree of
inhomogeneity of the surface structure. EB at 1 ML decreases drastically up to a
surface Ti content of 50%. Further increase of the Ti content has hardly any effect
on EB.
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7.5.2 Adsorption at High Coverage (1 ML)
Structural Properties At high coverage, droot increases drastically from 1.86
to 2.49 A˚ when increasing the surface Ti content from 0 to 33%. This demon-
strates a loss of H-bonds between adjacent OH groups that have been detected on
pure SnO2. Further increase of the Ti content hardly has any effect (2.41±0.1 A˚)
on droot. It is close to that on pure TiO2 (2.37 A˚) indicating that droot is rather de-
termined by the surface composition than by the lattice parameters. In contrast,
only marginal changes have been observed for the dterm and the Sn5c-OH and
Ti6c-OH bond length. A slight decrease of dterm from 2.49 to 2.41 A˚ (Table 7.4)
is found with increasing surface Ti content, consistent with the decreasing lattice
parameters [34]. The influence of the lattice parameters is as well reflected in the
drop (0.25 A˚) of dterm between 100% surface Ti content, corresponding to 20%
total Ti content (2.41 A˚), and pure TiO2 (2.16 A˚). When Ti atoms have been
introduced in the surface layer (17-67%), Sn5c-OHterm decreases from 2.06 A˚ for
pure SnO2 to 2.03 A˚ (Table 7.4). The Ti5c-OH bond length, on the other hand,
is equivalent to that on pure TiO2 (1.87 A˚) indicating that the characteristic of
this bond is determined by the chemical nature of the Me5c atom rather than the
surrounding atoms.
Figure 7.10: Binding energy (diamonds) and droot (circles) of dissociatively ad-
sorbed H2O at 1 ML on Sn1−xTixO2(110). The drastic decrease in binding energy
with increasing surface Ti content up to 33% is accompanied by a remarkable
increase in droot.
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Table 7.4: Bond length between Me5c atoms and adsorbed OHterm groups (Me5c-
OHterm, Figure 7.1 b) and distance between adjacent OH groups droot and dterm
(Figure 7.1 a) upon dissociative H2O adsorption at 1 ML coverage. All distances
are given in A˚.
surface Ti
content [%] Sn5c-OHterm Ti6c-OHterm droot dterm
SnO2 0 2.06 - 1.80 2.49
Sn1−xTixO2 16.7 2.03 - 2.27 2.44
33.3 2.02 - 2.49 2.35
50 2.03 - 2.53 2.38
66.7 2.03 1.86 2.30 2.40
100 - 1.88 2.35 2.41
TiO2 100 - 1.87 2.37 2.16
Stability The binding energy at high coverage (1 ML) decreases rapidly from
145.2 to 101.6 kJ/mol with increasing surface Ti content from 0 to 33%. Fur-
ther increase of the surface Ti content up to 100% has only marginal effect
(±3.4 kJ/mol) (Figure 7.10, diamonds, Figure 7.9, filled diamonds). The be-
havior of the binding energy correlates well with droot (Figure 7.10, circles): a
decrease in the binding energy is related to an increase in the H-O distance. This
verifies the stabilization of adsorbed species by intermolecular H-bonds which can
be quantified by droot. At 100% surface Ti content, EB (101.8 kJ/mol) is still sig-
nificantly higher than that on pure TiO2 (60.3 kJ/mol). This suggests that the
underlying SnO2 crystal contributes considerably to the adsorption properties.
In summary, a minimum of the adsorption binding energy of isolated disso-
ciatively adsorbed H2O is found for a surface Ti content of 25%. This minimum
is attributed to the formation of additional bonds between Obr and neighboring
Me6c atoms which have to be broken again upon H2O adsorption. Furthermore,
EB at the high coverage drops rapidly from 145.2 to 101.6 kJ/mol with increasing
surface Ti content from 0 to 33%. Higher surface Ti contents have almost no effect
on the high coverage binding energy of H2O. This leads to an overall minimum of
EB between 25 and 33% surface Ti content. A qualitatively similar minimum has
been found experimentally at a total (surface + bulk) Ti content of 4.6% for the
cross-sensitivity to humidity of FSP-made Sn1−xTixO2 nanoparticles. However,
no explanation could be given yet for this behavior [17]. Assuming that all Ti
atoms are distributed on the particle surface and the particles have an average size
between 9 and 11 nm, the surface Ti content of such particles is approximately
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24 to 29% and thus in good agreement with the computed surface Ti content for
the minimum of EB of H2O. This suggests that dissociative H2O adsorption plays
a key role in the cross-sensitivity mechanisms to humidity of SnO2-based gas
sensors. Furthermore, it supports the proposed homolytic dissociation of water
on SnO2 that leads to an increase in its conductivity [14, 228, 230]. It has been
shown previously that Sn-doping of TiO2 catalysts leads to enhanced photoactiv-
ity [176] which was partly attributed to the decrease of the band gap [176, 249].
The results of the present study suggest additionally that the dependency of the
catalytic activity on the relative humidity can be minimized for an optimal Sn:Ti
ratio.
Moreover, the rapid decrease of the 1 ML binding energy causes adsorbed
H2O to be more stable at low coverage (Figure 7.9, open diamonds) than at
high coverage (Figure 7.9, filled diamonds). Already at a surface Ti content of
33%, repulsive interactions between adsorbed species are more pronounced than
attractive ones (H-bonds). The amount of adsorbed H2O is not only dependent on
the relative humidity but also on the process conditions such as temperature. This
gives a possible explanation for the remaining minimal cross-sensitivity (15%) of
FSP-made Sn1−xTixO2 nanoparticles that has been shown experimentally [17]. In
fact, there, the working temperature of the gas sensor (320 ◦C) was most probably
high enough to overcome the binding energy at full coverage. However, due to
the increased binding energy at low coverages, trace amounts of H2O remained
on the surface leading to a variation of the sensor signal measured in dry air and
thus to a small cross-sensitivity residual.
Furthermore, the difference between H2O binding energy at high and low
coverage become larger with increasing surface Ti content due to the drop of
the binding energy at 1 ML and the rise of the one at 1/12 ML for surface
Ti contents >25% (Figure 7.9). Assuming a linear dependency of the binding
energy on the coverage, it is suggested that controlling the amount of adsorbed
H2O species by the temperature is facilitated when the difference between low
and high coverage binding energy gets larger. Finally it should be stressed that
our theoretical study of H2O adsorption on SnO2, TiO2 and Sn1−xTixO2 surfaces
and its impact on the cross-sensitivity of gas sensors only holds rigorously for
equilibrated systems. However, it may also reflect the tendencies to be expected
under dynamic conditions and therefore help in the interpretation of the relation
between water adsorption and its impact on the cross-sensitivity.
7.6 Conclusions
The binding energy of dissociatively and associatively adsorbed H2O has been
calculated on pure SnO2(110) and TiO2(110) at high coverage (1 ML) and for
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isolated species (1/12 ML). On pure SnO2, a stable configuration is found for
1 ML associatively adsorbed H2O using plain DFT calculations in agreement
with experiments. This has been possible by the simulation of a larger unit
which reduces the level of symmetry. In agreement with previous calculations,
dissociative adsorption is shown to be the favored mechanism at all coverages.
Independent of the adsorption mechanism, the formation of H-bonds has been
observed on SnO2, leading to a higher binding energy at high coverage compared
to that at low coverage.
On TiO2, the favored adsorption mechanism changes with coverage. Isolated
H2O groups tend to dissociate, while at high coverage, associative adsorption is
favored. For both adsorption mechanisms, the binding energy at low coverage
is higher than at high coverage. These finding are in agreement with TPD ex-
periments which show a shift of H2O desorption to higher temperatures at low
doses.
On Sn1−xTixO2(110) with homogeneous surface Ti distribution, the binding
energies for dissociative adsorption have been determined at high and low cov-
erages. Analysis of the Wannier centers at low coverage suggest the formation
of additional bonds between Ti6c and Obr atoms. These have to be broken upon
H2O adsorption resulting in a decrease of the binding energy up to a surface Ti
content of 25%. At higher Ti contents, less additional Ti6c-Obr bond formation
has been observed due to the effect of neighboring Ti6c atoms. This, again ,
causes an increase of the low coverage binding energy at Ti contents >25%.
The binding energy at high coverage on Sn1−xTixO2(110) decreases rapidly
with increasing surface Ti content up to 33%. This is attributed to the loss of
H-bonds indicated by a larger distance between neighboring OH groups (droot).
Higher surface Ti contents hardly have any effect on the binding energy. Already
at 12.5% surface Ti content, H2O adsorption at low coverage is more stable than
at high coverage. In this case it is suggested that the amount of adsorbed H2O
can be controlled by process parameters such as temperature.
Considering both high and low coverage binding energies, a global minimum
is found between 25 and 33% surface Ti content. This minimum in binding
energy gives a possible explanation to the previously observed minimum in cross-
sensitivity to humidity of Sn1−xTixO2 nanoparticle-based gas sensors. Further-
more, it supports the proposed interaction mechanism between SnO2 and H2O
vapor based on the homolytic dissociation of H2O on Sn5c and Obr atoms.
The results of this study show that already small amounts of Ti on the
SnO2(110) surface significantly change the H2O adsorption behavior and that
first principles calculations can aid in designing mixed metal oxides with specific
H2O adsorption characteristics. Controlling the H2O adsorption and reaction
mechanism on the desired metal oxides can improve the performance of such
materials both in the fields of gas sensors as well as photocatalysis.
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In this work, density functional theory calculations have been used to investigate
the structural and electronic properties of advanced metal oxide surfaces.
The choice of computational methods has been shown to be crucial for the ac-
curate description of CeO2 based materials. Different pseudopotentials and basis
sets have been evaluated with the CP2K program package within the framework
of standard DFT, DFT+U and hybrid DFT (PBE0). Using standard DFT and
DFT+U, it has been shown that the quality of the pseudopotential plays an im-
portant role. Hybrid PBE0 simulations are less affected by the quality of the
pseudopotential. Reasonable results with standard DFT for the stoichiometric
CeO2 system have been obtained using a pseudopotential considering 30 electrons
in the valence shell of Ce atoms. In simulations with reduced CeO2 it has been
necessary to extend standard DFT calculations with a Hubbard U potential of
4.5 eV in order to obtain the correct (insulating) band structure of the material.
Investigation of small Ni clusters adsorbed on CeO2 has shown significant
stabilization with increasing size up to ten atoms. Further increase of the particle
size has only little effect on the binding energy of Ni clusters on CeO2. This is
similar to the behavior of Ni clusters formed in gas phase. Three-dimensional Ni
clusters have been shown to be thermodynamically favorable on CeO2 over flat
structures. Both Ni-Ni bond length and gyration radius are slightly larger in Ni
clusters adsorbed on CeO2 compared to their equivalents in gas phase indicating
an opening of the structure and facilitated accessibility. This can possibly lead to
enhanced catalytic properties of Ni clusters supported on CeO2. Upon adsorption
of Ni, d-type orbitals of Ni are occupied in the O5p-Ce4f band gap of CeO2. At a
cluster size of 13 atoms, the band gap is completely filled with the d-band of Ni
atoms.
Carbon dioxide adsorption has been studied on CeO2(111) focusing on the ef-
fect of coverage on the activation and stability of CO2. At low coverage, monoden-
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tate species have been shown to be most stable. The structural properties (C-O
bond length and O-C-O angle) suggest similar activation of the CO2 molecule on
CeO2 compared to metal Rh, Pd and Pt surfaces. Monodentate species have been
found to be stable up to a coverage of 1/3 ML. Further adsorption of CO2 results
in mixed configurations with multilayers of linear CO2 species adsorbed above
the monodentate ones. The results demonstrate CeO2 to be a suitable catalyst
for CO2 activation, however, limited up to a certain coverage. This suggests that
process conditions such as CO2 partial pressure are important parameters for the
successful activation of CO2 on the CeO2 surface.
Several distributions of Ti dopants in the rutile SnO2 crystal have been sim-
ulated showing a tendency to Ti surface enrichment. In particular, substitution
of six-fold coordinated Sn atoms with Ti results in a notable stabilization of the
(110) surface of the Sn1−xTixO2 solid solutions. This can be attributed to the
polarization of electrons between Ti6c and Obr creating additional (partial) bonds
on the surface. Dissociative adsorption of H2O species, however, is hindered on
such surfaces since the newly formed bonds between surface atoms have to be
broken again. As a result, a minimum of the low coverage binding energy has
been found at a certain surface Ti content (25%). At high coverage, binding
energy of dissociatively adsorbed H2O decreases rapidly with increasing surface
Ti content from 0 to 33%. A global minimum of the binding energy at both
low and high coverage can thus be assigned to a surface Ti content between 25
and 33% which gives a possible explanation of the minimum of cross-sensitivity
of Ti-doped SnO2 gas sensors found experimentally. These results show that al-
ready small amounts of doping content can change the system properties for H2O
adsorption significantly and are a first step towards a rational design of mixed
metal oxides with defined properties for technologically important applications.
The results of this study give fundamental insight in the adsorption properties
of small molecules on advanced metal oxide based materials essential for many
technologically important applications such as photocatalysis, CO2 conversion to
hydrocarbons and gas sensing devices. To improve the value of this study for
experimental purposes it is proposed to perform further simulations investigating
the reaction mechanism of CO2 on the Ni-CeO2 system. This could include uti-
lization of molecular dynamics or nudged elastic band calculations investigating
the Sabatier reaction on pure Ni, pure CeO2 and the Ni-CeO2 and a comparison
of the activity of the different catalysts. Furthermore it is suggested to investigate
the substitution of Sn atoms in the rutile SnO2 crystal and on its (110) surface
with other transition metal atoms such as Zr, Fe, Ru, Co, Rh, Ni, Pd and Zn and
to screen for their effect on the water adsorption mechanism. This can possibly
lead to the development of a new mixed metal oxide with improved properties
for photocatalysis or gas detection.
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