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ABSTRACT
The generalized Gibbs-Duhem equation is obtained for systems with long-range interactions in d spatial dimensions. We consider
that particles in the system interact through a slowly decaying pair potential of the form 1/rν with 0≤ ν≤ d. The local equation
of state is obtained by computing the local entropy per particle and using the condition of local thermodynamic equilibrium. This
local equation of state turns out to be that of an ideal gas. Integrating the relation satisfied by local thermodynamic variables
over the volume, the equation involving global magnitudes is derived. Thus, the Euler relation is found and we show that it is
modified by the addition of a term proportional to the total potential energy. This term is responsible for the modification of the
Gibbs-Duhem equation. We also point out a close relationship between the thermodynamics of long-range interacting systems
and the thermodynamics of small systems introduced by Hill.
INTRODUCTION
Long-range interacting systems have received considerable
attention in recent years due to their remarkable dynamical and
statistical behavior [1, 2]. Self-gravitating systems [3–7], two-
dimensional vortices [8], nuclear physics [9] and also toy mo-
dels such as the Hamiltonian mean field model [10] are ex-
amples of systems presenting such a behavior. These systems
are intrinsically non-additive and may have negative heat ca-
pacity in the microcanonical ensemble leading to ensemble in-
equivalence [1, 11, 12].
Systems with long-range interactions are characterized by
slowly-decaying pair potentials through which the constituent
parts of the system interact at large distances. When parti-
cles interact all with the same coupling, the absence of screen-
ing causes inhomogeneous configurations (except for the limit-
ing case of non-decaying interactions), in equilibrium or meta-
equilibrium, where the formalism of thermodynamics can be
applied. Unlike the case of short-range interacting systems,
where many features are well understood, there is a lack of com-
plete knowledge about the dynamical and statistical properties
of systems with long-range interactions.
To be more specific, a definition of what we mean by long-
range potentials can be formulated as follows: a potential that at
large distances decays as 1/rν is formally said to be long-range
if ν≤ d, where d is the dimension of the embedding space [1,2].
Below we will give an argument that justifies why this particular
range for the power of the decaying potential deserves special
attention. Thus, here we are concerned with the study of the
thermodynamics of d-dimensional systems with these power-
law interaction potentials (0 ≤ ν ≤ d) by using the mean field
approximation.
In the mean field approach it is implicitly assumed that the
number of particles is large enough so that the system can be
treated as a continuous medium and the description of the rele-
vant physical quantities is assumed to depend on the density (or
distribution function) in the one-particle phase space. Despite
the fact that correlations are ignored in the mean field approach,
this model offers a mathematical tool for a suitable treatment of
self-interactions in the system. It turns out to be very accurate in
the thermodynamic limit, except near the critical points where
the system undergoes a phase transition or collapses [9,13–16].
Although the validity of the mean field solutions strongly de-
pends on the control parameters used to specify the thermody-
namic state of the system, the functional form of any thermo-
dynamic potential in the mean field limit is the same in each
ensemble representation.
Quite remarkably, de Vega and Sánchez obtained the local
equation of state of the self-gravitating gas assuming local hy-
drostatic equilibrium [14]. This equation coincides with that of
an ideal gas. Additionally, the same local equation of state is
found using the condition of local hydrostatic equilibrium for a
system with arbitrary long-range interactions in the mean field
limit [17].
We will see that the local ideal gas equation of state of the
system can be obtained by computing the local entropy per par-
ticle and using the condition of local thermodynamic equilib-
rium [18]. Although the result is the same, this procedure is
conceptually different. The local entropy per particle (and also
other thermodynamic potentials) can be obtained from the vol-
ume of the phase space using the saddle point approximation
or, equivalently, using the one-particle distribution function ap-
proach. After volume integration of the relation satisfied by
local quantities, an equation involving global thermodynamic
quantities can be found. This is the Euler relation, which for
systems with the interaction potentials considered here, is mo-
dified by the addition of an extra term containing the total po-
tential energy. This reflects the fact that an extra degree of free-
dom, proportional to the potential energy, has to be considered
to formulate a thermodynamic description of systems with long-
range interactions. The formal structure of thermodynamic re-
lations for systems with long-range interactions is thus the same
as the corresponding one for small systems. It can be seen that
the total potential energy plays the role of the subdivision po-
tential introduced by Hill [19] to treat small systems. Because
systems with long-range interactions may also be considered as
small, this connection can be seen as more than a formal map-
ping between mathematical relations.
LOCAL EQUATION OF STATE
Consider a d-dimensional system of N point-like particles
of mass m enclosed in a spherical container of volume V (and
radius R), which interact through a pair interaction potential that
at large distances behaves as
φi j = κ|qi− q j|−ν , (1)
where κ is a coupling constant, qi is the coordinate of particle
i, i = 1,2, . . . ,N, and 0 ≤ ν ≤ d. In d = 1 the container is a
0-sphere which is the pair of end-points of the line segment of
length 2R, in d = 2 the 1-sphere is formed by the points at the
boundary of a circumference of radius R, and so on. The Hamil-
tonian is given by HN = E0 +W , where E0 is the kinetic energy
and W = ∑Ni> j φi j is the total potential energy.
In the microcanonical description, the state of the system is
characterized by a fixed value of the total energy E and the num-
ber of microstates in full 2d-dimensional phase space is given
by Σ(E) = (2pih¯)−dN (N!)−1
∫
E>HN dτ, where h¯ is the reduced
Planck’s constant and dτ is the volume element in phase space.
Thus, the microcanonical entropy reads S(E) = kB lnΣ(E),
where kB is Boltzmann’s constant. To compute the entropy in
the mean field limit, the volume of the system is divided in cells
and, after integrating over momentum, the configurational inte-
grals in Σ(E) become summations over all possible occupation
number distributions. In the limit N → ∞, the discrete occu-
pation number distributions become continuous fields and sum-
mations become a functional integration over the number den-
sity n(x), where now x represents the spatial components of a
single point in the one-particle configuration space. This func-
tional integration is solved with the saddle-point approximation
in such a way that the number density that maximizes the en-
tropy (hence defining the equilibrium configurations) is given
by [18]
n(x) = λ−dT exp
[
µ−Φ(x)
kBT
]
, (2)
where λT =
[
2pih¯2/(mkBT )
]1/2 is the thermal wavelength, µ is
the chemical potential and T is the temperature. Here we have
introduced the self-consistent potential Φ(x) which takes the
form
Φ(x) =
∫
n(x′)φ(x,x′)ddx′, (3)
where now φ(x,x′) = κ|x− x′|−ν describes the interaction be-
tween particles in the one-particle configuration space. Notice
that Φ(x) depends explicitly on ν and, therefore, so does the
density. As a result, the microcanonical mean field entropy be-
comes [18]
S = kB
∫
n(x)
[
− ln
(
n(x)λdT
)
+
2+ d
2
]
ddx. (4)
In addition, in terms of Φ(x) the total potential energy takes the
usual form
W =
1
2
∫
n(x)Φ(x)ddx, (5)
and the total energy reads
E =
dkBT
2
∫
n(x)ddx + 1
2
∫
n(x)Φ(x)ddx. (6)
The details of the above calculations can be found in [18],
where the used method is based on a previous work [13, 14]
concerning self-gravitating systems (ν = 1). This method and
the validity of the expressions for the thermodynamic quantities
that are obtained in the mean field approach rest on the assump-
tion that the interactions are long-ranged. In other words, it is
assumed that the main contribution to the interaction energy of
a particle is due to distant particles rather than to its immediate
neighbors. To see that this is fulfilled with 0 ≤ ν ≤ d, we now
come back to the argument that justifies the formal definition
of long-range potentials. We will follow [1]. Let us consider a
particle placed at the origin of the (d− 1)-dimensional sphere
of radius R. In order to estimate the energy ε of the particle
due to the interaction with the rest of particles in the bulk, let
us assume that particles are homogeneously distributed so that
n(x) = constant. We also assume that there is a short-distance
cutoff δ≪ R describing the scale where short-range interactions
have to be considered. Writing r = |x− x′| we have
ε =
∫ R
δ
ddr n κ
rν
=

nκΩ(d)
Rd−ν− δd−ν
d−ν , ν 6= d
nκΩ(d) ln(R/δ) , ν = d
, (7)
where Ω(d) = 2pid/2/Γ(d/2) is the solid angle factor, Γ(x) being
the Gamma function. On the one hand, we see that if 0≤ ν≤ d,
the integral is dominated by the contribution coming from its
upper limit and then by long-range interactions. The energy ε
grows as ε ∝ V σ if 0 ≤ ν < d (logarithmically in the marginal
case ν = d), where σ≡ 1−ν/d is the long-range parameter, and
hence the total energy scales as E ∝ V σ+1. On the other hand, if
ν > d the energy ε remains finite for δ/R≪ 1 and consequently
E ∝ V . This is the usual scaling of extensive systems where
interactions are short-ranged (ν > d). Therefore, the mean field
approach can suitably describe interactions in the system only
if they are long-ranged and the formulation considered here is
not valid for short-range potentials. It is worth noting that, in
general, the equilibrium or metaequilibrium configurations have
to be obtained by using numerical calculations due to the non-
trivial functional relation between the potential and the density.
For the case of self-gravity, the potential satisfies the Poisson-
Boltzmann equation. Therefore, thermodynamic quantities can
be expressed in closed form in terms of its solution. However,
this equation has to be solved numerically as well.
Local thermodynamic quantities can be defined taking into
account our ability to write the entropy and the energy as in-
tegrals over the volume. In view of (4), the local entropy
per particle is given by s(x) = kB
[
− ln
(
n(x)λdT
)
+ 2+d2
]
. This
is a Sackur-Tetrode-type entropy per particle written in terms
of local variables. In the same way, the local kinetic energy
and local energy per particle take the form e0 = d2 kBT and
e(x) = e0 +
1
2 Φ(x), respectively. Thus we have
S =
∫
n(x)s(x)ddx, (8)
E =
∫
n(x)e(x)ddx, (9)
E0 =
∫
n(x)e0 ddx. (10)
We also introduce the local volume per particle defined by
v(x) = 1/n(x), so that the local entropy can be written as
a function of the local kinetic energy and this local volume,
s = s(e0,v). From the condition of local thermodynamic equi-
librium we have [20, 21],
1
T
=
( ∂s
∂e0
)
v
and p
T
=
(∂s
∂v
)
e0
, (11)
which leads to the local equation of state [18]
p(x) = n(x)kBT. (12)
This implies that particles at a certain point x behave as an ideal
gas, but the pressure and density vary from point to point (ex-
cept in the limiting case of non-decaying interaction potential,
i.e. σ = 1). Since local interactions (short-ranged) are neglected
in comparison to the interaction with distant particles, this result
is physically consistent. Therefore, the system behaves locally
as a free gas under the action of an external field created by the
particles in the bulk. The same result can be found by consider-
ing local hydrostatic equilibrium [13, 14, 17]. This is achieved
by equating the gradient of pressure to the force density:
∇p(x) = n(x)∇Φ(x). (13)
In addition to the functional form of the local variables, we
can also write down an explicit relation among them. Taking
into account the expression for the local entropy and introducing
the ideal gas chemical potential µ0(x) = kBT ln
[
n(x)λdT
]
, one
deduces
T s(x) = e0 + p(x)v(x)− µ0(x) . (14)
The same equation could have been deduced if as a starting
point one assumes that the system locally behaves as an ideal
gas. Since µ = µ0(x)+Φ(x), equation (14) can also be rewrit-
ten in the form
T s(x) = e(x)+ p(x)v(x)− µ+
1
2
Φ(x) . (15)
Notice the presence of the last term on the r.h.s. in the above
expression; it is due to the definition of the local energy e(x).
As we will see in the next section, such a term will give rise to
an extra term in the Euler relation and therefore, in the Gibbs-
Duhem equation.
An alternative way to address the local description of the
system is by considering the distribution function f (x, p) de-
fined in one-particle phase space, where p is the momentum
of a particle. The distribution function is normalized so that
N =
∫ f (x, p)ddx dd p. In order to obtain equilibrium or meta-
equilibrium configurations, using variational calculus one looks
for the distribution function which maximizes the Boltzmann
entropy S =−kB
∫ f (x, p) ln( f (x, p)/ fc)ddx dd p, where fc is a
constant fixing the origin of the entropy. Consequently, the dis-
tribution function that maximizes the entropy (at least locally)
turns out to be the Maxwell-Boltzmann distribution with the
self-consistent potential (3), and the number density is given
by (2). Besides, the constant fc is chosen so that the en-
tropy coincides with the one in the microcanonical description:
fc = e/(2pih¯)d .
Thus, any local magnitude per particle q(x) associated with
the global quantity Q can be defined according to
n(x)q(x)≡
∫
f (x, p)Q (x, p)dd p (16)
provided Q = ∫ f (x, p)Q (x, p)ddx dd p. For instance, in
the case of the Boltzmann entropy one takes Q (x, p) =
−kB ln( f (x, p)/ fc). After integrating over momentum using the
Maxwell-Boltzmann distribution, the resulting local entropy per
particle s(x) is the same as the one found in the microcanoni-
cal ensemble using the mean field approximation. Therefore,
the condition of local thermodynamic equilibrium leads to the
same local equation of state [18], equation (12).
GLOBAL THERMODYNAMIC RELATIONS
Once the relation between thermodynamic variables is esta-
blished at a local level, the corresponding relation between
global variables is obtained by integrating over the volume.
Concretely, we want to obtain the corresponding Euler relation
from which a generalization of the Gibbs-Duhem equation can
be deduced. In this way, multiplying both sides of (15) by n(x)
and integrating over the volume yields
T S = E +
2
d E0− µN+W , (17)
where we have used that
∫
p(x)ddx = kBT
∫
n(x)ddx = 2d E0.
We now introduce the pressure evaluated at the boundary of
the d-dimensional system, P ≡ p(x)|x ∈ boundary. To proceed
further, the pressure P has to be related to (17). This can be
done if the global equation of state is taken into account, which
can be computed by rescaling the energy in the microcanonical
density of states and using the usual thermodynamic relations
for the total entropy [13, 14, 18]. The rescaled energy reads
Λ ≡ ERν/
(
|κ|N2
)
[13, 16]. As a result, the global equation of
state takes the form
PV
NkBT
= 1+ν WdNkBT
. (18)
Therefore, with the help of (18), equation (17) can be rewritten
in such a way that
T S = E +PV − µN +σW, (19)
which is the Euler relation for the systems discussed here.
Moreover, by differentiating (19) one gets
TdS = dE +PdV − µdN+σdW −Ndµ− SdT +VdP (20)
and since TdS = dE +PdV − µdN one obtains [18]
σdW = SdT −VdP+Ndµ , (21)
which is the generalized Gibbs-Duhem equation for long-range
interacting systems.
The marginal case ν = d corresponds to systems with long-
range parameter σ = 0. In such a case, the Euler relation and the
generalized Gibbs-Duhem equation reduce to the usual one in
the thermodynamics of short-range interactions. For σ 6= 0, the
temperature, chemical potential and pressure are independent
variables, so that W =W (T,P,µ). The thermodynamic relations
in terms of partial derivatives of W have been considered in [18]
and verified for the case of a self-gravitating gas (σ = 2/3) and
for a system with spatially uniform interactions (σ = 1).
In what follows we will see that the thermodynamic relations
satisfied by systems with long-range interactions can be mapped
to the corresponding relations satisfied by small systems intro-
duced by Hill [19]. Hill’s small systems bear this name be-
cause they are composed by a small (non-macroscopic) number
of particles. The systems we have considered above are macro-
scopic in the sense that the number of particles is assumed to
be infinite. However, the latter are small in the sense that the
range of the interactions is large compared to the size of the
system. Due to this finiteness, an extra degree of freedom has
to be considered to account for a complete thermodynamic de-
scription. This extra degree of freedom in long-range systems
is σW while for systems with small number of particles it is
incorporated through the subdivision potential E .
In the formalism introduced by Hill [19], an ensemble of
non-interacting small systems is considered. Thus, the subdi-
vision potential accounts for the energy gained by the system
when the number of members of the ensemble varies. For any
single small system one has
T S = E +PV − µN−E , (22)
T dS = dE +PdV− µdN , (23)
dE =−SdT +VdP−Ndµ . (24)
As it can be seen, these relations are exactly the same as those
we have obtained for systems with long-range interactions if the
identification E =−σW is made.
To conclude, it is important to stress here, as was mentioned
by Hill, that the use of different environmental variables, i.e.
control parameters, would lead to different descriptions of the
thermodynamic phenomena when small systems are consid-
ered [19]. The same occurs in long-range interacting systems
when different ensemble representations are not equivalent. We
have considered only the microcanonical ensemble, but the re-
sults apply also for the canonical and grand canonical ensem-
bles. This is because in the mean field approximation the ther-
modynamic potentials all have the same functional form in the
different ensembles [18]. However, the critical points where the
mean field approximation ceases to be valid are characteristic
of each ensemble.
DISCUSSION
By integration of the relation among the different local ther-
modynamic variables over the volume of the system, we find the
corresponding equation satisfied by the global variables. It is
shown that the potential energy enters as a thermodynamic vari-
able which modifies the global thermodynamic equations. That
is, the Euler relation is modified if the system possesses long-
range interactions and takes the form T S = E +PV−µN+σW .
As a result, we find a generalized Gibbs-Duhem equation which
relates the potential energy to the intensive variables: σdW =
SdT −VdP+Ndµ. For the marginal case where the power of
the decaying interaction potential is equal to the dimension of
the embedding space, the usual Gibbs-Duhem equation is re-
covered. Therefore, when long-range interactions are present in
the system, the intensive variables become independent due to
the freedom introduced by the potential energy. The potential
energy naturally depends on the intensive variables. We also
emphasize that this deviation from standard thermodynamics is
similar to what happens with Hill’s thermodynamics of small
systems.
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NOMENCLATURE
d Dimension of the embedding space
dτ Volume element in full phase space
e(x) Local energy per particle at point x
E Total energy
E Subdivision potential
e0 Local kinetic energy per particle
E0 Total kinetic energy
f (x, p) Distribution function in one-particle phase space
fc Constant in Boltzmann entropy = e/(2pih¯)d
h¯ Reduced Planck’s constant = 1.054571726(47)×
10−34 Js
HN N-particle Hamiltonian
kB Boltzmann’s constant = 1.3806488(13)×10−23JK−1
m Mass of a particle
n(x) Number density at point x
N Number of particles
p Momentum in one-particle phase space
p(x) Local pressure at point x
P Pressure at the boundary of the system
q(x) Generic local magnitude per particle
Q Generic global magnitude
Q (x, p) Generic magnitude in one-particle phase space
qi Coordinate of particle i
r Interparticle distance
R Radius of the spherical container
s(x) Local entropy per particle at point x
S Total entropy
T Temperature
v(x) Local volume per particle at point x
V Volume of the system
W Total potential energy
x Position in one-particle configuration space
δ Short-distance cutoff
Γ(x) Gamma function of x
ε Energy of a particle at the center of the system
κ Generic coupling constant
Λ Rescaled energy
λT Thermal wavelength
µ Chemical potential
µ0(x) Ideal gas chemical potential at point x
ν Power of the decaying pair interaction potential
σ Long-range parameter = 1−ν/d
Σ(E) Number of microstates
φ(x,x′) Pair interaction potential between particles in one-
particle phase space
Φ(x) Potential at point x
φi j Pair interaction potential in full phase space
Ω(d) Solid angle factor for the (d− 1)-sphere
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