Abstract
Introduction
Let us consider a particle in a domain Ω in R 2 in the presence of a magnetic field B. We define the 2-dimensional magnetic Laplacian associated to this particle as follows: Let A be a magnetic potential associated to B ; it means that A is a smooth real oneform on Ω ⊂ R 2 , given by A = 2 j=1 a j dx j , and that the magnetic field B is the two-form B = dA. We have B(x) = b(x)dx 1 ∧ dx 2 with b(x) = ∂ 1 a 2 (x) − ∂ 2 a 1 (x) . The magnetic connection ∇ = (∇ j ) is the differential operator defined by
The 2-dimensional magnetic Schrödinger operator H A is defined by From the previous definitions and the fact that the formal adjoint of ∇ j is −∇ j , it is clear that the operator H A is symmetric on C ∞ 0 (Ω). In [5] we discuss the essential self-adjointness of this operator. The result in dimension 2 is the following Theorem 1.1 Assume that ∂Ω is compact and that B(x) satisfies near ∂Ω
2) then the Schrödinger operator H A is essentially self-adjoint. (D(x) denotes the distance to the boundary). This still holds true for any gauge
We have, using Cauchy-Schwarz inequality,
This gives the well-known lower bound
In this paper, we do not use the conditions (1.2) but we assume nevertheless that b(x) grows to infinity as x approaches the boundary. The operator H D A defined by Friedrichs extension of the quadratic form h A has a compact resolvent. By analogy with magnetic bottles on the whole space (see [1, 4, 19] ), such an operator is called a magnetic bottle on the disk.
We will deal with spectral estimates for the operator H D A , using a perturbative method: introducing an additional non-negative bounded and radial potential V , we obtain an upper bound of the number N(A, V ) of negative eigenvalues of the operator H 2). Theorem 2.1 can be seen as a magnetic version of the Cwikel-Lieb-Rosenblum inequality (see [6, 16, 18] ). The CLR inequality provides a bound on the number of negative eigenvalues of Schrödinger operators in R d for d ≥ 3 (without magnetic field) and is a particular case of Lieb-Thirring inequalities (see [15, 17] ).
Eigenvalue bounds were recently studied for magnetic Hamiltonians on R 2 , for constant magnetic fields (see [10] ), for Aharonov-Bohm magnetic fields (see [3, 14] ) and for a large class of magnetic fields (see [12] ). However, in [12] , the total magnetic flux φ = 1 2π R 2 b(x)dx has to be finite and the dependence on the magnetic field is not explicit even in the radial case. In our result, the total flux is not necessarily finite (see example 2.4) and the upper bound involves explicitly the square of the magnetic potential. Magnetic Lieb-Thirring inequalities were also obtained for Pauli operators (see [7, 8] ), and links between magnetic and non-magnetic Lieb-Thirring inequalities were discussed in [9] .
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Main results
We consider a smooth magnetic field B = b(x)dx 1 ∧ dx 2 and a scalar potential V on the unit disk Ω = {x = (
(i.e as x approaches the boundary.)
• (H 2 ) B is radially symmetric ( consequently we write b(r) instead of b(x))
, V radial and non-negative, V bounded from above .
From assumption (H 1 ) and from inequality (1.3) we deduce that for any gauge A associated to B, the operator H 
for some M > 0, then
This inequality still holds when we replace in the left-hand side
The second theorem is a consequence of the first one and provides an explicit upper bound of the number N(H 
Inequality (2.4) still holds when we replace in the left-hand side N(H
D A , λ) by N(H D A ′ , λ), where A ′ is any gauge verifying dA ′ = dA = B.
Remark 2.3 The minimum of the right-hand side is obtained by taking
α λ = −3I + √ I 2 + 4Iλ λ − 2I with I := 1 0 A(r) r 2 rdr.
Example 2.4 Consider a magnetic field B as in the definition (3.2) below, and assume
, the chosen gauge is A(r) = r 0 b(t)tdt = − ln(1 − r) − r and the corresponding value of I is
Proofs

Proof of Theorem 2.1
Let us introduce the polar coordinates x = (r, θ), r ∈ R + , θ ∈ [0, 2π[. We have denoted by A the following vector potential :
Due to assumption (2.3) the magnetic field we consider is of the type
We first prove the following Lemma 3.1 If B satisfies (3.2), then we can find some constant C so that A writes A = A(r)dθ = ra(r)dθ where
• if β = 1 a(r) =ã(r) ln(1 − r), with max
•
Proof.-Let us explain the case β > 1. The method for the case β = 1 is the same. From (3.2) we get
β − 1 and the result follows.
The case β < 1 is straightforward.
We come now to the proof of Theorem 2.1, following the method of [13] . The quadratic form associated to H D A − V can be rewritten as
Changing variables r = e t and denoting w(t, θ) = u(e t , θ) for
By expanding a given function
and w ℓ = Π ℓ (w) where Π ℓ is the projector acting as
We write, for any α ∈]0, 1[ and any
Let us denote by L α the operator associated via Friedrichs extension to the quadratic form
L α and q α depend on V and A but we skip the reference to V and A in notations for the sake of simplicity. Since
the number N(h 
Noticing that the sum in the right-hand side is taken over the (ℓ, k) so that 0 < |ℓ| ≤
Let us extend the functions f andṼ to R by zero and denote respectively by f 1 andṼ 1 these extensions.
associated via Friedrichs extension to the quadratic form
Applying the sharp inequality of Hundertmarkt-Lieb-Thomas [11] (see Appendix ) to the operator L α 1 we get
To conclude we need the following
Lemma 3.2 Assume that
In particular
Proof.-
(Ω), which implies for h 0 A,0 (returning to the variable r and considering V ≡ 0),
We write for any ε ∈]0, 1[
10) where we have used the fact that multiplying an operator by a positive constant does not change the number of its negative eigenvalues.
• Step 2 : We establish the following upper bound :
By the variational principle,
where P 0 is the operator generated by the closure, in
Considering the mapping U :
defined by (Uf )(r) = r 1/2 f (r) we get that
where the operator T 0 = UP 0 U −1 is the Sturm-Liouville operator on L 2 ([0, 1], dr) acting on its domain by
The upper bound (3.11) will follow from the properties of G(r, r, 1), the diagonal element of the integral kernel of (T 0 + 1)
The proof of (3.15) is given in Appendix . The Birman-Schwinger principle then yields
(3.16) This ends the proof of (3.11), together with the inequalities (3.12) and (3.13).
• Step 3 : We mimick the previous method to get, for any strictly positive number k
Due to the Birman-Schwinger principle it suffices to prove that, for any strictly positive number k
This is done in Appendix .
• Step 4 : Returning to (3.10) and applying (3.17) with k 2 =
(1−ε)K ε and V ε instead of V we get, for any ε ∈]0, 1[ we obtain Lemma 3.2.
Theorem 2.1 follows from Lemma 3.2 together with inequalities (3.5), (3.6), and (3.7).
Proof of Theorem 2.2
Noticing that for any λ > 0 the constant potential V (x) ≡ λ is in L 1 (Ω), and that N(A, λ) denotes the number of eigenvalues of the operator H with
Proof of Remark 2.3
To get the minimum over the values of α we study the sign of the expression, for any
A direct computation shows that the value α λ which realizes the minimum of g λ (α) is the positive solution of α 2 (λ − 2I) + 6αI − 4I = 0 . 
for some M > 0, then the number of eigenvalues of the operator 
Inequality (4.1) still holds when we replace in the left-hand side N(H
We define as previously, for any α ∈]0, 1[,
and we want to determine the asymptotic behavior as λ tends to ∞ of g λ (α λ ), where α λ is the minimum of g λ (α). From (3.22) we compute the following asymptotics
and this gives the result.
Remark 4.2 The leading term in the estimate (4.1) is of the same order than the leading term in the Weyl formula for the Dirichlet Laplacian (corresponding to the case
A ≡ 0) in the unit disk.
Appendix
The inequality of Hundertmarkt-Lieb-Thomas
We recall the sharp inequality of Hundertmarkt-Lieb-Thomas [11] Theorem 5.1 Let
be defined in the sense of quadratic forms on R, and assume that the negative spectrum of L is discrete. Denote by {−ν k , k ∈ N} the negative eigenvalues of L. Then
The Green function G(r, r
′ , 1) of the operator T 0 .
Let us compute the diagonal element for the Green function G(r, r ′ , 1) of the operator T 0 defined by (3.14) . G(r, r ′ , 1) is the solution of
√ rI 0 (r) and u 2 (r) = √ rK 0 (r) are independent solutions of the related homogeneous equation, (I 0 and K 0 are the modified Bessel functions). The coefficients depend of r ′ but we omit the indices for the sake of clarity. Due to the boundary conditions and to the fact that the derivative (with respect to r) of G(r, r ′ , 1) has the discontinuity in r ′ of a Heaviside function, they satisfy :
where W (r ′ ) is the value of the Wronskian of u 1 and u 2 taken at the point r ′ . The first equation is always satisfied since
is the Wronskian of the modified Bessel functions I 0 and K 0 . As r ′Ŵ (r ′ ) = 1 (see [2] ), we get after solving the above system, and doing r = r ′ :
Using again the properties of the modified Bessel functions (see [2] ) we can write
The function g(r) = I 0 (r)K 0 (r) 1 + | log r| has a limit at r = 0 equal to 1 (see [2] ), so 
Proof of Proposition 5.2
The modified Bessel function I 0 can be written as
Therefore we have According to the expression of the modified Bessel function K 0
where γ denotes the Euler constant, we compute that 6) where δ(r) denotes the following function : 
Proof.-
The function δ(r) splits into 3 positive parts, which we study separately .
• An upper bound for (1 − I 0 (r) 2 ) log r.
From (5.4) we deduce 1 − I 0 (r) 2 ≥ 1 − e r 2 2 , and :
2 − 1 (− log r) ≤ 0, 11.
• An upper bound for − log 2 + γ I 0 (r) 2 .
A straightforward computation gives −γ +log 2 ≤ 0.12 so using that I 0 (r) ≤ e 1 4 we get − log 2 + γ I 0 (r) 2 ≤ 0.16.
• An upper bound for I 0 (r) The optimality of the value c 0 = 1 is due to the fact that We now compute the diagonal element for the Green function G(r, r ′ , k 2 ) of the operator T 0 defined by (3.14) . G(r, r ′ , k 2 ) is the solution of (T 0 + k 2 )u (r) = δ r ′ (r), u(0) = u(1) = 0 . (5.8)
We have, as previously G(r, r, k 2 ) = u 1 (r) −u 1 (r) u 2 (1)
where u 1 (r) = √ rI 0 (kr) and u 2 (r) = √ rK 0 (kr) are independent solutions of the related homogeneous equation. This leads to G(r, r, k 2 ) = rI 0 (kr) −I 0 (kr) K 0 (k) I 0 (k) + K 0 (kr) ≤ rI 0 (kr)K 0 (kr) ≤ r(1+| log(kr)|) .
