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ABSTRACT 
In a simple and systematic way we present matrix Bruhat decompositions of two 
kinds: basic and modified. We show that it is the modified Bruhat decomposition that 
governs the eigenvalue disorder in the QR (GR) algorithm. This paper can be 
considered as a commentary on a previous observation about the QR algorithm made 
by Wilkinson. 0 Ekevier Science Inc., 1997 
1. INTRODUCTION 
We present a curious relation between the Bruhat decomposition and the 
QR (GR) algorithm, which seems to have been so far unnoticed. 
The Bruhat decomposition is not often discussed in the literature on 
matrix analysis and numerical methods. Usually one can find it in Lie group 
theory publications, but prior to this one has to learn very many auxiliary 
concepts. In Section 2 we give an elementary derivation of principal facts 
which go with the matrix Bruhat decomposition. 
In Section 3 we describe the role of the Bruhat decomposition in the 
theory of CR (QR) lg ‘th a on ms. However, we should say that this role is of 
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interest only for theory. It has little, if any, value for practice. It can be 
argued that one could hardly succeed in displaying this role numerically. 
The last statement will be explained after reviewing convergence proper- 
ties of the QR algorithm, a particular case of the GR algorithm. 
Given A, = A E CnX”, the GR iterations with no shifts can be written as 
follows: 
A,, = G,R,, A, = R,G,;. . .; Ak_l = G,R,, A, = R,G,;. . . . 
(1.1) 
Here R, are upper triangular matrices. The matrices G, should be invertible, 
and the condition number of the products Z, = G, *** G, should be uni- 
formly bounded in k (see [7]). This demand is obviously met when G, = Qk 
are unitary; in this case we obtain the usual QR algorithm [l, 51. Well-known 
theorems on the convergence of the QR algorithm state that under certain 
hypotheses A, “essentially” tends to an upper triangular matrix (in the 
general case, to an upper block triangular matrix). 
In this paper we consider a simply&g assumption which is typical for a 
first approach to the QR algorithm. Specifically, let A be a nonsingular matrix 
with eigenvalues of distinct modulus: 
IAil > l&l > *** > ]A,] > 0. (I-2) 
This means that we can write 
A = XAX-', A = diag(A, ,..., A,), (I-3) 
where X E C”’ n is the eigenvector matrix of A. 
We shall rely on a nice elementary convergence proof proposed by 
Wilkinson [8]. In this proof one more simplifying assumption, that X-’ has 
nonzero leading minors, is important. Thanks to this assumption, we may 
consider an LU decomposition 
x-’ = LU, (1.4) 
where L is a lower triangular matrix with units on the main diagonal, while U 
is a nonsingular upper triangular matrix. If (1.2)~(1.4) hold true, then 
{A,}ij-+O for i >j, (1.5) 
diagAk + A. (1.6) 
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In [8] Wilkinson noted that the lack of the LU decomposition for X- ’ implies 
that the approximations to eigenvalues are disordered in the limiting matrix 
for diag A,. We will show in Section 3 that the Bruhat decomposition of X-’ 
(which always exists) fully specifies that disorder. This result can be regarded 
as a comment on Wilkinson’s observation. 
Note that even if the LU decomposition does not exist for X-‘, it is 
guaranteed to exist for arbitrarily small perturbations of X-‘. That is why the 
property (1.4) can be thought of as always fulfilled from the standpoint of 
real-life computations. Therefore, our specification of the eigenvalue disorder 
is useless for practice. In addition, the GR algorithm is rarely applied with no 
shifts, and shifts make the disorder difficult to predict. 
2. THE BRUHAT DECOMPOSITION 
In contrast to the Bruhat decomposition that figures in group theory (see 
[3]), its matrix counterpart can be introduced in an elementary way. Assume 
that A E CnXn is nonsingular. Then the Bruhat decomposition of A is 
defined as 
A = L,IlL,, (24 
where II is a permutation matrix, and I,, and L, are nonsingular lower 
triangular matrices. We also take up another decomposition: 
A = LPU, (2.2) 
where P is a permutation matrix, L is a nonsingular lower triangular matrix, 
and U is a nonsingular upper triangular matrix. Equations (2.1) and (2.2) will 
be called the basic and modified Bruhat decompositions, respectively. 
In numerical linear algebra we are used to dealing with decompositions --- _ __ 
A = PLU or A = LUP (see [2]), w h ere P, L, U stand for permutation, lower 
triangular, and upper triangular matrices. In these decompositions F and F 
are not unique. In contrast, P and II from the Bruhat decompositions are 
placed in between triangular factors. In this position they are unique. 
Below we give a short proof of the existence of the basic and the modified 
Bruhat decompositions. We show that the permutation matrices are uniquely 
determined. We also examine the relation between the basic and the modi- 
fied decompositions. 
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THEOREM 2.1. The modified Bruhat decomposition (2.2) exists for any 
nonsingular matrix A E C”’ n, and the permutation matrix P is determined 
uniquely. 
Proof. We show that A can be reduced to a permutation matrix by a 
sequence of pre- and postmultiplications using appropriate lower and upper 
triangular matrices. Indeed, consider the first nonzero entry in the first row 
of A (such an entry exists, since A is nonsingular). Then postmultiplication 
by an upper triangular matrix can be used to kill all subsequent entries in the 
first row, and make the pivoting entry equal to 1. Next, premultiplication by a 
lower triangular matrix can be used to zero all entries which are located 
below the pivoting one in its column. Once this is done, we find a new 
pivoting entry, that is, the first nonzero entry in the second row of the current 
matrix. Using postmultiplication, we annihilate all entries to the right of the 
pivoting one in the second row, and using premultiplication, then we get rid 
of all entries below the pivoting one in its column. And so on. Since A is 
nonsingular, the above process produces a permutation matrix after n - 1 
L1 A& A fi 
steps. Let P = LAU be the resulting permutation matrix, where L and U are 
the products of involved elementary lower (for premultiplication) and upper 
(for postmultiplication) triangular matrices. Evidently, setting P = P^, 2 = 
E-l, V = ri-l, we arrive at (2.2). 
Write P^ = [ ZinCi) j]yj=l, where 6 is the Kronecker symbol ($ = 0 for , . 
i # j and 6, = 1 for i = j). For any matrix A we may consider the ith row 
and its leading subrows (below we adopt Matlab notation): 
ri(j) =A(i,l:j), j= l,..., n. 
Then let (T( A; i) be the minimal j such that 
pi(j) $5 span{r,(j),...,ri-,(j)}. (2.3) 
Obviously, a(i) = (~(i; i). It is easy to check that the property (2.3) is 
preserved whenever A is postmultiplied by a nonsingular upper triangular 
matrix or premultiplied by a nonsingular lower triangular matrix. Hence, 
u(i) = cr(iAe; i) = c( A; i). 
We see that u( A; i) is uniquely determined for A, and thus P^ is uniquely 
determined. This completes the proof. n 
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REMARK. The triangular factors L and U are not unique. For instance, 
set 
1 
]= -1. . [ 1 (24 1 0 nxn 
Then for any lower triangular matrix L, the matrix U = lL1 is upper 
triangular and 
A = L]U = L2J. 
We thus have two different Bruhat decompositions for A (of course, with the 
same permutation matrix). 
The matrix ] will help us to establish a relation between the basic and the 
modified Bruhat decompositions. If A is nonsingular, then A] is also 
nonsingular, and hence by Theorem 2.1 we may write 
A] = LPU. (2.5) 
This is the modified Bruhat decomposition for A], and it immediately follows 
that 
A = wY)um (2.6) 
which is the basic Bruhat decomposition for A. On the other hand, a basic 
Bruhat decomposition 
A] = L,IIL, (2.7) 
can be readily transformed to a modified Bruhat decomposition 
A = -WV>(1~21)~ (2.8) 
Thus, there holds the following 
THEOREM 2.2. The basic Bruhat decomposition (2.1) exists for any 
nonsingular A E CnXn, and the permutation matrix II is uniquely deter- 
mined. lf we write II = II(A) in the basic Bruhat decomposition and 
P = P(A) in the modified Bruhat decomposition, then 
WA) = P(Al)l, (2.9) 
P(A) = WA])]. (2.10) 
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3. EIGENVALUE DISORDER IN THE GR ALGORITHM 
We first recall two principal relationships of the GR iterations (see [6, 8, 
91 for the case of the QR algorithm): 
A, = Z,-'AZ,, Z, = G, ... G,, (3.1) 
(3.2) 
These relationships can be easily derived from (1.1). 
We assume that (1.2) and (1.3) hold true. However, instead of (1.4) we 
consider here a modified Bruhat decomposition 
x-' = LPU. (3.3) 
We thus dispense with the previous hypothesis, that X-’ has nonzero 
leading minors. 
It follows from (3.2) that Zk .= AkUi ' and consequently 
Ak = (UkA-k)A(AkU;l). (3.4 
Allowing for (1.31, we find 
AkUi' =XAk(LPU)U,-' (3.5) 
and then 
A, = @;l[P-lAk(L-lAL)A-kP]@k, (3.6) 
where 
@ k = P-‘AkPUU-’ k * (3.7) 
The matrices Qk and @ii are upper triangular. Since cond,Zk is 
uniformly bounded in k, these matrices remain bounded as k + ~0. To prove 
this we write 
@, = P-l(AkL-‘A-“)Ak( LPU)U,-' 
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and taken into account that AkL-‘Kk * Z so long as the assumption (1.2) is 
fulfilled. 
Due to (1.2) and since L-‘A L is a lower triangular matrix, we get 
Ak( L-IA L)Kk -+ diag( L-‘AL) = A. (3.8) 
Therefore, the matrix in the square brackets in (3.6) tends to P-‘AP with 
k -+ M. Thus, as k -+ m we have 
diagAk -+ P-‘AP, (3.9) 
and at the same time A, is becoming “essentially” upper triangular, that is, 
{Ak)ij-‘O for i >j. (3.10) 
Thus we have proved the following 
THEOREM 3.1. Assume that A E CnXn is a nonsingular matrix with 
eigenvalues (1.2) of distinct modulus, and the GR algorithm (1.1) generates a 
sequence of matrices A, such that the condition numbers of i$ = G, *** Gk 
are uniformly bounded in k. Then the relations (3.9) and (3.10) hold true, 
where the permutation matrix P is determined by the modilfied Bruhat 
decomposition of X-’ f rom the spectral decomposition (1.3) of A. 
This result admits a generalization to the case when A has eigenvalues of 
equal modulus. In this case, one has to prove that the matrices A, “essen- 
tially” converge to a block upper triangular matrix. The columns of X now 
determine a Jordan basis for A, and again the Bruhat decomposition of X-r 
sheds light on the disorder of blocks in the limiting matrix. 
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