Three-dimensional model of single-electron tunneling between a conductive probe and a localized electronic state in a dielectric by Mishchenko, Eugene & Zheng, N.
JO U R N A L O F APPLIED PHYSICS 101, 093702 (2007)
A three-dimensional model of single-electron tunneling 
between a conductive probe and a localized electronic state 
in a dielectric
N. Zheng, C. C. Williams,31 E. G. M ishchenko, and  E. B ussm annbl
D epartm ent o f  Physics, University o f  Utah, 115 S  I400E, Room 201, Salt Lake City, Utah 84112
(Received 28 June 2006; accepted 12 January 2007; published online 1 May 2007)
Motivated by recent measurements of force detected single-electron tunneling, we present a 
three-dimensional model for the tunneling rate between a metallic tip and a localized electronic state 
in a dielectric surface. The tip is assumed to be semi-infinite, with electron wave functions 
approximated by plane waves. A localized electron state in the dielectric sample is approximated by 
a spherical quantum well. The tunneling rate is obtained with the help of Bardeen's approach and 
is compared with the results for a one-dimensional square barrier model. A comparison with 
experimental data is also presented. © 2007 American Institute o f  Physics.
[DOT: 10.1063/1.2710438]
I. INTRODUCTION
Scanning tunneling microscopy1 (STM) is very useful 
for characterizing electron states of metallic and semicon­
ducting samples with atomic resolution. However, limita­
tions due to the minimum detectable current prevent STM 
from being used with nonconducting samples. A single­
electron tunneling force method has been developed to char­
acterize localized, electrically isolated states in insulating 
materials.2”5
Previously, a one-dimensional square barrier model has 
been used to estimate the tunneling rate for a metal-vacuum- 
localized state system. Such a calculation can provide a rea­
sonable estimate of the tunneling rate and the depth of local­
ized states. However, one-dimensional models ignore 
complications due to the three-dimensional character of the 
wave functions in the tip and dielectric sample. The oversim­
plification restricts the accuracy of results.
In the present paper a three-dimensional model is pre­
sented for computation of the electron tunneling rate be­
tween a metallic tip and a localized electronic state in a di­
electric sample. Since the size of the tip is typically much 
larger than the radius of the localized state, the tip is assumed 
semi-infinite. Electron wave functions in the metallic tip are 
approximated with plane waves. The wave function of the 
localized state, typically a point defect, is approximated with 
a spherical potential well.
It is convenient to utilize the Bardeen approach,' 
which gives the elastic tunneling rate WMl. from a state ^  
with energy E  to another single state <f/v with energy Ev,
7-10
(1)
where M hlv is the tunneling matrix element determined by 
the surface integral taken over a surface S between the tip 
and the localized state.
“'Author to whom correspondence should be addressed: electronic mail: 
clayton@physics.utah.edu 
b'Present address: Sandia National Laboratories, Albuquerque, NM 87185.
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Conservation of the tunneling probability current ensures 
that the particular choice of the surface S does not affect the 
tunneling matrix element M htv. The total rate of tunneling 
into a localized state is given by a sum over all electron 
states in the metallic tip. The number of states within the 
elementary interval of phase space (for both spin directions) 
is An = (VI4TT})k2 sin 0dkd0dq>, where V is the tip volume. 
Here we utilize spherical coordinates with the angle 0 be­
tween the direction of electron propagation and the direction 
normal to the surface and q> the azimuthal angle about the 
normal direction. It is convenient to take the surface of the 
dielectric as the integration surface. Assuming that the local­
ized state is empty, we obtain for the total tunneling rate.
y IW = —  $LEk(k) -  E0]k2f ( E k)dk jM(k,0)j2 sin 0d0 ,77i )
, h 2l 
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where m and m * are the vacuum electron mass and the ef­
fective mass in the conduction band of the dielectric, respec­
tively, f ( E k)  is Fermi function, z = - h  is the surface of the 
dielectric, and Ek(k) = fi2k2I2m is the energy of the electron 
state in the metallic tip to/from which the electron tunnels. 
This state has a wave vector magnitude k measured relative 
to the bottom of the energy band in the metal tip. E0 is the 
energy of the localized state, tjjT is the wave function of the 
electron tip state at the dielectric surface, and tf/s is the wave 
function of the localized state at the dielectric surface. 
Figures 1(a) and 1(b) show the tunneling measurement ge­
ometry and the band structure of the tip-insulator system.
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FIG. 1. (Color online) (a) A schematic diagram of the tip-sample system for 
single-electron tunneling. Tunneling is not observed under typical conditions 
for a tip-sample gap > 2 .0  nm. (b) The energy band structure and space 
coordinate o f the tip-sample system for single-electron tunneling.
II. ELECTRONIC WAVE FUNCTIONS IN THE TIP 
AND THE DIELECTRIC SAMPLE
The electron wave functions in the tip are approximated 
with plane waves. The normalized tip wave functions in the 
vacuum can be written as11
1 2 ik.
\l2Vik: -  k.
-  exp(ikxx  + /£ v)exp[- kl(z + d + h)].
(5)
where kl = \!2mVl ff i2-k : ,  and Vi is the height of the vacuum 
barrier relative to the bottom of energy band in the metallic 
tip [see Fig. 1 (b)]. Note that the origin of the z coordinate is 
found at the center of the localized state, and the tip surface 
is found at z = - d - h .  Also note that the tip wave functions in 
the gap do not include any terms due to the boundary con­
dition associated with the surface of the dielectric. This ap­
proximation is valid when the wave functions from the tip 
have small values at the dielectric surface, e~~k~d< \ .
The localized state in the dielectric sample is approxi­
mated with the help of a spherical quantum well.
V(r) =
0, r < a
V0, r > a ,
(6)
where VQ is the depth of the localized electronic state with 
respect to the conduction band edge and a is the radius of the 
finite spherical quantum well. The center of the well is lo­
cated at a distance h from the dielectric surface, see Fig. 
1(b). Assuming that tunneling occurs into (or from) the 
ground state, the normalized electron wave function for r  
>  a can be written as6
i//s( r ) :







[a!2 -  sm(2qa)/4q  + m r(2qa)/2q ']ni/2-
where q=\>2in'E0/fi, q' = ^2in '(V0- E 0)/h, and in is the ef­
fective mass in the dielectric conduction band. The energy E0 
is determined by the equation, q co\(qa) = -q ' .
Here, the wave function of the localized electronic state 
in the dielectric does not include additional terms required by 
the boundary conditions of the dielectric surface. This ap­
proximation is reasonable when the value of the wave func­
tion at the dielectric surface is small, that is, e~q h< \ .
III. CALCULATION OF THE TUNNELING RATE W 
AND DISCUSSION OF THE THREE­
DIMENSIONAL MODEL
As shown in Fig. 1(b), we have chosen z=0 to corre­
spond to the center of spherical quantum well and the plane 
z= -h  as the surface of the dielectric, where the tunneling 
matrix element is calculated by Eq. (4). Substituting electron 
wave functions into this expression we obtain for the matrix 
element.
M(k, 0) = 2 irCe k^ d I /(p , 0)Jo(pk sin 0)pdp ,
Jo
where Jg(pk sin 0) is the zeroth order Bessel function. 
Here we introduced the followins notation:
(8)
/(p , 0) ■- -q’rip)
m m







ik~ -  kl
f :






and utilized polar coordinates in the plane of integration, r  
= Vp2+Z2- Substituting the matrix element (8) into Eq. (3),
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R G . 2. (Color online) Illustration of the relation between tunneling rate 
(normalized unit) per solid angle and angle U.
we first integrate over the absolute value of the electron mo­
mentum k, eliminating the delta function,
W = —  [  F(0)sin0d0,  
4 m k J 0
F(0) = \T\2B2e-2Kd
f  J a
f(p ,  0)JQ(pk sin 0)pdp
(10)
, m ) k 2.
Here k  is determined from the equation Ek(k)=E0. The inte­
gration can be performed numerically. For an analytical es­
timate of the tunneling rate, we note that F(0) has a sharp 
Gaussian dependence on the angle (see Fig. 2). This is the
MG. 3. (Color online) Comparison of tunneling rate between numerical 
calculation and analytical approximation. The blue solid line is from the 
analytical approximation, and the red dashed line is from the exact numeri­
cal integration. In the simulation, all parameters are the same as those in 
Fig. 2.
result of the rapid decay of the wave functions normal to the 
dielectric surface at high angles. In Fig. 2, the following 
tip-sample parameters were used. The work function of the 
platinum tip is (V]- E f = 5 J  eV), the band gap of the S i0 2 
sample is 8.8 eV, and the offset between vacuum level and 
conduction band of S i0 2 is 0.9 eV. The tip-sample gap d  is 
1 nm, state depth h is 1.25 nm, and height VQ of spherical 
quantum well formed by the localized state is 4.5 eV. The 
radius a of quantum well is 0.25 nm, and the effective mass 
in in the S i0 2 is 0.3 times that of a free electron. Calculating 
the Gaussian integral we obtain
MG. 4. (Color online) (a) Simulation 
curve of tunneling rate vs localized 
state depth and comparison of tunnel­
ing rate curve between the 3D analyti­
cal model (solid blue) and the ID 
model (dashed red). All parameters in 
this simulation are the same as those 
in Fig. 2, except for V0 and h. (b) 
Simulation curve of tunneling rate vs 
localized state depth and comparison 
of tunneling rate curve between the 3D 
analytical model (solid blue) and the 
ID model (dashed red). All parameters 
in this simulation are the same as 
those in Fig. 2, except for V0 and h.
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W.
h 2B2E f  
30"
-2d\2m(yx-Ek)lfi‘ in in , —  + — hq' 
in in
2m(V} - E k) V 2g';' 
fi1 \  q 'htu 3 ( i i )
A comparison of the exact numerical integration of Eq. 
(10) and the approximate analytical result [Eq. (11)] is seen 
in Fig. 3. The difference between the two is below 25% for 
typical experimental conditions. Note that this equation is 
approximately valid when the wave functions from the tip 
and state in the dielectric have small values at the dielectric 
surface.
It is instructive to compare the analytical tunneling rate 
with the predictions of the one-dimensional model. In the 
latter, the localized state is approximated by a one­
dimensional rectangular potential. Using Bardeen’s ap­
proach, a simple calculation yields
k ' ■
\!2fi2B 2El12 ( m , ,V  2dv7
R  ~~ ,,,3 /2in Vi \ in
l2 m ( V , - E k) 
fi2 '
—j q '  + k ' e- ^ 2 m {y x-EkVire-2q'h^
(12)
Comparison of Eq. (12) with the analytical three­
dimensional result demonstrates that the one-dimensional 
model overestimates the tunneling rate, except
for small h (for which the small localized state wave function 
approximation at the dielectric surface breaks down). The 
lower tunneling rate of the 3D model can be qualitatively 
understood as the result of the tunneling occurring via a fi­
nite cone of small angles 0, a fact not accounted for in the 
one-dimensional (ID) model. The analytical approximation 
also captures this difference with the ID  model, see Figs. 
4(a) and 4(b).
Figures 4(a) and 4(b) show the relation between the tun­
neling rate W  and the depth of the localized state, h, for a 
fixed tip-insulator distance d. The heights V0 of spherical 
quantum well formed by a localized state are 4.5 and 7.6 eV, 
respectively, and all parameters are the same as those in Fig. 
2, except the variable h. Note that the different slopes in 
Figs. 4(a) and 4(b) are due to the M r  dependence of the 
localized state wave function which does not have a counter­
part in the ID  solution. Figures 5(a) and 5(b) further illus­
trate the comparison between 3D and ID models showing 
the tunneling rate dependence on the tip-sample separation d  
for a fixed value of the depth h.
We also perform a crude but reasonable comparison of 
our calculations with the experimental data, see Figs. 5(a) 
and 5(b). Such parameters as the barrier height, depth, and 
radius of the localized state are chosen to be as close to 
experimental conditions as possible. In Figs. 5(a) and 5(b), 
the heights V0 of the spherical quantum well formed by lo­
calized states are 4.5 and 7.6 eV individually and all param­
eters are the same as those in Fig. 2 except the variable 
tip-sample distance d.
Since no tunneling can be observed if the tunneling rate 
is approximately less than one event per second, the tip-
I-'IG. 5. (Color online) (a) Simulation curve o f tunneling rate vs tip-sample 
gap and comparison o f tunneling rate curves between the two models. The 
blue solid line is from the 3D analytical model, and the red dashed line is 
from the ID  model. All parameters in this simulation are the same as those 
in Mg. 2, except for Vu and ct. (b) Simulation curve o f tunneling rate vs 
tip-sample gap and comparison o f tunneling rate curve between the two 
models. The blue solid line is from the 3D analytical model, and red dashed 
line is from the ID  model. All parameters in this simulation are the same as 
those in Mg. 2, except for Vu and cl. (c) Typical curve o f resonance fre­
quency shift vs tip-sample gap measured near a sample with a 10 nm thick 
silicon dioxide film. A - 4  V dc voltage is applied on the sample. The arrow 
indicates the position o f a single-electron tunneling event and the tunneling 
event frequency shift is shown in the inset. The histogram shows the statis­
tics o f the measured tunneling events vs tip-sample gap. Most tunneling 
events occur when the tip-sample gap is between 0.7 and 1.3 nm.
sample distance d  should be between 0.8 and 1.3 nm. Indeed, 
as indicated by the data shown in Fig. 5(c), most tunneling 
events occur when the measured tip-sample distance falls 
within the interval of 0 .7 -1 .3  nm, which is in a good agree­
ment with the proposed model.
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The accuracy of this model is restricted by the use of 
Bardeen's approach as well as by the approximation in which 
the terms associated with the boundary condition at the di­
electric surface are neglected. The neglecting of boundary 
condition terms is a more significant approximation, as it 
requires both wave functions to be small at the boundary, 
whereas Bardeen's approximation only requires that one of 
the wave functions be small at the boundary (weak cou­
pling). More detailed calculations involving microscopic 
properties of the tip and the dielectric would improve the 
accuracy.
To summarize, we have presented a three-dimensional 
model for the calculation of tunneling rate between a con­
ducting tip and a localized state in a dielectric surface as a 
function of several parameters characterizing the tip-surface 
geometry. The results are compared with similar calculations 
performed with the help of a one-dimensional model. The 
quantitative difference between the two models originates 
from the fact that the dominant contribution to tunneling 
comes from a finite range of electron states with wave vec­
tors not exactly normal to the tip surface, 8<  1. Experimen­
tal data are compared with the calculations, and a good 
agreement is reported.
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