Abstract: We study full Bayesian procedures for high-dimensional linear regression under sparsity constraints. The prior is a mixture of point masses at zero and continuous distributions. Under compatibility conditions on the design matrix the posterior distribution is shown to contract at the optimal rate for recovery of the unknown sparse vector, and to give optimal prediction of the response vector. It is also shown to select the correct sparse model, or at least the coefficients that are significantly different from zero. The asymptotic shape of the posterior distribution is characterized, and employed to the construction and study of credible sets for uncertainty quantification.
Introduction
Consider estimation of a parameter β ∈ R p in the linear regression model
where X is a given, deterministic (n × p) matrix, and ǫ is an n-variate standard normal vector. The model is standard, but we are interested in the sparse setup, where n ≤ p, and possibly n ≪ p, and 'many' or 'most' of the coefficients β i of the parameter vector are zero, or close to zero. We study a Bayesian approach based on priors that set a selection of coefficients β i a priori to zero; equivalently, priors that distribute their mass over models that use only a (small) selection of the columns of X. Bayes's formula gives a posterior distribution as usual. We study this under the 'frequentist' assumption that the data Y has in reality been generated according to a given (sparse) parameter β 0 . Specifically, we consider a prior on β that first selects a dimension s from a prior π p on the set {0, . . . , p}, next a random subset S ⊂ {1, 2, . . . , p} of cardinality |S| = s, and finally a set of nonzero values β S := {β i : i ∈ S} from a prior density g S on R S . Formally, the prior on (S, β) can be expressed as (S, β) → π p (|S|) 1 p |S| g S (β S )δ 0 (β S c ), (1.2) where the term δ 0 (β S c ) refers to the coordinates β S c := (β i : i ∈ S c ) being zero. We focus on the situation where g S is a product ⊗g of densities over the coordinates in S, for g a fixed continuous density on R, with the Laplace density as an important special case. The prior π p is crucial for expressing the 'sparsity' of the parameter. One of the main findings of the paper is that weights π p (s) that decrease slightly faster than exponential in the dimension s give good performance.
Priors of the type (1.2) were considered by many authors, including [21, 14, 13, 18, 25, 23, 4] . The paper [10] contains a theoretical analysis similar to the present paper, but restricted to the special case that the regression matrix X is the identity (and p = n). The general model (1.1) shares some features with this special case, but is different in that it must take account of the noninvertibility of X and its interplay with the sparsity assumption, and does not allow a factorization of the model along the coordinate axes. Furthermore, in the present paper we also derive distributional approximations to the posterior distribution, and gain insight in the scaling of the prior on the nonzero coordinates.
The aforementioned papers introduce several algorithms for the computation of the posterior distribution corresponding to (1.2) . As this computation is intensive, due to the large number of possible submodels S, in particular in very high dimensions, there is much interest in other Bayesian approaches to sparse regression. See for instance [15, 8, 16] .
Not surprisingly to overcome the nonidentifiability of the full parameter vector β in the overspecified model (1.1) we borrow from the work on sparse regression within the non-Bayesian framework (see [12, 1, 7, 3, 6, 22, 26, 27, 5] ). Good performance of the posterior distribution is shown under compatibility and smallest sparse eigenvalue conditions (see Section 2) .
The LASSO and its variants are important frequentist methods for sparse signal recovery. As the LASSO is a posterior mode (for an i.i.d. Laplace prior on the β i ), it may seem to give an immediate link between Bayesian and nonBayesian methods. However, we show in Section 3 that the LASSO is essentially non-Bayesian, in the sense that the corresponding full posterior distribution is a useless object.
In contrast, the posterior distribution resulting from the prior (1.2) gives both reasonable reconstruction of the parameter β (e.g. through its mode) and a quantification of uncertainty through the spread in the posterior distribution. We infer this from combining results on the contraction rate of the full posterior distribution with distributional approximations. The latter show that the posterior distribution behaves asymptotically as a mixture of Bernstein-von Mises type approximations to submodels, where the location of the mixture components depends on the setting. The latter approximations are new, also for the special case that X is the identity matrix.
It is crucial for these results that the prior (1.2) models sparsity through the model selection prior π p , and separates this from modelling the nonzero coordinates through the prior densities g S . For instance, in the case that g S is a product of Laplace densities, this allows the scale parameter to be constant or even to tend to zero, thus making this prior uninformative. This is in stark contrast to the choice of the smoothing parameter in the (Bayesian) LASSO, which must tend to infinity in order to shrink parameters to zero, where it cannot differentiate between truly small and nonzero parameters. Technically this has the consequence that the essential part of the proofs is to show that the posterior distribution concentrates on sets of small dimension. This sets it apart from the frequentist literature on sparse regression, although, as mentioned, many essential ideas reappear here in a Bayesian framework.
The paper is organized as follows. In Section 2 we present the main results of the paper. We specialize to Laplace priors on the nonzero coefficients, and investigate the ability of the posterior distribution to recover the parameter vector β, the predictive vector Xβ, and the set of nonzero coordinates. Furthermore, we derive a distributional approximation to the posterior distribution, and apply this to construct and study credible sets. In Section 3, we present the negative result on the Bayesian interpretation of the LASSO. Next in Section 4 we show that for recovery of only the predictive vector Xβ significantly milder conditions than in Section 2 suffice. Most proofs are deferred to Sections 5-6.
Notation
For a vector β ∈ R p and a set S ⊂ {1, 2, . . . , p} of indices, β S is the vector (β i ) i∈S ∈ R S , and |S| is the cardinality of S. The support of the parameter β is the set S β = {i : β i = 0}. The support of the true parameter β 0 is denoted S 0 , with cardinality s 0 := |S 0 |. Similarly, for a generic vector β * we write S * = S β * and s * = |S * |. Moreover, we write s = |S| if there is no ambiguity to which set S is referred to.
For 1 ≤ q < ∞ and β ∈ R p , let β q := ( p i=1 |β i | q ) 1/q . We let X .,i be the ith column of X, and
Main results
In this section we consider the prior (1.2), with g S the product of |S| Laplace densities β → 2 −1 λ exp(−λ|β|). We allow the (inverse) scale parameter λ to change with p, within the range (with X defined in (1.3))
The quantity λ in the upper bound is the usual value of the regularization parameter λ of the LASSO (as in (3.1)). Its large value causes the LASSO to shrink many coordinates β i to zero, as is desired in the sparse situation. However, in our Bayesian setup sparsity should be induced by model selection, through the prior π p on the model dimension, and the Laplace prior densities model only the nonzero coordinates. Large values of λ would shrink the nonzero coordinates to zero, which is clearly undesirable and unnatural. Thus it is natural to assume λ ≪ λ, and fixed values of λ, and even values decreasing to zero, may well be natural, depending on the regression setting. We shall see that small values of λ permit a distributional approximation to the posterior distribution centered at unbiased estimators. The precise interpretation of the size of λ is confounded with the regression setting, the error variance (which we have set to unity for simplicity of notation) and the scaling of the regression matrix. The following three special cases shed some light on this.
Example 1 (Sequence model). In the sequence model considered in [19] and [10] the observation is a vector (Y 1 , . . . , Y n ) of independent coordinates Y i ∼ N (β i , 1). This corresponds to X = I and n = p in the present setting (1.1),
Fixed values of λ, as considered in [10] are easily included. As there is only one observation per parameter, it may not be unreasonable to consider λ → 0, in order to create noninformative priors for the nonzero coefficients. This is allowed easily also.
Example 2 (Sequence model, multiple observations). In an extension of the sequence model of the preceding example the n observations are from normal distributions N (β i , σ n times the original observations we can fit this into model (1.1), which has unit error variances. If we keep the original definition of the β i , then the regression matrix is X = σ −1 n I, and hence
Fixed values of λ are included if nσ n 1, and values tending to zero if nσ n → ∞. By sufficiency of the sample mean in the normal location problem this corresponds to a sufficient number of replicate measurements on every parameter β i in the original problem.
Example 3 (Response model). If every row of the regression equation Y = Xβ + ǫ refers to measurement of an instance of a fixed relationship between an input vector X i,· ∈ R p and the corresponding output Y i , then the entry X i,j of X is the value of individual i on the jth covariable. It is then reasonable to think of these entries as being sampled from some fixed distribution, independent of n and p, in which case X will (typically) be of the order √ n. Condition (2.1)
Fixed values of λ, as considered in [10] are included provided p √ n.
Although condition (2.1) does not exclude shrinkage through large values of λ, as for the LASSO, the most interesting situation is that sparsity is induced through model selection. The prior π p on model dimension is crucial; it must downweight big models, but at the same time give sufficient mass to the true model. Exponential decrease as in the following assumptions turns out to work.
Assumption 1 (Prior dimension).
There are constants A 1 , A 2 , A 3 , A 4 > 0 with
Example 4. Assumption (2.2) is met by the priors of the form, for constants a, c > 0,
We refer to these priors as complexity priors, as their rate of decrease reflects the number of models p s of given size s for s ≪ p (see [10] for discussion). Example 5 (Slab and spike). Modelling the coordinates β 1 , . . . , β p as i.i.d. variables from a mixture rδ 0 + (1 − r)G, of a Dirac measure δ 0 at zero and a Laplace distribution G, is included in (1.2) with π p the binomial distribution with parameter p and r. The size r of the point mass at zero controls the model selection. The overall prior obtained by choosing r from a Beta (1, p u ) hyper prior with u > 1 satisfies (2.3). For more details see Example 2.2 in [10] . This prior is universal in that it is free of unknown smoothing parameters.
The parameter β in the model (1.1) is not estimable without conditions on the regression matrix. For the interesting case p > n it is even necessarily unidentifiable. If β is known to be sparse, then 'local invertibility' of the Gram matrix X t X is sufficient for estimability, even in the case p > n. We make this precise in the following definitions, which are variants on definitions in the literature (see [6] ), slightly adapted to suit to our Bayesian setup.
Definition 2.1 (Compatibility).
The compatibility number of model S ⊂ {1, . . . , p} is given by
The compatibility number compares the ℓ 2 -norm of the predictive vector Xβ to the ℓ 1 -norm of the parameter β. A model S is considered 'compatible' if φ(S) > 0. It then satisfies the nontrivial inequality Xβ 2 |S| 1/2 ≥ φ(S) X β S 1 . We shall see that true vectors β 0 with compatible support S β 0 can be recovered from the data, uniformly in a lower bound on the size of their compatibility numbers.
The number 7 has no particular interest, but for simplicity we use a numerical value instead of an unspecified constant. Since the vectors β in the infimum satisfy β S 1 ≤ β 1 ≤ 8 β S 1 , it would not be a great loss of generality to replace β S in the denominator of the quotient by β. However, the factor |S| 1/2 in the numerator may be seen as resulting from the comparison of the ℓ 1 -and ℓ 2 -norms of β S through the Cauchy-Schwarz inequality:
1/2 by β S 2 would make the compatibility number smaller, and hence give a more restrictive condition.
The compatibility number involves the full vectors β (also their coordinates outside of S) and allows to reduce the recovery problem to sparse vectors. The next two definitions concern sparse vectors only. Unlike the compatibility number they are uniform in vectors up to a given dimension. 
For recovery we shall impose that these numbers for s equal to (a multiple of) the dimension of the true parameter vector are bounded away from zero. Since β 1 ≤ |S β | 1/2 β 2 by the Cauchy-Schwarz inequality, it follows that φ(s) ≤ φ(s), for any s > 0. The stronger assumptions on the design matrix imposed through φ(s) will be used for recovery with respect to the ℓ 2 -norm, whereas the numbers φ(s) suffice for ℓ 1 -reconstruction. The 'scaled' in Definition 2.3 refers to the scaling of the matrix X by division by the maximum column length X ; if the latter is unity, then φ(s) is just the smallest singular value of a submatrix of X of dimension s.
The final and strongest invertibility condition is in terms of 'mutual coherence' of the regression matrix, which is the maximum correlation between its columns. Equivalently, it is the ratio between entries on the diagonal of X t X and off-diagonal entries. 
The '(K, s) mutual coherence condition' is that this number is bounded above by (Ks) −1 , in which case reconstruction is typically possible for true vectors β of dimension up to s. Conditions of this type have been used by many authors, following [12] , who coined the name. Below we use a version of the condition to obtain rates of contraction of the posterior distribution with respect to the supremum norm, similarly as in the study of [20] of the LASSO and the Dantzig estimator under the supremum norm.
For extensive discussion of the preceding and various other conditions we refer to Section 6.13 of [6] . To see that the compatibility indices are well behaved in interesting examples we note the following. In the sequence model of Example 1 the regression matrix X is the identity, and hence the compatibility numbers are 1 and the mutual coherence number is zero, which is the optimal situation. (The compatibility numbers are maximally 1, as follows by evaluating them with a unit vector.) In the response setting of Example 3 it is reasonable to assume that the entries of X are i.i.d. random variables. Then the mutual coherence number is with high probability bounded by a multiple of (n/ log n) −1/2 . Models up to nearly dimension √ n can then be identified from the data.
The following lemma shows that control of the mutual coherence numbers imply control of the compatibility numbers and sparse singular values. Notice that φ(1) = φ(1) = min i X .,i 2 / X , as follows by evaluating the infimum in Definition 2.2 with β equal to unit vectors.
We are ready to state our main results. For simplicity all results are stated in limit form, for p, n → ∞. Preciser assertions, including precise values of 'large' constants, can be found in the appendix.
The first theorem shows that the posterior distribution does not overshoot the true dimension of the parameter by more than a factor. In the interesting case that λ ≪ λ this factor is close to 1 + 2/A 4 if the true parameter is compatible. The constant A 4 comes from the condition (2.2). As a consequence, 1+2/A 4 can be made arbitrarily close to one by choosing a suitable prior on the dimension. 
The theorem is a special case of Theorem 12 in the appendix. As all our results, the theorem concerns the full posterior distribution, not only a measure of its center. However, it may be compared to similar results for point estimators, as in Chapter 7 of [6] .
The second theorem concerns the ability of the posterior distribution to recover the true model from the data. It gives rates of contraction of the posterior distribution both regarding prediction error Xβ − Xβ 0 2 and regarding the parameter β relative to the ℓ 1 -and ℓ 2 -and ℓ ∞ -distances. Besides on the dimensionality the rate depends on compatibility. Set
In the interesting case that λ ≪ λ, these numbers are asymptotically bounded below by φ((2 + 
−1 /8, and s n with λs n √ log p/ X → 0, for sufficiently large M ,
The first three assertions of the theorem are consequences of the following theorem of oracle type, upon choosing β * = β 0 in this theorem. The fourth assertion is proved in Section 5 under the conditions of Theorem 6 below.
An oracle inequality for the prediction error of a point estimator β is an assertion that with large probability, and some penalty function pen(β),
(See e.g. [6] , Theorem 6.2, or [3] for the LASSO or the Dantzig selector.) Few oracle-type results for posterior measures have been developed. (The results of [2] , for projection estimators in white noise, are close relatives.) The following theorem is an example of such a statement. Given compatibility it shows that the bulk of the vectors β in the support of the posterior distribution satisfy an oracle inequality with penalty pen(β) = |S β |.
Theorem 3 (Recovery, oracle). If λ satisfies (2.1), and π p satisfies (2.2), then, for ψ and ψ given in (2.5), there exists a constant M such that uniformly over β 0 and β * with |S * | ≤ |S 0 |, where S * = S β * ,
Besides the choice β * = β 0 , which yields the first three assertions of Theorem 2, other choices of β * also give interesting results. For instance, in the sequence model of Example 1 the choice β * = 0 gives that
2 smaller than |S β 0 | log p, this improves on Theorem 2, by quantifying the rate in the sizes and not only the number of nonzero coordinates in β 0 . The posterior distribution induces a distribution on the set of models S ⊂ {1, 2, . . . , p}, which updates the prior masses given to these models by (1.2). It is desirable that this puts most of its mass on the true model S β 0 . As the support of a vector β 0 is defined only in a qualitative manner by its coordinates β 0 i being zero or not, this will not be true in general. However, the following theorem shows, under (only, strong) compatibility, that the posterior distribution will not charge models that are strict supersets of the true model, no matter the magnitudes of the nonzero coordinates in β 0 . This may be considered the effect of model selection through the prior π p , which under our assumptions prefers smaller models, enough so that it will not add unnecessary coordinates when all truly nonzero coordinates are present.
Theorem 4 (Selection: no supersets). If λ satisfies (2.1), and π p satisfies (2.2) with A 4 > 1, then for every c 0 > 0 and any s n ≤ p a with s n λ √ log p/ X → 0 and a < A 4 − 1,
|S0|≤sn, ψ(S0)≥c0
A nonzero coordinate of β 0 that is too close to zero cannot be detected as being nonzero by any method. Consequently, the posterior distribution may well charge models S that contain only a subset of the true model S β 0 and possibly other coordinates, which is not excluded by the preceding theorem. The following theorem gives thresholds for detection, which become smaller as the compatibility conditions become stronger. The theorem may be compared to results in terms of beta-min conditions for point estimators, e.g. [6] , Corollary 7.6. Theorem 5 (Selection). If λ satisfies (2.1), and π p satisfies (2.2), then, for sufficiently large M ,
−1 /8, and any s n with
By combining Theorems 4 and 5 we see that under the assumptions of the theorems the posterior distribution consistently selects the correct model if all nonzero coordinates of β 0 are bounded away from 0 by the thresholds given in Theorem 5. For M as in the preceding theorem, let
Define B similarly with |S β | log p in the threshold replaced |S β | √ log p and with ψ instead of ψ.
Corollary 1 (Consistent model selection). If λ satisfies (2.1), and π p satisfies (2.2) with A 4 > 1, and s n ≤ p a such that a < A 4 − 1 and
The same is true with B and φ replaced by B and φ.
Next we turn to distributional approximations to the posterior distribution. We show that the posterior distribution can be approximated by a mixture of normal distributions. Moreover, given consistent selection of the true model this mixture collapses to a single normal distribution. The centering of the normal distributions depends on the size of the scale parameter λ in the prior on the nonzero coefficients. We discern the small lambda and the large lambda regimes, characterized as
In the large lambda regime the scaling parameter λ has the usual order of magnitude of the smoothing parameter in the LASSO. In this case the posterior distribution mimics the LASSO, and gives a biased reconstruction of the true parameter. Given consistent model selection its center is asymptotically equal to the LASSO estimator for the true model, but spreads according to the normal distribution with the covariance of the least squares estimator. (See Theorem 8 below.) We first consider the small lambda regime, which includes a variety of possible choices within our general assumption (2.1), and appears to be more interesting. A smaller value of λ corresponds to a noninformative prior on the nonzero coordinates of the parameter vector. Here 'small' is relative, depending on the model and the number of observations. Example 6 (Small lambda regime). For the minimal choice λ = X /p in (2.1) the small lambda regime (2.6) simplifies to |S β 0 | ≪ p/ √ log p. Thus the regime applies to a wide range of true parameters.
In the sequence model with multiple observations given in Example 2 and the response model of Example 3 we have X = σ −1 n and X ∼ n 1/2 , respectively, and λ is in the small lambda regime if λ|S β 0 | is much smaller than 1/(σ n √ log p) and n/ log p, respectively. The second allows
For a given model S ⊂ {1, . . . , p} let X S be the n × |S|-submatrix of the regression matrix X consisting of the columns X .,i with i ∈ S, and let β (S) be a least square estimator in the restricted model Y = X S β S + ǫ, i.e.
In case the restricted model would be correctly specified, the least squares estimator would possess a N (β 0 S , (X t S X S ) −1 )-distribution, and the posterior distribution (in a setting where the data washes out the prior) would be asymptotically equivalent to a N ( β (S) , (X t S X S ) −1 )-distribution, by the Bernstein-von Mises theorem. (The matrix X t S X S is certainly invertible if φ(S) > 0, which will be assumed in the next theorem.) In our present situation, the posterior distribution is approximated by a random mixture of these normal distributions, of the form
where δ S c denotes the Dirac measure at 0 ∈ R S c , the weights ( w S ) S satisfy
and, for a sufficiently large M
The weights ( w S ) are a data-dependent probability distribution on the collection of models S 0 . The latter collection can be considered a 'neighbourhood' of the support of the true parameter, both in terms of dimensionality and the (lack of) extension of the true parameter outside these models. A different way of writing the approximation Π ∞ is
where B S = {β S : (β S , 0 S c ) ∈ B} is the intersection (and not projection) of B ⊂ R p with the subspace R S . To see this, decompose Y − X S β S = (Y − X S β (S) ) + X S ( β (S) − β S ) and observe that the two summands are orthogonal. The Lebesgue integral dβ S can be interpreted as an improper prior on the parameter β S of model S, and the expression as a mixture of the corresponding posterior distributions, with model weights proportional to the prior weights times (λ/2) s (2π)
It follows that the Laplace priors g S on the nonzero coordinates wash out from the components of the posterior. On the other hand, they are still visible in the weights through the factors (λ/2) s . In general, this influence is mild in the sense that these factors will not change the relative weights of the models much.
Theorem 6 (Bernstein-von Mises, small lambda regime). If λ satisfies (2.1), and π p satisfies (2.2), then for every c 0 > 0 and any s n with s n λ √ log p/ X → 0,
|S0|≤sn,ψ(S0)≥c0
Theorem 6 implies a Bernstein-von Mises type result for estimation of Xβ, as taking the image measure of probability distributions under a given measurable map decreases the total variation distance.
Corollary 2 (Limit under strong model selection).
Under the combined assumptions of Corollary 1 and Theorem 6,
Proof. Corollary 1 shows that the posterior distribution charges only the true model with probability tending to one. This is possible only if the approximating mixture in Theorem 6 also only charges the true model. Equivalently the sum of the weights of terms S = S β 0 tends to zero.
The distributional results imply that the spread in the posterior distribution gives a correct (conservative) quantification of remaining uncertainty on the parameter. To state this precisely we show that credible sets based on the posterior distribution are conservative confidence sets. A credible set is a central set in the posterior distribution of prescribed posterior probability. Because the posterior distribution is a mixture of components reflecting different models, there are multiple reasonable candidates for the shape of a credible set. Perhaps the most interesting possibility is to focus on individual coordinates β j through the marginal posterior distribution. The latter takes the form of a mixtureπ j δ 0 +Ĥ j of a point mass at zero and a continuous componentĤ j . Thus a reasonable upper 0.975 credible limit for β j is equal tô
Under the conditions of Corollary 2,
Proof. By Corollary 2 the marginal posterior distribution is asymptotically equivalent to N β (S0)j , σ
is asymptotically uniformly distributed, and hence the event {β
975} has asymptotic probability 0.975. For the large lambda regime we briefly present without proof the typical limit distribution in the case of consistent model selection, under relatively strong conditions on the design matrix and signal strength. The posterior distribution is then asymptotically equivalent to a normal distribution centered at the LASSO estimator given the support of the true model. Define the LASSO estimator on the support S ⊂ {1, 2, . . . , p} as
(2.10)
The covariance matrix of the approximating normal distribution is the covariance matrix of the least square estimator, not of the LASSO. Besides that the LASSO estimator itself is biased, also its covariance is misrepresented. This may be another manifestation that the large lambda regime (which corresponds to the LASSO) is non-Bayesian, as we argue in the next section.
The LASSO is not fully Bayesian
The LASSO estimator (cf. [24] ) for β is defined as (twice λ is for convenience in the next argument)
This can be seen to be the posterior mode (or 'maximum a posteriori estimator') for the prior that models the coordinates β i as an i.i.d. sample from a Laplace distribution with scale parameter λ. It is related but different from the posterior mode relative to the prior (1.2), which is arg min
The LASSO is simpler than this mode, but it has many desirable properties: it is computationally tractable; with appropriately tuned smoothing parameter λ it attains good reconstruction rates; it automatically leads to sparse solutions; by small adaptations it can be made consistent for model selection under standard conditions. However, in the sparse setup the full posterior distribution corresponding to the LASSO prior does not contract at the same speed as its mode. This makes utilization of the posterior distribution for uncertainty quantification, the central idea of Bayesian inference, impossible.
We prove this in the following lemma. For simplicity we restrict to the sequence model of Example 1, i.e. the model (1.1) with X = I the identity matrix. Let Π
The next lemma shows that for this choice the posterior distribution puts no mass on balls of radius of the order √ n/(log n) 1/2 , which is substantially bigger than the minimax rate (s log n) 1/2 (except for extremely dense signals). Intuitively, this is explained by the fact that the scaling parameter λ in the Laplace prior must be large in order to shrink coefficients β i to zero, but at the same time reasonable so that the Laplace prior can model the nonzero coordinates. That these conflicting demands do not affect the good behaviour of the LASSO estimators must be due to the special geometric, sparsity-inducing form of the posterior mode, not to any Bayesian connection. n ∧ 1). The lemma shows that the 'LASSO-posterior' is suboptimal for the usual choice of λ n , or any smaller λ n . Choosing a still larger λ n is not suitable either, as this will produce a significant downward bias on large coordinates, pushing the risk of the LASSO-posterior above the minimax rate.
Theorem 9. Assume that we are in the setting of Example 1. For any λ = λ n such that √ n/λ n → ∞, there exists δ > 0 such that, as n → ∞,
Proof. Lemma 9.1 in [10] (based on [9] ) implies that E 0 Π β 2 < s n | Y → 0, for any sequence s n such that for some r n → ∞
To estimate these prior probabilities we note that under the prior the variables |β i | are an i.i.d. sample from the exponential distribution, whence β 1 possesses a Gamma distribution with shape parameter n and mean n/λ. Since β 1 ≤ √ n β 2 , by the Cauchy-Schwarz inequality,
On the other hand, if v n denotes the volume of the unit ball in R n ,
Using the expression v n = π n/2 /Γ(n/2 + 1), we obtain that the quotient of prior masses of balls of radii s n and r n is bounded above by
To conclude we choose r n = √ n(λ −1 ∧1) and s n = δr n , with δ small enough.
Prediction for arbitrary design
The vector Xβ is the mean vector of the observation Y in (1.1), and one might guess that this is estimable without identifiability conditions on the regression matrix X. In this section we show that the posterior distribution based on the prior (1.2) can indeed solve this prediction problem at (nearly) optimal rates under no condition on the design matrix X. These results are inspired by [11] and Theorem 10 below can be seen as a full Bayesian version of the results on the PAC-Bayesian point estimators in the latter paper. (See also [22] for prediction results for mixtures of least-squares estimators.) We are still interested in the sparse setting, and hence the regression matrix X still intervenes by modelling the unknown mean vector EY as a linear combination of a small set of its columns.
First, we consider the case of priors (1.2) that model the mean vector indirectly by modelling the set of columns and the coefficients of the linear combination. The prior π p (s) comes in through the constant
For the choice of prior on coordinates β i , the best results are obtained with heavy-tailed densities g. In general the rate depends on the Kullback-Leibler divergence between the measure with distribution function G S0 (corresponding to the prior density g S0 ) and the same measure shifted by β 0 S0 . Let KL be the Kullback-Leibler divergence and set
Theorem 10. For any prior π p and C π as in (4.1) , any density g that is symmetric about 0, any β 0 , β * ∈ R p and r ≥ 1,
If the prior on the dimension satisfies (2.2) with A 4 > 1, then C π is bounded in p and the rate for squared error loss is determined by
This rate might be dominated by the Kullback-Leibler divergence for large signal β 0 . However, for heavy tailed priors g the induced constraints on the signal to achieve the good rate |S β 0 | log p are quite mild. Consider the prior distribution (1.2) with g S a product of |S| univariate densities g of the form
Corollary 3. If π p satisfies (2.3) with a ≥ 1, and g is of the form (4.3) with λ = X and µ > 3, then for sufficiently large M ,
Remark 2. The constant 7 in Theorem 10 is used for simplicity and can be improved to 4 + δ, for an arbitrary δ > 0, by a slight adaptation of the argument. Using PAC-Bayesian techniques, Dalalyan and Tsybakov [11] obtain an oracle inequality with leading constant 1 for the pseudo-posterior mean with respect to a similar prior, with a somewhat different temperature parameter. Although beyond the scope of the present paper, it would be interesting to investigate whether the full Bayes posterior satisfies an oracle inequality with leading constant 1.
Theorem 10 and its Corollary address the question of achieving prediction with no condition on X, and the same rate is achieved as in Section 2 with the same type of priors, up to some slight loss incurred only for true vectors β 0 with very large entries. As shown in the Corollary, this slight dependence on β 0 can be made milder with flatter priors. We now consider a different approach specifically targeted at the prediction problem and which enables to remove dependency on the size of the coordinates of β 0 completely. Because the prediction problem is concerned only with the mean vector and the columns of X will typically be linearly dependent, it is natural to define the prior distribution directly on the corresponding subspaces. For any S ⊂ {1, . . . , p}, let Y S := {Xβ, S β ⊆ S} be the subspace of R n generated by the columns X j , j ∈ S of X. Let V denote the collection of all distinct subspaces Y S .
Define a (improper) prior Ξ on R n by first selecting an integer t in {0, 1, . . . , n} according to a prior π n , next given t selecting a subspace V ∈ V of dimension t uniformly at random among subspaces in V of dimension t; finally, let Ξ given V be defined as Lebesgue measure on V if dim(V ) ≥ 1 and let Ξ be the Dirac mass at {0} for V = {0}. Note that the posterior distribution Ξ[· | Y ] is a well-defined probability measure on R n . We choose, for a fixed d ≥ 4 (the numerical constant 4 is for simplicity) Theorem 11. Let Ξ be the improper prior on R n defined above with π n as in (4.4). For M large enough,
The result is uniform in β 0 ∈ R p . Also, note that t 0 ≤ |S β 0 | = s 0 and that one may have t 0 = o(s 0 ). The obtained rate thus may improve on the previous prediction rates. It has a simple interpretation: up to an additional logarithmic factor, it is the rate of the natural estimate γ * = Proj V 0 Y if the true subspace V 0 is known, where Proj V 0 denotes the orthogonal projection in R n into the subspace V 0 .
Proofs for Section 2
Proof of Lemma 1. For the second assertion of the lemma we note that, for any β,
For the first assertion we decompose Xβ = Xβ S + Xβ S c , where we abuse notation by writing β S for the p-vector with β i = 0 for i / ∈ S, and similarly for β S c . This implies Xβ
The first term on the right can be bounded by applying the first inequality of the preceding display to β S instead of β, to find Xβ
Since β S and β S c have disjoint supports, the second term on the right satisfies
For vectors with β S c 1 ≤ 7 β S 1 , as in the definition of φ, this is further bounded below by −7 mc(X) X 2 β S 2 1 . Putting the bounds together gives that Xβ
. Denote by p n,β the density of the N (Xβ, I)-distribution, and the corresponding log likelihood ratios by
Lemma 2. For p sufficiently large and any β * ∈ R p , with support S * and s * := |S * |, and Π given by (1.2) with g S a product of Laplace densities with scale λ,
Proof. For s * = 0 the right side is π p (0)e −1 , while the left side is bounded below by Λ n,0,0 π p (0) = π p (0), by (1.2). Thus we may assume that s * ≥ 1.
First we prove that for any set S and s = |S| > 0, Hence the left side of the display, which is equal to P s i=1 |L i | ≤ r , is the probability that the first s events of a Poisson process of intensity λ occur before time r. This is identical to the probability that the Poisson process has s or more events in [0, r], which is the sum in the display. By (1.2), the left side of the lemma is bounded below by
by (5.1), the change of variables β S * − β * S * → b S * , and the inequality g S * (β S * ) ≥ e −λ β * 1 g S * (b S * ). The measure exp(− 1 2 Xb S * 2 2 ) g S * (b S * ) db S * is symmetric about zero, and hence the mean of b S * relative to this measure is zero. By applying Jensen's inequality E exp(Z) ≥ exp(EZ) to the expectation of the function b S * → exp (Y − Xβ * ) t Xb S * relative to the normalization of this measure, we see that the last display is bounded below by
Using that Xβ 2 = p i=1 β i X .,i 2 ≤ β 1 X , and next (5.2) we find that the integral in this display is bounded below by 
Proof. Write the left side as E β * U Λ n,β,β * and use the Cauchy-Schwarz inequality. E.g. [10] , Lemma 6.1.
Lemma 4.
Proof. Under the probability measure P β 0 the vector ǫ = Y − Xβ 0 possesses an n-dimensional standard normal distribution, whence the p coordinates of the vector X t ǫ are normal with variances (
, which can be bounded by the tail bound for the normal distribution.
Theorem 12 (Dimension, general result). If λ satisfies (2.1) and the prior π p satisfies (2.2), then for any M > 2,
Proof. By the definition of λ in (2.1) and Lemma 4 the complement of the event T 0 = { X t (Y − Xβ 0 ) ∞ ≤ λ} has P β 0 -probability bounded by 2/p. By combining this with Lemma 4 we see that, for any β * and any measurable set B ⊂ R p ,
By Bayes's formula followed by Lemma 2, with Λ n,β,β * (Y ) the likelihood ratio given in (5.1),
Using Hölder's inequality |α t β| ≤ α ∞ β 1 and the Cauchy-Schwarz inequality, we see that on the event T 0 ,
Therefore the expected value over T 0 under β * of the integrand in the right side of (5.4) is bounded above by
where we use that λ ≤ 2λ. It follows that the expected value under β * of (5.4) over T 0 satisfies
By the triangle inequality,
, as is seen by splitting the norms on the right side over S * and S c * . If β S c * 1 < 7 β S * − β * 1 , then we write 3/2 = 2 − 1/2 and use the definition of the compatibility number φ(S * ) to find that
We combine the last three displays to see that (5.6) is bounded above by
For the set B = {β : |S β | > R} and R ≥ s * , the integral in this expression is bounded above by
by assumption (2.2). Combining the preceding with (5.3), we see that
Using that λ 2 = 4 X 2 log p, we can infer the theorem, by choosing
Remark 3. By adapting the proof slightly, we find that the posterior of the event
for M large enough and β * such that φ(S * ) ≫ 0, tends to zero in expectation. Compared to Theorem 3 this gives a slower contraction rate (if λ/λ → ∞), but under weaker conditions, since no uniform compatibility is required.
Remark 4. The decay of the posterior mass to zero in the preceding proof is polynomially in p. By adapting the lower bound argument in [17] , Section 2, it follows that this is optimal. In particular, exponential speed cannot be achieved. Similarly, for contraction with respect to · 1 -loss, as in the proof below, polynomial convergence in p is the best achievable as well.
Proof of Theorem 3. By Theorem 12 the posterior distribution is asymptotically supported on the event E := {β :
and D 0 the same expression with β * replaced by β 0 . Thus it suffices to prove that the intersections of the events in the theorem with the event E tends to zero. By combining (5.4), (5.5) and the inequality λ β * 1 ≤ 2λ β − β * 1 + λ β 1 , we see that, on the event
By Definition 2.2 of the uniform compatibility number,
the event E and s * ≤ s 0 by assumption, it follows from (2.5) that for a set B ⊂ E,
Since P β 0 (T 0 ) ≤ 2/p it suffices to show that the right side tends to zero for the relevant event B.
Proof of first assertion. On the set B := {β ∈ E :
. It follows that for the set B the preceding display is bounded above by e p 2s * π p (s * ) e 32λ 2 (D * +s * )
by (2.2) and a similar calculation as in the proof of Theorem 12. For
this tends to zero. Thus we have proved that for some sufficiently large constant M,
Proof of second assertion. Similar as in (5.9),
The claim follows now from the first assertion.
Proof of third assertion. Note that
. Now, the proof follows from the first assertion.
Proof of Theorem 6. The total variation distance between a probability measure Π and its renormalized restriction Π A (·) := Π(·∩A)/Π(A) to a set A is bounded above by 2Π(A c ). We apply this to both the posterior measure Π(· | Y ) and the approximation Π ∞ (· | Y ), with the set
where M is a sufficiently large constant. By Theorem 2 the probability Π(A | Y ) tends to one under P β 0 , and at the end of this proof we show that Π ∞ (A | Y ) tends to one as well. Hence it suffices to prove Theorem 6 with Π(· | Y ) and Π ∞ (· | Y ) replaced by their renormalized restrictions to A.
is by its definition a mixture over measures corresponding to models S ∈ S 0 . By Theorems 1 and 2 the measure Π A (· | Y ) is asymptotically concentrated on these models. If (ṽ S ) is the renormalized restriction of a probability vector (v S ) to a set S 0 , then, for any probability measures
by the preceding paragraph. We infer that we can make a further reduction by restricting and renormalizing the mixing weights of Π(· | Y ) to S 0 . More precisely, define probability measures by
Then it suffices to show that
in the second formula cancels in the normalization, but is inserted to connect to the remainder of the proof.)
For any sequences of measures (µ S ) and (ν S ) we have
if ν S is absolutely continuous with respect to µ S with density dν S /dµ S , for every S. It follows that This tends to zero by the definition of A and the assumptions on β 0 .
Finally we show that Π ∞ (A | Y ) → 1. For Λ n,β,β 0 the likelihood ratio given in (5.1) we have
where Γ S = X t S X S , and for the second inequality we used Jensen's inequality similarly as in the proof of Lemma 2.
Using Hölder's inequality |α t β| ≤ α ∞ β 1 , we see that on the event
s .
It follows that Π
By Jensen's inequality applied to the logarithm |Γ S | ≤ (s −1 tr(Γ S )) s ≤ X 2s , and hence |Γ S | 1/2 /λ s ≤ p s , by (2.1). The prior mass π p (s) can be bounded below by powers of p −s by (2.2). This shows that the display tends to zero for sufficiently large M .
Proof of Theorem 4. Let Σ be the collection of all sets S ∈ S 0 such that S ⊃ S 0 and S = S 0 . In view of Theorem 6 it suffices to show that Π ∞ (β :
Note that due to A 4 > 1, any set in S ∈ S 0 has cardinality smaller 6s 0 . By (2.8), with Γ S = X t S X S ,
We shall show below that the factors on the right hand side can be bounded as follows: for any fixed r > 2,
Combining these estimates with assumption (2.2) shows that, for T the event in the second relation,
For s 0 ≤ p a we have
. Thus the expression tends to zero if a − A 4 + r/2 < 0. Since r can be chosen arbitrarily close to 2, this translates into a < A 4 − 1.
To prove the bound (5.11) we apply the interlacing theorem to the principal submatrix Γ S0 of Γ S to see that λ j (Γ S0 ) ≤ λ j (Γ S ), for j = 1, . . . , s 0 , where λ 1 ≥ λ 2 ≥ · · · denote the eigenvalues in decreasing order, whence
Assertion (5.11) follows upon combining this with (2.1).
To bound the probability of the event T in (5.12) we note that by the projection property of the least squares estimator, for S ⊃ S 0 the difference 
Proof. By Markov's inequality, for any u > 0,
The results follows upon choosing u = 1/4 + 1/(2r), giving ur − 1 = (r − 2)/4 and 1 − 2u = 1/2 − 1/r.
Proof of Theorem 5. Proof of first two assertions. Because β S0 − β 0 1 ≤ β − β 0 1 , the posterior probability of the set
tends to zero by Theorem 3. This implies the first assertion. The second assertion follows similarly from the second assertion of Theorem 3.
Proof of third assertion. First we prove that the largest coefficient in absolute value, say β 0 m , is selected by the posterior if this is above the threshold. By Theorem 6 it is enough to show that E β 0 Π ∞ β : m ∈ S β | Y → 1. For any given set S with m / ∈ S, let S m := S ∪ {m} and s = |S|. Then
We shall bound this further by showing that w S ≪ w Sm , for every S in the sum. The quotient of these weights is equal to
in view of (2.2). By the interlacing theorem the eigenvalues λ i in increasing order of the matrices Γ S and Γ Sm satisfy By definition of the least squares estimator the difference of the square norms in the exponent is the square length of the projection of Y = Xβ 0 + ǫ onto the orthocomplement F S of the range of X S in the range of X Sm , the onedimensional space spanned by the vector X m − P S X m , where P S denotes the projection onto the range of X S . If, with an abuse of notation, P FS is the projection onto F S , then
We shall show that the first term on the right is large if |β 0 m | is large, and the second is small with large probability.
We start by noting that for j / ∈ S and any S,
14)
It follows from the definitions that φ(1) X ≤ X j ≤ X , for every j. Combined this shows that
−m , for X −m the matrix obtained by removing the column X m from X, and split the first inner product in (5.13) in the two parts
Here we have used that X j −P S X j = 0 if j ∈ S, the definition of mc(X) to bound X j , X m , the Cauchy-Schwarz inequality on P S X j , X m = P S X j , P S X m , and (5.14). Putting the estimates together we find that, for (
. We can split the random inner product in (5.13) in the two parts ǫ, X m and
Each variable ǫ, v is normally distributed with mean zero and variance v We conclude that for (s 0 ∨ s) mc(X) ≤ φ(s) φ(1)/4 and φ(s) ≥ c 0 the left side of (5.13) is with probability tending to one bounded below by
for µ > 0 as large as desired (depending on M ) and c a suitable positive constant. So, with overwhelming probability,
Similar reasoning as the preceding shows that the index m 2 is included asymptotically, etc.
Proof of fourth assertion of Theorem 2. We use the limiting mixture representation obtained from Theorem 6: it is enough to prove the result for the limit distribution Π ∞ (· | Y ). For any S in S 0 , let J S denote the p × |S| matrix which maps a vector x ∈ R S to a vector J S x whose coordinates coincide with those of x for indexes in S and are 0 otherwise. A draw D = D(Y ) from the limit distribution Π ∞ (· | Y ) can be written, for {Z (S) } a collection of independent variables of law N (0, I S ) indexed by any subset S ∈ S 0 , and W an independent discrete variable of law (given Y)
Thanks to the last assertion of Theorem 5, the sums defining W and D can be further restricted to S ∈ S 1 , where S 1 is the collection of subsets S ∈ S 0 that contain all indexes j with |β 0 j | > M √ log p/ X , provided the weights w S are restricted and renormalized accordingly. All S-dependent-quantities in the following are for S ∈ S 1 . Under P β 0 , let us write β (S) = Γ −1 S X t S (Xβ 0 + ǫ) and set
We want to show that under Π ∞ (· | Y ), the quantity D − β 0 ∞ is within the target rate r * p := M √ log p/ X , in P β 0 -probability. First, we show that for any S ∈ S 1 , we have
S leads to a vector of elements at most a fixed constant times r * p . Note that the constants in that Lemma are controlled uniformly over β 0 as in the statement of Theorem 2. Indeed, |S| ≤ s 0 (2 + 4/A 4 ) for any S ∈ S 0 by definition. Finally, the first claim is established noting that for S ∈ S 1 and j / ∈ S we have |β 0 j | r * p . Second, let Ω := { X t ǫ ∞ ≤ 2 X √ log p}. Lemma 4 implies P β 0 Ω → 1. Now we show that on Ω, the inequality J S ρ S ∞ r * p holds simultaneously for all S ∈ S 1 . For any such S, let us write Γ −1 S = ∆ S + R S , with ∆ S diagonal and R S zero-diagonal. Denoting d S,i the diagonal elements of ∆ S and R i S the columns of R S , for i ∈ S the coefficients ρ S,i of ρ S are bounded by
on Ω, where the last but one inequality follows from Lemma 6. Third, we show that Z (S) has no more than |S| ≤ p non-zero Gaussian coordinates so setting z = C √ log p/ X for large enough C implies the announced identity, similar to Lemma 4.
The three previous points together yield the result.
Lemma 6. Let S ∈ S 0 such that mc(X)|S|φ(1) −2 ≤ q 0 for some q 0 < 1. Then the coefficients of the matrix Γ −1
Convergence in the above series is guaranteed by the fact that D 
Proofs for Section 4
The oracle result of Theorem 10 will be derived as a corollary to the rate result in the following proposition. Proposition 1. For any β 0 in R p , any prior π p , any density g that is symmetric about 0, any M, r ≥ 1, and C π as in (4.1),
Proof. Let us set γ 0 = Xβ 0 . For any j ≥ M and subset S, consider
These sets are disjoint as j, S vary and the posterior mass of the set in the theorem is Π S j≥M E j,S | Y . Let F j,S := XE j,S . Now take a maximal jrseparated set of points {θ S,j,i } in F j,S . Any point in F j,S can be associated to one closest {θ S,j,i }. This results in partitioning sets B S,j,i of F j,S . Let P YS denote the orthogonal projection onto the subspace Y S := {Xβ, S β ⊂ S} of R n . Pythagoras theorem gives Xβ − P YS γ 0 2 < 2(j + 1)r for β in E j,S . So each set F j,S is included in a ball of radius 2(j + 1)r within a linear space of dimension dim(Y S ) ≤ |S|. By construction, we have that θ S,j,i − γ 0 2 ≥ 2jr and B S,j,i is included in the ball {γ ∈ Y S , γ − θ S,j,i 2 ≤ jr}. A volume argument now shows the partitioning sets B S,j,i are at most 9 |S| .
Also, the sets A S,j,i := {β ∈ R p , S β = S, Xβ ∈ B S,j,i } form a partition of E j,S . Given a real D > 0, Lemma 5.1 in [10] guarantees the existence of tests φ S,j,i such that, 
To bound the last integral from below, use Jensen's inequality with the logarithm function leads to the desired result, using the fact that the density g S0 is symmetric about 0. Lemma 8 implies that the Kullback-Leibler divergence in (4.2) is bounded by Cs 0 + i∈S0 log 1 + X µ |β 0,i | µ . The last term in (4.2) is bounded expanding the quadratic form Xβ S 2 2 = β t S (X t X)β S , using the fact that g is symmetric about 0 to cancel nondiagonal terms,
The result follows upon taking λ = X .
Proof of Theorem 11. We start by computing an upper bound on the number N t of subspaces in V of dimension t ∈ {0, 1, . . . , rk(X)}. We have N 0 = 1, N 1 ≤ p. More generally, for given t, we have N t ≤ p t . Indeed, let V = Vect{X j , j ∈ S} with dim(V ) = t. If |S| = t, there are at most p t choices of subsets S of cardinality t. If |S| > t, since dim(V ) = t, the rank of the submatrix {X j , j ∈ S} of X is equal to t. But this also equals the maximal number of linearly independent columns among those X j . That is, V = Vect{X j1 , . . . , X jt } for some j 1 < j 2 < . . . < j t in S. So such V coincides with one of the subsets with |S| = t, hence the result.
One next defines a partition of the union of all subspaces V in V. Let Σ 0 = {0} and, for all subspaces V 11 , . . . , V 1i1 in V of dimension 1, set Σ 1i = V 1i \ {0}. Similarly, if V t1 , . . . , V tit are all subspaces in V of dimension t, we define successively Σ tl for l = 1, . . . , i t by
The sets Σ tl are disjoint and form a partition of the image space of X. Also, 
