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Graphene bilayers display peculiar electronic and mechanical characteristics associated to their
two-dimensional character and relative disposition of the sheets. Here we study nuclear quantum
effects in graphene bilayers by using path-integral molecular dynamics simulations, which allow us
to consider quantization of vibrational modes and study the effect of anharmonicity on physical
variables. Finite-temperature properties are analyzed in the range from 12 to 2000 K. Our results
for graphene bilayers are compared with those found for graphene monolayers and graphite. Nu-
clear quantum effects turn out to be appreciable in the layer area and interlayer distance at finite
temperatures. Differences in the behavior of in-plane and real areas of the graphene sheets are
discussed. The interlayer spacing has a zero-point expansion of 1.5 × 10−2 A˚ with respect to the
classical minimum. The compressibility of graphene bilayers in the out-of-plane direction is found
to be similar to that of graphite at low temperature, and increases faster as temperature is raised.
The low-temperature compressibility increases by a 6% due to zero-point motion. Especial emphasis
is laid upon atomic vibrations in the out-of-plane direction. Quantum effects are present in these
vibrational modes, but classical thermal motion becomes dominant over quantum delocalization
for large system size. The significance of anharmonicities in this atomic motion is estimated by
comparing with a harmonic approximation for the vibrational modes in graphene bilayers.
PACS numbers: 61.48.Gh, 65.80.Ck, 63.22.Rc
I. INTRODUCTION
In recent years there has been amid scientists a surge of
interest in two-dimensional (2D) materials, which display
thicknesses in the atomic scale, reaching in some cases
the level of one atomic layer. Among these materials,
graphene is one of the most studied due to its remarkable
electronic,1,2 mechanical,3,4 and thermal properties.5–7
An additional advantage of graphene, as compared with
other layered systems, is that monolayers, bilayers and
multilayers can be produced in a controlled manner,8
which allows one to carry out detailed studies of their
physical properties.
Bilayer graphene, in particular, presents peculiar
electronic properties different from those of monolayer
graphene and graphite.9 It is known that it displays rip-
ples and out-of-plane deformations like the monolayers,10
which are thought to be a relevant scattering mechanism
for electrons in this material.11 Recently, graphene bi-
layers have attracted increased interest after the discov-
ery that they display unconventional superconductivity
by stacking both sheets twisted relative to each other
by a small angle.12 Moreover, it has been lately found
the appearance of Mott-like insulator states, due to the
presence of electrons localized in the superlattice associ-
ated to a moire´ pattern,13 as well as uncommon magnetic
properties.14
A deep comprehension of structural and thermody-
namic properties of 2D systems in three-dimensional
space has been for many years a persistent goal in sta-
tistical physics.15,16 This question has been largely dis-
cussed in the context of biological membranes and soft
condensed matter.17,18 Nevertheless, the complexity of
these systems makes it difficult to work out microscopic
approaches based on realistic interatomic interactions.
Graphene bilayers constitute a singular realization of
crystalline membranes composed of two atomic layers,
where an atomistic description is feasible, thus paving
the way for a deeper insight into the physical properties
of this type of systems.7,19–22 Additionally, graphene can
give information on the thermodynamic stability of 2D
crystals in general, which has been debated and may be
related to the anharmonic coupling between in-plane and
out-of-plane vibrational modes.21,23
Atomistic simulations have been used to understand
finite-temperature properties of graphene.19,24–28 In gen-
eral, carbon atoms were treated in those simulations
as classical particles. However, the Debye tempera-
ture of graphene for out-of-plane vibrational modes is
ΘoutD & 1000 K,
29 which suggests that quantum fluctu-
ations should be relevant up to relatively high tempera-
tures. The quantum character of atomic motion can be
taken into account by using path-integral simulations,
which allow one to consider thermal and quantum fluc-
tuations at finite temperatures.30,31 In these methods the
nuclear degrees of freedom can be quantized in an efficient
way, thus permitting to carry out quantitative analyses
of anharmonic effects in condensed matter. This kind
of simulations were carried out for graphene monolayers
in recent years to study structural and thermodynamic
properties of this material.32–35
Here we extend those studies to graphene bilayers, for
which new features appear as a consequence of the in-
teraction between layers and the resultant coupling be-
tween atomic displacements in the out-of-plane direction.
We use the path-integral molecular dynamics (PIMD)
method to investigate the properties of graphene bilay-
ers at temperatures between 12 and 2000 K. Simulation
2cells of different sizes are considered, as finite-size ef-
fects are known to be important for some properties of
graphene.28,33,36 The thermal behavior of the graphene
surface is studied, considering the difference between in-
plane and real areas. Moreover, the interlayer distance
and its thermal fluctuations yield information about the
compressibility of the bilayer in the out-of-plane direc-
tion. Our results for the bilayer are compared with those
obtained for graphene monolayers and graphite, which
provides information on the transition of physical prop-
erties from an isolated graphene sheet to the bulk mate-
rial. Results of the simulations are also compared with
predictions based on harmonic vibrations of the crys-
talline sheets. This approximation happens to be notice-
ably accurate at low temperatures, once the frequencies
of out-of-plane modes in graphene bilayers are properly
described.
Path-integral methods similar to that used here have
been previously applied to investigate nuclear quantum
effects in pure and doped carbon-based materials, such
as diamond37 and graphite.38 More recently, these com-
putational techniques have been also employed to study
adsorption of helium and hydrogen on graphene.39–41
The paper is organized as follows. In Sec. II, we de-
scribe the computational methods and details of the cal-
culations. In Sec. III we present our results for the in-
plane and real area of bilayer graphene. In Sec. IV we
present data of the internal energy and the different con-
tributions to it. The interlayer spacing and compressibil-
ity of the bilayer in the out-of-plane direction is discussed
in Sec. V, and the character of the out-of-plane atomic
motion (classical vs quantum) is dealt with in Sec. VI.
Finally we summarize the main results in Sec. VII.
II. COMPUTATIONAL METHOD
A. Path-integral molecular dynamics
We use PIMD simulations to study equilibrium prop-
erties of graphene bilayers at various temperatures. This
procedure is based on the path-integral formulation of
statistical mechanics, which is a suitable nonperturba-
tive approach to study finite-temperature properties of
many-body quantum systems.42 In actual applications
of this method to numerical simulations, each quantum
particle is described as a set of NTr beads (the so-called
Trotter number), which behave as classical-like particles
arranged to build a ring polymer.30,31 This representa-
tion becomes formally exact in the limit NTr → ∞. De-
tails on this kind of simulation techniques can be found
in Refs. 30, 31, 43, and 44.
Here we use molecular dynamics simulations to sam-
ple the configuration space of the classical isomorph of
our quantum system (2N carbon atoms). The dynamics
in this computational technique is artificial, as it does
not represent the real quantum dynamics of the actual
particles under consideration. However, it turns out to
be very effective to sample the many-body configuration
space, thus yielding accurate results for time-independent
equilibrium properties of the quantum system.
In the context of PIMD simulations, one needs a Born-
Oppenheimer surface for the nuclear dynamics, which
should be derived from an adequate description of the
interatomic interactions. Employing an ab-initio method
would largely restrict the size of the manageable simu-
lation cells, so we use the LCBOPII effective potential,
a long-range bond order potential, mainly employed to
carry out classical simulations of carbon-based systems.45
It has been used, in particular, to study the phase di-
agram of carbon (diamond, graphite, and liquid car-
bon), displaying its reliability by predicting rather accu-
rately the diamond-graphite transition line.46 In the last
few years, the LCBOPII potential was also employed to
reliably describe various properties of graphene,19,28 in
particular its Young’s modulus.47–50 This potential has
been lately used to perform PIMD simulations, aiming
at assessing the magnitude of nuclear quantum effects
in graphene monolayers,33 and to study thermodynamic
properties of this material.34 In this paper, according to
previous simulations,33,47,51 the earliest parameterization
of the LCBOPII potential has been slightly modified to
increase the zero-temperature bending constant κ of a
graphene monolayer from 0.82 to 1.49 eV, a value closer
to experimental data and ab-initio calculations.52
Calculations have been carried out in the isothermal-
isobaric ensemble, where we fix the number of C atoms
(2N), the in-plane applied stress (here Pxy = 0), and
the temperature (T ). We have employed effective algo-
rithms for performing PIMD simulations in this ensem-
ble, such as those described in the literature for this kind
of simulations.53–55 Staging variables were used to de-
fine the bead coordinates, and the constant-temperature
ensemble was accomplished by coupling chains of four
Nose´-Hoover thermostats to each staging variable. An
additional chain of four barostats was coupled to the in-
plane area of the simulation box (xy plane) to give the
constant pressure Pxy = 0.
43,53 The kinetic energy Ek
has been calculated by using the virial estimator, which
displays a statistical uncertainty much smaller than the
primitive estimator, especially at high temperatures.53,56
This means that the error bar associated to the kinetic
energy in our calculations at T > 100 K is smaller than
that corresponding to the potential energy of the system.
The relative accuracy of the kinetic energy, as compared
with the potential energy, increases for rising tempera-
ture. Both error bars are similar at T = 50 K, whereas
at 1000 K and 2000 K the error bar of the kinetic energy
is 8 and 25 times less than that of the potential energy,
respectively. Other technical details about this type of
simulations can be found elsewhere.57–59
We have carried out PIMD simulations of graphene
bilayers with AB stacking employing simulations boxes
with 2N carbon atoms, N going from 24 to 8400. The
considered cells had similar side lengths in the x and y
directions (Lx ≈ Ly), for which periodic boundary con-
3ditions were assumed. Carbon atoms can unrestrictedly
move in the out-of-plane direction, thus simulating a free-
standing graphene bilayer, i.e., we have free boundary
conditions in the z coordinate. The temperature T was in
the range from 12.5 to 2000 K. For a given temperature,
a typical simulation run included 2× 105 PIMD steps for
system equilibration, followed by 8 × 106 steps for the
calculation of average properties. The Trotter number
NTr was taken proportional to the inverse temperature,
as NTrT = 6000 K, which roughly keeps a constant pre-
cision for the PIMD results at different temperatures.
The time step ∆t for the molecular dynamics has been
taken as 0.5 fs, which is adequate for the C atomic mass
and the temperatures considered here. To compare with
the results of these simulations, some classical molecular
dynamics simulations of graphene bilayers were also per-
formed. In our context this corresponds to setting NTr
= 1.
To compare with our results for graphene bilayers, we
have also carried out some PIMD simulations of graphite
with the same interatomic potential LCBOPII. In this
case we employed cells consisting of 4N carbon atoms,
i.e., four graphene sheets, and periodic boundary condi-
tions were applied in the three space directions. We used
cells with N = 240 and 960.
B. Layer area
In the isothermal-isobaric ensemble employed here one
fixes the applied stress Pxy in the xy plane, as indicated
above, which allows for fluctuations in the in-plane area
of the simulation cell, given by LxLy. Carbon atoms
can unrestrictedly move in the z direction (out-of-plane
direction), so a measure of the real surface of a graphene
sheet at finite temperatures will give a value larger than
the in-plane area.
The concept of a real surface has been discussed for
biological membranes as an interesting tool to describe
some of their physical properties, instead of the pro-
jected in-plane surface.17,60 Something similar has been
proposed in recent years for crystalline membranes such
as graphene.33,47,61,62 For biological membranes, it was
shown that values of the compressibility may apprecia-
bly differ when they are related to the real area A or
in-plane area Ap, and something analogous has been
noticed recently for the elastic properties of graphene
monolayers, as derived from classical molecular dynamics
simulations.47 The real area has been also called true, ac-
tual, or effective area in the literature.17,60,63 A clear dis-
tinction between both areas is basic to understand some
thermodynamic properties of 2D materials. In fact, the
area Ap is the variable conjugate to the in-plane stress
Pxy in the isothermal-isobaric ensemble employed here,
whereas the real area A is conjugate to the usually-called
surface tension.15 Nicholl et al.62,64 have shown that cer-
tain experimental techniques are sensitive to properties
related to the real area A, whereas other methods may be
suitable to quantify variables associated to the in-plane
area Ap. The difference between both areas, A − Ap,
has been named hidden area for graphene in Ref. 62, and
excess area in the context of biological membranes.63,65
For each graphene sheet, we calculate the real area
A by a triangulation based on the positions of the C
atoms along a simulation run. In this procedure, A is ob-
tained as a sum of areas of the hexagons in the graphene
structure.47,66 Each hexagon contributes as a sum of six
triangles, each one formed by the positions of two adja-
cent C atoms and the barycenter of the hexagon.47,66 In
our path-integral method, the area A is given as an aver-
age over the NTr beads associated to the atomic nuclei:
A =
〈
1
NTr
NTr∑
j=1
Aj
〉
, (1)
where Aj is the instantaneous area per atom for imagi-
nary time (bead) j, and the brackets indicate an ensemble
average (a mean value for a simulation run).
In general, A ≥ Ap, and both areas coincide for strictly
planar graphene layers, as occurs in a classical calcula-
tion at T = 0. When one takes into account nuclear
quantum effects, A and Ap are not exactly equal, even
for T → 0, because of the zero-point motion of C atoms
in the transverse z direction. For graphene monolayers
it was found that both areas display temperature depen-
dencies qualitatively different: while Ap shows a negative
thermal expansion in a wide temperature range, A does
not present such a behavior.33,48 This may be different for
graphene bilayers, as discussed below. In the following,
A and Ap = LxLy/N will refer to the real and in-plane
area per atom, respectively.
C. Mean-square displacements
For each quantum path of a particle (here atomic nu-
cleus), we define the centroid (center of mass) as
ri =
1
NTr
NTr∑
j=1
rij , (2)
where rij ≡ (xij , yij , zij) is the three-dimensional posi-
tion of bead j in the ring polymer associated to nucleus i.
For the out-of-plane motion we consider the z-coordinate
of the polymer beads. Then, the mean-square displace-
ment (∆z)2i of atomic nucleus i (i = 1, ..., 2N) in the z
direction along a PIMD simulation run is defined as
(∆z)2i =
1
NTr
NTr∑
j=1
〈
(zij − 〈zi〉)
2
〉
, (3)
Here zi is the instantaneous z-coordinate of the centroid
of atom i, and 〈zi〉 is its mean value along a simula-
tion run. Hence,
〈
(zij − 〈zi〉)
2
〉
is the MSD of the z-
coordinate zij of bead j with respect to the average cen-
4troid 〈zi〉. Then, (∆z)
2
i is the mean of those displace-
ments for the beads corresponding to atomic nucleus i (j
= 1, ..., NTr).
The kinetic energy of a particle is related to its quan-
tum delocalization, or in the present context, to the
spread of the paths associated to it. This can be mea-
sured by the mean-square radius-of-gyration of the ring
polymers, with an out-of-plane component:30,67
Q2z,i =
1
NTr
NTr∑
j=1
〈
(zij − zi)
2
〉
. (4)
Note the difference between the r.h.s. of Eqs. (3) and
(4): in the former there appears an average of the cen-
troid position over the whole trajectory, 〈zi〉, whereas in
the latter we have the instantaneous zi for each configu-
ration. Then, Q2z,i is the z-component of the mean-square
”radius-of-gyration” of the paths corresponding to atom
i. The total spatial delocalization (∆z)2i of atomic nu-
cleus i in the z direction at a finite temperature includes,
in addition to Q2z,i, another contribution which accounts
for classical-like motion of the centroid coordinate zi, i.e.
(∆z)2i = C
2
z,i +Q
2
z,i , (5)
with
C2z,i =
〈
(zi − 〈zi〉)
2
〉
= 〈z2i 〉 − 〈zi〉
2 . (6)
Thus, in our context of the path-integral formulation,
the term C2z,i is the mean-square displacement (MSD) of
the centroid of atomic nucleus i, and the quantum com-
ponent Q2z,i is the average MSD of the path (here beads)
with respect to the instantaneous centroid. C2z,i behaves
as a semiclassical thermal contribution to (∆z)2i , since at
high temperature it converges to the mean-square dis-
placement corresponding to a classical model, and in
this limit the quantum paths collapse onto single points
(Q2z,i → 0).
In the other limit, for T → 0, C2z,i vanishes and Q
2
z,i
corresponds to zero-point motion of atomic nucleus i. In
the results presented below, we will show data for (∆z)2
calculated as an average for 2N atoms in the simulation
cell:
(∆z)2 =
1
2N
2N∑
i=1
(∆z)2i , (7)
and similarly for Q2z and C
2
z .
D. Harmonic approximation
For out-of-plane vibrations in graphene bilayers, the
behavior of C2z and Q
2
z may be explained in terms of
a harmonic model for the vibrational modes. In a quan-
tum harmonic approximation (HA), the mean-square dis-
placement at temperature T is given by
(∆z)2 =
1
2N
∑
i,k
~
2mωi(k)
coth
(
~ωi(k)
2kBT
)
, (8)
where m is the carbon atomic mass, kB is Boltzmann’s
constant, and the index i (i = 1, ..., 4) refers to the
phonon bands with atomic displacements along the z di-
rection (ZA, ZO’, and two ZO bands).68–71 The sum in k
is extended to wavevectors k = (kx, ky) in the 2D hexago-
nal Brillouin zone, with k points spaced by ∆kx = 2π/Lx
and ∆ky = 2π/Ly.
51 For rising system size N , there ap-
pear vibrational modes with longer wavelength λ. We
have an effective wavelength cut-off λmax ≈ L, with
L = (NAp)
1/2, so that the minimum wavevector accessi-
ble is k0 = 2π/λmax, which scales as k0 ∼ N
−1/2.
The classical contribution to the MSD at temperature
T is given by
C2z =
1
2N
∑
i,k
kBT
mωi(k)2
. (9)
This expression is accurate for classical motion at rel-
atively low temperatures, and at high T anharmonicity
causes C2z to increase sublinearly with T , as shown below.
From (∆z)2 and C2z , we calculate Q
2
z as the difference
Q2z = (∆z)
2 − C2z . For T → 0 the MSD converges in the
harmonic approximation to
(∆z)20 = Q
2
z,0 =
1
2N
∑
i,k
~
2mωi(k)
. (10)
For the calculations presented below, based on the
HA, we have used the vibrational frequencies of the four
phonon branches in the z direction, derived from a di-
agonalization of the dynamical matrix corresponding to
the LCBOPII potential employed here. The main dif-
ference with the phonon bands in monolayer graphene is
the appearance of the layer-breathing ZO’ band, which is
nearly flat in the 2D k-space region close to the Γ point
(|k| = k = 0), with a frequency for small k: ω0 = 92
cm−1. This value is close to that obtained earlier from
ab-initio calculations for graphene bilayers.69
III. IN-PLANE AND REAL AREA
For an isolated graphene layer we find in a classi-
cal calculation in the T = 0 limit a planar sheet with
an interatomic distance dC−C = 1.4199 A˚. In a quan-
tum approach, the low-temperature limit includes out-
of-plane zero-point motion, so that the graphene sheet
is not strictly plane even at T = 0. In addition to this,
anharmonicity of in-plane vibrations gives rise to a zero-
point bond expansion, yielding an interatomic distance
of 1.4287 A˚, i.e., an increase of 8.8× 10−3 A˚ with respect
to the classical value.33
For the graphene bilayer we find at the minimum-
energy configuration dC−C = 1.4193 A˚, a little smaller
than for the monolayer, similarly to the results presented
in Ref. 72. Our PIMD simulations give for the bilayer
a low-temperature C–C distance of 1.4281 A˚, i.e., the
same zero-point expansion of the interatomic distance as
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FIG. 1. Mean in-plane (Ap) and real area (A) as a func-
tion of temperature for graphene bilayers with N = 960. In
both cases open circles and solid squares show results of classi-
cal molecular dynamics (labeled as “cl”) and quantum PIMD
simulations (labeled as “q”), respectively. Error bars are less
than the symbol size. Dashed lines are guides to the eye.
that found for the graphene monolayer. Even if this in-
crease in bond length may seem small, it is much larger
than the precision reached for determining cell parame-
ters from diffraction techniques.73–75 The bond expansion
due to nuclear quantum effects decreases as temperature
is raised, as in the high-T limit the classical and quantum
predictions have to converge one to the other. However,
at temperatures so high as 2000 K the value of dC−C
derived from PIMD simulations is still distinctly larger
than the classical prediction.
As indicated in Sec. II, in the isothermal-isobaric en-
semble employed here we allow for fluctuations in the size
of the simulation cell in the xy plane (Lx and Ly lengths).
This means that the in-plane area of the graphene sheets
changes along a simulation run, controlled by the exter-
nal in-plane stress Pxy (here Pxy = 0). Moreover, C
atoms can move in the z coordinate (out-of-plane direc-
tion), so that in general any measure of the real surface
of a graphene sheet at T > 0 will give a value larger than
the in-plane area.
In Fig. 1 we present the temperature dependence of
the in-plane area Ap and real area A of a graphene bi-
layer, as derived from both classical molecular dynam-
ics (open circles) and PIMD simulations (solid squares).
These results were obtained for a simulation cell with
N = 960. We discuss first the results of the classical
simulations. For the in-plane area Ap, one observes a
slow increase at low T , with a slope that becomes larger
as the temperature is raised. For larger simulation cells,
the low-temperature slope is found to be smaller, and for
the largest cells considered here (N = 8400), it is still
positive in the whole temperature range. This contrasts
with the results obtained in Ref. 72 from classical Monte
Carlo simulations, where a slight decrease of the in-plane
area was found at low temperature. This is due to the
difference in the interatomic potentials, which yields in
our case a low-temperature bending constant κ = 1.49 eV
vs a value of 0.82 eV derived from the earlier version of
the potential for a graphene sheet.51 A smaller κ causes
an enhancement of out-of-plane vibrations, which favors
a decrease in Ap (see below).
For the classical results, we find that both surfaces A
and Ap converge one to the other in the low-T limit, as
expected for a strictly planar configuration when out-of-
plane atomic displacements vanish as T → 0. In this clas-
sical limit, A and Ap go to a value of 2.6169 A˚
2/atom,
which is a little smaller than that obtained for an iso-
lated graphene sheet, i.e. 2.6190 A˚2/atom. The real area
A derived from classical molecular dynamics simulations
increases as a function of temperature much faster than
the in-plane area Ap, and in fact the expansion of A from
T = 0 to 2000 K is a factor of 3.5 larger than that of Ap.
In Fig. 1 we also show the temperature dependence of
A and Ap derived from PIMD simulations. This depen-
dence is qualitatively different from that obtained in the
classical simulations. For the real area we find a behavior
similar to that traditionally observed for the crystal vol-
ume in most three-dimensional solids,76 i.e., a rather flat
region at low T and a smooth increase for higher tem-
peratures. This is in fact an anharmonic effect, which
in 2D materials such as graphene is combined with out-
of-plane displacements that grow with rising temperature
and contribute to increase the interatomic distance dC−C.
At low T , A converges to 2.6438 A˚2/atom. This means a
zero-point expansion of 2.5×10−2 A˚2/atom with respect
to the classical minimum. This difference between clas-
sical and quantum results decreases for rising T , since
nuclear quantum effects become less important.
In contrast to the classical results, the in-plane area
derived from PIMD simulations decreases for increasing
T in a wide temperature range and then it increases
at higher temperatures after reaching a minimum at
Tm ≈ 800 K. In both cases, classical and quantum, the
difference between real and projected areas increases with
temperature. In fact, Ap is a measure of a 2D projection
of the real graphene surface, and ripples of the actual
surface have larger amplitudes as temperature is raised.
In the quantum simulations, the in-plane area Ap con-
verges at low T to 2.6388 A˚2/atom, a value somewhat
smaller than that corresponding to the real area. For
T → 0, both derivatives dA/dT and dAp/dT converge
to zero, as should happen according to the third law of
Thermodynamics. Note that this does not happen in the
classical approach, a well-known physical inconsistency
for this kind of calculations at low temperature.76,77
There appear two competing effects which explain the
temperature dependence of Ap. First, the real area A
grows as temperature increases in both cases, classical
and quantum. Second, the presence of ripples in the
graphene sheets gives rise to a decrease in their 2D pro-
jection, i.e., in Ap. At low temperature, the reduction
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FIG. 2. Mean in-plane (Ap) and real area (A) vs temperature
for graphene bilayers with several values of N , as derived
from PIMD simulations. Data points (solid symbols) for Ap
correspond, from top to bottom, to N = 240 (triangles), 960
(squares), 3840 (diamonds), and 8400 (circles). Open circles
represent results for the real area; data for different cell sizes
are indistinguishable. Lines are guides to the eye. Error bars,
when not shown, are in the order or less than the symbol size.
associated to out-of-plane motion in the quantum ap-
proach predominates over the thermal expansion of the
actual surface, and consequently we have dAp/dT < 0. In
the classical calculation, however, motion in the z direc-
tion at low temperature is not enough to compensate for
the increase in the area A, so that dAp/dT > 0. At high
T , the growth of A dominates the decrease in projected
area caused by out-of-plane atomic motion. This is in
line with the analysis presented by Gao and Huang36 for
the thermal behavior of Ap observed in classical molec-
ular dynamics simulations of a graphene monolayer, and
with the calculations by Michel et al.78
It has been shown earlier from the results of classical
and quantum simulations33,36,47 that the size of the sim-
ulation cell employed in the calculations can appreciably
affect some magnitudes of graphene monolayers, such as
the in-plane area per atom Ap. In Fig. 2 we present the
areas A and Ap vs temperature, as derived from PIMD
simulations of graphene bilayers with several sizes of the
simulation cell. Data for Ap correspond, from top to
bottom, to N = 240 (triangles), 960 (squares), 3840 (di-
amonds), and 8400 (circles). The latter size is similar
to that employed in earlier classical Monte Carlo simula-
tions of graphene bilayers by Zakharchenko at al.72
In the results of our quantum simulations one ob-
serves that Ap(T ) displays a minimum in all considered
cases. This minimum becomes deeper and slightly shifts
to higher temperature as the system size increases, con-
verging to a value Tm = 850(±50) K for the largest cells
discussed here. For the real area A (open circles) the size
effect is very small, and in fact it is unobservable at the
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FIG. 3. In-plane projected (Ap) and real area (A) vs tem-
perature, as derived from PIMD simulations for monolayer
graphene (ML, circles), bilayer graphene (BL, squares), and
graphite (diamonds). The data shown correspond to N =
960. Error bars are less than the symbol size. Dashed lines
are guides to the eye.
scale of Fig. 2. A and Ap become closer to each other as
temperature is lowered, but in the low-T limit A is still
larger than Ap, and we find a difference A−Ap = 5×10
−3
A˚2/atom for T → 0. We note that, in spite of the dif-
ferences in the in-plane area per atom for the different
system sizes, the results for all system sizes converge at
low T to a single value. This is due to the fact that the
graphene sheet becomes totally planar for T → 0 in the
classical case and close to planar in the quantum model
(see above).
It is interesting to compare the thermal behavior of
A and Ap for graphene bilayers with that of monolayer
graphene. This is presented in Fig. 3 for the quantum
case with N = 960. For the real area we find a simi-
lar behavior for monolayer and bilayer, with A a little
displaced to lower values for the bilayer. The difference
between both cases appears as a rigid shift in the tem-
perature region shown in the figure up to 2000 K.
The behavior of the in-plane areaAp is somewhat more
complex, since at low T , Ap is larger for the monolayer
than for the bilayer (as the real area A), but they become
equal at T ≈ 200 K, and at higher temperatures Ap for
the bilayer is clearly larger. This is a consequence of
the competition between the thermal expansion of the
real area and the contraction of the projected in-plane
area associated to out-of-plane atomic displacements, as
indicated above. For the bilayer these displacements (or
surface ripples) are smaller (see Sec. VI), and therefore
the contraction of Ap is smaller.
We have also plotted in Fig. 3 results for Ap of graphite
derived from PIMD simulations with N = 960. These
results follow the trend displayed when passing from
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FIG. 4. Temperature dependence of the energy per car-
bon atom, as derived from classical (solid squares) and PIMD
simulations (solid circles) of graphene bilayers with N = 960.
This corresponds to a simulation cell including 1920 atoms.
For comparison, open symbols represent data points obtained
for graphene monolayers with N = 960 atoms. The zero of
energy corresponds to the classical minimum for a graphene
monolayer. Lines are guides to the eye. Error bars are less
than the symbol size.
the monolayer to the bilayer, i.e., at low temperature
Ap for graphite is smaller than that corresponding to
bilayer graphene, and becomes larger than the latter
for T > 300 K. The tendency of the in-plane area of
graphite to increase with respect to the monolayer at
low temperature coincides with the results obtained from
density-functional perturbation theory by Mounet and
Marzari.79 For graphite we obtained a real area A slightly
smaller than that of the bilayer. It converges to 2.6419
A˚2/atom at low temperature and increases parallel to the
real area of the bilayer for rising temperature (not shown
in Fig. 3 for simplicity).
IV. INTERNAL ENERGY
In this section we present and discuss the contributions
to the internal energy of graphene bilayers, correspond-
ing to our isothermal-isobaric ensemble with Pxy = 0 and
different temperatures T . In Fig. 4 we show the inter-
nal energy (kinetic plus potential energy) of a graphene
bilayer as a function of temperature, derived from our
PIMD simulations for N = 960 (solid circles). For com-
parison, we also display results of classical simulations
for the bilayer (solid squares), as well as quantum and
classical data for a graphene monolayer (open circles and
squares). For the zero of energy we have taken the en-
ergy E0 of an isolated flat graphene sheet, i.e., the en-
ergy minimum in a classical calculation at T = 0. One
first observes that the zero-temperature classical limit for
the bilayer is shifted by E0int = −25 meV/atom, associ-
ated to the stabilization energy due to the interaction
between layers. This value agrees with that given by
Zakharchenko at al.72 from classical Monte Carlo simu-
lations of graphene bilayers, and lies in the intermediate
range of binding energies derived from different ab-initio
calculations for the AB stacking of the bilayer.80
From PIMD simulations of the bilayer, we find that
the internal energy E − E0 converges at low T to a
value of 147 meV/atom, which translates into a zero-
point energy of 172 meV/atom. This value is similar to
that found for the monolayer (171 meV/atom), which
is not strange since the main contribution to the zero-
point energy comes from high-frequency in-plane vibra-
tional modes, which are not affected by the interaction
between layers. At high temperature, the energy results
derived from PIMD simulations converge to those of clas-
sical simulations, but at T = 1500 K we still observe an
appreciable difference between classical and quantum re-
sults for both monolayer and bilayer.
The results shown in Fig. 4 correspond to N = 960, as
indicated above. For other cell sizes we obtained results
for the internal energy very close to those shown in the
figure, and in fact indistinguishable from them at the
scale of Fig. 4. This does not happen for other properties
of the bilayer, as indicated below.
TABLE I. Contributions to the internal energy of bilayer
graphene at different temperatures, as derived from PIMD
simulations for N = 960. E0 is the energy minimum for an
isolated graphene sheet, taken as reference for the internal
energy. Units of energy are meV/atom. Error bars are in all
cases less than ±0.05 meV/atom.
T (K) Eint Eel Evib E − E0
50 -25.0 1.5 170.8 147.3
100 -25.0 1.5 171.5 148.0
300 -25.0 1.6 182.8 159.4
500 -24.9 1.9 206.9 183.9
750 -24.7 2.7 249.2 227.2
1000 -24.4 3.8 299.6 279.0
1500 -23.9 7.6 413.0 396.7
2000 -23.1 13.5 534.7 525.1
To obtain insight into the origin of the changes in E
as a function of temperature, we may decompose the in-
ternal energy in different contributions as:
E = E0 + Eint + Eel + Evib , (11)
where Eel is the elastic energy corresponding to an area
A, Evib is the vibrational energy of the system, and Eint
8is the stabilization energy due to the interaction between
layers. All three contributions change with the temper-
ature. The expression for the internal energy of the bi-
layer in Eq. (11) is similar to that corresponding to an
isolated graphene monolayer,33 the only difference being
the absence of the term Eint in the latter case. This term
corresponds to the binding energy of the graphene lay-
ers. At low temperature Eint is indistinguishable from
the classical minimum E0int = −25 meV/atom, and it
slightly changes as a function of the interlayer distance,
which increases slowly for rising T (see below). At
the highest temperature considered here (T = 2000 K),
the interlayer distance amounts to 3.575 A˚, which gives
Eint = −23.1 meV/atom (see Table I).
PIMD simulations directly give E(T ), and the elas-
tic energy can be calculated from the resulting real area
A. To obtain the elastic energy corresponding to a given
area A, we have calculated the classical energy of a flat
graphene sheet with that area, obtained by isotropically
expanding or contracting the minimum-energy configu-
ration in the layer plane.33 For small changes in the real
area, Eel is found to change as Eel(A) ≈ K(A − A0)
2,
with K = 2.41 eV/A˚2. At low temperatures most of the
energy E−E0 corresponds to the vibrational energy, and
the contribution of the elastic energy increases as the real
area grows up.
For a graphene monolayer, the elastic energy Eel cor-
responding to the area A derived from PIMD simulations
at 300 K amounts to 1.5% of the internal energy E−E0,
most of this energy corresponding to the vibrational en-
ergy Evib. For the graphene bilayer at 300 K, we have
Eel = 1.6 meV/atom, to be compared with the internal
energy E−E0 = 159.4 meV/atom (see Table I). Then, in
this case Eel amounts to 1.0% of the internal energy. This
value increases to a 2.6% at 2000 K, since at this temper-
ature the elastic and internal energies take values of 13.5
and 525.1 meV/atom, respectively. We find a reduction
of the relative contribution of the elastic energy to the
internal energy of the bilayer, as compared to monolayer
graphene. This is mainly caused by the smaller value of
the real area A for the bilayer (see Fig. 3).
We calculate the vibrational energy Evib from the re-
sults of PIMD simulations by subtracting the elastic and
interaction energy, Eel and Eint, from the internal en-
ergy E at each temperature [see Eq. (11)]. At 50 and
300 K, Evib amounts to 171 and 183 meV/atom, re-
spectively (see Table I). The latter value is somewhat
smaller than those found for diamond from path-integral
simulations at 300 K, namely 195 and 210 meV/atom,
obtained using Tersoff-type and tight-binding poten-
tials, respectively.37,81 For comparison, in a classical har-
monic approximation one has: Eclvib(T ) = 3kBT = 77.6
meV/atom.
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FIG. 5. Mean interlayer distance vs temperature, as derived
from classical (open circles) and PIMD simulations (solid cir-
cles) for graphene bilayers with N = 960. Solid squares are
data points obtained from PIMD simulations for graphite.
Error bars are smaller than the symbol size. Dashed lines
are guides to the eye. A vertical arrow indicates the zero-
point expansion, which amounts to 0.015 A˚. Diamonds (la-
beled “exp”) represent data for graphite derived from x-ray
diffraction experiments.82
V. INTERLAYER SPACING AND
COMPRESSIBILITY
In this section we study the interlayer distance, c, and
its fluctuations in bilayer graphene. In Fig. 5 we present
the temperature dependence of the mean equilibrium dis-
tance 〈c〉, as derived from our PIMD simulations (solid
circles). For comparison, we also show the results of clas-
sical molecular dynamics simulations (open circles). The
classical data converge at low T to an interlayer spacing
c0 = 3.3372 A˚, which corresponds to the minimum-energy
configuration, i.e., totally planar graphene sheets in AB
stacking. These classical calculations yield a linear in-
crease of the mean interlayer distance 〈c〉 for rising tem-
perature, with a derivative d〈c〉/dT = 1.2 × 10−4 A˚/K.
This linear interlayer expansion is similar to that found
for lattice parameters of crystalline solids in a classi-
cal approximation, which is known to violate the third
law of thermodynamics at low temperature,83 since ther-
mal expansion coefficients should vanish for T → 0.
This anomaly of the classical model is remedied in the
quantum simulations, which yield a vanishing derivative
d〈c〉/dT in the low-temperature limit, similarly to the
behavior of real and in-plane areas (see Sec. III).
PIMD simulations give an interlayer spacing larger
than classical calculations, mainly due to zero-point mo-
tion of the C atoms in the quantum model, which de-
tects anharmonicities in the interatomic potential even
at low temperature. For T → 0 the interlayer distance
converges to 3.3521 A˚. Thus, we find a zero-point expan-
9sion of 1.5× 10−2 A˚, i.e., the mean spacing between lay-
ers increases by about 0.5% with respect to the classical
prediction. At room temperature (T = 300 K), the dif-
ference between classical and quantum results amounts
to 3.2 × 10−3 A˚, about five times less than in the low-
temperature limit. Size effects due to the finite simula-
tion cells are negligible for the interlayer spacing. In fact,
for a given temperature, we did not find any difference
between the results for 〈c〉 obtained for the considered
cell sizes, i.e., differences were in the order of the error
bars found for each cell size (less than the symbol size in
Fig. 5).
In Fig. 5 we also display the interlayer spacing of
graphite derived from PIMD simulations (solid squares).
At low temperature these results converge to a value very
close to the mean distance 〈c〉 for the bilayer. For rising
T , the mean spacing 〈c〉 for the bilayer becomes progres-
sively larger than that of graphite, which agrees with
larger thermal fluctuations of c in the bilayer (see be-
low). Diamonds in Fig. 5 represent data points derived
for graphite from x-ray diffraction experiments.82 Com-
paring these experimental results with those of our PIMD
simulations for graphite, we find that the interatomic po-
tential LCBOPII employed here overestimates the inter-
layer spacing by a 0.5%.
From the analysis of the interlayer spacing and its
fluctuations one can study the compressibility of bilayer
graphene in the out-of-plane direction. The isothermal
compressibility χz in the z direction is defined as
χz = −
1
〈V 〉
∂〈V 〉
∂Pz
, (12)
where V = LxLyc and Pz is a uniaxial stress in the z di-
rection. At a finite temperature T , χz of bilayer graphene
can be conveniently calculated from PIMD simulations
with Pz = 0 by using the fluctuation formula
84,85
χz =
(∆V )2
kBT 〈V 〉
, (13)
where the volume mean-square fluctuations due to
changes in the interlayer spacing c are given by (∆V )2 =
L2xL
2
y(∆c)
2, with (∆c)2 = 〈c2〉 − 〈c〉2. Thus, we calcu-
late here the isothermal compressibility χz by using the
expression
χz =
LxLy
kBT
(∆c)2
〈c〉
. (14)
In Fig. 6 we display the dependence of χz upon tem-
perature, as derived from our PIMD simulations (solid
squares). For comparison we also present data for χz
obtained from classical simulations using Eq. (14) (open
symbols). The classical compressibility χ0 for T → 0 can
be calculated from the dependence of the system energy
on the interlayer spacing c close to c0. For small varia-
tions in c we have an interaction energy Eint = E
0
int +
k(c − c0)
2/2, with a constant k = 0.093 eV A˚−2/atom.
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FIG. 6. Compressibiity χz of bilayer graphene as a func-
tion of temperature as derived from PIMD (solid squares) and
classical molecular dynamics simulations (open circles). Solid
diamonds represent results of PIMD simulations for graphite.
Lines are guides to the eye. Error bars of the classical re-
sults are in the order of the symbol size. Open triangles
indicate results derived from experimental data of graphite
at room temperature: triangle up from Ref. 86 and triangle
down from Ref. 87. A horizontal arrow indicates the classical
zero-temperature limit χ0.
Then, the classical zero-temperature compressibility is
given by χ0 = A0/2c0k, where A0 is the area per atom
(see Appendix A). We find χ0 = 2.63× 10
−12 cm2 dyn−1
or 0.0263 GPa−1. Our classical results converge at low T
to this limit, which is indicated in Fig. 6 with a horizontal
arrow.
The compressibilities derived from PIMD simulations
at T & 300 K are slightly higher that the classical results,
and at lower temperatures they depart progressively one
from the other. At low T the quantum results converge
to a value of 2.79(2)×10−2 GPa−1. This means an appre-
ciable increase in χ0 of a 6% with respect to the classical
value χ0.
In connection with the interlayer coupling, the main
difference between the phonon spectrum of monolayer
and bilayer graphene is the appearance in the latter of
the so-called ZO’ vibrational band, which is nearly flat
in a region of 2D k-space close to the Γ point. The fre-
quency of this band at the Γ point (ωΓZO′ , called here
ω0 for simplicity) is related to the coupling constant k
as ω0 = (kN/Mred)
1/2, with kN = 2Nk and the re-
duced mass Mred =
1
2
Nm (m: carbon atomic mass),
so that ω0 = 2(k/m)
1/2. Using the coupling constant
k = 0.093 eV A˚−2/atom we find a frequency ω0 =
92 cm−1. This corresponds to the layer-breathing A2g
Raman-active mode, for which a frequency of 89 cm−1
has been reported.88
The interlayer coupling has been studied earlier from
classical Monte Carlo simulations in Ref. 72. These
10
authors employed a parameter γ to describe the low-
frequency part of the ZO’ band, which is given in our
terminology by γ = ρω20/4, ρ being the surface mass
density. This gives a value γ = 0.035 eV A˚−4, in agree-
ment with the low-temperature results of Monte Carlo
simulations.72
For comparison with the results for the graphene bi-
layer, we also present in Fig. 6 some data points for the
compressibility of graphite, as derived from PIMD simu-
lations and the fluctuation formulas presented above. At
low T these results converge within error bars to the same
value as the bilayer compressibility, since in both cases
the MSD (∆c)2 are nearly identical. At higher tempera-
tures, however, (∆c)2 is smaller for graphite, so that its
compressibility is lower than that of bilayer graphene.
It is important to note that the compressibility χz
defined here coincides in the case of graphite with the
inverse of the elastic constant C33 of this material, as
this constant relates strain and stress in the z direc-
tion. In Fig. 6 we present the inverse elastic constant
1/C33 determined for pyrolytic graphite from ultrasonic
test methods86 (triangle up) and from neutron diffraction
results combined with a force model87 (triangle down).
These data, obtained at room temperature, are slightly
displaced horizontally around 300 K for clarity. The com-
pressibility χz for graphite is overestimated by our simu-
lation results about a 5% with respect to these data de-
rived form experiment. For natural graphite, Komatsu89
obtained a low-temperature value C33 = 3.56 × 10
11
dyn/cm2 from specific-heat measurements, which corre-
sponds to χz = 0.0282 GPa
−1. This value (not shown in
the figure) is closer to our results for graphite, but there
is no available error bar for it.
VI. OUT-OF-PLANE MOTION
Graphene, as a 2D material in three-dimensional space,
has peculiar properties due to out-of-plane motion, such
as the decrease in in-plane area Ap for rising temperature
discussed in Sec. III. For monolayer graphene, motion in
the z direction has been discussed earlier as a function
of temperature, applied stress, and system size.36,47,51 In
this context, one expects that nuclear quantum effects
should be important at relatively low temperatures, due
to the low frequency of vibrational modes in the z di-
rection, especially those corresponding to the ZA flexu-
ral band. These effects have been studied earlier for a
graphene monolayer, and in particular the competition
between classical thermal motion and quantum delocal-
ization. In that case it was found that the outcome of
this competition is not trivial, as it depends significantly
not only on temperature, but also on the applied stress
and system size.33,90
In this section we analyze the mean-square displace-
ments of C atoms in the out-of-plane direction, as ob-
tained from PIMD simulations of bilayer graphene. We
will mainly focus on the character of these atomic dis-
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FIG. 7. Temperature dependence of the MSD along the out-
of-plane direction, (∆z)2, as derived from classical molecu-
lar dynamics simulations. Solid symbols represent results for
graphene bilayers with different cell sizes: N = 240 (circles),
960 (squares), and 3840 (diamonds). Open squares are data
points obtained for a graphene monolayer with N = 960 (la-
beled as “ML”). Error bars, when not shown, are in the order
of the symbol size. Dashed lines are guides to the eye. A solid
line shows the classical MSD for N = 3840, obtained from the
harmonic approximation described in the text.
placements, in order to find whether they can be well ex-
plained by a classical model, or the carbon atoms notice-
ably behave as quantum particles. We put particular em-
phasis on the question whether the system size N plays
or not a relevant role in this problem. In this line, PIMD
simulations allow us to split vibrational amplitudes or
atomic delocalization into two parts: one component as-
sociated to thermal (classical-like) motion and another
corresponding to a proper quantum contribution, which
can be quantified by the mean size of the quantum paths
at a given temperature (see Sec. II.C).
We will first present results for the MSD obtained in
classical simulations, where the statistics can be more
readily improved because less computational resources
are required. Quantum effects are expected to be no-
ticeable mainly for T lower than room temperature, due
to the relatively low frequency of the vibrational modes
that give the main contribution to the MSD in the out-
of-plane direction. Note that this does not happen for in-
plane modes, with an average frequency larger than out-
of-plane vibrations, so that their associated zero-point
energy is clearly larger.
In Fig. 7 we display results for the MSD in the z direc-
tion for C atoms in bilayer graphene, as derived for classi-
cal molecular dynamics simulations for three system sizes
(solid symbols). From top to bottom: N = 3840 (dia-
monds), 960 (squares), and 240 (circles). For comparison
we also show results for monolayer graphene with N =
960 (open squares, labeled as “ML”). The vibrational
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PIMD simulations (circles, labeled as “q”) Error bars are in
the order of the symbol size. Dashed lines are guides to the
eye. The solid line represents (∆z)2 derived from the quantum
HA described in the text.
amplitude in the z direction increases with system size,
and displays an appreciable anharmonic effect, since the
data obtained from the simulations largely depart from
linearity. In fact, in a classical harmonic approximation
one expects for a given system size a MSD increasing lin-
early with temperature, as shown by the solid line corre-
sponding to N = 3840. From the results for monolayer
and bilayer with N = 960, we observe an appreciable de-
crease in the MSD for the bilayer, as compared with the
monolayer. The ratio between MSD of monolayer and
bilayer is 2.3 at 50 K and decreases for rising T , taking
a value of ≈ 1.6 in the region between 1000 and 2000 K.
The main difference between monolayer and bilayer in
this respect is the less relative importance of ZA modes
in the bilayer, due to the appearance in this case of ZO’
and two ZO vibrational bands.
Let us now turn to the results of our quantum simu-
lations. In Fig. 8 we display data for the motion in the
out-of-plane direction, corresponding to a cell with N =
240. Shown are data for the MSD (∆z)2 obtained for
graphene monolayers (open symbols) and bilayers (solid
symbols). In both cases we present results from classical
(squares, labeled as “cl”) and PIMD simulations (circles,
labeled as “q”). At high T , classical and quantum data
converge one to the other in both cases, molayer and bi-
layer graphene. One observes that the MSD derived from
classical simulations goes to zero in the low-temperature
limit in each case, whereas PIMD simulations yield a fi-
nite MSD caused by zero-point motion. We find (∆z)20
= 5.9 and 4.9 × 10−3 A˚2 for the monolayer and bilayer,
respectively. The lower zero-point vibrational amplitude
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FIG. 9. Mean-square displacement along the out-of-plane
direction for graphene bilayers with different cell sizes, as de-
rived from PIMD simulations. Solid squares represent results
for C2z for sizes N = 960, 240, 96, 48, and 24. Open circles
correspond to Q2z, where results for different cell sizes are in-
distinguishable. Lines are guides to the eye. Error bars are
in the order or less than the symbol size. The dashed-dotted
line displays C2z obtained from the HA for N = 240.
for the bilayer is in line with an average increase in the
frequency of out-of-plane modes caused by interlayer in-
teractions (less relative importance of the ZA phonon
band). Comparing the quantum results for monolayer
and bilayer at different temperatures, we find a ratio
between MSD of monolayer and bilayer which increases
from 1.2 at low T to 1.6 at high temperature, as in the
classical limit. For comparison with the data found from
our simulations, we also present in Fig. 8 the result of a
quantum HA (solid line), as derived from Eq. (8). At low
temperature, the results of HA and PIMD simulations
coincide, and progressively depart one from the other as
temperature is raised.
The image displayed in Fig. 8 for the atom displace-
ments in the z direction is qualitatively similar for dif-
ferent system sizes N . The main difference appears in
the relative contribution of Q2z and C
2
z to the total MSD
(∆z)2. This is caused by the enhancement of the classi-
cal MSD for increasing N , a fact observed also in data
derived from classical molecular dynamics simulations of
graphene monolayers.36,51
As noted above, an interesting point that can be stud-
ied from PIMD simulations is the competition between
classical-like and quantum motion as a function of tem-
perature and system size. One expects that quantum
motion should dominate at relatively low temperatures,
but this turns out to be highly dependent on the size N .
In Fig. 9 we present results for C2z and Q
2
z as a function
of temperature for several system sizes, from N = 24
to 960. Data points for the quantum delocalization Q2z
for different cell sizes are indistinghuisable at the scale of
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monolayer (circles). Error bars, when not shown, are in the
order of the symbol size. The solid line corresponds to the
crossover as obtained for the bilayer from the harmonic ap-
proximation presented in the text.
the figure. Clear size effects are only found for very small
simulation cells (N < 20). On the contrary, the results
for C2z change very much with system size. In the tem-
perature region shown in Fig. 9 the classical MSD C2z is
nearly linear with T for the considered system sizes. The
values of C2z presented here, corresponding to the MSD of
the path centroids in PIMD simulations, coincide within
error bars with the atomic MSD obtained from classical
simulations. Note that at higher T , C2z clearly departs
from linearity, as shown in Fig. 7. For comparison we
also show in Fig. 9 results of the classical HA given by
Eq. (9) for N = 240 (dashed-dotted line). From the data
presented in this figure, it is also worthwhile noting that
for system sizes N < 1000, C2z obtained from the simu-
lations scales as N ǫ, with an exponent ǫ = 0.67.
Given the increasing slope dC2z/dT for rising N , the
crossing of the curves corresponding to C2z and Q
2
z moves
to lower temperatures. This means that for large N ,
classical-like motion becomes dominant over quantum
delocalization for displacemtns in the z direction. The
quantum contribution Q2z converges for T → 0 to the
value given above (∆z)20 = 5×10
−3 A˚2 for the zero-point
delocalization in the z direction. The nuclear quantum
delocalization may be estimated from the mean extension
of the quantum paths, i.e., from Q2z. At 12.5, 50, and
300 K we find an average extension (∆z)Q = (Q
2
z)
1/2 =
0.066, 0.055, and 0.032 A˚, respectively.
For a system size N , the ratio Q2z/C
2
z decreases for in-
creasing T , and there appears a crossover temperature
Tc for which this ratio equals unity. This corresponds to
the crossing of the lines of classical and quantum displace-
ments, C2z and Q
2
z, in Fig. 9. For temperatures T > Tc
classical-like motion is dominant for the atomic motion in
the z direction. In Fig. 10 we display Tc as a function of
the system size N , as calculated from PIMD simulations
of bilayer graphene. For comparison, we also present data
for a graphene monolayer, as well as for graphite. Sym-
bols are results derived from our simulations and dashed
lines are guides to the eye. For a given system size N , the
crossover temperature for the bilayer is higher than that
corresponding to monolayer graphene, and lower than Tc
for graphite. This means that the quantum behavior of
out-of-plane motion is more relevant for the bilayer than
for an isolated monolayer. It is even more aprreciable for
graphite. For small N we find similar values of Tc in the
three cases, and the difference between them increases
as the system size is raised. For N = 960, we have Tc
= 10.1(±0.6) K for the monolayer, 17.8(±0.8) K for the
bilayer, and 32.3(±0.9) K for graphite. Thus, for this
system size, Tc for the bilayer is a factor 1.8 higher than
for the monolayer.
On the other side, for a given temperature T the ratio
C2z/Q
2
z grows for increasing N , and there is a system size
Nc for which classical motion along the z direction be-
comes dominant over quantum delocalization. The origin
of this behavior is the following. For a temperature T , vi-
brational modes with frequency ω < ωc(T ) = kBT/~ can
be considered in the classical regime. The main contribu-
tion to C2z and Q
2
z comes from ZA flexural modes, whose
frequency behaves for small k as ρω2ZA = σk
2 + κk4,
and ωZA decreases as k is reduced (ρ, surface mass den-
sity; σ, effective stress; κ, bending modulus).51 For a
size N we have an effective minimum wavevector k0 =
2π/λmax ≈ 2π/(NAp)
1/2. Then, increasing N we at-
tain a size Nc(T ) for which additional increase in size
introduces new modes (ZA modes in particular) with fre-
quency ω < ωc, contributing to rise C
2
z more than Q
2
z.
Hence, for any T > 0 classical-like motion dominates over
quantum delocalization, when the system size is larger
than the corresponding Nc.
For N > 100 the data points corresponding to the
bilayer in Fig. 10 can be fitted according to a power-
law dependence of the crossover temperature on system
size, i..e, Tc = bN
−a with a prefactor b = 735 K and an
exponent a = 0.54. Extrapolating this dependence to low
temperatures, we have for T = 1 K and 0.1 K crossover
sizes Nc ≈ 2×10
5 and 1.4×107, respectively. These sizes
are much larger than those actually manageable in our
simulations at these temperatures.
The solid line in Fig. 10 corresponds to the HA model
which takes into account the four vibrational bands of
bilayer graphene in the z direction. For N & 100, this
model predicts a dependence of the crossover tempera-
ture Tc upon N similar to that derived from PIMD sim-
ulations. It yields Tc values smaller than the simulations,
but for large system size we find a power law dependence
with the same exponent in both cases, i.e., Tc ∼ N
−a
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with a = 0.54(±0.02). The main limitations of the HA
discussed here are the neglect of anharmonicity in the
out-of-plane vibrational modes (expected to be reason-
ably small at low T ) and coupling with in-plane modes,
which is also expected to increase for rising T . Taking
into account these limitations, the harmonic approach is
still able to reproduce qualitatively, and nearly quanti-
tatively, the main features of the competition between
classical-like and quantum dynamics of C atoms in the
out-of-plane motion.
VII. SUMMARY
We have presented results of PIMD simulations of
graphene bilayers at zero in-plane stress in a wide range
of temperatures. The importance of nuclear quantum ef-
fects has been assessed by comparing the results of these
simulations with those obtained from classical molecu-
lar dynamics simulations. Structural variables such as
interatomic distances, as well as in-plane and real areas
are found to increase when quantum nuclear motion is
considered, even at temperatures in the order of 1000 K.
Zero-point expansion of the graphene layers amounts to
about 1% of the areasA and Ap. This is much larger than
the precision currently reached by diffraction techniques
in determining structural parameters. The characteristic
behavior of the in-plane area Ap (decreasing at low T and
increasing at high T ) is a result of the coupling between
in-plane and out-of-plane modes. Changes in Ap are ,
however, less than those obtained for isolated graphene
layers, as a consequence of interlayer interactions.
We have put particular emphasis on the vibrational
motion in the out-of-plane direction. Quantum effects
appear in these vibrational modes at low temperatures,
but thermal classical motion becomes dominant for large
system size. This important size effect is a consequence of
the enhancement of classical-like displacements, whereas
quantum delocalization is nearly unaffected by the sys-
tem size. As a result, the crossover temperature Tc at
which classical motion becomes dominant scales for large
size as Tc ∼ N
−a with an exponent a = 0.54.
Anharmonicity of the vibrational modes in the z direc-
tion is clearly observable in the MSDs presented in Figs.
7, 8, and 9. This affects to both classical and quantum
results. Such anharmonicity shows up markedly in the
temperature dependence of the in-plane area Ap. The
real areaA is basically determined by the interatomic dis-
tance dC−C, so its change with temperature is caused by
anharmonicity of the in-plane modes. In this context, it
is noteworthy that a pure harmonic approximation yields
rather accurate results for MSDs at low temperatures,
once the vibrational frequencies have been calculated for
the classical equilibrium geometry of the bilayer at T = 0.
The compressibility χz of graphene bilayers in the out-
of-plane direction has been obtained from the fluctua-
tions of the interlayer distance. This method has turned
out to be accurate enough to follow the increase in χz
for rising T , and also to assess the importance of quan-
tum effects at low temperature. For T → 0 we find an
increase in χz of a 6% with respect to the classical limit.
A further check of our finite-temperature results would
consist in studying structural and thermodynamic prop-
erties of graphene multilayers from an ab-initio method.
This is, however, not yet possible taking into account the
relatively large size of the supercells required to study
these properties and the length of the trajectories neces-
sary for a low statistical uncertainty.
Path-integral simulations analogous to those presented
in this paper could contribute to understand structural
and dynamical properties of light-atom monolayers on
graphene. This is the case of graphane, where nontrivial
quantum features can appear at low temperature, asso-
ciated to the small mass of hydrogen.
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Appendix A: Compressibility
For an interlayer distance c close to the minimum-
energy distance c0, the interaction energy per atom in
bilayer graphene can be written as
Eint = E
0
int +
1
2
k(c− c0)
2 (A1)
with k = 0.093 eV/A˚2. The classical zero-temperature
compressibility in the z direction is given by
χ0 = −
1
V0
(
∂V
∂Pz
)
0
=
1
NA0c0
(
∂2E¯int
∂V 2
)
−1
0
, (A2)
where Pz is a uniaxial stress in the z-direction, E¯int is
the interaction energy per simulation cell, E¯int = 2NEint,
and changes in V = NApc are associated to the variation
of interlayer spacing c. We find
χ0 =
A0
2 c0 k
, (A3)
where A0 is the area per atom at T = 0 (minimum-energy
configuration).
The isothermal compressibility χz at temperature T
can be calculated from the fluctuation formula:
χz =
(∆V )2
kBT 〈V 〉
, (A4)
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with the volume mean-square fluctuations (∆V )2 =
N2A2p(∆c)
2.
In a harmonic approximation, the MSD of the inter-
layer spacing, (∆c)2, can be calculated from the cost of
energy associated to changes of c for a size N (2N atoms
in bilayer graphene): E¯int = E¯
0
int + kN(c − c0)
2. This
yields at temperature T a classical harmonic MSD:
(∆c)2 =
kBT
2Nk
(A5)
which introduced into Eq. (A4) gives χz = Ap/2ck. This
expression for the compressibility is valid for interlayer
distances close to c0, where E¯int changes as (c− c0)
2. In
general, χz is affected by anharmonicity and has different
values for classical and quantum calculations. The results
presented in Sec. V were obtained from our simulations
by using the fluctuation formula given in Eq. (A4).
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