In this paper, we define a dynamically consistent conditional G-expectation in space L p , and give the related stochastic calculus of Itô's type, especially get Itô's formula for a general C 1,2 -function.
In Peng [5] , [6] , and [7] , G-expectation and the related Itô's calculus are mainly based on space L 1 G (Ω). Then Li and Peng [4] extend the Itô's integral to space without the quasicontinuity, obtain Itô's integral on stopping time interval, and get Itô's formula for a general C 1,2 -function, which generalizes the previous results of Peng [5] , [6] , and [7] and its improved version of Gao [2] and Zhang et al. [8] .
But in Li and Peng [4] , the conditional G-expectation has not been defined, so whether the martingale properties still hold for the stochastic integral ( t 0 η s dB s ) 0≤t≤T and the conditional G-expectation of random variables without quasi-continuous condition is open. This paper is organized as follows. In section 2, we give the definition of conditional G-expectation of random variables in space L 1 . In section 3, we define the related Itô's integral in space M 2 (0, T ). In section 4, we prove the Itô's formula for general C 1,2 function.
2 Conditional G-expectation in L p
G-Brownian motion and G-expectation
We first present some preliminaries in the theory of G-expectation and the related space of random variables. More relevant details can be found in Peng [5] , [6] , [7] .
Let Ω be a given set and let H be a linear space of real functions defined on Ω such that c ∈ H for each constant c and |X| ∈ H if X ∈ H. A sublinear expectation E on H is a functional E : H → R satisfying the following properties: for all X, Y ∈ H, The triple (Ω, H, E) is called a sublinear expectation space. In the literature, for technical convenience, H is taken as the space satisfying that if X 1 , . . . , X n ∈ H then ϕ(X 1 , . . . , X n ) ∈ H for each ϕ ∈ C l,Lip (R n ) where C l,Lip (R n ) denotes the linear space of (local Lipschitz) functions ϕ satisfying | ϕ(x) − ϕ(y) |≤ C(1 + |x| m + |y| m ) | x − y |, ∀x, y ∈ R n , for some C > 0, m ∈ N depending on ϕ. The linear space C l,Lip (R n ) can be replaced by
, and L 0 (R n ). In this case X = (X 1 , . . . , X n )
is called an n-dimensional random vector, denoted by X ∈ H n . DEFINITION 2.1. In a nonlinear expectation space (Ω, H, E), a random vector Y ∈ H n is said to be independent from another random vector
Let Ω = C d 0 (R + ) be the space of all R d -valued continuous paths (ω t ) t∈R + , with ω 0 = 0, equipped with the distance
be a sequence of d-dimensional random vectors on a sublinear expectation space (Ω,H,Ẽ) such that ξ i is G-normal distributed and ξ i+1 is independent from (ξ 1 , · · · , ξ i ) for each i = 1, 2, · · · . For each X ∈ L ip (Ω) with
And the related conditional G-expectation of
under Ω t j is defined byÊ
consistently defines a sublinear expectation on L ip (Ω) and (B t ) t≥0 is a G-Brownian motion.
The sublinear expectationÊ[·] : L ip (Ω) → R defined through the above procedure is called a G-expectation. The corresponding canonical process (B t ) t≥0 on the sublinear expectation space (Ω,
The definition of G-expectation and conditional G-expectation can be extended to space L p G (Ω).
Conditional G-expectation in L p
Let M be the collection of all probability measures on (Ω, B(Ω)), and
: the space of all B(Ω t )-measurable real functions;
THEOREM 2.2. (Denis, et al. [1] ) There exists a weakly compact subset P ⊆ M, such thatÊ
P is called a set that representsÊ.
The upper expectation of probability measure set P is defined in Huber and Strassen [3] : For each X ∈ L 0 (Ω) such that E P [X] exists for each P ∈ P, the upper expectation about P is defined as
Then c(·) is a Choquet capacity. A set A is called polar if c(A) = 0, and a property holds "quasi-surely"(q.s.) if it holds outside a polar set. Let
and for 1 ≤ p < ∞, L p is a Banach space under the norm
Similarly, we can define space L p (Ω t ). And we denote by
Denis, et al. [1] proved that
∞ /N is a Banach space under the norm
and
which has the following properties,
Then for any η ∈ L S (Ω s,t ), we have
Summarizing over j, we have
So we can define the conditional G-expectation of η as
Proof. For any random variable η ∈ L S (Ω s,r,t ), we have
And
By the proof of lemma 43 of Denis, et al. [1] , "the collection of processes (
While for any F t -measurable random variable η, there exists simple function sequence
is an F t -partition of Ω, and η ij are constants,
Let p ≥ 1 be fixed. We consider the following type of simple processes: for a given
. . , N − 1 are given. The collection of these processes is denoted by M p,0 (0, T ).
the Bochner integral can be extended from
We now introduce the definition of Itô's integral. For simplicity, we first introduce Itô's integral with respect to 1-dimensional G-Brownian motion.
is a continuous linear mapping and thus can be continuously extended to I :
, and we have
Proof. Notice that
Hence we get (3.1) and (3.2) by the same procedure as Peng [7] . DEFINITION 3.5. We define, for a fixed η ∈ M 2 (0, T ), the stochastic integral
It is clear (3.1) and (3.2) still holds for η ∈ M 2 (0, T ).
The Itô's integral has the following properties, Let ( B t ) t≥0 be the quadratic variation process of 1-dimensional G-Brownian motion.
Define a mapping:
We have the following lemma.
is a continuous linear mapping. Consequently, Q 0,T can be uniquely extended to M 1 (0, T ), and we have
Then it is easy to check that (3.5) as well as (3.6)holds.
Proof. For η ∈ M 2,0 (0, T ), it is easy to check that (3.7) holds. We can continuously extend the above equality to the case η ∈ M 2 (0, T ) and get (3.7).
Similar to Li and Peng(2011), we can prove the following proposition. A stopping time τ with respect to filtration (F t ) is a mapping τ : Ω → [0, T ] such that for every t, {ω : τ (ω) ≤ t} ∈ F t . LEMMA 3.10. For each stopping time τ and η ∈ M p (0, T ), we have
Proof. For a given stopping time τ , let
Then
For any η ∈ M p (0, T ), there exists a sequence of simple processes η
It is easy to check that
, for any > 0, there exists I such that when i ≥ I,
Hence for some fixed i ≥ I, we have
, for some fixed i ≥ I and n large enough . Proof. Let
Thus we have 
By the proof of lemma 3.8,
By Denis, Hu and Peng(2011) proposition 17, there exists a subsequence t 0
(3.11)
From (3.9), (3.10), and (3.11), (3.8) holds.
LEMMA 3.12. For η ∈ M 2 (s, t) with s < t, we have
Proof. For each fixed ω ∈ Ω, η u (ω) is a measurable function on [s, t]. By lemma 2.3,
Then we have
Now we prove (3.13). For η
(3.16) Thus (3.13) holds for η n ∈ M 2,0 (0, T ). We can continuously extend the above equality to the case η ∈ M 2 (0, T ) and get (3.13).
4 Itô's Formula
,
Here we use the above repeated indices µ, ν, i and j imply the summation.
Proof. For each positive integer N , we set δ N = (t − s)/N and take the partition
We have
where C is a constant independent of k.
The rest terms in the summation of the right side of (4.2) are ξ
Now we prove ξ N t converges to the right side of (4.1) and ζ
Firstly, we have the following estimates.
Similarly,
Of course, (4.3)-(4.6) implies that
) (·) converges to ∂ x µ ϕ(·, X · ), and
By estimates (4.3)-(4.6), and
(Ω s ) we can prove the right side of (4.7) converges to 0 as N → ∞.
By the boundedness of ∂ 2 x µ x ν ϕ and
we have
We then have proved (4.8). 
