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Abstract
Let Pr(n) be the set of partitions of n with non negative r
th differences. Let λ be a partition
of an integer n chosen uniformly at random among the set Pr(n) Let d(λ) be a positive
r
th difference chosen uniformly at random in λ. The aim of this work is to show that for
every m ≥ 1, the probability that d(λ) ≥ m approaches the constant m−1/r as n→∞ This
work is a generalization of a result on integer partitions [7] and was motivated by a recent
identity by Andrews, Paule and Riese’s Omega package [3]. To prove this result we use
bijective, asymptotic/analytic and probabilistic combinatorics.
1 Introduction
Let us first start by a few definitions and notations. A partition λ of n is a sequence
of integers
λ = (λ1, λ2, . . . , λk) with λ1 ≥ λ2 . . . ≥ λk ≥ 1 and
k∑
j=1
λj = n.
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The same partition λ can also be written in its frequential notation, that is :
λ = nmn(n− 1)mn−1 . . . 1m1 with mj = |{i | λi = j}|, 1 ≤ j ≤ n.
The number mj is called the multiplicity of the part j in λ. In the sequel we will
use both representations. We now define the rth differences. Let λ = (λ1, λ2, . . . , λk)
be a partition of n and ∆r(λ) = (∆r1(λ), . . . ,∆
r
k(λ)) be its r
th differences. The rth
differences can be computed by the following recurrence :
∆ri (λ) =
{
λi if i = k or r = 0
∆r−1i (λ)−∆r−1i+1 (λ) otherwise
In the sequel we will write ∆ri (λ) : ∆
r
i for short. Let Pr be the set of partitions
with non negative rth differences, that is to say, (λ1, λ2, . . . , λk) ∈ Pr if and only if
∆ri ≥ 0 for 1 < i < k. Let Pr(n) be the set of partitions λ ∈ Pr with |λ| = n and let
pr(n) = |Pr(n)|.
This work was motivated by two previous results. The first result is an identity on
partitions with non negative rth differences. It was discovered by Andrews, Paule and
Riese’s Omega package.
Theorem 1 [2, 3] There is a one-to-one correspondence between the partitions in
Pr(n) and the partitions of n into parts
(
i+r
r
)
, i ≥ 0.
The second result is on ordinary integer partitions (partitions with non negative 1st
differences) :
Theorem 2 [7] Let λ be a partition of an integer n chosen uniformly at random
among the set of all partitions of n. Let d(λ) be a part size chosen uniformly at
random from the set of all part sizes that occur in λ. For every m ≥ 1, the probability
that d(λ) ≥ m approaches the constant 1/m as n→∞.
Note that of r = 1 there exists a one to one correspondence between the number of
positive 1st differences in any given partition and the number part sizes of its conju-
gate. Our aim is therefore to generalize the result of Theorem 2 by using the identity
of Theorem 1.
Let us now state our generalization :
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Theorem 3 Let λ be a partition of an integer n chosen uniformly at random among
the set Pr(n) of all partitions of n with non negative r
th differences. Let d(λ) be a
positive rth difference chosen uniformly at random from the set of all positive differ-
ences that occur in λ. For every m ≥ 1, the probability that d(λ) ≥ m approaches the
constant m−1/r as n→∞.
The purpose of this paper is to prove Theorem 3. We now present the organization
of the paper. We will first give in Section 2 a simple bijection of the identity of
Theorem 1 that gives several refinements of the identity. This bijection was adver-
tised/announced by Zeilberger in his very own journal [6]. We then present in Section
3 some asymptotic results on the number of partitions in Pr(n) and, thanks to the
bijection, on the average number of positive rth differences in the partitions in Pr(n).
We finally use in Section 4 some probabilistic arguments which generalize the works
on ordinary partitions [8, 7]. The association of the three parts gives us the proof of
our result. We conclude the paper by presenting some future work in Section 5.
2 Bijective Combinatorics
In this section we are going to present a bijection f between the partitions in Pr(n)
and the partitions of n into parts
(
i+r
r
)
, i ≥ 0. Let λ = (λ1, λ2, . . . , λk) be a partition
in Pr(n) then its image by the bijection f in its frequential notation is :
f(λ) =
(
k − 1 + r
r
)∆rk(k − 2 + r
r
)∆rk−1
. . .
(
r
r
)∆r1
where the ∆ri (1 ≤ i ≤ k) are the rth differences of λ. Is is clear that f(λ) is a
partition into parts
(
r+i
r
)
with i ≥ 0. Now let us prove that f(λ) is a partition of n.
¿From the definition of ∆r(λ), it is easy to see that
λi =
k∑
j=i
(
r + k − j − 1
r − 1
)
∆rj .
As
(
r+i−1
r
)
=
∑i−1
j=0
(
r+j−1
r−1
)
, we have |f(λ)| = |λ|. We can reconstruct λ from ∆r(λ).
The reverse mapping f−1 is then easy to define. Let µ be a partition of n into parts(
r+i
r
)
with µ1 =
(
k+r−1
r
)
. Let µ(i) be the multiplicity of the part
(
i−1+r
r
)
in µ, 1 ≤ i ≤ k.
Then
f−1(µ) =
(
k∑
j=1
(
r + k − j − 1
r − 1
)
µ(j),
k∑
j=2
(
r + k − j − 1
r − 1
)
µ(j), . . . ,
(
r − 1
r − 1
)
µ(k)
)
.
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It is then easy to see that f is a bijection. Note that if r = 1 then f(λ) = λ′, the
conjugate of λ.
As we said in the introduction, this bijection gives some refinements of the identity.
Let us now present these refinements :
Theorem 4 There is a one-to-one correspondence between the partitions in Pr(n)
with k parts and j positive rth differences and the partitions of n into parts
(
i+r
r
)
,
i ≥ 0, whose largest part is (k−1+r
r
)
and with j parts sizes.
Proof. Straightforward with the bijection. ✷
Let us now illustrate the refinements thanks to generating functions and a recurrence.
Let pr(n, k,m) be the number of partitions in Pr(n) with k parts and
∑k
i=1∆
r
i = m.
Then
∑
n,k≥0
pr(n, k,m)q
nykxm = 1 +
∑
k≥1
ykxq(
k−1+r
r )
(1− xq(rr))(1− xq(r+1r )) . . . (1− xq(r+k−1r ))
Let pr,≤(n, k,m) be the number of partitions in Pr(n) with at most k parts and∑k
i=1∆
r
i = m, then
∑
n≥0
pr,≤(n, k,m)q
nxm =
k∏
i=0
(1− xq(i+rr ))−1.
Let pr,≤(n, k) be the number of partitions in Pr(n) with at most k parts. We can get
an easy recurrence to compute this number :
pr,≤(n, k) =


0 if n < 0 or k = 0 and n > 0
1 if n = 0 and k = 0
pr,≤(n−
(
r+k−1
r
)
, k) + pr,≤(n, k − 1) otherwise.
3 Asymptotic Combinatorics
In this section we develop an asymptotic formula for pS(n), the number of partitions
of the integer n whose parts lie in a set S which is the image of a given polynomial.
As a special case, we have for our pr(n):
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Theorem 5 As n→∞, we have:
pr(n) ∼ cn−(r+1)/2 exp{C(1 + r)n
1
1+r } (1)
where the constants C and c are given by
C = {r!1/rr−1ζ(1 + r−1)Γ(1 + r−1)} rr+1 (2)
and
c = (
C
2π
)
r+1
2 (r!)−r/2(1 + r−1)−1/2
r−1∏
j=0
j!. (3)
To prove Theorem 5 we can take P (x) =
(
x+r−1
r
)
in Theorem 6 below. It is seen that
d = r, A = 1/r!, B = 1/(2(r−2)!), and ρj = j−1. We now state and prove the more
general result.
Theorem 6 Let P (x) = Axd + Bxd−1 + · · · be a polynomial of degree d which is
positive and increasing for x ≥ 1, and which assumes integral values for integral x.
Let S be the set {P (1), P (2), . . .}, and assume that the set S has gcd 1. Let ρj be the
negatives of the roots of P (x), so that
P (x) = A
d∏
j=1
(x+ ρj)
(in particular, B/A =
∑
ρj). Then,
pS(n) = c n
−κ− 1
2 exp{(1 + d)Cn 1d+1 + o(1)},
where
κ =
Ad+B
A(d+ 1)
C = {A−1/dd−1ζ(1 + d−1)Γ(1 + d−1)} dd+1
and
c =
d∏
j=1
Γ(1 + ρj)C
1+B/AdA
1
2
+B/Ad (1 + d−1)−1/2 (2π)−(d+1)/2 (4)
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Proof. Let N(u) be the counting function associated with the set S:
N(u) = #{h ∈ S : h ≤ u}.
Under the assumptions that
N(u) = Euβ + R(u)
with E, β > 0 and∫ u
0
R(v)
v
dv = b1 log u + b2 + o(1), u→∞
Ingham [10] has shown that for n→∞
Pˆ (n)− Pˆ (n− h)
h
∼ (1− α
2π
)1/2 eb2 M−(b1−1/2)α n(b1−1/2)(1−α)−1/2 eα
−1(Mn)α ,
for each fixed h ∈ S, where α = β/(1 + β),
M = {EβΓ(1 + β)ζ(1 + β)}1/β,
and
Pˆ (n) =
∑
j≤n
pS(j).
Observe that the right side of Ingham’s formula is independent of h; we shall denote
it G(n). Observe further that for any fixed k we have G(n − k) ∼ G(n); hence, for
any fixed integer k and fixed h ∈ S,
p(n− k) + p(n− k − 1) + · · · p(n− k − h+ 1) ∼ hG(n). (5)
Because the gcd of the set S is by assumption 1, there must be two finite, disjoint
subsets S1, S2 ⊆ S, and for each h ∈ S1 ∪ S2 a positive integer rh such that∑
h∈S1
rhh = 1 +
∑
h∈S2
rhh.
Let H =
∑
h∈S2
rhh. If we divide the integers in the interval [n − H, n − 1] (there
are H such integers) into
∑
h∈S2
rh disjoint subintervals, there being rh subintervals
of size h, for h ∈ S2, and we apply (5) to each of these, we obtain
H∑
j=1
pS(n− j) ∼ (
∑
h∈S2
rhh)G(n), n→∞.
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Similarly, we may divide the integers in the interval [n−H, n] (there are H + 1 such
integers) into
∑
h∈S1
rh disjoint subintervals, there being rh subintervals of size h, for
h ∈ S1, and find
H∑
j=0
pS(n− j) ∼ (
∑
h∈S1
rhh)G(n), n→∞.
Subtracting,
pS(n) ∼ G(n).
It may have been an oversight on Ingham’s part not to notice that his formula gave
an asymptotic for pS(n) in the typical situation that S has gcd 1. This was also
overlooked by some later writers who reference Ingham’s Tauberian theorem, but
noticed, and explained somewhat differently than we have, in [4].
It remains only for us to determine the constants E, β, b1, and b2 for the case that
S = P ({1, 2, . . .}). Our theorem then follows by using Ingham’s G(n). Given that
the polynomial P is positive and increasing, we have
N(P (x)) = [x],
the brackets on the right denoting greatest integer. Hence, letting x∗ denote the
unique real solution of P (x∗) = u,∫ u
0
N(v)
v
dv =
∫ u
λ1
N(v)
v
dv
=
∫ x∗
1
[x]P ′(x)
P (x)
dx
=
∫ x∗
1
xP ′(x)
P (x)
dx − 1
2
∫ x∗
1
P ′(x)
P (x)
dx −
∫ x∗
1
(x− [x]− 1/2)P ′(x)
P (x)
dx
= I1 − 1
2
logP (x∗) +
1
2
logP (1) − I2.
For the integral I1 we integrate x/(x+ ρj), and sum on j to find
I1 = d(x∗ − 1) −
d∑
j=1
ρj log(x∗ + ρj) +
d∑
j=1
ρj log(1 + ρj).
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Using the estimates, valid for u→∞,
dx∗ = d(u/A)
1/d −
d∑
j=1
ρj + o(1)
log(x∗ + ρj) = log(x∗) + o(1) =
1
d
log(u/A) + o(1),
we then find
I1 = d(u/A)
1/d −
d∑
j=1
ρj − d − 1
d
log(u/A)
d∑
j=1
ρj +
d∑
j=1
ρj log(1 + ρj) + o(1).
According to the Euler-Maclaurin summation formula,
−
∫ N
1
x− [x]− 1/2
x+ ρ
dx =
∫ N
1
log(x+ρ)dx−
N∑
k=1
log(k+ρ) +
1
2
(log(1+ρ)+log(N+ρ))
We can sum log(k + ρ) over k with the Gamma function,
N∑
k=1
log(k + ρ) = log Γ(N + 1 + ρ) − log Γ(1 + ρ),
and Stirling’s formula,
log Γ(N + 1 + ρ) = (N + ρ) log(N) − N + 1
2
log(2πN) + o(1).
Using this and the definite integral∫ N
1
log(x+ ρ)dx = (N + ρ) log(N + ρ) − N + 1 − (1 + ρ) log(1 + ρ),
we conclude, for N →∞,
−
∫ N
1
x− [x]− 1/2
x+ ρ
dx = 1 + ρ− 1
2
log(2π) + log Γ(1+ρ)− (1
2
+ρ) log(1+ρ) + o(1).
Summing over the negative roots ρj of P (x), we have
−I2 = d+
∑
ρj − d
2
log(2π) +
∑
log Γ(1+ρj)− 1
2
log
P (1)
A
−
∑
ρj log(1+ρj) + o(1).
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Hence, replacing P (x∗) by u and substituting for I1 − I2,∫ u
0
N(v)
v
dv = d(u/A)1/d − B
Ad
log(u/A)− 1
2
log(u)− d
2
log(2π) +
∑
log Γ(1+ρj) + o(1).
From this we can read off, directly,
E = A−1/d
β = 1/d
b1 = −1
2
− B
Ad
b2 = (
1
2
+
B
Ad
) log(A) − d
2
log(2π) +
∑
log Γ(1 + ρj).
The proof is then completed, as explained earlier, by substituting these four values
into Ingham’s formula. ✷
Next, we use this result on pr(n) to compute the asymptotic behavior of the average
number of positive rth differences of the partitions in Pr(n). This number δr(n) can
be defined as follows for any n : δr(n) =
1
pr(n)
∑
λ∈Pr(n)
|{i | ∆ri (λ) > 0}|. Thanks to
the bijection it is straightforward to compute this value for any n and indeed :
δr(n) =
1
pr(n)
∑
i≥0
pr
(
n−
(
r + i
r
))
.
Proposition 1 For suitable constant A
δr(n) ∼ An
1
1+r (6)
namely, A is given by
A = Γ(1 + r−1) r!1/r C−1/r
where the constant C is given in (2).
Proof. Since
(n−K) 1r+1 = n 1r+1 − 1
r + 1
Kn
1
r+1
−1 + o(1),
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uniformly for K = o(n1−
1
2(r+1) ), we may use our asymptotic formula for pr(n) to
conclude
pr(n−K)
pr(n)
= exp{−CKn 1r+1−1},
as n→∞, uniformly for K restricted as above. For K we shall take (r+j−1
r
)
, j ≥ 1;
those terms for which K is out of range contribute negligibly to the sum; there results:
δr(n) =
∑
j≥1
exp{−Cn
(
r + j − 1
r
)
+ o(1)},
where Cn = Cn
1
r+1
−1. We use Mellin’s formula
e−y =
1
2πi
∫ a+i∞
a−i∞
y−sΓ(s)ds,
which is valid for Re(y) > 0 and a > 0, with y replaced by Cn
(
r+j−1
r
)
. This gives
δr(n) ∼ 1
2πi
∫ a+i∞
a−i∞
C−sn D(s)Γ(s)ds,
where D(s) is the Dirichlet series
D(s) =
∑
j≥1
(
r + j − 1
r
)−s
.
By using
{(r + j − 1)(r + j − 2) · · · j}−s − j−rs = (−s)
∫ (r+j−1)r
jr
u−s−1du,
and some crude estimates, we can prove thatD(s) is equal to (r!)sζ(rs) plus a function
analytic at least in the domain Re(s) > 0. Thus, δr(n) equals asymptotically the
residue of C−sn (r!)
sζ(rs)Γ(s) at s = 1/r. Since
ζ(rs) =
1
rs− 1 + · · · ,
the latter residue is C
−1/r
n (r!)1/rr−1Γ(r−1), and we arrive at the stated formula. ✷
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Let us now compute the asymptotic behavior of the average number of rth differences
greater or equal to m in the partitions in Pr(n). This number δr,m(n) can be defined
as follows for any n : 1
pr(n)
∑
λ∈Pr(n)
|{i | ∆ri (λ) ≥ m}|. Thanks to the bijection it is
straightforward to compute this value for any n and m ≥ 1 :
δr,m(n) =
1
pr(n)
∑
i>0
pr
(
n−m
(
r + i
r
))
.
Proposition 2
δr,m(n) ∼ m−1/rAn
1
1+r
Proof. Similar to the proof of Proposition 1. ✷
A straightforward consequence of Propositions 1 and 2 is then :
Proposition 3
lim
n→∞
δr,m(n)
δr(n)
=
1
m1/r
4 Probabilistic combinatorics
In this section we will complete the proof of Theorem 3. In order to avoid unnecessary
distractions, throughout this section we let K denote generic constant whose value
may change from one use to the next. These various values may depend on r, but
are completely irrelevant from the point of view of the asymptotic results.
The probability in question is the average value of the ratio
E
Dn,r,m
Dn,r
, (7)
where Dn,r,m =
∑
k I(∆
r
k ≥ m) and Dn,r = Dn,r,1. To compute this average we find
it convenient to consider the image of Pr(n) under the bijection f . Its explicit form
tells us that ∆rk’s are multiplicities of parts in the partitions of n into parts whose
part sizes are in the set S = {(i+r
r
)
, i = 0, 1 . . .}. Thus (7) asks for the asymptotic
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value of the probability that a randomly chosen part size in a random partition of n
into parts in the set S has multiplicity at least m. To compute this probability we
will use arguments which are the generalization of the work on ordinary partitions
[7, 8]. For convenience we will identify Pr(n) with its image under f . Let Q be the
uniform probability measure on the set P (n) of all partitions of n and Pr the uniform
probability measure on Pr(n). Since Pr(n) ⊂ P (n) the measure Pr is a restriction
of Q to Pr(n) or, in other words it is the conditional measure on all partitions given
that a partition is in Pr(n). That is, for any subset A of Pr(n)
Pr(λ(r) ∈ A) = Q(λ ∈ A|λ ∈ Pr(n)) = Q(λ ∈ A ∩ λ ∈ Pr(n))
Q(λ ∈ Pr(n)) ,
where λ(r) signifies that a partition λ is considered as an element of Pr(n). We
are going to use the result of Fristedt [8], who proved that if {Γk : k ≥ 1} are
independent geometric random variables with the parameters 1 − qk, respectively,
defined on a probability space with the measure P, then, regardless of the value of
q, the joint distribution of multiplicities of parts (m1, m2, . . .) in a randomly chosen
partition of n is equal to that of (Γ1,Γ2, . . .) conditioned on the event {
∑
j jΓj = n}.
Hence,
Q(λ ∈ Pr(n)) = P((Γj) ∈ Pr(n)
∣∣∣∑ jΓj = n)
=
P({Γj = 0, j 6=
(
ℓ+r
r
)} ∩ {∑ jΓj = n})
P(
∑
jΓj = n)
=
P({Γj = 0, j 6=
(
ℓ+r
r
)} ∩ {∑ℓ (ℓ+rr )Γ(ℓ+rr ) = n})
P(
∑
jΓj = n)
=
P(Γj = 0, j 6=
(
ℓ+r
r
)
)P(
∑
ℓ
(
ℓ+r
r
)
Γ(ℓ+rr )
= n)
P(
∑
jΓj = n)
,
where the last identity follows from the fact that the events {Γj = 0, j 6=
(
ℓ+r
r
)
, ℓ ≥ 0}
and {∑ℓ (ℓ+rr )Γ(ℓ+rr ) = n} are independent. The same computation yields
Q({λ ∈ A} ∩ {λ ∈ Pr(n)})
=
P(Γj = 0, j 6=
(
ℓ+r
r
)
)P({(Γ(ℓ+rr )) ∈ A} ∩ {
∑
ℓ
(
ℓ+r
r
)
Γ(ℓ+rr )
= n})
P(
∑
jΓj = n)
,
and thus
Pr(λ(r) ∈ A) =
P({(Γ(ℓ+rr )) ∈ A} ∩ {
∑
ℓ
(
ℓ+r
r
)
Γ(ℓ+rr )
= n})
P(
∑
ℓ
(
ℓ+r
r
)
Γ(ℓ+rr )
= n)
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Most of the effort is to establish a lower bound on the denominator. Following Fristedt
[8] we will show that for a particular choice of the parameter q = qn there exists a
constant κr such that
P(
∑
ℓ
(
ℓ+ r
r
)
Γ(ℓ+rr )
= n) ≥ κrn−
2r+1
2(r+1) , (8)
for large n. To this end we will choose the value of q which makes the expected value
of the sum
Xn =
∑
ℓ≥0
(
ℓ + r
r
)
Γ(ℓ+rr )
,
asymptotic to n and then we establish a local central limit theorem (CLT) for the
normalized random variables Xn. This will show that the probability in question is
of order 1 over the standard deviation of Xn. Since Γ’s are geometric we have
EXn =
∞∑
ℓ=0
(
ℓ+ r
r
)
q(
ℓ+r
r )
1− q(ℓ+rr )
, (9)
and since they, in addition, are independent
var(Xn) =
∞∑
ℓ=0
(
ℓ+ r
r
)2
q(
ℓ+r
r )(
1− q(ℓ+rr )
)2 . (10)
Before proceeding any further, let us note that in subsequent computations, it will
be frequently convenient to replace
(
ℓ+r
r
)
by ℓr/r! in the infinite sums like (9) or (10).
This can be done without difficulty because, with our choice of q, these sums will
grow to infinity at the faster rate than the individual terms. Hence, ignoring the
first few terms will not affect the asymptotic behavior of the sum and for larger ℓ’s
the approximation
(
ℓ+r
r
) ∼ ℓr/r! is valid. For example, with regard to (9), since the
function uqu/(1− qu) is decreasing for u > 0
∞∑
ℓ=0
(
ℓ+ r
r
)
q(
ℓ+r
r )
1− q(ℓ+rr )
≤
∞∑
ℓ=1
ℓr
r!
qℓ
r/r!
(1− qℓr/r!) .
On the other hand
∞∑
ℓ=0
(
ℓ+ r
r
)
q(
ℓ+r
r )
1− q(ℓ+rr )
≥
∞∑
ℓ=0
(ℓ+ r)r
r!
q(ℓ+r)
r/r!
1− q(ℓ+r)r/r!
=
∞∑
ℓ=r
ℓr
r!
qℓ
r/r!
(1− qℓr/r!) ≥
∞∑
ℓ=1
ℓr
r!
qℓ
r/r!
(1− qℓr/r!) − (r − 1) max1≤ℓ<r
{
ℓr
r!
qℓ
r/r!
(1− qℓr/r!)
}
.
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As we will see, the first term is of order 1/ ln(r+1)/r(1/q) and max1≤ℓ<r
{
ℓr
r!
qℓ
r/r!
(1−qℓ
r/r!)
}
≤
1/ ln(1/q). Our choice of q will guarantee that the second term is of lower order than
the first one, thus justifying our claim. Other instances can be treated in a virtually
the same manner. In order to evaluate (9) we consider the sum
∞∑
ℓ=1
ℓr
r!
qℓ
r/r!
1− qℓr/r! =
∞∑
ℓ=1
g(ℓ),
where
g(x) =
xr
r!
qx
r/r!
1− qxr/r! .
The function g is decreasing on a positive half-line. Therefore,
∫ ∞
0
g(x)dx ≥
∞∑
ℓ=1
g(ℓ) ≥
∫ ∞
1
g(x)dx ≥
∫ ∞
0
g(x)dx− g(0+).
Hence, an error resulting from replacing the sum by the integral∫ ∞
0
g(x)dx =
∫ ∞
0
xr
r!
qx
r/r!
1− qxr/r!dx
is no more than g(0+) = 1/ ln(1/q). Changing variables to qx
r/r! = e−u we see that
this integral is
(r!)1/r
r
1
ln(r+1)/r(1/q)
∫ ∞
0
u1/r
e−u
1− e−udu =
(r!)1/r
r
Hr
ln(r+1)/r(1/q)
,
where Hr = ζ(1 + r
−1)Γ(1 + r−1) (see [9, formula 3.411-7]). Thus we can set
q = qn = exp(− C
nr/(r+1)
),
where C is given by (2). With that choice, the approximation error between the
expectation and n is no more than ln(1/q) = O(nr/(r+1)). Asymptotic evaluation
of the variance follows the same pattern (with g(x) replaced by (xr/r!)2qx
r/r!/(1 −
qx
r/r!)2) and yields
σ2 ∼ (r!)
1/r
r
1
ln(2r+1)/r(1/q)
∫ ∞
0
u(r+1)/r
e−u
(1− e−u)2du =
K
ln
2r+1
r (1/q)
∼ Kn 2r+1r+1
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with an error of approximation bounded by n2r/(r+1). The next step is to establish
the local CLT. Continuing to follow Fristedt, we will first use characteristic functions
to establish the CLT. Let us supress the dependence on n and put
X =
∞∑
ℓ=0
(
ℓ+ r
r
)
Γ(ℓ+rr )
, µ = EX, σ2 = var(X), Y =
X − µ
σ
.
Let φ(t) = EeitY be the characteristic function of Y . By independence
log φ(t) = −itµ
σ
+
∑
ℓ≥0
log
(
1− q(ℓ+rr )
1− (q exp(it/σ))(ℓ+rr )
)
= −itµ
σ
−
∑
ℓ≥0
log
(
1 +
q(
ℓ+r
r )(1− exp(i(ℓ+r
r
)
t/σ))
1− q(ℓ+rr )
)
.
Approximating log(1 + v) by v − v2/2 we see that the above series is asymptotic to
∑
ℓ≥0


q(
ℓ+r
r )(exp(i
(
ℓ+r
r
)
t/σ)− 1)
1− q(ℓ+rr )
+
q2(
ℓ+r
r )(1− exp(i(ℓ+r
r
)
t/σ))2
2
(
1− q(ℓ+rr )
)2

 , (11)
provided that an error from approximation is negligible. But this error is no more
than a constant multiple of
∑
ℓ≥0
q3(
ℓ+r
r )(
1− q(ℓ+rr )
)3
∣∣∣∣1− exp(i
(
ℓ+ r
r
)
t/σ)
∣∣∣∣
3
≤ K|t|
3
σ3
∑
ℓ≥0
(
ℓ+ r
r
)3
q3(
ℓ+r
r )(
1− q(ℓ+rr )
)3
∼ K|t|
3
σ3
∫ ∞
0
( x
r!
)3 q3xr/r!
(1− qxr/r!)3dx = Θ(n
− 1
2(r+1) ).
Next, we use the approximations
1− exp(i t
σ
(
ℓ+ r
r
)
) ∼ −i
(
ℓ+r
r
)
t
σ
+
(
ℓ+r
r
)2
t2
2σ2
and 1− exp(i t
σ
(
ℓ+ r
r
)
) ∼ −i
(
ℓ+r
r
)
t
σ
in the first and second expressions in (11), respectively. Since the errors are, respec-
tively, of order (
ℓ+r
r
)3
t3
σ3
and
(
ℓ+r
r
)
t2
σ2
,
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the total errors from approximating these sums are, respectively,
t3
σ3
∑
ℓ≥0
q(
ℓ+r
r )
1− q(ℓ+rr )
·
(
ℓ+ r
r
)3
= Θ
(
1
σ3 ln(3r+1)/r(1/q)
)
= Θ(n−
1
2(r+1) ),
and
K
t3
σ3
∫ ∞
0
x3r
q2x
r/r!
(1− qxr/r!)2dx+K
t4
σ4
∫ ∞
0
x4r
q2x
r/r!
(1− qxr/r!)2dx = Θ(n
−1/(2(r+1))),
and are thus negligible. It follows that
φ(t) = −itµ
σ
+
∑
ℓ≥0
q(
ℓ+r
r )
1− q(ℓ+rr )
· it
(
ℓ+r
r
)
σ
−
∑
ℓ≥0
q(
ℓ+r
r )
1− q(ℓ+rr )
· t
2
(
ℓ+r
r
)2
2σ2
−
∑
ℓ≥0
q2(
ℓ+r
r )(
1− q(ℓ+rr )
)2 · t2
(
ℓ+r
r
)2
2σ2
+ o(1).
The sum of the first two terms is zero while the sum of the remaining two is
− t
2
2σ2
∑
ℓ≥0


q(
ℓ+r
r )
1− q(ℓ+rr )
·
(
ℓ+ r
r
)2
+
q2(
ℓ+r
r )(
1− q(ℓ+rr )
)2 ·
(
ℓ+ r
r
)2
 .
And again,
∑
ℓ≥0


q(
ℓ+r
r )
1− q(ℓ+rr )
·
(
ℓ+ r
r
)2
+
q2(
ℓ+r
r )(
1− q(ℓ+rr )
)2 ·
(
ℓ+ r
r
)2

∼ (r!)
1/r
r
1
ln(2r+1)/r(1/q)
{∫ ∞
0
u(r+1)/re−u
1− e−u du+
∫ ∞
0
u(r+1)/re−2u
(1− e−u)2 du
}
=
(r!)1/r
r
1
ln(2r+1)/r(1/q)
∫ ∞
0
u(r+1)/re−u(1− e−u) + u(r+1)/re−2u
(1− e−u)2 du
=
(r!)1/r
r
1
ln(2r+1)/r(1/q)
∫ ∞
0
u(r+1)/re−u
(1− e−u)2 du,
which is the same expression as the one appearing in the computation for σ2. Thus,
∀t ∈ R
φ(t)→ exp
(
−t
2
2
)
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which establishes the CLT.
It remains to strenghten it to the local CLT. To this end we will appeal to [5, Theorem
2.9] with hn = 1/σ = 1/σn. We need to find an integrable function φ
∗ and a sequence
(βn), βn →∞, such that
∀t |φn(t)|I(|t| ≤ βn) ≤ φ∗(t), (12)
and
sup
βn≤|t|≤πσn
|φn(t)| = o(1/σn). (13)
To check (12), supressing a subscript n again, and using the earlier computation we
have
log |φ(t)| = −
∑
ℓ≥0
log
∣∣∣∣∣1− q
(ℓ+rr ) exp(it
(
ℓ+r
r
)
/σ)
1− q(ℓ+rr )
∣∣∣∣∣
and since
∣∣∣∣∣1− q
(ℓ+rr ) exp(it
(
ℓ+r
r
)
/σ)
1− q(ℓ+rr )
∣∣∣∣∣ =

1 + 2q(
ℓ+r
r )(1− cos(t(ℓ+r
r
)
/σ))(
1− q(ℓ+rr )
)2


1/2
we get
log |φ(t)| = −1
2
∑
ℓ≥0
log

1 + 2q(
ℓ+r
r )(1− cos(t(ℓ+r
r
)
/σ))(
1− q(ℓ+rr )
)2


≤ −1
2
∑
ℓ≥0
log
(
1 + 2q(
ℓ+r
r )(1− cos(t
(
ℓ+ r
r
)
/σ))
)
,
by the monotonicity of log. To find a suitable upper bound we increase the right
hand side by restricting ℓ to the range
γrσ
2r/(2r+1) ≤
(
ℓ+ r
r
)
≤ σ2r/(2r+1), 0 < γr < 1, (14)
and replacing the remaining terms by 0’s. In that range we have
|t|(ℓ+r
r
)
σ
≤ |t|σ−1/(2r+1),
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and
q(
ℓ+r
r ) = exp
(
− C
nr/(r+1)
·
(
ℓ+ r
r
))
≥ exp
(
− K
nr/(r+1)
· σ 2r2r+1
)
= exp(−K) ≥ const.
Hence, with βn = γσ
1/(2r+1), |t| < βn implies |t|σ−1/(2r+1) ≤ γ, so that
2q(
ℓ+r
r )
(
1− cos t
σ
(
ℓ+ r
r
))
≥ K t
2
σ2
(
ℓ+ r
r
)2
,
and thus
log
(
1 + 2q(
ℓ+r
r )
(
1− cos t
σ
(
ℓ+ r
r
)))
≥ K t
2
σ2
(
ℓ+ r
r
)2
≥ K t
2
σ2
σ
4r
2r+1 = Kt2σ−
2
2r+1 .
Since there are at least Kσ2/(2r+1) ℓ’s in the range (14) suming within that range gives
log
(
1 + 2q(
ℓ+r
r )
(
1− cos t
σ
(
ℓ+ r
r
)))
≥ Kσ 22r+1 t2σ− 22r+1 = Kt2,
and it follows that in order to fulfill (12) we may take
φ∗(t) = exp(−Kt2).
It remains to verify (13). Pick a t satisfying
γσ1/(2r+1) ≤ |t| ≤ πσ,
and consider the sum
∑
ℓ≥0
log
(
1 + 2q(
ℓ+r
r )
(
1− cos t
σ
(
ℓ+ r
r
)))
Since log(1 + x) ≥ x/5 for 0 ≤ x ≤ 4, this sum is at least
1
5
∑
ℓ≥0
q(
ℓ+r
r )
(
1− cos t
σ
(
ℓ+ r
r
))
.
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Dealing with the series in the usual way we see that it is asymptotic to∫ ∞
0
q
xr
r!
(
1− cos
(
t
σ
xr
r!
))
dx,
which, using [9, Formula 3.944-6], we find to be asymptotic to
K
ln1/r(1/q)

1−
cos
(
1
r
arctan( t
σ ln(1/q)
)
)
(
t2
σ2 ln2(1/q)
+ 1
)1/(2r)

 .
Since t ≥ γσ1/(2r+1), it follows that
t2
σ2 ln2(1/q)
≥ γ2,
and hence, using the relationship between σ and n we get
log |φ(t)| ≤ −K 1
ln1/r(1/q)
∼ −Kn1/(r+1) ∼ −Kσ2/(2r+1),
which implies (13). We now appeal to Theorem 2.9 of [5] with
Xn =
∑
ℓ≥0
(
ℓ+ r
r
)
Γ(ℓ+rr )
, Yn =
Xn − µn
σn
, hn =
1
σn
, and yn =
n− µn
σn
.
Since n− µn = O(nr/(r+1)), we have yn → 0 and thus
lim
n→∞
n
2r+1
2(r+1)P(Xn = n) = lim
n→∞
1
hn
P(Yn = yn) =
1√
2π
,
which clearly implies (8).
To complete the proof, let Ij = {Γ(j+rr ) ≥ 1}. Then, denoting for simplicity a set and
its indicator by the same symbol, we have
Pr(|Dn,r − EDn,r| ≥ t) =
P({|∑j(Ij − EIj)| ≥ t} ∩ {∑ℓ (ℓ+rr )Γ(ℓ+rr ) = n})
P(
∑
ℓ
(
ℓ+r
r
)
Γ(ℓ+rr )
= n)
≤ Kn 2r+12(r+1)P(|
∑
j
(Ij − EIj)| ≥ t).
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Since the random variables (Ij − EIj) are independent, mean – zero, and uniformly
bounded by 1, the last probability can be controlled by virtue of Prokhorov’s ”arcsinh”
inequality ([11, Theorem 5.2.2(ii)])
P
(∑
j
|Ij − EIj| ≥ t
)
≤ 2 exp
{
− t
2
arcsinh
(
t
2var(
∑
j Ij)
)}
Since var(Ij) = q
(j+rr )(1− q(j+rr )), by independence we get
var(
∑
j
Ij) =
∑
j≥0
q(
j+r
r )(1− q(j+rr )) ∼ (r!)
1/r
r
1
ln1/r(1/q)
∫ ∞
0
u−(r−1)/re−u(1− e−u)du
=
(r!)1/r
(
1− 2−1/r)Γ(1/r)
r ln(1/q)
∼ Kn1/(r+1).
Thus, selecting t = tn so that tn = o(n
1/(r+1)) and t2n/n
1/(r+1) →∞ not too slow, say,
tn = Θ(n
3/(2(r+1))), and using the fact that arcsinhx ≥ Kx for x close to 0, we see
that
Pr(|Dn,r − EDn,r| ≥ tn) ≤ Kn(2r+1)/(2(r+1)) exp
(
−K t
2
n
n1/(r+1)
)
= Kn(2r+1)/(2(r+1)) exp
(−Kn1/(3(r+1)))→ 0.
Hence, since tn = o(EDn,r), integrating Dn,r,m/Dn,r over the set {|Dn,r−EDn,r| ≤ tn}
and its complement yields
E
Dn,r,m
Dn,r
=
EDn,r,m
EDn,r
+O
(
max
{
tn
EDn,r
,P(|Dn,r − EDn,r| > tn)
})
=
1
m1/r
+ o(1),
as desired.
5 Future work
One interesting question would be to show how fast the probability converges. It
appears that our proof does come with specific rates. The question is therefore to
show if they are optimal or not. Let us note we also showed that the probability
that a random part size of a random partition into parts
(
i+r
r
)
of n has multiplicity
at least m is m−1/r when n → ∞. Our aim is now to identify the sets S such that
the probability that a random part size of a random partition into parts in S of n has
multiplicity at least m is a constant when n→∞.
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