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We consider the stochastic obstacle scene problem wherein an agent needs to traverse a spatial arrangementof possible obstacles, and the status of the obstacles may be disambiguated en route at a cost. The goal is
to find an algorithm that decides what and where to disambiguate en route so that the expected length of the
traversal is minimized. We present a polynomial-time method for a graph-theoretical version of the problem
when the associated graph is restricted to parallel avenues with fixed policies within the avenues. We show
how previously proposed algorithms for the continuous space version can be adapted to a discrete setting.
We propose a generalized framework encompassing these algorithms that uses penalty functions to guide the
navigation in real time. Within this framework, we introduce a new algorithm that provides near-optimal results
within very short execution times. Our algorithms are illustrated via computational experiments involving
synthetic data as well as an actual naval minefield data set.
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1. Introduction
We consider a probabilistic path-planning problem
wherein an agent needs to quickly navigate from one
given point to another through an arrangement of
arbitrarily shaped regions that are possibly obstacles.
At the outset, the agent is given the respective prob-
abilities that the regions are truly obstacles. These
probabilities are referred to as the region’s mark. When
situated on a region’s boundary, the agent has the
option to disambiguate it, i.e., learn at a cost if
it is truly an obstacle. The central question is to
find an algorithm that decides what and where to
disambiguate en route so as to minimize the expected
length of the traversal. We call this problem the
continuous stochastic obstacle scene problem 4SOSP5,
which is a minor modification of the problem as
introduced in Papadimitriou and Yannakakis (1991).
Also described in that work is a graph-theoretic
analog of this problem, which the authors call the
Canadian traveler’s problem 4CTP5. In CTP, the goal is to
find the minimum expected length path over a finite
graph whose edges are marked with their respective
probabilities of being traversable and each edge’s sta-
tus can be discovered dynamically when encountered.
SOSP and CTP have practical applications in impor-
tant probabilistic path-planning environments such
as robot navigation in stochastic domains (Blei and
Kaelbling 1999, Ferguson et al. 2004, Likhachev et al.
2005), minefield countermeasures (Smith 1995, With-
erspoon et al. 1995), and adaptive traffic routing
(Fawcett and Robinson 2000, Gao and Chabini 2006).
In fact, both problems as well as closely related
ones have gained considerable attention recently—
see, e.g., Nikolova and Karger (2008), Eyerich et al.
(2009), Likhachev and Stentz (2009), Xu et al. (2009),
Aksakalli and Ceyhan (2012).
There are no efficiently computable optimal policies
known for SOSP or CTP and many similar prob-
lems have shown to be intractable (Papadimitriou and
Yannakakis 1991, Provan 2003). The fundamental dif-
ficulty in obtaining a tractable model, even in the
discrete setting, is that for the agent to consider any
action at any location, it needs to take into account
what it has learned about the status of all of the
potential obstacles. Thus, exponentially many such
possibilities need to be incorporated when construct-
ing the state space. The reader is referred to Aksakalli
et al. (2011) and the references therein for a review of
the literature that includes the history and develop-
ment of the problems that fall under the SOSP and
CTP umbrella.
Regarding suboptimal algorithms for continuous
SOSP, of particular interest are the simulated risk
disambiguation algorithm (SRA) of Fishkind et al.
(2007) and the reset disambiguation algorithm (RDA)
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of Aksakalli et al. (2011). The idea behind SRA is to
temporarily pretend, i.e., simulate, that the ambigu-
ous obstacles are riskily traversable for the sole pur-
pose of deciding where to disambiguate next. RDA,
on the other hand, is an efficient algorithm for the SOS
problem that is provably optimal for a restricted class
of SOSP, and it has been shown to perform relatively
well for general instances of the problem.
The contributions of this paper are as follows:
1. Even though discrete SOSP (i.e., CTP) is intrac-
table in general, we present a polynomial-time algo-
rithm when the associated graph is restricted to par-
allel avenues with fixed policies within the avenues.
This presentation has two purposes: first, it illustrates
the difficulty of discrete SOSP even in extremely sim-
ple settings, and second, it shows an alternate inter-
pretation of the reset disambiguation algorithm.
2. We show how the simulated risk and reset dis-
ambiguation algorithms for continuous SOSP can
be adapted to the discrete and lattice-discretized
versions.
3. We propose a generalized framework encom-
passing the simulated risk and reset disambiguation
algorithms that uses penalty functions to guide the
agent’s navigation in real time. Within this frame-
work, we introduce a new algorithm where the nav-
igation is guided by taking into account the dis-
tance from the current location to the termination
point in addition to the disambiguation cost and
true-obstacle probabilities of risk regions. We call
this the DT algorithm (DTA) where DT stands for
“distance to termination.” We present computational
experiments that involve synthetic data as well as
an actual naval minefield data set to illustrate our
algorithms. Our experiments indicate that DTA pro-
vides near-optimal results with minimal computa-
tional resources.
Our presentation of the algorithms involves disk-
shaped regions, and the discretization of the continu-
ous setting is done on an integer lattice. It should be
noted that these algorithms can easily be modified for
regions with different shapes as well as for different
discretization techniques. In fact, the algorithms can
be generalized for discrete SOSPs on arbitrary graphs
in a relatively straightforward manner.
The rest of this paper is organized as follows: §2
discusses the challenges associated with the continu-
ous version of the problem and illustrates the lattice
discretization. Section 3 formally defines the continu-
ous, discrete, and (lattice) discretized SOSP. Section 4
presents a polynomial-time exact method for com-
puting the optimal solution for discrete SOSP when
the associated graph is restricted to parallel avenues
and fixed policies exist within the avenues. Sections 5
and 6 review SRA and RDA, respectively, and present
their adaptations to discrete and discretized SOSP.
Section 7 generalizes these two algorithms as penalty-
based navigation strategies and introduces the DT
algorithm. Section 8 presents computational experi-
ments that compare the performance of DTA against
SRA and RDA. Summary and conclusions are pre-
sented in §9.
2. The Stochastic Obstacle Scene
Problem: Continuous vs.
Discrete Settings
The SOSP is inherently a continuous-space problem.
Specifically, in an appropriate terrain on land or in
sea, an agent can navigate along arc segments asso-
ciated with the possible-obstacle disks. However, a
major challenge in the continuous version of the
problem is to decide where exactly a disk needs to
be disambiguated to achieve the shortest expected
length. In fact, the online supplement (available as
supplemental material at http://dx.doi.org/10.1287/
ijoc.2013.0571) to this article illustrates that in a simple
case with only one disk, the optimal disambiguation
point is a function of the disk’s mark and its compu-
tation requires finding the root of a rather complex
nonlinear equation. Furthermore, the online supple-
ment illustrates via an example with two disks that
the optimal disambiguation point of a particular disk
not only depends on this disk’s mark, but also on the
location and mark of the other disks present in the
obstacle field. Thus, optimal disambiguation points
are not readily computable for all but the most trivial
instances of continuous SOSP.
Given the challenges associated with the continu-
ous version of SOSP, we consider a lattice discretiza-
tion of the problem for convenience and ease of com-
putation. As an illustration, a lattice discretization of
a simple SOSP instance with two disks is shown in
Figure 1 where edges intersecting the disks are shown
in bold. The endpoints of these edges that are out-
side of the disks are designated as the disambigua-
tion points of the corresponding disk. A desirable fea-
ture of the lattice discretization is that its resolution
can be increased or decreased as needed to achieve a
desired balance between accuracy and computational
burden.
Even in the lattice-discretized version of the prob-
lem, finding an algorithm to minimize the total
expected traversal length is a challenging task. This
difficulty arises from the fact that for the agent to
decide its action at any given location, it needs to take
into account what it has learned about the status of all
of the potential obstacles (true, false, or ambiguous,
respectively), and exponentially many such possibili-
ties need to be incorporated into the agent’s decision.
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Figure 1 Lattice Discretization of a Simple SOSP Instance with Two Disks
Note. Edges intersecting the disks are shown in bold.
3. Definition of the Stochastic
Obstacle Scene Problem
This section formally defines the continuous, discrete,
and lattice-discretized SOSPs, respectively.
3.1. Continuous SOSP
Without loss of generality, we shall consider SOSPs
with disk-shaped possible obstacles. We formally
define this problem as follows: consider a marked
point process on a particular region R in 2—this
region shall be called the obstacle field. This process
generates random detections XT 1XF ⊆R (respectively,
called true and false detections), and random marks
T 2 XT → 40117 and F 2 XF → 40117. When observing
a realization of this process, the agent only sees X 2=
XT ∪XF and  2= T ∪F . We assume that, for all x ∈X,
4x5 is the probability that x ∈ XT . We also assume
that whether any one x ∈ X is in XT is independent
of any other x′ ∈ X. For every detection x, the possi-
bly obstacle region Dx is an open disk centered at x
with radius r4x5 > 0, for a given function r2 X →>0.
For any x ∈ X, the probability 4x5 shall be referred
to as the “mark” of the associated disk Dx. That is,
the mark of a disk is essentially the probability that
this disk is a true obstacle and not a false one. Given
a starting point s ∈ R and a destination point t ∈ R,
the agent seeks to traverse a continuous s1 t curve in
4
⋃
x∈XT Dx5
C of shortest achievable arc length (here, C
denotes the set complement operator).
We further suppose that there is a dynamic learning
capability. Specifically, for all x ∈ X, when the curve
is on the boundary ¡Dx, the agent has the option to
disambiguate x, that is, learn if x ∈XT . For a given cost
function c2 X → ≥0, it is assumed that such a dis-
ambiguation shall result in a cost c4x5 being added
to the overall length of the curve. We assume that
there is a limit K on the number of available disam-
biguations. How the agent should route the contin-
uous s1 t traversal curve—and where and when the
disambiguations should be performed—to minimize
the expected length of this curve is called the contin-
uous SOSP.
3.2. Discrete SOSP
The discrete analogue of the previous problem, which
we call the discrete SOSP, is defined as follows: Let
G = 4V1E5 be an undirected graph with designated
vertices s1 t ∈V, and suppose there is a function l2 E→
≥0 assigning a length to each edge; the goal here
is to find a shortest s1 t traversal (walk) in G. How-
ever, not all of the edges may indeed be traversable.
In particular, for a given subset E′ ⊆E of edges, called
stochastic edges, there is a function 2 E′ → 60115 such
that, for each edge e ∈ E′, 4e5 is the probability that
e is not traversable, independent of the other edges.
As in the continuous setting, 4e5 shall be referred to
as the “mark” of the edge e. For clarity of notation,
marks of disks in the continuous setting and marks
of edges in the discrete setting shall both be denoted
by . Edges in E\E′ are deterministic in the sense that
they are known a priori to be traversable. For any
edge e ∈E′, when the traversal is at an endpoint of e,
the agent has the option to disambiguate e—learning
whether e is traversable—at a cost c4e5 added to the
length of the traversal, for some function c2 E′ →≥0.
Edges cannot be traversed until it is known that they
are traversable, and the traversability status of each
edge is static and will never change over the course
of the traversal. Of course, if the agent follows any
particular policy, then the traversal is still random
(and will unfold depending on the results of the dis-
ambiguations, so the traversal will have distribution
specified through ). The agent’s goal, however, is
to find an optimal algorithm in the sense of having
shortest expected length. As in the continuous ver-
sion, we assume that there is a limit K on the number
of available disambiguations. Finding such an opti-
mal algorithm is the discrete SOSP (also known as the
Canadian traveler’s problem (CTP) in the literature).
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To avoid infinite expected length, we assume the exis-
tence of a (possibly very long) s1 t path consisting of
edges from 8e ∈E′2 4e5= 09∪ 4E\E′5.
3.3. Discretized SOSP
As mentioned earlier, optimal disambiguation algo-
rithms are not readily computable for all but the most
trivial instances of continuous SOSP. We therefore
consider a discrete approximation which is, for sim-
plicity and convenience, on a subgraph of the integer
lattice 2. Specifically, it is the graph G whose vertices
are all of the pairs of integers i1 j such that 1 ≤ i≤ imax
and 1 ≤ j ≤ jmax, where imax and jmax are given integers.
There are edges between all pairs of the following
four types of vertices: (1) (i1 j) and (i+ 11 j) with unit
length, (2) (i1 j) and (i1 j+1) with unit length, (3) (i1 j)
and (i+11 j +1) with length √2, and, and (4) (i+11 j)
and (i1 j + 1) with length √2. One vertex in G is des-
ignated as the starting point s; another vertex in G is
designated as the termination point t. The agent is to
traverse from s to t in G, only through edges that do
not intersect any true or ambiguous obstacles. If an
edge intersects any ambiguous obstacle, then a disam-
biguation may be performed from either of the edge’s
endpoints that is outside of the obstacle. As before,
the goal is to develop a policy that minimizes the
expected length of the traversal by effective exploita-
tion of the disambiguation capability (the terms solu-
tion and policy shall be used interchangeably). We call
this lattice discretization as discretized SOSP, which, in
effect, is a special case of discrete SOSP with statistical
dependency among the edges.
4. A Polynomial Algorithm for
Discrete SOSP with Parallel
Avenues
The discrete SOSP has been shown to be NP-hard
(Provan 2003). In this section, however, we present a
polynomial algorithm when the problem is restricted
to graphs consisting of parallel avenues with fixed
policies within the avenues.
4.1. Discrete SOSP on Parallel Graphs
We call a graph G = 4V1E5 parallel if V = 8s1 t9 and
all edges in E have both s and t as endpoints. With-
out loss of generality, the policies that need to be
considered in this case consist of an ordering on E
wherein the edges are disambiguated in this order
until a traversable edge is found, at which point that
edge is traversed. We shall assume that if an edge is
disambiguated and found to be traversable, then it
will be traversed immediately. The following remark
gives a polynomial-time method for discrete SOSP on
parallel graphs with K = . An efficient algorithm for
the problem when K is finite can be found in Blatz
et al. (2010).
Remark 1. Discrete SOSP on parallel graphs can be
solved in O4E log E5 as opposed to the brute-force
approach in O4E!5. Specifically, the policy that orders
the edges by
h4e5 2= l4e5+ c4e5
1 −4e5 (1)
for all e ∈E is optimal.
4.2. Discrete SOSP with Parallel Avenues
We now extend the previous method to the case
where the associated graph consists of nonoverlap-
ping parallel avenues p11 p21 0 0 0 1 pn between s and t.
Suppose that for each one of these avenues, there
exists a policy that specifies the actions of the agent
under any circumstance and at any possible location
within the avenue. Also suppose that if an avenue
is found to be untraversable, it will never be taken
again; the agent will return to s and try another
avenue. The agent will repeat this process until the
destination is reached. We shall call this problem
discrete SOSP with parallel avenues, and denote it
by 8p11 p21 0 0 0 1 pn9. The following remark presents an
optimal policy for this problem.
Remark 2. In discrete SOSP with parallel avenues
p11 p21 0 0 0 1 pn, let ai denote the expected traversal
length of pi conditioned on reaching t, bi denote the
expected traversal length of pi conditioned on travers-
ing back to s, and i denote the probability that pi is
untraversable. The optimal policy for 8p11 p21 0 0 0 1 pn9
is generated via ordering the avenues by h′i 2= ai − bi+
bi/41 − i5. That is, the optimal policy is to traverse
the avenues in increasing h′i, where if the current
avenue is found to be untraversable at some point,
the agent traverses back to s and starts traversing the
next avenue—until arrival at the destination.
We now illustrate an application of this result on
a simple discrete SOSP instance shown in Figure 2.
The associated graph in this instance has three paral-
lel avenues: avenue p1 that consists of edges e1 and e2,
avenue p2 that consists of the edge e3, and avenue p3
that consists of edges e41 e51 e6, and e7. The cost of dis-
ambiguation for each edge is taken as 1 and the mark
of each edge is taken as 0.3. Edge lengths are shown
next to the edges in the figure.
S t
6
76
5
2
3
15
e7
e6
e3
e2e1
e4 e5
Figure 2 Illustration of a Discrete SOSP Instance with
Three Parallel Avenues
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We assume that a depth-first traversal strategy
is adopted within each avenue, which implies that
the two parallel edges e5 and e6 are an instance of the
discrete SOSP on parallel graphs. Application of the
theorem yields that, if e4 is disambiguated and found
to be traversable, first e6 will be disambiguated, as it
has a lower hi value. For each avenue, i1 ai1 bi, and
h′i are calculated as follows:
First Avenue: 1 = 1−007 ·007 = 0051; a1 = 1+6+1+
7 =15; b1 = 4003/00515 ·1+4003 ·007/00515 ·41+2 ·6+15=
60353; h′1 =15−60353+60353/0049=21061.
Second Avenue: 2 = 003; a2 = 1+15 = 16; b2 = 1; h′2 =
16−1+1/007=16043.
Third Avenue: 3 = 1−007 · 41−003 ·0035 ·007 = 005541;
a3 = 1+5+1+003 ·1+ 4003/00515 ·2+ 4003 ·007/00515 ·3+
1+6=16071; b3 = 4003/0055415 ·1+4007 ·003 ·003/0055415 ·
41+2 ·5+1+003 ·15+4007 ·41−003 ·0035 ·003/0055415 ·61+
2·5+103+2·44003/00515·2+4003·007/00515·35+17=8072;
h′3 =16071−8072+8072/004459=27055.
Thus, the optimal policy is to first try avenue p2,
which is edge e3 (since it has the lowest h′ value), then
avenue p1, and finally avenue p3.
5. Discrete Adaptation of the
Simulated Risk Disambiguation
Algorithm
This section adapts the simulated risk disambiguation
algorithm (SRA) in Fishkind et al. (2007) introduced
for continuous SOSP to discrete and lattice-discretized
SOSP (an earlier version of this section’s research
appeared in Aksakalli et al. 2006).
5.1. Adaptation to Discrete SOSP
In our framework, the traversal never uses edges
while they are still ambiguous or are known to be
nontraversable. The key intuition behind SRA is—
for the sole purpose of deciding where to disam-
biguate next—to temporarily pretend (simulate) that
the ambiguous edges are riskily traversable.
Under this simulation of risk, for any s1 t walk W ,
its risk length is defined as
lr4W5 2= − log ∏
e∈W∩E′
41 −4e550
This negative logarithm of the probability that W is
permissibly traversable is a measure of the risk in
traversing W—if the agent were willing to take on
risk. Note that the agent might revisit a vertex over
the course of the traversal, making the final trajectory
a walk (and not a path).
An undesirability function is any function g2 ≥0 ×
≥0 →  that is monotonically nondecreasing in its
arguments; that is to say, for all r11 r21 z11 z2 ∈ ≥0
such that r1 ≤ r2 and z1 ≤ z2, it holds that g4r11 z15 ≤
g4r21 z25. The number g4le4W51 lr4W55 is thought of as
a measure of the undesirability of W in the sense that,
if the agent were required to traverse from s to t in
G under the simulation of risk and without a disam-
biguation capability, the agent would select the walk
g 2= arg min
s−t walks W
g4le4W51 lr4W550
The simplest undesirability functions are the linear
ones where g4r1 z5 2= r + · z for some given constant
> 0, and it is these undesirability functions that we
restrict our attention. To find g in this particular case,
we just need to find a deterministic shortest s− t path
in G via, e.g., Dijkstra’s algorithm where each edge in
E is weighted as follows:
wSRAD 4e5 2= le4e5+ 1e∈E′ · log41 −4e55−11 (2)
where le4e5 is the edge’s Euclidean length (which is
either 1 or
√
2), and 1 is the indicator function (taking
value 1 or 0 depending on whether its subscripted
expression is true or false). The (adapted) SRA for dis-
crete SOSP associated with the linear undesirability
function g4r1 z5 = r +  · z would have the agent do
the following:
1. Find the shortest s1 t path in G with respect to
the edge weights wSRAD . Start from s and traverse this
walk until its first ambiguous edge e is encountered
at vertex v.
2. At this point (since the agent cannot traverse an
ambiguous edge) disambiguate e.
3. If e was just discovered to be traversable, remove
it from E′. If e was discovered to be nontraversable,
set 4e5 2= 1.
4. Repeat this procedure using v as the new s until
t is reached or there are no more disambiguations left,
in which case the shortest unambiguously permissible
path to t is taken.
For a fixed  > 0, denote by p the s1 t walk tra-
versed under SRA. Observe that p is an s1 t-walk-
valued random variable, since its realization depends
on the outcomes of the dictated disambiguations.
We will denote by Ep the expected length of this
walk. In our implementation, the values of  mini-
mizing Elep are computed numerically by evaluating
Elep for a mesh of  values—starting at min = 2 and
incrementing successively by mesh = 5 units until  is
large enough that no disambiguations are performed.
5.2. Adaptation to Discretized SOSP
We now show how SRA can be adapted to discretized
SOSP. Again, under simulation of risk, for any s1 t
walk W , its risk length is defined as
lr4W5 2= − log ∏
Di 2Di∩W 6=
41 −i50
Using a linear undesirability function in the form
of g4r1 z5 2= r +  · z for some given constant  > 0,
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e2e1
e3
e4
4
3
21
Figure 3 Illustration for Computing wSRALD with X  = 4
we need to find a deterministic shortest s1 t path in G,
where each edge in E is weighted as follows:
wSRALD 4e5 2= le4e5+
1
2
X∑
i=1
#comp4e\Di5 · 1e∩Di 6=
· 4 log41 −i5−151 (3)
where #comp4 · 5 is the number of connected com-
ponents of its argument. An illustration is shown in
Figure 3 with corresponding edge weights given in
Table 1.
SRA for discretized SOSP would have the agent do
the following:
1. Find the shortest s1 t path in G with respect to
the edge weights wSRALD . Start from s and traverse this
walk until its first ambiguous edge e is encountered
at vertex v, with edge e intersecting disk Di.
2. At this point (since the agent cannot enter an
ambiguous disk) disambiguate Di.
3. If Di was just discovered to be a false obstacle,
remove disk Di’s center point Xi from X. If Di was
discovered to be a true obstacle, set i 2= 1.
4. Repeat this procedure using v as the new s until
t is reached or there are no more disambiguations left,
in which case the shortest unambiguously permissible
path to t is taken.
Note that the navigation strategies for discrete and
discretized SOSP as dictated by SRA share the fol-
lowing characteristic: The agent first finds the shortest
s− t path with respect to a certain edge weight func-
tion; wSRAD for discrete SOSP and w
SRA
LD for discretized
Table 1 Weights of Edges in Figure 3
Edge Edge weight
e1 1 −  log41 − 15
e2 1
e3 1 − 41/254log41 − 25+ log41 − 355
e4 1 − 41/254log41 − 35+ 2 log41 − 455
SOSP. Next, the agent navigates this path until the
first ambiguous edge or disk is encountered. At this
point, a disambiguation is performed. Based on the
outcome of the disambiguation, either the edge or
disk is removed from the set of stochastic edges
or possible obstacles, or its mark is set to 1. This
procedure is repeated using the current vertex as
the new s until t is reached. We call this the NDR
navigation strategy where NDR stands for “navigate-
disambiguate-repeat.”
6. Discrete Adaptation of the Reset
Disambiguation Algorithm
The reset disambiguation algorithm (RDA) intro-
duced in Aksakalli et al. (2011) for the continuous
SOSP is provably optimal for a particular variant of
the problem, called the reset variant. It is also opti-
mal for a restricted class of instances for the original
SOSP. Otherwise, the algorithm is generally subopti-
mal, but it is both effective and efficiently computable.
In what follows, we describe the idea behind RDA
and present its adaptation to discrete and discretized
SOSP, respectively.
In discrete SOSP, traversability status of stochastic
edges are fixed and they never change until the s − t
navigation is completed. In the reset variant, how-
ever, each time an edge e ∈ E′ is disambiguated, its
status is governed by independent Bernoulli trials
with probability 4e5. If at a given time a disambigua-
tion determines that e is traversable, then the agent
may traverse e immediately, and e remains traversable
until the agent reaches the other end point. Other-
wise, immediately after each disambiguation of e, the
status of e is “reset” and it becomes ambiguous again.
Assuming that K = , an optimal policy in this reset
setting can be determined by the following observa-
tion: if an optimal policy dictates at any time that e is
disambiguated, and if the disambiguation finds that e
is nontraversable, then, by Bellman’s principle of opti-
mality, the optimal policy will dictate that e be dis-
ambiguated again. The reason is that, with the reset-
ting of e, the agent’s current state is identical to the
agent’s state right before the first disambiguation of e.
Thus, e must be repeatedly disambiguated until it is
traversable. Hence, the number of disambiguations
needed is a geometric random variable with expected
value 1/41 − 4e55. This indicates that under an opti-
mal policy, the agent may view e as if it was determin-
istically traversable at a cost c4e5/41 − 4e55. This cost
is defined to be  if 4e5 = 1 regardless of c4e5, and
it is in addition to the edge’s Euclidean length le4e5.
Thus, the optimal policy in the reset variant of dis-
crete SOSP boils down to finding a deterministic s− t
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path in G where the edge weights are defined as
follows:
wRDAD 4e5 2= le4e5+ 1e∈E′ ·
c4e5
1 −4e5 0 (4)
The idea in the reset disambiguation algorithm is to
use the weights wRDAD (for the reset variant) in exactly
the same fashion as SRA (for the original nonreset
problem) using the NDR navigation strategy. It is easy
to see that adaptation of RDA for discretized SOSP
can be achieved by using the following weight func-
tion under the NDR navigation strategy:
wRDALD 4e5 2= le4e5+
1
2
X∑
i=1
#comp4e\Di5 · 1e∩Di 6=
· c4e5
1 −4e5 0 (5)
Per Equation (4), the reset disambiguation algo-
rithm for discrete SOSP on a parallel graph with
only stochastic edges would dictate that the edges
are disambiguated in increasing order of le4e5 +
c4e5/41 −4e55. On the other hand, per Theorem 1,
this is precisely the optimal policy for the problem.
That is, despite the fact that RDA is suboptimal
for discrete SOSP in general, it is indeed optimal
when the problem is restricted to parallel graphs.
This observation essentially indicates that RDA can
be interpreted in two different ways: it can either be
seen as using the optimal edge weights of the reset
variant, or it can be seen as using the optimal edge
weights for parallel graphs in the original nonreset
version—both within the paradigm of the NDR nav-
igation strategy. It should be noted that either inter-
pretation of the RD algorithm stands as an interesting
idea in the design of suboptimal algorithms for chal-
lenging optimization problems:
• Consider a variant of the original problem for
which an efficient optimal algorithm can be com-
puted, and then use this algorithm as a suboptimal
algorithm for the original problem, or
• consider a special case of the original problem
for which an efficient optimal algorithm can be com-
puted, and then use this algorithm as a suboptimal
algorithm for the original problem.
Even more interestingly, in the case of the RD algo-
rithm for SOSP, both ideas result in exactly the same
suboptimal algorithm, and it performs rather well for
the original problem.
7. Generalizing SRA and RDA:
Penalty-Based Algorithms and DTA
The ideas behind the simulated risk and reset dis-
ambiguation algorithms for discrete SOSP are fund-
amentally different: SRA is based on the idea of
temporarily pretending that ambiguous edges are
riskily traversable. On the other hand, RDA is based
on the idea of using the optimal weights of a reset
variant in the original nonreset version (or the opti-
mal weights for parallel graphs on arbitrary instances).
However, a common feature they share is that both
algorithms employ the NDR strategy, although with
different weight functions. In this section, we show
how this framework can be generalized to allow
for different weight functions, hence new algorithms,
to potentially improve upon both SRA and RDA
as well as address their respective shortcomings as
discussed later.
We first observe that the weight functions used by
SRA and RDA can be generalized as follows for dis-
crete SOSP using the notion of “penalty functions”:
wFD4e5 2= le4e5+ 1e∈E′ · F 4e51 (6)
and for discretized SOSP as:
wFLD4e5 2= le4e5+
1
2
X∑
i=1
#comp4e\Di5·1e∩Di 6= ·F 4e50 (7)
In SRA, the penalty function F is specified as
FSR4e5 2=  log41 − 4e55−1, whereas it is defined as
FRD4e5 2= c4e5/41 − 4e55 for RDA. For the purpose of
generalizing this idea, we define “a penalty-based dis-
ambiguation algorithm” as deployment of the NDR
navigation strategy with the weight function wFD4e5 for
discrete SOSP and wFLD4e5 for discretized SOSP with
an arbitrary (nonnegative) penalty function F 4e5.
A major downside of SRA is that it needs to
“fine-tune” the penalty term via the  parameter for
improved performance. The best value of this param-
eter is essentially found by brute force. Thus, a clear
advantage of RDA over SRA is the lack of a fine-
tuning parameter that results in significant computa-
tional savings. Aksakalli et al. (2011) illustrates, via
computational experiments, that performance of RDA
is comparable to that of SRA, whereas the run time of
SRA is about 60 times greater than that of RDA. Thus,
it can be argued that FRD is a “better” penalty function
compared to FSR. A reasonable question at this point
is if there exist penalty functions even better than FRD
in the sense that the NDR navigation strategy with
these functions results in shorter expected traversal
lengths compared to those obtained by FRD. Of course,
FSR and FRD are special, as the first one is motivated
by the idea of risk simulation, whereas the latter is
provably optimal in the case of parallel graphs. How-
ever, it is not unreasonable to expect that a different
penalty function other than FSR and FRD may outper-
form them.
Before we attempt to answer this question, we point
out a limitation of RDA. Despite its good perfor-
mance and lack of need for a fine-tuning parameter,
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a significant limitation of the weight function FRD,
hence RDA, is that it cannot be used when the dis-
ambiguation cost is zero. In many practical applica-
tions of SOSP, however, the disambiguation cost can
be zero. A simple example is an instance of the prob-
lem where a disambiguation can be performed visu-
ally with a clear line of sight. Thus, in our quest for
better penalty functions, we would like to be able to
address this limitation.
A reasonable approach to handle zero disambigua-
tion cost is to have the cost as an additive term in
the penalty function. Furthermore, any meaningful
penalty function needs to be monotonically nonde-
creasing in c4e5 and 4e5 for stochastic edges in
discrete SOSP and for edges that intersect possible
obstacles in discretized SOSP. With these two observa-
tions in mind, we experimented with a large number
of penalty functions with an additive cost term that
are also monotonically nondecreasing in c4e5 and 4e5.
We also tried penalty functions that account for differ-
ent metrics in the obstacle field. One particular metric
we considered was the distance of an edge’s midpoint
to the termination point t, which we denote by dt4e5.
Our experiments included an actual naval minefield
data set, as discussed in §8, as well as synthetic data
that possess similar characteristics to this minefield
data set. After extensive computational experiments,
we observed that one particular penalty function con-
sistently outperformed FRD and other functions in
most instances. This penalty function is presented as
follows:
FDT 4e5 2= c4e5+
(
dt4e5
1 −4e5
)− log41−4e55
0 (8)
This function includes a dt4e5 term, and therefore
it is called FDT . The disambiguation algorithm that
uses the FDT penalty function with the NDR nav-
igation strategy is called the DT algorithm (DTA).
In particular, DTA uses the following weight for
discrete SOSP:
wDTAD 4e5 2= le4e5+ 1e∈E′
·
(
c4e5+
(
dt4e5
1 −4e5
)− log41−4e55)
1 (9)
and the weight for discretized SOSP:
wDTALD 4e5 2= le4e5+
1
2
X∑
i=1
#comp4e\Di5 · 1e∩Di 6=
·
(
c4e5+
(
dt4e5
1 −4e5
)− log41−4e55)
0 (10)
7.1. Illustration of the Algorithms
We now illustrate applications of the RD, SR, DT,
and the optimal algorithms on the simple discretized
SOSP instance shown in Figure 1, this time taking
disk radii as 4.5 nondiagonal lattice edges. For con-
sistency with our definition of discretized SOSP, this
instance is scaled as follows: The starting point is taken
as s = 42165, termination as t = 426165; first disk cen-
ter as 48165, and second disk center as (20, 6). Marks
of the first and second disks are taken as 0.2 and
0.1, respectively, and cost of disambiguation is taken
as 0.4. The optimal algorithm we utilize is the BAO∗
algorithm, which stands for AO∗ with bounds. Intro-
duced in Aksakalli (2007), BAO∗ improves upon the
AO∗ algorithm by efficiently exploiting the problem
structure, and searches only a very small fraction of
the solution space. Consequently, the algorithm uses
significantly fewer computational resources compared
to AO∗ and stochastic dynamic programming. Super-
imposed walks as dictated by RDA are displayed in
Figure 4(a). These walks are described next.
• Start at vertex s and disambiguate the first disk
x1 at vertex A. If x1 is found to be a false obstacle,
traverse to B and disambiguate x2 at that vertex. If x2
is found to be a false obstacle as well, directly tra-
verse to t. If x2 is found to be true, traverse to t while
avoiding x2, namely, via vertices C, D, E, and F .
• If x1 is found to be a true obstacle, traverse to
vertex D while avoiding x1 and disambiguate x2 at D.
If it is found to be a false obstacle, traverse to t via
vertex F . If x2 is found true, traverse to t via vertices
E and F while avoiding x2. Total expected traversal
length is 26.83 units.
Superimposed walks as dictated by the SR, DT, and
BAO∗ algorithms are displayed in Figure 4(b) and
explained as follows.
• Start at vertex s and disambiguate the first disk
x1 at vertex A. If x1 is found to be a false obstacle,
traverse to B and disambiguate x2 at that vertex. If x2
is found to be a false obstacle as well, directly tra-
verse to t. If x2 is found to be true, traverse to t while
avoiding x2, namely, via vertices C, D, E, and F . Note
that these walks are exactly the same as in RDA.
• If x1 is found to be a true obstacle, traverse to
vertex C while avoiding x1 and disambiguate x2 at C.
If it is found to be a false obstacle, traverse to t via
vertex F . If x2 is found true, traverse to t via vertices
D, E, and F while avoiding x2. Total expected traversal
length is 26.34 units.
The main difference between RDA and the other
algorithms is that if x1 is disambiguated and found
to be a true obstacle, RDA dictates disambiguation of
x2 at vertex D, whereas the other algorithms dictate
its disambiguation at vertex C, resulting in a 0.49-unit
decrease in the expected traversal length. Thus, in this
particular case, SRA and DTA find the optimal policy
while RDA yields a suboptimal one.
D
ow
nl
oa
de
d 
fro
m
 in
fo
rm
s.o
rg
 b
y 
[1
40
.23
4.2
55
.9]
 on
 17
 N
ov
em
be
r 2
01
4, 
at 
20
:42
 . F
or
 pe
rso
na
l u
se
 on
ly,
 al
l r
igh
ts 
res
erv
ed
. 
Aksakalli and Ari: Algorithms for Stochastic Obstacle Scenes
378 INFORMS Journal on Computing 26(2), pp. 370–384, © 2014 INFORMS
(a) Superimposed walks as dictated by RDA. In this particular case, RDA fails to find the optimal policy
(b) Superimposed walks as dictated by SRA, DTA, and the optimal algorithm BAO*
S A B
C
D
E
F
D
C
BAS
E
F
t
t
Figure 4 Illustration of the RD, SR, DT, and Optimal Algorithms on the Problem Instance Shown in Figure 1, This Time with Disk Radii Taken as
4.5 Nondiagonal Lattice Edges
8. Computational Experiments
This section empirically compares the performances
of SR, RD, and DT algorithms. The specific applica-
tion domain we consider is maritime minefield nav-
igation, which has received considerable attention
from scientific and engineering communities recently
(Witherspoon et al. 1995, Muhandiramge 2008). A par-
ticular instance we consider is a United States Navy
minefield data set (called the COBRA data) that first
appeared in Witherspoon et al. (1995) and was later
referred to in Priebe et al. (1997, 2005), Fishkind et al.
(2007), Ye and Priebe (2010), Ye et al. (2011), and
Aksakalli et al. (2011). The COBRA data is illustrated
in Figure 5 and tabulated in Table 2. This data set has
a total of 39 disk-shaped possible obstacles: 12 of these
disks are mines (i.e., true obstacles) and the remain-
ing ones are clutter (that is, false obstacles). For con-
venience, original data coordinates were scaled and
shifted so that disk centers are inside the region
6101907× 6101907. The starting point is s = 4541805 and
the termination point is t = 4541105 with disk radius
taken as r = 5.
Our experiments were conducted in the following
three simulation environments:
Environment A: The actual COBRA data.
Environment B: COBRA-like instances with 12 true
and 27 false disk-shaped obstacles. Centers of these
39 disks were randomly sampled from the uni-
form distribution over the region 6101907 × 6101907.
To make the disk layout more formidable in this envi-
ronment, it was conditioned that the zero-risk s − t
path length was at least 130 units. Here, the zero-risk
s− t path is defined as the shortest s− t path over the
integer lattice that avoids all stochastic edges, i.e., the
edges intersecting any disks.
Environment C: Instances with 40 true and 100 false
disk-shaped obstacles. As in Environment B, centers
of the false obstacles were randomly sampled from
the uniform distribution over the region 6101907 ×
6101907. Centers of the true obstacles, however, were
sampled from a V -shaped obstacle placement win-
dow, as described in §8.3.
In Environments B and C, marks of the true obsta-
cles were sampled from Beta(2, 6) (with a mean
of 0.75), and marks of the false ones were sampled
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Figure 5 Illustration of the COBRA Data
Note. In the figure, gray intensity scale of disks reflects marks of each disk,
with darker colors indicating a higher mark.
from Beta(6, 2) (with a mean of 0.25). Also, the start-
ing and termination points were taken as s = 45011005
and t = 450115, respectively, for both of the environ-
ments. In addition, in all three environments, the nav-
igation area was considered to be the eight-adjacent
integer lattice over 6111007× 6111007 with disk radius
being r = 5. This setup ensures that there is always an
admissible path from s to t.
Computing the expected length of a walk in all
three variants of the SOSP requires computation of
walk lengths for each possible outcome of any dis-
ambiguations performed. Thus, complexity of com-
puting expected walk length of any policy is O42K5.
In other words, even though a penalty-based algo-
rithm can be executed efficiently in real time, compu-
tation of the expected length of the associated walk is
exponential in K.
In Environments A and B, we compare perfor-
mances of SRA, RDA, and DTA, and we only consider
Table 2 Scaled and Shifted Center Coordinates and Marks of COBRA Disks
x-coord. y -coord.  x-coord. y -coord.  x-coord. y -coord. 
46.13 39061 000731 50049 24026 001033 83062 16033 001165
30.21 54062 001379 56083 20050 001527 44087 66045 001668
47.88 34051 001718 40055 76093 001939 43043 26022 002575
21.93 53022 003309 69082 51065 004353 65064 11008 004412
37.36 29094 004917 29047 37021 005215 59042 20011 005418
38.90 57022 005609 32007 31037 005745 45071 24083 005831
86.12 15083 005902 52001 56080 005994 41014 27041 006200
8.43 74026 006399 37000 43089 006416 72053 18022 006527
22.98 40029 006543 70033 18061 006564 29078 32015 006566
63.54 24081 001887 64004 37065 005149 27000 37097 005280
46.07 71000 005609 65016 64001 005653 37036 18003 006108
39.43 70031 006171 75051 42083 006189 76011 55073 006405
38.29 44020 006444 28016 64010 006567 64055 50098 008515
Note. Disks in the first nine rows are false obstacles, whereas the ones in the last four rows (shown in bold) are true obstacles.
cases where K = 1 or K = 2. In Environment C, we let
K =  and we compare performances of only RDA
and DTA (SRA is not included in the comparison
due to the excessive run times required for meshing
of the  parameter). Our goal in Environment C is
two-fold: (1) compare RDA and DTA in the pres-
ence of an unlimited disambiguation capability, and
(2) compare performances of these algorithms when
true obstacles are placed strategically inside the nav-
igation area. Regarding the first goal, computation of
the expected walk length for unlimited K is compu-
tationally infeasible due to the exponential nature of
the process. For this reason, instead of the expected
walk length, we compare RDA and DTA based on
the lengths of the actual s − t walks as dictated by
the respective algorithms. Within the context of the
second goal, Aksakalli and Ceyhan (2012) consider
the problem of identifying optimal obstacle placement
patterns in SOSP that maximize traversal length of the
navigating agent in a game-theoretic sense. Our sec-
ond goal therefore is a rather interesting analysis from
a game theory point of view as what we investigate
is whether performance of our disambiguation algo-
rithms is affected by specific location of the true obsta-
cles as determined by an obstacle placing agent.
Another particular characteristic we would like to
investigate is the sensitivity of the performances of
the navigation algorithms to the cost of disambigua-
tion. For this purpose, we consider seven different
disambiguation costs (c = 01112141618110) in each
one of the above environments where it is assumed
that disambiguation cost is the same across all the
disks.
8.1. Environment A (The COBRA Data)
Experiments
This section compares the performances of the SR,
RD, and DT algorithms for the COBRA data. In this
section only, we also include the optimal policy in
the comparison where this policy is obtained via the
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Table 3 COBRA Data Simulation Results
K c EOPT4c5 ERDA4c5 EDTA4c5 ESRA4c5 %DORDA4c5 %DODTA4c5 %DOSRA4c5
1 0 80002 — 80017 80002 — 0018 0000
1 81002 105033 81017 81002 30000 0018 0000
2 82002 82017 82017 82002 0018 0018 0000
4 84002 84002 84017 84002 0000 0017 0000
6 86002 86002 86017 86002 0000 0017 0000
8 88002 88017 88017 88002 0017 0017 0000
10 90002 90017 90017 90002 0016 0016 0000
2 0 75047 — 80025 77037 — 6034 2051
1 77047 102072 78063 78047 32059 1050 1029
2 79047 82036 79074 79057 3064 0033 0013
4 81077 84058 81094 81078 3044 0021 0001
6 83097 83099 84015 83099 0002 0021 0002
8 86018 86043 86036 86019 0028 0020 0002
10 88039 88063 88056 88040 0028 0020 0001
Notes. Expected lengths of the policies obtained by the respective algorithms are denoted by E4c5 superscripted by the algorithm
name. %DO4c5 denotes percent deviation from the optimal for the respective suboptimal algorithms.
BAO∗ algorithm. Comparison results are presented
in Table 3. On a 3.8 GHz personal computer, exe-
cution time of both the RD and DT algorithms was
0.312 seconds per run on average, whereas that of
the SR algorithm was 18.5 seconds per run. Total run
time required for computation of the optimal policy in
Table 3, on the other hand, was 11 days and 17 hours.
In the table, expected length of the optimal policy
is denoted by EOPT4c5 for a disambiguation cost of
c. The expected length of the policy corresponding
to the best  value for SRA is denoted by ESRA4c5,
whereas expected lengths of the policies obtained by
RDA and DTA are denoted by ERDA4c5 and EDTA4c5,
respectively. Percent deviation of the expected walk
lengths found by the suboptimal algorithms from
that of the optimal policy is denoted by %DO4c5
superscripted by the algorithm name. For instance,
%DORDA4c5= 44ERDA4c5−EOPT4c55/EOPT4c55 ∗ 100.
As expected, SRA shows somewhat better perfor-
mance compared to DTA (and especially RDA) as
it fine-tunes the penalty term via the  parameter,
although it runs about 60 times slower compared to
either algorithm. RDA is not even applicable for c = 0,
and it shows the worst performance at %DORDA415=
30 for K = 1, and %DORDA415 = 32059 for K = 2,
respectively. However, %DORDA4c ≥ 65 is below 0.3 for
both K.
In comparison, for K = 1, %DODTA4c ≥ 05 is
below 0.2, whereas for K = 2, median %DODTA4c ≥ 05
is merely 0.21. Also, maximum %DODTA4c ≥ 15 is 1.5,
whereas maximum %DORDA4c ≥ 15 is significantly
higher at 32.59. In addition, the difference between
%DORDA4c ≥ 15 and %DOSRA4c ≥ 15 is never more
than 0.21. Thus, in general, solutions obtained by
DTA compare favorably to both the optimal solutions
as well as those obtained by SRA for the COBRA
data. The same observation holds for RDA, but only
when c ≥ 6.
8.2. Environment B Experiments
This section compares performances of RDA, DTA,
and SRA on COBRA-like instances with 12 true and
27 false disk-shaped obstacles where disk centers
were randomly sampled from the uniform distribu-
tion over the region 6101907× 6101907. We generated
100 such instances where the zero-risk s − t path
length was conditioned to be at least 130 units.
Comparison results including means and standard
deviations of the expected lengths along with the
zero-risk lengths are presented in Table 4. Let ERDAmean4c5
and ERDAstd 4c5 denote the mean and standard deviation
of the expected lengths of the solutions obtained by
RDA for disambiguation cost c. For all the c1K combi-
nations considered, we observe that EDTAmean <E
RDA
mean and
that EDTAstd < E
RDA
std . Interestingly, the difference in the
means increases as c decreases.
We now digress briefly and consider how EOPT4c5
changes if c is increased by  > 0 units. For K = 1, if
the optimal policy requires a disambiguation, then it
holds that EOPT4c + 5 = EOPT4c5 + , which can eas-
ily be shown by contradiction. For K ≥ 2, let us con-
sider a special case where the optimal policy requires
exactly K disambiguations regardless of the outcomes
of previous disambiguations (such a scenario is likely
to be the case when K is small and number of pos-
sible obstacles is large). In that case, if c is increased
by  units, then in the best possible scenario, it would
hold that EOPT4c + 5 = EOPT4c5 +  (this can also
be shown by contradiction). However, EOPT4c5 +  is
merely a lower bound for EOPT4c + 5. Appendix A
provides a simple parallel graph example where the
optimal expected length increases by 2.22 units when
the cost is increased by 2 units. Another example
is the COBRA data: for K = 2, when the disam-
biguation cost is increased from 4 to 6, the optimal
expected length increases from 81.77 to 83.97, which is
a 2.2-unit increase. We conjecture that for any discrete
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Table 4 Environment B Simulation Results
Zero-risk ERDA4c5 EDTA4c5 ESRA4c5 ERDA4c5− EDTA4c5 EDTA4c5− ESRA4c5
K c Mean Std. Mean Std. Mean Std. Mean Std. Mean Mean
1 0000 134008 4080 — — 121034 12070 118016 7016 — 3018
1000 134008 4080 130004 13099 121052 12011 118097 6092 8052 2055
2000 134008 4080 127085 14004 122018 11086 119094 6086 5067 2024
4000 134008 4080 124089 10046 123035 9074 121085 6069 1054 1050
6000 134008 4080 126004 10047 125032 9071 123071 6044 0072 1061
8000 134008 4080 127048 10009 126060 7050 125050 6014 0087 1011
10000 134008 4080 128042 7048 128034 7024 127014 5072 0008 1020
2 0000 134008 4080 — — 114012 7013 112032 5026 — 1080
1000 134008 4080 122014 11007 115023 6067 113084 5023 6091 1039
2000 134008 4080 121010 11006 116048 6064 115025 5025 4062 1022
4000 134008 4080 120047 8046 118093 6095 117089 5042 1054 1004
6000 134008 4080 121090 7053 121036 7011 120039 5059 0053 0097
8000 134008 4080 123078 7036 123041 6079 122077 5067 0037 0063
10000 134008 4080 125072 6083 125059 6072 124098 5060 0013 0061
SOSP instance for which the optimal policy dictates
at least one disambiguation, it holds that EOPT4c+5≥
EOPT4c5+ .
Back to the simulation results, a close inspection
reveals a rather peculiar behavior regarding RDA.
For K = 1, ERDAmean415≈ 130, whereas ERDAmean425≈ 128 and
ERDAmean445 ≈ 125. A similar behavior is exhibited for
K = 2. The observation that ERDAmean decreases as the dis-
ambiguation cost increases (where, in fact, it should
be the opposite) suggests the following: the penalty
function FRD4e5 = c4e5/41 − 4e55 is perhaps not pro-
viding “the right amount of penalty” to guide the
navigation when c is relatively small. An alternative
interpretation is that performance of RDA seems to
improve as the disambiguation cost increases. The fact
that %DORDA is below 0.3 only when c ≥ 6 for the
COBRA data is another indication that RDA requires
relatively high disambiguation costs for adequate per-
formance. This behavior, on the other hand, can be
seen as an important limitation of RDA—in addition
to the limitation that this algorithm cannot be used in
the case of zero disambiguation cost.
In contrast, for all the c1K combinations consid-
ered, EDTAmean strictly increases as c increases. Thus, DTA
Table 5 Environment C Simulation Results
Zero-risk ARDA4c5 ADTA4c5 ARDA4c5−ADTA4c5
K c Mean Std. Mean Std. #Exceed Mean Std. #Exceed Mean
 0 159091 5079 — — — 141023 19047 2 —
1 159091 5079 208020 68020 70 145045 18015 2 62076
2 159091 5079 210020 70098 64 148014 17026 2 62006
4 159091 5079 185010 65014 32 152011 15052 2 32099
6 159091 5079 171055 50043 18 154063 9090 1 16092
8 159091 5079 162051 31082 7 157000 8064 1 5051
10 159091 5079 160057 20036 4 157099 7018 0 2058
Notes. Actual traversal lengths of the policies obtained by the respective algorithms are denoted by A4c5 superscripted by the algorithm name. The #Exceed
columns denote the number of instances for which the actual traversal lengths exceed the zero-risk path lengths.
does not seem to suffer from the limitation of RDA
mentioned earlier. In addition, the median difference
between EDTAmean and E
SRA
mean is merely 1.3 units for the
entire data in Table 4.
8.3. Environment C Experiments
This section compares performances of RDA and
DTA on instances with 40 true and 100 false disk-
shaped obstacles in the presence of an unlimited
disambiguation capability. Centers of the false obsta-
cles were randomly sampled from the uniform dis-
tribution over the region 6101907 × 6101907. Similar
to what was done in Aksakalli and Ceyhan (2012),
centers of the true obstacles were sampled from a
V -shaped obstacle placement window with a vertical
width of 10 units. The top left corner of this win-
dow was taken as 4x1y5= 4101705, with the remaining
corner points being 4501405, 4901705, 4901605, 4501305,
and 4101605.
Comparison results for 100 randomly generated
such instances are presented in Table 5. In the table,
actual traversal lengths of the policies obtained by
RDA and DTA are denoted by ARDA4c5 and ADTA4c5,
respectively. These lengths are calculated by using the
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actual status information of disks as the agent nav-
igates and performs disambiguations in the obstacle
field. The number of instances for which the actual
traversal lengths exceed the zero-risk path lengths are
shown in columns labeled “#Exceed.”
Similar to the simulation results in Environment B,
we observe that ARDAmean decreases as the disambigua-
tion cost increases, this time even more drastically.
For instance, ARDAmean415≈ 208, whereas ARDAmean4105≈ 161.
This indicates that performance of RDA deterio-
rates significantly for small c in this particular sim-
ulation environment. In addition, ARDA#Exceed415 = 70
out of 100 instances. Likewise, ARDA#Exceed425 = 64 and
ARDA#Exceed445 = 32, which are all relatively high values.
On the other hand, ADTA#Exceed never exceeds 2 for any of
the cost values considered. One other observation is
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(a) Navigation dictated by RDA
(b) Navigation dictated by DTA
Figure 6 An Instance in Environment C and s−t Traversals as Dictated
by RDA and DTA, Respectively
that ARDAmean always exceeds the corresponding zero-risk
length mean, which essentially suggests that, on aver-
age, RDA does not provide any improvement over
the zero-risk path in actual s − t traversals. In con-
trast, ADTAmean is always smaller than the corresponding
zero-risk length mean, thereby providing the navi-
gating agent a strict improvement over the zero-risk
path on average. In fact, the difference between ARDAmean
and ADTAmean can be as high as 62.76 units (for c = 1),
although this difference reduces as the disambigua-
tion cost increases. Regarding the standard deviations,
ADTAstd is considerably smaller compared to A
RDA
std for
all the cost values considered. That is, in general,
DTA provides substantially better policies compared
to RDA on average (especially for smaller c) while
having a much smaller standard deviation. Also in
favor of DTA is the observation that ADTAmean strictly
increases as c increases.
Illustrated in Figure 6 is a problem instance in Envi-
ronment C and the s− t traversals as dictated by RDA
and DTA, respectively, for c = 2. In this particular
case, zero-risk length is 156.78, whereas ARDA = 204054
and ADTA = 131012. It appears from the figure that
RDA gets trapped inside the elbow-like region of the
V -shaped area, whereas DTA quickly finds the pas-
sage on the left side of the V shape and then directly
traverses to t.
9. Summary and Conclusions
The stochastic obstacle scene (SOS) problem is a
challenging stochastic optimization problem that has
practical applications in important domains such as
robot navigation in stochastic environments, mine-
field navigation, and adaptive traffic routing.
Two previously introduced suboptimal algorithms
for the SOS problem are the simulated risk (SR) and
reset disambiguation (RD) algorithms. SRA is based
on the idea of temporarily pretending that ambigu-
ous regions are riskily traversable. On the other hand,
the idea behind RDA is to use the optimal navigation
strategy in a reset variant as a suboptimal strategy in
the original problem. In this study, we adapt SRA and
RDA originally proposed for continuous SOSP to dis-
crete and lattice-discretized SOSP. We then present a
polynomial-time method when the associated graph
is restricted to parallel graphs. Having identified this
method, we make a rather interesting observation that
the optimal edge weights in this parallel graph special
case are the same as the weights in the reset variant
of the original problem, and hence RDA. This connec-
tion stands as an alternative interpretation of RDA.
Both SRA and RDA employ a NDR strategy guided
by particular penalty functions. A major downside of
SRA is that it needs to fine-tune the penalty term via
brute force to achieve reasonable performance levels.
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RDA does not require such a fine-tuning parameter,
yet it has a significant limitation in the sense that it
cannot be used when the disambiguation cost is zero.
In an attempt to address respective shortcomings
of SRA and RDA, we first propose a generalized
framework encompassing these algorithms that uses
penalty functions to guide the navigation in real
time. Within this framework, we introduce a new
suboptimal algorithm called the DT algorithm that
uses a new penalty function taking into account edge
distances to the termination point. DTA addresses
limitations of both SRA and RDA in that it does
not require a fine-tuning parameter and it can be
used even with a zero disambiguation cost. Com-
putational experiments involving an actual mine-
field data set called the COBRA data suggest that
DTA provides near-optimal results with minimal
computational resources. In the meantime, simula-
tions involving COBRA-like synthetic data indicate
a rather subtle weakness of RDA: performance of
this algorithm depends heavily on the disambigua-
tion cost. In particular, RDA requires relatively large
costs for acceptable performance. In contrast, DTA
did not suffer from this weakness in our experiments
and consistently gave superior results regardless of
the cost.
At this point, a critical observation needs to be
made: despite the fact that DTA performed remark-
ably well for COBRA and COBRA-like problem
instances in our simulations, it may or may not
perform at the same level on obstacle fields with dif-
ferent topologies or with noncircular obstacle regions.
Further research on instances with different charac-
teristics is required to confirm that high performance
of DTA is consistent across various problem settings.
To that end, it might as well be the case that per-
haps a different penalty function outperforms that
of DTA in certain problem environments. Nonethe-
less, the NDR strategy guided by appropriate penalty
functions seems to be an efficient and effective algo-
rithmic framework for SOSP, and our study could be
seen as a showcase of this framework using the DT
penalty function on an important real-world variant
of the problem.
Supplemental Material
Supplemental material to this paper is available at http://dx
.doi.org/10.1287/ijoc.2013.0571.
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Appendix A. Impact of Cost Change in
Parallel Graphs
This section provides an example of a parallel graph for
which optimal policy changes when the disambiguation
cost changes. The parallel graph in this simple instance has
two edges e1 and e2 with respective lengths l1 = 10551 l2 =
3097, and marks 1 = 00551 2 = 0008. Two different costs
are considered: c = 2 and c = 4, where c1 = c2 = c. Note
that there are only two feasible policies in this case, which
are denoted by P1 = 8e11 e29 and P2 = 8e21 e19. In particular,
P1 dictates disambiguation of e1 and then e2, whereas the
ordering in P2 is the opposite. For c = 2 and c = 4, expected
length calculations corresponding to policies P1 and P2 are
shown where the optimal policies are marked with an aster-
isk for the respective costs:
• EP
∗
1 425= 2+41−00555410555+005542+41−000854309755=
5081,
• EP2 425= 2+ 41−00085430975+000842+ 41−005554105555=
5087,
• EP1 445= 4+ 41−00555410555+005544+ 41−000854309755=
8091,
• EP
∗
2 445= 4+41−00085430975+000844+41−005554105555=
8003.
Interestingly, when cost is increased from 2 to 4, policy
P1 is no longer optimal. Thus, the optimal disambiguation
sequence changes when the cost changes. In this particular
case, EP1 445 = 8091 = EP1 425 + 301. In addition, again, when
cost is increased from 2 to 4, the optimal expected length
increases from 5.81 to 8.03, which is a 2.22-unit increase.
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