Abstract. Poisson-Nernst-Planck equations are a coupled system of nonlinear partial differential equations consisting of the Nernst-Planck equation and the electrostatic Poisson equation with delta distribution sources, which describe the electrodiffusion of ions in a solvated biomolecular system. In this paper, some error bounds for a piecewise finite element approximation to this problem are derived. Several numerical examples including biomolecular problems are shown to support our analysis.
Introduction
In this paper, we shall analyze the finite element approximation for a widely used mathematical model-Poisson-Nernst-Planck (PNP) equations in the biomolecular modeling area as follows:
where φ is the electrostatic potential and p i is the concentration of the i-th ion species. This model is used to describe the electrodiffusion of mobile ions in a solvated biomolecular system. The model and its application have been discussed by authors such as [14, 16, 17] . Here the electrostatic potential is induced by the mobile ions and the fixed charges carried by biomolecules. Since the analytic solutions of the PNP equations only exist in very few cases for simple shape molecules with continuous dielectric coefficient ǫ, numerical solutions of the PNP equations become natural. A variety of numerical methods such as finite element method, finite difference method and boundary element method etc. have been applied to solving the PNP and PNP-like systems (cf. [6, 9, 10, 13-15, 19, 20, 27] etc). Among those approaches, the finite element method is considered to be very promising in which irregular shapes can be fitted more easily. Moreover, the finite element method allows fine meshes to be put where they are needed, such as at interfaces, and coarser meshes to be put far from the molecule, where spatial changes in electrostatic potential are small.
In contrast to amount of work on the numerical computations of PNP equations, the work of mathematical analysis of PNP equations seems very limited, especially for finite element method. The existence and stability for the solutions of PNP equations are established by [12] for 1-D PNP model for electron flows in semiconductors. Singular perturbation methods and asymptotic analysis are applied to study the solution properties of 1-D PNP equations in [5] . We are not aware of any mathematical analysis for the finite element approximation of the PNP equations.
The main difficulties for mathematical analysis for the PNP equations (1.1) are Dirac distribution sources and nonlinear coupling. To deal with the Dirac distribution sources, we decompose the electrostatic solution φ as an unknown solutionφ∈H 1 of a regularized Poisson equation and a known Green function G as follows (see Section 3 below):
Such a decomposition is commonly used in numerical computation (see e.g., [14, 28] ) and mathematical analysis (see e.g., [7, 22] ) of the equations with Dirac distribution sources. In [7] , the error bounds for the finite element approximation to the regularized solutionφ are given for the Poisson-Boltzmann equation which is not a coupled system. To deal with the nonlinear coupling, our arguments here build upon the techniques of [11] . In [11] , the error bounds for the Joule heating problem are presented (some related works on numerical analysis for such kind of nonlinear problems refer to e.g., [2, 24] ). The Joule heating problem is also a coupled system, but it contains no Dirac distribution sources. In addition, the PNP equations couple only in a local domain, which is different from the Joule heating problem and brings more difficulties to get the error bounds, for example, we have to deal with some local error estimates.
Next, let us give a somewhat more detailed but informal description of the main result. Let (φ h , p i h ) be the linear finite element approximation to the solution of problem (1.1). We first present some local error bounds for φ h as follows:
where Ω 0 ⊂⊂Ω and all the singular points x j / ∈Ω 0 . Then the error bounds for p i h are given as follows: for any v h ∈ S h 0 (Ω s ) with v h = 0 on ∂Ω, we have
The error bound for φ−φ h on the domain Ω is also given as follows:
All the error bounds above are obtained under the assumption
and
This assumption is essentially the same as in the standard error analysis for the corresponding linear elliptic problems with Dirac distribution sources (cf. [23] ). In addition, some numerical examples including biomolecular problems are shown to verify the theoretic results. The paper is organized as follows. In the following section, some preliminaries are presented. In Section 3, the error bounds for the finite element approximation are given. Some numerical examples are shown in Section 4.
Preliminaries
In this section, we shall first describe some basic notation, then introduce the steadystate Poisson-Nernst-Planck equations and boundary conditions. Some properties on the finite element approximations are also studied in this section. Let Ω⊂R 3 be a polyhedral convex domain with a Lipschitz-continuous boundary ∂Ω. We shall adopt the standard notation for Sobolev spaces W s,p (Ω) and their associated norms and seminorms, see, e.g., [1, 3] . For p = 2, we denote H s (Ω) = W s,2 (Ω) and H 1 0 (Ω) = {v ∈ H 1 (Ω) : v| ∂Ω = 0}, where v| ∂Ω = 0 is in the sense of trace, · s,p,Ω = · W s,p (Ω) and (·,·) is the standard L 2 -inner product. Assume that T h (Ω) is a quasi-uniform mesh of size h ∈ (0,h 0 ) for some fixed h 0 > 0. We define linear finite element spaces
where P 1 (e) is the set of linear polynomials. Define
In this paper, we consider the following steady-state Poisson-Nernst-Planck system for simulating biomolecular diffusion-reaction process (cf. [14] )
with the following interface conditions and boundary conditions (for simplicity, the reactive molecular surface Γ a is not considered)
where p i (x) is the concentration of the i-th species particle carrying charge
is an ensemble of singular charges q j located at x j inside biomolecules, β=1/(κ B T) is the inverse Boltzmann energy,
is the dielectric coefficient,
and p i pulk , i=1,2··· ,n are given functions. We will assume the interface Γ to be sufficiently smooth, say, of class C 2 .
The week formulations of (2.1) and (2.2) are that:
Suppose there exists a unique solution (φ,p i ) (1≤i≤n) satisfying (2.3a) and (2.3b). The finite element approximation to the solution of (2.3a) and (2.3b) is that: 
From [18, 23] , for any w ∈ H 1 0 (Ω)∩W 2,2 (Ω), we have the following local error estimates,
Following [21] , we can get a local a priori estimate for the finite element approximation.
Define the Galerkin-projection operator P h : W
Following [21] , we can prove the projection operator P h satisfies the following local property.
Thus, Lemma 2.1 yields
On the other hand, from (2.12) and Poincaré inequality, we can easily get the stability for the projection R 0
Therefore,
which combing with (2.14) completes the proof.
Error estimates for the finite element approximation
In this section, we first prove some local error bounds for φ−φ h , then present the error bounds for p i − p i h on the solvent domain Ω s and φ−φ h on the domain Ω.
To obtain the local error estimates, we shall make a decomposition of the solution φ to separate out the singularity caused by the δ distributions. It is easy to know that G j = 1/(4πǫ m |x−x j |) is the solution of the following equation
where G = ∑ j q j G j . Substitute the decomposition (3.2) into the second equation of (2.1), we have
Thus, the singularities of δ distribution have been transferred to the function G and the source term ∇((ǫ−ǫ m )∇G) ∈ H −1 (Ω). It is shown in [7] that there is a unique solutioñ φ ∈ H 1 (Ω), though the original solution φ / ∈ H 1 (Ω). Since G ∈ C ∞ (∂Ω), we can find a function g ∈ H 1 (Ω) such that g = −G on ∂Ω in the trace sense. We use V = H 1 0 (Ω)+g to denote the affine space with a specified boundary condition and V h =S h (Ω)∩V to denote the finite element space of V. The weak form of (3.3) is that: Findφ ∈ V, such that
where g(p i ) = λ∑ n i=1 q i p i . The finite element approximation toφ is that: findφ h ∈ V h , such that
Obviously, the functionφ−φ h satisfies
The finite element approximation to the Green function G is that:
and from (3.1), we have
We need the following lemmas to present the local error bounds. 
where C depends on d = min x∈Ω s min x j |x−x j |.
Proof. For any v h
Thus, from (2.5), (3.6) and (3.8), we get
By using the local estimate (cf. [26] )
we have
where C depends on d=min x∈Ω s min x j |x−x j |. This completes the proof of the lemma.
The following L 2 norm error estimate is obtained by the standard duality argument.
Lemma 3.2.
If φ h ,φ h and G h are solutions of (2.4b), (3.5) and (3.7) respectively, we have 
The finite element approximation to w is that:
We know that
where the norm w X = w 1,Ω + w 2,Ω s + w 2,Ω m and
We find from Lemma 3.1 and (3.14) that
From (3.10), we get 
when h is sufficiently small and C depends on d = min x∈Ω 1 min x j |x−x j |.
Proof. First, we have
We find from [18] that 20) where C depends on d = min x∈Ω 1 min x j |x−x j |. By using the same argument in [4] , it is easy to obtain
From [18] , we obtain
where C depends on d too. Hence, 
where Ω s ⊂ Ω 0 and Ω 0 do not include the singular points x j , j = 1,··· , N m . We complete the proof of this theorem from Theorem 3.1. 
Proof. First, we give the proof for (3.24 
Hence, from (3.25), we get
in which we have used Theorem 3.2. Similarly, we can prove
Hence, from (3.27), (3.28) and (3.29), we have
This completes the proof of (3.24). Second, to avoid using maximum bound for p i h , the second term on the right side in (3.26) is estimated by
in which we have used (3.25) . By interpolation error estimate and an inverse estimate, we have
Hence, Eq. (3.31) becomes
We complete the proof of (3.23). This completes the proof of Theorem 3.3.
At last, by using (2.8a), we can obtain the following error bound for φ−φ h on the domain Ω.
Theorem 3.4. There holds
where a(·,·) is defined by (2.6). Hence, from (2.5), (2.3b) and (2.8a), we have
which together with (3.35) obtains (3.34). This completes the proof.
Numerical experiments
In this section, we will report two numerical experiments including a biomolecular problem to illustrate the theoretical results obtained in this paper.
Our numerical experiments were carried out on LSSC-II in the State Key Laboratory of Scientific and Engineering Computing, Chinese Academy of Sciences.
Since the surface of the molecule such as protein or DNA is extremely irregular in practice, the initial mesh for the computation of PNP equations should be nonuniform with a fine mesh around the surface and a coarse mesh away from the surface. Thus in the following experiments we illustrate the convergence rate in terms of the order of the degree of freedoms N instead of that of the mesh size h. For example, if φ ∈ H 2 (Ω s ) and p i − p i h 0,Ω s = O(h), i = 1,··· ,n, then the theoretical result for the H 1 error estimate for the electrostatic potential is φ−φ h 1,Ω s = O(h) (see (3.22) ). In our experiments, we think the experiment result is consistent with the theoretical one if it satisfies φ−φ h 1,Ω s = O(N −1/3 ). In addition, since there is no analytic solution for the standard PNP system with discontinuous coefficients, we use the computational solution on a very fine mesh instead of the analytic one as a reference solution. The initial mesh is generated through a procedure as described in [14] and [15] . Our numerical results are presented in Figs. 2, 3 and 4. It is shown from Figs. 2 and 3 that the convergence curves of H 1 and L 2 errors for the densities of two species approximate to the lines with slope −1/3 and −2/3, respectively. These mean that the finite element approximations to the densities have the optimal convergence rates for the spherical case, which coincides with our theory in Section 3 (
. The similar conclusion can be obtained for the electrostatic potential φ from Fig. 4 .
Example 4.2.
The second example is to solve (2.1) for a diffusion-reaction process of neurotransmitter acetylcholine (ACh) at the reaction center of the enzyme acetylcholinesterase (AChE) (cf. [14] ). The ACh molecules are treated as particles with +1 charge and the computation domain is chosen to be a ball with a radius 400Å centered at the geometric center of the AChE molecule. We consider two other species of nonreactive particles, one with +1 charge and the other with −1 charge. The boundary condition and the interface conditions for the electrostatic potential are shown in (2.2). Denote the flux across the interface for the i-th species by
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