Abstract. We present a biological computing paradigm that is based on genetic regulatory networks. Using a model of gene expression by piecewise linear differential equations we show that the evolution of protein concentrations in a cell can be considered as a process of computation. This is demonstrated by showing that this model can simulate memory bounded Turing machines. The simulation is robust with respect to perturbations of the system, an important property for both analog computers and biological systems.
Introduction
In recent years scientists have been looking for new paradigms for constructing computational devices. These include quantum computation [1] , DNA computation [2] , neural networks [3] , neuromorphic engineering [4] and other analog VLSI devices. This paper describes a new paradigm based on genetic regulatory networks. The concept of a "genetic network" refers to the complex network of interactions between genes and gene products in a cell [5] . Since the 60's genetic regulatory systems are thought of as "circuits" or "networks" of interacting components [6] , and were described in computer science terms: The genetic material is the "program" that guides protein production in a cell; protein levels determine the evolution of the network at subsequent times, and thus serve as its "memory". This analogy between computing and the process of gene expression was pointed out in various papers [7, 8] . Bray suggests that protein based circuits are the device by which unicellular organisms react to their environment, instead of a nervous system [7] . However, until recently this was only a useful metaphor for describing gene networks. The papers [9, 10] describe the successful fabrication of synthetic networks, i.e. programming of a gene network. In this paper we compare the power of this computational paradigm with the standard digital model of computation. In a related series of papers it is shown both theoretically and experimentally that chemical reactions can be used to implement Boolean logic and neural networks (see [11] and references therein).
Protein concentrations are continuous variables that evolve continuously in time. Moreover, biological systems do not have timing devices, so a description in terms of a map that simultaneously updates the system variables is inadequate. It is thus necessary to model gene networks by differential equations, and consider them as analog computers. The particular model of genetic networks we analyze here assumes switch-like behavior, so that protein concentrations are described by piecewise linear equations (see equation (1) below) [12, 8] , but we believe our results to hold for models that assume sigmoid response (see discussion). These equations were originally proposed as models of chemical oscillations in biological systems [13] . In this paper we make the analogy between gene networks and computational models complete by formulating an abstract computational device on the basis of these equations, and showing that this analog model can simulate a computation of a Turing machine [14] . The relation between digital models of computation and analog models is explored in a recent book [15] , mainly from the perspective of neural networks. It is shown there that analog models are potentially stronger than digital ones, assuming an ideal noiseless environment. In this paper on the other hand we consider the possibility of noise and propose a design principle which makes the model equations robust. This comes at a price: we can only simulate memory bounded Turing machines. However, we argue that any physically realizable robust simulation has this drawback. On the subject of computation in a noisy environment see also [16, 17] . We found that the gene network proposed in [9] follows this principle, and we quote from that paper their statement that "theoretical design of complex and practical gene networks is a realistic and achievable goal".
Computation with biological hardware is also the issue in the field of DNA computation [2] . As a particular example, the guided homologous recombination that takes place during gene rearrangement in ciliates was interpreted as a process of computation [18] . This process, and DNA computation in general, are symbolic, and describe computation at the molecular level, whereas gene networks are analog representations of the macroscopic evolution of protein levels in a cell.
Piecewise Linear ODEs for Gene Networks
In this section we present model equations for gene networks, and note a few of their dynamical properties [19] . The concentration of N proteins (or other biochemicals in a more general context) is given by N non-negative real variables y 1 , . . . , y N . Let θ 1 , . . . , θ N be N threshold concentrations. The production rate of each protein is assumed to be constant until a threshold is crossed, when the production rate assumes a new value. This is expressed by the equations:
where Y i is a Boolean variable associated with y i , equal to 1 if y i ≥ θ i and 0 otherwise; k i is the degradation rate of protein i andΛ i is its production rate when gene i is "on". These equations are a special case of the model of Mestl et. al. [12] where each protein can have a number of thresholds, compared with just one threshold here (see also [20] ). When there is just one threshold it is easy to associate Boolean values with the continuous variables. For simplicity we take k i = 1, and define
with the associated Boolean variables
where sgn(x) = 1 for x ≥ 0 and zero otherwise. Also denote
and Λ i is called the truth table. The set in IR N which corresponds to a particular value of a Boolean vector X = (X 1 , . . . , X N ) is an orthant of IR N . By abuse of notation, an orthant of IR N will be denoted by a Boolean vector X. The trajectories in an orthant are straight lines directed to a focal point Λ(X) = (Λ 1 (X), . . . , Λ N (X)), as seen from equation (3) below. If the focal point Λ(X) at a point x = (x 1 , . . . , x N ) is in the same orthant as x, then the dynamics converges to the focal point. Otherwise it crosses the boundary to another orthant, where it is redirected to a different focal point. The sequence of orthants X(1), X(2), . . . that correspond to a trajectory x(t) is called the symbolic dynamics of the vector field. In the next sections we will associate the symbolic dynamics of a a model Gene Network (GN) with a process of computation.
Dynamics
In an orthant all the Λ i are constant, and the equations (2) are easily integrated. Starting from a point x(0),
where λ i = Λ i (X 1 (0), . . . , X N (0)). The time t i at which the hyper-plane x i = 0 is crossed is given by
The switching time t s is the time it takes to reach a new orthant:
We will consider networks with Λ i = ±1 in all orthants. Thus when the focal point is in a different orthant than x(0) we have that
This gives a criterion for determining whether a GN is converging to a fixed point: if the time from the last switching time is larger than ln 2, then the system is converging to the current focal point. A network as in (2) is a continuous time version of a discrete network:
where Z ∈ {0, 1} N is a vector of Boolean variables. This dynamics does not necessarily visit the same sequence of orthants as the corresponding continuous network.
We want to simulate a discrete dynamical system (Turing machine) with a continuous time GN. To bridge the gap, we first construct a discrete gene network of the form (5), whose corresponding continuous GN has the same symbolic dynamics. We will use truth tables with the following property:
Definition 1. Two orthants are said to be adjacent if they differ in exactly one coordinate. A truth table Λ will be called adjacent if Λ(X) is in the same orthant as X or in an adjacent orthant to X for all x ∈ IR
N . A network with an adjacent truth table will also be called adjacent.
We note that in an adjacent network, all initial conditions in an orthant lead to the same adjacent orthant. Therefore all initial conditions of (2) in the same orthant have the same symbolic dynamics. An immediate result is the following lemma: (2) , for every initial condition of (2) corresponding to Z 0 .
Lemma 1. Let Λ be an adjacent truth table, then the symbolic dynamics of a continuous GN is the same as the dynamics of its discrete counterpart (5):
X(k) = Z(k), k = 0, 1, . . . ,
where Z(k) is the kth iterate of (5) and X(k) is the kth orthant visited by
In view of the above discussion, the focal points and the initial condition of an adjacent network can be taken as points in {−1, 1} N , and the problem of constructing a continuous network that simulates a discrete dynamics is reduced to the problem of constructing a discrete network that changes only one variable at each iteration.
When the truth table is not adjacent, a discrete network may show qualitatively different dynamics than its continuous counterpart: continuous highdimensional GN's are "typically" chaotic [21, 22] . However chaos is a dynamical behavior that is impossible in dynamical systems with a finite state space. The lack of sensitivity of the dynamics of an adjacent GN to the placement of the initial condition, and its equivalence to a discrete network leads to the following statement:
Corollary 1. Adjacent networks are not chaotic.
This implies a measure of stability to the dynamics of adjacent networks. Lack of sensitivity to perturbations of the system is captured by the following property of adjacent networks:
Claim. Let Λ be an adjacent truth table, and letΛ be a truth table whose entries are
ThenΛ is also adjacent, and the two networks have the same symbolic dynamics.
The robustness of adjacent networks is an important property for both analog computers and biological systems. The robustness of biological systems leads us to speculate that adjacency might be a principle underlying the robust behavior in the modeled systems. Adjacency can also be taken as a principle which can be used in the design of robust networks.
Preliminaries
In this section we give the definition of the Turing machine that will be simulated and provide the relevant concepts from complexity theory [14] .
Definition 2. A Turing machine is a tuple
. . , Q q } is a finite set of states; Q 1 , Q q ∈ K are the initial/halting states respectively; Σ is the input alphabet; Γ = Σ ∪ {blank, #} is the tape alphabet which includes the blank symbol and the left end symbol, #, which marks the end of the tape; δ : At the beginning of a computation an input sequence is written on the tape starting from the square to the right of the left-end marker. The head is located at the leftmost symbol of the input string, and the finite-control is initialized at its start state Q 1 . The computation then proceeds according to the transition function, until reaching the halting state. Without loss of generality we suppose that the input alphabet, Σ, is {0, 1}. We say that a Turing machine accepts an input word w if the computation on input w reaches the halting state with "1" written on the tape square immediately to the right of the left-end marker. If the machine halts with "0" at the first tape square, then the input is rejected by the machine. Other conventions of acceptance are also common. The language of a Turing machine M is the set L(M ) of strings accepted by M .
Languages can be classified by the computational resources required by a Turing machine which accepts them. The classification can be according to time or space (memory). The time complexity of a computation is the number of steps until halting and its space complexity is the number of tape squares used in the computation. The complexity classes P and PSPACE are defined to be the classes of languages that are accepted in polynomial time and polynomial space, respectively. More formally, a language L is in PSPACE if there exists a Turing machine M which accepts L, and there exists c > 0 such that on all inputs of length n M accesses O(n c ) tape squares. To make a finer division one defines the class SPACE(s(n)) of languages that are accepted in space s(n).
On the Feasibility of Turing Machine Simulation
Turing machine simulations by differential equations appear in a number of papers: in [23] it was shown that an ODE in four dimensions can simulate a Turing machine, but the explicit form of the ODE is not provided. Finite automata and Turing machines are simulated in [24] by piecewise constant ODEs. Their method is related to the one used here.
A Turing machine has a countably infinite number of configurations. In order to simulate it by an ODE, an encoding of these configurations is required. These can essentially be encoded into a continuum in two ways:
-in a bounded set, and two configurations can have encodings that are arbitrarily close; -in an unbounded set, keeping a minimal distance between encodings.
In the first possibility, arbitrarily small noise in the initial condition of the simulating system may lead to erroneous results, and is therefore unfeasible (this point is discussed in [25] in the context of simulating a Turing machine by a map in IR 2 ). The second option is also unfeasible since a physical realization must be finite in its extent. Thus simulation of an arbitrary Turing by a realizable analog machine is not possible, and simulation of resource bounded Turing machines is required. In this chapter we will show a robust simulation of memory bounded Turing machines by adjacent GN's.
Computing with GN's
In this section we formulate GN's as computational machines. The properties of adjacent networks suggest a natural interpretation of an orthant X as a robust representation of a discrete configuration. The symbolic dynamics of a network, i.e. the values X(t) will be interpreted as a series of configurations of a discrete computational device.
Next we specify how it receives input and produces an output. A subset of the variables will contain the input as part of the initial condition of the network, and the rest of the variables will be initialized in some uniform way. Since we are considering Σ = {0, 1}, the input is encoded into the binary values X(0). To specify a specific point in the orthant X we choose -1 to correspond to 0 and 1 to correspond to 1. Note that for adjacent networks any value of x(0) corresponding to X(0) leads to the same computation, so this choice is arbitrary.
In addition to input variables, another subset of the variables is used as output variables. For the purpose of language accepting a single output variable is sufficient. There are various ways of specifying halting. One may use a dynamical property, namely convergence to a fixed point, as a halting criterion. We noted that convergence to a fixed point is identified when after a time ln 2 no switching has occurred (see equation (4)). Non-converging dynamics correspond to non-halting computations. While such a definition is natural from a dynamics point of view, it is not biologically plausible, since a cell evolves continuously, and convergence to a fixed point has the meaning of death. Another approach is to set aside a variable that will signify halting. Let this variable be X N . It is initially set to 0, and when it changes to 1, the computation is complete, and the output may be read from the output variables. In this case non-halting computations are trajectories in which X N never assumes the value 1. After X N has reached the value 1, it may be set to 0, and a new computational cycle may begin. A formal definition of a GN as a computational machine is as follows. A GN G with n input variables and m output variables computes a partial mapping
which is the value of X i for i ∈ O when the halting state X N = 1 is reached. If on input w the net does not reach a halting state then f G (w) is undefined. We wish to characterize the languages accepted by GN's. For this purpose it is enough to consider networks with a single output variable, and say that a GN G accepts input w ∈ {0, 1} * if f G (w) = 1. A fixed network has a constant number of input variables. Therefore it can only accept languages of the form
where L ⊆ {0, 1} * . To accept a language which contains strings of various lengths we consider a family {G n } ∞ n=1 of networks, and say that such a family accepts a
Before we define the complexity classes of GN's we need to introduce the additional concept of uniformity. A GN with N variables is specified by the entries of its truth table Λ. This table contains the 2 N focal points of the system. Thus the encoding of a general GN requires an exponential amount of information. In principle one can use this exponential amount of information to encode every language of the form L ∩ {0, 1}
n , and thus a series of networks exists for every language L ⊆ {0, 1}
* . Turing machines on the other hand, accept only the subset of recursive languages [14] . A Turing machine is finitely specified, essentially by its transition function, whereas the encoding of an infinite series of networks is not necessarily finite. To obtain a series of networks that is equivalent to a Turing machine it is necessary to impose the constraint that truth tables of the series of networks should all be created by one finitely encoded machine. The device which computes the truth table must be simple in order to demonstrate that the computational power of the network is not a by-product of the computing machine that generates its transition function, but of the complexity of its time evolution. We will use a finite automaton with output [26] , which is equivalent to a Turing machine which uses constant space. The initial condition of the series of networks needs also to be computable in a uniform way, in the same way as the truth table, since it can be considered as "advice", as in the model of advice Turing machines [14] . We now define: 
With the definition of uniformity we can define complexity classes. Given a function s(n), we define the class of languages which are accepted by networks with less than s(n) variables (not including the input variables):
* |there exists a uniform family of networks
The class with polynomial s(n) will be denoted by PGN. The classes Adjacent-GN(s(n)) and Adjacent-PGN of adjacent networks are similarly defined. Time constrained classes can also be defined.
The Computational Power of GN's
In this section we outline the equivalence between memory-bounded Turing machines and networks with adjacent truth tables. We begin with the following lemma:
Proof. Let L ∈ Adjacent-GN(s(n)). There exists a family of adjacent GN's,
and constant memory
Turing machines M 1 , M 2 that compute Λ (n) and x 0 . Since Λ (n) is an adjacent truth table, and we are only interested in its symbolic dynamics, we can use the corresponding discrete network. The Turing machine M for L will run M 1 to obtain the initial condition, and then run M 2 to generate the iterates of the discrete network. M will halt when the network has reached a fixed point. The network G n has s(n) variables on inputs of length n, therefore the simulation requires at least that much memory. It is straightforward to verify that O(s(n)) space is also sufficient.
The Turing machine simulation in the next section shows:
Lemma 3. Let M be a Turing machine working in space s(n), then there exists a sequence of uniform networks {G
n .
We conclude:
Theorem 1. Adjacent-GN(s(n))=SPACE(s(n)).
As a result of claim 2.1 we can state that adjacent networks compute robustly. This is unlike the case of dynamical systems which simulate arbitrary Turing machines, where arbitrarily small perturbations of a computation can corrupt the result of a computation (see e.g. [24, 27, 15] ). The simulation of memory bounded machines is what makes the system robust. The above theorem gives only a lower bound on the computational power of the general class of GN's, i.e.:
Corollary 2. SPACE(s(n)) ⊆ GN(s(n)).
One can obtain non-uniform computational classes in two ways, either by allowing advice to appear as part of the initial condition, or by using a weaker type of uniformity for the truth table. This way one can obtain an equivalence with a class of the type PSPACE/poly [14] .
Turing Simulation by GN's
Since the discrete and continuous networks associated with an adjacent truth table have the same symbolic dynamics, it is enough to describe the dynamics of an adjacent discrete network. We show how to simulate a space bounded Turing machine by a discrete network whose variables represent the tape contents, state and head position. An adjacent map updates a single variable at a time. To simulate a general Turing machine by such a map each computational step is broken into a number of operations: updating the tape contents, moving the head, and updating the state; these steps are in turn broken into steps that can be performed by single bit updates.
Let M be a Turing machine that on inputs of length n uses space s. Without loss of generality we suppose that the alphabet of the Turing machine is Σ = {0, 1}. To encode the three symbols {0, 1, blank} by binary variables we use a pair of variables for each symbol. The first variable of the pair is zero iff the corresponding tape position is blank; "0" is encoded as "10" and "1" is encoded as "11". Note that the left end marker symbol need not be encoded since the variables of the network have numbers. variables Y 1 , . . . , Y n , B 1 , . . . , B n . Since the Turing machine signifies acceptance of an input by the value of its left-most tape square, we take the output to be the value of Y 1 . The position of the read-write head is indicated by the variables P 1 , . . . , P s
If the head is at position i then P i = 1 and the rest are zero. The state of the machine will be encoded in the variables
where Q 1 is the initial state and Q q is the halting state of the machine. State i will be encoded by Q i = 1 and the rest zero.
As mentioned above, a computation of the Turing machine is broken into a number of single bit updates. After updating variables related to the state or the symbol at the head position, information required to complete the computation step is altered. Therefore we need the following temporary variables -Y ,B -the current symbol -Q 1 , . . . , Q q -a copy of the current state variables.
A computation step of the Turing machine is simulated in four stages:
1. Update the auxiliary variables Y, B, Q 1 , . . . , Q q with the information required for the current computation step; 2. Update the tape contents; 3. Move the head; 4. Update the state.
We keep track of the stage at which the simulation is at with a set of variables C 1 , . . . , C 4 which evolve on a cycle which corresponds to the cycle of operations (1)-(4) above. Each state of the cycle is associated with an update of a single variable. After a variable is updated the cycle advances to its next state. However, since a variable update does not always change the value of a variable, e.g. the machine does not have to change the symbol at the head position, and since the GN needs to advance to a nearby orthant or else it enters into a fixed point each update is of the form:
If the variable pointed to by the cycle subnetwork needs updating -update it else advance to the next state of the cycle 
This completes the definition of the network. The computation of the initial condition is trivial, and computing the truth table of this network is essentially a bit by bit computation of the next configuration of the simulated Turing machine, which can be carried out in constant space. The network we have defined has O(s) variables, and each computation step is simulated by no more than 20 steps of the discrete network. Remark 1. It was pointed out that the Hopfield neural network is related to GN's [28] . Theorem 1 can be proved using complexity results about asymmetric and Hopfield networks found in [29, 30] . However, in this case it is harder to define uniformity, and the direct approach taken here is simpler.
Language Recognition vs. Language Generation
The subclass of GN's with adjacent truth-tables has relatively simple dynamics whose attractors are fixed points or limit cycles. It is still unknown whether nonadjacent GN's are computationally stronger than adjacent GN's. General GN's can have chaotic dynamics, which are harder to simulate with Turing machines. We have considered GN's as language recognizers: where the input arrives at the beginning of a computation, and the decision to accept or reject is based on its state when a halting state is reached. In the context of language recognition, chaotic dynamics does not add computational power: given a chaotic system that accepts a language, there is a corresponding system that does not have a chaotic attractor for inputs on which the machine halts; such a system is obtained e.g., by defining the halting states as fixed points. However, one can also consider GN's as language generators by viewing the symbolic dynamics of these systems as generating strings of some language. In this case a single GN can generate strings of arbitrary length. But even in this case chaos is probably not very "useful", since the generative power of structurally stable chaotic systems is restricted to the simple class of regular languages [31] . More complex behavior can be found in dynamical systems at the onset of chaos (see [32, 33] ). Continuously changing the truth table can lead to a transition to chaotic behavior [34] . At the transition point complex symbolic dynamics can be expected, behavior which is not found in discrete Boolean networks.
Discussion
In this paper we formulated a computational interpretation of the dynamics of a switch-like ODE model of gene networks. We have shown that such an ODE can simulate memory bounded Turing machines. While in many cases such a model provides an adequate description, more realistic models assume sigmoidal response. In the neural network literature it is proven that sigmoidal networks with a sufficiently steep sigmoid can simulate the dynamics of switchlike networks [15, 35] . This suggests that the results presented here carry over to sigmoidal networks as well.
The property of adjacency was introduced in order to reduce a continuous gene network to a discrete one. We consider it as more than a trick, but rather as a strategy for fault tolerant programming of gene networks. In fact, the genetic toggle switch constructed in [9] has this property. However, when it comes to non-synthetic networks, this may not be the case -nature might have other ways of programming them, which are not so transparent.
