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 Abdominal aortic aneurysms (AAA) is a dilation of the abdominal aorta, typically within the 
infra-renal segment of the vessel that cause an expansion of at least 1.5 times the normal vessel 
diameter. It is becoming a leading cause of death in the United States and around the world, and 
consequentially, in 2009, the Society for Vascular Surgery (SVS) practice guidelines expressed 
the critical need to further investigate the factors associated with the risk of AAA rupture, along 
with potential treatment methods. For decades, the maximum diameter (Dmax) was introduced as 
the main parameter used to assess AAA behavior and its rupture risk. However, it has been shown 
that three main categories of parameters including geometrical indices, such as the maximum 
transverse diameter, biomechanical parameters, such as material properties, and historical clinical 
parameters, such as age, gender, hereditary history and life-style affect AAA and its rupture risk.   
Therefore, despite all efforts that have been undertaken to study the relationship among 
different parameters affecting AAA and its rupture, there are still limitations that require further 
investigation and modeling; the challenges associated with the traditional, clinical quality images 
represent one class of these limitations. The other limitation is the use of the homogenous hyper-
elastic material property model to study the entire AAA, when, in fact, there is evidence that 
different degrees of degradation of the elastin and collagen network of the AAA wall lead to 
different regions of the AAA exhibiting different material properties, which, in turn, affect its 
biomechanical behavior and rupture. Moreover, the effects of all three main categories of 
parameters need to be considered simultaneously and collectively when studying the AAAs and 
their rupture, so once again, the field can further benefit from such studies. Therefore, in this work, 
we describe a comprehensive pipeline consisting of three main components to overcome some of 
these existing limitations.  
The first component of the proposed method focuses on the reconstruction and analysis of both 
synthetic and human subject-specific 3D models of AAA, accompanied by a full geometric 
parameter analysis and their effects on wall stress and peak wall stress. The second component 
investigates the effect of various biomechanical parameters, specifically the use of various 
homogeneous and heterogeneous material properties to model the behavior of the AAA wall. To 
this extent, we introduce two different patient-specific regional material property models to better 
mimic the physiological behavior of the AAA wall. Finally, the third component utilizes machine 
learning methods to develop a comprehensive predictive model that incorporates the effect of the 
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geometrical, biomechanical and historical clinical data to predict the rupture severity of AAA in 
a patient-specific manner. This is the first comprehensive semi-automated method developed for 
the assessment of AAA. 
Our findings illustrate that using a regional material property model that mimics the realistic 
heterogeneity of the vessel’s wall leads to more reliable and accurate predictions of AAA severity 
and associated rupture risk. Additionally, our results indicate that using only Dmax as an indicator 
for the rupture risk is insufficient, while a combination of parameters from different sources along 
with PWS could serve as a more reliable rupture assessment. These methods can help better 
characterize the severtiy of AAAs, better predict their associated rupture risk, and, in turn, help 
clinicians with earleir, patient-customized diagnosis and patient-customized treatment planning 
approaches, such as stent grafting. 
 
 
Keywords: Abdominal Aortic Aneurysm; image segmentation; active contour; geometrical 
indices; biomechanical parameters; clinical historical data; patient-specific modeling; regional 
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Introduction, Background,  
Motivation, and Thesis Overview 
 
Abstract: This chapter provides a comprehensive introduction to AAA 
physiology, different categories of parameters affecting AAAs behavior, severity 
and rupture, as well as AAA modeling and simulation and the current clinical 
management and treatment procedures. Several limitations and unsolved 
challenges in this field are also discussed, followed by an overview of our 
strategies and contributions undertaken in this dissertation to overcome these 
challenges, and associated publications and other disseminations. This chapter has 
been adapted from the following publication  
[1]: G.Jalalahmadi, M. Helguera, C. A. Linte, “Abdominal Aortic Aneurysms: 
Morphology, Risk Factors, Management and Image-Based Modeling Strategies,” 
in “Aortic Aneurysms: Signs, Symptoms and Management.”, A. Harky, Ed,  ed 
New York,: Nova Science Publishers Inc, , 1st Edition, Chapter 3, pp: 109-147, 






1.1 Introduction : Abdominal Aortic Aneurysm (AAA) 
 
Abdominal aortic aneurysms (AAAs) are characterized by dilations of the abdominal aorta, 
typically within the infra-renal region of the vessel, that cause an expansion of at least 1.5 times 
the normal vessel diameter  [2-5]. Figure 1 shows a normal AAA (Figure 1.1a), as well as a three-
dimensional CT angiogram of an infra-renal AAA for a specific patient (Figure 1.1b) [1].  
AAAs occur in up to 2% of women and up to 8% of men 65 years old and older [5-7]. However, 
the mortality rate has shown an increase among younger patients [8]. AAAs are typically 
asymptomatic, and, if undetected and left untreated, they pose a high risk of rupture, leading to a 
mortality rate of about 85-90% [4, 9, 10]. Moreover, while timely surgical repair is the preferred 
treatment approach, the risk of mortality for patients undergoing AAA repair surgery could be as 
high as 80% within 30 days of the procedure [11-13]. 
In 2009, as a result of the high risk of rupture of AAAs, the Society for Vascular Surgery (SVS) 
practice guidelines expressed the critical need to further investigate the factors associated with the 
risk of AAA rupture, along with potential treatment methods [14-16].  
 
              (a)                        (b)              (c) 
Fig 1.1: Volume rendered 3D CT generated from a patient-specific dataset using 3D Slicer, showing in (a) a 
normal straight abdominal aorta, in (b) an aneurysm evidenced by the inclined and bulged abdominal aorta, and 
(c) 3D rendition of infra-renal abdominal aortic aneurysm (indicated with white arrow). 
This chapter is intended to serve as a comprehensive review of AAA physiology, behavior, 
and clinical management from an engineering perspective. A detailed discussion on morphological 
phenomena that initiate the progression of abdominal aortic aneurysm (AAA) will be presented, 
followed by an overview of different geometrical, biomechanical, and morphological parameters 
that affect AAA. Lastly, an overview of various modeling techniques that have evolved to date in 
response to different imaging-based screening and follow-up methods, as well as different 
strategies for clinical management and treatment of AAA will also be visited.  
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It has been hypothesized that the main reason attributed to the development of AAAs was the 
growing weakness of the aortic wall due to the metabolic activity of the metalloproteinase matrix 
at the aneurysm site [16-18]. This remodeling process leads to progressive degradation of elastin 
and collagen that make up the structural load bearing components of the aortic wall, resulting in a 
reduced compliance of the aortic wall tissue. The reduction in distensibility changes the strength 
distribution of the aortic wall and its stress bearing capacity, hence compromising its ability to 
tolerate and absorb large deformations caused by high pressure and inherent internal stresses. The 
ultimate result is often referred to “buckling” of the vessel wall, producing an aneurysm that 
essentially poses a high risk of rupture, lethal to patients [4, 5, 19-22]. 
Traditionally, the maximal transverse diameter (Dmax) of the AAA sac has been considered as 
the main feature to monitor AAA progression as part of the clinical management of the condition, 
as well as assessing the need for surgical repair [16, 23-25]. According to this criterion, Dmax values 
of up to 5.5 cm suggest minimal risk, while a Dmax higher than 5.5 cm is an indicator of high 
rupture risk. More specifically, a Dmax of 5.5 cm in men or 4.9 - 5.0 cm in women, accompanied 
by an expansion rate of 1.0 cm/year, are considered high risk factor indicators and a biomarker 
threshold to justify the cost of elective repair [23, 26-28]. This relatively simple empirical criterion 
has its origins in Laplace’s law for cylindrical tubes, which relates the vessel wall stress linearly 
to vessel diameter, predicting a linear increase in wall stress with increasing vessel (or aneurysm) 
diameter[2, 8, 29-31]. 
Laplace’s prediction is valid for uniform cylindrical shapes featuring a thin wall; however, 
AAAs present more complex curvature-based shapes with variable diameters and thicknesses 
throughout their geometry, hence rendering Laplace’s law impractical and too simple for studying 
the mechanics of AAAs [8, 31, 32]. Additionally, recent studies have identified patients featuring 
maximal aneurysm diameters smaller than 5.5 cm, who nevertheless experienced rupture, and, 
conversely, patients featuring a Dmax of 5.5 cm or larger, who have remained stable throughout 
their life [16, 31-34]. 
From a biomechanical point of view, rupture is the result of the mechanical failure of the aortic 
wall tissue [21, 22]. In a healthy aorta, the network of elastin and collagen fibers is linked with 
smooth muscle cells (SMC) allowing uniform mechanical properties throughout the entire length 
of the aorta. In aneurysmal tissue, the degradation of elastin and collagen fibers changes the 
stiffness and compliance of the tissue, causing localized heterogeneities in the mechanical 
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properties, which further lead to non-uniform load bearing capacity throughout the AAA length 
[22, 35, 36]. Rupture happens when the overall effective stress experienced by the aneurysm wall 
exceeds the mechanical strength of the vessel tissue, now altered by the remodeling induced by 
disease [13, 17, 37-39]. As such, regions featuring compromised mechanical strength are therefore 
more susceptible to aneurysm formation and consequent rupture. Nevertheless, although the 
mechanical strength of the vessel wall cannot be non-invasively measured or quantified, regions 
experiencing higher stress than others are more likely to experience rupture. This theory has been 
foundational for the work by Fillinger et al. [39], who revealed that peak wall stress (PWS) may 
serve as a more accurate biomechanical indicator of potential rupture.  
While studies have shown that PWS has a significant correlation with Dmax, it has also been 
proved that PWS correlates strongly with other parameters, such as geometrical (asymmetry, 
tortuosity, volume) [8, 23, 24, 28, 31, 40-42], biomechanical (blood pressure, intraluminal 
thrombus, wall thickness) [2, 5, 18, 28, 30, 36, 43-45], and morphological parameters, which are 
related to the patient’s life-style and health history (age, gender, health record, smoking status) [6, 
14, 34, 41, 46]. Since PWS incorporates, a much wider range of parameters affecting the AAA 
behavior besides Dmax, it has been proposed as a more comprehensive and potentially more 
effective AAA rupture criterion than Dmax alone, especially for aneurysms featuring a Dmax smaller 
than 5.5 cm that are not deemed at risk according to the traditional clinical Dmax criterion. However, 
AAAs are mostly asymptomatic, which means they might rupture at any time [30]. 
Notwithstanding all the studies and efforts to predict and prevent rupture, AAA remains the 12th 
leading cause of death in the United State [2, 3]. Accordingly, the estimation of rupture risk in a 
patient specific basis is the most problematic issue in clinical management [23, 30]. 
  
1.2 Morphology of AAA 
 
The main risk factors affecting this degenerative disease have been categorized in the following 
principal groups [8, 34]:  
1. Geometrical parameters summarize the overall geometry and shape of any individual 
AAA: 1D size parameters such as maximum transverse diameter (Dmax), 2D shape parameters like 
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asymmetry and tortuosity, 3D size parameters such as volume, and 3D shape parameters like 3D 
isoperimetric ratio and second-order curvature-based indices.  
2. Biomechanical parameters study the effects of the biological factors on AAA: wall stress, 
intraluminal thrombus, and wall thickness.  
3. Clinical Historical parameters are related to lifestyle, habits and health history of each 
individual patient, such as age, gender, health record, and smoking. 
 
It has been shown that each of these categories may increase the risk of AAA rupture at the 
end of its growth due to gradual wall weakening [8, 22, 34]. As such, before we investigate the 
influence of each of these parameter categories on AAA rupture risk and its behavior in more 
detail, a review of morphology of AAA will be presented. 
As mentioned earlier, it has been hypothesized that the main reason for the development of 
AAA is the increased weakening of the aortic wall due to the metabolic activity of the 
metalloproteinase matrix at the aneurysm site [16-18, 47]. To this extent, this section serves as an 
overview of the main biological metabolic activities including inflammatory and degradation, 
transforming growth factor beta (TGF-β), presence of intraluminal thrombus, draped aorta and 
calcification occurring in the AAA site and affecting its growth and rupture [8, 22].  
All aneurysms suffer from different degrees of inflammation and the degeneration of the 
connective tissue that makes up the aortic wall (elastin and collagen network), which, in turn, will 
alter the stiffness of the AAA wall. The different degree of inflammation can happen due to the 
presence of macrophages, lymphocytes and dendritic cells. These different types of white blood 
cells are responsible for the immune system of the arteries wall within the human body. 
Macrophage penetration increases harmful angiogenesis and lymph-angiogenesis within the vessel 
wall [34, 48]. Meanwhile, growth of intravascular lymphatic vessels intensifies the secretion of 
pro-inflammatory cytokines from lymphocytes and monocytes [34, 48-50]. It has been shown that 
the smooth muscle cells (SMC) in the AAA wall express a process of splitting elastin and other 
components of the extracellular matrix (ECM), inducing further ECM degradation and eventually 
vessel dilation and rupture [11, 21, 34, 51, 52]. Additionally, elastin and collagen degradation in 
the tunica media results in a remarkable structural deformation of the aortic wall, influencing the 
imbalance of the cellular and extracellular matrix homeostasis, causing the thinning and weakening 
of the aortic wall [23]. Matrix-Metallo-Proteinases (MMPs) are zinc- and calcium- based proteins 
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that are responsible for the elastin and collagen degradation [53]. While there is a minimum 
concentration of MMPs in a normal aorta, it has been shown that impulsive blood clotting during 
the formation of intraluminal thrombus (ILT) is responsible for the activation of more MMPs at 
the AAA sac location [41]. Intraluminal thrombus, which is a result of disturbed blood flow and 
blood clotting, produces variations in wall thickness along the length of AAA which, in turn, 
affects the aortic wall degeneration by generating a barrier for oxygen transfer and recreating a 
hypoxia environment between thrombus and AAA wall [20, 21, 34, 51]. Although the volume of 
ILT is different among different AAAs, it has been shown that most of the AAAs contain some 
level of ILT [20-22, 25, 54, 55] (Section 3.3 for implementation). However, ILT would not 
typically be present in patients who also suffer from atrial fibrillation (AFib) or other conditions 
treated with anticoagulants, as those patients are treated with blood thinning medication to prevent 
the formation of blood clots in the brain and heart vasculature. As a consequence, the formation of 
ITL inside the AAA is also reduced, hence these patients pose a lower risk of ILT presence or 
could even be free of ILT [46, 56-58].  
Intraluminal thrombus, which will be revisited in greater details in Biomechanical Properties 
Section (Section 1.3.2), can also be considered as a preventing biological factor against rupture, 
since it increases the thickness of AAA, which, in turn, is inversely proportional to the wall hoop 
stress, and consequently to its rupture. On the other hand, inherent metabolic activity within the 
thrombus reduces the aortic wall thickness, which increases the risk of rupture by producing an 
attenuation in intraluminal blood flow; this effect is referred to as hyper attenuation [8].  
 Another biological factor affecting AAA formation and progression is the transforming 
growth factor beta (TGF-β), which is responsible for the regulation of fibroblast differentiation 
and induction of ECM deposition. It has been shown that TGF-β has a different impact on different 
embryonic origins of vascular smooth muscle cells (VSMC) (depending on their location 
throughout the aorta). TGF-β elevates VSMC growth in cells toward the thoracic aorta, and 
simultaneously prohibits VSMC growth in the abdominal aorta. Therefore, different embryonic 
origins result diametrically unsimilar roles of VSMCs in thoracic and abdominal aneurysms. 
Hence, it has been hypothesized that intensifying TGF-β signals could be used as a prevention or 
treatment approach for human AAAs [34, 53].  
The loss of normal aorta wall convexity, called draped aorta, is another biological reason for 
AAA growth. This occurs when the normal fat layers between aneurysm and vertebra vanish. 
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Therefore, the posterior wall of AAA will shape as the anterior surface of the vertebra, increasing 
the pressure, as well as the risk of rupture [7]. Figure 1.2 shows an example of a patient-specific 
abdominal image featuring both ILT and a draped aorta.  
Calcification has been introduced as a sign of degenerative provocative process in the arterial 
wall  [20, 59]. Using a mechanical tensile failure test, it was shown that calcified tissue showed a 
significantly higher failure probability than fibrous tissue, implying that calcification has an 
important impact on AAA rupture risk [34, 60], although there is no significant relation between 
the amount of calcification and the stress in AAA. However, calcification reduces the 
biomechanical stability of AAA by inducing a more mechanically rigid structure, which makes it 
less resistant against the biomechanical stress caused by increasing blood pressure in the vessel 
[59, 60]. This, in turn, increases the AAA rupture risk, which implies that the location of 




Fig 1.2: Axial enhanced CT image of AAA illustrating: ILT, the lumen of aorta, and the effect of draped aorta, 
where the posterior wall of aorta is being pushed against the anterior surface of the vertebral column. 
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1.3 Parameters Affecting Abdominal Aortic aneurysm  
1.3.1 Geometrical Indices  
When monitoring patients with AAA overtime, it is necessary to prove that surgery and all 
related expenses compensate the mortality probability and prevent the risk of rupture. Today, the 
clinical criteria for elective repair of AAA are usually based on the maximum transverse diameter 
of AAA (with a critical value of Dmax > 5.5 cm for men and Dmax > 5 cm for women) and the 
growth rate of 1 cm per year [8, 61, 62]. These criteria follow Laplace’s law, which implies a linear 
relation between diameter and wall tension in cylindrical tubes, meaning wall stress increases with 
an increase in the diameter of vessel [2, 8, 29, 30].  
However, it was indicated that relying only on Dmax and rate of growth for clinical decision 
making is not sufficient, as in some cases, aneurysms with larger Dmax do not rupture, while some 
smaller ones do. Moreover, Laplace’s law fails due to the fact that AAAs have more complex 
shapes than simple cylinders [2, 8, 29, 30]. In addition, solely considering Dmax ignores other 
characteristics of each individual AAA, which are highly variable and may significantly affect 
AAA severity and rupture risk [61]. Meanwhile, it has been shown that a positive correlation 
among a set of geometrical indices representative of the overall AAA geometry can be considered 
as a more viable factor to predict AAA rupture [16, 23, 34, 42, 63].  
Therefore, to study AAA more accurately, an overall geometry assessment of an AAA, which 
considers its entire shape and size, is necessary. Research has been conducted utilizing different 
clinical quality imaging data to reconstruct 2D and 3D models of AAA, estimate geometrical 
indices and their roles as indicators for the rupture [16, 17, 23, 24, 40, 64].  
Fillinger et al. [17] statistically studied 2D computed tomography (CT) scans of AAA of 
multiple patients and investigated 40 different geometrical and clinical historical variables that 
were associated with AAA rupture. The studies concluded that both aneurysm diameter and 
tortuosity affect AAA rupture. Their study used manually segmented AAA geometries from 2D 
CT data, mainly because 3D CT data were not consistently available for all patients, as well as the 
low quality of some existing 3D CT images [16]. In addition, Martufi et al. [23] evaluated 25 
geometrical parameters related to the shape and size of AAAs in a non-clinical case with the goal 
of estimating the overall geometry and fusiform degree of AAA. The authors developed a custom 
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algorithm implemented in MATLAB that used CT data of nine un-ruptured AAAs to reconstruct 
their model. Their results illustrated that the patients with high risk of rupture were associated with 
a positive correlation between geometrical indices and wall thickness. Therefore, they concluded 
that a positive correlation between all geometrical indices and wall thickness should be considered 
as a more precise rupture risk indicator [22]. 
In 2013 Tang et al. [16] conducted an additional study in which they evaluated 27 geometrical 
indices that may affect AAA rupture risk. In their work, CT scans from both symptomatic 
(symptomatic here refers to those patients who have been admitted to the hospital because they 
had pain and were ready for surgery) and asymptomatic AAA patients were used to reconstruct a 
3D aneurysm model using MATLAB. The study claimed that gender, maximal diameter, and 14 
other geometrical indices had a higher influence on the rupture risk [15] than Dmax alone, as 
previously postulated. These geometrical indices, which were introduced by Fillinger et al. [16], 
Martufi et al. [22] and Tang et al. [15] have been utilized by many other researchers to better 
understand the behavior of AAA and investigate more accurate methods for assessing AAA 
severity and probability of rupture [15, 24, 40, 64].  
Nevertheless, despite many investigations performed on geometrical indices and their effects 
on AAA’s risk of rupture, there is still more to know about AAA and other potential parameters 
that might affect its behavior and rupture risk, especially for the case of ruptured AAAs that feature 
a Dmax smaller than the critical Dmax. As mentioned earlier, the growth of AAA happens when 
metabolic activities result in elastin and collagen fragmentation and degradation, which change the 
stiffness and consequently stress- and strain-bearing capacity of the AAA wall [19, 29, 65]. 
Moreover, most AAAs have different degrees of intraluminal thrombus (ILT) and localized 
calcification, both of which result in variable wall thickness along the length of AAA. These 
conditions contribute to the localized mechanical material properties in different regions of AAA 
leading to an uneven wall stress and strength distribution, reducing tolerance to high blood pressure 
levels that make the aneurysm more prone to rupture, leading to the death of patients  [29, 65-67]. 
Therefore, it is essential to consider the changes in biomechanical characteristics of the AAA wall 
tissue to generate comprehensive models that may predict rupture. In the next section, we will 
discuss these concepts in more details. 
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1.3.2 Biomechanical Parameters  
From a biomechanical point of view, the ultimate cause of AAA rupture is the exceedingly 
high aortic wall stress at the AAA site, higher than the vessel wall strength [12, 18, 21, 22, 39]. In 
Section 1.2, the biological phenomena, which alter the normal aortic tissue, were discussed. In this 
section, the major biomechanical parameters that have the potential to affect the AAA behavior 
and its rupture will be reviewed. These parameters include material properties of aortic wall at the 
AAA bulge, wall thickness, intraluminal thrombus, and loading conditions. Investigating the AAA 
behavior and accurately assessing its risk of rupture entail the reconstruction of a 3D AAA model 
and the estimation of the developed peak wall stress in response to the loading conditions (i.e., 
internal blood pressure within the AAA), geometrical and biomechanical parameters.  
Until recently, most AAA studies have been conducted under the assumption that modeling 
the aortic wall as a homogeneous material featuring linear elastic behavior may be sufficient [40, 
61, 68-70]. However, it has been acknowledged that the wall of the aorta has nonlinear elastic 
behavior, as many other soft biological tissues do [24, 40, 71, 72]. The collagen fibers that make 
up the different layers in the aortic wall are responsible for this non-linearity [22, 24, 71, 73]. 
Therefore, biomechanical models that do not consider the nonlinear elastic tissue properties may 
not be sufficiently accurate to mimic the actual stress–strain behavior of the aorta. Raghavan and 
Vorp [29] conducted a study in which 69 wall specimens of AAA patients were used to estimate 
the nonlinear elastic material properties of AAA wall. They proposed a two-parameter hyper-
elastic, isotropic, incompressible material model (i.e., a special case of the generalized power law 
neo-Hookean model) to portray the mechanical behavior of the AAA wall. This model is described 
by two hyper-elastic material parameters with the mean values of 𝑑 = 17.4 𝑁/𝑐𝑚2and µ =
188.1 𝑁/𝑐𝑚2, where 𝑑 represents bulk modulus, which is a measurement for deformation, and µ 
is a representative of shear modulus. Moreover, they reported less than 4% variation in wall stress 
in response to wall tissue parameter changes within the 95% confidence intervals. As such, if the 
actual patient-specific material properties are not available, their mean values may be used as the 
sufficiently reliable and viable parameters with 95% confidence [28]. Figure 1.3 illustrates one 
sample of the wall stress distribution with identification of PWS location. This distribution is 
generated using our AAA computational model [45, 63]. 
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In light of the different biological phenomena that contribute to the remodeling of the aortic 
wall that lead to the formation of AAAs (Section 1.2), it has become evident that the AAA wall 
tissue is better described by a heterogeneous model. Therefore, it was recently suggested that 
regional material properties may be more effective to describe AAA behavior rather than just 
assuming a uniform homogenous material property (either linear or hyper-elastic) for the whole 
AAA  [30, 36, 65, 74]. Wilson et al. [65] studied the mechano-biological effects of ILT and 
regional damage in the extracellular matrix due to degradation that results in a regional anisotropic 
material stiffness and regional wall thickness, which need to be taken into account when studying 
AAA behavior and rupture risk. Their study showed that the stiffest aortic material tends to have 
a slower growth rate and lowest stretch in collagen fibers, while the least stiff aortas experienced 
the higher stress and higher expansion rates [60].  
Tierney et al. [36] used CT images acquired at peak systole and end diastole, when the blood 
pressure is highest and lowest, respectively, depicting the AAA neck and Dmax location to calculate 
the strain developed in the wall tissue, as well as, the elastic properties at the location of the neck 
and Dmax. They showed that the location of PWS was similar for a homogenous AAA model and 
an AAA model featuring regional material properties. However, they concluded the strains 
predicted by the two models were different in magnitude by approximately 5%, which also resulted 
in different PWS values [35]. In a more biological study, Reeps et al. [30] used AAA wall samples 
from 50 patients who underwent open surgery to measure several mechanical wall properties, 
including wall thickness, stiffness, wall strength, and failure tension. They showed that wall 
thickness is related to metabolic activity of the wall and also to the ILT. While failure tension 
showed a positive correlation with ILT, AAA volume, and wall thickness, wall strength has a 
strong inverse correlation with wall thickness. They concluded that to more accurately predict the 
rupture risk of AAA, all of these parameters have to be considered in the modeling procedure [29]. 
Limitations associated with these studies include: small sample size, use of idealized AAA 
geometries for simplicity, omission of the ILT effects, use of only partial CT images of AAA, 
consideration of only a limited number (four) of material regions for the entire AAA, collection of 
samples from patients who had undergone open surgery or repair (hence a small sample size) [30, 
36, 65, 74]. Moreover, Reeps et al. used PET/CT imaging for more accurate wall thickness 
prediction along with the metabolic activity at the site, even though this imaging method is not a 




Fig 1.3:  Distribution of the wall stress on the right posterior wall of a sample AAA, black arrow shows the 
location of peak wall stress (PWS) at the inflection point. 
Meanwhile, it has been shown that the presence of intraluminal thrombus (ILT) affects both 
aortic wall degeneration and PWS in the AAA  [21, 22]. ILT is a result of disturbed blood flow 
and blood stagnation in the AAA sac that could reach a thickness of 3 cm and more [21, 23, 75]. 
Previous studies illustrated that a larger Dmax and thicker ILT were observed in ruptured AAAs in 
comparison to un-ruptured aneurysms, indicating a positive correlation between ILT and rupture 
risk [21, 23, 40]. It has been pointed out that ILT makes a barrier for oxygen transfer and recreates 
a hypoxia environment between thrombus and AAA wall, especially at the site of thicker ILT. This 
barrier property, in return, increases inflammation of the wall and wall weakening by diminishing 
smooth muscle cells (SMCs) and extracellular matrix via proteolytic degradation of elastin and 
collagen  [21, 34, 51]. This causes AAA wall thinning and consequently increases the risk of 
rupture [34]. However, the effect of ILT on PWS remains controversial and it has been recognized 
that a larger ILT is associated with higher AAA growth rate. Additionally, a lower wall stress is 
presented in the thicker parts of the wall against a higher wall stress in the thinner locations of the 
AAA wall [21, 34, 66, 75]. The degeneration that occurs in the wall structure in the presence of 
AAA affects the mechanical characteristics; additionally, ILT has a softer tissue in comparison to 
AAA wall. This results in a more linear stress-strain relation for ILT compared to nonlinear stress-
strain response for AAA wall, increasing the heterogeneous structure of AAA wall [21, 22].  
Furthermore, the response of the vessel wall to different loading conditions – typically internal 
pressure exerted by the blood flow inside the aneurysm – is in the form of internal stress and 
inherent deformation [35, 43, 76]. While the stress distribution developed within simple 
geometries may be estimated using analytical solutions, complex geometries, on the other hand, 
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require numerical solutions, typically obtained using finite element analysis (FEA). The finite 
element method divides a complex geometry into a finite number of small elements, where a higher 
number of elements with smaller size for each individual element give a more accurate solution. 
FEA can be used to generate a stress contour for each individual AAA and provides a reliable and 
noninvasive clinical way to monitor influence of different parameters on the stress distribution of 
a single AAA [2, 12, 29, 39, 62, 77].  
Vorp et al. [61] used Pro-Engineer V16.0™ to model the virtual AAAs for their study and 
conducted a FEA using ANSYS™ for the first time in AAA studies, to determine the effects of 
maximal diameter Dmax and AAA asymmetry on the overall effective wall stress. Their numerical 
study assumed homogeneous and linear elastic vessel wall properties and concluded that the peak 
wall stress increased with increasing maximal diameter and AAA asymmetry [57]. Even though 
their study had a handful of limitations, including the assumption of homogeneous and linear 
elastic vessel wall properties, use of 3D synthetic models constructed with an in-house MATLAB 
algorithm, uniform wall thickness and mechanical properties for the entire length of AAA, it was 
a start for a more comprehensive characterization of AAA. Since then, the use of FEA made it 
possible for researchers to incorporate the effects of biomechanical and biological phenomena in 
order to more accurately investigate AAA behavior, rupture and possible dogmatic and treatment 
methods in a patient specific way [12, 19, 22, 39, 77, 78].  
So far, we have learned that biomechanical factors affect the AAA formation and its rupture 
through changes in the biological characteristics of the vessel wall. These factors, along with 
associated geometrical parameters, have been the main focus when studying numerical approaches 
to assess AAA severity and predict AAA rupture more precisely. However, it has been shown that 
personal health conditions, family history, and life-style patterns might be related to the origin of 
the evolving biological phenomena that contribute to the formation and growth of AAAs. Hence, 
in the following section, we will briefly review these aspects.  
1.3.3 Clinical Historical Parameters  
It has been shown that family history, health record, and other clinical historical parameters 
(age and gender) influence AAA and its behavior [6, 17, 56, 57]. Family history is one of the 
genetic parameters, which can affect the chance of getting AAA. It was shown that a first 
generation relative of patients who have had AAA are at an increased risk of developing an AAA; 
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however, this chance can differ from 1% to 30% [56]. On the other hand, since there is no uniform 
method to investigate family history, and most studies have only been based on questionnaires, the 
effect of family history on AAA remains controversial [75].  
Smoking can be assumed as the main environmental risk factor for AAA as a degenerative 
disorder [79]. In a study that, accounted for all other risk factors, it was shown that 71% of AAA 
patients were smokers. However, due to the fact that there are fewer people that smoke and better 
cardiovascular care, especially in developed countries, the mortality rate is decreasing [14, 56, 57]. 
This also affects the age when the repair is performed for patients with AAA. Due to fewer people 
smoking, the age at the time of repair has increased from 65, when men start being screened for 
AAA, to 74 in different countries [57, 80].  
Women consistently display lower presence of AAA than men in the same age range. 
However, the rate of the rupture and consequently the rate of mortality in women is higher than in 
men [6, 27, 56, 79, 80]. Therefore, The Society for Vascular Surgery (SVS) in USA suggested that 
women 65 years of age or older, who have smoked at any time in their life or have a family history 
of AAA, are recommended for ultrasound imaging screening [8, 30]. 
Diet and obesity have been identified as other clinical historical parameters that can affect 
AAA [56]. Two of the most significant parameters related to them are diabetes and chronic kidney 
disease (CKD) [30, 56]. It has been demonstrated that diabetes shows a positive correlation with 
wall thickness, while a negative correlation between wall thickness and patients who suffer from 
the chronic kidney disease (CKD) was observed [29].  
Therefore, to have a comprehensive understanding about AAA and potential monitoring and 
treatment methods, incorporation of all three main categories of parameters, namely, geometrical, 
biomechanical, and morphological parameters in a predictive model is essential  [23, 34, 46, 57, 
58]. To do so, imaging of AAA patients has become increasingly useful, in the effort to better 
understand patient specific anatomy, as well as potentially reduce the rate of mortality by better 
planning the interventional procedure for those in need of surgical repair [47, 71]. In the next 





1.4 Imaging Methods 
 
Due to reduced smoking and better health care, the age at the time of repair for patients with 
AAA is increasing worldwide [57, 80]. It has been suggested to start monitoring cardiovascular 
diseases including AAA for patients 65 years or older [7, 57]. Using ultrasonography, a maximal 
transverse diameter greater or equal to 3.00 cm has been used as the criterion to justify a follow-
up for patients [27, 57, 81]. For a patient with an AAA diameter up to 4.5 cm, 3-year follow-up 
intervals are recommended and once the Dmax reaches 5.0 cm, annual follow-ups are 
recommended; moreover, in the event of further increase in Dmax, a 6-month follow-up frequency 
has been suggested [7, 57, 81]. 
Comparatively low cost (relative to Computed Tomography Angiography (CTA) and 
Magnetic Resonance Imaging (MRI)), easy accessibility, and no ionizing radiation exposure have 
contributed to Ultrasonography (US) becoming the common screening method for AAA  [7, 62, 
81, 82]. Two-dimensional (2D) US can be used to perform a simple diameter measurement and 
assessment of wall motion, while three-dimensional (3D) US may supply additional information 
on AAA morphology or geometry [7, 57]. However, the clinically imposed limitation on intra-
observer variability of 27 mm and inter-observer variability of 2-10 mm, makes US a less accurate 
and viable method, especially in the case of a clinical decision-making process, while CT and MRI 
both show intra- and inter-observer variability of less than 2 mm. Intra-observer measurements for 
Dmax show a variability of 27 mm between 4 different observers where the results showed a 27 
mm variability between the min and max of those measurements  [58, 76].  
On the other hand, computed tomography angiography (CTA) produces more detailed 
information on AAA geometry (length, volume and so on, rather than just Dmax) and morphology 
(ILT presence) with advanced 3D image reconstruction and estimation of the entire vessel 
structure. These benefits over US imaging render Computed Tomography (CT) as the current 
standard pre-operative imaging method for AAA imaging. However, CT exposes patients to 
significant levels of radiation, which along with the risk of nephrogenic injuries constitute two of 
the down-sides of CTA [57, 82, 83].  
Magnetic Resonance Imaging (MRI) can be introduced as the best screening method for soft-
tissue imaging with no radiation exposure and equally as good as CTA in providing details on 
AAA. MRI may provide information on morphological and mechanical aspects of AAA such as 
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aortic wall decomposition and cellular activity [50, 62]. However, it is expensive, and, therefore, 
not readily available for AAA screening in most medical centers [57, 62].   
Overall, ultrasonography imaging, thanks to its non-invasiveness, wide availability, and 
affordability remains the most popular imaging method of AAAs for diagnosis and follow-up [7, 
57, 62, 81, 82]. Meanwhile, the use of CT imaging systems is growing as a more viable imaging 
modality for AAA, mainly due to their superior image quality and ability for 3D characterization 
and visualization, as well as their increased availability and affordability over the MRI systems 
[80, 82].   
 
1.5 Treatment Methods 
 
Currently, there is no pharmacological treatment to reduce growth or rupture risk of AAA [62, 
84]. Standard treatments consist of either open or endovascular aneurysm surgical repair for 
patients with Dmax ≥ 5.5 cm [62, 84-86]. For patients with symptomatic AAA, urgent treatment is 
required, which indicates appropriate pre-operative management and repair have to be done within 
4 to 24 hours of admission. However, for a patient with an acute AAA, an immediate treatment is 
necessary [8, 84]. If rupture happens, 50% of patients will die before arriving to the emergency 
room; moreover, there is up to 80% risk of mortality for patients undergoing AAA repair surgery 
30 days post-procedure [11-13]. In this section, a brief explanation for each of treatment methods 
will be provided, along with their main characterizations.  
1.5.1 Open Repair (OR) 
The standard treatment for AAA is open abdominal surgery which demands a large-scale 
abdominal incision, clamping of the proximal abdominal aorta, and suturing of a graft that 
excludes the aneurysm [8, 84]. The most important advantage of open repair is rapid, secure, and 
effective control of proximal aorta and reduction of blood loss [84, 87]. Proximal control is 
performed by balloon occlusion which could be injected directly through the aorta or under 
fluoroscopic image guidance help through femoral or brachial artery [84, 87].  
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1.5.2 Endovascular Aneurysm Repair (EVAR) 
EVAR was first introduced in 1991 [26, 88]. Using an endovascular technique, a covered stent-
graft connects the proximal neck of the AAA to either one (mono-iliac stent graft) or both iliac 
arteries (bifurcated stent graft) to seclude the aortic wall from the normal arterial blood pressure 
[8, 86, 89]. Figure 1.4 shows a schematic representation of EVAR. It was illustrated that EVAR 
could be useful in emergencies, such as the repair of an acute AAA. It should be noted that not all 
patients are eligible for EVAR due to the fact that a stent-graft size and selection procedure are 
required to be adopted with patient anatomy. In some cases, this could lead to an expensive 
procedure, both logistically and financially. Pre-operative imaging of the AAA, as well as femoral 
and iliac artery anatomy, are needed in order to capture the suitable anatomical structure for EVAR 
procedure. Some challenging anatomical features include sufficient proximal neck length (more 
than 10-15 mm), normal proximal and distal neck diameters (less than 32 mm), limited neck 
angulation (between 60 to 90 degrees), a limited amount of mural thrombus and calcification 
(occupying less than 50% of the aortic circumference), sufficiently small iliac arteries (less than 5 
mm diameter), or severe occlusive disease which might exclude the EVAR probability [8, 84].  
Additionally, EVAR is related to endoleaks, which are the main long-term uptakes of EVAR 
and might result in long-term AAA rupture [7, [90], [91]. To prevent endoleaks, CT imaging at 1 
to 12 months after EVAR is suggested, followed by an annual monitoring program [14]. In case 
of observing an endoleak in a follow-up screening, it is important to know its type, as each type 
requires a specific management strategy. In general, there are four categories of endoleaks:  
1. Type I: Sealing zone endoleak  
2. Type II: Retrograde flow from a covered aortic branch endoleak  
3. Type III: Graft failure endoleak  
4. Vendoleak or endotension; progression of the AAA diameter with no detectable endoleak 
on a dual phase.  
Type I and III should be instantly addressed since they are considered equivalent to an 
untreated AAA [91]. Type II are more common and are not as life-threatening as the other 2 types. 
A 6-month follow-up is suggested for type II endoleaks, and, if any sign of aneurysm growth has 
been observed, an EVAR re-intervention is needed. In case of a Vendoleak, which occurs in up to 
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40% of patients who underwent EVAR [8, 88, 90], close imaging follow-up and open surgery 
constitute standard clinical management. 
Another criterion to compare these two treatment methods – open repair vs. endovascular 
repair – is the average time of hospitalization, which amounts to 3 days on average for EVAR and 
7 days for OR patients. However, patients who experienced EVAR are recommended to have a 
life-long follow-up due to higher risk of endoleaks than OR-treated patients [88, 89].  
Unfortunately, because of the differences in interventional experience levels amongst 
physicians, anatomical inclusion criteria for EVAR still vary widely amongst medical centers, with 
eligibility rates ranging from 34 to 100% [8, 92]. As a result, the selection of best treatment method 
remains widely dependent on the physician’s decision and patient agreement [8, 84, 92].   
 
Fig 1.4: Schematic representation of endovascular aneurysm repair (EVAR) for abdominal aortic aneurysm 
(AAA) treatment (adopted from [93]). 
 
1.6 Machine Learning and Abdominal Aortic Aneurysm 
1.6.1.  Introduction: Machine Learning, Definitions & Fundamentals 
An informal definition of machine learning is that: "machine learning is the field of study that 
gives computers the ability to learn without being explicitly programmed (Arthur Samuel) [94]."   
Machine learning and data mining models can be helpful to find specific patterns from the 
existing data -big data- and establish a relation based on that to predict the output for upcoming 
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new events or data sets. As a result, in recent years, the models based on ML have become more 
popular in different fields as well as medical applications that deal with big data sets [95, 96].  
The general idea in all machine learning models is that a dataset is available (inputs) and the 
goal is, by using this given dataset called training set, to identify a function ℎƟ: 𝑋 → 𝑌 that maps 
the input properly to the corresponding output (𝑦). Here, 𝑋 denotes the space of input values, 𝑌 
denotes the space of output values, and the function ℎƟ is called a hypothesis [70]. Then, by 
minimizing a cost function (error) or maximizing the success rate (accuracy) associated with ℎƟ, 
the user can find the best parameters of ℎƟthat fit the data appropriately, avoiding overfitting or 
underfitting.  Finally, using the inputs and this well-fitted ℎƟ, the output for a new input data set 
can be predicted [97]. 
All ML models consist of a few main components which are introduced in this section in more 
detail [97, 98]:  
• Features/attributes are the input variables provided to the model.  
• Output is the target variable that we are trying to predict.   
• Training set: a pair of input and known output is called a training example. A set of 
𝑚 number of training examples called the training set which is used to train the ML model to find 
the pattern between the inputs and outputs.  
• Test set: a portion of data which is excluded from the training set and is used for evaluation 
of performance of each ML model. A learning algorithm (hypothesis) might fit well to a training 
data, but that doesn’t mean that the hypothesis is appropriate. In order to find the lowest error or 
cost function (𝐽) in a systematic approach and choose the best model for a given dataset, ML 
models must be evaluated by splitting up the data into two sets: a training set and a test set. 
Typically, depending on the size of the data set, the training set consists of 70-85% of the data and 
the test set is the remaining 30-15% [97, 98].  
• Hypothesis, ℎƟ: a pre-defined function for any specific machine learning model. 
• Cost function, 𝐽(Ɵ𝑖): a measurement of the accuracy of the hypothesis. It is an average 
difference of all the results of ℎƟ(𝑥) with inputs and the actual outputs which indicates how well a 
hypothesis, ℎƟ(𝑥), will fit into the given dataset, so we need to minimize 𝐽 in respect to Ɵ𝑖 to find the best 





1.6.2 Abdominal Aortic Aneurysms and Machine Learning 
As it was seen throughout this chapter, in addition to geometric indices such as Dmax, a variety 
of biomechanical parameters and material properties affect AAA morphology and behavior [13, 
21, 22, 30]. Wall stress distribution and mainly the peak wall stress – which is directly related to 
the failure site on the AAA surface - computed using finite element analysis (FEA) have been 
helpful to comprehensively consider the effects of geometrical and biomechanical parameters [19, 
28, 99]. Moreover, it has been shown that patient-specific historical data, such as presence of 
clinical pre-existing conditions or risk factors like smoking, hypertension, or chronic kidney 
disease (CKD) may increase AAA severity and risk of rupture [96, 100]. 
Therefore, a comprehensive predictive modeling approach that incorporates not only geometric 
and biomechanical factors, but also patient-specific historical clinical data, may provide a more 
accurate appraisal of a patient’s AAA severity. To this extent, machine learning (ML) models can 
play a strong role in management of AAA in a patient-specific manner in order to increase the 
accuracy of clinical decisions based on comparably large and various data sources [100].  
However, ML methods have rarely been used to study AAA, and even more so to predict in-
hospital mortality rate [95, 96, 101] of patients or to help selection of the best set of geometrical 
indices to study AAA [24, 31, 42, 64].  
In recent years ML methods have been used to predict EVAR complications and in-hospital 
mortality rate of AAA patients after EVAR or traditional open surgery. EVAR is becoming the 
common treatment of AAA due to being minimally invasive and its less recovery time compared 
to the traditional open surgery. However, in long term, EVAR is associated with leaks inside the 
AAA sac as the result of graft displacement or deformation which will increase the risk of rupture 
[100, 101].  Hence, Garcia et al. [101] utilized CT samples from 15 patients to evaluate the EVAR 
performance using the texture features obtained from ILT on the CT slice containing Dmax, and its 
adjacent ± 5 mm slices. Several classification ML models were used, indicating that results from 
three machine learning algorithms - K-nearest neighbor (K-NN), multilayer perceptron neural 
network (MLP-NN) and support vector machine (SVM) - had the higher accuracy to predict the 
endoleaks after EVAR [95].  For a similar purpose, Karthikesalingam et al. [95] used geometrical 
indices of endograft for patients who underwent EVAR as the classification features in their 
artificial neural network algorithm. They developed a model to classify the endograft 
complications or patient mortality in two groups of low-risk (no complication or endoleak in 5 
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years of follow-up) and high-risk (endograft complication or died within 5 years of follow-up) 
after EVAR [94]. Moreover, Torra et al. [96] utilized machine learning algorithms to reduce the 
in-hospital mortality rate in patients who had a AAA open surgery.  They tested several ML models 
using three different classifiers including multilayer perceptron neural network (MLP-NN), radial 
basis function (RBF) and Bayesian network (BN). The clinical and postsurgical data were used as 
the features for ML models in this study [92].  
Another area of AAA research has been the utilization of ML models to select the best set of 
geometrical indices to study AAA growth and rupture. For this purpose, Shum et al. [24] developed 
a 3D geometrical reconstruction model based on contrast-enhanced CT images of 76 patients to 
study the effects of geometrical indices on AAA. For their ML model, they used a J48 decision 
tree algorithm with a standard 10 folds selection, different feature sets were used to classify the 
rupture and un-ruptured patients. Their results indicated that a group of 7 geometrical parameters 
had a higher accuracy performance to classify AAA patients; therefore, since each AAA has a 
unique complex shape, the risk evaluation would be more accurate based on a set of geometrical 
parameters rather than relying only on Dmax [23].  
With the same goal, Lee et al. [64] studied the geometry of 205 AAA patients to investigate 
the effects of ten surface curvature and irregularity variables on AAA. Their ML model results 
indicated that a set of surface curvature parameters could be employed as a more accurate model 
to classify the rupture and un-ruptured AAAs in comparison to Dmax alone [59]. Moreover, Parikh 
et al. [31] investigated geometry of 150 AAA patients to study the effects of geometrical and wall-
thickness parameters on AAA rupture using a decision tree ML algorithm. They concluded that a 
combination of different geometrical parameters could serve as a more reliable tool to assess the 
rupture risk in AAA patients [30].  
While some efforts have been performed to utilize machine learning model toward more 
accurately studying and predicting AAA behavior and risk of rupture, there is still a critical need 
for a comprehensive model which can successfully incorporate all of the parameters influencing 






1.7 Summary of Current Status and Future Improvements  
 
In this chapter a comprehensive review of abdominal aortic aneurysm (AAA) physiology and 
behavior was presented. An overview of different geometrical, biomechanical and morphological 
parameters that affect AAA was provided. Also, various modeling techniques, imaging-based 
screening and follow-up methods, and different treatment strategies to investigate and deal with 
AAA were reviewed. 
AAA is becoming one of the top tenth causes of death worldwide, with a mortality rate of 85-
90% [10, 102, 103]. Moreover, while timely surgical repair is the preferred treatment approach, 
the risk of mortality for patients undergoing AAA repair surgery could be as high as 80% within 
30 days of the procedure [11-13]. In recent years, research efforts have been concentrated on 
investigating different parameters that might affect the AAA rupture and helping to get a better 
insight into the initiation of AAA. It was shown that three main categories of geometrical features, 
biomechanical parameters, and health records and lifestyle are affecting the AAA behavior as well 
as its rupture. To have a better understanding of the AAA, all of these categories must be included 
in the modeling and decision-making process, with different extends. However, due to ethical 
limitations as well as unavailable clinical trial on most of these features, currently even the best 
clinical practices rely on the traditional criterion of the aneurysm transverse maximum diameter 
(i.e., Dmax >5.5 cm) to justify the risk of intervention over the rupture risk [103].  
Meanwhile, biomechanical parameters have been recognized as more reliable rupture risk 
indicators, specially, for AAAs with smaller Dmax (less than 5.5 cm). For most patients with Dmax 
> 5.5 cm the intervention will be performed before they actually go through the rupture, therefore, 
the real process and outcome of the rupture will remain unknown. Moreover, the number of 
patients with Dmax < 5.5 cm whose AAA ruptured, is relatively low, which makes it more 
challenging to study the effects of biomechanical parameters [97]. Uncertainty about 
biomechanical factors arises from low availability of patient-specific material properties and wall 
strength of AAA wall tissue [10]. Most of the modeling research on AAA are image-based analysis 
which rely on computed tomography (CT) images. However, heterogeneity of the AAA wall and 
ILT are not traceable through CT imaging; whilst MRI is able to resolve this issue, it is very costly 
and not affordable for many clinics [102]. Therefore, despite increasing attention toward studying 
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the regional material properties of the wall, the inclusion of material heterogeneity remains as a 
challenging limitation for most modeling studies [102, 103].  
As more patients are going through more frequent screening programs, and more patients - 
who underwent EVAR repair - go more often for individually screening follow-ups, and due to 
reduction in smoking [7, 10, 103-105], mortality rate of AAA has been decreasing over the past 
decade. Nevertheless, there are still many people at risk of developing AAA and therefore, any 
research and development to prevent and repair AAA, especially in a patient-specific manner, will 
not only save many lives, but also increase the patients’ general health conditions and life 
expectancy. This could be achieved by increasing patient-specific investigations and clinical trial-
based studies.  
1.7.1 Thesis Contributions  
To overcome some of the mentioned limitations and challenges associated with the study of 
AAAs and their severity risk of rupture, we bring forth the work described in this dissertation, 
which focuses on three main components of the AAA modeling and analysis pipeline: geometric 
modeling and characterization, material property considerations, modeling and simulations, and 
comprehensive AAA severity assessment using geometric, biomechanical and historical clinical 
considerations via machine learning. This section provides a list of the contributions for each 
component that will be presented in more detail in the following chapters.   
• Contributions to Image Processing and Geometric Index Analysis 
To investigate AAA behavior, severity and rupture risk, a 3D model of the AAA is required. 
The first component of our proposed method reconstructs patient-specific 3D models of the AAAs 
using clinical-quality images in several stages consisting of segmentation, interpolation and 
volumetric meshing.  
In order to address and mitigate the challenges associated with of low-quality clinical images, 
we employed different types of filtering methods (as adaptive filtering) prior to segmenting the 
aneurysm geometry to construct the 3D model of the aneurysm. These filters are used to enhance 
the edge quality within the region of interest in the aortic based on the overall contrast of the CT 
image sets available for this study. As a result of this proposed quality improvement, the amount 
of human interaction with the tool was reduced, and consequently resulted in reduced user-induced 
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variability, and an overall faster and more consistent aneurysm segmentation tool. The methods 
and findings reported in this work have been disseminated and presented in: 
G. Jalalahmadi, M. Helguera, “An Inclusive Numerical Model to Study Geometrical and 
Biomechanical Properties of Abdominal Aortic Aneurysm”, BHI-2016 International Conference 
on Biomedical and Health Informatics, Las Vegas, NV, February 2016.  
G. Jalalahmadi, M. Helguera, “A Computational Model to Study Geometrical and 
Biomechanical Properties of Abdominal Aortic Aneurysm”, 8th Annual Graduate Research and 
Creativity Symposium, RIT, Rochester, NY, April 2016. 
G. Jalalahmadi, C. A. Linte, M. Helguera, "A numerical framework for studying the 
biomechanical behavior of abdominal aortic aneurysm," Proc. SPIE 10137, Medical Imaging 
2017: Biomedical Applications in Molecular, Structural, and Functional Imaging, Vol. 10137 
(2A), DOI: https://doi.org/10.1117/12.2254528, 2017 [63]. 
• Contributions to the Biomechanical Parameter Analysis  
From a biomechanical point of view, the AAA rupture depends on different biomechanical 
parameters, such as the loading conditions of the vessel wall and its material properties. Most 
studies still use the homogenous hyper-elastic material property for the entire length of the AAA, 
although there has been some evidence that different regions of the AAA present different material 
properties due to different degree of degradation of the elastin and collagen network inside the 
compromised AAA wall. Therefore, using a homogenous material property may not be sufficiently 
accurate to model the AAA behavior and predict its severity.  
To overcome this limitation and achieve a more biomechanically realistic model that better 
represents the heterogeneity of AAA tissue, we introduce two different patient-specific regional 
material property models which mimic the physiological behavior of the AAA wall tissue more 
accurately. Parts of this work have been disseminated in [45] and [99] and presented in the 
following conferences, and a journal article describing the full extent of the work is currently in 
preparation and pending submission: 
G. Jalalahmadi, C.A. Linte, and M. Helguera, “A Numerical Finite Element Model to Study 
the Biomechanical Behavior of Abdominal Aortic Aneurysm”, SPIE Medical Imaging 
Conference, Orlando, FL, February 2017.   
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G. Jalalahmadi et al., "(Peak) Wall Stress as An Indicator of Abdominal Aortic Aneurysm 
Severity" 2018 IEEE Western New York Image and Signal Processing Workshop (WNYISPW), 
IEEE Xplore, pp. 1-5, doi: 10.1109/WNYIPW.2018.8576453, 2018 [45].  
G. Jalalahmadi et al., “Wall Stress as a Non-invasive Biomarker of Abdominal Aortic 
Aneurysm Severity”, Biomechanics Days Conference, Bulgarian Society of Biomechanics, Sofia, 
Bulgaria, 2018 
G. Jalalahmadi et al., “Toward Modeling the Effects of Regional Material Properties on the 
Wall Stress Distribution of Abdominal Aortic Aneurysms”, SPIE Medical Imaging Conference, 
Houston, TX, USA, February 2018.   
G. Jalalahmadi et al., "Toward modeling the effects of regional material properties on the wall 
stress distribution of abdominal aortic aneurysms," Proc. SPIE 10578, Medical Imaging 2018: 
Biomedical Applications in Molecular, Structural, and Functional Imaging, Vol. 10578 (0I), 
DOI: https://doi.org/10.1117/12.2294558, 2018 [99].  
G. Jalalahmadi, C.A. Linte, “Abdominal Aortic Aneurysm Severity Assessment”, 2nd IEEE 
EMBS International Summer School on Computer Modeling in Medicine, Charleston, SC, June 
2019. 
• Contributions to Machine Learning for AAA Modeling and Assessment 
Throughout this research, it has been demonstrated that the three main categories of 
parameters, namely, geometrical indices, biomechanical parameters and patient-specific 
historical clinical data, together influence the AAA and its risk of rupture. Therefore, in order to 
incorporate the effects of all these parameters to study AAAs more precisely, a comprehensive 
predictive modeling approach is necessary.  
To this extent, Machine Learning (ML) models can play a strong role in management of the 
AAA in a patient-specific manner in order to increase the accuracy of clinical decisions based on 
various comparably large data sources. Therefore, in the last component of our method, we utilize 
different machine learning (ML) algorithms, to develop a comprehensive model which can 
incorporate all the mentioned parameters influencing AAA to predict the rupture probability for 
new patients. A full, complete version of this work is currently in preparation and pending 
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submission to a peer-reviewed journal, but parts of this work have been disseminated in [103] and 
presented in the following conferences: 
G. Jalalahmadi, M. Helguera, C.A. Linte, “A Machine Leaning Approach for Assessing 
Abdominal Aortic Aneurysm Severity”, 8th International Conference on Mechanics of 
Biomaterials and Tissues, Waikoloa Beach, HI, December 2019. 
G. Jalalahmadi, M. Helguera, C.A. Linte, “A Machine Leaning Approach for Abdominal 
Aortic Aneurysm Severity Assessment using Geometric, Biomechanical, and Patient-specific 
Historical Clinical Features”, SPIE Medical Imaging Conference, Houston, TX, February 2020.   
G. Jalalahmadi, M. Helguera, C. A. Linte, "A machine leaning approach for abdominal aortic 
aneurysm severity assessment using geometric, biomechanical, and patient-specific historical 
clinical features," Proc. SPIE 11317, Medical Imaging 2020: Biomedical Applications in 
Molecular, Structural, and Functional Imaging, Vol. 11317 (13), 
DOI: https://doi.org/10.1117/12.2549277, 2020 [106]. 
 
1.7.2 Thesis Overview 
Chapter 1 of this dissertation serves as a comprehensive introduction to the AAA physiology, 
behavior, modeling and simulation, and clinical management. A detailed morphological analysis 
of the phenomena which affect the initiation and progression of abdominal aortic aneurysms 
(AAA) was presented, followed by an overview of different geometrical, biomechanical, and 
clinical parameters influencing AAA. Finally, an overview of various modeling techniques that 
have been developed to date in response to different imaging-based screening and follow-up 
methods, as well as different strategies for clinical management and treatment of AAA was 
provided. Part of this chapter has been published as a book chapter in [1]: 
G. Jalalahmadi, M. Helguera, C. A. Linte, “Abdominal Aortic Aneurysms: Morphology, Risk 
Factors, Management and Image-Based Modeling Strategies,” in “Aortic Aneurysms: Signs, 
Symptoms and Management.”, A. Harky, Ed,  ed New York,: Nova Science Publishers Inc, , 1st 
Edition, Chapter 3, pp: 109-147, ISBN: 978-1-53617-677-3, May 2020.  
Chapter 2 focuses on generating synthetic 3D AAAs using our in-house MATLAB algorithm 
as well as patient-specific human 3D geometric AAA models using CT images. It also provides a 
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parametric analysis study on geometrical indices and their effects on the AAA wall stress 
distribution and peak wall stress via modeling and simulation.   
In Chapter 3, the effects of heterogeneity of wall tissue on AAA wall stress and its rupture will 
be discussed by developing two different regional material property models based on Ultrasound 
and CT images.  
In Chapter 4, we demonstrate the utilization of Machine Learning (ML) in the AAA rupture 
assessment. In this chapter, four different machine learning models and three feature selection 
techniques which we use to emerge our comprehensive model, will be described in detail.  
Finally, chapter 5 provides an overall discussion of the entire work, while Chapter 6 will 


















Image Processing, Geometrical 
Parameter Study and Finite Element 
Analysis 
 
Abstract: In this chapter, we first describe an image processing workflow 
consisting of several steps - segmentation, interpolation, and volumetric meshing 
– that helps build geometrical AAA models from traditional, standard-of-care low-
quality clinical images. Next, we demonstrate the use of these techniques to 
generate 3D synthetic models and patient-specific human 3D geometric AAA 
models from CT images used in the calculation of the geometrical indices and  peak 
wall stress using finite element analysis, which helps study the effects of different 
biomechanical parameters. Finally, the correlation among different geometrical 
indices and the AAA wall stress distribution and peak wall stress, as an indicator 
for the AAA risk of rupture, is investigated. This chapter has been adapted from 
the following publications : 
[45]: G. Jalalahmadi et al., "(Peak) Wall Stress as An Indicator of Abdominal 
Aortic Aneurysm Severity" 2018 IEEE Western New York Image and Signal 
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Processing Workshop (WNYISPW), IEEE Xplore, Accession Number: 18311472, 
pp. 1-5, doi: 10.1109/WNYIPW.2018.8576453, 2018. 
[63]: G. Jalalahmadi, C. A. Linte, M. Helguera, "A numerical framework for 
studying the biomechanical behavior of abdominal aortic aneurysm," Proc. SPIE 
10137, Medical Imaging 2017: Biomedical Applications in Molecular, Structural, 
and Functional Imaging, Vol. 10137 (2A), 
DOI: https://doi.org/10.1117/12.2254528, 2017. 
 
 
2.1 Introduction  
 
Despite all the efforts to investigate AAA and its rupture severity, there are still limitations 
which need to be addressed. In the current work, we present our solution to some of these 
limitations (Section 1.7.1) by developing a AAA modeling pipeline that consists of three main 
components: image processing and calculation of geometrical indices, study of biomechanical 
parameters, and incorporation of effects of all parameters from different data sources (geometrical, 
biomechanical and historical clinical) through machine learning modeling. 
The very first step to study AAA and its behavior consists of having a 3D model of each AAA; 
therefore, we start by describing our geometric model building process. The 3D reconstruction of 
AAAs utilizing the medical imaging data, and the extraction of the geometrical indices using these 
3D models will be presented. To overcome the challenges of low quality of clinical image sets, we 
utilize different filtering methods to enhance the performance of the image processing step. The 
output of this step is a smooth 3D mesh of AAA which can be used to calculate the geometrical 
parameters, and also serves as input into and computational domain for the next component of the 
AAA modeling and simulation pipeline - the biomechanical study of AAA.  
In this chapter, we also describe the process to generate models of the AAA based on geometry 
properties and biomechanical loading conditions. Overall, we explore the generation of two 
different models: synthetic models based on generic geometric parameters used to characterize 
AAAs, and preliminary human AAA models generated using human CTA images. 
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2.2 MaterialS and Methods 
 
We demonstrate the development and validation of our proposed model using two different 
types of data sets. At first, we generated synthetic AAA models using a custom-developed, in-
house algorithm implemented using MATLAB. Secondly, we used retrospective human AAA data 
sets obtained from the University of Rochester Division of Vascular Surgery (Rochester, NY) in 
the effort to generate human AAA models.  
2.2.1 Synthetic AAAs 
 The synthetic AAA models were generated using a custom-developed, in-house algorithm 
implemented using MATLAB. The algorithm allows the user to adjust the prescribed maximal 
diameter, asymmetry and tortuosity (these parameters are defined in more details, later in Section 
2.4) for each virtual model, which are three of the most critical parameters describing AAA 
geometry (Figure 2.1). We assumed a circular cross section for all models [17, 61] and a uniform 
2 mm wall thickness was prescribed throughout the entire length of the aorta, similar to previous 
studies [19, 40, 61, 68].   
In order to study the effects of different material properties, we used two material models: the 
former featured linear, elastic material properties characterized by an elastic modulus of 500 
𝑁/𝑐𝑚2, Poisson’s ratio of 0.49 for a blood pressure of 120 mmHg were used [29, 61], and the 
latter featured hyper-elastic properties. Specifically, we employed a two-parameter hyper-elastic, 
isotropic, incompressible material behavior (i.e., a special case of the generalized power law neo-
Hookean model), adopting parameter values from Raghavan and Vorp [29]. These properties were 
the result of a previously performed parametric study involving 69 aortic wall specimens from 
AAA patients, which reported less than 4% variation in wall stress in response to wall tissue 
parameter changes, with 95% confidence. As such, if the actual patient-specific material properties 
were not available, the mean values of their study (𝑑 = 17.4 𝑁/𝑐𝑚2 and µ = 188.1 𝑁/𝑐𝑚2, 
where 𝑑 and µ are the two material parameters) may be used as the viable parameters [2, 19, 30, 
34, 40, 63] with 95% confidence. Fig 2.1 shows a few samples of synthetic AAAs generated in 




(a) (b) (c) 
Fig 2.1:  Synthetic data generated with our in-house algorithm: (a) Symmetric AAA, (b) Asymmetric AAA 
with no tortuosity in centerline, (c) Asymmetric AAA with tortuosity in centerline. Note that coloring, does 
not represent any information. 
2.2.2 Human CTA-based AAA Datasets 
 Contrast enhanced CTA (axial Computed Tomography Angiography) images of twenty un-
ruptured AAAs from twelve patients – the men and two women, with average age of 76 ±10 years 
old- were retrospectively obtained from Division of Vascular Surgery at the University of 
Rochester (Rochester, NY). One patient had four consecutive CT scans, two of them had three and 
one patient had two consecutive CT scans while the rest of them had just one set of CT scans. The 
Study received approval from the human subject review board at the University of Rochester as 
part of RSRB#00053438. All CT images were acquired by Philips Brilliance 64 CT scanner. The 
images were acquired using a 512×512 scan matrix with an average pixel size of 0.7605 mm and 
average slice thickness of 3.74 mm. Figure 2.2 shows a sample of this type of CT images.   
The images were not gated; rather, they  were acquired over a cardiac cycle and therefore are 
representative of the average shape of AAA throughout the cardiac cycle, as opposed to depicting 
the AAA geometry in diastole or systole Moreover, the pressure used to load the model was the 
pulse pressure wave characterized by the difference between the peak systolic pressure and 
diastolic pressure for each patient. Using pulse pressure also helps to simulate the zero-pressure 
AAA geometry at the beginning of the measurement  [72, 74]. 
A 2-mm wall thickness was used throughout the entire length of the aorta, like previous studies 
[19, 40, 61, 72], due to the low quality of images, the exact wall thickness extraction was not 
applicable. Similar to synthetic data models, two types of material properties, described in Section 








Fig. 2.2: Example of (a) an axial CT slice of human AAA, and (b) zoomed-in image of the segmented 
lumen wall (blue contour) and outer wall (red contour) of aorta’s profile. 
 
2.3 Methods  
 
Our computational workflow consists of three components described in detail in the following 
chapters. The first component uses commercial software MATLAB to construct a 3D mesh model 
of the AAA from clinical quality CT (human). In addition, this step also includes the evaluation 
of the geometrical indices that describe the shape and size of each individual AAA. Figure 2.3 
illustrates a flow diagram of the different steps involved in this component.  
To study the geometrical indices of AAA, a 3D reconstructed model of the aortic wall is 
required. This geometric model is generated through four steps: lumen and outer aortic wall 
segmentation, interpolation and point cloud generation, 3D mesh generation, and calculation of 
geometrical indices. For each AAA sample these four steps are automatically repeated twice, once 
for the lumen wall and then for the outer wall. As a result, most of geometrical indices are 
calculated based on the outer wall characteristics of the aorta while information extracted from the 




Fig. 2.3: Flow diagram of the steps involved in the first component of our model; image processing and 
geometrical indices study. 
 2.3.1 Segmentation  
As mentioned in Chapter 1, one of the most challenging aspects in AAA 3D geometry 
reconstruction is low quality of images. The low quality comes from the fact that the clinical 
centers use CT systems as their primary imaging modulus with lower level of radiation or using 
thicker slices in order to be safer for patients [57, 82]. In case of our study, the human CT images 
were acquired using a 512×512 scan matrix with an average pixel size of 0.7605 mm and average 
slice thickness of 3.74 mm featuring low resolution.  
To mitigate the challenges associated with the limited resolution and quality of the CT images, 
at the beginning of our 3D reconstruction model, we used different filtering methods. After 
importing the original image (Figure 2.4a) into our algorithm, three different types of digital 
filtering techniques were applied on the original image. First, a Gaussian low-pass filter was 
implemented to reduce the level of noise in the original image to enhance the effectiveness of the 
edge detection in active contour method (Figure 2.4b). Then, a sharpening filter built into 
MATLAB was used to increase the sharpness of the image features and enhance the edges (Figure 
2.4c). Finally, to enhance image contrast (Figure 2.4d), we performed a histogram equalization 
using a MATLB built-in function.  To have a robust model for segmentation with more capabilities 
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and flexibility, we used the two well-known methods for AAA wall segmentation: the region 





Fig. 2.4: (a) The original image from an AAA scan set, (b) Gaussian filter applied image, (c) Sharpened 
image, and (d) Histogram equalization enhanced image. 
2.3.1.1 Region Growing Method 
In region growing method, to segment the aortic wall, the algorithm reads in a CT image 
according to Figure 2.4 and the user identifies the coordinates of an arbitrary initial point inside 
the aorta. The aorta is segmented according to the intensity gradient between the wall tissue and 
the surrounding regions for outer wall and, between the lumen and surrounding intraluminal 
thrombus for inner wall of aorta. Therefore, the other input for this step is a user-defined intensity 
threshold used to narrow the capture range of the search algorithm. The user chooses this intensity 
bandwidth by just clicking on any point on the outer or inner wall of aorta for segmenting the outer 
or inner wall, respectively. The algorithm uses these inputs to yield a semi-automated segmentation 
of the wall, as shown in Figure 2.2b. An important feature of the search algorithm is an error 
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correcting feature (i.e., segmentation smoothing). To ensure an overall smooth lumen profile, this 
feature inspects the extracted lumen wall for errors – either wall pixels missed during the search 
algorithm or unrealistic sharp corners in the wall profile due to the selection of pixels that do not 
actually belong to the wall. These “segmentation artifacts” are fixed by either adding required 
points to compensate for missing pixels or by removing pixels that are not part of the wall.   
2.3.1.2 Active Contour Method 
As an alternative, we also used the active contour method, which is a more recently developed 
segmentation methodology known to limit the impact of human error on the segmentation by 
limiting human interaction. In active contour method, a mask should be chosen which encompass 
the segmented area and helps to identify the region of interest (ROI) in the images. The default 
mask used by traditional active contour models is a rectangular mask, which, in the case of low 
resolution and noisy images (such as in our case), leads to many unwanted points on the segmented 
image (i.e., sharp edges and outliners). To address this challenge, we modified the process of mask 
selection in our active contour approach by empowering the user to the user to define a free-shape 
contour, using MATLAB’s “imfreehand” function, which is more compatible and adaptive to the 
wall of aorta (Figure 2.5a for the lumen wall, 2.5d for the outer wall of aorta).  It should be noted 
that this selected contour is a pre-processing step and the actual segmentation will be performed 
automatically by the algorithm.   
Therefore, for the first slice in each AAA scan set, the user draws an adaptive mask using 
“imfreehand” for the lumen (Figure 2.5a). Then, our algorithm starts to segment the lumen wall 
using the active contour algorithm and displays the contour (in blue in Figure 2.5b) and the 
segmented wall (in red in Figure 2.5b). If the segmented wall is not accurate, the user can select 
to either expand it outward toward the wall or shrink it inward until a desired, accurate 
segmentation is reached. After this step is completed, the algorithm displays the best segmented 
wall and asks the user to eliminate or add additional points to the segmented layer if needed 
(Figure 2.5c). To speed up this step and to remove any unwanted points, we again use 
“imfreehand” function to eliminate all unwanted points from the segmented aorta lumen wall at 
once. Also, the user can add additional points by simply clicking on the segmented wall. This 
process will be automatically repeated for the outer wall in the same order (Figures 2.5d, e, f). 
When the process is completed for the first slice of aorta (including outer and lumen walls), the 
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algorithm displays the lumen and outer walls in the final image in red and blue contours, 
respectively (Figure 2.5f).   
Based on different multiple trials, it seems that for the outer wall it is better to choose the 
contour outside the actual outer wall of aorta. For the images where the outer wall overlaps with 
surrounding tissues, this mask selection process enables the user to identify the necessary 
differentiation features that will result in a faster and more accurate segmentation of the outer wall. 
Moreover, if the contour is chosen inside the outer wall, due to the higher contrast between the 
aortic wall and classifications resulting from calcium deposition inside the aorta, the algorithm 
will not consider the classification areas inside the segmented wall, resulting in an inaccurate 
segmentation of the wall. Figures 2.5 and 2.6 show the segmentation process for two different 
images from two different AAA scan sets.  
For the lumen wall, the contour can be chosen either inside or outside the lumen. Based on 
different trials, for the images like Figure 2.6a where the lumen has deformed more irregularly 
due to a disease, it is better to select the contour outside the lumen. However, for more circular 
images like the one in Figure 2.5a, it is more appropriate to choose the contour inside the lumen. 
These pre-processing contour selections are added to the algorithm as the default; however, the 
user has the freedom to override them if needed.   
After the segmentation process is completed for one slice, the algorithm uses each segmented 
(lumen and outer) wall as the mask for the segmentation of the next slice and continues the 
segmentation process automatically until the last slice of each scan set resulting in a stack of 
contours for lumen and outer walls of AAA (Figures 2.7a and 2.8a), all of which will be used for 
the next step, i.e. interpolation. At the end of the segmentation procedure, the user can evaluate if 
there is any discontinuity between different layers and can perform the segmentation only for the 

















Fig. 2.5: Segmentation process for a slice of a sample human AAA: (a) selection of the arbitrary point and the 
contour for the lumen, (b) the chosen contour (in blue) and the segmented lumen wall found by the algorithm 
(in red), (c) the final segmented lumen wall, (d) the selection of the contour for the outer wall, (e) the chosen 
contour (in blue) and the segmented outer wall found by the algorithm (in red), and (f) the final segmented 












Fig. 2.6: Segmentation process for a slice of a different human AAA: (a) selection of the arbitrary point 
and the contour for the lumen, (b) the chosen contour (in blue) and the segmented lumen wall found by the 
algorithm (in red), (c) the final segmented lumen wall, (d) the selection of the contour for the outer wall, 
(e) the chosen contour (in blue) and the segmented outer wall found by the algorithm (in red), and (f) the 
final segmented lumen (blue) and outer (red) walls together. 
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2.3.2 Interpolation and point cloud generation  
Figures 2.7a and 2.8a illustrate two examples in which the distance between two subsequent 
layers dictated by the coarse resolution in the z-direction of the acquired image dataset is larger 
than the distance deemed appropriate to generate a smooth 3D mesh. To this extent, our algorithm 
enables the user to select the number of intermediate layers to be “inserted” between the two main 
layers, followed by linear interpolation. While no minimum number of intermediate layers is 
required, denser layers will avoid large interpolation errors, yielding a smoother point cloud, and 
consequently a smoother 3D AAA model (Figures 2.7b and 2.8b). The default is set to two layers; 
however, the user can change it if necessary, to get a smoother 3D reconstructed AAA model.   
  
2.3.3 3D mesh generation  
The algorithm then generates the 3D mesh of the lumen and outer wall by connecting the 
neighboring nodes via three- or four-noded surface elements. In this step, our developed 
application utilizes another search algorithm to find the neighboring nodes by identifying the 
closest nodes not only in the same layer on both sides of each node, but also in the adjacent layers 
and connects them to one another via three- or four-noded surface elements. Note that a four-noded 
planar element is divided into two triangular (three-noded) elements. This step yields a full 3D 
mesh of the AAA (Figures 2.7c and 2.8c). A 3D smoothing package available in MATLAB was 
used to smooth the full 3D mesh of the aortic wall, as shown in Figures 2.7d and 2.8d. This 3D 
model will subsequently serve as the input into the ANSYS FEA model, along with nodal 
coordinates, element connectivity information, material properties, boundary conditions, and 
blood pressure (loading conditions).   
















Fig. 2.7: The 3D model generation of AAA in Fig 2.5 listed in Table 2.1: (a) Segmented contours of the 
aortic lumen (blue) and outer (red) walls from CT images, (b) Interpolated point cloud of the aortic lumen 











Fig. 2.8: The 3D model generation of AAA in Fig 2.6 listed in Table 2.1: (a) Segmented contours of the 
aortic lumen (blue) and outer (red) walls from CT images, (b) Interpolated point cloud of the aortic lumen 
(blue) and outer (red) walls, (c) Un-smoothed 3D mesh of the outer wall, and (d) Smoothed 3D mesh of the 
outer wall. 
  
With respect to the synthetic AAA models generated based on fully synthetic data, since the 
geometric model is constructed based on generic geometric model modifies by changing several 
geometric parameters instead of actual images, the aorta segmentation step is not required. 
Instead, the synthetic approach uses synthetically generated “segmentation profiles” that are 
imported into the model generation pipeline consisting of the previously described steps to 





2.4 Calculation of Geometrical Indices  
 
Once the 3D model has been developed, it is used to calculate the geometrical indices that 
characterize the AAA according to its 1D size, 2D shape, 3D size, 3D shape, and second-order 
curvature-based characteristics using the definitions and formulations adapted from Martufi et 
al.[107], Shum et al. [24], and Tang et al. [16]. Figure 2.9 provides an illustrative nomenclature 
for the 1D geometrical indices, and the following sections provide definitions, formulas, and units 
for each of these geometrical indices as well as the mean ± std for our dataset.  
 
Fig. 2.9:  Definition of geometrical indices used in this work (adapted from [1]) 
In the following table, an overview of these geometrical parameters is provided. In general, 
geometrical parameters are divided into five main categories of 1D size, 2D shape, 3D size, 3D 
shape, and second-order curvature-based indices. A list of the definitions, units, and their mean ± 




Table 2.1.: Abdominal aortic aneurysm geometrical indices 
1D size indices 
Index Description Mean ± std Unit 
Dmax Maximum transverse Diameter: the larger diameter for all cross sections of AAA sac. 5.25 ± 1.5 cm 
Dneck 1 Proximal neck diameter: right below the renal arteries. 29.10 ± 6.53 mm 
Dneck 2 Distal neck diameter: the cross section with a dimeter of 20 % larger than Dneck1 is placed. 33.24 ± 7.57 mm 
Hneck Height of AAA neck, perpendicular distance from Dneck 1 to Dneck 2 slices. 18.77 ± 19. 35 mm 
Hsac Height of sac, perpendicular distance from Dneck 2to distal end of AAA. 84.50 ± 39.80 mm 
Hb Bulge height, perpendicular distance from Dmax to Dneck 1 slices. 53.09 ± 27.07 mm 
Lneck the centerline length of AAA neck; Length of centerline between Dneck1 and Dneck2 slices. 21.92 ± 21.75 mm 
Lsac Length of AAA sac centerline between Dneck 2 to distal end of AAA. 117.34 ± 55.80 mm 
dc the distance between the lumen centroid and the Dmax centroid. 5.90 ± 5.08 mm 
d Euclidean distance from centroid of Dneck 1 to distal end of AAA. 107.36 ± 39.44 mm 
2D size indices 
Index Description Mean ± std Unit 
BL Bulge location: the relative position of the Dmax with respect to the neck 0.82 ± 0.23 (dimensionless) 
β Asymmetry factor: an indicator for how asymmetric the AAA is.  0.89 ± 0.08 (dimensionless) 
T 
Tortuosity: the extent of deviation of the aneurysm geometry from the geometry of a normal, 
healthy aorta.   1.31 ± 0.29 
(dimensionless) 
DHr The diameter–height ratio, an indication of the fusiform shape of the AAA sac 6.05 ± 2.78 (dimensionless) 
DDr Dmax to Dneck 1 ratio 1.85 ± 0.41 (dimensionless) 
Hr 
Height ratio, an expression to show the relative AAA height in comparison with the neck 
height. 11.70 ± 9.78 (dimensionless) 
 
3D size indices 
Index Description Mean ± std Unit 
Vouter Outer wall volume 180.31 ± 126.75 mL 
44 
 
VILT Volume of intraluminal thrombus within the AAA sac 64.88 ± 84.42 ml 
S Outer wall surface area of AAA sac 17290 ± 8995 mm2 
γ Ratio of VILT to V 0.33 ± 0.27 (dimensionless) 
3D shape indices 
Index Description Mean ± std Unit 
IPR3D 
3D Isoperimetric ratio, the ratio of the surface area to the volume which indicates folding 
degree of surface. 6.14 ± 0.63  
Second-order curvature-based indices1 
Index Description Mean ± std Unit 
GAA 
Gaussian averaged area, positive value indicates an elliptic surface and a negative value 
illustrates a hyperbolic surface for AAA. -2.71 ± 1.33 mm
-1 
MAA 
Mean averaged area, positive value indicates an elliptic surface and a negative value 
illustrates a hyperbolic surface for AAA. -0.01 ± 0.0034 mm
-1 
GLN Gaussian averaged area, an indicator of irregularities in AAA surface.  4.70 ± 2.60 (dimensionless) 








1 Second-order curvature-based indices: These indices are curvature-based and include the second derivative of the nodal position in the AAA mesh. Here, we provide a definition of these 
parameters, more details about their mathematical approach can be found in: 
    [16] A. Tang, et al., "Morphologic evaluation of ruptured and symptomatic abdominal aortic aneurysm by three-dimensional modeling," J Vasc Surg, vol. 59, pp. 894-902.e3, Apr 2014., 
[24] J. Shum, et al., "Quantitative assessment of abdominal aortic aneurysm geometry," Ann Biomed Eng, vol. 39, pp. 277-86, Jan 2011, [107]G. Martufi, E. S. Di Martino, C. H. Amon, 






2.5 Result on Geometrical Indices 
 
Each individual AAA is characterized by a unique geometry and shape, both of which must be 
considered when studying its behavior and risk of rupture. Therefore, the very first step of studying 
AAA and its behavior is to have a patient specific 3D model of an individual AAA. To this extend, 
in this chapter, we provided detailed information about the first component of our computational 
model: the image processing step, 3D reconstruction model, and geometrical calculation. Table 
2.1 and all the figures throughout this chapter illustrate that different AAA have different 
geometrical indices, with a unique individualistic shape and size. In our database, we had AAAs 
with Dmax range of 3-8 cm with variability in other geometrical indices.  
Figure 2.10 illustrates the 3D AAA reconstructed geometries for three different patients 
extracted from our CT images data sets generated by our algorithm, each representing different 
geometrical indices. We can compare these AAAs with three main geometrical indices which have 
been used in the literature to compare AAAs: Dmax which is the maximum transverse diameter of 
AAA, asymmetry factor (𝛽) which is an indicator for how asymmetric the AAA is (from 𝛽 = 0  
representing an asymmetric aneurysm to 𝛽 = 1 corresponding to a symmetric AAA), and tortuosity 
(T) whish shows the extent of deviation of the aneurysm geometry from the geometry of a normal, 
healthy aorta (the bigger the T the more deviated from the normal aorta).  
Patient Fig. 2.10a with a Dmax of 3.92 cm and sac length of 8.12 cm illustrates a AAA with 
the tortuosity of 1.23 and an asymmetry degree of 0.99. Patient Fig. 2.10b has an AAA with 
7.33cm in Dmax and sac length of 9.57 cm with the tortuosity of 1.29 and an asymmetry degree of 
0.94, and Patient Fig. 2.10c has one with Dmax of 5.71cm and sac length of 6.58 cm with the 
tortuosity of 1.39 and an asymmetry degree of 0.89. From Figure 2.10 it can be visually seen that 
the Patient 2.10c is the least symmetric among these three AAAs as the measurements also 
confirm this. Moreover, Patient 2.10c also shows more deviation of the aneurysm geometry from 






































2.6 Method Finite Element Analysis: Constant Wall Thickness  
 
In Chapter 1 we discussed how, from a biomechanical point of view, the AAA rupture happens 
when the pressure inside the aorta drives the wall stress over the strength of aortic wall. Therefore, 
it is necessary to account the biomechanical markers when we study the AAA behavior to more 
accurately assess its risk of rupture. This process entails the reconstruction of a 3D AAA model, 
and the estimation of the developed peak wall stress in response to the loading conditions (i.e., 
internal pressure within the AAA), geometric and biomechanical aneurysm parameters. Such 
biomechanical parameters include material properties of the aortic wall at AAA bulge, wall 
thickness, intraluminal thrombus, and loading condition.   
The response of the vessel wall to different loading conditions – typically internal pressure 
exerted by the blood inside the aneurysm – is in the form of internal stress and inherent 
deformation. While the stress distribution developed within simple geometries may be estimated 
using analytical solutions, complex geometries like the one for AAA, on the other hand, require 
numerical solutions typically obtained using the finite element method (FEM).   
Therefore, to quantify and analyze the stress and deformation induced in the aortic wall by the 
blood pressure inside the aneurysm, we developed the second component for our model which 
consists of the FEM solver that relies on the commercial software ANSYS, along with the 
computational domain extracted from the imaging data, biomechanical parameters, and loading 
conditions. This part of our model is used to analyze the effects of geometrical indices and 
biomechanical parameters on the AAAs and quantify the stress and deformation developed in the 
vessel wall by the blood pressure inside the aneurysm.  
 The 3D AAA mesh as shown, for example, in Figures 2.7d and 2.8d (characterized by the 
node coordinates and element connectivity information as generated by our MATLAB algorithm) 
is imported into ANSYS as an input to investigate the different material property models.  
2.6.1 Loading and boundary conditions 
For this stage, we used the material properties discussed in Section 2.2. along with, the loading 
condition represented by a uniform internal pressure, emulating a peak systolic arterial pressure of 
120 mmHg acting normally onto the inner surface of the aneurysm shell on all elements. The effect 
of the wall shear stress (WSS) was not considered in our study as it has been demonstrated that 
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WSS effects are negligible [17, 33, 61, 108] and the stresses developed within the vessel wall can 
be characterized by the well-known von Mises effective stress metric. 
 In terms of the boundary conditions, to the best of our knowledge, there have been no specific 
studies available in the field that aim to realistically model the effect of the surrounding organs on 
the AAA in terms of pressure, force or deformation constraints. As such, as also reported in 
previous studies, we assumed that both ends of the aneurysm were fully constrained from moving 
in any direction  [17, 33, 61, 108].  
2.6.2 Finite Element Analysis and Wall Stress Model 
The finite element method divides a complex geometry into a finite number of small elements. 
The number of elements used for each AAA depends on the geometry and characteristics of each 
individual AAA. While in general a higher number of smaller elements may improve accuracy, it 
also increases the computational time of the model. Therefore, to find the appropriate number of 
elements to generate consistent PWS results, and to investigate if the element size might affect the 
PWS values, we performed a mesh sensitivity analysis. This mesh sensitivity analysis was on the 
human AAAs without ILT (this model was used to reduce the model running time when doubling 
the number of elements). Our mesh sensitivity analysis showed that roughly doubling the number 
of elements for each induvial AAA model (i.e., roughly from ~ 9,000 to ~ 20,000 elements) only 
resulted in a 1.2% change in PWS. Therefore, increasing the number of elements beyond this point 
(smaller elements than this appropriate element size) makes the model more time consuming with 
only a negligible improvement [19, 25]. Therefore, we used this element size for our human AAA 
models with inclusion of ILT layers which created meshes ranging from 30,000 to 130,000 
elements.  
Due to the relatively low resolution of the clinical-quality medical images available for this 
study, extraction of the true wall thickness of the aneurysm was challenging. To mitigate this 
limitation, a 2-mm uniform wall thickness was prescribed throughout the entire length of the aorta, 
similar to previous studies [23, 40, 68, 72, 107, 109]. To mesh the wall thickness, as part of our 
FEM using ANSYS (ANSYS, Inc, Canonsburg, PA) [61], we used quadratic hexahedral element 
(SOLID186 element type in ANSYS), in contrast with previous studies which used either the shell 
elements (element SHELL93 in ANSYS) or the tri-linear hexahedral element (SOLID185 in 
ANSYS) [2, 33, 78], with two elements across the wall thickness (between the outer wall and inner 
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wall of the aorta). The advantage of using this element type was its ability to handle deformation 
and bending more accurately thanks to its three degrees of freedom per node and quadratic 
displacement behavior, ultimately resulting in a more accurate simulation for hyper-elastic 
material.  
Given the 3D nature and behavior of the aortic wall, all six components of the 3D stress state 
(three normal and three shear stress components) were considered in the model. The 3D state of 
stress can be expressed in terms of three principal stresses orthogonal to one another at a specific 
principal orientation. However, the post-processing, analysis and interpretation of the results in 
terms of the principal stresses are cumbersome and counter intuitive. As such, we resorted to 
express the induced wall stress according to the effective von Mises stress to quantify the complex 
stress distribution in the wall of the AAA model – a commonly employed stress metric also 
employed by other researchers in this field [17, 33, 61, 108]. 
The von Mises stress is a function of the three principal stresses in the body of the AAA and 
is widely used in studies of material failure [2, 19, 29, 33, 78, 103, 108]. The von Mises stress is 
related to the three principal stresses as: 
𝜎𝑣 = √
(𝜎1 − 𝜎2)
2 + (𝜎2 − 𝜎3)
2 + (𝜎3 − 𝜎1)
2
2
      Eq. (2.1) 
where 𝜎1, 𝜎2, and 𝜎3 are the principal stresses. Equivalently, the von Mises stress can be 
calculated from the full six stress components (𝜎𝑥, 𝜎𝑦, 𝜎𝑧, 𝜏𝑥𝑦, 𝜏𝑦𝑧, 𝜏𝑧𝑥) with the following relation:  
𝜎𝑣 = √
(𝜎𝑥 − 𝜎𝑦)
2 + (𝜎𝑦 − 𝜎𝑧)






 Eq. (2.2) 
The output of the meshing step in the 3D AAA model generation process (Figures 2.7d and 
2.8d in Chapter 2) is essential for FEA process. A text file consisting of the coordinates for all 
nodes, element connectivity information for all elements, material properties, boundary and 
loading conditions is compiled at the end of the meshing step in our MATLAB algorithm. Then, 
this text file is imported into ANSYS and the stress distribution for the 3D geometry of AAA is 
produced. The von Mises stress distribution for the AAA sample considered in this section is 
shown in Figure 2.11. As illustrated, for this sample, the highest wall stress occurs in the vicinity 
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of the maximal diameter section, suggesting that a wall stress above a certain threshold in response 
to larger Dmax values may contribute to increased risk of AAA rupture in that location.   
 
 
          (a)                                   (b) 
Fig. 2.11: Distribution of the peak wall stress (PWS) quantified by the overall effective von Mises stress across 
(a) left posterior, and (b) right posterior. 
Figure 2.12 illustrates the wall stress distribution for few sample patients from our data sets. 
The specific values bar is shown for each patient for the wall stress distribution rather than a 
cumulative stress bar, in order to display the PWS effect more clearly. The PWS is located at 






























Fig. 2.12: Wall stress distribution for different patients from Chapter 2: (a) patient 1, (b) patient 5, (c) patient 7, 
(d) patient 8, and (e) patient 10. Location of PWS is pointed by a black arrow for each patient. Here P stands for 
posterior, A for anterior, L for left, and R for right. 
As it can be seen in Figure 2.12, the shape and size of AAA differs from one patient to another. 
The location of the PWS for each patient is also unique, and, as discussed before, depends on the 
overall geometry and size of the AAA, as well as the biomechanical properties of each patient. 
However, for all of the patients, PWS happens either at the location of Dmax, or at the inflection 
point above or beneath the Dmax position, in agreement with previous studies [17, 30, 33, 40, 61, 
107]. For Patient 1 in Figure 2.12 a, the PWS happens in the medial side of the aneurysm at the 
Dmax position which is the most likely location for the AAA rupture. The next probable sites for 
the rupture, in this sample, are located on the lateral side of the aneurysm above and beneath of 
the Dmax location (these are the locations of the other high stress spots).   
For Patient 5 (Figure 2.12 b), the PWS happens in the left anterior of aneurysm on the Dmax 
location. In case of Patient 7 (Figure 2.12c), PWS is located on the inflection point in the anterior 
of aneurysm, right above the Dmax. For Patient 8 (Figure 2.12 d), the PWS occurs on the inflection 
point above the Dmax on the left posterior side of aneurysm sac, and the next likely rupture site is 
located on the posterior side of aneurism. In the case of Patient 10 (Figure 2.12e), however, the 
PWS is located on two inflection points both above and below of the Dmax on the posterior of the 





2.7 Results: Effects of Geometrical Indices on PWS 
 
2.7.1 Effects of Geometrical Indices on Synthetic Data PWS 
The synthetic AAA models were generated using an in-house MATLAB algorithm (Section 
2.2.1) [17, 61]. A uniform 2-mm wall thickness was prescribed throughout the entire length of the 
aorta [40, 61, 68, 72]. We implemented our model on synthetic data using two material property 
models: linear elastic material model and hyper-elastic material properties model which were 
explained in more details in Section 2.2.1. 
The Effect of Maximum Diameter Dmax and Asymmetry on Peak Wall Stress (PWS) on 
Linear Material Properties for Synthetic Data   
To validate our model and test its feasibility, first, we used the input parameters provided in 
Vorp et al. [61] and compared our results with theirs for the effects of different geometrical 
parameters including the maximum diameter, symmetry, tortuosity, and wall thickness in response 
to the von Mises peak wall stress [61]. To ensure proper control of all variables for all numerical 
simulations, all material and loading parameters, with the exception of the parameter under 
investigation, were maintained constant [63] .  
Furthermore, to study the effect of the maximum diameter Dmax on PWS, five synthetic datasets 
featuring different Dmax values (ranging from 4 to 8 cm) were generated using our in-house model. 
The peak aortic pressure inside the aneurysm (i.e., the loading condition) was fixed at 120 mm Hg, 
a common empirically determined peak aortic pressure previously used for similar simulations by 
other groups [40, 61, 72, 73]. Moreover, for all synthetically generated AAA geometries, the aortic 
tissue was treated according to the elastic material model from Vorp et al. [57]. As such, the only 
independent variable different among the AAA models was Dmax. Figure 2.13 shows that PWS 
increases in response to an increasing Dmax, hence corroborating with previous findings reported 
by other groups [16, 17, 40, 61, 110] , specifically when comparing to the results obtained by  Vorp 




Fig 2.13: Effect of Dmax on PWS (triangle markers) and effect of asymmetry on PWS (circular markers) for 
symmetric synthetic data calculated by our algorithm:  in both cases they are in a good agreement with 
results of Vorp et al.[61], confirming the more asymmetric AAA is, the larger the PWS will be. 
 
Lastly, to study the effect of asymmetry (𝛽 is the asymmetry factor which is an indicator for 
how asymmetric the AAA is compared to the normal aorta) on PWS, eight synthetic datasets with 
different 𝛽 values (0.31) were generated. To study the asymmetry effect, the only independent 
variable was 𝛽. After performing the simulation for all 8 AAAs, Figure 2.13 indicates that PWS 
increases with an increase in asymmetry (decrease in 𝛽), which is in a good agreement with the 
previous studies [16, 17, 40, 61, 110], specifically with results of Vorp et al. [57].  
The Effect of Dmax, Asymmetry, Tortuosity and Wall Thickness on Peak Wall Stress (PWS) 
on Hyper-elastic Properties for Synthetic Data   
The following results describe the implementation and numerical validation of our 
computational workflow that merges imaging-derived aneurysm geometry with biomechanical 
tissue properties to compute the wall stress developed within the aortic wall as a predictor of 
rupture risk for abdominal aortic aneurysms for synthetic data [63]. In the previous section, we 
described a numerical validation in comparison with similar previous works. After the validating 
our model using a linear elastic material model, we extend our computational model to a hyper-
elastic material model (from Raghavan and Vorp [29]) which is a better representation of the 
physiological properties of AAA. To demonstrate the versatility of our model to tackle different 
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shapes and sizes in physiological AAA, we conducted a series of numerical simulations and 
parameter sensitivity analyses to study the effect of various geometric and biomechanical 
parameters on the peak wall stress, which is deemed as a reliable predictor of AAA rupture.   
The two-parameter hyper-elastic, isotropic, incompressible material model with the material 
properties mentioned in Section 2.2.2. [28] was used to investigate the effects of different 
geometrical parameters on PWS.  
To study the effect of the maximum diameter Dmax on PWS, five synthetic datasets featuring 
different Dmax values (4-8 cm) were generated using our in-house model. The peak aortic pressure 
inside the aneurysm (i.e., the loading condition) was fixed at 120 mm Hg, a common empirically 
determined peak aortic pressure previously used for similar simulations by other groups [19, 29, 
33, 40, 73]. Therefore, the only independent variable was Dmax. Figure 2.14a confirms that PWS 
increases linearly in response to increasing Dmax, hence corroborating previous findings reported 
by other groups [16, 17, 29, 40, 72]. As seen, the range of peak wall stress obtained here by our 
model is also in agreement with the ranges mentioned in previous studies [19, 33, 40].  
As mentioned before, it has been suggested that the shape of AAA can also influence the peak 
wall stress [16, 33], these effects are shown by means of asymmetry (𝛽) which changes from 𝛽 = 
0 representing an asymmetric aneurysm, to 𝛽 =1 corresponds to a symmetric AAA. To investigate 
the effect of asymmetry on PWS, eight synthetic datasets of fixed Dmax and different 𝛽 values (0.3 
- 1.0) were generated. The results are shown in Figure 2.14b, which concludes that as the 
asymmetry increases (i.e., 𝛽 decreases), the PWS increases in a non-linearly. Our findings as well 
as the range of peak wall stress values obtained are in agreement with previous studies [29, 33, 40, 
72].  
Tortuosity is a measure that indicates the extent of deviation of the aneurysm geometry from 
the geometry of a normal, healthy vessel (i.e., a straight tube). As a physical interpretation, 
tortuosity indicates the extent to which the AAA centerline (from the centroid centers of Dneck1 to 
the lower end of AAA, as was shown in Figure 2.9 has diverged from the ideal straight centerline 
of a normal, tubular aorta.   
To study the effect of tortuosity on PWS, we considered eight asymmetric synthetically 
generated AAAs, as for symmetric AAAs tortuosity is always constant. Figure 2.14c shows the 
results of multiple simulations featuring different extents of tortuosity and suggests a rise in PWS 
with increased tortuosity. This observation is in agreement with previous studies which also used 
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a tortuosity variation between 1-3 and resulted in PWS ranges of 10-50 N/cm2 [29, 47, 107, 108, 
111]. This behavior can also be physically explained in terms of both higher wall stresses due to 
increased local curvature, as well as modified flow patterns due to flow asymmetries, in turn 
leading to increased and abnormal PWS distributions. It should be noted that the range of peak 
wall stress obtained here by our model is in agreement with the ranges mentioned in previous 
studies [2, 29, 34].  
Lastly, we changed the wall thickness uniformly along the entire length of AAA to investigate 
its effect on the PWS. As shown in Figure 2.14d, as the wall thickness increases, the PWS 
decreases. This observation is expected, according to Equation (2.3), hoop stress presents that 
circumferential stress developed within a thin-walled tube, which can be used to approximate an 
aneurysm since the radius to thickness ratio is very large (
𝑟
𝑡
≫ 10), is inversely proportional to the 
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Fig 2.14: (a) Effect of Dmax on PWS for symmetric AAAs: note that an increase in maximum 
diameter accompanies by an increase in PWS, (b) Effect of asymmetry on PWS: the more 
asymmetric the larger the PWS, (c) Effect of tortuosity on PWS: increased tortuosity leads to 
increased PWS, and (d) Effects of wall thickness on peak wall stress: PWS decreases with 
increasing wall thickness. 
2.7.1.1 Comparison of PWS in Response to Linear and Hyper-Elastic Material Models  
To test the validity of our algorithm the linear elastic tissue property (Section 2.2.1.) was 
employed into our computational model and we showed a good agreement in both range of PWS, 
as well as the trend for the relation between each geometrical parameter and the  peak wall stress 
using the results provided in [57]. Moreover, we utilized a two-parameter, hyper-elastic, isotropic, 
incompressible material model with material property values of 𝑑 = 17.4 𝑁/𝑐𝑚2 and µ =
188.1 𝑁/𝑐𝑚2 for the human AAA models [29]. Our study showed that our results associated with 
the effects of different geometrical parameters on PWS are also in good correspondence with 
previous studies. Figure 2.15 illustrates the comparison of PWS values achieved under the two 
models; hyper-elastic and linear elastic material models. As seen, the difference in predicted PWS 
between the two material models is negligible. The variation between two result sets are %6±1 for 
Figure 2.15a, %2±1.6 for Figure 2.15b, %0.01±0.01 for Figure 2.15c, and %1.95±0.9 for Figure 
2.15d. Therefore, it can be concluded that if hyper-elastic material properties are not available, the 
linear elastic material model can be used without significantly compromising PWS predicting 

















































































Fig 2.15: Comparison of peak wall stress between linear (circular markers) and hyper-elastic 
(triangular markers) material models. In regard to effect of (a) Dmax, (b) β as the shape factor, (c) 
Tortuosity, and (d) Wall thickness. As seen, there are good agreements between the two models. 
2.7.2 Effects of Geometrical Indices on PWS in Human AAA Datasets  
As mentioned earlier, Dmax alone is suspected of not serving as a reliable factor for predicting 
AAA risk of rupture and therefore, a correlation between different geometrical parameters and 
PWS was introduced as a more reliable factor to predict AAA behavior and its risk of rupture [24, 
40, 46, 63, 107], especially for AAAs featuring a maximum diameter Dmax smaller than 5.5 cm [2, 
17, 33, 34]. 
To have a better understanding of the AAA behavior and the location where the aneurysm is 
most likely to rupture, we employed our validated model [63] to investigate twenty human AAA 
models constructed from CT images provided by the Cardiovascular Engineering Lab at the 
University of Rochester Medical Center. We studied the effect of 22 geometrical parameters on 
PWS. Table 2.1 lists a summary of the mean ± standard deviation for these parameters calculated 
by our model for the human AAAs. We studied the correlation between maximum diameter, 
symmetry, and tortuosity with PWS, since these parameters have been shown to contribute most 
significantly to the changes in PWS, as it was also indicated by our study [19, 24, 40, 46, 72, 107]  
using the two-parameter hyper-elastic material model [28]. Additionally, a uniform 2-mm wall 
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the peak aortic pressure inside the aneurysm (i.e., the loading condition) was fixed at 120 mm Hg  
[19, 24, 40, 46, 72, 107]. 
Effect of Maximum Diameter Dmax, Symmetry and Tortuosity on Peak Wall Stress (PWS)  
We used twenty human AAA samples with different maximal diameters in a range of 4-8 cm 
to examine the relation between Dmax and PWS. Figure 2.16a confirms that there is a rise in PWS 
with increasing Dmax with a Spearman’s correlation coefficient of 𝑟 = 0.91 and 𝑝 < 0.001, which 
is in good agreement with previous studies [2, 8, 16, 17]. The range of peak wall stress obtained 
by our model also agrees well with the ranges mentioned in previous studies [8, 33, 71].  
As indicated before, the degree of asymmetry of the AAA influences its peak wall stress [16, 
33]. Figure 2.16b illustrates the effect of 𝛽 as a shape factor on 20 samples of human AAAs for a 
𝛽 range of 0.7-1. As appeared, as the asymmetry increases (i.e., 𝛽 decreases), the PWS increases 
with a correlation coefficient of 𝑟 = −0.62 and 𝑝 < 0.05 (the negative sign indicates the inverse 
relation between 𝛽 and PWS). These findings are also in agreement with previous studies [1, 7, 
32, 66]. This result means that an AAA with higher asymmetry with respect to the centerline will 
experience a higher PWS.  
Tortuosity is a measure that indicates the extent of deviation of the aneurysm geometry from 
the geometry of a normal, healthy vessel (i.e., a straight tube). Figure 2.16c clarifies the relation 
between tortuosity and PWS for twenty samples of human AAAs for tortuosity values in range of 
1-2.5. There is an increase in PWS with increasing tortuosity with a correlation coefficient of 𝑟 =
0.76 and 𝑝 < 0.05 between them. These results are in good alignment with previous studies [8, 17, 
107, 112]. This behavior can also be physically explained in terms of both higher wall stresses due 
to increased local curvature, as well as modified flow patterns due to flow asymmetries, in turn 









Fig 2.16: Relation between PWS and different geometrical parameters: (a) Rise in PWS with increasing Dmax, 




















































2.7.3 Overtime Evolution of PWS and Dmax  
Currently, the clinical criteria to establish the need for either follow-up or repair (surgery) are 
Dmax and Dmax growth rate. However, several analyses of patient data suggested that Dmax and its 
growth rate are not sufficient [2, 3, 47], and it was concluded that a positive correlation between 
different geometrical indices and PWS may serve as a more reliable means to predict the risk of 
rupture and the need for repair, especially in patients with AAAs exhibiting a smaller Dmax than 
the clinically accepted critical threshold for rupture (i.e., 5.5 cm) [2, 17, 33, 34]. In order to gather 
a better understanding of this issue and also to perceive a better knowledge of the changes of PWS 
and Dmax over time, we studied 4 patients whose sequential follow-up CT scans were available. 
Our data consist of one patient with 4 CT scans, 2 patients with 3 CT scans, and one patient with 
two CT scans over the span of several years.   
Figure 2.17 illustrates the evolution of the wall stress distribution for these 4 patients over 
time. The overall contour of the wall stress distribution is similar in all consecutive CT scans for 
each patient; the location where the peak wall stress is the highest, is almost the same for each 
patient. The wall stress color bar is presented for each case, individually, in order to show the 
growth of wall stress for each patient.   
In the case of Patient 1, we had access to four longitudinal CT scans. It can be seen that the 
overall wall stress distribution is similar in all four scans. The wall stress starts to grow in the area 
close to the bulge of the aneurysm near the Dmax location. The PWS occurs in the left posterior 
wall of the AAA sac at inflection points above and underneath of the Dmax position. The PWS 
location indicates the maximum wall stress on the AAA sac surface, illustrating the most probable 
site of rupture.   
For Patients 2 and 3, three longitudinal CT scans were available. For Patient 2, the wall stress 
starts to grow on the right posterior wall of the AAA and the PWS occurs on the inflection point 
right above the Dmax site. In case of Patient 3, the PWS happens on the posterior wall of the 
aneurysm.  
For Patient 4, two longitudinal CT scans were available. This case shows a much larger Dmax 
compared to the other samples (7.02 cm). It also shows a high tortuosity (1.49) and is one of the 
less symmetric AAAs with a 𝛽 = 0.79. It was shown that these criteria , namely, Dmax, tortuosity 
and lack of symmetry, have greater effects on PWS, this explains why for this patient the PWS 
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occurs at two different locations; one at the Dmax site and one on the neck of the aneurysm, as well 
as a more irregular and folding surface of the AAA bulge.     
 














                                        4-1                         4-2 
 
(d) 
Fig 2.17: Overtime evolution of the PWS exhibited by the different AAA samples: (a) Patient 1 at four time 
points, (b) Patient 2 at three time points, (c) Patient 3 at three time points, and (d) Patient 4 at two time points. For 
each scan, we show the wall stress distribution across the 3D AAA mesh estimated using ANSYS. The overall 
stress distribution is similar for all stages for each patient, however, the PWS increases over time. The black 
arrows show the site of PWS. 
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Figure 2.18 shows the changes in PWS and Dmax over time and there is also an increase in 
both Dmax and PWS over time for all patients, as expected from Section 2.6 [16, 17, 24, 29, 63].  
Table 2.2 lists a summary of the PWS and Dmax, and their growth in four patients whose AAAs 
were monitored using multiple follow-up CT scans. The growth rate of both Dmax and PWS are 
estimated with respect to the most recent CT scan. For decades, a Dmax > 5.5 cm has been 
considered as the main factor for the rupture risk assessment in clinical trials. However, 
information in Table 2.2 illustrates that Dmax alone might not be sufficient and the PWS might be 
a more reliable indicator of the AAA severity.  
Based on the Dmax criterion, Patient 3 and Patient 4 in Table 2.2 would be deemed at risk, as 
all their CT scans showed Dmax > 5.5 cm. Based on the same criterion, neither Patient 1 or Patient 
2 should be at risk for rupture, as they both feature a Dmax < 5.5 cm at all times. However, a 
comparison between Patient sample 1-2 and Patient sample 3-3 indicates that Patient 1-2 featured 
a smaller Dmax and a smaller Dmax growth rate than Patient 3-3, however it showed a greater PWS 
growth than Patient 3-3 who featured a larger Dmax and a greater Dmax growth rate, despite a smaller 
PWS growth rate. Similarly, a comparison between Patient 2-3 and Patient 3-3 indicates that 
Patient 2-3, despite a larger Dmax growth rate, featured a smaller Dmax than Pat 3-3, but it showed 
a greater PWS growth than Patient 3-3, who featured a larger Dmax and yet a smaller PWS growth 
rate.   Moreover, a similar comparison between Patient 1-2 and Patient 2-3 indicates greater PWS 
growth despite a smaller Dmax growth rate for Pat 1-2, as well as a Dmax < 5.5 cm.  
Based on these findings and the fact that PWS shows good correlation with different 
geometrical and biomechanical parameters, sole reliance only on Dmax to make a decision for 
clinical previews appears insufficient, and therefore, the PWS estimate and its growth rate may 
serve as a better indicator of rupture, especially for patients with AAAs whose maximum diameter 
Dmax is smaller than the “agreed upon” clinically critical rupture value of 5.5 cm. Even though, 
some conclusion could be drawn from the Table 2.2 that shows that relying only on Dmax is not 
enough for the decision-making process in AAA study and the PWS can play a more accurate role, 
more investigation is required to have a more precise conclusion which we will present later in 










Fig 2.18: Variation of PWS and Dmax over time: (a) change in Dmax, and (b) change in PWS over time. 
 
Table 2.2: Summary of Dmax and PWS, and their changes over time for 4 patients with follow-up CT scans. 
Patient 

















1-1 2.92 0.125 0     
1-2 3.10 0.158 605 0.18 0.033 0.11 0.02 
1-3 3.17 0.159 267 0.07 0.001 0.10 0.0014 
1-4 3.92 0.161 2317 0.75 0.002 0.12 0.0003 
2-1 4.03 0.193 0     
2-2 4.19 0.203 18 0.16 0.01 3.2 0.2 
2-3 4.96 0.233 1127 0.77 0.03 0.25 0.01 
3-1 5.47 0.257 0     
3-2 5.65 0.324 364 0.18 0.068 0.18 0.068 
3-3 5.82 0.328 353 0.17 0.004 0.17 0.0041 
4-1 6.10 0.311 0     

















































In this chapter, we explained the use of the in-house built synthetic models. These models were 
used to evaluate the results of our model with previous studies which were in good agreement 
with. Moreover, we explained the building process of the 3D model of AAAs using patients CT 
images which consists of a few steps: digital filtering, segmentation, interpolation, point cloud 
generation, and 3D mesh generation. In order to overcome the limitations of low-quality clinical 
images, we employed three different digital filters to enhance the edge detection in the image 
processing step. Finally, these 3D models were used to extract the geometrical indices of each 
patient. Moreover, we describe the finite element model which enables us to investigate the wall 
stress distribution, PWS and how different geometrical indices impact the AAA PWS.    
In next chapter, the second component which is the investigation of heterogeneity of the AAA 




















Regional Material Property Models 
 
  
Abstract: From a biomechanical structural point of view, the different 
degradation degrees of the elastin and collagen network inside the compromised 
AAA wall, induce changes in the wall material properties throughout the entire 
AAA length. Therefore, in this chapter, using finite element analysis, and 
Ultrasound and CT images of human AAAs, we develop two different regional 
property models that mimic the realistic heterogeneity of the AAA wall. 
Consequently, this will help us to study the AAAs and predict the risk of rupture 
severity more accurately. This chapter has been adapted from the following 
publication: 
[99]: G. Jalalahmadi, et al., "Toward modeling the effects of regional material 
properties on the wall stress distribution of abdominal aortic aneurysms," Proc. 
SPIE 10578, Medical Imaging 2018: Biomedical Applications in Molecular, 
Structural, and Functional Imaging, Vol. 10578 (0I), 






3.1 Introduction: Patient Specific Regional Material Model  
 
From a biomechanical point of view, a healthy aorta consists of an anisotropic non-linear 
elastic tissue which is a combination of elastin and collagen network and gives its unique stiffness 
properties [20, 22, 35, 38, 76]. The growth of AAA happens when metabolic activities result in 
elastin and collagen fragmentation and degradation which changes the stiffness of AAA wall; 
concluding in varying mechanical properties along the AAA [20-22]. Moreover, most of AAAs 
have intraluminal thrombus (ILT), which is a result of blood clotting combined with different 
degrees of localized calcification, which, in turn, produce variations in wall thickness along the 
length of AAA. These processes lead to localized material properties in different parts of AAA 
that lead to an uneven wall stress and strength distribution and reduction in AAA distensibility and 
its ability to tolerate a high level pressure, making it more prone to rupture [11, 19-22].  
However, these structural changes in the load bearing components of the aortic wall (elastin 
and collagen) are not measurable in vivo without highly invasive means, which imply resecting 
the AAA and conducting an experimental biomechanical assessment of the AAA wall tissue. 
Moreover, the wall stress distribution cannot be measured directly, rather it can only be quantified 
through modeling using strain, material properties and geometry based on computed tomography 
(CT) and 2D ultrasound imaging.  
On the other hand, the standard material (property) model which has been used to model the 
behavior of the aortic wall is a uniform two-parameter hyper-elastic developed by Raghavan and 
Vorp [29], that ignores the heterogeneity of the AAA wall [65, 66]. Additionally, biaxial and 
uniaxial extension tests have addressed that AAAs are stiffer in the circumferential direction in 
comparison with normal arteries [11, 113]. Therefore, biomechanical parameters such as strain 
and elastic modulus (as an indicator for stiffness of material), which are directly related to 
morphological composition of elastin and collagen in the aortic wall, might present more accurate 
findings on the AAA rupture  [22].  
In recent years, researches have conducted experiments to better understand regional 
heterogeneity of the AAA wall tissue by measuring and calculating the regional strain or stiffness 
of AAAs  [11, 13, 22, 30, 74, 113, 114]. Some studies investigating the effects of heterogeneity 
on wall stress distribution of AAA  [30, 36, 65] indicated that there was a difference in magnitudes 
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of strain predicted by the homogenous and heterogenous models, which, in turn, also affected the 
location and magnitude of PWS [36].  
It has also been shown that intra-luminal thrombus (ILT) and regional damage in the 
extracellular matrix due to degradation can result in a non-uniform wall stress distribution along 
the entire AAA length, regional material anisotropy, stiffness inhomogeneity, and regional wall 
thickness [30, 65]. Although these results sounded promising, there are limitations in the studies 
due to a small sample size, or using only a few CT image’s slices to calculate the materials 
regionality, or assuming an idealized 3D AAA geometry for the entire dataset, without considering 
the ILT effects [30, 36, 65].  
Therefore, to have a better insight of AAA behavior and the severity of rupture, it is necessary 
to consider the material heterogeneity in different regions throughout the AAA wall. To overcome 
some of these limitations, in the following section, we introduced two regional material property 
models based on vascular biomechanics equations which take into account the heterogeneity of 
the AAA wall to study the PWS in comparison to the standard homogeneous two-parameter hyper-
elastic model. Moreover, to overcome the limitations of previous studies, the effect of ILT was 
also incorporated in our model, along with patient-specific geometry and regional material 
properties toward a more comprehensive biomechanical model.  
 
3.2 Imaging data, 3D model and loading condition 
 
While MRI can be introduced as the best screening method for soft-tissue imaging, with no 
radiation exposure, in addition to providing information on morphological and mechanical aspects 
of AAA, such as the heterogeneity of the AAA wall and ILT, it is expensive and not readily 
available for AAA screening in most medical centers [50, 57, 62, 102]. Therefore, most of the 
image-based analysis and AAA modeling reseach has relied on contrast enhanced computed 
tomography angiography (CTA). Contrast enhanced CTA produces images that contain detailed 
information on AAA geometry (length, volume and so on) and morphology (ILT presence), 
enabling 3D reconstruction and estimation of the entire vessel structure [21, 28, 33, 54, 55, 57, 
115]. Similarly, we have used contrast enhanced Computer Tomography Angiography (CTA) in 
our research to distinguish between ILT and AAA lumen wall. 
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Fig 3.1 shows a few contrast enhanced CT images from our database for different patients, 
which we utilized in our analysis, along with a few samples from the literature to emphasize that 
contrast enhanced CT images can be used to distinguish between the lumen and ILT. 
   
(a) (b) (c) 
   
(d) Adopted from [28] (e) Adopted from [8] (f) Adopted from [36] 
Fig 3.1: a, b, c) Contrast enhanced CT images from our datasets with the red box showing the region of interest 
(aorta), d, e, f) Contrast enhanced CT images from other studies in the literature showing the use of contrast 
enhanced CT images to distinguish between the aortic lumen and ILT. 
Contrast enhanced Computer Tomography Angiography (CTA) images of AAAs from 40 
patients (5 women and 35 men) with an age distribution of 70 ± 8.93 years were retrospectively 
obtained from the Division of Vascular Surgery at the University of Rochester following approval 
by the Human Subject Review Board. Twelve of these patients have gone through AAA repair 
interventions, as they were considered at imminent risk of AAA rupture, while 28 of them were 
considered as chronic AAA cases requiring constant monitoring. All CT images were acquired on 
a Philips Brilliance 64 CT scanner using a 512×512 scan matrix with an average pixel size of 0.78 
mm and average slice thickness of 3.73 mm (Figure 2.2a, Section 2.2.2).  
The 3D patient specific AAA geometry was constructed using our reconstruction model 
introduced in Chapter 2 based on the CT images obtained for each patient. The loading conditions 
were represented by a pulse pressure (PP) wave characterized by the difference between the peak 
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systolic pressure and the diastolic pressure for each patient. We used pulse pressure to stimulate 
the zero-pressure AAA geometry at the beginning of the measurement  [72, 74].  In terms of the 
boundary conditions, as reported in previous studies, we assume that both ends of the aneurysm 
were fully constrained from moving in any direction 
 
3.3 Incorporation of wall thickness and the intraluminal thrombus 
(ILT) effects 
Similar to Section 2.6.2., to mesh the wall thickness, we used quadratic hexahedral element 
(SOLID186 element type in ANSYS) with a 2-mm uniform wall thickness  [40, 72, 107].  
We incorporated the effect of the ILT by denoting the volumetric mesh of the region between 
the inner wall and the lumen as ILT and meshed it using quadratic hexahedral elements. This 
provides a better estimation of PWS for AAAs which exhibit different amount of ILT and 
correspondingly different thicknesses throughout the aneurysm, as it was mentioned that ILT 
affects the overall wall stress distribution as well as the PWS and, in turn, the AAA rupture risk 
[2, 21, 22, 75, 116].   
The quadratic hexahedral element type is a 20-node element having three degrees of freedom 
at each node, therefore they are better at handling deformation and bending in different areas of 
the AAA, thanks to their three degrees of freedom per node, ultimately producing more realistic 
simulations of the AAA behavior. Figure 3.2a shows a cross sectional image of the AAA including 
inner wall, outer wall and ILT, and Figure 3.2b illustrates volume meshing for the wall and ILT. 
Figure 3.2c shows a coronal axis view of ILT for the entire AAA length. 
 
3.4 Elastic modulus and regional material property estimation  
 
In order to investigate the effects of heterogeneity of AAA wall tissue on wall stress 
distribution, we used the regional strains measured experimentally by Mix et al. [74] to calculate 
the patient-specific regional material properties. Moreover, to incorporate the mechanical 
characterizations of the aortic tissue that produce the patient-specific wall stress distribution for 
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each induvial AAA, we introduced two regional models based on the fundamental equations which 
have been used in the vascular studies to study the heterogeneity of AAA’s tissue [60, 117, 118].  
 The first proposed model is a Linear Regional Model (Reg), which divides the entire AAA 
into 12 regions based on different experimental strains. The second model, Thick Regional 
Material Model assigns individual elastic moduli for each element throughout the entire AAA wall. 
We compared the predictions of these two models against the standard hyper-elastic model of 
AAA which has been used as the homogenous model to study the AAAs. The three different 
material models utilized in this study are described in the following paragraphs.  
3.4.1 The homogenous hyper-elastic material model (Hyp) 
The standard homogeneous material model was based on the Raghavan & Vorp’s two 
parameters hyper-elastic material model (Section 2.2). 
3.4.2 Linear Regional Material Model (Reg) 
Peterson et al. [117] introduced the following equation for the structural dispensability of aortic 
wall which is a simplified surrogate for elastic modulus [𝐸𝑝] of the arterial wall material [117]: 
𝐸𝑝 = 𝐾 
𝑃𝑢𝑙𝑠𝑒 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝑆𝑡𝑟𝑎𝑖𝑛
, Eq. (3.1) 
Where 𝐾 = 0.0133 is a constant used to convert mmHg to N/cm2. 
The elastic modulus (𝐸𝑝 in kPa) is the slope of the stress-strain curve, which provides information 
about the stiffness of the material as an indicator of material properties. The pulse pressure (kPa), 
as determined by the difference between the average systolic and diastolic pressures values, is used 
as the internal pressure acting normally to the inner surface of the aneurysm, which is responsible 
for the internal stress as well as the inherent deformation of aortic pressures values, is used as the 
internal pressure acting normally to the inner surface of the aneurysm, which is responsible for the 
internal stress as well as the inherent deformation of aortic wall. Using pulse pressure and regional 
maximum principal strain, the relative difference of elastic modulus between anatomic regions is 
calculated. These regional elastic moduli are the regional material properties for each patient that 
along with Poisson's ratio (0.49) are imported into our finite element model to calculate the 
corresponding wall stress distribution as well as PWS. Using this model, one can introduce at least 




(a)  (b) 
 
(c) 
Fig. 3.2: (a) Cross section of AAA with black arrow 1 showing outer wall, black arrow 2 showing inner wall, 
black arrow 3 showing the lumen wall (ILT lies between the inner wall and the lumen wall), and red arrow 
indicates the location of PWS, (b) the volume meshing of the wall and ILT. (c) Coronal plane view of the wall 
stress distribution on the posterior wall of the AAA (yellow double-arrow indicating the ILT). 
3.4.3 Thick Regional Material Model (Thick) 
The circumferential stress in a thick-walled tube developed by Timoshenko and Goodier [118] 
was employed to introduce our proposed regional material model:  
76 
 












 Eq. (3.2a) 
where 𝑝𝑖  and 𝑝𝑜are respectively the pressures inside and outside of the vessel (kPa), respectively, 
𝑎 and 𝑏 are the inner and outer wall radii (cm), and 𝑟 is the radial position of where the pressure is 
applied.  
We assume that the outer pressure is zero (𝑝𝑜 = 0): 











 Eq. (3.2b) 
Moreover, we want to calculate the stress developed inside the aorta which is pushing against 
inner wall (𝑟 = 𝑎): 





 Eq. (3.2c) 
and 𝑏 = 𝑎 + 𝑡 , where 𝑡 is the vessel thickness (0.2 cm for the uniform wall thickness + ILT 
thickness in cm), then Eq (3.2c) becomes: 
𝜎𝜗 =   
𝑝𝑖(𝑎
2 + 𝑏2)





 Eq. (3.2d) 
This equation utilizes the geometrical properties, thickness and radius of each element in the 
3D geometry along with the pulse pressure. Using Eq (3.2d) at the inner wall (𝑟 = 𝑎) combined 
with Eq (3.1) and experimental regional strain along with patient specific pulse pressure, an 
individualistic elastic modulus for each element can be introduced:  






 Eq. (3.3) 
where 𝐸 is the regional elastic modulus (kPa), 𝑎 and 𝑏 are lumen and outer wall radius (cm), 
respectively, 𝜀 is the mean principal strain, 𝑃 = 𝑝𝑖is the pulse pressure at the inner wall (kPa), and 
𝑡 is the total AAA wall thickness (which is the sum of the uniform wall thickness of 0.2 cm and 
the ILT thickness in cm). 
     The Thick model provides a more precise map of the AAA tissue stiffness, where each 
region is characterized by its specific stiffness. In its finest configuration, the number of regions 
corresponds to the number of elements in the 3D AAA mesh, which, for the cases analyzed here, 
range from 60k to 220k elements, depending on the AAA configuration. 
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3.5 Strain region definition 
 
In their study, Tierney et al. [36] divided the entire AAA into four circumferential regions: 
anterior, lateral, posterior and medial, labeled in counterclockwise order. Likewise, the strains 
measured by Mix et al. [74], which have been used in this study, were also measured across the 
same four circumferential regions throughout the entire AAA. However, the characterization of 
the entire AAA into four distinct regions features sharp transitions from one region to another that 
may lead to unrealistic strain (and stress) distributions that appear artificial compared to the actual 
in situ material properties. Therefore, in our study, we sub-divided the AAA into twelve 
circumferential sub-regions as a means to provide a smoother, less drastic transition between 
adjacent material regions, which is a better representation of the actual vessel wall behavior, 
despite the development of disease.   
The findings presented are based on the twelve-regional material property sub-regions; 
nevertheless, a comparison between the stress analysis predicted by the twelve sub-regions and the 
one predicted by the four measured regions will be conducted and reported in the Result Chapter. 
Figure 3.3a shows the four regions of AAA based on [74], while Figure 3.3b shows a schematic 
of how these four strain regions have been divided into the twelve strain sub-regions for the current 
study, along with the mathematical formulation used to interpolate these twelve sub-regions from 
four regions.  
3.6 Finite Element Analysis Rupture Index (FEARI) 
 
To better emphasize how the material property affects the AAA’s behavior and its rupture risk, 
here we use a previously proven rupture index [39] to assess the rupture risk as predicted by each 
of the three material property models. The Finite Element Analysis Rupture Index (FEARI) is an 
indicator of the rupture risk estimated based on the failure definition of the material, when the 
stress overcomes the strength of the material. A value close to 0 indicates a low risk of rupture, 
while a value close to 1 suggests a high risk of the rupture.  
FEARI = 
𝐹𝐸𝐴 𝑤𝑎𝑙𝑙 𝑠𝑡𝑟𝑒𝑠𝑠 (𝑃𝑊𝑆)
𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑤𝑎𝑙𝑙 𝑠𝑡𝑟𝑒𝑛𝑔𝑡ℎ







(a) (Adopted from [74]) (b) 
Region No Relation with Four Measured Regions 
1 Anterior (A) 
2 2/3A+1/3L 
3 2/3L+1/3A 
4 Lateral (L) 
5 2/3L+1/3P 
6 2/3P+1/3L 
7 Posterior (P) 
8 2/3P+1/3M 
9 2/3M+1/3P 
10 Medial (M) 
11 2/3M+1/3A 
12 2/3A+1/3M 
Fig 3.3: The schematic shows the division of 4 regions (red lines being distinguished with red arrows) into 12 
regions (black lines); table shows how each ith region of 12 is related to each individual region of 4 regions. 
To compute the FEARI index, we used the wall strength values from [39], in which the authors 
performed a uniaxial test on 149 AAA samples and measured the average wall strength in four 
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regions of AAA:  anterior, posterior, lateral, and medial. Using these wall strength values and the 
calculated wall strength by our FE model, we computed the FEARI index for each patient.   
 
3.7 Result: Patient Specific Regional Material Model  
 
In this part of our study, we relied on patient specific ultrasound images and CT image derived 
information from 40 patients to introduce more effective, non-invasive, personalized regional 
material model approaches for studying AAA behavior. The patient specific geometry along with 
patient specific pulse pressure were used to investigate three different material models; the 
standard homogenous two-parameter hyper-elastic along with two proposed regional material 
models to include the variation of material properties and their effects on AAA behavior. 
Moreover, the effects of ILT were also incorporated using volume meshing. In the following 
section, our results on the two proposed regional models are presented. 
3.7.1 AAA tissue modeling: strain measurement 
Figure 3.4a illustrates the strain distribution for all 40 patients for three models in this study 
in comparison to measured strains from [74].  
Using our FE model, non-invasive comparisons of strain from different FE models with the in 
vivo behavior from the CT scans were performed. These comparisons revealed average differences 
in maximum principal strain of 9.62% for the Thick model, 13.92% for the Reg model, and 16.96 
% for the Hyp model with in vivo maximum principal strains estimated from CT scans. These 
findings indicate that the two proposed regional models more accurately capture and predict in 
vivo behavior. Moreover, these results show that the Thick model simulates the behavior of AAA 
wall more precisely, since its predicted strain was closer to the actual experimentally measured 
strain. Figure 3.4b shows the absolute difference between the experimentally measured and model 







Fig 3.4: (a) overall comparison of calculated strain from three material models with measured strains from [74], 
(b) Absolute difference of strains from each material model with experimental strains from [74]. Thick model has 
the lowest absolute difference which indicates that this model reflects the in vivo behavior of AAA wall tissue 
more precisely in compare with Reg and Hyp models. 
3.7.2 Wall stress analysis across all material models 
Two different regional material properties models were used for all patients to study how the 
regional material property is affecting the wall stress vs. the hyper-elastic model, which has been 
used as the standard homogenous material model to study AAAs. While geometry is important in 
studying AAA, patient-specific geometry results in different wall stress distributions for different 
patients. On the other hand, different degrees of elastin and collagen leads in localized strengths 
and stiffness for each specific patient [20].  
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The location of PWS along the length of AAA was similar for all three models; for 70% of 
patients, the PWS occurred at the inflection point and for 30% either at neck or Dmax, indicating 
the significant effect of patient specific geometry [20, 36]. However, the magnitude and region of 
PWS were different. Figure 3.5 illustrates the PWS magnitudes for all three models for 40 patients 
available for this part of our work. Based on our results for all patients, the wall stress predicted 
by the regional material model is higher than the stress predicted by the hyper-elastic material 
model, which is in agreement with the results presented by Tierney et al.  [36]. Moreover, if we 
compare different patients together, we will notice that, regardless of the material model, PWS 
changes from one patient to another follow the same trends for all three material models.  This 
implies that if a model predicts a higher PWS for one patient compared to another patient, then 
this higher prediction is also achieved using the other models. This observation indicates the effect 
of AAA geometry of each specific patient on its wall stress distribution (specifically on its PWS), 
regardless of the material model considered.  
 
Fig 3.5: The PWS value comparison among 3 material property models for 40 patients. 
Our results show an average PWS increase of 32.00 ± 13.44% for Thick model and 20.46 ± 
6.93% for Reg model compared to Hyp model across the 40 patients. Figure 3.6 shows a summary 
of the overall wall stress distribution for the three material property models. From our results, it 
can be concluded that the Thick model reflect in vivo behavior more accurately. Moreover, based 
on our findings and Figure 3.6, we can claim that the Thick model with the smallest difference of 
in vivo strain and lower difference in PWS compared to Hyp model might be a better stress 






















with a larger difference of strain could underestimate the wall stress distribution. Also, Hyp model 
with a large difference in strain measurement might results in lower accuracy in predicting AAA 
severity. 
For 68 % of the patients the region which PWS happens was different between the two regional 
models (Reg and Thick) in compare to Hyp model which is in agreement with the results reported 
by Tierney et al. results [36]. In the regional models, PWS happens in the region with lower strain 
and consequently the region with higher elastic modulus, in agreement with [36]. Moreover, for 
77.5% of the patients, the PWS occurred in the regions with lowest or second lowest measured 
strain values. The region with higher elastic modulus presents the stiffer materials. Based on the 
material science, stiffness is an indicator of the inflexibility of a material. It is “resistance to 
undergoing (elastic) deformation in response to the application of a force [119]”. Therefore, a 
higher stiffness material needs more force (stress) to undergo deformations (strains) that are prone 
to failure. 
 
Fig 3.6: overall comparison of PWS between three material models. 
Figure 3.7 shows a summary of how the wall stress distribution and PWS changes for each of 
the three material models along the 12 regions for a sample patient. It can be seen that the Thick 
model has the highest PWS as well as highest average wall stress distribution for all 12 regions, 
while the Hyp model has the lowest PWS and average wall stress distribution. The overall pattern 
is similar for all the models indicating the same effect of geometry of AAA. The location of PWS 
along the length of AAA is on the neck and it is same between all three models indicating the 
effects of geometry which was explained earlier. However, the region of PWS is different, for Hyp 
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model it happens at the medial region (region 10) of the wall while PWS for Reg and Thick models 
happens on the posterior-lateral region (region 6). For this specific patient, the posterior-lateral 
region has the lowest measured strain and correspondingly the highest Elastic modulus, while the 
medial region has the second highest measured strain.  
 These results indicate that although the Hyp model has been used as the standard model for 
studying AAAs, the Thick and Reg models could be used as more accurate models considering 
the variation of material properties throughout the entire AAA; as they result in the lowest and the 
second lowest differences with the in vivo maximum principal strain from the CT scans.  
 
Fig 3.7: wall stress distribution (columns) and PWS (corresponding colored dots) for one sample of AAAs in our 
database, for 3 different material models. The black PWS dots indicate the regions where absolute PWS for entire 
AAA happens. 
As mentioned, one of the limitations of the study by Tierney et al. [36] was that they divided 
the entire AAA into four regions in their study. This results in unrealistic sharp transitions between 
regions in comparison to the physiologic AAAs. To overcome this limitation, we divided the entire 
AAA into 12 regions representing the reality more closely and results in smoother transition and 
better wall stress distribution as well as PWS changes. The magnitude of the predicted PWS 
decreased from four regions to 12 regions in both Reg and Thick models; this could result in over-
estimating of the severity of AAA by using four regions instead of 12 regions. 
There were increases in average differences of 3.81 ± 0.71 % for Reg and 5.42 ± 2.10 Thick 
model in the predicted PWS when four tissue regions were used, compared to the predicted PWS 
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however, the wall stress distribution in the transition between regions were smoother when using 
the 12 regions rather than the 4 regions approach, and also closer to the realistic physiology of wall 
stress distribution. The smoother changes in transitions between regions is more profound 
especially in higher wall stress areas.  
Figure 3.8 shows the comparison between wall stress distribution for 4 and 12 regions for 
Thick model for a specific patient. Figure 3.8a, b illustrates the medial wall for 4 and 12 regions 
models, respectively, while Figure 3.8c, d show the lateral wall for 4 and 12 regions models. It 
can be seen that the transition between regions shows large discontinuities (red arrow) for 4 regions 
model in Figure 3.8a, c in compare with 12 regions model (Figure 3.8b, d).  
3.7.3 Wall stress distribution comparison in presence and absence of ILT 
To overcome the limitations of previous studies [30, 36] in ignoring the effects of ILT on wall 
stress distribution, we incorporated these effects by explicitly modeling ILT using volume meshing 
and measured experimental strains from Mix. et al. [74]. The effect of presence or absence of ILT 
were investigated for both Hyp and Reg material models. However, such an investigation is not 
applicable for Thick model, based on the fundamental and formulation of Thick material model, 
Eq. (3.6) (Section 3.4.3), in the case of ILT absence the validity of this model is not justified. 
Figure 3.9 compares PWS between the Hyp and Reg models (in presence and absence of ILT). 
These results for Hyp and Reg models, in presence and absence of ILT, indicate that the wall stress 
distribution as well as PWS increased in the absence of ILT. For PWS, an average increase of 
54.15 ± 41.65 % in Hyp model and an average increase of 53.30 ± 39.25 % in Reg model were 
observed in the absence of ILT compared to when ILT was present. Our findings show that wall 
stress distribution and PWS dramatically increase in the absence of ILT. The location of PWS was 
investigated by two different strategies. First, we compared the location of PWS with regards to 
the neck of AAA sac (lengthwise, i.e. where on the entire length of AAA, PWS happens). 
Secondly, the comparison was made based on the material region on the AAA sac (Posterior, 
Anterior, Lateral, or Medical regions). Our results indicate that the location of PWS and 
consequently the possible rupture site is different using either location strategies (lengthwise or 
region-wise). With inclusion of ILT, the location of PWS in 32 out of 40 patients changed, Table 
3.1 shows a summary of these results.  These findings indicate that the models which do not 
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Fig 3.8: comparison of wall stress distribution between 4 regions and 12 regions for (a) Thick model, wall stress 
distribution of medial (right) and (c) lateral (left) walls for a patient for 4 regions, and (b), (d) 12 regions for 
Thick model. The 12 regions model shows a smoother wall stress distribution. Red arrows indicate the 





Fig 3.9: Comparison of PWS for Hyp and Reg model in absence and presence of ILT. 
Although volume of ILT is different in different AAAs, most of the AAAs contains ILT [20-
22, 25]. Our results indicate that models without ILT are more prone to overestimate the PWS and 
consequently the risk of rupture while the location of PWS changes as well. These results could 
be useful in the process of endovascular aneurysm repairs. Therefore, to have a more accurate 
prediction of AAAs behavior considering of ILT is important.  
Table 3.1: Summary of changes in location of PWS in absence and presence of ILT for all 40 patients 
Location 
In the presence of ILT 
(% of all patients) 
In the absence of ILT 
(% of all patients) 
Lengthwise 
On Dmax 12.5  22.5 
On neck 45  20 
on the inflection points 
between the neck and Dmax 
37.5 50 
Region-wise 
Posterior wall 35 25 
Anterior wall 40 45.2 
Lateral wall 15 17.5 
Medial wall 10 15 
Figure 3.10a shows the wall stress distribution for Hyp model without ILT while Figure 3.10b 
illustrates the wall stress distribution for Hyp model in the presence of ILT. The red arrows show 
the location of PWS which changed from inflection point on the posterior-medial region in absence 







Fig 3.10: Posterior-medial view of the AAA showing the wall stress distribution predicetd by the Hyp (a) 
model in absence of ILT and (b) lateral-anterior wall stress distribution of Hyp model in presence of ILT. Red 
arrows show the location of PWS in each case. Note that wall stress distributions are scaled based on the Hyp 
model without ILT. 
3.7.4 Comparison among three material models using Finite Element Analysis 
Rupture Index (FEARI) 
Finite Element Analysis Rupture Index (FEARI) ((Section 3.6) is an indicator of the rupture 
risk estimated based on the failure definition of the material. Figure 3.11a illustrates that the 
highest FEARI for all 40 patients happens how many times in each region. The region of highest 
rupture risk varied from patient to patient and also differs among different material models which 
emphasizes the knowledge for heterogeneity of material in AAA which is in agreement with results 
in [36].  
Figure 3.11b summarizes the FEARI values calculated for all three material models for all 40 
patients along FEARI for 12 patients who underwent repair (assumed as ruptured AAA). It can be 
seen, the FEARI calculated based on Thick model is higher than the one calculated from regional 
model, and both of them are higher than value obtained from the Hyp model. Moreover, it can be 
seen that regardless of material model considered, FEARI values calculated for ruptured AAAs is 
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higher than the ones calculated for the entire AAA population. A higher FEARI value, 
correspondingly indicates a highest risk of rupture (as it is true for the ruptured AAAs). Therefore, 
while FEARI is dependent on PWS and obtained based on the patient-specific material properties 
of AAA along with pulse pressure and personalized geometrical parameters, it can be helpful as a 




In this chapter, we explained the second component of our computational model: the study of 
regional material models in more details. To study the effect of heterogeneity of the PWS, we 
introduced our two proposed patient-specific regional material models and the comparisons to 
previous studies were covered.  
In the next chapter, for the last component of our model, to assess the effects of different 
parameters from various sources on the AAA severity, we will use Machine Learning to 
























Fig 3.11: (a) Number of patients with their highest FEARI occurring in each region for three different material 
property models for all 40 patients, (b) Box-Whisker plots for FEARI for all patients and only ruptured AAAs for 
three different material property models. A higher FEARI value, correspondingly indicates a highest risk of 
rupture. The FEARI calculated based on Thick model is higher than the one calculated from regional model, and 
both of them are higher than value obtained from the Hyp model. Therefore, the Thick model might be more 

































An Investigation in Machine Learning 
Techniques for Comprehensive AAA 
Severity Assessment 
 
Abstract: In this chapter, we demonstrate the utilization of different Machine 
Learning algorithms and feature selection methods to incorporate the effects of 
different parameters from different sources of data (i.e., geometrical indices, 
biomechanical parameters and patient-specific historical clinical data) to assess the 
AAA rupture severity risk comprehensively and more precisely. This chapter has 
been adapted from the following publication:  
[106]: G Jalalahmadi, M Helguera, C. A. Linte, "A machine leaning approach 
for abdominal aortic aneurysm severity assessment using geometric, 
biomechanical, and patient-specific historical clinical features," Proc. SPIE 11317, 
Medical Imaging 2020: Biomedical Applications in Molecular, Structural, and 





 4.1 Introduction: Abdominal Aortic Aneurysms and Machine 
Learning  
 
As described in Chapter 1, in few past decades, it has been shown that in addition to geometric 
indices such as Dmax, a variety of biomechanical parameters and material properties affect AAA 
morphology and behavior [13, 21, 22, 30]. Additionally, it has been illustrated that patient-specific 
historical data, such as the presence of clinical pre-existing conditions or risk factors like smoking, 
hypertension, or chronic kidney disease (CKD) may increase AAA severity and risk of rupture 
[96, 100]. Therefore, a comprehensive predictive model approach that incorporates not only 
geometric and biomechanical factors, but also patient-specific historical clinical data, may provide 
a more accurate appraisal of a patient’s AAA severity. To this extent, machine learning (ML) 
algorithms can play a strong role in management of AAA in a patient-specific manner utilizing all 
various data sources mentioned above. However, ML methods have rarely been used to study 
AAA, and even more so to predict in-hospital mortality [95, 96, 101] of patients or to help select 
the best set of geometrical indices to study AAA [24, 31, 42, 64]. 
In the current study, one of our goals is to merge patient-specific data from three different 
sources – geometrical indices, biomechanical parameters and clinical factors – into a ML model, 
with the aim of maximizing its accuracy to predict the risk severity of each individual AAA. To 
the best of our knowledge, this is one of the first studies to integrate geometric, biomechanical, 
and patient-specific historical data into a machine learning model for AAA severity assessment, 
therefore suggesting the potential benefit of employing machine learning techniques to better 
assess and characterize AAA severity. Figure 4.1 illustrates the overall workflow which has been 
used in our model.  
In the following sections, different ML models, various feature selection algorithms, and 




Fig 4.1: Outline of our analysis protocol: CTA images of 66 patients were used to construct the 3-D model of 
individual AAAs and calculate 26 geometrical and 4 biomechanical patient-specific parameters. Clinical datasets 
of patients were utilized to include 15 patient-specific clinical factors. Using these features, machine learning 
(ML) models with different sets of features were applied to predict the rupture severity [106]. 
 
4.2 Datasets  
 
Contrast enhanced computed tomography angiography (CTA) images of 66 patients were 
retrospectively obtained from the Division of Vascular Surgery at the University of Rochester 
following approval by the Human Subject Review Board. The images were used to calculate 26 
geometrical indices and 4 biomechanical parameters  [45, 63, 99]. Moreover, 14 patient-specific 
clinical factors, consisting of patient health factors and habits information, and other clinical pre-
existing conditions, were extracted from the clinical dataset. These 44 parameters were used as the 
feature inputs for our ML model (Table 4.1). 
We categorized patients according to their rupture status obtained from the clinical inventory 
into two groups: Group 1 (the “at risk of rupture” group, labeled as 1), includes twenty patients 
of our dataset who underwent interventional AAA repair due to a high risk of rupture; and Group 
2 (“not at risk of rupture” group, labeled as 0), includes 46 patients in our dataset who did not 





Table 4.1: Geometrical, biomechanical and historical clinical features used in our Machine Learning model 
Geometrical Indices Biomechanical Parameters Historical Clinical Parameters 
Dmax Dneck1 Dneck2 PWS Age 
Hneck Hsac 
 
Blood Pressure Gender 
Lneck Lsac Length FEARI Smoking 
Bulge height Strength HTN(Hypertension) 
d 
 
Afib (Atrial fibrillation) 
dc 
 
DM2 (Myotonic dystrophy) 
Hr 
 
CKD (Chronic Kidney Disease) 
Bulge Location 
 




neoplasm (abdominal tumor) 
DDr 
 
Statin (cholesterol-lowering drug) 
Tortuosity 
 
ACE (angiotensin converting enzyme) 
Asymmetry  
 


















4.3 Machine Learning Algorithm 
 
We devised and implemented a number of different machine learning algorithms using the 44 
geometric, biomechanical and clinical features (Figure 4.1). We utilized WEKA software 
(University of Waikato, Hamilton, New Zealand), an open source machine learning software - 
which has been used in AAA field in the past few decades  [98] - to perform feature scaling, feature 




There are many different constructive models and algorithms within the machine learning field, 
which are capable of integrating data from variable sources and learning the functional pattern 
from the available dataset. From the different classification and prediction algorithms available, 
we chose the following algorithms:  
1. Decision tree (J48) because of its easy implementation and being helpful to provide a 
general understanding of the data and the pattern amongst them [106];  
2. Multilayer perceptron neural network (MLP-NN), Naive Bayes (NB) and support 
vector machine (SVM) because of their ability for strong generalization, high accuracy 
and fast convergence, and strong tolerance to input noise [96, 98].  
In the following sections, each of these models are explained in more details.  
Pre-processing step: Because of their nature, different features have a different range of values 
that, in turn, can affect the speed and performance of the ML algorithm. Hence, in order to increase 
the speed and accuracy of the model, before performing the ML step, feature scaling and mean 
normalization were performed in as a pre-processing step. As such, we first identified the variance 
of each feature sample relative to its mean across the population; then we normalized its deviation 
by the standard deviation of the feature across the dataset (Eq. 4.1). This process ensured that all 




 Eq. (4.1) 
where 𝑥𝑖−𝑛𝑒𝑤 is the value of feature 𝑖, ?̅? is the mean of all the values of feature 𝑖, and 𝑠𝑖 is the 
standard deviation of feature 𝑖.  
We evaluated the performance of the training model using a five-fold cross validation study 
on 55 patients. We then assessed the performance of the model using the remaining eleven patient 
datasets, none of which were used for either training or cross-validation. The five-fold cross 
validation method, which is the standard method to assess the training performance and robustness 
of machine learning algorithms given a limited amount of data, divides the whole training set into 
5 equal sets of 11 patients; keeping one set out for testing, while the algorithm is trained on the 
remaining 4 sets [24, 31, 96, 100]. This procedure was repeated 5 times, leading to five accuracy 
estimations, which were averaged to represent the final accuracy of the ML model for the cross-
validation set [24, 31, 64, 100]. The performance rate of the model was then assessed by applying 
the trained model on the testing set [106].  
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4.3.1 The J48 Decision Tree ML Algorithm  
Decision trees are a well-known group of ML algorithms easy to implement and that provide 
a general understanding of the relation between the inputs and outputs helping with the 
implementation of a ML project. Another benefit of using J48 is that it is designed to predict the 
district classes more accurately rather than being used to predict the numerical quantities [24, 31, 
64, 98]. The J48 is an iterative decision tree algorithm that works based on the information gain 
(IG). It utilizes all the available features, and, in each iteration, the algorithm selects the feature 
with the highest information gain, which, in turn, will help to classify the data more precisely than 
by using the features with lower information gain. The feature with highest IG will be placed as 
the root node of the tree while the subsequent nodes are chosen similarly. This iterative process 
continues until all the samples in one subset are classified as part of the same class or until all 
available features have been exhausted  [24, 64, 98].  
To have a robust and general decision tree, we performed pruning to increase the accuracy of 
the decision tree and reduce the computational cost. Pruning can be implemented by adjusting 
multiple settings in WEKA [98, 120]. First, the subtree raising was performed, this pruning method 
moves a node (feature) which has a higher IG upward towards the root of the tree during the 
training process assuring that features with higher IG are being used efficiently. Another parameter 
influencing the pruning and in turn the performance of the J48 tree is the confidence factor that 
represents the misclassification error allowable at each node.  A lower confidence factor implies 
higher misclassification error, which correspondingly results in the need for more pruning, 
selecting more stable nodes (relevant features), and producing a more general model [98, 120]. We 
used the default setting of subtree raising for J48 tree available in Weka, with a confidence factor 
of 0.25, which resulted in an adequate accuracy for our model. Figure 4.2 shows a J48 decision 




Fig 4.2: A J48 decision tree (change the tree) with all features being used for the cross-validation training stage. 
The associated values for no and yes in each node indicate: (number of patients which been classified using this 
node/number of incorrect classifications in this node). 
 4.3.2 Multilayer Perceptron Neural Network (MLP-NN) 
One of the ML groups of algorithms that has been used extensively in medical applications 
due to  their high predictive ability and performance, as well as their capability of finding non-
linear relations between features, are the Neural Network (NN) algorithms [95, 96, 101]. In this 
study, we used the multilayer perceptron (MLP-NN) as one of our ML algorithms. MLP algorithm 
consists of three main layers. An input layer that includes a number of inputs perceptron identical 
to the number of features. The middle-hidden layers consisting of a variable number of layers and 
perceptron depending on each study. These are mostly dependent on the number of samples in a 
dataset. Lastly, an output layer which only contains one perceptron (one for each class??) 
identifying the class [95, 96, 98, 101]. 
The output is related to the input layer (samples and features) through the hidden layers. 
Therefore, finding the connection weights for each perceptron in the hidden layers is the key to 
the whole MLP-NN structure which happens during the training process using the training set. The 
algorithm which helps to find these weights and the whole structure is called backpropagation. 
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Backpropagation is an iterative optimization process which uses a Sigmoid function to train the 
model by minimizing the Root Mean Square Error (RMSE) of the output for the training set – the 
error is propagated backward from the output, hence the name. Moreover, it depends on the 
learning rate. The learning rate is a small constant (defined by the user) which will be multiplied 
to the derivative value after each iteration and subtracted from the current weights found by 
backpropagation until a global minimum has reached [96-98]. 
In this study, we utilized two different MLP models: 
1.  One hidden layer and two perceptron (or nodes). 
2.  Two hidden layers and 2 perceptron (or nodes) in each layer.  
The learning rate of 0.3 showed the highest accuracy for both models and an iteration size of 
500 was used. Figure 4.3 illustrates a sample for MLP structure with two layers and two nodes in 
each layer on our dataset for the cross validation (CV) set. 
  
Fig 4.3: A MLP model with 2 layers and 2 perceptron in each layer using cross validation set with the feature 
set selected using BestFirst selection method (Section 4.4.1.). 
4.3.3 Naive Bayes (NB)  
Bayesian networks are among the oldest ML algorithms that can be used as classifier to predict 
the outcome of an event. They work based on a simplified version of the Bayes theorem, which 
assumes that the effect of each variable is independent of the other ones in predicting an output for 
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a given class. Even with this unrealistic simplification, Bayesian networks have demonstrated high 
accuracy performance on real world problems since they are able to handle uncertainty and missing 
values [64, 96, 98]. 
In our work, we used a Naïve Bayes (NB) algorithm with a kernel density estimator instead of 
the default normal distribution which helps to increase the performance accuracy by considering 
non-linearity between different features [64, 96, 98].  
4.3.4 Support Vector Machine (SVM)  
SVM is a powerful machine learning model which has been used in a wide range of 
applications [31, 64, 100, 101]. SVM classifier utilizes a hyperplane to separate the input data into 
the two defined classes. Using a kernel, the training data are transformed into a high-dimensional 
feature space which makes them more separable than the original features. In this process the 
inputs in the training sets, which are the closest to the hyperplane, are the ones that best separate 
the classes; these instances are called support vectors. The SVM uses the Sequential Minimal 
Optimization (SMO) method to minimize the error in the model, in turn resulting in a powerful 
model for the unknown test set for the SVM. Different kernels are available to map the input data 
into new space; in this study, we used linear, quadratic, and Gaussian kernels to perform our 
classification using SVM [98]. 
 
4.4 Feature Selection Algorithm 
 
The purpose of feature selection is to identify the more relevant features that discriminate the 
AAA population into the classified groups more accurately, to reduce overfitting and the 
computational complexity, and improve the overall classifier performance [42, 96-98].  
In this work, different feature sets were used in the proposed algorithms: 
1. All 44 mentioned features were used. 
2. Using only Dmax or only PWS as the sole criterion for feeding the ML models, since the 
Dmax has been used as the sole standard clinical criterion, and the PWS has been introduced as a 
more reliable criterion than Dmax alone to study AAA.  
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3. A set of all features, but not including Dmax (42 Feats + PWS), and a set of all features, but 
not including PWS (42 Feats + Dmax).  
4. Feature sets identified with the help of different feature selection models, as described in 
the following sections.  
The different feature sets in items 2 and 3 above were selected to compare the effects of Dmax 
and PWS.  
4.4.1  BestFirst feature selection 
BestFirst is a greedy stepwise backward feature selection method  [96, 98, 100]. It searches the 
space of features using a greedy algorithm by evaluating the accuracy on a 10-fold cross validation 
until all the features have been assessed [96]. The greedy algorithm starts with the entire feature 
sets, in our case M = 44 features, where M number of models with one feature in each model are 
developed; using a 10-fold cross validation method, the feature having the best performance is 
chosen. For the next iteration, M-1 models with two features in each model are developed: the best 
feature from previous step and one from the M-1 remaining features; doing so the feature set with 
the best performance is selected. This process continues iteratively until all of the possible 
combinations are achieved.  
4.4.2 Chi-square test feature selection  
Chi-square test measures the independency between different input variables and the outcome 
of a test. If a combination of features is independent, the Chi-square is a smaller value. However, 
we want to select the features which are the most dependent on the output. Therefore, when using 
Chi-square feature selection, the features which are highly dependent on the outcome are selected 
for the training stage [95, 98].   
Chi-square feature selection method ranks all the features based on their value of the chi-
squared statistic (χ) with respect to the class. The higher-ranking features are more powerful to 
predict the class accurately; therefore, they will be used as a reduced feature set for the ML 





4.4.3 Principal Component Analysis (PCA)  
A dataset with N features is a N-dimensional space with features presenting the coordinates, 
however the axis for this coordinate system is arbitrary. This is the overall idea behind the PCA, 
which utilizes the axis for its coordinate system based on the variance of the features by choosing 
the first axis in the direction of the highest variance. In order to map the original data to a 
transformed space using PCA, the covariance matrix of the original data is calculated and 
diagonalized to obtain the eigenvectors. These eigenvectors are the axes of the transformed space 
- called components - and eigenvalue for each of these eigenvectors displays the variance along its 
axis. While one might choose to use all of the components as the new features for the ML model, 
since the main purpose of PCA is dimension reduction, it is possible to only choose the first few - 
called the principal components - which have the greatest variances, and eliminate the rest [100].   
 
4.5 Evaluation Methods 
 
The evaluation of different ML models used in this study was based on three methods which 
are explained in more detail in the following Sections. The ground truth patient classification was 
established based on the available clinical data that clearly indicated whether the patient underwent 
repair (labeled as “1”) or not (labeled as “0”) [96, 98]. 
4.5.1 Accuracy, Specificity and Sensitivity  
Accuracy is the most common measurement to evaluate the performance of a ML model and 
been widely used in different literatures and fields. After that, sensitivity and specificity which are 
the probability values of the performance for a binary classification, are the common evaluation 
tests [24, 31, 64, 96, 98, 100]. In this section, we explain how to calculate each of these criteria. 






Table 4.2: Confusion matrix showing the relation between the predicted output 











True Positive (TP) False Negative (FN) 
Negative 
(Non-AAA) 
False Positive (FP) True Negative (TN) 
where TP, FP, FN, and TN are the possible output results as follows:  
TP = true positives: number of samples predicted positive that are actually positive 
FP = false positives: number of samples predicted positive that are actually negative 
TN = true negatives: number of samples predicted negative that are actually negative 
FN = false negatives: number of samples predicted negative that are actually positive 
Based on these conditions, we have:  
Sensitivity (true positive prediction rate) = 
TP
TP+FN
 Eq. (4.2) 
Specificity (true negative prediction rate) = 
TN
FP+TN
 Eq. (4.3) 
Accuracy (true positive + true negative prediction rate) = 
TN+TP
FP+TN+TP+FP
 Eq. (4.4) 
4.5.2 Area Under the Receiver Operating Characteristic Curve (AUC) 
To analyze the data, we used the area under the receiver operating characteristic curve (ROC). 
The ROC curve is plot of the true positive rate (sensitivity) against the false positive rate (1-
specificity) which shows the tradeoff between the correct prediction and the false prediction. AUC 
is the area under the ROC curve with a maximum value of 1: the larger the area, the better the ML 




Fig 4.4: A sample of ROC plots for all features and Only Dmax, using the J48 algorithm for cross-validation sets. 
4.5.3 Kappa Statistic  
Another metric we used to validate the performance of each ML model, is the Kappa Statistic 
(κ) which is a measure of how randomly the results are occurring for the true class (class labeled 
as 1 which in our case is the ruptured AAA). The maximum value for Kappa is 1 indicating a 
prefect model. If Kappa is ≤ 0, it indicates that the results are highly unreliable, while a κ value 
closer to 1 implies that the results are reliable, and the predicted accuracy can be trusted [24, 31, 
96, 98]. However, it has been noticed that due to the small size of a dataset, an artificially low κ 
value is often unavoidable [24].  
 
4.6 Result on Machine Learning-based AAA Characterization  
 
As mentioned in Chapter 1, in recent years, machine learning (ML) models have been used to 
stablish comprehensive models which can incorporate effects of different parameters in decision-
making procedure.  
The objectives of this section are i) to compare the predictive ability of Dmax and PWS as the 






















of different parameters to predict the AAA severity, both using ML models. In this section, our 
results on ML study of AAA are presented. We utilized four different ML algorithms along with 
three different feature selection methods. Therefore, this chapter includes: 
1. Results of each ML algorithm on All 44 features (geometrical, biomechanical and clinical 
factors), along with results on comparison between Dmax and PWS  
2. Results on feature sets from different feature selection methods.  
To the best of our knowledge, this study is one of the very few to incorporate information from 
several classes of features that may affect AAA severity and rupture risk using ML methods [100]. 
More significantly, this is the first study to assess model prediction accuracy on a separate 
dedicated test set. 
4.6.1 Results & Discussion: ALL features and Dmax, PWS comparison 
In the following sections, results of different ML models, using all 44 features (26 geometrical 
indices, 4 biomechanical parameters, and 14 patient-specific clinical factors (Section 4.3)) are 
presented. Moreover, results of using Dmax and PWS, as the rupture indicator, are covered in these 
two formats:  
1. Using only Dmax or only PWS as the sole criterion for feeding the ML models, since Dmax 
has been used as the standard clinical criterion, and PWS has been introduced as a more reliable 
criterion to study AAA.  
2. A set of all 44 features minus Dmax (42Feats+PWS) and a set of all 44 features minus PWS 
(42Feats+ Dmax).  
Decision Tree J48  
Since decision tree algorithms provide a general understanding of the data, first we 
implemented the decision tree J48 machine learning algorithm on our dataset using all features, 
and the combinations for Dmax and PWS comparisons (as listed above). Table 4.3 shows the results 
for these implementations. In case of using all features, we achieved a cross-validation (CV) 
accuracy of 56% and a test set accuracy of 45%. As it can be seen from Table 4.3, the Kappa 
statistic for both CV and test set is negative, indicating that the results from J48 using all features 
are not reliable and further investigation is required [106].  
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Next, we assessed the prediction rate of the Dmax criterion alone, by using Dmax or using peak 
wall stress (PWS) as the sole feature in the proposed algorithm. This single feature approach (Dmax 
only) yielded a 71% accuracy for the cross-validation and 64% accuracy for the test. Similarly, the 
results for both the cross validation and test sets were similar to the calculated accuracy, sensitivity, 
and specificity, when using PWS only. This happens since it has been shown that PWS and Dmax 
change concomitantly with one another, i.e., PWS increases with increasing Dmax [19, 24, 45]. 
Therefore, using either of these properties as the single feature for the machine learning model 
would result in a linear fit between the classes (0: un-ruptured or 1: ruptured AAA) and the feature. 
In case of using only one feature to feed the ML model, the number of ruptured and un-ruptured 
AAAs above and below of the median is important. In our database, for both Dmax and PWS, the 
number of ruptured and un-ruptured AAAs above and below of their corresponding median stays 
the same, thus leading to similar results when choosing Dmax or PWS as the sole feature in the 
model. Even though, using Dmax and PWS results in a higher accuracy compared to all features, 
these models still are not accurate, since the Kappa statistics and the sensitivity are zero while the 
specificity is 100% which is the indicator of overfitting the data [106].  
Next, to investigate the effects of Dmax and PWS on AAA severity prediction, we used two 
different feature sets: 1) a set of 42Features + PWS (eliminating Dmax), and 2) a feature set of 
42Features + Dmax (eliminating PWS). In training process using cross validation, both feature sets 
resulted in more reliable prediction compared to using all features: these new sets have higher 
accuracy, sensitivity and specificity, and higher Kappa statistics (see Table 4.3). In case of test 
set, 42Feats+PWS concluded better results with higher accuracy and sensitivity than both all 
features and 42Feats+ Dmax. Moreover, it has a higher Kappa statistic of 0.07 in comparison to -
0.057 and -0.305 for all features and 42Feats+ Dmax, respectively. Even though this Kappa value 
is still low, in comparison to the other feature sets it is higher, indicating that using PWS in 







Table 4.3: J48 model performance on All features, Dmax, and PWS. 
Feature Set Kappa (κ) AUC Sensitivity Specificity Accuracy 
Cross Validation Set Results 
All_Feats -0.057 0.546 25 69 56 
Dmax 0 0.50 0 100 71 
PWS 0 0.50 0 100 71 
42Feats+PWS 0.123 0.59 44 69 62 
42Feats+ Dmax 0.091 0.56 38 72 62 
Test Set Results 
All_Feats -0.178 0.55 25 57 45 
Dmax 0 0.50 0 100 64 
PWS 0 0.50 0 100 64 
42Feats+PWS 0.07 0.45 50 57 55 
42Feats+ Dmax -0.305 0.50 25 57 45 
Additionally, to analyze the data, we used the area under (AUC) the Receiver Operating 
Characteristic (ROC) curve analysis. The ROC is a plot of the true positive rate (sensitivity) versus 
the false positive rate; an AUC value closer to one indicates the optimal performance (Figure 4.5). 
An AUC of 0.5 is indicating that PWS and Dmax have a 50% chance to predict risk of the rupture 
which is as accurate as making the decision by flipping a coin. 42Feats+PWS feature model has 
59% chance to predict the risk of the rupture for the cross-validation and slightly lower 45% for 
test set. Even with this lower AUC for test set, 42Feats+PWS has the higher Kappa statistic, 













Fig 4.5: ROC plots for all features, Only Dmax, only PWS, 42Feats+PWS, and 42Feats+ Dmax sets using J48 
algorithm for a) cross-validation sets, and b) test sets. It can be seen that the 42Feats+PWS has the largest AUC 
for cross-validation compared to the other 4 feature models, and even though it has a slightly smaller AUC for 
















































Multilayer Perceptron Neural Network (MLP-NN) 
One of the ML group of algorithms which have been used extensively in the medical 
application, because of their high predictive ability and performance, and their capability of finding 
non-linear relation among features, are the Neural Network algorithms. In this study, we utilized 
two different MLP models: one with 1 hidden layer and 2 perceptron (1L2N), and the second one 
with 2 hidden layers and 2 perceptron in each layer (2L2N) with a learning rate of 0.3 and an 
iteration size of 500. Table 4.4 summarizes the results for these implementations. In case of using 
all features, we achieved a cross-validation accuracy of 60% and 56% for MLP 1L2N and 2L2N, 
respectively, and a test set accuracy of 73% for both models.  As it can be seen from Table 4.4, 
while the Kappa statistic and AUC for both models are low in the cases of CV, indicating the 
results might not be reliable, for the test set, these criteria are higher indicating that even low 
performance in training could have been constructive for the testing. Nevertheless, it seems that 
MLP with 1 hidden layer and 2 perceptron is slightly more accurate with marginally higher Kappa, 
AUC, specificity and accuracy in the training stage. However, these results are illustrating that 
MLP’s performances with using all features are not strongly viable and further investigation is 
required.  
In the comparison of Dmax and PWS alone, in the case of CV, a 71% accuracy for Dmax and 
62% accuracy for PWS were yielded. As seen in the Table 4.4, using Dmax for CV and both Dmax 
and PWS for test set are not reliable at all, due to overfitting like to J48 case. For CV using PWS, 
even though the results are better, and it has the highest AUC for all CV cases, it still is not 
accountable due to low Kappa and sensitivity. As mentioned previously, this happens since PWS 
and Dmax have a linear relation: PWS increases with increasing Dmax [19, 24, 45], such that using 
either of these factors as the single feature for the ML model would result in a linear fit between 
the classes.  
Next, to investigate the effects of Dmax and PWS on the AAA severity prediction, we used two 
different feature sets: 1) a set of 42Feats+PWS (eliminating Dmax), and 2) a feature set of 42Feats+ 
Dmax (deleting PWS). In these cases, 42Feats+PWS set shows higher performance with higher 







Table 4.4: MLP model performance on All features, Dmax, and PWS 
Feature Set Kappa (κ) AUC Sensitivity Specificity Accuracy 
Cross Validation Set Results 
All_Feats_1L2N 0.065 0.56 38 69 60 
All_Feats_2L2N 0.014 0.53 38 64 56 
Dmax 0 0.62 0 100 71 
PWS 0.06 0.67 31 74 62 
42Feats+PWS 0.005 0.49 31 69 58 
42Feats+ Dmax -0.06 0.56 25 69 56 
Test Set Results 
All_Feats_1L2N 0.440 0.64 75 71 73 
All_Feats_2L2N 0.440 0.64 75 71 73 
Dmax 0 0.57 0 100 64 
PWS 0 0.50 0 100 64 
42Feats+PWS 0.44 0.71 75 71 73 
42Feats+ Dmax 0.214 0.68 50 71 64 
* All_Feats_1L2N: using all features with a MLP algorithm consisting of 1 hidden layer with 2 perceptron. 









Fig 4.6: ROC plots for all features, Only Dmax , only PWS, 42Feats+PWS, and 42Feats+ Dmax sets for using MLP: 
a) cross-validation sets, and b) test sets. It can be seen that 42Feats+PWS has the largest AUC for test sets and 


















































Comparing the AUCs for all the models in Table 4.4, it can be concluded that using PWS is 
slightly better than using Dmax, since using only PWS in CV and 42Feats+PWS set in test sets 
show higher AUC among all cases.  
 Naive Bayes (NB) 
Bayesian networks are one of the oldest ML algorithms which can be used as classifier to 
predict the outcome of an event. From Table 4.5, it can be seen that NB models have negative or 
zero Kappa for All features, 42Feats+PWS, 42Feats+ Dmax for CV set, and for Dmax alone and 
42Feats+ Dmax for the test set, indicating that the results from these models are not reliable.  
From Table 4.5 and Figure 4.7, it can be concluded that using PWS alone in NB model 
provides a model with more reliable performance compared to using the other three models; i.e., 
42Feats+PWS, 42Feats+ Dmax, and for Dmax alone. In CV case, it shows the highest AUC, 
specificity and accuracy even with a low Kappa. Moreover, in the test set, it has the highest Kappa 
statistic as well as the highest sensitivity which means it can identify the patients who are in the 
high risk more accurately.  
Table 4.5: NB model performance on All features, Dmax, and PWS  
Feature Set Kappa (κ) AUC Sensitivity Specificity Accuracy 
Cross Validation Set Results 
All_Feats -0.019 0.60 19 79 62 
Dmax 0.049 0.63 6 97 71 
PWS 0.049 0.71 6 97 71 
42Feats+PWS -0.02 0.58 19 79 62 
42Feats+ Dmax -0.09 0.56 13 79 60 
Test Set Results 
All_Feats 0.12 0.64 25 86 64 
Dmax -0.037 0.57 25 71 55 
PWS 0.29 0.57 75 57 64 
42Feats+PWS 0.12 0.61 25 86 64 








Fig 4.7: ROC plots for all features, only Dmax, only PWS, 42Feats+PWS, and 42Feats+ Dmax sets for using NB: a) 
cross-validation sets, and b) test sets. Using PWS alone provide higher performance in comparison to other 















































Support Vector Machine (SVM) 
For SVM, we used linear (Lin_Krl), quadratic (Quad_Krl) and Gaussian kernels to perform 
our classification. From Table 4.6, the Gaussian kernel does not provide any reliable information 
with a zero Kappa, AUC of 0.5, 0% sensitivity, and 100% specificity, which is a result of 
overfitting, therefore, we will not investigate this model any more throughout this work.  
Moreover, some of the models in Table 4.6 are showing similar results, like all features with 
quadratic kernel and 42 features + PWS with quadratic kernel in case of CV set. Therefore, to be 
more precise and clearer in the ROC plots, only the plots for all features set, Dmax alone, and PWS 
alone are presented in CV cases. Nevertheless, the set consist of 42 features +PWS with a linear 
kernel (42Feats+PWS_Lin) is showing more promising results compared to other models in Table 
4.6. In case of cross validation set, this set has the highest specificity and the second highest Kappa 
and accuracy. Additionally, for test set, 42Feats+PWS_Lin model shows a very high Kappa, 
highest AUC, sensitivity and accuracy. These are the highest values for all of these four criteria 
among all the ML models which we have discussed so far in this section (Figure 4.8). These results 
illustrate that using a SVM ML model with a linear kernel using PWS along with other features 
provides reliable results and performance. 
It can be concluded that PWS or a feature set of 42Features+PWS in the absence of Dmax could 
be used as a more accurate model to predict the AAA severity. However, in most of these cases, 
except for 42Feats+PWS_Lin SVM, the performance of the models did not sound promising and 
sufficient enough. Therefore, more investigation is required to obtain a better combination of 
features (perhaps smaller subset of all features) which will help to predict AAA severity risk more 
accurately. In order to find such feature sets along with ML models which show a higher 
performance, in next section we studied three different feature selection methods; as introduced in 















AUC Sensitivity Specificity Accuracy 
Cross Validation Set Results 
All_Feats_Lin_Krl 0.084 0.54 31 77 64 
All_Feats_Quad_Krl 0.091 0.55 38 72 62 
All_Feats_Gaus_Krl 0 0.5 0 100 71 
Dmax 0 0.5 0 100 71 
PWS 0 0.5 0 100 71 
42Feats+PWS_Lin_Krl 0.108 0.55 25 85 67 
42Feats+PWS_Quad_Krl 0.091 0.55 38 72 62 
42Feats+ Dmax _Lin_Krl 0.077 0.54 25 82 65 
42Feats+ Dmax _Quad 0.118 0.56 38 75 64 
Test Set Results 
All_Feats_Lin_Krl 0.29 0.66 75 57 64 
All_Feats_Quad_Krl 0.377 0.68 50 86 73 
All_Feats_Gaus_Krl 0 0.5 0 100 64 
Dmax 0 0.5 0 100 64 
PWS 0 0.5 0 100 64 
42Feats+PWS_Lin_Krl 0.607 0.80 75 86 82 
42Feats+PWS_Quad_Krl 0.377 0.68 50 86 73 
42Feats+ Dmax _Lin_Krl 0.44 0.73 75 71 73 







Fig 4.8: ROC plots for all features, only Dmax , only PWS, 42Feats+PWS, and 42Feats+ Dmax sets for using SVM: 
a) cross-validation sets, and b) test sets. The 42Feats+PWS_Lin model has the highest performance with a very 

















































4.6.2 Feature Selection Methods’ Results 
The feature selection methods eliminate the irrelevant features which are skewing the results. 
This procedure results in discriminating the AAA population more accurately while reducing the 
chance of overfitting and computational cost [42, 96].  
To perform different feature selection methods, we started with the complete feature set of 44 
and selected the subset which conducts the highest performance. Each feature selection method 
was investigated using 6 different ML models: J48 decision tree, MLP-1L2N (1 layer with 2 
nodes), MLP-2L2N (2layers with 2 nodes in each layer), NB (Naive Bayes), SVM-Lin (linear 
kernel) and SVM-Quad (quadratic kernel). 
BestFirst Feature Selection Method  
BestFirst is a greedy stepwise backward feature selection method [96, 98, 100]. It searches the 
space of features using a greedy algorithm by evaluating the accuracy on a 10-fold cross validation 
until all of the features have been evaluated [96].   
Using BestFirst feature selection method, thirteen features were selected: Dmax (maximum 
transverse diameter), Lneck (length of the AAA neck), BL (Bulge location), γ (ratio of volume of 
intraluminal thrombus to AAA volume), MLN (a measure of irregularities on AAA surface), 
strength of AAA wall where the peak wall stress happens [39], presence of HTN (hypertension), 
presence of Afib (Atrial fibrillation), presence of COPD (Chronic Obstructive Pulmonary 
Disease), presence of neoplasm (abdominal tumor), amount of ACE (angiotensin converting 
enzyme), smoking status, and gender [16, 24]. These thirteen parameters, including 5 geometrical 
indices, 1 biomechanical parameter, and 7 clinical factors, were elected as the more relevant 
parameters to predict the AAA severity. The combination of these parameters demonstrates the 
effect of different aspects of geometry, the biology of the tissue, and the health and lifestyle of the 
patients on the growth and behavior of AAA [106].  
Table 4.7a shows the comparison among all 6 ML models using all features and BestFirst 
features in a color code pattern. For 5 different evaluation criteria (Kappa statistic, AUC, 
sensitivity, specificity, and accuracy), we ranked each ML model from best to worst ,i.e. dark green 
to light red; then the final ranking in Table 4.7a is based on a combination of all the rankings for 
these 5 criteria. For example, a ML model using MLP-1L2N along with BestFirst features results 
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in second highest performance in the training stage using CV set with even a higher sensitivity 
compared to NB model with BestFirst set which is showing the highest results for CV set. 
Moreover, the MLP-1L2N model has the highest performance in the test set with a remarkable 
100% sensitivity indicating that this model could classify the ruptured and un-ruptured patients 
completely accurately. Table 4.7b lists two best ML models for CV sets and their corresponding 
test sets. We selected these two best ML models based on their performance for both CV set and 
test set simultaneously. For example, although the BestFirst-NB model has the 1st rank in CV set, 
it was not chosen because its results for test set was poor, as it can be seen from Table 4.7a.  
Table 4.7a: Results for 6 different ML models using feature sets selected by BestFirst method. 
Feature Set-ML model Kappa AUC Sensitivity Specificity Accuracy Rank 
Cross Validation Set 
BestFirst_J48 0.42 0.71 56 85 76 1 
BestFirst_NB 0.306 0.67 38 90 76 2 
BestFirst_MLP_1L2N 0.3 0.64 44 85 73 3 
BestFirst_SVM_Quad 0.29 0.64 56 74 69 4 
BestFirst_MLP_2L2N 0.177 0.68 44 74 65 5 
BestFirst_SVM_Lin 0.101 0.54 19 90 69  
All Feats_SVM_Lin 0.084 0.54 31 77 64  
All Feast_NB       -0.019 0.60 19 79 62  
All Feats_SVM_Quad 0.091 0.55 38 72 62  
All Feats_MLP_1L2N 0.065 0.56 38 69 60  
All Feats_J48       -0.057 0.55 25 69 56  
All Feats_MLP_2L2N 0.014 0.53 38 64 56  
Test Set 
BestFirst_MLP_1L2N 0.645 0.86 100 71 82 1 
BestFirst_J48 0.607 0.79 75 86 82 2 
BestFirst_SVM_Lin 0.44 0.73 75 71 73 3 
All Feats_MLP_2L2N 0.44 0.68 75 71 73 4 
All Feats_SVM_Quad 0.377 0.68 50 86 73 5 
All Feats_MLP_1L2N 0.44 0.64 75 71 73  
All Feats_NB 0.12 0.64 25 86 64  
BestFirst_NB 0.214 0.54 50 71 64  
All Feats_SVM_Lin 0.29 0.66 75 57 64  
BestFirst_SVM_Quad 0.29 0.66 75 57 64  
BestFirst_MLP_2L2N 0.153 0.75 75 43 55  
All Feats_J48       -0.178 0.55 25 57 45  





Table 4.7b: Results for two best ML models using feature set selected by BestFirst method. 
Feature Set-ML model Kappa AUC Sensitivity Specificity Accuracy Rank 
Cross Validation Set 
BestFirst_J48 0.42 0.71 56 85 76 1 
BestFirst_MLP_1L2N 0.3 0.64 0.44 0.85 0.73 3 
Test Set 
BestFirst_MLP_1L2N 0.645 0.86 1.00 0.71 0.82 1 
BestFirst_J48 0.607 0.79 0.75 0.86 0.82 2 
Chi-Square feature selection  
Chi-square feature selection method ranks all the features based on their value of chi-square 
statistic (χ) with respect to the class. Therefore, Chi-square value is always a positive number and 
the higher-ranking features are more powerful to predict the class accurately, therefore, they will 
be used as a reduced feature set for ML algorithms [95]. Moreover, a value of 0 for Chi-square 
means that there is no dependency between that feature and the class.  
For our feature set, Chi-square test results in zero value for 28 features indicating that there is 
no relation between these features and the output. Table 4.8 shows the features being selected by 
Chi-square method which had positive values.  
Table 4.8: The features, their ranking, and their Chi-square value based on Chi-square feature selection method. 
Feature PWS FEARI HTN Smoking Hneck GAA neoplasm Afib 
Chi-square statistic  11.91 10.98 5.98 4.13 2.48 2.48 1.81 1.74 
Rank  1 2 3 4 5 6 7 8 
 
Feature Tacrolimus Dneck1 Hb Length DHr Tortuosity MAA MLN 
Chi-square statistic  0.44 0.42 0.42 0.42 0.42 0.42 0.42 0.42 
Rank  9 10 11 12 13 14 15 16 
Therefore, using the Chi-square feature selection method, 16 parameters consist of 9 
geometrical indices, 2 biomechanical parameter, and 5 clinical factors, were elected as the more 
relevant parameters to predict AAA severity. The combination of these parameters demonstrates 
the effect of different aspects of geometry, the biology of the tissue, and the health and lifestyle of 
the patients on the growth and behavior of AAA.  
Table 4.9a shows the comparison among all 6 ML models using all features and Chi-square 
features in a color code pattern. For example, a ML model using MLP-1L2N in accordance with 
Chi -square features results in second best performance for both the training stage using CV and 
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test sets with a remarkable 100% sensitivity for test set which indicates that this model could 
classify the ruptured and un-ruptured patients very accurately. Table 4.9b lists two best ML 
models for CV sets and their corresponding test sets. We selected these two best ML models based 
on their performances for both CV set and test set simultaneously. For example, the Chi-square-
SVM-Quad model with the 1st rank in CV set was not chosen because its results for test set was 
weak, as it can be seen from Table 4.9a.  
 
Table 4.9a: Results for 6 different ML models using feature set selected by Chi-square method. 
Feature Set-ML model Kappa AUC Sensitivity Specificity Accuracy Rank 
Cross Validation Set 
Chi square_SVM_Quad 0.234 0.62 50 74 67 1 
Chi square_MLP_1L2N 0.234 0.58 50 74 67 2 
Chi square_SVM_Lin 0.207 0.59 25 92 73 3 
Chi square_NB 0.038 0.61 19 85 65 
 
All Feats_SVM_Lin 0.084 0.54 31 77 64 
 
All Feats_NB       -0.019 0.59 19 79 62 
 
All Feats_SVM_Quad 0.091 0.55 38 72 62 
 
All Feats_MLP_1L2N 0.065 0.56 38 69 60 
 
Chi square_MLP_2L2N 0.097 0.59 44 67 60 
 
All Feats_J48       -0.057 0.55 25 69 56 
 
Chi square_ J48 -0.02 0.55 31 67 56 
 
All Feats_MLP_2L2N 0.014 0.53 38 64 56 
 
Test Set 
Chi square_MLP_1L2N 0.645 0.79 100 71 82 1 
Chi square_MLP_2L2N 0.645 0.79 100 71 82 1 
All Feats_SVM_Quad 0.56 0.75 50 86 73 2 
All Feats_MLP_2L2N 0.44 0.68 75 71 73 3 
Chi square_SVM_Lin 0.377 0.68 50 86 73 4 
All Feats_MLP_1L2N 0.44 0.64 75 71 73 5 
All Feats_NB 0.12 0.64 25 86 64 
 
Chi square_NB 0.214 0.64 50 71 64 
 
Chi square_SVM_Quad 0.214 0.61 50 71 64 
 
All Feats_SVM_Lin 0.29 0.66 75 57 64 
 
All Feats_J48      -0.178 0.55 25 57 45 
 
Chi square_J48      -0.065 0.39 50 43 45 
 







Table 4.9b: Results for two best ML models using feature set selected by Chi-square method. 
Feature Set-ML model Kappa AUC Sensitivity Specificity Accuracy Rank 
Cross Validation Set 
Chi square_MLP_1L2N 0.234 0.58 50 74 67 2 
Chi square_SVM_Lin 0.207 0.59 25 92 73 3 
Test Set 
Chi square_MLP_1L2N 0.645 0.79 100 71 82 1 
Chi square_SVM_Lin 0.377 0.68 50 86 73 4 
Principal Component Analysis (PCA) feature selection  
PCA transforms the original data into a new space based on the variance of features set. It 
reduces the dimensionality and eliminates the effects of irrelevant features, as well as decreasing 
the computational cost. The number of chosen components is usually determined in such a way to 
retain 85-95% of variance. In our study we chose 16 components in order to retain 90% of the 
variance. Table 4.10 shows the axis number (one axis for each feature/component), eigenvalue for 
each component, and the percentage of variance which each component has. The first axis has the 
largest eigenvalue or correspondingly the greatest variance, the second axis which is perpendicular 
to the first axis has the next percentage of variance. 
Table 4.10: Details of the Principal Component Analysis (PCA). 
Axis Eigenvalue Percentage of Variance 
1 8.72 19.81 
2 7.55 17.15 
3 3.87 8.79 
4 2.56 5.82 
5 2.24 5.08 
6 2.19 4.97 
7 2.15 4.88 
8 1.80 4.09 
9 1.57 3.57 
10 1.38 3.15 
11 1.29 2.93 
12 1.09 2.48 
13 0.95 2.16 
14 0.87 1.97 
15 0.78 1.78 




Table 4.11a shows the comparison among all 6 ML models using all features and PCA features 
in a color code pattern. Table 4.11b lists the best ML model using PCA which is a SVM model 
with a quadratic kernel along with PCA feature selection method. This model results in highest 
performance for CV set with highest Kappa statistic, AUC, accuracy, and more importantly 
sensitivity. It also has the first performance for the test set with highest AUC, a remarkable 75% 
sensitivity, and 100% specificity. Even though based on Table 4.11a the ML model of PCA-MLP-
1L2N has the same high performance as PCA-SVM-Quad for the test set, it shows low 
performance for CV test with a very low Kappa statistic of 0.091; therefore, we did not consider 
it in Table 4.11b as an accurate model.  
Table 4.11a: Results for 6 different ML models using feature set selected by PCA method. 
Feature Set-ML model Kappa AUC Sensitivity Specificity Accuracy Rank 
Cross Validation Set 
PCA_SVM_Quad 0.233 0.63 56 69 65 1 
PCA_MLP_2L2N 0.123 0.59 44 69 62 2 
PCA_MLP_1L2N 0.091 0.59 38 72 62 3 
All Feats_SVM_Quad 0.091 0.55 38 72 62 4 
PCA_NB 0.014 0.60 6 95 69 
 
PCA_SVM_Lin       -0.101 0.46 0 92 65 
 
All Feats_SVM_Lin 0.084 0.54 31 77 64 
 
All Feats_NB       -0.019 0.59 19 79 62 
 
All Feats_MLP_1L2N 0.065 0.56 38 69 60 
 
PCA_J48 0.005 0.54 31 69 58 
 
All Feats_MLP_2L2N 0.014 0.53 38 64 56 
 
Test Set 
PCA_SVM_Quad 0.792 0.88 75 100 91 1 
PCA_MLP_1L2N 0.792 0.86 75 100 91 1 
All Feats_SVM_Quad 0.56 0.75 50 100 82 2 
PCA_SVM_Lin 0.56 0.75 50 100 82 2 
PCA_NB 0.377 0.82 50 86 73 3 
PCA_J48 0.44 0.79 75 71 73 4 
All Feats_MLP_2L2N 0.44 0.68 75 71 73 
 
PCA_MLP_2L2N 0.44 0.68 75 71 73 
 
All Feats_MLP_1L2N 0.44 0.64 75 71 73 
 
All Feats_NB 0.12 0.64 25 86 64 
 
All Feats_SVM_Lin 0.29 0.66 75 57 64 
 





Table 4.11b: Results for the best ML model using feature set selected by Chi-square method. 
Feature Set-ML model Kappa AUC Sensitivity Specificity Accuracy Rank 
Cross Validation Set 
PCA_SVM_Quad 0.233 0.63 56 69 65 1 
Test Set 




In healthcare, there are specific medical conditions for which characterizing parameters that 
affect the condition is not experimentally feasible in every hospital or clinic and for all patients. In 
such cases, computational models have been used to help the experts as well as the patients in both 
diagnosis and treatment stages. Machine learning (ML) is a field of computer science which in 
recent years, has played an important role in these situations. Machine learning algorithms examine 
and study large sets of information from retrospective data and learn from them to find a 
relationship among a set of inputs in order to predict influence of those parameters in a new patient. 
This capability of machine learning models has made them a helpful tool in the clinical 
applications [96, 98, 101].  
The overall objective of this part of our study here is to utilize machine learning models in 
order to predict the probable rupture risk during the aneurysm monitoring process using all three 
main categories of parameters affecting AAA behavior and its rupture: geometrical, 
biomechanical, and historical clinical data. Then, as a result, the necessary actions can be taken in 
order to prolong efficiency of the clinical management of the disease as well as increase the life 
expectancy of the patients.  
In this chapter, the various ML algorithms utilized in our study were described in detail, along 
with different pre-processing steps, feature selection, and evaluation methods which we employed. 















Abstract: Throughout the previous chapters, different components of our 
computational modeling pipeline were presented in detail with their associated 
results. In this chapter, we provide an overall discussion on our work to highlight 
the major findings of each part and summon the contributions of our work within 




In the last three chapters, we described three components of our comprehensive model that we 
utilized to study AAA behavior and assess its severity of rupture risk. Moreover, we provided 
detailed results of each component in those chapters. Each individual AAA consists of a unique 
geometry and shape that affects its growth and rupture risk; therefore, while studying AAA 
behavior and risk of rupture, it is essential to have access to the patient-specific geometry for a 
more accurate investigation. The first component of our model, which entailed an image 
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processing pipeline and a geometrical parameter study, enabled us to construct the 3D model for 
each individual AAA geometry.  
Even though, for decades, Dmax has been considered as the main parameter to assess the 
severity of AAAs and has been utilized during the decision-making process in clinical trials for 
either follow-ups or the repair and/or surgery, it has been suggested that Dmax alone does not 
provide a reliable factor for predicting AAA rupture. Consequently, it has been proposed that a 
correlation between different geometrical parameters and peak wall stress (PWS) should be used 
as a more viable, accurate factor to predict AAA behavior and its risk of rupture [24, 40, 46, 63, 
107]. The second component of our model was therefore focused on studying varying 
biomechanical parameters through finite element analysis to investigate the effects of biomarkers 
on AAA in more details. Moreover, it has been shown that personal health conditions, family 
history, and life-style patterns might be related to the origin of the evolving biological phenomena 
that contribute to the formation and growth of AAAs. Hence, when studying AAAs behavior and 
risk of rupture, these parameters should also be considered. To this extent, the third and final 
component of our model enabled us to incorporate the parameters from all these three main 
categories to assess AAA severity risk more accurately through machine learning.   
Now in this chapter, we discuss our findings, highlight the major points of each part of our 
work, and summon the contributions of our work to the field.  
 
5.2 Statistical Analysis Study on Human AAA 
 
Despite all the efforts and developments that have been undertaken to study AAA and the 
parameters that affect its rupture, the accurate prediction of the rupture risk still remains unsolved. 
Over decades, in light of Laplace’s law, the relation between the radius and the wall tension of a 
cylindrical tube, Dmax has been used as a main criterion and diagnostic index for studying AAA 
and its rupture [2, 8, 29, 30]. However, as mentioned earlier, Laplace’s law fails when the AAAs 
have more complex shapes than just a simple cylindrical tube. In addition, AAAs with small Dmax, 
have in fact undergone rupture. Therefore, more accurate and efficient rupture risk indicators are 
needed. It has been demonstrated that a positive correlation between different geometrical indices 
and the peak wall stress could be used as a more reliable method to study AAA and its behavior 
as well as predicting the site of the rupture [8, 29, 30].   
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To better understand these concepts, we conducted a parametric study to investigate the effect 
of 24 different geometrical indices on PWS using the Spearman statistical analysis, for which 
Spearman correlations with p < 0.05 were considered significant [57]. Table 5.1 shows the 
summary of the correlation’s analysis between PWS and all geometric indices. The results in Table 
5.2 indicate that the overall geometry (including size and shape) of AAA needs to be considered 
in AAA study rather than just relaying on Dmax alone. Dmax alone may not be a sufficient indicator 
of aneurysm rupture risk for clinical monitoring and management [14-17, 40, 64, 72, 121]. In 
addition, we showed PWS might be used as a more reliable and accurate indicator for the rupture 
risk, especially for AAAs featuring a maximum diameter, Dmax, smaller than 5.5 cm, using the 
evolution of Dmax and PWS over time for multiple AAA samples (Section 3.3.3). Additionally, we 
will revisit the added reliability of the PWS over Dmax later in this chapter, where we discuss the 
Machine Learning results (Section 5.4).  
Table 5.1: Spearman’s correlation coefficient between different geometrical indices and PWS. 
Geometrical Indices Correlation Coeff. (r) P value (if p < 0.05 = Statistically Significant) 
1D size indices 
Dmax 0.91 6.9E-10 
Dneck 1 0.58 0.0083 
Dneck 2 0.67 0.0016 
Hsac 0.23 0.34 
Hneck -0.37 0.02 
Hb 0.13 0.56 
Lsac 0.61 0.0045 
Lneck -0.25 0.058 
dc 0.72 5.4E-5 
D 0.1 0.92 
2D size indices 
DDr 0.59 0.0018 
DHr 0.1 0.68 
Hr 0.35 0.12 
BL -0.19 0.27 
T 0.76 0.00034 
β -0.62 0.0035 
3D size indices 
V 0.63 0.00069 
S 0.58 0.00089 
VILT 0.38 0.01 
γ -0.22 0.20 
2nd order curvature-based indices 
GAA 0.37 0.15 
MAA 0.007 0.97 
GLN 0.45 0.025 
MLN 0.63 0.0026 
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Our results have shown statistically significant correlations between 11 geometrical indices with 
PWS. Table 5.2. shows the correlation coefficient between each of these parameters and PWS.   
Table 5.2: Geometrical indices that showed a statistically significant correlation with PWS 
Geometrical Indices Correlation Coef. (r) P value 
Dmax 0.91 <0.001 
Tortuosity (T) 0.76 <0.001 
dc 0.72 <0.001 
Dneck 2 0.67 <0.05 
Volume 0.63 <0.001 
MLN 0.63 <0.05 
Lsac 0.61 <0.05 
DDr 0.59 <0.05 
S 0.58 <0.001 
Dneck 1 0.58 <0.05 
Asymmetry (β) -0.62 <0.05 
Moreover, to better emphasize the benefit of using PWS to study AAA behavior and rupture 
risk, we calculated a previously proven rupture index [39]; the Finite Element Analysis Rupture 
Index, FEARI, is an indicator of the rupture risk estimated based on the failure of tissue; when the 
stress approaches the strength of the AAA’s wall tissue. A FEARI value close to 0 indicates a low 
risk of rupture, while a value close to 1 suggests a high risk of the rupture. Table 5.3 shows a 
summary of the peak wall stress, Dmax, and FEARI index for all 20 patients who underwent AAA 
repair in light of their high risk of AAA rupture. The PWS ranged from 21 kPa to 216 kPa for the 
entire population of 44 patients available for this part of study, with Dmax ranging from 2.92 cm to 
8.00 cm and FEARI in the range of 0.024 - 0.144.  
In Table 5.3, based on the criterion of Dmax, fourteen patients who have Dmax > 5.5 cm should 
be repaired and the other 8 with Dmax < 5.5 cm, should not be repaired. However, an investigation 
in their health records showed that all of these 20 patients underwent repair, based on the physician 
expertise or the patient conditions to avoid even the slightest chance of rupture, including even the 
patients with smaller Dmax than the critical threshold, as small as 4.13 cm. On the other hand, in 
vivo measurements of PWS are not feasible, therefore, there has not been any report on a standard 
threshold PWS for AAAs at on the verge of rupture. However, our results indicated that using a 
PWS ≥ 55 kPa (calculated with patient specific pulse pressure) and a FEARI ≥ 0.065 can help to 
identify all AAAs posing the highest risk of rupture. The table suggests that using the above-
mentioned PWS and FEARI thresholds, patients in greatest need of repair can be identified more 
accurately than using only Dmax, especially if they feature a Dmax smaller than the critical 5.5 cm. 
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As such, this table suggests that had a repair decision been made based on Dmax, these several 
patients who underwent repair would have not been candidates for repair, although they do classify 
as candidates for repair according the PWS > 55 kPa and FEARI > 0.065 thresholds. As such, the 
PWS- and FEARI-based predictions are more reliable than the Dmax-based recommendations, and 
also in line with the clinical decision to undergo AAA repair.  


















1 7.91 1 1 112.00 0.129 1 
4 7.33 1 1 126.08 0.144 1 
5 7.28 1 1 99.30 0.114 1 
7 6.94 1 1 111.50 0.126 1 
10 6.56 1 1 77.21 0.094 1 
14 6.35 1 1 118.08 0.152 1 
16 6.29 1 1 60.70 0.075 1 
17 6.09 1 1 58.30 0.066 1 
21 6.03 1 1 79.80 0.103 1 
23 5.91 1 1 110.70 0.137 1 
25 5.80 1 1 65.50 0.075 1 
30 5.50 1 1 65.47 0.075 1 
33 5.41 0 1 72.90 0.082 1 
39 5.13 0 1 77.65 0.089 1 
40 5.05 0 1 76.27 0.088 1 
41 4.98 0 1 75.00 0.087 1 
43 4.92 0 1 70.74 0.086 1 
44 4.83 0 1 64.30 0.070 1 
49 4.63 0 1 62.93 0.081 1 
56 4.13 0 1 55.60 0.065 1 
 
 
5.3 Patient Specific Regional Material Property Model  
 
The biomechanical concept of rupture in AAA implies that the wall stress produced inside the 
wall due to postulate blood pressure overcomes the mechanical strength of the wall tissue. Finite 
element analysis has been used to study the wall stress distribution of AAA and introduced the 
PWS as reliable rupture indicator. To study wall stress distribution, different parameters must be 
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taken into account including geometry, loading and boundary conditions, wall strength, and 
material properties. While the availability of additional patient-specific measurements for each of 
these factors will help studying AAA behavior more accurately, the measurement of wall 
thickness, strength and regional material properties, in particular, are more challenging to obtain. 
In this part of study, we relied on patient specific ultrasound images and CT image derived 
information from 40 patients to introduce more effective, non-invasive, personalized regional 
material model approaches for studying AAA behavior. Hence, we used experimentally measured 
strain, wall strength, and the patient specific geometry along with patient-specific pulse pressure 
values to introduce regionally varying material properties.  
Our first proposed model was a Linear Regional Model (Reg), in which the entire AAA length 
was splat into 12 regions based on different experimental strains. The second proposed model, 
Thick Regional Material Model was an element-wise elastic moduli model, which introduces 
elastic moduli for each individual element throughout the entire AAA wall. Then, we compared 
the standard homogenous two-parameter hyper-elastic material model to our two proposed 
regional material models to investigate how the inclusion of the variation of material properties 
affect the AAA behavior. 
Our findings based a non-invasive comparison of strain from different FE analyses illustrate 
that the Thick model predicts the in vivo behavior of AAA more accurately with the smallest 
difference with the in vivo maximum principal strains captured from CT scans, while the Reg 
model and then the Hyp model have larger differences, respectively. Moreover, our results indicate 
that the PWS magnitude and region where it occurs were different among the three models. Our 
results show an average PWS increase of 32.00 ± 13.44% for Thick model and 20.46 ± 6.93% for 
Reg model compared to Hyp model across the 40 patients. Therefore, the Thick might be a more 
reliable model to predict the stress distribution since it yields the smallest difference between the 
predicted strain and the in vivo strain, as well as the lowest difference in PWS compared to Hyp 
model.  
Therefore, these findings indicate that use of standard homogeneous hyper-elastic model for 
all patients without considering the heterogeneity of AAA wall has the potential to underestimate 
the reliability and accuracy of the model’s results. Our results show that while the PWS differs 
between the homogeneous model and regional models the location of high risk of rupture also 
changes. These findings can be helpful to investigate the AAA severity for the patients whose 
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AAA has not ruptured but are in the high risk. Moreover, these results could be useful in the design 
of patient-specific stent-grafts.  
One main advantage of our study is using Thick model for cases where the regional strain 
measurements are not available for patients. In these cases, even by using the standard strain for 
AAA, an estimation of the heterogeneity for the entire AAA is possible since the Elastic modulus 
equation for Thick model is based on both geometrical and biomechanical parameters resulting in 
an element-by-element behavior.  
 
5.4 Machine Learning Discussion  
 
As previously stated, it has been demonstrated that Dmax alone which has been used as the 
standard clinical rupture indicator is not sufficient to assess the rupture prediction. It has been 
shown that different geometrical, biomechanical, and clinical historical parameters affect the AAA 
behavior and its rupture. Therefore, the effects of all of these factors have to be included in the 
decision-making process. To this extent, machine learning (ML) algorithms can play a strong role 
in management of AAA in a patient-specific manner utilizing all various data sources mentioned 
above.  
While ML models have rarely been used to study AAA, and even more so to predict in-hospital 
mortality [95, 96, 101] of patients or to help select the best set of geometrical indices to study AAA 
[24, 31, 42, 64], to the best of our knowledge, Garcia et al.[100] is the only study which 
incorporates all of three main categories of parameters to perform prognosis of AAA severity using 
machine learning. They used different ML models along with BestFirst and PCA feature selections 
to investigate the severity of 38 un-ruptured AAA patients. They concluded that a decision tree 
along with BestFirst, and a SVM (with a polynomial kernel) along with PCA were the ML models 
with the highest performance with accuracies of 75% and 72%, respectively. However, they only 
performed their study on the cross-validation set and no test set.  
In this work, we utilized four different machine learning algorithms including J48 Decision 
Tree, Multilayer Perceptron Neural Network (MLP-NN), Naive Bayes (NB), and Support Vector 
Machine (SVM) along with three feature selection methods BestFirst, Chi-square, and Principal 
Component Analysis (PCA) to investigate how different combinations of parameters from all three 
main data sources are affecting AAA and its rupture risk. The main objectives of the machine 
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learning section of our work are then to predict the AAA severity and to compare the predictive 
ability of Dmax and PWS as the risk indicators using these different ML models. Moreover, to the 
best of our knowledge, this is the first study to assess model prediction accuracy on an independent 
dedicated test set. 
Table 5.4 summarizes five ML models which illustrated the best performance, including: 
1) A decision tree J48 model using the features selected by BestFirst feature selection method. 
2) A multilayer perceptron neural network (MLP) with one layer and 2 nodes in that layer 
using the features selected by BestFirst feature selection method. 
3) A multilayer perceptron neural network (MLP) with one layer and 2 nodes in that layer 
using the features selected by Chi-square feature selection method. 
4) A support vector machine (SVM) with a linear kernel using the features selected by Chi-
square feature selection method. 
5) A support vector machine (SVM) with a quadratic kernel using the features selected by 
principal component analysis (PCA) feature selection method. 
We also included the sixth model, which is a SVM with a linear kernel using 42 features + 
PWS which was the model having highest performance using either Dmax or PWS. Additionally, 
Figure 5.1 demonstrates the ROC for all of these 6 models for both training cross-validation set 
and the test set.  
From the Table 5.4 and Figure 5.1, BestFirst-J48 yielded the highest Kappa, AUC, sensitivity, 
and accuracy, and the second highest specificity has the best overall performance for the CV set. 
BestFirst-MLP-1L2N yielded the second-best overall performance for CV with the second highest 
Kappa, AUC, specificity, and accuracy. On the other hand, for the test set, PCA-SVM-Quad has 
shown the highest overall performance, with the highest (very high) Kappa statistic, AUC, 
accuracy, and 100% specificity. The BestFirst-MLP-1L2N model has the second overall 
performance with 100% sensitivity and the second highest Kappa, AUC, and accuracy.  
Garcia et al. [100] reported the highest accuracy of 75% for their ML model using a 
combination of features from all three categories. They also reported that their BestFirst-Tree and 
PCA-SVM-Quad models had the highest performance for CV set [93]. While there has been no 
work performed on a separate test set, and therefore there is no statistical data reported to compare 
to our results, our accuracy for these two models in test sets are 82% and 91% which are much 
higher than their results reported for their CV set. Moreover, the accuracy for the rest of our ML 
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models in Table 5.4 are also higher than the accuracy reported by Garcia et al. indicating our 
results are more reliable.  
Table 5.4: Six different ML-Feature-Selection models which yielded the highest classification performance for 
all AAA patients in our database. 
Feature Set-ML model Kappa AUC Sensitivity Specificity Accuracy Rank 
Cross Validation Set 
BestFirst_J48 0.42 0.71 56 85 76 1 
BestFirst_MLP_1L2N 0.3 0.64 44 85 73 2 
Chi square_MLP_1L2N 0.234 0.58 50 74 67 3 
PCA_SVM_Quad 0.233 0.63 56 69 65 3 
Chi square_SVM_Lin 0.207 0.59 25 92 73 4 
42Feats+PWS_SVM_Lin 0.108 0.55 25 85 67  
Test Set 
PCA_SVM_Quad 0.792 0.88 75 100 91 1 
BestFirst_MLP_1L2N 0.645 0.86 100 71 82 2 
Chi square_MLP_1L2N 0.645 0.79 100 71 82 3 
BestFirst_J48 0.607 0.79 75 86 82 4 
Chi square_SVM_Lin 0.377 0.68 50 86 73 5 
42Feats+PWS_SVM_Lin 0.607 0.80 75 86 82  
Moreover, the highest value that has been reported in the AAA literature for Kappa is κ = 0.37 
for cross validations [24] and no value reported for test set. In our study, the Kappa value for cross 
validation using the BestFirst model was κ = 0.42, and we obtained much higher Kappa values, in 
the range of 0.607-0.792 for all of the test datasets. The accuracy reported in previous studies 
which used only geometrical indices or health clinical parameters were between 70-85% for CV 
sets only [24, 31, 42, 64, 95, 96, 101]. We calculated accuracy values between 65-76% for CV sets 
and 73-91% for test sets which are not only comparable with literature, but also in some models 
even higher than the previous studies.  
While PCA-SVM-Quad model has the highest performance for test set, it has the fourth 
performance in CV set which makes it less reliable than the two models above. Similarly, for 
BestFirst-J48 model, while it has the highest performance for CV set, it resulted the fourth 
performance ranking for the test set. The two models of BestFirst-MLP-1L2N and Chi square-
MLP-1L2N are showing the second highest Kappa statistic and accuracy for the test set. More 
importantly, they resulted in a sensitivity of 100% which is the correct prediction rate for at the 
risk of rupture AAAs. These results indicate that these two models can be very helpful to assess 
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the rupture risk more confidently, especially with the fact that they have the second and third 
highest performance for CV sets as well. 
To validate the reliability of Dmax or PWS on predicting the AAA severity risk, we performed 
our ML models using Dmax alone, PWS alone, 42Feats+Dmax and 42Feats+PWS as the feeding 
features. Using only Dmax or PWS as the sole feature for ML models resulted similarly for both the 
cross validation and test set with very poor performance. It has been shown that PWS and Dmax 
change concomitantly with one another, i.e., PWS increases with increasing Dmax [19, 24, 45]. 
Therefore, using either of these properties as the single feature for the machine learning model 
would result in a linear fit between the classes (0: un-ruptured or 1: ruptured AAA) and the feature. 
In this case, the number of ruptured and un-ruptured AAAs above and below of the median is 
important. In our database, for both Dmax and PWS, the number of ruptured and un-ruptured AAAs 
above and below of their corresponding median stays the same, thus leading to similar results when 
choosing Dmax or PWS as the sole feature in the model. The best results were for NB model using 
only PWS with an accuracy of 71% and a high specificity of 97%, but a very low sensitivity of 6% 
and low Kappa of 0.049 for the CV set. However, the results for the test set were more reliable 
with an accuracy of 64%, specificity of 57%, a good 75% sensitivity, and a higher Kappa of 0.29 
(Table 4.5, Section 4.6.1). 
Using the other two feature sets (42Feats+ Dmax and 42Feats+PWS), a SMV model with a 
linear kernel showed the best results for feature set of 42Feats+PWS with a high 82% accuracy, 
86% specificity, and a good 75% sensitivity for test set. The Kappa statistic was the third highest 
Kappa in all models with a value of 0.607 and third AUC of 0.80 (Table 5.4).  
The results of our machine learning study indicate that to ensure a more reliable assessment of 
AAA severity, a combination of parameters from different sources are required. Relying only on 
one factor, either Dmax alone or PWS alone, is not sufficient and may result in underestimating the 
rupture risk prediction for AAA patients and put their life in danger. Moreover, our results 
illustrated that different combination of features along with different ML models conclude in 
different degrees of accurate performance. However, based on our results, a multilayer perceptron 
neural network with one hidden layer and two nodes seems to have more accurate prediction for 
both BestFirst and Chi-square feature selection. Overall, these results indicate that using ML model 
























































Our findings indicate that the Thick model predicts the in vivo behavior of AAA more 
accurately, yielding the smallest difference compared to the in vivo maximum principal strains 
captured from CT scans; Reg model and Hyp model have larger differences, respectively. 
Therefore, the use of standard homogeneous hyper-elastic model for all patients without 
considering the heterogeneity of AAA wall results in underestimation of the probability of rupture 
risk producing a less reliable and accurate model.  
Our investigative study into the use of machine learning techniques for AAA assessment indicates 
that the following two models – BestFirst-MLP-1L2N and Chi square-MLP-1L2N - are showing 
the second highest Kappa statistic and accuracy for the test set. More importantly, they resulted in 
a 100% sensitivity, which represents the correct prediction rate for the AAAs at the risk  of rupture. 
These results indicate that a Multilayer Perceptron Neural Network (MLP-NN) consisting of one 
hidden layer with 2 perceptron is the most accurate ML model to study the AAA rupture severity, 
which generates the highest performance using either feature selection methods of BestFirst or Chi 
square. These results indicate that relying only on one parameter, either Dmax or PWS, is not 
sufficient to assess the rupture risk, but instead a combination of parameters along with Dmax and/or 
PWS result in a more reliable prediction. Moreover, an overall comparison among different feature 
selection methods indicate that there are some similarities among the selected features using 
different feature selection methods. These parameters include: MLN (an indicator of irregularities 
on AAA surface), which is a geometrical parameter, biomechanical parameters characterizing wall 
strength and FEARI, which is a relative measurement between PWS and the wall strength, the 
clinical historical data of presence of HTN (hypertension), presence of Afib (Atrial fibrillation), 
presence of neoplasm (abdominal tumor), and smoking status. Furthermore, an overlook on the 
other features selected by different feature selection methods reveals that, generally, the neck of 
the aneurysm is as important as AAA bulge, and its characteristics should be accounted for while 
studying the AAAs and their behavior. Therefore, all of these features and their effects should be 
considered in the clinical decision-making procedure while seeking possible treatment for a 











Summary of Contributions 
and Future Directions 
 
Abdominal aortic aneurysms (AAAs) represent an expansion in the infra-renal aorta by at least 
1.5 times of its normal diameter[2, 3, 39, 74]. The mortality of AAA rupture is increasing, and it 
has recently become more prevalent in younger populations [8]. If rupture happens, 50% of 
patients will die before arriving to the emergency room; moreover, there is up to 80% 30-days risk 
of mortality for patients undergoing AAA repair surgery [11-13, 59, 67]. Therefore, in response to 
the prevalence of AAA, in 2009 practice guidelines of the Society for Vascular Surgery (SVS) 
expressed the critical need for further investigations to study the factors associated with the risk of 
AAA rupture, along with potential diagnostic and treatment methods [14-16]. 
In clinical trials, the maximum transverse diameter Dmax (> 5.5 cm) and the expansion rate (> 
10 mm/year) have been used as the monitoring and follow-up criteria to navigate AAA patients 
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[8, 11, 12]. However, from a biomechanical point of view, rupture is likely to occur if the overall 
effective stress developed inside the aortic wall exceeds the mechanical strength of the vessel 
tissue; nevertheless, Dmax and expansion rate criteria do not consider the biological and 
biomechanical processes that are involved in the start and growth of AAA. The growth of AAA 
happens when metabolic activities result in the fragmentation and degradation of the elastin and 
collagen network of the aortic wall tissue which change the stiffness of AAA wall, and eventually 
vary the mechanical properties along AAA [20-22]. Moreover, the intraluminal thrombus (ILT) 
and different degrees of localized calcification, which cause different wall thickness along the 
length of AAA, also lead to an uneven wall stress and strength distribution, and reduction in AAA 
tolerance to high level of pressure which ultimately makes it more prone to  rupture, and  death of 
patients [11, 19-22]. Therefore, there is a need for a more accurate rupture indicator. Previous 
studies have shown that PWS has a significant correlation with different features such as 
geometrical parameters (asymmetry, tortuosity, and volume) [8, 23, 24, 28, 31, 40-42] and 
biomechanical parameters (blood pressure, intraluminal thrombus, and wall thickness) [2, 5, 18, 
28, 30, 36, 44, 45]. As a result, wall stress distribution and mainly the peak wall stress – which is 
directly related to the failure site on the AAA surface - have been introduced as a rupture indicator 
which comprehensively consider all of the effects mentioned above [19, 28, 99].  
Moreover, it has been illustrated that in addition to geometric indices such as Dmax, 
biomechanical parameters, and material properties like the wall stress distribution, patient-specific 
historical data such as smoking, hypertension, or chronic kidney disease (CKD) can affect AAA 
morphology and behavior, and may increase AAA severity and risk of rupture [96, 100].  
Therefore, a comprehensive predictive modeling approach that incorporates not only geometric 
and biomechanical factors, but also patient-specific historical clinical data, may provide a more 
accurate appraisal of a patient’s AAA severity. To this extent, machine learning (ML) algorithms 
can play a strong role in management of AAA in a patient-specific manner utilizing all various 
data sources mentioned above. However, ML methods have rarely been used to study AAA, and 
even more so to predict in-hospital mortality [95, 96, 101] of patients or to help select the best set 
of geometrical indices to study AAA [24, 31, 42, 64].  
Nevertheless, with all of the efforts and studies to investigate AAA and its risk of rupture, there 
are still many people at risk of developing AAA, and therefore, any research and development to 
prevent and repair AAA, especially in a patient-specific manner, will not only save many lives, 
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but also increase the patients’ general health conditions and life expectancy. For this purpose, in 
the current work, we developed a patient-specific comprehensive modeling pipeline to study 
AAAs. Our Model consists of three main steps: image processing/geometrical indices study, 
biomechanical analysis, and the machine learning model. In the following sections, we provide a 
summary of each component of our model and some of the limitations from previous studies which 
we overcame in this work.  
 
6.1 Contributions to Image Processing and Geometric Index 
Analysis  
 
To investigate the risks of AAA rupture, the first step is to create a 3D reconstruction model 
of AAA. Therefore, we developed our computational workflow that enables us to reconstruct 3D 
models of the aneurysms using clinical CT images. Our model enables the user to achieve a patient 
specific 3D geometry which will be used to calculate geometrical indices and serve the input for 
biomechanical analysis study. The functionality of our model was evaluated through comparing to 
previous studies and it showed good agreement with previous models.  
One advantage of our study was that we incorporated the effects of ILT by volume meshing of 
the wall thickness between the inner wall and  lumen wall using the quadratic hexahedral element 
(SOLID186 element type in ANSYS), in contrast with previous studies which used either the shell 
elements (element SHELL93 in ANSYS) or the tri-linear hexahedral element (SOLID185 in 
ANSYS) [2, 33, 78]. The advantage of using this element type is its ability to handle the 
deformation and bending more accurately thanks to its three degrees of freedom per node 
and quadratic displacement behavior, ultimately resulting in a more accurate simulation for hyper-
elastic materials. The other benefit of our 3D reconstruction model is that it features more than 
90% automation, which, in turn, reduces the human error and time consumption as well.  
One minor limitation was the assumption of a uniform wall thickness of the aneurysm wall; 
while this may not be the case for most pathologies, it is nevertheless very difficult to extract the 
true thickness of the aneurysm wall from clinical quality medical images. Therefore, we used a 2-
mm wall thickness throughout the length of AAA as it has been widely used in other studies. 
Hence, one plausible approach would be to utilize small micro-CT or high-field MR images to 
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extract the actual aneurysm wall thickness. Lastly similar to other research in the field, we assumed 
free-load boundary conditions on AAA external wall, mainly due to the lack of knowledge as far 
as how the other internal organs interact with a typical AAA and what type of constraints they 
impose.  
Based on our recent findings and the correlation of PWS with different geometrical and 
biomechanical parameters, relying only on Dmax to make a decision for clinical previews appears 
insufficient, and therefore, the PWS calculated value and its growth rate may serve as a better 
indicator of rupture, especially for patients with AAAs whose maximum diameter Dmax is smaller 
than the “agreed upon” clinically critical rupture value of 5.5 cm. 
 
6.2 Contributions to Biomechanical AAA Analysis 
 
Over the last few decades, it has been shown that the wall stress distribution of AAA could be 
used to gain more accurate interpretation of AAA behavior since rupture is a mechanical failure 
that is likely to occur if the overall effective stress developed inside the aortic wall exceeds the 
mechanical strength of the vessel tissue. Finite element analysis (FEA), along with various stress 
analysis equations, have been used to produce the wall stress distribution maps and study AAAs 
based on the geometrical and biomechanical parameters affecting it. Most  of the studies have been 
using a two-parameter hyper-elastic, isotropic, incompressible material behavior model developed 
by Raghavan and Vorp [29] assuming a homogeneous material property throughout the entire 
AAA. However, most AAAs contain different thickness of ILT [22] and different degree of elastin 
and collagen network degeneration in AAA tissue in contrast to healthy aortic wall tissue [22], 
resulting in non-uniform material properties throughout the length of aneurysm. Therefore, 
assuming a homogeneous material property for entire AAA might underestimate or overestimate 
its severity. Hence, to have a better understanding of AAA behavior, patient-specific material 
properties as closely as possible, along with personalized 3D geometry is required.  
In our current work, we used ultrasound and CT images of AAA to develop more effective 
non-invasive, personalized regional material models. We investigated three different material 
models: the standard homogenous two-parameter hyper-elastic (Hyp model), and two proposed 
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regional material models (Thick model and Reg model) to include the variation of material 
properties and their effects on AAA behavior.  
Using our FE model, comparisons of strains from different FE models with the in vivo behavior 
from [74] were performed. These comparisons revealed average differences in the maximum 
principal strain of 9.62% for the Thick model, 13.92% for the Reg model, and 16.96 % for the 
Hyp model compared to in vivo maximum principal strain measured using ultrasound imaging as 
described in [74]. Moreover, our findings illustrated an average increase of 32.00 ± 13.44% for 
Thick model and 20.46 ± 6.93% for Reg model in PWS when compared to Hyp model. Based on 
our findings, we can claim that the Thick model yielded the smallest difference relative to in vivo 
strain; moreover, the lower difference in PWS compared to Hyp model might also suggest a more 
suitable stress distribution model. Our findings also indicate that use of standard homogeneous 
hyper-elastic model for all patients without considering the heterogeneity of their AAA wall might 
underestimates the reliability and accuracy of model results. Our results show that not only the 
PWS values differ between the homogeneous model and regional models, but also the location of 
high risk of rupture changes. These findings can be helpful to investigate AAA severity for the 
patients who have not ruptured yet but are in the high risk. Moreover, these results could be useful 
in the design of patient-specific stent-grafts.  
One advantage of our model over the previous studies is that our regional material model is 
element-based, meaning that each element in our 3D mesh has its own material properties for 
Thick model. Additionally, in our proposed Reg model, we divided the entire AAA structure into 
12 regions where each region has its own regional material property compared to previous studies 
with 4 regional material properties for the entire AAA [30, 36, 65]. Using more regions or an 
element-based model provides a smoother, less drastic transition between adjacent material 
regions, which is a better representation of the actual vessel wall behavior.   
Additionally, the effects of ILT was studied through comparing the results of different models 
with and without inclusion of ILT. Our findings show that wall stress distribution and PWS 
dramatically increase in the absence of ILT. Also, the location of PWS and consequently the 
possible rupture site changes with presence or absence of ILT. These findings indicate that the 
models which do not consider the effects of ILT, might end up overestimating the behavior and 




6.3 Contributions to Machine Learning for AAA Modeling and 
Assessment 
 
Machine learning (ML) and data mining models have been used in different fields including 
medical applications to configure specific patterns from existing big data and establish a relation 
based on them in order to predict output for upcoming new events [95, 96].  
The objectives of this work were focused on comparing the predictive ability of Dmax and PWS 
as the risk indicators for AAA, and developing a comprehensive model based on the combination 
of different parameters to predict AAA severity. To this end, we evaluated the results of 4 different 
machine learning models along with 3 different feature selection methods using 44 features from 
different sources (geometrical indices, biomechanical parameters, and clinical historical data). To 
the best of our knowledge, this study is one of the very few to incorporate information from several 
classes of features that may affect AAA severity and rupture risk using ML models. More 
importantly, this is the first study to assess model prediction accuracy on a separate dedicated test 
set. 
The comparison of the ability of Dmax and PWS as the risk indicators for AAA indicated that 
using only either of Dmax or PWS as the sole feature for ML models resulted similarly for both the 
cross validation (CV) and test sets with a very poorly performance, indicating that relying only on 
one parameter to predict AAA severity is not sufficient. The best results were obtained for Naive 
Bayes (NB) model using only PWS with an accuracy of 71% for the CV set and more reliable 
results for the test set with an accuracy of 64%, specificity of 57%, and a good 75% sensitivity. 
Moreover, using the other two feature sets (42Feats+ Dmax and 42Feats+PWS), our findings 
indicated the best results for feature set of 42Feats+PWS with a high 82% accuracy, 86% 
specificity, and a good 75% sensitivity for test set. For this feature set, Kappa statistic was the third 
highest Kappa value in all models with a value of 0.607 and third highest AUC of 0.80. These 
findings illustrate that overall using PWS alone or in a combination with other features minus Dmax 
will result in more accurate estimation rather than using Dmax. 
Regarding a comprehensive model based on the combination of different parameters, the two 
models of BestFirst-MLP-1L2N and Chi square-MLP-1L2N showed the best performance for our 
database with sensitivity of 100%. This means these two models (a multilayer perceptron neural 
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network with one hidden layer and two nodes along with either BestFirst or Chi-square feature 
selection method) can be very helpful to assess the rupture risk more confidently. Moreover, the 
general performance of our ML models were higher than the previous studies. One limitation of 
our machine learning model was the small sample size that was available for this study However, 
it was still comparable to most of previous research studies that employed ML models for AAAs. 
The results of our machine learning study indicate that to have a better and more reliable 
assessment of AAA severity, a combination of parameters from different sources are required. 
Relying only on one factor, either Dmax alone or PWS alone, is not sufficient and may result in 
underestimating the rupture risk prediction for AAA patients and put their life in danger. 
Moreover, our results illustrated that different combinations of features along with different ML 
models conclude in different degrees of accurate performance. Overall, these results demonstrate 
that using ML model could be beneficial to assess AAA severity and improve life quality of 
patients.  
 
6.4 Proposed Future Work 
 
6.4.1 Updates on Imaging Procedures 
The first limitation associated with studying AAA - which are related to real patient samples - 
come from the imaging procedures that are employed in the hospitals and clinics. Currently, as 
mentioned in Chapter 1, ultrasonography (US) is the standard imaging method due to its low cost, 
accessibility, and no ionizing radiation exposure for patients. However, its limitations of intra- and 
inter-observer variability and low image quality make US a less accurate and viable method. 
Therefore, one future work will be collaboration with hospitals and clinics to establish a more 
practical and helpful imaging protocol which essentially benefits the patients and help to predict 
their risk assessment.  
  One example of such imaging procedures is to have at least three longitudinal CT or MRI sets 
for each patient; ideally, one at the time of diagnosis, and other ones one year apart each (which 
make the geometrical study more practical since Dmax growth rate of 1 cm per year is considered 
critical), or one scan at the time of repair for the critical cases. Imaging at multiple time points will 
help study the changes in biomechanical parameters and calculate the regional material properties 
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(without the need for experimental strain measurement) as they change over time in a patient-
specific manner. Moreover, this will also help study and investigate the geometrical changes and 
the effects of different clinical historical data over time.  
Another advantage of having a larger sample size will fundamentally result in more accurate 
performance in the training step for ML modeling which eventually translates to the overall higher 
performance for prediction of test sets.  
6.4.2 Image Processing Automation Using Deep Learning  
Another area for future work would be continuation of our software development toward the 
goal of 100% automation, which ultimately reduces the human variability and manual processing 
times, and concurrently increases the model throughput, which is also sensitive to the image 
quality and quantity. This is possible through using deep learning methods.  
One possible deep learning method could be using Convolutional Neural Network (CNN) to 
completely automate the image processing step. CNNs have been proven successful in image 
analysis since they can learn both the filtering required for image processing such as filters for 
edge detection, and the classifier parameters like backpropagations, simultaneously. CNNs use 
several learnable filters and the output will be grouped across relatively small spatial regions of 
the image where using these small regions makes the implementation of CNNs relatively easier. 
Moreover, this process will produce lower-resolution layers of spatially organized features which 
provide the CNN some degree of translational invariance to small differences that could ultimately 
increase the performance. However, it should be noted that CNNs could be computationally 
expensive and are known to perform optimally provided large amounts of training data. 
Back to the first limitation, having a larger sample set of CT images will help to achieve the 
100% automation of the image processing and the 3D reconstruction model through using methods 
such as CNN.   
6.4.3 Improvement of ML modeling  
To improve ML modeling, one potential area for future work will be the utilization of 
Ensembles. Machine learning ensembles are used in classification and regression problems to 
increase the accuracy and overall performance of the ML models by reducing the variance and 
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overfittings. Bagging, boosting, and stacking are some of the ensemble methods used in the clinical 
studies. These methods combine the results of different ML algorithms and feature selection 
methods with the aim of increasing the accuracy and decreasing the cost rates of overall ML 
models.  
6.4.4 Training Physician Using Synthetic Data 
At the beginning of this project, before using patient data, we used our in-house built-in 
synthetic data generation technique to validate our model performance compared to previous 
studies, which were shown in a good agreement. This synthetic data could be used to produce a 
larger sample size dataset. Different geometries could be introduced along with various regional 
material properties adopted from the real regional data that we developed in this work. Moreover, 
based on the real database in hand, a synthetic rupture status (at-risk of rupture or not at-risk) could 
be defined for these synthetic samples.  
Moreover, this artificial could be used to train the ML model for research purposes. It also 
could be used to train the physicians to become familiar with the overall software and improve 
their decision-making strategies without compromising the life and safety of the real patients.  
6.4.5 Graphical User Interface (GUI) Development 
 During this work we developed three parts of our computational model to consider AAAs, 
their behavior, and the effects of multiple parameters affecting AAAs. One important future work 
is to equip our developed computational model with a Graphical User Interface (GUI) in order to 
deliver a user friendly and ready to use software for the researchers and clinics working on AAAs. 
For this purpose, as the GUI development is undertaken, experience has shown that such 
integrations can require significant effort to make the user interfaces and algorithms mature and 
the workflow consistent and optimized. As this is mostly a programming effort, it is useful to 
allocate two people (one graduate student/engineer and one software developer) to accomplish this 
step toward a commercially available software. 
 The GUI will encompass all three parts developed under this project and need to be 
interactive and communicative with the end-user to receive required inputs for each part and 
properly present the generated results and predictions to the user. This GUI can be written in 
different programming packages that are available for this purpose, for example python, VTK, QT, 
etc. GUI will ask user to enter required inputs through multiple dialog boxes and entry forms. 
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Some of these inputs are: CT images directory, loading condition (blood pressure), material 
properties (wall strength and material model type), selection of ML models and feature selection 
methods, and patient specific parameters and clinical history. Then, the calculations will be done 
in the back end and the results are shown to the user in proper dialog boxes and plots. Some of 
these output parameters may include: calculated geometrical parameters, stress distribution plots 
and PWS value, ML predictions, and risk of rupture probability. Based on the results provided, 
user (researcher and/or medical staff) can make better decisions in his analysis of the patient and 
the rupture severity.  
We investigated different machine learning models similar to previous studies in this field, as 
there is not a single model that could perform well for all datasets. However, as mentioned in the 
conclusion of Chapter 5, based on our database the MLP-1L2N seems to have the best 
performance. Therefore, for example, the possible interactive elements in GUI will be the 
parameters for the MLN-1L2N method and the output will be the 0 for not in risk and 1 for in risk 
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