INTRODUCTION
Performance of animal production systems may be measured as the efficiency in which capital, labor, energy, and raw materials are converted into animal products with desirable characteristics. Profitability and environmental impact are also components of the performance of the animal production system. Timely signaling of unplanned changes in performance is considered important to keep results within a predefined acceptable range and reduce economic loss (Huirne, 1990; Spahr, 1993) . In addition, there is typically a need to quickly determine if planned interventions are having the desired beneficial effects in the absence of a valid control.
Although there is general agreement on the need to monitor performance, it is not known how to do it effectively (Dohoo, 1993) . The analysis is complicated by the existence of natural variation. People often interpret variation in observations incorrectly without the help of proper aids (Hogarth, 1987) . For example, people tend to underestimate the extent to which deviations from an expected value can be the result of a random process. Deming (1986) , the leading management thinker in the field of quality after 1945, concluded that "The central problem in management and leadership ... is failure to understand the information in variation."
Statistical process control (SPC) is a framework of ideas (Wheeler and Chambers, 1992) and a collection of problem-solving tools useful in achieving process stability through the reduction of variability (Quesenberry, 1997; Mitra, 1998; Montgomery, 2009) . One aspect of the SPC approach is to assist in the continuous improvement of performance by further reduction of unexplained variability. Another aspect of SPC is that planned and unplanned changes may be signaled as quickly as possible considering the natural process variApplication of statistical process control charts to monitor changes in animal production systems 1 ability. Statistical process control started in the manufacturing industries in the 1920s, but there are now abundant applications in health care and epidemiology (Woodall, 2006; Thor et al., 2007) . The control chart is one of the major SPC tools. A control chart is a statistical tool applied to observations plotted over time to see whether a process is running as it should. Control charts have not been widely applied in animal production systems, but their use in animal agriculture has been advocated since the 1970s (Wrathall, 1977; Sard, 1979) . This paper aims to provide an introduction to many aspects of control charts and a survey of published examples of control charts in animal production systems. The paper further identifies opportunities and limitations for more widely adoption of control charts in animal production systems.
SPC CHARTS

Sources of Variation
Walter A. Shewhart first pioneered statistical methods for quality improvement (Olmstead, 1967 ). Shewhart described process variability in terms of assignable-cause and chance-cause variation (Montgomery, 2009 ). Chance causes, or common causes, are the many small, essentially unavoidable causes that are inherent to the production process. Assignable causes, or special causes, are identifiable causes and result in extra variation or a shift in the production process output. A process that is operating with only chance causes is said to be in statistical control. Such processes display controlled variation, and process output can be predicted within limits. Assignable causes indicate an unplanned or planned change. A process that is operating in the presence of assignable causes is said to be out of control. The process output displays uncontrolled variation when assignable causes temporarily exist. Shewhart realized that unplanned assignable causes had to be removed first before the process could be fundamentally improved. Shewhart gave a series of lectures on SPC at the USDA in 1938 (Shewhart, 1939) , but his ideas on quality control were not applied in animal agriculture.
Control Chart Philosophy
Monitoring for Unplanned Assignable Causes. Control charts help to quickly detect occurrences of unplanned assignable causes so corrective action may be undertaken and the assignable causes removed. To distinguish between chance causes and assignable causes, Shewhart developed the first control chart in 1924 at Western Electric Company in Chicago, Illinois (Olmstead, 1967) . Control charts combine timeseries analysis methods with graphical presentation of data.
A generic control chart is shown in Figure 1 . Observations of process performance are displayed over time so that the order in which they are generated is preserved. Control charts have a center line and typically upper and lower control limits that are above and below the center line, respectively. The center line represents the central tendency of the process observations. An observation that plots outside the control limits is interpreted as evidence that the process is out of control, an assignable cause is present, and therefore interference is warranted.
A central tenet of SPC is that a process that shows expected variability should be left alone until it is fundamentally improved. Interference to look for assignable causes may be costly and should only occur . Generic Shewhart control chart with observations of process performance plotted over time, with upper control limit, center line, and lower control limit. The chart signals observation 24 because it is outside the control limits. The mean of the process changed starting between observation 10 and 11. The run length is, therefore, 24 − 10 = 14 observations. when there is enough evidence. It is still possible that observations outside the control limits were caused by chance causes only (i.e., a type I decision error, or false alarm), or that the presence of assignable causes does not immediately result in an observation outside the control limits (i.e., a type II decision error). Placement of the control limits seeks to reduce the costs associated with type I and type II errors.
Control charts for monitoring unplanned changes were first applied in the manufacturing industries, but applications spread to the service, financial, and health care sectors, as well as to agriculture (Quesenberry, 1997; Montgomery, 2009) .
Monitoring Planned Interventions. More recently, control charts have been proposed to monitor planned interventions, especially in health care (Solodky et al., 1998; Diaz and Neuhauser, 2005) . These authors argued that control charts are preferred over randomized controlled trials when the immediate benefits and the results of the planned intervention are large. In cases when prior experience is valuable, control charts have greater statistical power to exclude chance as an explanation for the change than a randomized controlled trial. However, in cases where causal inference is important, such as in scientific research, randomized controlled trials cannot be replaced by control charts. With control charts, there is no real or virtual control that one can use to determine causality. Thus, conclusions drawn from the use of control charts alone intended to discover causality should generally be unacceptable for publication in a scientific journal. Thor et al. (2007) reviewed the literature on the application of SPC in healthcare improvement and concluded that control charts had value, but their power depended on correct and smart application.
Planned interventions in animal production systems often result in a single stream of data and lack of a control group. For control charts to be most useful in this situation, it is desirable that the process is in control before the new protocol or product is introduced to be sure that any observed change is likely caused by the intervention. The smaller the process variation is before introducing a known intervention, the greater the sensitivity for detecting small changes in the mean. Similarities and differences between control charts and randomized field studies in animal production are summarized in Table 1 . Fraile et al. (2009) used control charts to evaluate the effect of a planned addition of a feed additive on performance in pig production systems. This is largely ignored and not controlled for. Selection bias minimized. Selection bias could be concern.
Can randomized field trials be generalized? How many control chart studies are needed to generalize whole population?
Implementing changes in estrus detection efficiency, De Vries and Conlin (2005) showed how stochastic simulation of a complex dairy production system could provide insight in the statistical performance of various control chart designs under practical conditions. The observed average time between false alarms using some conventional control chart designs was much less than expected. In addition, their approach allows for a quantitative comparison of alternative variables to detect an implemented change as quickly as possible. For example, control charts for the variable estrus detection index signaled a decrease in estrus detection efficiency much faster than control charts for days to first insemination under the same rate of false alarms.
Types of Control Charts
Good design of control charts depends on grouping of observations, the distribution of the process observations, size of the process shift of interest, and cost of type I and II errors (Figure 2 ). Statistical considerations usually dictate the design before economic considerations (Montgomery, 2009) .
Rational subgroups imply that observations in a subgroup are more alike, for example, because they occurred close together in time. If assignable causes are present, the chance for differences in observations between subgroups should be maximized, whereas the chance for differences within subgroups should be minimized. For example, observations from the same work shift or pen of animals or calving cohort may be more similar and should be grouped together on Shewhart charts.
When process observations can be rationally grouped in sets of at least 4 and are continuous, the average per subgroup is usually plotted on Shewhart X charts to monitor the central tendency. The SE (i.e., sigma) is calculated from the within-subgroup observations. The variation within the subgroup observations should be plotted independently on R (i.e., range) or S (as defined by Montgomery, 2009 ) charts when variability is independent of central tendency. The design of these Shewhart charts is based on the central limit theorem. If the plotted observations are normally distributed and the process is in control, the probability of an observation outside control limits set at, for example, 3 SE from the mean (i.e., 3-sigma) of the X chart, which is 0.0027. Thus, the frequency of a false alarm is 1 in 370 observations. The X chart is robust to the normality assumption and can be employed unless the observations are extremely non-normal. The sampling distributions of the R and S charts are not symmetric. An alternative design strategy is to determine the best statistical sampling distribution and calculate probability control limits such that the probability of a false alarm is, for example, 0.001 for each control limit.
The Shewhart X (i.e., individuals) and mR (i.e., moving range) charts are appropriate for continuous variables when rational subgrouping does not apply and all observations should be monitored sequentially. In general, the frequency of false alarms of the combined application of the X and standard mR charts may be much greater than 1 in 370; therefore, probability control limits are recommended for the mR chart. Marked departure from normality can have a large effect on the frequency of false alarms.
Other traditional Shewhart control charts are the P (as defined by Montgomery, 2009 ) and NP charts for observations that follow a binomial distribution, and the C and U (as defined by Montgomery, 2009 ) chart for observations that follow a Poisson distribution. Because the variance and the mean are based on the same variable, only one chart is needed. Although the sampling distributions are not symmetric, these control charts are typically designed with 3-sigma control limits. The performance of these control charts may be quite different from expected, for example, when the observations are overdispersed. Other distributions, such as the negative binomial or β-binomial, could be used to calculate control limits with better false alarm properties. Control charts for attribute (i.e., count) data are less powerful than those for continuous data. Examples of Shewhart control charts applied in animal production systems are described, for example, by Sard (1979) , Cowen et al. (1994) , Lukas et al. (2005) , and Fraile et al. (2009) .
The basic Shewhart charts only use the information from the process contained in the last plotted point and ignore any information given by the sequence of events. This feature makes these charts less sensitive to small shifts in the process. Furthermore, some assignable causes result in patterns in the observations without a single observation outside the control limits. At least 10 sensitizing rules (i.e., supplementary run rules) have been proposed that help detect small shifts and nonrandom patterns (Montgomery, 2009) . The well-known 4 Western Electric rules are 1) 1 or more observations outside of the control limits; 2) 2 of 3 consecutive observations outside the 2-sigma limits but still inside the control limits; 3) 4 of 5 consecutive observations beyond the 1-sigma limits, and 4) a run of 8 consecutive observations on one side of the center lane. Although these sensitizing rules improve the ability to detect smaller shift, the frequency of false alarms can be quite greater. For example, Champ and Woodall (1987) showed that adding the 4 Western Electric rules to the Shewhart chart for a normal distribution resulted in a false alarm frequency of 1 in 91.25 observations instead of 1 in 370.
The cumulative sum (CUSUM) control chart incorporates past observations and is therefore sensitive to detecting small shifts in the process. It is also a good candidate for individual observations that would be plotted on Shewhart X and mR charts. The CUSUM charts have been developed for distributions such as the normal, binomial, Poisson, and Weibull. They can also estimate the time when the processes went out of control. A Shewhart chart is a special case of the CUSUM chart designed to detect a shift in the mean of 6 SE (Hawkins and Olwell, 1998) . Exponentially moving weighted average (EWMA) control charts are an alternative to CUSUM charts with similar performance. The EWMA chart gives less and less weight to observations as they are further removed in time. The performance of CUSUM and EWMA charts is less sensitive to rational subgrouping than Shewhart X charts (Hawkins and Olwell, 1998; Reynolds and Stoumbos, 2000) . Proper SPC requires the use of both types of control: the CUSUM for persistent changes and Shewhart charts for transient problems (Hawkins and Olwell, 1998) . Examples of CUSUM charts applied in animal production systems were described by Quimby et al. (2001) , Cornou et al. (2008) , Mertens et al. (2008) , and Pastell and Madsen (2008) .
Knowledge of the false alarm rates of the Shewhart, CUSUM, and EWMA control charts require in-control values of the process parameters, which in practice are rarely known accurately. As an alternative, the use of changepoint methods in SPC has been proposed (Hawkins et al., 2003) . A changepoint is a point in a time series at which some change occurs. Changepoint methods are based on the generalized likelihood ratio test. These methods do not require in-control values of the process parameters and are not set up to detect a shift of a certain magnitude. Their performance is never much worse than the optimal CUSUM chart and better when the CUSUM chart is not optimally designed. These methods are, therefore, more robust and may be preferred over CUSUM charts in practice.
Nonparametric control charts have been proposed that overcome the possible problem of an unknown rate of false alarms when the distribution of observations (when in-control) does not follow a classical distribution (Amin et al., 1995) . Although their false alarm rates are more accurately known, their performance to detect true shifts in the process output is compromised. De Vries and Conlin (2005) gave some examples of nonparametric charts in dairy herds and showed how their performance was worse than those of comparable parametric charts. Multivariate control charts such as the Hotelling T 2 control chart may be useful to monitor multiple related variables collectively where independent monitoring of each variable on their own control charts would increase the collective false alarm rate greatly. For example, the false alarm rate of simultaneously applying 4 Shewhart X charts with 3-sigma control limits, assuming normally distributed observations, would be 1 − (1 − 0.0027) 4 = 0.0108 or 1 in 93 observations (Montgomery, 2009) .
It is generally recommended that Shewhart control limits be based on at least 25 observations (Wheeler and Chambers, 1992) . For CUSUM charts, a larger number of observations is recommended (Hawkins and Olwell, 1998) . A self-starting approach, however, considers the uncertainty in the values of the process parameters and removes the estimation issue completely (Quesenberry, 1997; Hawkins and Olwell, 1998) . In this approach, the parameter estimates get updated as more data are collected. Lukas et al. (2008a) illustrated the self-starting CUSUM chart for DMI after calving in dairy cows.
Performance of Control Charts
Statistical Performance. The standard measure of statistical performance of control charts is the average run length (ARL), which is the average number of observations until a signal. The ARL should be large when the process is in control (ARL0), but small when the process is out of control (ARL1). The ARL0 is the inverse of the probability of a false alarm. The ARL1 depends on the magnitude of the shift. In some cases it may be more appropriate to measure the average time to a signal (ATS). In this context, sensitivity and power is the ability to quickly signal a true shift (i.e., ATS1), and specificity is the ability to not signal when the process is in control (i.e., ATS0). Sensitivity and specificity can be calculated when a limited amount of time or observations are considered before the signal (or lack thereof) is judged to be a correct signal, false alarm, correct lack of a signal, or false positive. All control charts with feasible control limits eventually generate signals.
The theoretical run length distribution of control chart designs is typically obtained analytically or by simulation, but seldom using data from practice. The standard is to use an immediate and permanent change (i.e., step shift) to obtain the run length distribution after a change. De Vries and Conlin (2003a,b) used a stochastic dynamic simulation model of a dairy herd to obtain the ATS0 and ATS1-distribution of control chart designs to detect step shifts in estrus detection efficiency.
It is only fair to compare the ARL1-distribution of control charts when their rate of false alarms (i.e., 1/ ARL0) is similar. Figure 3 shows the ARL for Shewhart X and CUSUM control charts for normal distributions with shifts in the mean (Champ and Woodall, 1987) . When the shift is 0, the ARL represents the ARL0; otherwise, ARL1 are represented. The CUSUM with 4.78-sigma control limits results in an ARL0 of 374, comparable with the ARL0 of 370 for the standard Shewhart X control chart. The ARL0 decreases to 91.75 when the Shewhart X chart with 3-sigma limits is supplemented with the Western Electric rules. A similar ARL0 is obtained with a CUSUM with 3.42-sigma control limits or a standard Shewhart X control chart with 2.54-sigma control limits. Small shifts in the mean are on average detected more quickly with a CUSUM than a Shewhart chart. For example, a shift of 1 SD in the mean is, on average, not signaled until 44 observations later with a standard Shewhart X control chart. From Figure 3 , it is clear that the addition of supplementary run rules on the Shewhart chart results in greater sensitivity (i.e., smaller ARL1), but also more false alarms (i.e., smaller ARL0). Walker et al. (1991) 
Supplementary runs tests add power to the Shewhart chart to detect small changes. For the same frequency of false alarms; however, the CUSUM charts are slightly more effective in detecting small step shifts in the mean than Shewhart X charts supplemented with the Western Electric rules. Hawkins and Olwell (1998) therefore recommend the use of the CUSUM chart.
In practice, the real distribution of the observations on the control chart is often not known. The effect of nonnormality is the greatest when the CUSUM is tuned to detect large shifts. This implies that Shewhart X charts with wide (e.g., 3-sigma) control limits are especially sensitive to deviations from normality (Hawkins and Olwell, 1998) . Observations may also display autocorrelation, with CUSUM and EWMA charts being more sensitive to autocorrelation than Shewhart charts. In addition, Shewhart, CUSUM, and EWMA charts are usually designed with estimated parameters based on a limited, possibly out-of-control, set of data. When estimated parameters are used, the ARL0 of a chart is impossible to control (Hawkins et al., 2003) unless a selfstarting approach or changepoint formulation is used. Shewhart charts are less sensitive than CUSUM charts to errors in the parameter estimates (Hawkins and Olwell, 1998) . Using a stochastic simulation model of a dairy herd, De Vries and Conlin (2005) showed that the observed ATS0 of some common control chart designs could be quite different from the designed ATS0 when monitoring variables of dairy reproduction. Concerning CUSUM chart designs, nonoptimally designed charts have greater ARL1 given the same actual step shift. The actual change is in practice seldom known when the CUSUM chart is set up.
The change may be a gradual drift rather than a step change. Davis and Woodall (1988) showed ALR1 for Shewhart charts with and without supplementary runs rules under linear drift. Davis and Woodall (1988) found the additional trend rule (i.e., 5 or 6 successive observations either increasing or decreasing) of little value if the 4 Western Electric rules were already used. Gan (1992) reported ARL1 for CUSUM charts under linear drift. The relative power of these charts is comparable with the step change results in Figure 3 ; that is, the CUSUM charts are slightly more sensitive to signal linear drift than the Shewhart charts with the 4 Western Electric rules. Other out-of-control patterns may exist that would result in earlier out-of-control signals by supplementary run rules on the Shewhart chart.
The importance of statistical properties of control charts is debated among professionals working in quality control (Woodall, 2000) . Some authors believe that many of the statistical considerations are less relevant in practice and point to Shewhart charts as being simple, robust, and effective (Wheeler and Chambers, 1992) . Others believe that advances in automatic data processing make other types of control charts more practical .
Practical Performance. Practical performance is the value of the use of control charts for detection of planned and unplanned changes in practice. Practical performance should be the final criterion, but quantitative performance results are scarce. For example, many papers on SPC applications in health care describe how control charts were applied in case studies, but few tested the utility of the application (Thor et al., 2007) . Some exceptions exist. Madsen and Kristensen (2005) showed how their CUSUM applied to water intake of young pigs on average signaled sick pigs 1 d before clinical signs. Treatment could then start earlier so that economic losses would be minimized. Quimby et al. (2001) used a CUSUM to monitor how much time beef calves spent at the feedbunk and reported detection of sick calves on average 4.1 d earlier than by pen riders. False alarm rates were not reported in these studies, but Quimby et al. (2001) reported sensitivity and specificity.
Design Considerations and Diagnosis
Placing of Control Limits. The placing of the control limits on a control chart depends on the cost of false alarms (i.e., type I errors) and the cost after a true change occurs that is not detected (i.e., type II errors). The cost of the diagnosis affects both. Lost production may be another cost. In most production processes, the cost of diagnosis and lost production are generally not known. Shewhart (1931) wrote that "experience indicates that t = 3 seems to be an acceptable economic value" and, therefore, placed control limits at 3-sigma units from the mean. Three sigma control limits have since then been the standard for Shewhart control charts in the United States. Shewhart's rule to set control limits at 3-sigma units from the mean is said to be robust for observations from most kinds of distributions (Wheeler and Chambers, 1992) in terms of acceptable rates of false alarms but could result in poor performance when unplanned changes are costly and need to be detected quickly.
Nevertheless, the optimal placing of control limits and the optimal frequency of collecting observations has triggered much research (Montgomery, 2009 ). Statistical considerations, such as the ARL, should also be considered in these economic designs (Saniga, 1989) . Economic designs of control charts in livestock production are rare, but St-Pierre and Cobanov (2007a,b) showed economic designs for the optimal forage sampling schedule on dairy farms. Their optimal control limits were identified at 1.1-sigma under a wide range of simulated operating conditions, which indicated that false alarms were much less costly than false positives when rebalancing the diet was needed. Similarly, Hogeveen and Ouweltjes (2003) Control charts in animal production systems E17 separation of abnormal milk, detection of mastitis, and diseased cows in milking systems. These considerations should affect the placement of control limits.
Probability control limits for the Shewhart charts are typically easy to calculate. Finding the control limits for the CUSUM and EWMA given a desired rate of false alarms requires special software or tables. Hawkins and Olwell (1998) present algorithms for control limits on CUSUM charts. Crowder (1989) shows constants for EWMA chart design.
It is incorrect to use targets or benchmarks for parameters to establish the center line and control limits (Deming, 1986) . When a signal is obtained on a chart designed with data that are independent of the process observations, it is not possible to know whether the signal is caused by an out-of-control process or by an incorrect parameter value to compute control limits (Quesenberry, 1997) .
Diagnosis and Preadjustment. A signal on a control chart invokes diagnosis, which is the act of finding an assignable or root cause for the observed out-of-control behavior (Dooley et al., 1997) . Diagnosis (i.e., troubleshooting) is often relatively unstructured in many companies (Dooley et al., 1997) . Identification of one or a few assignable causes may be difficult, if not impossible. Users of control charts are likely to abandon them if they cannot easily find and correct an assignable cause (Rasmussen, 1993; Caulcutt, 1995) . Therefore, false alarms should be kept to a minimum. In other cases, there are many plausible assignable causes that may have triggered the signal, but the real assignable cause may be hard to find.
In the simplest case, the control chart mean is the historical average of the process characteristics. In some cases, systematic nonrandom patterns in the observations exist that are part of the in-control process. For example, seasonal or daily fluctuations may have an effect on reproductive outcomes or feed intake. A solution is to fit a time-series model to past observations and monitor the residuals (i.e., actual minus predicted) on control charts (Alwan and Roberts, 1988) . The underlying predictive model can be expanded with other variables that are known to affect the process characteristic, such as the age of the animals. For example, Mertens et al. (2008) used a mathematical model of egg weight by age to predict egg weight and then monitored the daily residual (i.e., actual minus predicted egg weights) on a CUSUM control chart. Woodall (2006) reviewed some risk-adjusted control charts where the expected probability of death could vary from person to person according to an assumed logistic model. The purpose of these models is to remove known causes of variation so that the list of plausible assignable causes is decreased when signals occur. Such adjustments are quite similar to the regression adjustment of variables charts as discussed, for example, by Hawkins (1993) and Wade and Woodall (1993) . Dooley et al. (1997) proposed an algorithm to be used with a predictive model to search for the most likely assignable cause.
Choice of Process Characteristics
An important consideration for any practical application is the selection of which process characteristics (i.e., variables) to monitor. Process characteristics should be associated with the goals of the livestock producer, such as improved quality or profit. In general, the earlier in the process sequence control can be established, the better (Montgomery, 2009) . In practice, this suggests monitoring of inputs such as compliance of operating protocols, animal comfort and behavior, feed quality and intake, and environmental factors. For example, Wrathall and Hebert (1982) discussed how monitoring irregular returns to estrus in sow herds was related more closely in time to the occurrence of virusinduced embryonic deaths than to total liter size. They presented a table that relates trends in monitoring variables with root causes for reproductive failure in sows. Milking parlors also provide basic inputs that can be monitored with control charts (Wallace, 2009 ).
CONTROL CHART APPLICATIONS IN ANIMAL PRODUCTION SYSTEMS
Much literature exists on how to detect changes in animal production systems without direct reference to control charts. Many different techniques have been used, for example, changepoint analysis to detect changes in disease incidence rates in pigs (Christensen and Rudemo, 1996) . Kalman filters have been used to detect changes in poultry production (Roush et al., 1992) , bulk tank somatic cell counts in milk (Thysen, 1993) , estrus and diseases in dairy cattle (De Mol et al., 1999) , or milk production (Van Bebber et al., 1999) . Neural networks have been used to detect mastitis (Nielen et al., 1995; Cavero et al., 2008) . Deviations from moving averages of feeding behavior were used as indicators of health disorders (González et al., 2008) . Fuzzy logic was used to detect mastitis and estrus (De Mol and Woldt, 2001) .
Animal performance in many of these applications is based on automatic sensors that measure milk characteristics (e.g., yield, temperature, electrical conductivity), behavior, BW, body temperature, odor, or acoustics (Frost et al., 1997; De Mol and Woldt, 2001; Hogeveen and Ouweltjes, 2003) . The principle is to monitor deviations from expected performance, often based on the recent performance data of the animal. In these papers, changes are signaled when a process characteristic was greater than a threshold, an idea similar to a signal on a control chart. Lukas et al. (2008b) provide capability indices for udder health measures of dairy cows. The capability index is a statistical measure of the ability of a process to produce output within engineering tolerances and specification limits and another SPC tool (Montgomery, 2009) .
The literature on successful applications of control charts to monitor trends in animal production systems is still relatively scarce. Most papers show examples of possible applications. Papers on the practical benefits of implemented control chart schemes were not found. Table 2 lists primarily peer-reviewed publications with some key characteristics of the applications. To be included in Table 2 , the paper had to mention control charts. The list of peer-reviewed papers is thought to be rather complete. Some non-peer-reviewed papers with novel applications are included as well.
Most papers described the use of Shewhart control charts and illustrated their use with typically some output performance data of a group of animals. Run rules were often mentioned. The CUSUM control charts were described more often than EWMA charts. The most advanced applications monitored deviations from expected individual animal performance. Expected values varied from moving averages to more advanced dynamic biological models. Use of such models is the equivalent of risk adjustment in health care.
Shewhart charts were typically designed with 3-sigma limits but 2-sigma and 3.09-sigma limits (3.09 results in a false alarm rate of 1 per 1,000 observations, as is common in the United Kingdom) were used as well. Occasionally probability limits were described. Control limits should be based on the cost of type I and II errors. These costs are generally unknown but deserve further study for successful applications in animal production systems.
The performance of the control chart application is almost always evaluated based on testimonials: a few signals were explained by an apparent assignable root cause. In other cases, control charts detected unplanned changes faster than other means that were considered the gold standard. Run length distributions were only found in papers describing simulations studies. Studies that documented the actual economic value of the use of control charts in animal production systems were not found. De Vries and Conlin (2003b) showed that small decreases in estrus detection efficiency could be more costly than large changes because of the longer time it takes to signal small changes before correction occurs.
Many papers, especially with examples in swine production, plotted weekly or monthly averages. If data collection is continuous, the optimal period length of Shewhart charts may the different than a week or month (De Vries and Conlin, 2001) . Alternatively, CUSUM charts may be designed to monitor observations as soon as they become available and grouping in weekly or monthly averages or sums is not needed. For example, observations with a low frequency of occur- rence such as morbidity and mortality events, and some carcass traits (e.g., incidence of dark cutters) might be monitored with time-between-event control charts, for example, a Bernoulli CUSUM chart . Stoumbos et al. (2000) suggested that most practitioners are not familiar with the more recent technical advances made in SPC methods, and therefore, better application of control charts is often possible. Most of the recent developments and future research needs involve more complete but complex mathematical models that improve automatic detection of changes with tightly controlled false alarm rates (Woodall and Montgomery, 1999; Stoumbos et al., 2000) . More experience with newer control chart methods applied to animal production systems is needed. Better applications may require the availability of user-friendly software (Woodall and Montgomery, 1999) . Most of the control charts described in this paper can be easily set up with a spreadsheet. An abundance of commercial general-purpose SPC software is available. Application of control charts in animal production systems would be enhanced when they are integrated with animal production databases, such as management information systems. Such integration would resolve data transfer problems. Some commercial software developers for animal production systems are starting to develop control chart applications.
SUMMARY AND CONCLUSIONS
Control charts can be used to detect planned and unplanned changes in animal production systems. Their use has been advocated for over 30 yr in the literature, but their routine use in practice appears not to be widespread. Possibly many practitioners are still unfamiliar with the techniques and philosophy of control charts. A major hindrance for further adoption may be the difficulty in finding the underlying root cause(s) once a control chart has issued a signal. False alarm rates of control charts in some applications are probably much greater than expected and desired. Lack of user-friendly software is another hindrance. The most technical applications monitor deviations from expected individual animal performance, where expected performance may be determined by biological models. Published papers focus mostly on charting outcome variables, but more examples of control charts applied to input variables are needed, such as compliance, feeding practice, diet composition, and environmental factors. Applications of control charts to detect unplanned changes are expected to grow with the advancement of biological sensors and computer technology to monitor individual animal performance.
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