asked subjects to make ordinal depth judgments of a variety of stimuli (both natural and artificial) and demonstrated the power of the silhouette on 3-D perception. Panis et al (2008) investigated what areas of a contour are most informative for object identification by presenting fragmented outlines of selected stimuli to subjects and probing them for their recognition abilities.
In shape from texture, work dates back to Gibson (1950) who introduced the idea of texture serving as a cue for 3-D shape. Cutting and Millard (1984) , Todd and Akerstrom (1987) , and Rosenholtz and Malik (1997) explored what image features mediate the texture gradient in human vision. Creating computational models of shape from texture, Purdy (1958) specified an algorithm to compute the slant of an isotropic texture on a planar surface and GÔrding (1992) extended these results to curved surfaces. Malik and Rosenholtz (1997) designed an algorithm that estimates the affine transforms between nearby image patches in order to estimate 3-D shape parameters, and Fleming et al (2004) discovered how to recover 3-D shape from specular distortions. Todd et al (2004) demonstrated the limitations of the current models of texture perception on human perception, and Todd and Thaler (2010) developed an algorithm to recover the shape of a continuously curved surface with anisotropic textures.
In the shape-from-shading approach, 3-D shape is attributed to shading variation in the image. In the human vision community, key work includes Mingolla and Todd (1986) where subjects made point-wise estimates of local slant and tilt and Ramachandran (1988) , who demonstrated that the human visual system has a top^down lighting bias in its perception of 3-D shape. Kleffner and Ramachandran (1992) , in a series of experiments, went further to conclude that the shape-from-shading computation happens early in the visual system, prior to perceptual grouping, motion perception, and vestibular correction. Gerardin et al (2007) further proved that there is a left-lit bias in addition to a top^down one. Erens et al (1993a Erens et al ( , 1993b ) explored how subjects categorize shaded quadric surfaces in different illumination conditions, and discovered that shading is a weak cue for 3-D shape categorization when used in isolation from other visual cues. Lastly, the computational approach to the shape-from-shading problem was pioneered by Horn and colleagues (Horn 1970; Ikeuchi and Horn 1981; Horn and Brooks 1989) .
Top^down influences on 3-D shape have been much less studied. But noted studies include Biederman (1987) , who posited that human vision breaks down objects into an assembly of 3-D primitives called geons. This work builds upon the work of generalized cylinders by Binford (1971) and Marr (1982) . Other work in this camp is Peterson (1994) who demonstrated that humans employ object-level knowledge in figure^ground segregation. Works in Bayesian cue combination, such as those of Mamassian and Landy (1998) and Hillis et al (2002) , offer models that can combine information from top^down and bottom^up sources to create a percept informed by both sources of information.
Yet, what happens when substantial information is missing from the stimulus? Since degradation is a routine transformation for objects in the periphery and objects at a distance, this question bears on real-world vision. The effects of degraded input on recognition have been investigated in several studies. Mooney (1957) used 2-tone face images as stimuli to study visual development and demonstrated developmental differences in face-recognition ability. Harmon and Julesz (1973) demonstrated image recognizability in a severely degraded image of Abraham Lincoln, and Bachmann (1991) took this result further by demonstrating that face recognition is tolerant of extreme degradation, both spatially and temporally. Exploring imagery beyond just faces, Torralba (2009) demonstrated the recognizability of tiny natural images, and Nandakumar and Malik (2009) demonstrated that rapid recognition of object category survives with degraded input.
In addition to recognition, a few studies have been devoted to 3-D shape perception in degraded environments. Christou et al (1996) used a gauge-figure paradigm to measure how subjects perceive simple computer-generated 3-D objects in different renderings: grayscale, silhouette, and line-drawing. They found that the line-drawing version of the image is sufficient for a full-rendering and that shading adds little extra. Strengthening this conclusion is the study of Cole et al (2009) who demonstrated that line drawings of computer-rendered objects are sufficient for accurate 3-D perceptions. With regard to spatial blurring, Jaa-Aro and Kjelldahl (1997) investigated how image resolution relates to depth perception, Gerardin et al (2007) demonstrated a preference for globally convex shapes in conditions of high blur, and Norman et al (2010) investigated 3-D shape discrimination under retinal blur. They asked subjects to discriminate artificially created 3-D shapes under different degrees of retinal blur and found that 3-D shape discrimination is robust to degradation.
In this study, we are interested in studying 3-D shape perception in monocular natural images. Previous studies with natural images demonstrated that recognition copes incredibly well with degradation. Although a tremendous amount of information is missing, humans still have a rich visual experience öthey can recognize objects, the surrounding context, and even do so rapidly. Yet how much more can be perceived with such impoverished input? Specifically, is 3-D shape perception also possible at low resolution? Without a bottom^up signal, can top^down influences salvage the percept? In two experiments, we degraded monocular natural images and measured the corresponding effects on 3-D shape perception.
Methods

Subjects
Twenty-one subjects with normal or corrected-to-normal vision performed the experimental task. The experimental procedures were approved by the Committee for Protection of Human Subjects (CPHS) at UC Berkeley.
Experimental setup
The experimental setup was modeled after Koenderink et al's (1992) gauge-figure task. Subjects were seated at a desk and performed the task at a computer with a flat-screen LCD monitor. Subjects sat approximately 60 cm from the monitor and made responses using a combination of the mouse and the keyboard. The stimuli were selected from the Berkeley Segmentation Dataset (Martin et al 2001) , which is, in turn, a subset of the COREL collection. The Berkeley Segmentation Dataset contains human-marked object boundaries for each image in the dataset.
Experimental procedure
On each trial, a natural image was presented and a portion of the image was overlaid with gauge figures. The region overlaid with gauge figures was pre-specified by a mask created for each image. This mask highlights a key object or key objects in the image and is created in advance by the experimenter. A gauge figure is a disk the subject can manipulate with the mouse and is intended to measure the subject's local perception of slant and tilt at the corresponding point in the image.
The collection of gauge-figure estimates offers an empirical measurement of the subject's perception of shape. The subject is instructed to manipulate the gauge figure with the mouse so that the surface normal of the gauge figure is aligned with the perceived surface normal at the corresponding point in the image. The interface is designed so that the movements of the mouse quickly and intuitively move the gauge figure in 3-D. As seen in figure 1, all gauge figures are present simultaneously, thereby allowing subjects to revisit a given gauge figure, if so desired. The gauge figures are initially set to random orientations, and the subject is required to manipulate all gauge figures before he/she is permitted to move to the next image. Once a gauge figure is manipulated, it turns red, thereby giving a visual marker for which figures have been manipulated. In addition to manipulating the gauge figure, the subject is also instructed to describe the perceived content of the image in a textbox. This response allows us to look for a link between recognition and 3-D shape assessment.
Subjects were first given a demonstration of the task by the experimenter. They were shown how to use the interface to manipulate the gauge figures and then given the opportunity to get comfortable with the interface on a demonstration trial. If the subject had any questions, the experimenter was there to answer. Subjects were then directed to execute the experiment on their own.
In both experiments, we used a stimulus set of natural images spanning a wide variety of content: natural scenes, man-made objects, faces, animals, and so on. There was also a great variety in the pose and scale of the foreground object. This variety required that any effects found were general in nature and not tied to a specific domain. Koenderink et al (1992) öeach image is overlaid with gauge figures and the subject adjusts each gauge figure so that its surface normal is aligned with the perceived surface normal in the image. The gauge figures are randomly oriented at the outset and turn red after being manipulated by the user. 
Experiment 1
In the first experiment, there were 32 different images, each degraded to 4 different levels:`full resolution' (256 pixels),`small blur' (64 pixels), medium blur (32 pixels), and large blur (16 pixels). In this notation, the number of pixels corresponds to the miniaturized length of the shorter dimension, and the longer dimension is appropriately resized as per the aspect ratio of the image. After miniaturization, the image is then enlarged back to its original size. This process was executed with a Matlab script that miniaturized the original image to its reduced size using a binomial filter and then rescaled this thumbnail back to its original size with the same filter. Please see figures 2 and 3 for example stimuli from the experiment. To ensure that all stimuli got the same number of assessments and that no subject saw the same image in different conditions, the stimulus bank (32 images64 conditions 128 stimuli) was split into 4 groups where each group contained an equal number of stimuli from each of the 4 levels of blur. Each subject was assigned to one of the groups so that he/she was presented only with that subset of the stimulus bank. This subset of stimuli was presented to the subject in a random order. In this experiment we used twelve subjects; therefore there were three subjective assessments for each stimulus.
Experiment 2
Experiment 2 used a similar gauge-figure setup as experiment 1 (the only differences being that there was no text input field and the gauge figures were oriented to be frontoparallel at the outset). In experiment 2, the key difference was in the stimulus set presented to the subjects. The stimulus bank consisted of 15 different images in 2 conditions:`undegraded' and`region-averaged'. For the region-averaged condition, we used the human-marked region masks provided by the Berkeley Segmentation Dataset. Each mask contained a tiling of the image into closed regions. We averaged the color in each such region to create the stimuli in the region-averaged condition. Please see figure 4 . Please note that region-averaging is a transformation not present in nature. Although it is a laboratory condition, it allows us to measure the relative contribution of contour independently of texture and shading.
Results
Qualitative analysis
Before entering into a quantitative analysis of the data, let us take a qualitative look at subjects' responses. Please consult figure 5 for a visualization of selected trials. We display the surface normals marked by the subject along with the corresponding 3-D volume. This 3-D volume is obtained by using a thin-plate approximation. The depth is written as a linear combination of thin-plate radial basis functions (to reduce the noise, we set the number of basis functions to be half the number of locations probed with the gauge figure) . To obtain the coefficients of each basis function, we constrain the derivatives of the shape to match the average normals given by the observers. Please note Some images are robust to high levels of degradation, whereas others, such as the image of the cave, suffer quite a bit under degradation. Please note that these reconstructions are not used for any subsequent analysis.
that this 3-D volume has been created for visualization purposes only and is not used in any subsequent analysis. With the top three images, we find the general shape to remain robust across degradation and a significant flattening effect at high levels of blur. However, there are notable differences between images. For instance in the last image of the cave, the image is completely misinterpreted at the highest level of degradationö instead of being interpreted as a concave structure, the cave is interpreted as convex. In figure 6 we showcase examples of two correctly and two incorrectly recognized trials in the medium-blur (32 pixels) condition to offer greater insight into how subjects responded to the stimuli.
In figure 7 we showcase subjects' responses for selected images. Scatter plots are displayed for the three levels of degradation. In each plot, the horizontal axis is the average response across subjects at full resolution (256 pixels) and the vertical axis is the mean of all responses across subjects for a given level of blur. Clustering around the 458 diagonal signifies that the two quantities are closely aligned. With most images, we find that the error increases with increasing levels of degradation. However, there are exceptions to the ruleöthe image of the three balls and the image of the pyramids fare quite well even after substantial degradation. We presume this is because their shapes are simple and easily recognizable.
Flattening of blurred scenes
To quantitatively analyze the data, we built a measure of angular error. Angular error measures the quality of a given response and we analyzed how this error changes with increased levels of blur. There are four versions of each image in the stimulus bank; each version is the image at a different level of degradation. Each stimulus in the bank contains responses from three unique subjects.
For a given image, we created a best-case measure by computing a point-wise average of the assessments of two subjects for the image in the full-resolution (256 pixels) condition. In other words, this best-case measure is a vector where each entry is the average response by two subjects in the full-resolution (256 pixels) condition of the orientation for the corresponding gauge figure. Angular error takes a subject's assessment for a given image at any level of degradation and first computes a point-wise difference between the orientation estimate at each point and the corresponding orientation estimate in the best-case. It then averages these differences to obtain a single number that captures the angular error for that subject's response. Please note that in the fullresolution (256 pixels) condition we compute angular error between the best-case and the third subject's response to obtain a top-level measure of performance.
By averaging the angular error across all the stimuli at a particular level of blur, we arrive at the plot in figure 8. To compute a worst-case measure of performance we looked at an array of randomly oriented normal vectors and measured the average angular offset between this array and the frontoparallel plane. We plot this as`chance' in figure 8. As expected, we see that subjects perform far better than chance and that angular error increases as degradation increases. Performing the same analysis with the region-averaged images in experiment 2, we arrive at an angular error of 198, which is close to that of the full-resolution (256 pixels) condition of experiment 1. However, what underlies this increase in angular error? We analyzed the selective distributions of slant and tilt to uncover what was driving the increasing error. We display these distributions in figure 9 .
We investigated slant and tilt distributions for different conditions using a pairedcomparison test. It works as follows. For each image, we compute the mean of the responses across subjects for the given condition and compare between conditions. Figure 7 . [In color online.] Visualization of subjects' responses for selected images. Scatter plots are displayed for the three levels of degradation. In each plot, the horizontal axis is the best-case, the average response at full resolution (256 pixels). The vertical axis is the mean of all responses for the given image in the given condition.
A`1' is reported in the entries where`condition A' is flatter than`condition B'. A`À1' is reported for the opposite. Performing this for each image in our set, we generate a binary vector. We then use the binomial distribution to find the probability of the number of 1s in the vector. Please consult table 1 for these values. The only statistically significant comparisons ( p 5 0X05) are between full resolution (256 pixels) and large blur (16 pixels), and between small blur (64 pixels) and large blur (16 pixels). Therefore, images look flatter at high levels of degradation. This makes sense, since image information is being taken away in degraded input, making the image more akin to a flat 2-D plane.
Repeating the same analysis with the tilt distributions, we did not find any significant difference between any pair of conditions as demonstrated in table 2. With experiment 2, we found no significant difference between the distributions of slant or the distributions of tilt. Please see figure 10 . 
The influence of recognition
To probe the role of recognition in subjects' ability to ascertain 3-D shape, we analyzed the text input entries of what subjects perceived in each image. This was accomplished by having a naive observer score all the responses as correct or incorrect. The observer used a custom-built interface that presented each stimulus in its full-resolution (256 pixels) form alongside the subject's description. The observer marked whether or not the subject correctly recognized the content of the image. Using these responses we could then divide the subjects' responses into correctly identified trials labeled`recognition positive' and incorrectly identified trials labeled`recognition negative'. We plot the angular error for recognition-positive trials and recognition-negative trials across different levels of blur in figure 11 and detail the parameters of the t-test used in table 3. We arrive at a p-value of 0.035 between recognition-positive and recognitionnegative trials in the medium-blur (32 pixels) condition making the two distributions Table 2 . Using pairwise comparison testing between tilt distributions, we display the p-value that response distributions for two conditions are the same. There are no significant differences between any pairs of conditions.
Condition
Full significantly different. This analysis demonstrates that memory and past experience play a significant role in 3-D shape perception when an image is sufficiently degraded. At higher levels of resolution, we did not find an impact of recognition performance on 3-D shape perception. This finding makes sense as higher-resolution images contain sufficient low-level information to mediate 3-D perception. In very low levels of resolution, namely the large-blur (16 pixels) condition, we found that low-level information was so disrupted that 3-D perception was impaired irrespective of recognition.
In addition, we compared the average angular error in the full-resolution (256 pixels) condition against the average angular error of the recognition-positive trials at different levels of blur, and display the results in table 4. We found that there is no significant deviation between full-resolution (256 pixels) and both the small-blur (64 pixels) and the medium-blur (32 pixels) conditions. It is only in the large-blur (16 pixels) condition that we found a significant difference, implying that recognition allows one to adequately perceive 3-D shape up to the medium-blur (32 pixels) limit. Lastly, we investigated the flattening effect for the recognition-positive trials and display the results in figure 11 and table 5. We found that blurred input is perceived as flatter regardless of recognition performance.
The role of contour
Lastly, we demonstrated the role of good contour in 3-D shape perception of natural images. In the region-averaged images, subjects could recognize all images, yet there was absolutely no shading or texture information present in the images. In this setup, we arrived at an angular error of 198. We compared this estimate with the recognition-positive trials from experiment 1. In experiment 1, shading, texture, and contour are disrupted as the image is progressively blurred. In the large-blur (16 pixels) condition, all three are sufficiently impoverished, yet we found that when just contour was preserved in experiment 2, the error rate was on par with that of the small-blur (64 pixels) condition. Therefore the visual system can make up for lack of shading and texture in the context of good contour and recognition. This finding builds upon those of Mamassian et al (1996) , Norman and Raines (2002) , and Cole et al (2009) . In the first study, the authors used a gauge-figure task to measure the subjective percept of an artificial stimulusöa donut with no shading or texture information, leaving only the contour present. Subjects' performance was not hindered in this condition. A similar conclusion was reached by Cole et al (2009) and Norman and Raines (2002) . They both found that shape perception is robust to contour representations of artificial stimuli. Our study extends these results to natural images.
Conclusions
Our results provide quantitative evidence that human subjects perceive 3-D shape in impoverished natural images. This finding is in line with that of Norman et al (2010) who demonstrated that 3-D shape discrimination survives under retinal blur. And, when bottom^up information alone is insufficient as in the medium-blur (32 pixels) condition, we demonstrate that top^down influences play a significant role. We propose that models of Bayesian cue combination, such as the one proposed by Hillis et al (2002) , offer mathematical models of how these different sources of information can be combined to create a singular percept. As images are progressively degraded, the perceptual error is captured by an increasing flattening effect that exists irrespective of recognition. Looking at these results in conjunction with previous studies, we conclude that 32-pixel color images are a rough threshold for a rich perceptual experience. Previous studies (Nandakumar and Malik 2009; Torralba 2009 ) have demonstrated that recognition breaks down at around this point, and here we show that it is also the limit to reliably perceive 3-D shape. Presumably many perceptual abilities are tied together at this levelöshape, recognition, etc, so that when one percept is lost, the other percepts break as well. In high-resolution images, however, it is possible to have 
