In the Abrikosov and the Nagaoka-Suhl theories, only the process that each conduction electron is scattered repeatedly by an impurity spin while propagating as a particle and a hole state is taken into account. We try to take into account partially the many-body effect which is characterized by the presence of closed loops of the electron, using the self-consistent renormalization procedure. Our calculation is performed in a close paralellism with Nozieres et al.'s theory for the X-ray problem. If the coupling is antiferromagnetic, another type of resonance is obtained; the resonance energy is much reduced and logarithmic singularities disappear completely. In the case of ferromagnetic coupling, the renormalization procedure scarcely affects the result.
§ 1. Introduction Since Kondo 1 ) explained the phenomenon on the resistance minimum in dilute magnetic alloys, a new electron state appearing below some characteristic temperature, say T x, has attracted a great interest. This new electron state seems to be associated with the occurrence of the resonance scattering of conduction electrons by magnetic impurities and this resonance nature makes the treatment of the problem very difficult. Kondo 1 ) has assumed the exchange interaction between conduction electrons and an impurity spin, the so-called s-d exchange interaction. As pointed out by him, the non-commutativity of the spin operator and the sharpness of the Fermi surface have brought about a characteristic feature to s-d problem, namely the logarithmic divergence at the Fermi surface. In more detail, the perturbation expansion turns to contain a term such as Jn (ln D / E)m, in which J is the exchange coupling constant. Abrikosov 2 ) succeeded for the first time in summing up the most divergent sub-series of the perturbation expansion, using the so-called parquet theory. As is the case with an electron gas, if the coupling is ferromagnetic, the sum thus obtained is finite over the whole range of energy. Moreover, the sum of the next divergent sub-series turns out to be also finite and of order J as compared with the former and so on. Here we notice that the sums of the next and the lower divergent terms can· be calculated from some skeleton diagrams in a simple manner; replacing the basic vertex J by the parquet diagram r and inserting the self-energy correction which itself is the sum of the most divergent corrections.
In this way, one may finally obtain the rearranged series of the perturbation ex-pansion. If the rearranged series is an asymptotic one, Abrikosov's result can be said to be exact in the weak limit of ferromagnetic coupling.
In the case of antiferromagnetic coupling, however, the sum of the most divergent sub-series is unexpectedly a divergent one, which means the occurrence of resonance scattering. This divergence is, of course, fictitious. If one could solve the parquet equation exactly, the divergence should be replaced by a bump. Owing to this large bump, however, the afore-mentioned rearranged series now turns to have a poor convergence near the resonance energy. In order to get better convergence, one needs to make one more step forwards. In this paper, we shall beforehand take into account the effect which seems to be relevant to our problem in addition to the elementary parquet diagram. In this way, one may obtain the new rearranged series. If each term of the series turns to be finite overall and the series is an asymptotic one, it is possible to get an exact result in the weak limit of antiferromagnetic coupling.
Besides Abrikosov, Nagaoka 3 ) and Suhl 4 ) approached the s-d problem at the finite temperature in different ways. Both formulations were investigated by many authors and proved afterward to be equivalent each other. 5
)
We would like to note here following point common with them: Only the process that each electron is scattered repeatedly by an impurity spin while propagating as a particle and a hole state is taken into account. In other words, the correlation between electrons caused by the dynamics of an impurity spin is completely neglected, i.e., the many-body effect. Recently, Zawadowski and Fazeka 6 ) and Kawamura 7 ) have pointed out the importance of the correlation effect, which is characterized graphically by the presence of the closed loops of the electron. Though this effect is apparently lower divergent than the simple scattering process considered by Abrikosov et al., it becomes rather comparable with the latter owing to the resonance nature of scattering in the antiferromagnetic case.
Recently, Nozieres et al. 8
), 9
) treated the problem of X-ray emission and absorption by a metal using the many-body proble~ method. We shall in this paper apply their method to the s-d problem. In § 2, we discuss briefly the parquet theory at the finite temperature applied to our problem. Moreover, we discuss what corrections should be taken first when we go beyond the elementary parquet theory. Based on the above considerations, we renormalize in § § 3 and 4 the vertex and the self-energy self-consistently as N ozieres et al. 9
) have done. In § 5, we solve the simultaneous equations obtained in the preceding sections. The last section is devoted to a conclusion. § 2. Extended parquet theory
In this section, we apply the parquet theory formulated by Nozieres et al. to the s-d system with Hamiltonian
where a;a and apa are the creation and annihilation operators of the electron· with momentum p and spin a. Ep is the kinetic energy of an electron measured from Fermi surface, JjN being the exchange integral divided by the number of atoms involved. Moreover, S and u are the impurity and Pauli spin, respectively. In the X-ray problem the parquet theory is restricted to the absolute zero temperature, but in this paper we extend it to the finite one.
Let us now use Abrikosov's quasi-fermion representation for the impurity spm:
where a 13 + and afl are the fermion operator, Sflfl' being the spin matrix element. In order that (2) is valid, however, we must confine ourselves to a sub-Hilbert space containing one and only one quasi-fermion. For this purpose, Abrikosov have eliminated fictitious states containing more than one quasi-fermion by introducing the quasi-fermion kinetic energy A and letting ;l~oo. On the other hand, the state containing no quasi-fermion does not contribute to the statistical average, because (2) is the normal product of a/3 + and a/ 3. In the absence of magnetic field, the temperature Green function of the quasi-fermion and the electron can be written, respectively, as
where the sum over momentum is allowed owing to the contact interaction, suffix a or {3 denoting the spin state of the particle concerned. Let r be the vertex shown in Fig. 1 , where full and dashed lines correspond to the electron and the quasi-fermion Green functions. If we set· the total energy in channel 1 (parallel full and dashed lines) equal to i~, it follows that Similarly for channel 2 (anti parallel full and dashed lines), we get
Since we can choose either iE1, iE 2 , i~ or iE 1 , iE 2 , ir; as independent variables, r may be written according to either choice:
Let 11 and 1 2 be the vertices irreducible m channels 1 and 2, respectively, and similarly let r1 and r2 be the reducible vertices. From the definition, it follows that (7) On the other hand, if we let the vertex irreducible m both channels be R, there exist the following relations:
Here, we have used the fact that there are no diagrams reducible in both channels. Now, it is clear that y 1 and r2 should satisfy the following equations:
If we replace R by the basic vertex J / N and the Green functions g and G by free g<o) and G<o) in the above equations, then (7), (8) and (9) reduce to Abrikosov's elementary parquet theory. In the elementary theory, r is built up exclusively with two types of the singular bubbles shown in Fig. 2 and therefore corresponds to the sum of the most divergent contributions. We next turn to corrections which should be considered when we go beyond the elementary theory. We remark first that any correction to G<o) is proportional to e-}..JT at most and thus negligible as A ~oo (see next section). On the other hand, the correction to g<o) is important; instead of g< 0 ), we must use (10)
Lowest order contribution to .I is shown in Fig. 3 (a) and easily estimated as
where the conduction band with uniform density Po cutoff at ± D is assumed. In the above, the energy of quasi-fermion has been continued analytically to real value and measured from A. If one of the basic vertices of Fig. 3 (a) is replaced by the elementary r (see Fig. 3 (b)), we find the sum of the most divergent corrections to .I. Zawadowski and Fazeka 6 ) have calculated the sum in a slightly different manner. Their result shows that it becomes even comparable with the zeroth order term E at the resonance energy T K· Finally we consider the totally irreducible vertex R. The lowest order correction R< 3 ) is shown in Fig. 4 , whose contribution is found to be (12)
Replacing all basic vertices of Fig. 4 by the elementary r, we can get a part of the next divergent corrections for r, which is calculated in the Appendix.
The other part may be found when the aforementioned self-energy correction is inserted into the elementary r. In § 4, we shall anew calculate 1: and R using full r and g. § 3.
Calculation of ry
We first rewrite (9) using a well-known technique; we transform the sum over the discrete pure imaginary energy in all intermediate states into integral over the real energy. Then we analytically continue the external energies iE1, iE 2 , if; and ir; into the real values from the upper half plane, i.e., E1, E 2 , ;; and r;: Finally we can get
and f(E) is the Fermi distribution function. In the above calculation, we neglected all the terms that damp as e-n"A,jT when x~oo. As a result, the quasi-fermion is allowed to go in one way only and the propagator of the electron becomes represented by -Po (1-f) or Pol corresponding to the particle or hole state.
Here, we have neglected the self-energy correction to the electron since it necessarily involves the closed loops of the quasi-fermion. We next try to solve the parquet equations by use of the so-called logarithmic approximation. Nozieres et al. have meant, with the above terminology, to identify In E and ln aE, where a is a factor of order 1. In more detail, let us first consider lower divergent contributions which result in the renormalization of energy E. After the renormalization, we identify ln E and ln aE. That is, the energies become indeterminate within a factor of order 1. Though the energies may be somewhat blurred, such a procedure enables us to deal properly with the lower divergent contributions other than the aforementioned one.
We shall at first hand calculate the real part of various functions. By use of a logarithmic approximation, only the absolute values of energies enter the calculation. These circumstances may be easily seen from the approximation of (18). In § 5, the entire analytical property of the functions will be discussed. Now, we shall assume the following: (15) where and hereafter max ( E1, E 2 ) denotes the larger in the absolute values. (15) may be ascertained perturbationally, but instead we shall check its self-consistency on the final result in § 4. If one assume (15), the following is also valid just as in the X-ray problem: J1(Eb Ei, ~) =Jl(max(Eb Ei)), f2(Eh Ei, r;) =12(max(Eh Ei)),
where. 1 1 and 1 2 are the kernels of the integral equations (13). Although the above can be checked also perturbationally, we prove its self-consistency as follows. Owing to (16), r 1 (or f 2 ) depends on ~ (or r;) only through the upper limit of integration and depends on E 1 and E 2 through the irreducible vertex 1 1 (or 1 2 ). Moreover, the dependence on E 1 and E 2 is severely restricted ·as follows:
Similar relations are also valid for Y2·
As Nozieres et al. have shown, with logarithmic accuracy, r1 and r2 on the right-hand side of (14) can be replaced by f2(Eh Ei, max(El-~, Ei)) =f2(Eh Ei, max(Eh Ei)) =f2(max(Eh Ei)), r1(Eh Ei, max(Ei-r;, Ei)) =r1(Eh Ei, max(Eh Ei)) =rl(max(Et, Ei)).
(18)
In the above, we have replaced r (a+ Ei) by r (max (a, Ei))' where Ei is an integration variable, ap.d used the fact that the upper limit of Ei is ~ or r;, respectively. From (18) and (15), one can easily find (16).
We next rewrite (13) using the so-called Abrikosov's trick. r 1 involves intermediate states consisting of parallel full and dashed lines. To each state, an integral variable Ei is attached. Let us pick out the state with I Eij minimum, and one may find full r's on its both sides. For these r's, it is clear that Ei plays a roll of ~. In this way, we can get
where and hereafter we assume a very low temperature, since we are mainly interested in the region near the absolute zero temperature.
In the absence of magnetic field, r and R can be written as Here, we shall assume (ii) {3 = tl<a<t2. r2 is the same form as before:
For rh we divide the integral of (19) into two parts Using (25) and the above, we obtain r of the form If {3 = t 2 <a<th the solution is also (27), in which t1 need be replaced by t2.
(iii) a= tl<f3<t2. The solution is again (27) with a replaced by {3. For r< 0 >, in addition, we need a reverse sign. If a=t2<f3<tl, we must replace t1 by t 2 in the solution of (iii). We may omit other cases, since they are not used in the following. § 4. Calculation of .X and R We begin with the calculation of 1:. Generally 1: has a structure shown in Fig. 5 , where X is the irreducible vertex in a sense of two full and one dashed lines. I: of Fig. 5 can be obtained by closing two full external lines of r. In order that our approximation is consistent, X needs be confined to the diagrams shown in Fig. 6 . The first two of Fig. 6 correspond to the elementary parquet theory. On the other hand, the last one may yield if we take into account the irreducible vertex R of Fig. 4 . Instead of 1:, it is convenient to deal with a.sjaE. We can make E flow exclusively along parallel (or antiparallel) full lines in the three-line-intermediate states of Fig. 5 . Corresponding to either choice, we can get or (29) By use of (23), the above reduces to a.s = -2S(S + 1) p 0 2 ftdt' [r<()) (t') ]~.
(30) aE Jo In (29), we have not differentiated full lines involved in X. By doing so, however, there yield r's other than those which are taken into account in our parquet theory. We need again to exclude them for consistency.
We next turn to R. In the Appendix, we have calculated R within the elementary theory; we used g<o) for g and elementary r. To get R in our case, we need slight modification; ( E 1 -E 2 )-1 (g<o) ( E 1 + a> 1 + a> 2 ) -g<o) ( E 2 + a> 1 + a>2)) of (A3) should be replaced by
Using mean value theorem and logarithmic approximation,
where 0<8<1. the Appendix.
Otherwise, we can perform the calculation in the same way as (A5) is also valid in our case:
or
We are now on the position to determine yCtJ>, RCIJ) and fJ.S/fJE simultaneously by using (24), (30) and (32') which will be done in the next section. § 5.
Solution of simultaneous equations
By deriving (24) and (32') with respect to t, it follows that In the above, we have used such an abbreviation as r=PoYCtJ>, Yo=Jpo/N and a=S(S+1). It is obvious from (24), (32') and (33) that
We assume hereafter g 0 <{1 (the weak coupling limit). one may obtain from (33) and (34) On the other hand, by deriving (19) with respect to E and using (37), it follows that
By use of (39), the above is rewritten as
The integration 1s straightforward and yields
where TI/=D'e 1 1 2 Yo and YR(-D)-1 is set equal to -D'+iiJ. As seen from the above, there exist branch points at x = 0 and -1 in the complex x-plane. We must here choose such a branch that t is an increasing (or decreasing) function. of E when E<O (or E>O). The reason is that if lEI is large enough, t(E) may be of the form ln(D/E). Combining (39) and (40), we can get the required relation,
As is seen from (37), if IE I is large, (1 + x)-a ( = (8 /fiE) ( E -l')) must be positive. Therefore, with the aforementioned choice of the branch, x is a decreasing or increasing function of E according to E<O or E>O. Since it seems impossible to calculate x explicitly as the function of E, we try to solve approximately ( 41) in each case of Yo :ZO:
(i) Yo>O. Let us choose the branch cuts in the complex x-plane as Fig 7 . In order to obtain the desired behaviour of t, x has to go around the origin. On the other hand, ( 41) shows that the origin is an essential singular point as well as a branch point. Since it seems unreasonable to detour around the essential singular point, we have shifted the branch point at the origin slightly to the right in Fig. 7 , though they coincide accidentally in the logarithmic approximation. As E is increasing from-D + iiJ to D + iiJ, x may follow the path shown in Fig. 7 . Integrating ( 41), it follows that 
where ± sign refers to E ~0.
the right-hand side of ( 43).
We examine here the effect of factor .J Yo/ x on Since .J Yo/ x > 1, .J Yo/ x works to promote the variation of x; x is accelerated more and more toward zero, as E increases from -D. Except for this effect r of (39) is essentially equivalent to the elementary one.
(ii) Yo<O. In this case, x needs to detour around the branch point at So, it is necessary to separate the branch points as shown in Fig. 8 . Here, the right one corresponds
Although such a subtle feature of branch points is not accessible in the logarithmic approximation, we expect that it is true. With this assumption, x follows the path shown in Fig.8 ; when E increases beyond zero, x enters into the second Riemann sheet. It is noticeable that r of (36) is now finite everywhere in contrast with the elementary r.
We first investigate the case lxl <L Calculating ( 42) asymptotically, we get the same result as ( 43). As before, we examine the reaction of factor VY 0 /x on x; since VY 0 /x<1, VY 0 /x has the effect of resisting the variation of
x. Consequently, ± T K is no longer the resonance energy, which is much reduced in our theory. We next turn to the behaviour of x near E = 0. Let x = x 0 when E = 0, and it follows from ( 42) that
The above may be interpreted as defining the relation between x 0 and D', though we cannot estimate x 0 within our approximation. Using ( 42) and ( 44), we obtain the following expression except in the immediate vicinity of E = 0: (45) where o=-xo-1 and Eo may be estimated as (46) § 6.
Conclusions
We have so far performed self-consistent renormalization of vertex and selfenergy. In the case g 0 >0, the renormalization procedure scarcely affects the final result. On the other hand, in the case g 0 <0, we have obtained another type of resonance; logarithmic singularities disappear completely near the resonance energy. Moreover, the resonance energy itself is much reduced, which may perhaps come to the Fermi surface. Hence, it is to be expected that the behavior of several physical quantities at the low temperature region is qualitatively different from the one predicted by the Nagaoka-Suhl theory. In a subsequent paper, we shall examine this point.
Next, we would like to remark the relation between ( 45) and the perturbation expansiOn. By setting x 0 to be zero, ( 45) may reduce to (47) (47) is not similar in any sense to the perturbation expansion, which seems to mean that logarithmic singularities in the sum cancel out each other near the Fermi surface and finally the sum reduces to ( 4 7).
Although our result is finite everywhere, it must be noticed that r of (36) becomes not of the order of Uo but again of the order of 1 near the Fermi surface. That is, the rearranged series mentioned previously have poor convergence. However, except in the very neighborhood of the Fermi surface, (46) may be valid and its extrapolation seems meaningfull in a qualitative sense.
After transforming (1)2 into -(1)2 in (Al), we divide the integration range as
and apply (27) and similar relations to the first two r of (A1) which are functions of two variables. One may easily find that two integrals of (A2) are identical. By using (20), (A1) reduces to and R<a> = -4Po 2 SD dw1f((1)1) J"' l dw2JCw2) -1 -
x {(S(S+ 1) -1)r<<r)(E1+w1+w2, E1+w1)r<O")(E2+ (1) Now, the first integral of (A3) has the following form:
where Extended Parquet Theory for s-d System x = r<O' ,O) C E1 + w1 + w2, E1 + w1) r<O' ) C E1 + w1 + w2), Y = r<O',o) ( E2 + w1 + w2, E2 + w1).
(A7)
As seen from (27) and (2S), Y is a function of t ( E2 + W1 + W2) and t ( E2 + w1). By noting t(E 2 +w 1 +w 2 )'"'-'t(E1+w 1 +W2), the last factor of (A6) may be approximated as Y(E1+w1+W2, E2+w1). We next calculate S (J)l 1 R2 = dw2 X ( E 1 + W1 + w2, E 1 + w1) Y ( E2 + w1 + w2, E2 + w1) . Since fJXjfJw2oc ( E1 + W1 + W2)-1, we can now apply the logarithmic approximation to the integrand of (A9) on the same footing as (A6); Z ( E2 + (1) 1 + w 2 , E 2 + w 1 ) '"'"'Z(E1+W1+W2, E2+w1). Instead of calculating (A9) directly, however, it is convenient to integrate (A9) partially again:
R2 =X ( E1 + W1 + w2, E1 + w1) Z ( E2 + w1 + w2, E2 + w1) I ~~v -X ( E1 + w1 + w2, E1 + w1) Z ( E1 + w1 + w2, E2 + w1) I ~~v + R1 where O<B<l. The last term leads, with logarithmic accuracy, to.· (2E2-El) 12 (S + 1) Por(O') ( El + 2a>l) e-<S+l)z(•!+2rol).
E1 + a>1
We note here that R< 11 ) is a function of max ( Eh E 2 ) (see (Al3)).
