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Abstract
Most nonparametric function estimators can only handle continuous data.
We show that making discrete variables continuous by adding noise is justified
under suitable conditions on the noise distribution. This principle is widely
applicable, including density and regression function estimation.
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1. Introduction
In applications of statistics, data containing discrete variables are om-
nipresent. An online retailer records information on how many purchases a
customer made in the past. Social scientists typically use discrete scales on
which study participants rate their satisfaction, attitude, or feelings. Another
common example is where data describe unordered categories, like gender or
business sectors.
Suppose that (Z,X) is a random vector with discrete component Z ∈ Zp
and continuous component X ∈ Rq. This includes the cases p ≥ 1, q = 0
(all variables are discrete) and p = 0, q ≥ 1 (all variables are continu-
ous). We consider problems where one aims at estimating a functional T of
the density/probability mass function fZ,X based on observations (Zi,Xi),
i = 1, . . . , n. This formulation is general enough to include many common
problems in nonparametric function estimation, in particular: density esti-
mation, regression, and classification.
Some nonparametric estimation techniques have been specifically designed
to allow for mixed continuous and discrete data (Ahmad and Cerrito, 1994;
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Li and Racine, 2003; Hall et al., 1983; Efromovich, 2011), but the num-
ber is small and the more sophisticated methods are often developed in a
purely continuous framework. Examples are local polynomial methods (Fan
and Gijbels, 1996; Loader, 1999) or copula-based estimators (e.g., Otneim
and Tjøstheim, 2016; Nagler and Czado, 2016; Kauermann and Schellhase,
2014). These methods are no longer consistent when applied to mixed data
types.
There is a popular trick among practitioners to get an approximate an-
swer nevertheless: just make the data continuous by adding noise to each
discrete variable. This trick is sometimes called jittering or adding jitter.
Examples where it has been successfully applied are: avoiding overplotting
in data visualization (Few, 2008), adding intentional bias to complex ma-
chine learning models (Zur et al., 2004), deriving theoretical properties of
concordance measures (Denuit and Lambert, 2005), or nonparametric cop-
ula estimation for mixed data (Genest et al., 2017). An example of its misuse
was pointed out by Nikoloulopoulos (2013) in the context of parametric cop-
ula models. Generally, the trick lacks theoretical justification because it can
introduce bias. But we shall see that this issue is resolved under a suitable
choice of noise distribution.
This letter aims to formalize this somewhat “dirty” trick and to provide a
starting point for a more nuanced investigation of its properties. Some open
questions and partial answers will be given at the end.
2. Jittering mixed data
2.1. Preliminaries and notation
We assume throughout that all random variables live in a space with
a natural concept of ordering. Unordered categorical variables can always
be coded into a set of binary dummy variables (for which 0 < 1 gives a
natural ordering). We further assume without loss of generality that any
discrete random variable, say Z, is supported on a set ΩZ ⊆ Z. For any
continuous random vector X, we write fX for its joint density. In case Z is
a discrete random vector, fZ denotes its density with respect to the counting
measure, i.e., fZ(z) = Pr(Z = z). A random vector with mixed types will
be partitioned into (Z,X) ∈ Zp×Rq. Then fZ,X is the density with respect
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to the product of the counting and Lebesgue measures,
fZ,X(z,x) =
∂q
∂x1 · · · ∂xqPr
(
Z = z,X ≤ x).
2.2. The density of a jittered random vector
The jittered version of a random vector is defined by adding noise to all
discrete variables.
Definition 1. Let η be a bounded density function that is continuous almost
everywhere on R. The jittered version of the random vector (Z,X) ∈ Zp×Rq
is defined as (Z + ,X), where  ∈ Rp is independent of (Z,X).
Provided that fZ,X exists, the density of the jittered vector (Z+,X) is
simply the discrete-continuous convolution of fZ,X and the noise density f:
fZ+,X(z,x) =
∑
z′∈Zp
fZ,X(z
′,x)f(z − z′), for almost all (z,x) ∈ Rp+q.
We observe a close relationship between the densities fZ+,X and fZ,X . If
we know fZ,X at all values (z
′,x) ∈ Zp × Rq, we can immediately compute
fZ+,X at all values (z,x) ∈ Rp×q. The other direction is more interesting
for our purposes: can we recover fZ,X from known values of fZ+,X? In
general, this poses a rather challenging deconvolution problem. But we can
make things easier by a suitable choice of noise density η. In fact, there is a
large class of noise densities densities for which no deconvolution is necessary
and fZ,X and fZ+,X coincide on Zp × Rq.
Proposition 1. It holds
fZ+,X(z,x) = fZ,X(z,x) (1)
for any joint density fZ,X and all (z,x) ∈ Zp×Rq, if and only if the following
two conditions are satisfied:
1. f(0) = 1,
2. there exists γ2 ∈ (0, 1) such that f(x) = 0 for all x ∈ Rp \ [−γ2, γ2]p.
A simple, but powerful implication is that we can estimate the discrete-
continuous density fZ,X by estimating the purely continuous density fZ+,X .
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Figure 1: Jittering of a density function: (a) Binomial(4, 0.3) density; (b) two noise den-
sities from the family fUθ,ν , see Example 1; (c) the convolution of the densities in (a) and
(b).
2.3. A convenient class of noise distributions
In the following we give a particularly convenient class of noise densities.
Definition 2. We say that f ∈ Eγ1,γ2 for some 0 < γ1 ≤ 0.5 ≤ γ2 < 1,
if f(x) =
∏p
j=1 η(xp) for all x ∈ Rp, where η is an absolutely continuous
probability density function, η(x) = 1 for all x ∈ [−γ1, γ1], and η(x) = 0 for
all x ∈ R \ (−γ2, γ2).
The class Eγ1,γ2 satisfies (1), but adds two more restrictions to the con-
ditions given in Proposition 1: (i) the random noise is componentwise inde-
pendent, (ii) it is constant in a neighborhood of zero. The first restriction is
made purely for convenience and will be discussed further in Section 4.2. The
second ensures that the derivatives of fZ+,X(z,x) with respect to z vanish
for all (z,x) ∈ Zp ×Rq. This property is particularly useful in nonparamet-
ric density estimation, since an estimators’ bias is usually proportional to
derivatives of the target density.
Proposition 2. If f ∈ Eγ1,γ2, (z,x) ∈ Zp × Rq, and m ∈ Np such that∑p
k=1 mk = m, then
∂mfZ+,X(z,x)
∂zm11 · · · ∂zmpp
= 0.
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Example 1. Let ν ∈ N and 0 ≤ θ < 1. Set Uθ,ν = U + θ(Bν − 0.5) where
U ∼ U(−0.5, 0.5) and Bν ∼ Beta(ν, ν). The density of Uθ,ν can be calculated
as
fUθ,ν (x) =
{
1(|x| < 0.5), θ = 0,
FBν
{
(x+ 0.5)/θ + 0.5
}− FBν{(x− 0.5)/θ + 0.5}, θ > 0.
It is easy to check that fUθ,ν ∈ E(1−θ)/2,(1+θ)/2 and that fUθ,ν is ν − 1 times
continuously differentiable everywhere on R. Hence, if fZ,X(z,x) is m times
continuously differentiable in x for all (z,x) ∈ Zp × Rq, fZ+,X is min{ν −
1,m} times continuously differentiable everywhere on Rp+q. Also, fZ+,X
coincides with fZ,X everywhere on Zp × Rq. This is illustrated in Fig. 1 for
θ = 0 (the uniform distribution on (−0.5, 0.5), solid), as well as θ = 0.8 and
ν = 5 (dashed).
3. Nonparametric function estimation via jittering
3.1. Jittering estimators
Suppose we want to estimate a functional T of fZ,X , where (Z,X) ∈
Zp×Rq. Let (Z1,X1), . . . , (Zn,Xn) be a stationary sequence of random vec-
tors having the same distribution as (Z,X). Let further i, i = 1, . . . , n, be
independent and identically distributed vectors that have the same distribu-
tion as  (as in Definition 1) and are independent of (Z1,X1), . . . , (Zn,Xn).
Definition 3. An estimator τ̂n of T (fZ,X) is called jittering estimator if it
is a measurable function of the jittered data, i.e., τ̂n = τ̂n(Z1 + 1, . . . ,Xn).
Jittering estimators are extremely easy to implement: all one needs is a
way to generate random noise and an estimator that works for continuous
data. The following two examples introduce jittering analogues of popular
estimators that, in their original version, are only applicable to continuous
data.
Example 2 (Kernel density estimation). The jittering kernel density esti-
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mator of fZ,X is
f˜(z,x) =
1
nbn
n∑
i=1
K
{
(Zi + i,Xi)− (z,x)
bn
}
.
where bn > 0 and K is a symmetric, multivariate density function. The
classical kernel density estimator of Parzen (1962) and Rosenblatt (1956) is
recovered when i = 0 for all i = 1, . . . , n.
Example 3 (Local linear regression). The jittering local linear regression
estimator m̂ of E(X1 | Z = z,X−1 = x−1) is
arg min
(m̂,β)∈Rp+q−1
n∑
i=1
{
m̂−Xi,1 − β>(Zi + i,Xi,−1) + β>(z,x−1)
}
,
where bn and K are as in Example 2. With i = 0 for all i = 1, . . . , n, we
recover the classical local linear regression estimator (e.g., Fan and Gijbels,
1996).
3.2. Applications: estimating a regression function
Now suppose that there is another functional T ∗ such that T (fZ,X) =
T ∗(fZ+,X). We shall call T ∗ the jittering equivalent of T . Now if τ̂ is an
estimator of T ∗(fZ+,X), then it is also an estimator of T (fZ,X). This means
that we can use any estimator that works in a purely continuous setting to
estimate the target functional T (fZ,X), even though fZ,X is the density of
a mixed data model. An example for such a situation is density estimation
where T (fZ,X) = fZ,X(z,x) and T
∗ = T (see Proposition 1). But the setup
is much more general and covers most common regression problems, as the
following examples show.
Example 4 (Mean regression, continuous response). The conditional mean
E(X1 | Z = z,X−1 = x−1) can be expressed as
Tm,c(fZ,X) =
{∫
R
fZ,X(z,x)dx1
}−1 ∫
R
x1fZ,X(z,x)dx1.
The jittering equivalent is T ∗m,c = Tm,c. The discrete response case is analo-
gous.
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Example 5 (Distribution regression, discrete response). The conditional
distribution function Pr(Z1 ≤ z¯1 | Z−1 = z−1,X = x) can be expressed as
Tp,d(fZ,X) =
{∑
z1∈Z
fZ,X(z,x)
}−1 z¯1∑
z1=−∞
fZ,X(z,x).
The jittering equivalent is
T ∗p,d =
{∫
R
fZ+,X(z,x)dz1
}−1 ∫ z¯1
−∞
fZ+,X(z,x)dz1 +
fZ+,X(z¯1, z−1,x)
2
∫
R fZ+,X(z,x)dz1
.
The continuous response case is similar, but does not require a correction
term as in the previous display.
Example 6 (Quantile regression). For α ∈ [0, 1], the conditional quantile
function corresponding to Pr(Z1 ≤ · | Z−1 = z−1,X = x) can be expressed
as Tq,d(fZ,X) = inf
{
z¯1 ∈ R : Tp,d(fZ,X) ≥ α
}
, where Tp,d is as in Example 5.
The jittering equivalent is T ∗q,d(fZ,X) = inf
{
z¯1 ∈ R : T ∗p,d(fZ,X) ≥ α
}
. The
continuous response case is analogous.
3.3. Asymptotic properties
A convenient fact about jittering estimators is that asymptotic properties
for estimating T ∗(fZ+,X) directly translate into properties for estimating
T (fZ,X). The following result is trivial, but important enough to be stated
formally.
Proposition 3. Let T and T ∗ be two functionals such that T (fZ,X) =
T ∗(fZ+,X). If for some sequence rn → 0 and random variable W , r−1n {τ̂ −
T ∗(fZ+,X)} → W almost surely, in probability, or in distribution, then also
r−1n {τ̂ − T (fZ,X)} → W almost surely, in probability, or in distribution.
In particular, any (strongly) consistent estimator of T ∗(fZ+,X) is at the
same time a (strongly) consistent estimator of T (fZ,X). Even better: since
we can choose the noise distribution η we gain some control over the local
behavior of the jittered density fZ+,X . If T
∗ is sufficiently well-behaved, this
allows us to control the local behavior of the estimation target T ∗(fZ+,X),
too. For example, the form of the regression functionals and Proposition 2
imply that all derivatives of T ∗(fZ+,X) w.r.t. z vanish in a γ1-neighborhood
7
of z ∈ Zp. This allows to estimate regression functionals without bias for the
discrete part and, thus, to improve the convergence rates of the estimator
τ̂n; see Nagler (2017) for an in-depth analysis of the jittering kernel density
estimator.
4. Discussion
4.1. Benefits
The most obvious benefit of jittering estimators is convenience. For their
implementation, all one needs is an estimator that works in the continuous
setting and a way to simulate random noise. This is easily achieved in modern
statistical software. At second glance, the method opens many possibilities
to extend existing estimators to the mixed data setting. This is increasingly
useful with increasing complexity of the estimators. In many cases, there is
otherwise no straightforward way to adapt an estimator to mixed data.
A less obvious benefit arises for studying general properties of a nonpara-
metric function estimation problem. In the continuous setting, asymptotic
arguments are often easier and well-established. For example, jittering ar-
guments make it straightforward to derive minimax-optimal rates of conver-
gence in nonparametric mixed data models; see Nagler (2017) in the case of
density estimation.
4.2. Issues and open questions
Curse of dimensionality
A key issue for nonparametric estimators is the curse of dimensionality.
In a continuous setting, the speed of convergence decreases exponentially in
the dimension. For example, the classical convergence rate for estimating
a d-dimensional continuous density is n−2/(4+d). A discrete density on the
other hand can always be estimated with n−1/2 rate, so there is no curse
of dimensionality. It is not obvious, which regime jittering estimators fall
into, since a discrete density is estimated by exchanging it with a continuous
surrogate.
Unfortunately, this question has no general answer and depends on the
estimators’ characteristics. The main criterion is how “local” the estimator
operates; or more specifically, if the estimator is only affected by data in a
compact neighborhood. For example, B-spline methods and kernel estimators
with a compact kernel function will usually fall into the discrete regime,
whereas Bernstein polynomials and kernel estimators with unbounded kernels
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fall into the continuous one. But we should stress that such considerations are
only asymptotic and the behavior on finite samples will likely fall somewhere
in between.
Efficiency
Typically, adding noise brings about some unnecessary variance. The
magnitude of this effect depends on the characteristics of the estimator.
Generally, this additional variance can be reduced by averaging estimates
over multiple independent jitters (cf., Genest et al., 2017). In specific cases,
a jittering estimator can be inherently efficient, with no need for averaging
(see, Nagler, 2017, Section 4.1).
Choice of noise distribution
When using the jittering technique, an immediate question is which noise
distribution to choose. The necessary conditions given in Proposition 1 are
fairly broad and allow for a variety of noise distributions.
A referee asked whether it would be possible to preserve some dependence
characteristics of the data. Unfortunately, dependence between discrete vari-
ables and its connection to the continuous counterpart is a highly subtle is-
sue. One such subtlety is that there is no density when continuous variables
are perfectly dependent, but the probability mass function for perfectly de-
pendent variables exists. Genest and Neslehova (2007) address many other
interesting issues. The article also provides some arguments for using inde-
pendent noise, because it is the only way to preserve the equality between
probabilistic and analytical definitions of some margin-free dependence mea-
sures like Kendall’s τ and Spearman’s ρ (their equation 7) or tie-corrected
versions (p. 495).
In any case, one should understand jittering as an estimation technique
rather than a modeling technique. Interpreting the jittered model indepen-
dently of the “true” one is unlikely to be beneficial. The letter’s only criterion
for validity of jittering was consistency of estimators. But we should expect
that a data-driven choice of noise distribution would improve estimators’
accuracy. A closer examination of the noise distribution’s effect will be a
promising path for future research.
Restriction to nonparametric techniques
Finally, we should warn that this methodology is only valid for nonpara-
metric estimators. Usually, the shape of functionals of the jittered density
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can not be captured by parametric models, leading to estimators that are
inconsistent.
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