Observations of 48 red-clump stars were obtained in the H band with the PIONIER instrument installed at the Very Large Telescope Interferometer. Limb-darkened angular diameters were measured by fitting radial intensity profile I(r) to square visibility measurements. Half the angular diameters determined have formal errors better than 1.2 %, while the overall accuracy is better than 2.7 %. Average stellar atmospheric parameters (effective temperatures, metallicities and surface gravities) were determined from new spectroscopic observations and literature data and combined with precise Gaia parallaxes to derive a set of fundamental stellar properties. These intrinsic parameters were then fitted to existing isochrone models to infer masses and ages of the stars. The added value from interferometry imposes a better and independent constraint on the R − T eff plane. Our derived values are consistent with previous works, although there is a strong scatter in age between various models. This shows that atmospheric parameters, mainly metallicities and surface gravities, still suffer from a non-accurate determination, limiting constraints on input physics and parameters of stellar evolution models.
Introduction
Direct stellar angular diameter measurements are a valuable observable with which to determine a star's fundamental properties, particularly the linear radius and absolute luminosity through the combination of Gaia parallaxes. These properties, together with the mass, are particularly necessary to constrain stellar structure and evolution models. Usually, spectroscopy is used to determine the effective temperatures, surface gravities, and metallicities of a star which, combined with a known distance, provide the stellar radius and luminosity. This is then fitted to evolutionary tracks to yield the stellar mass. However, the spectroscopic atmospheric parameters strongly depend on the atmosphere models used, and do not provide estimates accurate enough to well constrain stellar evolution models. Various models exist in the literature, using different input physics and parameters (e.g. the helium content, mixing length parameter, amongst others), which can only be constrain with more precise measurements (see e.g. Gallenne et al. 2016; Valle et al. 2017) . Additional accurate parameters such as angular diameters provide independent constraints on the linear radii and luminosities. The high angular resolution obtained from long-baseline interferometry (LBI) enables us to spatially resolve the photospheric disks of the apparent biggest stars (typically a diameter > 0.5 mas, i.e. ∼ 10 R at 100 pc). LBI can provide very accurate angular size measurements, as already demonstrated (see e.g. Nordgren et al. 1999; Mozurkewich et al. 2003; Kervella et al. 2004; Baines et al. 2010; Boyajian et al. 2012; Gallenne et al. 2012) , and provide a valuable constraint on the input physics of theoretical stellar models.
In this paper, we present the measurements of the angular diameter of 48 F and G-type red-clump giant stars observed with the Very Large Telescope Interferometer (VLTI). The purpose is to accurately determine the absolute properties of such kind of stars through additional observable constraints. Details on the observations and data reduction are presented in Sect. 2, including additional spectroscopic observations. Sect. 3 is dedicated to the determination of limb-darkened angular diameters using atmospheric models. Stellar properties and derived masses and ages are presented in Sect. 4, and we summarize in Sect. 5. 
Observations and data reduction

Selected targets
All our red-clump stars were selected from Laney et al. (2012) , for which uniform and accurate near-infrared magnitudes have been obtained (∼ 0.005 mag). The initial goal of these interferometric observations was to measure their angular diameter to calibrate the surface brightness-colour (SBC) relation for late-type stars. These diameters were then combined with highquality and homogeneous V-and K-band photometry (Mermilliod et al. 1997; Laney et al. 2012) following the relation S V = V 0 + 5 log θ LD = a (V − K) 0 + b. This new accurate calibration of a and b, specific for these stars, is published in Pietrzynski et al. (2018) , and enables the determination of angular diameters at a 0.8 % accuracy level (r.m.s. of the SBC relation of 0.018 mag). We then used this relation for late-type eclipsing systems to measure the most accurate distance of the Large Magellanic Cloud to 1 % (Pietrzynski et al. 2018 ). This provides the best reference point ever obtained for the cosmic distance scale. Furthermore, accurate parallaxes for these red-clump stars can be found in the Gaia DR2 (Gaia Collaboration et al. 2018 , and combining them with angular diameter measurements provides unbiased informations on their intrinsic fundamental parameters, such as the linear radius and luminosity. Our selection criteria in the dataset of Laney et al. (2012) were to choose:
-targets with declination < 20
• in order to be observable from the VLTI, -expected angular diameters > 0.8 mas to be sufficiently resolved by the longest available VLTI baseline, -not flagged as binary in the Simbad database Also taking also into account the observability of the targets for visitor mode observations, we finally ended up with a total of 48 targets.
VLTI/PIONIER interferometric observations
We used the Very Large Telescope Interferometer (VLTI ; Haguenauer et al. 2010 ) with the four-telescope combiner PI-ONIER (Precision Integrated Optics Near-infrared Imaging ExpeRiment, Le Bouquin et al. 2011 ) to measure squared visibilities (V 2 ) and closure phases (CP) of our red-clump stars. PIO-NIER combines the light coming from four telescopes in the H band, either in a broad band mode or with a low spectral resolution, where the light is dispersed across a few spectral channel. Before Dec. 2014, the fringe dispersion was possible across three or seven channels, then PIONIER was upgraded with a new detector and a new GRISM dispersion mode with six spectral channels.
Our observations were carried out from 2013 to 2015 using the 1.8 m Auxiliary Telescopes with the configurations A1-G1-J3-K0 and A1-G1-I1-K0, providing six projected baselines ranging from 45 to 140 m. PIONIER was set up in dispersed mode for all targets, that is, the fringes are dispersed into three, seven, or six spectral channels.
We monitored the interferometric transfer function with the standard procedure which consists of interleaving the science target by reference stars. The calibrators were selected using the SearchCal software 1 (Bonneau et al. 2006 (Bonneau et al. , 2011 provided by the Jean-Marie Mariotti Center 2 (JMMC), and are listed in Table 1, together with the journal of the observations. The data have been reduced with the pndrs package described in Le Bouquin et al. (2011) . The main procedure is to compute squared visibilities and triple products for each baseline and spectral channel, and to correct for photon and readout noises.
Wavelength calibration
There are several sources of systematic in interferometry, but most of them are known and reduced to less than 0.1 %. For the interferometric observable, the visibility, which is a function of the spatial frequency B/λ, the main systematic is the accuracy on the wavelength calibration. The VLTI baseline lengths during the observations are known at an accuracy of better then 0.01 % thanks to a metrology laser, but the accuracy of the spectral calibration is instrument-dependent. In the case of PIONIER, this calibration is linked to scanning piezos used for the optical path delay modulation.
We performed during two hours several spectral calibrations on a cloudy night, with PIONIER in order to check the stability and repeatability (of the wavelength of each spectral channel). Over the two hours duration of the test, without moving the optics, the repeatability was found to be precise to ∼ 0.02 %. The comparison with the spectral calibration taken at the beginning of night (6h before) is precise to ∼ 0.06 %, while the comparison with the end of the night calibration, after moving the optics, gives an immediate repeatability precise to ∼ 0.02 %. However, there is an additional systematic error because the accuracy is limited by the calibration of the scanning piezo, which is usually assumed to be accurate to about 1 %. To better quantify this, we performed specific observations with GRAVITY, the second generation interferometric instrument of the VLTI (Eisenhauer et al. 2011) , which has a dedicated internal reference laser source allowing a wavelength accuracy better than 0.02 %. GRAVITY can therefore be used to cross-calibrate PIONIER through observations of a same target.
Our calibration observations consisted of observing the very well known binary star TZ For, for which the orbital parameters were derived with exquisite accuracy by Gallenne et al. (2016) . The observations were executed over two half nights on 31 October and 1 November 2017, alternating between both GRAVITY (hereafter G) and PIONIER (hereafter P). For each instrument we used the usual interferometric observing method by interleaving the TZ For observations by calibrator stars in order to monitor the transfer function of each instrument. The observing sequence with the instruments for each half night was P-G-P-G (we will call a sequence P-G a dataset). Data were reduced with the corresponding instrument pipeline, and the relative astrometric position of the secondary for each observation determined using the CANDID tool (see Sect. 2.4). In Fig. 1 we plot the relative difference between our observed projected separations for each instrument and the ones calculated from the orbital solutions of Gallenne et al. (2016) . We see a very good agreement in results between the two instruments and with the calculated position. For the first half night, we measured a relative difference of 0.22 % for the first data set (first P-G), and 0.28 % for the second one. For the first half night we found 0.29 %. For the second half night, we determined a relative difference of 0.31 % for the first data set, and 0.22 % for the second one. For the whole half night we also found 0.29 %. Combining all the data, we measured a relative difference of 0.35 %, which we adopt as the systematic uncertainty for the PIONIER wavelength calibration. We note that this is in very good agreement with the 0.4 % we previously determined in Kervella et al. (2017) from a different method.
In Fig. 1 we also see a slight systematic negative offset. Although this has no impact on our previous wavelength calibration analysis, this particularly shows that the orbital solutions need to be slightly revised. As this is not the goal of the paper, we determined new orbital solutions including the new PIONIER and GRAVITY measurements in Appendix A.
Checking for binarity
Although our selected targets are not identified as binary stars, detecting unknown orbiting high-contrast companions are still possible when using high-angular resolution techniques. We first had a visual analysis of the data to see any variations in the V 2 and CP measurements and cross-checked this with possible variations in the signal of the calibrators we used. A binary calibrator would lead to a bias estimate of the observables of the science target. We flagged all suspicious calibrators and reran the calibration process.
We then used the CANDID tool 3 (Gallenne et al. 2015) on all stars of our sample to detect possible components which might bias the angular diameter determinations or/and the photometry. This is particularly important for the calibration of the SBC relation as any binary would result as an outlier. In Table 1 we reported the stars for which a companion might have been detected with more than a 3σ level. We show an example is shown in Fig. 2 for HD45415, for which a companion is detected with a flux ratio f ∼ 1.4 % in H. However, the possible companions are not strongly constrained with our observations, as we only have one or two brackets per epoch and a small (u, v) coverage. Undetected astrometric faint companions which can bias the visible or IR photometry are still possible.
Spectroscopic observations
We collected high-resolution echelle spectra from HARPS spectrograph located in La Silla Observatory (Mayor et al. 2003) and CHIRON spectrograph located in Cerro Tololo Observatory (Tokovinin et al. 2013) . HARPS was used in EGGS mode offering a spectral resolution of R ∼ 80000 and CHIRON was also used with a resolution of R ∼ 80000. Both instruments cover the spectral range 3900 − 6900 Å. Calibrated spectra were obtained using the dedicated provided pipelines.
From the reduced spectra we performed two analyses to determined the atmospheric stellar parameters. First, we determined the effective temperature T eff , the surface gravity log g, the metallicity [Fe/H] and the microturbulent velocity v t as described in Villanova et al. (2010) , in other words, using the local thermodynamic equilibrium programme MOOG (Sneden 1973) and the equivalent widths (EQW) of the Fe i and Fe ii spectral lines. As a first step, atmospheric models were calculated using ATLAS9 models (Kurucz 1970) and initial estimates from the literature. Then, T eff , log g, and v t were adjusted and new atmospheric models were calculated in an interactive way, in order to remove trends in excitation potential and EQWs versus abundance for T eff , and v t , respectively, and to satisfy the ionization equilibrium for log g. The [Fe/H] value of the model was changed at each iteration, according to the output of the abundance analysis. A second determination of the effective temperature was also derived using the formalism of Kovtyukh & Gorlova (2000) based on spectral lines depth ratios and a calibration for giant stars (Kovtyukh et al. 2006) . A third estimate of the temperature was determined using T eff − (V − K) calibrations (Houdashelt et al. 2000; Ramírez & Meléndez 2005; Worthey & Lee 2011) . Finally, we retrieved additional measurement of temperatures, gravities, metallicities and velocities from the literature, when available. We used averages and standard deviations as our final values and uncertainties.
Limb-darkened angular diameters
We determine the limb-darkened angular diameters, θ LD , for each star by fitting the calibrated squared visibilities. Assuming a circular symmetry, we followed the formalism of Mérand et al. (2015) which consist in extracting the radial intensity profile I(r) of the spherical SATLAS models (Neilson & Lester 2013) , which was converted to a visibility profile using a Hankel transform:
where λ is the wavelength, x = πθ LD B/λ, B is the interferometric baseline projected on to the sky, J 0 the Bessel function of the first kind, and r = 1 − µ 2 , with µ = cos(θ), θ being the angle between the line of sight and a surface element of the star.
The SATLAS grid models span effective temperatures from 3000 to 8000 K in steps of 100 K, effective gravities from -1 to 3 in steps of 0.25, and masses from 0.5 to 20 M . For all stars, we chose the model with the closest temperature and gravity, and for a stellar mass of 1 M (typical for such stars). Effective temperatures and gravities were determined as explained in Sect. 2.5.
In Fig. 3 we plotted the visibility curve for two stars, and all the measured angular diameters are listed in Table 2 . Errors were determined using the bootstrapping technique (with replacement) on all baselines. The listed diameters correspond to the median of the distribution and the maximum value between the 16th and 84th percentile as uncertainty. Changing the models with T eff ± 200 K, log g ± 0.5 and M ± 2.5 M change the diameters by at most 0.3 %, which we added as error for each value to be conservative. Finally, we also added 0.35 % due to the systematic uncertainty from the wavelength calibration of PIONIER. The final overall angular diameter accuracy is better than 2.7 %, with a median value of 1.2 %.
Stellar properties
Stellar radii and luminosities
From the measured angular diameters and Gaia parallaxes (or from Hipparcos if not in the Gaia DR2, see Table 1 ), we can derive the stellar radii and the luminosities through the following equations
The values are listed in Table 2 . For the conversions, we adopted the nominal solar and astronomical constants from IAU 2015 Resolution B3 (Prša et al. 2016) and CODATA values (Mohr et al. 2016) . Gaia parallaxes were corrected from the zero point offset of ∼ 0.03 mas, and we quadratically added to the uncertainties a (conservative) systematic error of ±0.1 mas (Gaia Collaboration et al. 2018 ).
Ages and masses
We used the PARSEC (Bressan et al. 2012) and BaSTI (Pietrinferni et al. 2004 ) isochrone models to estimate the stellar masses and ages. These models are well suited as they include the horizontal and asymptotic giant branch evolutionary phases, and contain a wide range of initial masses and metallicities. In addition, it enable us to test the uncertainty of age and mass estimate induced by different stellar models.
PARSEC models are computed for a scaled-solar composition with Z = 0.0152, follow a helium initial content relation Y i = 0.2485 + 1.78 Z i , and include moderate convective core overshooting. The BaSTI models are computed for a scaled-solar composition with Z = 0.0198, a model composition following ∆Y/∆Z ∼ 1.4 with Y = 0.245 at Z = 0, and also include convective core overshooting. Both models assume the Reimers massloss rate η = 0.2.
For our fitting procedure, we computed several isochrones from the PARSEC database tool 4 , with ages ranging from t = 0.1 to 13 Gyr by step of 0.01 Myr, and metallicities from Z = 0.003 to 0.06 (i.e. −0.7 < [Fe/H] < +0.6, using [Fe/H] ∼ log (Z/Z )), by step of 0.001. The BaSTI isochrones are pre-computed in their database 5 , we downloaded models for t = 0.1 − 10 Myr by step of 0.01 Myr and Z = 0.002, 0.004, 0.008, 0.01, 0.0198, 0.03 and 0.04 (i.e. −1.0 < Fe/H < 0.3). These models are also for a scaled-solar composition (with Z = 0.0198) and also include overshooting. HD176704 has Fe/H = 0.36 dex, above the range of the BaSTI isochrones, but we rounded it down to 0.3. We chose grids fine enough in age to avoid interpolation (which might cause problems); the closest age is therefore always chosen in our fitting procedure.
The PARSEC output tables provide the luminosities, effective temperatures, effective gravities, and masses. We computed the linear radius from the table values following the equation
The surface gravities for BaSTI were determined using Newton's law of universal gravitation
with the solar constants from Prša et al. (2016) . Then, from these grids, we performed our isochrone fits by adopting fixed values of metallicity, and searched for the best age fit in luminosity, effective temperature, radii and effective gravity following a χ 2 statistic, that is, minimizing Our fitting procedure was the following. For the PARSEC isochrones, we first chose the closest grid in Z for a given metallicity (given in Table 2 ). We note that the grid was not interpolated as our downloaded tracks are also fine enough in metallicity. Then, we searched for the global χ 2 minimum in age and mass by fitting all isochrones for that given metallicity. A second fit is then performed around that global minimum values. For the BaSTI models, which are unfortunately not fine enough in metallicity, we first interpolated all isochrones to the given metallicity. We then also searched for the global χ 2 minimum in age and mass by fitting all isochrones for that given metallicity. A second fit was also performed around that global minimum values.
To assess the uncertainties for the PARSEC and BaSTI models, we repeated the process with Z ± σ. The final age and mass corresponding to each isochrone model are listed in Table 3 . We also listed the average and standard deviation between both models, together with the corresponding evolutionary status of the star. Figure 4 shows an example of a fitted isochrones for the star HD26464.
In most cases, both models give similar age and mass values, within the uncertainties. We found masses in the range 0.97 < M/M < 2.39 and ages 0.72 < t < 11.05 Gyr, which is consistent with what we expect from such stars. We can see that the masses are better determined than the ages. Comparison of the parameters between the two isochrone sets reveals no obvious systematic trends, but in some cases there are significant differences in age.
The average masses determined from isochrones fitting can be compared to the ones calculated from the surface gravity, that is, from Newton's law of universal gravitation with g the surface gravity and R the stellar radius. This is presented in Fig. 5 . No specific trend or offset is detected and they are in rather good agreement with each other, within 1-2σ.
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Age-metallicity relation
We plotted our derived ages and metallicities in the agemetallicity diagram, and compared them with other studies for the solar neighbourhood. We first compared our derived ages with the work of Takeda et al. (2016) for giant stars. We notice a very good agreement with their sample, as seen in Fig. 6 . In a wider context, our values for giants stars are also similar to the work for F-, G-, and K-type stars dwarfs (Casagrande et al. 2011; Ibukiyama & Arimoto 2002) . Our work supports the previous conclusions about the metallicity in our neighbourhood, that is, a little metallicity evolution in the past 10 Gyr and a large scatter at all ages. Although the scatter of the relation seems to increase with age, the trend tends to be almost flat. 
Conclusion
We report accurate angular diameters measurements of nearby giant stars. Our sample includes a total of 48 stars for which the diameter is measured to better than 2.7 %. These observations were initially carried out to improve the calibration of the surface brightness-colour relation of late-type stars and to measure absolute stellar dimension of late-type eclipsing binaries to less than 1 %. We then used such systems to measure the most accurate Large Magellanic Cloud distance at a level of 1 % (Pietrzynski et al. 2018) . Combining our angular diameters measurements with Hipparcos and Gaia DR2 parallaxes and spectroscopic effective temperatures, we determined linear radii and absolute luminosities with an average accuracy of 3 % and 6 %, respectively. We also fitted PARSEC and BaSTI model isochrones to derive the age and mass of these giant stars. The added value of interferometry is that the constraint on the mass and age imposed by the R − T eff plane is much tighter than using L−T eff only. We found an overall good agreement between our estimated masses and literature values, while age estimates are rather scattered. Although we have accurate knowledge of the stellar angular diameters, our analysis still requires accurate determinations of the other stellar parameters such as the metallicity in order to be able to constrain different input physics and parameters from stellar evolution models. The stars of our sample will soon be observed by the TESS (Ricker et al. 2014) and PLATO (Rauer et al. 2014) satellites, that will provide detailed asteroseismic frequency spectra. Together with our high-precision interferometric angular diameters and Gaia distances, this will enable a more accurate determination of their physical parameters (see e.g. Kervella et al. 2003; Thévenin et al. 2005; Cunha et al. 2007; Huber et al. 2012 ). This will also provide a stringent test of the asteroseismic scaling relations (see e.g. Huber et al. 2011; Gaulme et al. 2016, and reference therein) . 
Appendix A: Revised orbit of TZ Fornacis
Using the new interferometric measurements of this paper, we revised the orbital solutions of Gallenne et al. (2016) performing the exact same analysis, that is, simultaneously fitting the radial velocities of both components and the astrometry. The revised parameters are listed in Table A .1, which are in very good agreement (within 1σ) with our previously determined values. Here, we have taken into account the systematic uncertainty from the wavelength calibration determined in this paper, reducing the uncertainty on the semi-major axis and the distance. The relative difference between the observed and new calculated projected separations are displayed in Fig. A. 1. 
186.1 ± 0.7 π (mas) 5.37 ± 0.02 Table 1 . Log of the interferometric observations, together with some stellar information. 
