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ABSTRACT
The receptive fields of deep learning classification models determine the regions of the input data that
have the most significance for providing correct decisions. The primary way to learn such receptive
fields is to train the models upon masked data, which helps the networks to ignore any unwanted
regions, but has two major drawbacks: 1) it often yields edge-sensitive decision processes; and 2)
augments the computational cost of the inference phase considerably. This paper describes a solution
for implicitly driving the inference of the networks’ receptive fields, by creating synthetic learning
data composed of interchanged segments that should be apriori important/irrelevant for the network
decision. In practice, we use a segmentation module to distinguish between the foreground (impor-
tant)/background (irrelevant) parts of each learning instance, and randomly swap segments between
image pairs, while keeping the class label exclusively consistent with the label of the deemed im-
portant segments. This strategy typically drives the networks to early convergence and appropriate
solutions, where the identity and clutter descriptions are not correlated. Moreover, this data augmen-
tation solution has various interesting properties: 1) it is parameter-free; 2) it fully preserves the label
information; and, 3) it is compatible with the typical data augmentation techniques. In the empirical
validation, we considered the person re-identification problem and evaluated the effectiveness of the
proposed solution in the well-known Richly Annotated Pedestrian (RAP) dataset for two different set-
tings (upper-body and full-body), observing highly competitive results over the state-of-the-art. Under
a reproducible research paradigm, both the code and the empirical evaluation protocol are available at
https://github.com/Ehsan-Yaghoubi/reid-strong-baseline.
c© 2020 Elsevier Ltd. All rights reserved.
1. Introduction
Person re-identification (re-id) refers to the cross-camera re-
trieval task, in which a query from a target subject is used to
retrieve identities from a gallery set. This process is tied to
many difficulties, such as variations in human poses, illumina-
tion, partial occlusions, and cluttered backgrounds. The pri-
mary way to address these challenges is to provide large-scale
labeled learning data (which are not only hard to collect but
particularly costly to annotate) and expect that the deep model
learn the critical parts of the input data autonomously. This stra-
tegy is supposed to work for any problem, upon the existence
∗∗Corresponding author
e-mail: Ehsan.yaghoubi@ubi.pt (Ehsan Yaghoubi)
of enough learning data, which might correspond to millions of
learning instances in case of hard problems.
To skim the costly annotation step, various works have pro-
posed to augment the learning data using different techniques
(Shorten and Khoshgoftaar, 2019). They either use the avai-
lable data to synthesize new images or generate new images
by sampling from the learned distribution. In both cases, the
main objective is to increase the quantity of data, without assis-
ting the model to find the relevant regions of the input, so that
often the networks find spurious patterns in the background re-
gions that –yet– are matched with the ground truth labels. This
kind of techniques shows positive effects in several applicati-
ons; for example, (Dvornik et al., 2019) proposes an object de-
tection model, in which the objects are cut out from their ori-
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2ginal background and pasted to other scenes (e.g., a plane is
pasted between different sky images). On the contrary, in the
pedestrian attribute recognition and re-identification problems,
the background clutter is known as a primary obstacle to the
reliability of the inferred models.
Holistic CNN-based re-id models extract global features, re-
gardless of any critical regions in the input data, and typically
fail when the background covers most of the input. In particu-
lar, when dealing with limited amounts of learning data, three
problems emerge: 1) holistic methods may not find the fore-
ground regions automatically; 2) part-based methods (Varior
et al., 2016), (Li et al., 2017) typically fail to detect the ap-
propriate critical regions; and 3) attention-based models (e.g.,
(Xu et al., 2018) and (Zhao et al., 2017)) face difficulties in case
that multiple persons appear in a single bounding box. As an
attempt to reduce the classification bias due to the background
clutter (caused by inaccurate person detection or crowded sce-
nes), (Zheng et al., 2018b) proposes an alignment method to re-
fine the bounding boxes, while (Zhang et al., 2017) uses a local
feature matching technique. As illustrated in Fig. 1, although
the alignment-based re-id approaches reduce the amounts of
cluttered in the learning data, the networks still typically suffer
from the remaining background features, particularly if some of
the IDs always appear in the same scene (background).
To address the above-described problems, this paper intro-
duces a receptive field implicit definition method based on data
augmentation that could be applied to the existing re-id methods
as a complementary step. The proposed solution is: 1) mask-
free for the test phase, i.e., it does not require any additio-
nal explicit segmentation in test time; and 2) contributes to
foreground-focused decisions in the inference phase. The main
idea is to generate synthetic data composed of interleaved seg-
ments from the original learning set, while using class informa-
tion only from specific segments. During the learning phase,
the newly generated samples feed the network, keeping their
label exclusively consistent with the identity from where the
region-of-interest was cropped. Hence, as the model receives
images of each identity with inconsistent unwanted areas (e.g.,
background), it naturally pays the most attention to the regi-
ons consistent with ground truth labels. We observed that this
pre-processing method is equivalent to only learn from the ef-
fective receptive fields and ignore the destructive regions. Du-
ring the test phase, samples are provided without any mask, and
the network naturally disregards the detrimental information,
which is the insight for the observed improvements in perfor-
mance.
In particular, when compared to (Inoue, 2018) and (Zhong
et al., 2020), this paper can be seen as a data augmentation te-
chnique with several singularities: 1) we not only enlarge the
learning data but also implicitly provide the inference model
with an attentional decision-making skill, contributing to ignore
irrelevant image features during the test phase; 2) we generate
highly representative samples, making it possible to use our so-
lution along with other data augmentation methods; and 3) our
solution allows the on-the-fly data generation, which makes it
efficient and easy to be implemented beside the common data
augmentation techniques. Our evaluation results point for con-
Figura 1. The main challenge addressed in this paper: during the learning
phase, if the model sees all samples of one ID in a single scene, the final
feature representation of that subject might be entangled with spurious
(background) features. By creating synthetic samples with multiple back-
grounds, we implicitly guide the network to focus on the deemed important
features.
sistent improvements in performance when using our solution
over the state-of-the-art person re-id method.
2. Related Work
Data Augmentation. Data augmentation targets the root
cause of the over-fitting problem by generating new data sam-
ples and preserving their ground truth labels. Geometrical
transformation (scaling, rotations, flipping, etc.), color alte-
ration (contrast, brightness, hue), image manipulation (ran-
dom erasing (Zhong et al., 2020), kernel filters, image mi-
xing (Inoue, 2018)), and deep learning approaches (neural style
transfer, generative adversarial networks) (Shorten and Khosh-
goftaar, 2019) are the common augmentation techniques.
Recently, various methods have been proposed for image
synthesizing and data augmentation (Shorten and Khoshgof-
taar, 2019). For example, (Inoue, 2018) generates n2 samples
from an n-sized dataset by using a sample pairing method, in
which a random couple of images are overlaid based on the ave-
rage intensity values of their pixels. (Zhong et al., 2020) pre-
sents a random erasing data augmentation strategy that inflates
the learning data by randomly selecting rectangular regions and
changing their pixels values. As an attempt to robust the model
against occlusions, increasing the volume of the learning data
turned the concept of random erasing into a popular data aug-
mentation technique. (Dvornik et al., 2019) addressed the sub-
ject of object detection, in which the background has helpful
features for detecting the objects; therefore, authors developed
a context-estimator network that places the instances (i.e., cut
out objects) with meaningful sizes on the relevant backgrounds.
Person Re-ID. In general, early person re-id works stu-
died either the descriptors to extract more robust feature re-
presentations or metric-based methods to handle the distance
between the inter-class and intra-class samples (Bedagkar-Gala
and Shah, 2014). However, recent re-id studies are mostly ba-
3sed on deep learning neural networks that can be classified
into three branches (Wu et al., 2019): Convolutional Neural
Network (CNN), CNN-Recurrent neural network, and Gene-
rative Adversarial Network (GAN).
Among the CNN and CNN-RNN methods, those based on
attention mechanisms follow a similar objective to what we
pursue in this paper; i.e., they ignore background features by
developing attention modules in the backbone feature extrac-
tor. Attention mechanism may be developed for either single-
shot or multi-shot (video) (Chen et al., 2019), (Zhang et al.,
2020), (Cheng et al., 2020) scenarios, both of them aim to learn
a distinctive feature representation that focuses on the critical
regions of the data. To this end, (Yang et al., 2019) use the
body-joint coordinates to remove the extra background and di-
vide the image into several horizontal pieces to be processed
by separate CNN branches. (Xu et al., 2018) and (Zhao et al.,
2017) propose a body-part detector to re-identify the probe per-
son with matching the bounding boxes of each body-part, while
(Zhou and Yu, 2020) uses the masked out body-parts to ignore
the background features in the matching process. In contrast
to these works that explicitly implement the attentional process
in the structure of the neural network (Denil et al., 2012), we
provide an attentional control ability based on receptive field
augmentation detailed in section 3. Therefore, in some terms,
our work is similar to the GAN-based re-id techniques, which
usually aim to either increase the quantity of the data (Zheng
et al., 2017) or present novel poses of the existing identities
(Liu et al., 2018), (Borgia et al., 2019) or transfer the camera
style (Lin et al., 2020), (Wei et al., 2018). Although GAN-
based works present novel features for each individual, they
generate some destructive features that are originated from the
new backgrounds. Furthermore, these works ignore to handle
the problem of co-appearance of multiple identities in one shot.
3. Proposed Method
Figure 2 provides an overview of the proposed image synthe-
sis method, in this case, considering the full-body as the region
of interest (ROI). We show the first synthesize subset, in which
the new samples comprise of the ROI of the 1st sample and the
background of the other samples. It worth mentioning that we
have also evaluated the method for focusing on the upper-body
region, such that the generated images are composed of the
upper-body of the 1st sample and remaining segments (back-
ground and lower-body regions) of the other images while kee-
ping the label of the 1st sample.
3.1. Implicit Definition of Receptive Fields
As an intrinsic behavior of CNNs, in the learning phase,
the network extracts a set of essential features in accordance
with the image annotations. However, extracting relevant and
compressed features is an ongoing challenge, especially when
the background1 changes with person ID. Intuitively, when a
1The terms (unwanted region/region-of-interest), (undesired/desired) boun-
daries, (background/foreground) areas, and (unwanted/wanted) areas refer to
the data segments that are deemed to be irrelevant/relevant to the ground truth
label. For example, in a hair color recognition problem, the region-of-interest
person’s identity appears with an identical background, some
background features are entangled with the useful foreground
features and reduce the inference performance. However, if
the network sees one person with different backgrounds, it
can automatically discriminate between the relevant regions of
the image and the ground truth labels. Therefore, to help
the inference model automatically distinguishes between the
unwanted features and foreground features, in the learning
phase, we repeatedly feed synthetically generated, fake ima-
ges to the network that has been composed of two compo-
nents: i) critical parts of the current input image that describe
the ground truth labels (i.e., person’s identity), and we would
like to have an attention on them, and ii) parts of the other
real samples that intuitively are uncorrelated with the current
identity (i.e., background and body parts that we would like the
network to ignore them). Thus, the model looks through each
region of interest, juxtaposed with different unwanted regi-
ons –of all the images– enabling the network to learn where
to look at in the image and ignores the parts that are chan-
ging arbitrarily and are not correlated with ground truth
labels. Consequently, during the test phase, the model explo-
res the region of interest and discards the features of unwanted
regions that have been trained for.
Formally, let Ii, represent the ith image in the learning set, li,
its ground truth label and M j the corresponding binary mask,
discriminating the foreground/background regions. If ROI.
shows the region of interest and UR. refers to the unwanted
region, then, the goal is to synthesis the artificial sample Si¬ j
with the label li:
Si¬ j(x, y) = ROIi ∪ UR j, (1)
where ROI. = I.(x, y) such that M.(x, y) = 1, UR. = I.(x, y)
such that M.(x, y) = 0, and (x, y) are the coordinates of the
pixels.
Therefore, for an n-sized dataset, the maximum number of
generated images is equal to n2 − n. However, to avoid losing
the expressiveness of the generated samples, we consider se-
veral constraints. Hence, a combination of the common data
transformations (e.g., flipping, cropping, blurring) can be used
along with our method. Obviously, since we utilize the ground
truth masks, our technique should be done in the first place be-
fore any other augmentation transformation.
3.2. Synthetic Image Generation
To ensure that the synthetically generated images have a na-
tural aspect, we impose the following constraints:
Size and shape constraint. We avoid combining images with
significant differences in their aspect ratios of the ROIs to cir-
cumvent the unrealistic stretching of the replaced content or
large discontinuities between the body parts in the generated
images. To this end, the ratio between the foreground areas de-
fined by masks M j and Mi should be less than the threshold Ts
(we considered Ts = 0.8 in our experiments). Let A. be the area
is the hair area, which can be defined by a binary mask
4ADVANTAGES
4Attention on the Region of Interest (ROI) during the test
phase without using mask segmentation
4Inflating the learning set from n samples to n2 samples
4Complementary to common data augmentation methods
4Parameter learning free technique
4Generating highly representative samples
Figura 2. The proposed full-body attentional data augmentation (best viewed in color). Blue, orange, purple, and red denote the samples 1, 2, 3, and N,
respectively. The pale-yellow, green, pink, and purple colors represent their cluttered (background) regions, which should be irrelevant for the inference
process. Therefore, all the synthetic images labeled as 1 share the blue body region but have different backgrounds, which provides a strong cue for the
network to disregard such segments from the decision process.
of the foreground region (i.e., mask M.):
A. =
w∑
x=0
h∑
y=0
M j(x, y), (2)
where w and h are the width and height of the image, respec-
tively. This constraint translates to min(Ai, A j)/max(Ai, A j) <
Ts. Moreover, to ensure the shape similarity, we calculate the
Intersection over Union metric (IoU) for masks Mi and M j.
IoU(Mi, M j) =
Mi ∩ M j
Mi ∪ M j . (3)
By preserving the aspect ratio, the rectangular masks are then
cropped and resized to normalize their dimensions. Afterward,
if the IoU(Mi, M j) is lower than a threshold Ti, we consider
those images for the merging process.
Smoothness constraint. The transition between the source
image and the replaced content should be as smooth as possi-
ble to prevent from inserting any strong edges. As a challenge,
Mi and the body silhouette of the j-th person do not match per-
fectly. To overcome this issue, we enlarge the mask M j by
using the morphological dilation operator with a 7 × 7 kernel:
Md = M j ⊕ K7×7. Next, to guarantee the continuity between
the background and the newly added content, we use the image
in-painting technique in (Telea, 2004) to remove the undesired
area from the source image, as it has been dictated by the enlar-
ged mask Md.
Viewpoint constraint2. Body pose is another decisive factor
for generating semantically natural images. Thereby, we only
combine images with the same viewpoint annotations. For ins-
tance, suppose that we are interested in building attention on
the human upper-body; therefore, we should avoid generating
images composed of anterior upper-body of the i-th person and
posterior lower-body (and background) of the j-th person. One
can apply Alphapose (Fang et al., 2017) on any pedestrian da-
taset to estimate the body poses and then, uses (Maaten and
Hinton, 2008) to create clusters of poses as the viewpoint label.
However, since the RAP dataset annotations include the pose
information, we skipped this step in our experiments.
Figure 3 shows some examples generated by our techni-
que, providing attention to the upper-body or full-body region.
2This step is applicable for body-part data augmentation (see Fig. 3).
When enabling the attention of the upper-body region, fake
samples are different in the human lower body and the envi-
ronment, while they resemble each other in the person’s upper
body and identity label. By selecting the full-body as the ROI,
the generated images will be composed of similar body silhou-
ettes with different surroundings.
4. Implementation Details
We based our method on the baseline (Luo et al., 2019) and
selected a similar model architecture, parameter settings, and
optimizer. In this baseline3, authors resized images on-the-fly
into 128 × 128 pixels. As the RAP images vary in resolution
(from 33× 81 to 415× 583), to avoid any data deformation, we
first mapped the images to a squared shape, using a replication
technique, in which the row or column at the very edge of the
original image is replicated to the extra border of the image.
As the RAP dataset does not provide human body segmenta-
tion annotations, we first fed the images to Mask-R-CNN model
(He et al., 2017), which allowed to obtain the human segmen-
tation binary masks. Next, as described in subsection 3.2, we
generated the synthetic images, using the default parameter set-
tings described in the official project web page4 and inferred the
person masks without modifying the model weights.
To perform the re-id process, we followed the instructions
of (Li et al., 2018a) and split the dataset into train (1, 295 ids),
query (1, 294 ids), and gallery (1, 294 ids) sets, including res-
pectively 13, 101, 7173, and 13, 392 samples from 23 different
cameras.
5. Experiments and Discussion
5.1. Datasets
The Richly Annotated Pedestrian (RAP) benchmark (Li et al.,
2018a) is the largest well-known pedestrian dataset composing
of around 85, 000 samples from which 41, 585 images have
been elected manually for identity annotation. The RAP re-
id set includes 26, 638 images of 2, 589 identities and 14, 947
samples as distractors that have been collected from 23 came-
ras in a shopping mall. The provided human bounding boxes
have different resolutions ranging from 33×81 to 415×583. In
3https://github.com/michuanhaohao/reid-strong-baseline
4https://github.com/matterport/Mask_RCNN
5Original Synthetic samples (Full body receptive field)Synthetic samples (Upper body receptive field)
Figura 3. Examples of synthetic data generated for upper-body (center columns) and full-body (rightmost columns) receptive fields. The leftmost column
shows the original images. Additional examples are provided at https://github.com/Ehsan-Yaghoubi/reid-strong-baseline.
addition to human attributes, the RAP dataset is annotated for
camera angle, body-part position, and occlusions.
5.2. Baseline
A recent work by Facebook AI (Musgrave et al., 2020) men-
tions that upgrading factors such as the learning method (e.g.,
(Roth et al., 2019), (Kim et al., 2018)), network architecture
(e.g., ResNet, GoogleNet, BN-Inception), loss function (e.g.,
embedding losses (Cakir et al., 2019), (Wang et al., 2019) and
classification losses (Wang et al., 2018), (Qian et al., 2019)),
and parameter settings may improve the performance of an al-
gorithm, leading to unfair comparison. This way, to be cer-
tain that the proposed solution actually contributes for improve-
ments in performance, our empirical framework was carefully
designed in order to keep constant as many factors as possi-
ble with a recent re-id baseline (Luo et al., 2019)5. This ba-
seline has advanced the state-of-the-art performance with res-
pect to several techniques such as (Kalayeh et al., 2018),(Zhong
et al., 2018), and (Li et al., 2018b). In summary, it is a ho-
listic deep learning-based framework that uses a bag of tricks
that are known to be particularly effective for the person re-id
problem. Authors employ the ResNet-50 model as the back-
bone feature extractor, (fine-tuned from the ImageNet parame-
ters) and provide a freely-available implementation in an open-
source library (open-ReID6).
5The only difference between the experiments performed on the baseline
and our method was about the time to stop learning. We trained the baseline
for 2000 epochs and observed that after epoch 1120, the model is over-fitted
and the accuracy decreases. So, we reported the best possible results for the
baseline.
6https://cysu.github.io/open-reid/notes/overview.html
5.3. Re-ID Results
Following the settings suggested in (Luo et al., 2019), we re-
evaluated the baseline method on the RAP dataset, using the
state-of-the-art tricks such as warm-up learning rate (Fan et al.,
2019), random erasing data augmentation (Zhong et al., 2020),
label smoothing (Zheng et al., 2018a), last stride (Sun et al.,
2018), and BNNeck (Luo et al., 2019), alongside the conventi-
onal data augmentation transformations (i.e., random horizon-
tal flip, random crop, and 10-pixel-padding and original-size-
crop).
Table 1 provides the overall performances based on the mean
Average Precision (mAP) metric and Cumulative Match Cha-
racteristic (CMC) for ranks 1, 5, and 10, denoting the possibi-
lity of retrieving at least one true positive in the top-1, 5, and 10
ranks. We evaluated both models using two sampling methods
and observed a slight improvement in the performance of both
methods when using the triplet-softmax over softmax sampler.
As previously mentioned, our method could be treated as an
augmentation method that requires a paired-process (i.e., ex-
changing the foreground and background of each pair of ima-
ges), imposing a computational cost to the learning phase. Mo-
reover, due to increasing the learning samples from n to less
than n2, the network needs more time and the number of epo-
chs to converge. Therefore, learning our method (using triplet-
softmax sampler) for 280 epochs lasted around 20 hours with
loss value 1.3, while the baseline method accomplished 2000
epochs after 37 hours of learning with loss value 1.0.
Comparison of the first and second rows of Table 1 shows
that our technique with an attention on the human upper-body
achieves competitive results, with less than 1.5% difference
with the baseline. However, the higher the rank, the closer the
performance values are, such that for triplet-softmax sampler,
the difference between the rank 10 accuracy of the baseline and
6Tabela 1. Results comparison between the baseline (top row) and our solutions for defining receptive fields, particularly tuned for the upper body and full
body, on the RAP benchmark. mAP and Ranks 1, 5, and 10 are given, for the softmax and triplet-softmax samplers. The best results per performance
measure appear in bold.
softmax sampler triplet-softmax sampler
rank=1 rank=5 rank=10 mAP rank=1 rank=5 rank=10 mAP
Luo et al. (Luo et al., 2019)∗ 64.1 81.5 86.8 45.8 66.1 81.9 86.3 45.9
Ours (Upper Body)∗∗ 62.9 79.8 84.7 40.2 64.8 81.4 85.9 42.4
Ours (Full Body)∗∗ 65.7 82.2 87.2 45.0 69.0 83.6 88.1 46.3
∗The best possible results occurred for triplet-softmax sampler in epoch 1120.
∗∗The results after 280 epochs, lasted around 20 hours.
our upper-body model is 0.4%.
The third row of Table 1 provides the performance of the
proposed method with an attention on the human full-body
and –not surprisingly– indicates that concentration on the full-
body (rather than upper-body) yields more useful features for
short-time person re-id. However, comparing the three rows of
the result table together, we could perceive how much is the
lower-body important –as a body-part with most background
region? For example, when using full-body region (over the
upper-body) with triplet-softmax sampler, the rank 1 accuracy
improves 4.2%, while the accuracy difference of rank 1 between
the holistic baseline and full-body method is 2.9%, indicating
that 1.3 of our improvement (in rank 1) over the baseline is be-
cause of attention on the lower-body and the rest (1.6%) is due
to focusing on the upper-body.
During the learning phase, each synthesized sample is gene-
rated with a probability between [0, 1], with 0 meaning that no
changes will be done in the dataset (i.e., we use the original
samples) and 1 indicates that all samples will be transformed
(augmented). We studied the effectiveness of our method for
different probabilities (from 0.1 to 0.9) and gave the obtained
results in Table 2. Overall, the optimal performance of the pro-
posed technique is attained when the augmentation probability
lies in the [0.3, 0.5] interval. This leads us to conclude that such
intermediate probabilities of augmentation keep the discrimi-
nating information of the original data while also guarantee the
transformation of enough data for yielding an effective attention
mechanism.
5.3.1. Why Does Our Method Boost The Performance?
Our method’s effectiveness could have different justificati-
ons: at first, it is known that Convolutional Neural Networks
(CNNs) are heavily data-driven, and often when the more the
data is available, the higher the performance will be attained.
In fact, more data assist the network in exploring and exploi-
ting the problem space’s regions better, which eventuate into
superior performance. Each image of the dataset can be consi-
dered as an extra point in the feature space, which augments
the density of learning set. Secondly, in a supervised and
label-based fashion, data augmentation is effective only when
the extracted features from the synthetic data are compatible
with the ground truth labels. For example, if a subject image
is labeled according to the body-figure, stretching the images
will make the network learn a thin person as an over-weighted
person. Therefore, random erasing and random crops could
provide unsafe augmentation, which does not happen in our
method. Furthermore, our experiments showed that when we
add human-attribute-based constraints, we generate even more
realistic samples. For instance, if considering the age constrain,
to generate a new sample, we combine the ROIi with UR j if
and only if the ith and jth samples have the same age label.
6. Conclusions
CNNs are known to be able to autonomously find the critical
regions of the input data and discriminate between foreground-
background regions. However, to accomplish such a challen-
ging goal, they demand large volumes of learning data, which
can be hard to collect and particularly costly to annotate, in case
of supervised learning problems. In this paper, we described a
solution based on data segmentation and swapping, that inter-
changes segments apriori deemed to be important/irrelevant for
the network responses. The proposed method can be seen as a
data augmentation solution that implicitly also empowers the
network to improve its receptive fields inference skills. In prac-
tice terms, during the learning phase, we provide the network
with an attentional mechanism derived from prior information
(i.e., annotations and body masks), that not only determines
the critical regions of the input data but also provides impor-
tant cues about any useless input segments that should be dis-
Tabela 2. Ablation results of the proposed attentional augmentation technique for upper-body and full-body attention types. Red and blue colors, respec-
tively, denote the best and second-best results.
Attention Type
Augmentation
Probability
rank=1 rank=5 rank=10 rank=50 mAP
Upper-body
0.1 53.4 72.3 78.9 90.6 34.8
0.3 63.1 79.8 84.8 93.2 41.1
0.5 64.4 80.3 85.1 92.6 40.2
0.7 62.1 78.3 83.0 91.6 37.7
0.9 59.0 75.3 80.6 90.2 34.8
Full-body
0.3 69.0 83.6 88.1 94.8 46.3
0.5 68.0 82.6 87.0 94.3 44.6
7regarded from the decision process. Finally, it is important to
stress that, in test time, samples are provided without any seg-
mentation mask, which lowers the computational burden with
respect to previously proposed explicit attention mechanisms.
As a proof-of-concept, our experiments were carried out in the
highly challenging pedestrian re-identification problem, and the
results show that our approach –as a complementary data aug-
mentation technique– could contributes to significant improve-
ments in performance of the state-of-the-art re-id baseline.
Acknowledgments
This research is funded by the "FEDER, Fundo de Coesao e Fundo
Social Europeu"under the "PT2020 - Portugal 2020"program, "IT: Ins-
tituto de Telecomunicações"and "TOMI: City’s Best Friend."Also, the
work is funded by FCT/MEC through national funds and, when appli-
cable, co-funded by the FEDER PT2020 partnership agreement under
the project UID/EEA/50008/2019.
Referências
Bedagkar-Gala, A., Shah, S.K., 2014. A survey of approaches and trends in
person re-identification. Image and vision computing 32, 270–286.
Borgia, A., Hua, Y., Kodirov, E., Robertson, N., 2019. Gan-based pose-aware
regulation for video-based person re-identification, in: 2019 IEEE Winter
Conference on Applications of Computer Vision (WACV), IEEE. pp. 1175–
1184.
Cakir, F., He, K., Xia, X., Kulis, B., Sclaroff, S., 2019. Deep metric learning
to rank, in: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 1861–1870.
Chen, G., Lu, J., Yang, M., Zhou, J., 2019. Spatial-temporal attention-aware le-
arning for video-based person re-identification. IEEE Transactions on Image
Processing 28, 4192–4205.
Cheng, L., Jing, X.Y., Zhu, X., Ma, F., Hu, C.H., Cai, Z., Qi, F., 2020. Scale-
fusion framework for improving video-based person re-identification perfor-
mance. Neural Computing and Applications , 1–18.
Denil, M., Bazzani, L., Larochelle, H., de Freitas, N., 2012. Learning where
to attend with deep architectures for image tracking. Neural Comput. 24,
2151–2184.
Dvornik, N., Mairal, J., Schmid, C., 2019. On the importance of visual context
for data augmentation in scene understanding. IEEE Transactions on Pattern
Analysis and Machine Intelligence .
Fan, X., Jiang, W., Luo, H., Fei, M., 2019. Spherereid: Deep hypersphere
manifold embedding for person re-identification. J VIS COMMUN IMAGE
R. 60, 51–58.
Fang, H.S., Xie, S., Tai, Y.W., Lu, C., 2017. Rmpe: Regional multi-person
pose estimation, in: Proceedings of the IEEE International Conference on
Computer Vision, pp. 2334–2343.
He, K., Gkioxari, G., Dollár, P., Girshick, R., 2017. Mask r-cnn, in: Proc IEEE
ICCV, pp. 2961–2969.
Inoue, H., 2018. Data augmentation by pairing samples for images classifica-
tion. arXiv preprint arXiv:1801.02929 .
Kalayeh, M.M., Basaran, E., Gökmen, M., Kamasak, M.E., Shah, M., 2018.
Human semantic parsing for person re-identification, in: Proc IEEE CVPR,
pp. 1062–1071.
Kim, W., Goyal, B., Chawla, K., Lee, J., Kwon, K., 2018. Attention-based
ensemble for deep metric learning, in: Proceedings of the European Confe-
rence on Computer Vision (ECCV), pp. 736–751.
Li, D., Chen, X., Zhang, Z., Huang, K., 2017. Learning deep context-aware
features over body and latent parts for person re-identification, in: Procee-
dings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 384–393.
Li, D., Zhang, Z., Chen, X., Huang, K., 2018a. A richly annotated pedestrian
dataset for person retrieval in real surveillance scenarios. IEEE T IMAGE
PROCESS 28, 1575–1590.
Li, W., Zhu, X., Gong, S., 2018b. Harmonious attention network for person
re-identification, in: Proc IEEE CVPR, pp. 2285–2294.
Lin, Y., Wu, Y., Yan, C., Xu, M., Yang, Y., 2020. Unsupervised person re-
identification via cross-camera similarity exploration. IEEE Transactions
on Image Processing 29, 5481–5490.
Liu, J., Ni, B., Yan, Y., Zhou, P., Cheng, S., Hu, J., 2018. Pose transferrable per-
son re-identification, in: Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 4099–4108.
Luo, H., Gu, Y., Liao, X., Lai, S., Jiang, W., 2019. Bag of tricks and a strong
baseline for deep person re-identification, in: Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition Workshops, pp. 0–0.
Maaten, L.v.d., Hinton, G., 2008. Visualizing data using t-sne. Journal of
machine learning research 9, 2579–2605.
Musgrave, K., Belongie, S., Lim, S.N., 2020. A metric learning reality check.
arXiv preprint arXiv:2003.08505 .
Qian, Q., Shang, L., Sun, B., Hu, J., Li, H., Jin, R., 2019. Softtriple loss:
Deep metric learning without triplet sampling, in: Proceedings of the IEEE
International Conference on Computer Vision, pp. 6450–6458.
Roth, K., Brattoli, B., Ommer, B., 2019. Mic: Mining interclass characteris-
tics for improved metric learning, in: Proceedings of the IEEE International
Conference on Computer Vision, pp. 8000–8009.
Shorten, C., Khoshgoftaar, T.M., 2019. A survey on image data augmentation
for deep learning. J. Big Data 6, 60.
Sun, Y., Zheng, L., Yang, Y., Tian, Q., Wang, S., 2018. Beyond part models:
Person retrieval with refined part pooling (and a strong convolutional base-
line), in: Proc IEEE ECCV, pp. 480–496.
Telea, A., 2004. An image inpainting technique based on the fast marching
method. Journal of graphics tools 9, 23–34.
Varior, R.R., Shuai, B., Lu, J., Xu, D., Wang, G., 2016. A siamese long short-
term memory architecture for human re-identification, in: European confe-
rence on computer vision, Springer. pp. 135–153.
Wang, H., Wang, Y., Zhou, Z., Ji, X., Gong, D., Zhou, J., Li, Z., Liu, W., 2018.
Cosface: Large margin cosine loss for deep face recognition, in: Procee-
dings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 5265–5274.
Wang, X., Han, X., Huang, W., Dong, D., Scott, M.R., 2019. Multi-similarity
loss with general pair weighting for deep metric learning, in: Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition, pp.
5022–5030.
Wei, L., Zhang, S., Gao, W., Tian, Q., 2018. Person transfer gan to bridge
domain gap for person re-identification, in: Proceedings of the IEEE confe-
rence on computer vision and pattern recognition, pp. 79–88.
Wu, D., Zheng, S.J., Zhang, X.P., Yuan, C.A., Cheng, F., Zhao, Y., Lin, Y.J.,
Zhao, Z.Q., Jiang, Y.L., Huang, D.S., 2019. Deep learning-based methods
for person re-identification: A comprehensive review. Neurocomputing .
Xu, J., Zhao, R., Zhu, F., Wang, H., Ouyang, W., 2018. Attention-aware com-
positional network for person re-identification, in: Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, pp. 2119–2128.
Yang, F., Yan, K., Lu, S., Jia, H., Xie, X., Gao, W., 2019. Attention driven
person re-identification. Pattern Recognition 86, 143–155.
Zhang, L., Shi, Z., Zhou, J.T., Cheng, M.M., Liu, Y., Bian, J.W., Zeng, Z.,
Shen, C., 2020. Ordered or orderless: A revisit for video based person
re-identification. IEEE Transactions on Pattern Analysis and Machine Intel-
ligence .
Zhang, X., Luo, H., Fan, X., Xiang, W., Sun, Y., Xiao, Q., Jiang, W., Zhang, C.,
Sun, J., 2017. Alignedreid: Surpassing human-level performance in person
re-identification. arXiv preprint arXiv:1711.08184 .
Zhao, L., Li, X., Zhuang, Y., Wang, J., 2017. Deeply-learned part-aligned
representations for person re-identification, in: Proceedings of the IEEE in-
ternational conference on computer vision, pp. 3219–3228.
Zheng, Z., Zheng, L., Yang, Y., 2017. Unlabeled samples generated by gan
improve the person re-identification baseline in vitro, in: Proceedings of the
IEEE International Conference on Computer Vision, pp. 3754–3762.
Zheng, Z., Zheng, L., Yang, Y., 2018a. A discriminatively learned cnn embed-
ding for person reidentification. ACM TOMM 14, 13.
Zheng, Z., Zheng, L., Yang, Y., 2018b. Pedestrian alignment network for large-
scale person re-identification. IEEE Transactions on Circuits and Systems
for Video Technology 29, 3037–3045.
Zhong, Z., Zheng, L., Kang, G., Li, S., Yang, Y., 2020. Random erasing data
augmentation, in: Proc AAAI Conf, pp. 0–0.
Zhong, Z., Zheng, L., Zheng, Z., Li, S., Yang, Y., 2018. Camstyle: A no-
vel data augmentation method for person re-identification. IEEE T IMAGE
PROCESS 28, 1176–1190.
Zhou, C., Yu, H., 2020. Mask-guided region attention network for person re-
identification, in: Pacific-Asia Conference on Knowledge Discovery and
Data Mining, Springer. pp. 286–298.
