Introduction
One of the favourite problems of Erdős (and Turán) was to investigate local problems in the distribution of primes, in particular to examine gaps or blocks of successive gaps between consecutive primes.
Let P := {p n } ∞ 1 be the sequence of all primes and d n = p n − p n−1 (n = 2, 3, . . . ) (1.1)
be the sequence of gaps between consecutive primes. In 1948 Erdős and Turán [4] showed that
changes sign infinitely often. Soon after this Erdős [2] showed the stronger relation lim inf
In the same work [4] , that is, already 67 years ago, Erdős and Turán asked for a necessary and sufficient condition that k i=1 a i p n+i (1.4) should have infinitely many sign changes as n → ∞, where a 1 , . . . , a k are given real numbers. They observed that
is clearly necessary, and Pólya observed that if (1.4) has infinitely many sign changes, then the k numbers
cannot all have the same sign. As described in [4] and [3] , Erdős, Pólya and Turán then conjectured that the above condition on α j is a necessary and sufficient condition for the infinitely many sign changes of (1.4). As Erdős writes on p. 12 of [3] : "We are very far from being able to prove this, in fact I cannot even prove that d n > d n+1 + d n+2 has infinitely many solutions. I proved the following much easier theorem: Assume that
Then (1.4) changes sign infinitely often." In my recent work [7] I showed several partial results in this direction (see Theorems 17-19) but I was far from being able to show the original conjecture of Erdős, Pólya and Turán. In the present work I will show the original conjecture based on the recent groundbreaking ideas of J. Maynard [6] and T. Tao [9] on bounded gaps between primes.
2 Some remarks and a stronger form of the Erdős-Pólya-Turán conjecture
Since the necessity of (1.5) is trivial we can further on always suppose (1.5). So we can rewrite (1.4) as
if we define α 0 = 0. Thus the original conjecture is equivalent to the following one (if we let ℓ := k − 1).
changes sign infinitely often as n runs through all integers if and only if the non-zero elements among α 1 , α 2 , . . . , α ℓ do not all have the same sign.
Theorem 1. The above conjecture is true.
The above theorem clearly follows from (but as it is easy to see, is in fact equivalent to) the following one.
Theorem 2. We have for every fixed natural number ℓ
We will prove this in the stronger form expressed by Theorem 3. For every natural number ℓ there exists an explicitly calculable constant c(ℓ) > 0 such that
Remark. It follows from the proof that one can take
with positive absolute constants C 1 , C 2 > 0.
Proof of Theorem 3
The proof will be based on the first assertion (see ( (3.1)
and p
be a partition of H into 16m+1 sets of equal size. Finally, let b be an integer such that
There is some n 1 ∈ (N, 2N ] with n 1 ≡ b mod W , and some set of m + 1 distinct indices {i 1 , . . . , i m+1 } ⊆ {1, . . . , 16m + 1}, such that
Remark 1. The definition of Z N 4ǫ is given earlier in the work [1] but its value does not play a significant role in the application of the result (it is the greatest prime factor of a possible exceptional modulus if such a modulus exists and it is equal to 1 if no such modulus exists).
Remark 2. According to the calculation of the present author 8m + 1 in (4.18) of [1] has to be replaced by 16m + 1.
The proof uses the Maynard-Tao method [6] , [9] and other important ideas as a modified Erdős-Rankin type construction (see Section 5 of [1] ), a modified Bombieri-Vinogradov theorem, somewhat similar to Theorem 6 of [5] , and an important observation of the Polymath project [8] according to which one can estimate from above how often we have more than one prime in the translation of a subset H ′ of an admissible k-tuple H (in the weighted sense).
We note that the variable k in Theorem A has nothing to do with the one appearing in Section 1 and (2.1) of our work which satisfied k = ℓ + 1. The present k will be here a large multiple of 16m + 1 and m will satisfy m ≍ ℓ here. In fact we will define now L := ℓ + 2, m := 62L − 33 = 62ℓ + 91.
(3.7)
The Maynard-Tao method needs to choose in the proof of Theorem A
(by the relation δ̺ log k = 2m, appearing in the first line on p. 17 of [1] ). This will imply the appearance of (log n) c(ℓ) in (2.4) of us with c(ℓ) defined as in (2.5) , that is C 1 exp(−C 2 ℓ).
In order to show Theorem 3 we will choose with a sufficiently large k an admissible k-tuple of H with
for every given sufficiently large N . We further let J := 32L − 17 (3.10) which implies 16m + 1 = 992L − 527 = 31J. (3.11)
We will partition our admissible k-tuple H into 16m + 1 = 31J subsets of equal size k/(31J).
We will use the additional information of [1] (see Sections 5 and 6 of it) that by the Erdős-Rankin procedure one can find for any sufficiently large N an admissible k-tuple H and a number n ∈ [N, 2N ] which we fix in the following, such that with a z > log N log 2 N (3.12) all numbers of the form n + ν, 1 < ν z, ν / ∈ H (3.13)
should be composite. Hence all possible primes in (n + 1, n + z] should be of type n + h i , h i ∈ H. We have here a lot of freedom in choosing H. First its elements can be as large as log N and the conditions of Theorem A allow us to choose its elements as
for any choice of β 1 , . . . , β k and c 1 , . . . , c k ∈ (0, 1] (see Sections 5-6 of [1] ). We will choose β i = 1 (i = 1, 2, . . . , k) and with
15) we will choose
This means that
From (3.16) we further see that c i = f (ν, µ, λ), and consequently b i will be monotonically increasing in both µ and λ for each fixed value of ν when
More exactly, for every fixed ν we have
On the other hand this construction shows that
which means that f (ν, µ, λ) is monotonically decreasing in ν independently of the values of µ and λ. Let us define now the partition of H into 31J = 16m + 1 subsets H ν,µ (0 ν 30, 0 µ J − 1) as
and let us organize these subsets into 31 columns according to the value of the index ν for ν = 0, 1, . . . , 30.
The observations (3.17)- (3.19) show that the values of b i are increasing (by a factor (1+ o(1) )(log N ) 1/k ) within each column. Further we see that if b i is in another column than b j with an index
This means by (3.17) that if n + h i and n + h j (i < j) are consecutive primes, then their difference is asymptotically equal to the dominant b t with i < t j and the ratio between two consecutive primegaps will be
Theorem 2 will be shown if we can reach in one of the columns with index ν = 0, 1, . . . , 29 (that is, ν = 30) at least L primes of the form n + h i in such a way that we should have still in total at least L primes of type n + h i in all remaining columns with an index larger than ν.
In this case we can choose the largest index i within that column (that is, with ν(i) = ν) as our h i for which n + h i ∈ P, and we let 
in accordance with (2.4). Further, in view of (3.21)-(3.22), as all the later primes of type p m+t with t 1 are of the form n + h j with ν(j) > ν(i) we will have for the increments the relation (3.22) and this will yield
So, let us suppose now that the first column having at least L primes of the form n + h i has index y, where 0 y 30. If such an index, that is, such a column does not exist, then we have in total at most 31L < 62L − 32 = m + 1 (3.27) primes among n + h i in contradiction with (3.6) in Theorem A. So we have such a column with index y ∈ [0, 30]. This column contains at most J subsets of type H it described in (3.6). If we have no further column at all (i.e. y = 30) or the number of primes in later columns is in total at most L − 1, then we have in total at most 30(L − 1) primes in all other columns. This means that the total number of subsets H it with exactly one prime of the form n + h j in it (h j ∈ H it ) is at most (cf. 
