In a pioneering study, Lee et al. 1 demonstrated how free energies of Lennard-Jones ͑LJ͒ clusters could be determined from Monte Carlo ͑MC͒ simulations. Subsequently, Garcia and Torroja 2 compared the simulation results with both classical nucleation theory and experimental values for argon nucleation. Since then, there have been many such comparisons as well as simulations to determine the properties of the bulk LJ fluid.
1 demonstrated how free energies of Lennard-Jones ͑LJ͒ clusters could be determined from Monte Carlo ͑MC͒ simulations. Subsequently, Garcia and Torroja 2 compared the simulation results with both classical nucleation theory and experimental values for argon nucleation. Since then, there have been many such comparisons as well as simulations to determine the properties of the bulk LJ fluid. [3] [4] [5] Recently, Merikanto et al. 6 showed that MC simulations for LJ ͑and water͒ cluster free energies agree with classical theory predictions provided a size-independent correction factor is included in the work of cluster formation and 7 that there is a connection between the properties of small clusters and the lower order virial coefficients. They used a cluster defined by the Stillinger criterion ͑all atoms within a specified distance R s of at least one other cluster atom͒ rather than the center of mass definition used by Lee et al. Here, we report results for center of mass clusters at various temperatures and show that they can be used to estimate certain bulk properties of the LJ fluid.
We consider a cluster containing i atoms ͑referred to as an i cluster͒ interacting by the full ͑i.e., not truncated͒ LJ potential, u͑r͒ =4͕͑ / r͒ 12 − ͑ / r͒ 6 ͖. Dimensionless quantities, denoted by an ‫",ء"‬ are scaled by the appropriate combinations of and . We define an i cluster as any arrangement of i monomers within a specified distance R i of their center of mass and took R i = ͑15i 3 / 4͒ 1/3 . The partition function of an i cluster is written as V 3͑i−1͒ ⌳ −3i q i , where ⌳ is the de Broglie wavelength and V is the container volume. The scaled partition function q i can be determined from,
͑1͒
where q ig ͑i͒ = ͑5i͒ i−1 a͑i͒i 3/2 / i! is the scaled partition function of an ideal gas i cluster, U i is the total interaction energy of the cluster atoms, ͗ ͘ ig denotes an average over the ideal gas cluster ͑i.e., all moves satisfying the cluster definition are accepted͒, and ͗ ͘ T denotes the canonical average at temperature T. The a͑i͒ are defined in Ref. 1 . The maximum temperature T 0 should be chosen so that the average of the exponential can be evaluated accurately: We used T 0 =10 3 / k. The averages in Eq. ͑1͒ were calculated by the Metropolis MC method. Typically, 5 ϫ 10 6 MC tries were performed to equilibrate the cluster, followed by between 10 7 and 10 8 to evaluate averages. Each try consisted of randomly moving all the cluster atoms, reevaluating the position of the center of mass, and accepting the move according to the Metropolis prescription, provided it still satisfied the cluster definition. The maximum displacement was adjusted during the first 10 5 moves to give an acceptance ratio of 0.5 and then held constant. The integration in The i dependence of our values can be fitted to within the accuracy of the data by the expression,
The temperature-dependent parameters b, ␣, and were determined by least squares fitting to our MC values for i =20͑10͒100 and are given in Table I . For a macroscopic liquid droplet, and assuming that the vapor behaves as an ideal gas, we expect kTe ␣ = p e , the equilibrium vapor pressure, and = A 1 ␥ / kT, where ␥ is the surface tension and A 1 = ͑36 / l 2 ͒ 1/3 is the monomer surface area in the bulk liquid of density l . In Fig. 1 , we compare values of kTe ␣ with fits provided 3, 4 to simulation data for p e . Note that we are extrapolating these fits beyond the temperature ranges simulated. For T * ജ 0.5, values are within 10% of the fit in Ref. 3 . Agreement deteriorates at lower temperatures, perhaps due to the failure of the extrapolation or to solidification of the clusters. In Fig. 2 , we compare our fitted values of kT with A 1 ␥ found using the fits provided in Ref. Table I are used. Merikanto et al. 6 found that b ͑=B / kT in their notation͒ was approximately constant with the value of 13.6 in the range T * = 0.4-0.8. Our values ͑Table I͒ are somewhat smaller than this and decrease with increasing temperature. This may be due to differences in cluster definition, although we note that fitted values of b are sensitive to small changes in ␣ and .
We have found that p e and A 1␥ estimated from MC simulations of small center of mass clusters agree reasonably well with those obtained or extrapolated from bulk simulations, in line with the observation of Merikanto et al. 7 for Stillinger clusters. This supports the procedure of extrapolating measured thermophysical properties below the triple point used to interpret low temperature nucleation experiments. Unfortunately, the accuracy of values obtained from cluster simulations is difficult to determine since they depend on the size parameter ͑R i or R s ͒ used to define a cluster. For center of mass clusters, the work of Lee et al., 1 as well as our own estimates, indicate that this dependence is weak for T * below about 0.7 but is significant at higher temperatures. This may explain the deviation of our estimates of A 1 ␥ from the bulk values for T * Ͼ 0.7. The most appropriate definition of a nucleating cluster remains unresolved. These uncertainties mean we cannot reach a firm conclusion about the requirement for additional i-dependent terms in Eq. ͑2͒, although our results suggest that the coefficients of any such terms are small. 
