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Unity in Diversity:  
 etwork Authentication Service and Transparent Access 
to Resources with Project SSE Information 
Infrastructure  
Sivaguru C, Smrithi Ravi, Thanumalayan S, Vijay Chidambaram V 
Abstract. Project SSE Information Infrastructure provides many services such 
as GENIE, which need a single point of authentication, for transparent access to 
resources. Unity in Diversity provides such services, along with file, mail and 
terminal services. The services offered by Unity in Diversity can be accessed 
across  different  operating  systems,  providing  a  customized  mobile  desktop 
environment for users of Project SSE. 
Keywords: SSE, UID, Network Authentication, integrated computing 
1   Introduction 
Project Smart and Secure Environment (SSE) Information Infrastructure provides an 
academic research laboratory setup spread across eight locations in the state of Tamil 
Nadu, India. All the eight locations are equipped with identical hardware (computing, 
storage and networking equipment). At each location, there are 2 flavors of operating 
systems, namely Red Hat Linux and Microsoft Windows, running on the computing 
servers.  Project  SSE  provides  a  distributed  testbed  named  GENIE  for  running 
experiments. Once an experiment such as the testing of the PEA framework is started, 
experiment members will need to access machines (present in different locations and 
running different operating systems) running the experiment in a location transparent 
manner.  In  order  to  solve  this  problem,  we  configured  a  solution  called  Unity  in 
Diversity (UID). Unity in Diversity (UID) provides all the users of Project SSE (from 
all  eight  locations)  a  single  login  ID,  a  single  desktop  environment,  a  single  file 
system, and access from any workstation, to all the applications available on Project 
SSE infrastructure. In this paper, we explain how the design of the Unity of Diversity 
system achieves: 
 
•  Secure Network Authentication: A single secure network authentication 
service for applications such as GENIE.  
•  Transparency and Security: Applications using UID services perceive that 
the  data  and  the  resources  are  in  the  client  machine.  Unity  in  Diversity 
provides location, access, and concurrent transparencies. Nobody except the 
owner of the data will be able to access it.   2   
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2 UID in the context of SSE 
 
2.1 SSE Infrastructure 
The SSE infrastructure consists of a 2-Mbps Multi Protocol Label Switching (MPLS) 
– Virtual Private Network (VPN) connecting 8 Local Area Networks (LAN). The 
local area networks are maintained by research institutions spread across Tamil Nadu.  
 
 Three servers, each having 1 TB of storage and 14 GB of RAM, are allotted at 
each local area network. Ten simultaneous accesses are expected per LAN and the 
capacity of the links in the LAN is 1 Gbps. Operating systems of the servers will be 
Fedora Core 6 or equivalent / Windows 2003 Server. 
2.2  eed for UID in SSE 
GENIE is a distributed testbed running on Project SSE. GENIE requires allocation of 
several  resources  (physical/virtual  machines).  Members  of  an  experiment  need  to 
access these resources in a location transparent manner. Such services are provided by 
UID. For example, several machines will be needed to test a framework such as PEA. 
All these machines should be accessed by all the members of the PEA experiment. 
This is handled by UID. There is no need to setup all the experiment members in each 
of the machines allotted for the experiment. 
2.3 Service Offered By UID 
UID will provide 3 services to all clients in the system: 
•  Authentication service 
•  Files service 
•  Terminal / Application service 
2.4 Users 
Users can be Project SSE members or applications run on Project SSE Information 
Infrastructure. For each user of the UID system, we define a ‘residential space’. The 
residential space of a user consists of all nodes within the LAN in which the server 
hosting the actual data and services pertaining to the user reside. Based on the current 
positioning of the user with respect to his residential space, the users of the UID 
system are partitioned into two different classes – Resident and Visiting. Resident 
users are users accessing data and services from a node in their residential space. 
Visiting users are those who are accessing the resources from a node not in their 
residential space. In this design we assume that the number of visiting users is less 
compared to residential users.   4   
3 Design 
The major design considerations that are taken into account in the UID system are 
security, time delay for access, and ease of administrative maintenance of the system. 
Sections 3.1, 3.2, and 3.3 describe how each of the services is provided in the UID 
system. Section 3.4 describes how servers at each LAN are allocated for the services. 
Section 3.5 justifies the design decisions that were made in the system.  
3.1 Authentication Service 
Authentication  in  the  UID  system  is  carried  out  through  servers  called  Identity 
Resolvers. There will be a single server called Master Identity Resolver which will be 
present at one of the 8 LANs of the SSE. The other LANs will each contain a Slave 
Identity Resolver. The authentication information will be synchronised between the 
Master Identity Resolver and the Slaves by running a master-slave configuration of 
Lightweight  Directory  Access  Protocol  (LDAP)  on  all  Identity  Resolvers.  The 
Identity  Resolvers  also  run  Samba,  the  open  source  implementation  of  the  SMB 
protocol. Samba uses LDAP as backend for authentication. We split the class of client 
nodes seeking authentication from Identity Resolvers into 2 groups: 
 
•  Clients running Windows Operating system: The Master Identity Resolver 
will be configured as the Primary Domain Controller for the domain of the 
SSE network. Slave Identity Resolvers will be configured as Backup Domain 
Controllers. All clients running Windows operating system must be added to 
this domain. For such clients, the Identity Resolver uses NT authentication 
mechanism, which is provided by Samba, for identifying valid users. The 
clients do not need software other than the OS installed on their machines. 
•  Clients running Linux Operating System: The client machine uses the NT 
authentication mechanism, through Winbind [3], for identifying valid users 
logging  into  Linux  clients.  In  this  case,  Samba  and  Winbind  must  be 
installed on the client and must be configured to seek authentication from the 
Identity Resolver, similar to clients running the windows operating system.     
3.2 File Service 
File  services  for  users  in  the  system  are  handled  by  the  SMB  protocol,  and  are 
provided by servers in the residential space of the user, running Samba. The files of 
every user, shared over the network can be accessed only by that user. Example: A 
user in LANi will be getting the file service from the Samba server in LANi. The 
distribution  of  the  files  is  made  transparent  to  the  user  by  mounting  the  files 
automatically when the users login into the client. This is taken care of automatically 
when the client machine is running Windows operating system. When the client is 
running  Linux,  it  needs  to  be  configured  using  pam_mount,  a  Pluggable 
Authentication Module extension that allows auto-mounting of Samba shares upon 
login in Linux systems.   5  5
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Fig 2. Components of  UID 
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3.3 Terminal / Application Service 
 
The user connects to a Linux / Windows Application server in his residential space to 
access the programs on the server. When he logs in, his data files are auto-mounted. 
Terminal services are classified according to the operating systems of the client and 
server involved: 
 
•  Windows  server  –  Linux  /  Windows  Clients:  A  remote  desktop  connection  is 
made to the Windows server. rdesktop utility in Linux is used to connect to the 
Windows server.  
•  Linux server – Windows Client : Xming [4] is software to emulate the X windows 
system on Windows operating system. Xming can be configured to connect to the 
Linux server and obtain the terminal. From the terminal, the user can start other 
GUI applications.  
•  Linux server – Linux Client: Using Secure Shell (SSH) and X Display Manager 
Control  Protocol  (XDMCP),  a  connection  is  made  to  the  Linux  server.  The 
display from the server is redirected to the local X server to use GUI server 
applications. 
 
 
3.4 Allocation of servers at each LA  for services 
 
A server is allotted at each LAN for the Windows Application Services, another for 
the  Linux  Application  Services,  and  another  for  the  File  Services.  The  Identity 
Resolver (slave / master) for that LAN will run on the server providing file services. 
In the case of other services (such as a centralized mail service) being required in the 
future, they can be run on a server in the required LAN which provides file service 
currently. 
 
3.5 Design Choices in UID 
 
The systems specifications for UID lead to some design choices. The design issues 
corresponding to these choices were the distribution of the services across the servers 
in the system, and the protocols and applications used. 
 
3.5.1 Authentication server in each LA  
 
A single authentication server would lead to a lot of traffic on the WAN, as each 
authentication  request  would  have  to  be  sent  to  the  authentication  server  via  the 
WAN. Since each LAN is connected to the WAN via a 2 Mbps link, this may lead to 
congestion at the LAN where the single authentication server is located. However, if 
we  introduce  a  slave  Identity  Resolver  in  each  LAN,  all  resident  users  will  get 
authentication from the slave Identity Resolver via 1 Gbps links, leading to higher 
quality of service.   
   7  7
 
 
3.5.2 De centralization of File Servers 
 
The time delay which would be observed if a file is transferred across the VPN is 
proportional  to  the  size  of  the  file.  The  restrictions  of  the  VPN  make  this  delay 
extremely high. Hence it is required to minimize file transfers across the VPN. This is 
achieved by allotting a file server in each LAN, and storing files for all users whose 
residential space corresponds to the LAN, in the allotted server. Distribution of data 
among different file servers in the same LAN is not required as the benefit obtained 
will be negligible [5] compared to the maintenance overhead required. 
 
 
3.5.3  on replication of user files 
   
The cost of replicating the file server within a LAN is high compared to the benefit 
obtained, if a maximum of 10 users access the server simultaneously [5]. File server 
replication across VPN may lead to a lesser response time for visiting users, but will 
incur the overhead of updating files across the VPN. Since the number of visiting 
users is considered marginal, this mechanism is not used. 
 
 
3.5.4 Selection of SMB for file sharing: 
   
SMB was selected for file sharing because: 
 
•  The  SMB  protocol  provides  a  secure  mechanism  to  share  files.  Other 
choices, such as NFS, do not provide a secure mechanism. 
•  The SMB file shares could be accessed natively in Windows systems, and 
using the smbfs package in Linux Systems. Other choices are more difficult 
to install in client machines. 
 
 
3.5.5 Allocation of application servers: 
 
An application service incurs a high network bandwidth usage, and hence the time 
delays experienced when the service is accessed over a 2Mbps VPN will be beyond 
user tolerable levels. Hence we require at-least one application server for each OS in 
each LAN. 
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4 Related Work 
Alex  Hioreanu  had  implemented  an  authentication  and  file  access  service  [1]  for 
University of Chicago in 2003. It was done using LDAP and Samba.  The clients ran 
Windows, UNIX and MacOS operating systems. The infrastructure consisted of 30 
computers in the same LAN. 
Simon  ewton had designed an integrated computing environment [2] for Kangare 
Software Engineering in 2005. He used LDAP and Samba. Operating system used 
was Debian Sarge. He used PhpLdapAdmin for easy setting up of LDAP. 
UID  is  different  from  both  these  attempts.  UID  provides  transparent  access  to 
resources as a service which can be used by applications whereas previous works 
have concentrated on providing it for operating systems. UID also differs in that it is 
implemented with a WAN, whereas previous attempts were with a LAN. 
5 Preliminary Results 
We carried out a simulation of UID running on SSE. We used 4 machines on which 
we simulated the architecture of the SSE network. In our simulation, Windows and 
Linux operating systems directly used the UID services to provide users with their 
customized desktop environment. The login times on windows client was measured 
by a script which noted the time when the user clicked the login button and the time at 
which a custom startup program (which runs as soon as the desktop appears) began to 
execute. On Linux clients, we designed a custom Pluggable Authentication Module to 
measure the login time. It was executed as the first module on the PAM stack. The 
time  between  execution  as  noted  by  this  module  and  a  startup  program,  was 
measured.  
 
 
Table 1. Configuration of machines used in simulation 
 
 
System  Processor  Operating System  Memory 
(GB) 
Primary  Domain 
Controller 
Intel core 2 Duo @ 1.66 GHz  Fedora 8  1 
Backup  Domain 
Controller 
Intel core 2 Duo @ 1.66 GHz  Fedora 7  1 
Windows Client  Intel core 2 Duo @ 2.4 GHz  Microsoft 
Windows  XP 
Professional 
1.98 
Linux Client  Intel Centrino @ 1.3 GHz  Fedora 7  1 
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Table 2. Remote and Local Login times 
 
Client And Login Type  Mean Login Time  (s)  Standard 
Deviation 
Windows client with local login  2.297  0.302 
Windows client, remote login, 
cached profile of 1.6 Mb 
2.853  0.07 
Windows client, remote login, un-
cached profile of 1.6 Mb 
4.883  0.336 
Windows client, remote login, 
cached profile of 5 Mb 
2.653  0.225 
Windows client, remote login, un-
cached profile of 5 Mb 
5.855  0.217 
Windows client, remote login, 
cached profile of 10 Mb 
2.431  0.258 
Windows client, remote login, un-
cached profile of 10 Mb 
8.112  0.136 
Linux client with local login  0.919  0.115 
Linux client, remote login, home 
folder of 1.1 Mb 
2.18  0.351 
Linux client, remote login, home 
folder of 5.2 Mb 
2.456  0.307 
Linux client, remote login, home 
folder of 10.1 Mb 
2.486  0.118 
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Fig 3. Login time on Windows Client vs. Profile Size 
 
6 Conclusion 
In this paper, we have explained the choices behind the design of a transparent 
resource access service. We have achieved security and transparency, keeping in mind 
the current infrastructure of the SSE. We have carried out a simulation of UID on SSE 
and have obtained preliminary results.  
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