Many empirical studies of production specify a deterministic model of the firm, derive the implied behavioral equations (input demand or share system), and then "embed this system in a stochastic framework" by tacking on linear error terms. In contrast, this paper proposes general error models (GEMs) in which the error specification is an integral part of the optimization model. These models are the statistical embodiment of Stigler's view that apparent observed inefficiencies reflect the investigator's ignorance of the true optimization problem. Additive GEMs are proposed and interpreted. Specification tests indicate that a translog additive GEM is superior to the standard translog specification.
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Lovell, and Schmidt (1980). Apart from share errors summing to zero, most of this work proceeds as if the static neoclassical model of a profit-maximizing firm has no implications for the specification of the stochastic parts of the implied behavioral equations (cost function, input demand, and share functions), and vice versa. To date, the sources of error have been seen as outside of the theory (e.g., random environment or errors in measurement), violations of the theory (errors in optimization, both technical and allocative), or lack of generality of the theory (decision making under risk).
In contrast, this paper uses the bare-bones, static, profit-maximizing model of the firm to derive a rich set of implications for the stochastic specification of behavioral equations. It is neither necessary nor desirable to follow a common procedure in which the first step is to derive the deterministic cost and derived demand or share functions and the second step is to "embed" these equations in a stochastic framework by tacking error terms onto these functions. Many issues treated here are at least touched on by Fuss et al. (1978) .' They explicitly recognize that the "stochastic specification is an intrinsic part of the specification of the production model" (p. 249) and urge that this specification be guided by "visualization of the true process" as determined by nature and not by econometric convenience.
I call such models that treat the stochastic specification of the firm's behavioral equations (cost, derived input demand, and share equations) as an integral part of the underlying model of the firm "general error models" (GEMs). A GEM specification of the firm's (primal or dual) optimization problem includes the error structure. Consequently, the estimated GEM behavioral equations (e.g., cost and derived demand equations) inherit their stochastic specification from the underlying maximization problem. Errors in GEMs are transmitted between the primal and the dual or the demand and share systems via standard duality relationships, thereby endowing all these representations of technology and behavior with mutually consistent error specifications. The specification problems automatically solved by this mutual consistency of GEM errors include the following: (i) Standard comparisons of the functional form of a demand system with that of a share system typically tack linear error terms onto each system, resulting in inconsistent error specifications; in contrast, the use of a GEM would guarantee a consistent error specification. (ii) Tests such as Appelbaum's (1978) have resulted in questioning the validity and internal consistency of neoclassical production theory. Such results can arise solely on account of inconsistent error specifications between the primal and the dual. A GEM would automatically provide a consistent error specification and preclude conflict between the primal and the dual. (iii) Unlike conventional error specifications, for a GEM any given full-information estimator (such as full-information maximum likelihood [FIML] ) is identical for all representations of that GEM. (iv) With some exceptions such as Fuss et al. (1978) , Berndt and Khaled (1979) , and the stochastic frontier literature, previous research has assumed that there is no functional relationship between input demand (or share) errors and cost function error terms. In contrast, GEMs reveal exact functional relationships between demand (or share) errors and the error term in the cost function. (v) General error models also reveal the precise way in which, relative to a stochastic demand system, the stochastic cost function is redundant; but, relative to a stochastic share system, the stochastic cost function is required for full-information estimation. (vi) Previous research either ignores the fact that estimated shares must lie on the unit simplex or implements this restriction by resorting to special distributions such as Woodland's (1979) use of the Dirichlet distribution. Since they are derived theoretically, GEM shares automatically lie on the unit simplex. Special distributional assumptions or estimation procedures are not required to restrict predicted GEM shares to the unit simplex.
One way to motivate GEMs is to start with the core static model of a profit-maximizing firm with perfect information in a perfectly competitive and riskless world and to assume that firms differ from each other according to parameters that are known by the decision maker but not by the outside observer. To the observer these firm effects manifest themselves as random parameters in the production function and, in the additive GEM of this paper, as additive error terms in the firm's dual cost and input demand (or share) functions. This random parameters interpretation is, however, inessential. For additive GEMs, permissible interpretations of the errors include measurement error in the factor inputs as well as a stochastic frontier with "technical errors." Additional information would be required to distinguish among these interpretations. Stigler (1976) argued that observed inefficiencies in behavior are only apparent inefficiencies: that if one only knew the complete and correct criterion function of the maximizer (inclusive of the costs associated with contract enforcement, the costs of information pertinent to the choice of technology, and so forth), then these apparent 740 JOURNAL OF POLITICAL ECONOMY inefficiencies would disappear. General error models may be viewed as a mathematical embodiment of Stigler's view that apparent inefficiencies arise because we are ignorant of the true optimizing problem: inefficiency is in the eye of the beholder. Hence GEMs are appropriate when data or other resource constraints do not permit the researcher to model these unknown costs and objectives. Motivated both by tractability and by comparability with widely used error specifications, Section II introduces the neoclassical "additive general error model" (additive GEM or AGEM). Neoclassical additive GEMs are defined as static neoclassical models that give rise to cost, demand, and share equations with additive errors. Two isomorphic representations of the empirical implications of the neoclassical additive GEM are given. These are (in Sec. IIA) an n-input demand system and (in Sec. IIB) a cost-cum-share system. The isomorphism between these two representations is inclusive of the error structure. Section IIC shows that the traditional share model with additive errors is inconsistent with the additive GEM. For empirical work, the isomorphism between the cost-cum-share and demand systems guarantees that the entire menu of extant deterministic input demand and share systems can be incorporated into additive GEMs. This menu includes all the flexible functional forms (e.g., the translog) as well as the exact functional forms (e.g., the constant elasticity of substitution [CES] production function). Section IID gives alternative interpretations of additive GEMs while Section IHE specifies a translog additive GEM.
In Section III nonlinear (iterated) seemingly unrelated regression (NLITSUR) techniques are shown to yield consistent (maximum likelihood) estimators for additive GEMs. Also, an encompassing strategy for specification tests is shown to yield Breusch-Pagan heteroscedasticity tests for the AGEM model versus the traditional share model with additive errors. In Section IV, NLITSUR methods are used to estimate the translog additive GEM using the Berndt and Wood (1975) To motivate the model the parameter vector e is assumed known to the firm but unknown to the researcher and to vary across firms according to a distribution that is free of y and w, has a zero mean vector, and an n x n positive definite covariance matrix, E. Further, in the neighborhood of any observed input vector x the distribution of e is assumed to be such that any realized E, is almost surely sufficiently small that xi -E-> 0 for all i. 4 Define the deterministic cost function as c(y, w), which gives the minimum cost of producing output level y under production function (1) given input prices w when the firm-specific parameters are zero, that is, when e = O,. Also define the firm-specific cost function, C(y, w, E), as the minimum cost of producing y under prices w and paramIt is also required that q(x -0, 0) > 0 for all x > 0, i.e., that q( ) evaluated at strictly positive x and E = 0 be positive. Strict concavity can be weakened. For a summary of the menu of alternative regularity conditions of production functions, see Diewert (1974) , Lau (1974), and Shephard (1974) .
' In effect the AGEM production function (1) is assumed to hold in the neighborhood of the observed input and output levels x and y. 
j=I1 which is the sum of the deterministic cost function c(y, w) and a priceweighted sum of the Ej's. Ceteris paribus, the larger a firm's parameter E-, the larger its cost of producing output y for given prices w. Note that the "deterministic" cost function is also the mean cost function, or E[C(y, w, e)] = c(y, w). Both C(-) and c(-) are concave and linear homogeneous in w, and dual to q(x -e) and q(x), respectively. The remainder of this section establishes two isomorphic representations of the empirical implications of the AGEM cost-minimizing model of the firm: an n-input demand system (subsection A) and a cost-cum-share system consisting of (n -1) share functions and the cost function (subsection B).
A. Representation of Empirical Implications of the AGEM as a Derived Input Demand System
Shephard's lemma yields the conditional firm-specific input demand functions x = C(y, w, E) = c1(y, w) + E-, i = 1. n,
where CQ(-) and c1(-) are homogeneous of degree zero in w. Further, E[C1(y, w, e)] = c1(y, w) is the deterministic or average demand function of the population of firms. If El > 0 (El < 0), the firm uses E, more (less) of xi to produce y than does the average firm; this in turn costs the firm wiE more (less) than the average firm; see equation (2) 
and hence that the deterministic shares sum to one (Ij sj(y, w) = 1), that the errors sum to zero (Ij vj = 0), and that both sides of the share equations (6) sum identically to one. Because of this linear dependence, unlike the demand system (5), one cannot recover the cost function from the share system (6). The missing information on the level of production can be added, however, in the form of the cost equation.7 Then any arbitrarily chosen 6 A constructive derivation of (6) is to multiply (3) by w, and divide by total cost, C(y, w, E)--wXx,, to get It is obvious that any given demand system (3)-one in which the deterministic demands d(y, w) are specified and the joint distribution of e is given-can be written as a cost-cum-share system in which the share functions are 
The regularity condition (13) rules out the possibility that the share errors it are i.i.d. across observations.8
D. Interpretations of the Errors in Additive GEMs
To reiterate, the interpretation of additive GEM errors as random parameters is straightforward. Each firm minimizes cost subject to its known firm-specific production function (1) with parameters (E1,. ..
En)
that differ across firms according to a joint distribution that is independent of input prices and the output level. These parameters are known to the firm but unknown to the econometrician. They appear in every primal, or dual, representation of production.
Additional the cost share equations are derived by differentiation, they do not contain the disturbance term from the cost function." By contrast, the additive GEM has the advantage of an explicit, interpretable, and empirically exploitable functional relationship between cost and share errors.
E. Flexible Functional Form GEMs: A Translog Example
This subsection presents a translog additive GEM. Assume that the deterministic production function q(x) is such that the dual mean cost function is translog. Thus the firm-specific AGEM cost function (2) takes the form C(y, w, e) = exp h(y, w) + E wjej, 
The corresponding firm-specific share equations are the special case of (6), S, = x + y in w1 + 1iny + v1(y, w, E), i = 1, ...,n,
where v,( ) is given in (8) above. Via (12) tent with the AGEM. Thus, despite a common deterministic share structure, (20) and (25) are not nested. As table 1 shows, the estimated coefficients are similar for the two models; the (xi's differ by at most 0.008 and the -yij's differ by at most 0.042. Thus the estimated coefficients appear to be robust to the differences in the error assumptions. This robustness is comforting in that violent swings in parameter estimates due solely to changes in error assumptions would call into question the specification of the deterministic parts of the model (the translog in this case).
Although the parameter estimates are quite similar for the two models, in 13 of 15 cases the t-ratios for the AGEM model (col. 1) are smaller than for the traditional i.i.d. share errors model (col. 2). These results-robustness of coefficient estimates but different tratios (estimated standard errors)-partially parallel those of Woodland (1979). He compared maximum likelihood estimates for a statistically acceptable share error structure (a Dirichlet distribution that confines the estimated shares to the unit simplex) with estimates for a standard model with normal i.i.d. share errors. He too found the estimated parameter values to be robust with respect to these specifications of the error distributions. He also found that if the customary error specification is incorrectly assumed to be the correct model, then in his study the estimated t-ratios (calculated via the wrong formula) are on average too small. The thrust of the results presented here differs from Woodland's. On the basis of the limited evidence of this study, if the AGEM is the true model but the traditional error specification is used, then the reported t-ratios will be calculated via the wrong formula and tend to be bigger than the true t-ratios. This is a potentially serious problem. There are many possible reasons why these results differ from Woodland's. An interesting candidate is that his use of the Dirichlet distribution restricts the covariances of the share errors to be negative-a restriction not present in the AGEM.
It is worth noting that the problem is especially serious since the parameters of interest are often not the coefficients of the cost and share functions, but elasticities that are not at all robust with respect to the underlying parameter estimates, particularly for inputs with small shares. Table 2 permits a comparison of the estimated Allen-Uzawa partial elasticities of substitution between the translog GEM and traditional translog specification. These elasticities were calculated at the sample means shares (yi's) in accordance with the well-known formulas a ,=__ + y2 -y_ -2 + Yiy
Y1zYj
As these formulas show, elasticities involving inputs that account for only small shares in total cost are quite sensitive to the size of the estimated y -'s. Small differences in estimated parameters can and do make large differences in estimates of partial elasticities. Here, for example, for seven out of 10 estimated partial elasticities, the larger (in absolute value) estimate is more than 25 percent greater than the smaller estimate. An interesting case is UKE, the partial elasticity for capital and energy. Although the AGEM and traditional specifications result in estimates of YKE that differ by only .001, the corresponding estimated partial elasticity of substitution between capital and labor is 37 percent higher for the AGEM than for the traditional error specification. This extreme sensitivity of estimated partial elasticities to the error assumptions is due to the small cost shares of capital and energy. 15 The results above dramatize the need for efficient parameter estimates and the use of correct formulas in calculating standard errors and t-ratios. We therefore turn to the specification tests. Table 3 presents LM statistics (24) for the Breusch-Pagan tests outlined in Section III above. These are based on a model that encompasses both the AGEM and the traditional share specification. In each of these (42 + 4)/2 = 10 cases, the null hypothesis is that the AGEM covariance specification holds and that the traditional share error specification adds nothing to the covariance; the alternative hypothesis is that the errors exhibit the heteroscedasticity implied by the traditional i.i.d. share error specification. In every one of these 10 tests, the null hypothesis that the GEM specification holds cannot be rejected. As pointed out in Section III, these tests really stack the deck in favor of 15 Over this sample period the mean cost shares for capital and energy are approximately .05 and .04, respectively. Thus, although the two estimates of TYKE differ (in absolute value) by only AYKE = .001, according to (26) the implied estimates of UKE will differ by .5: A(&KE = (YKYEY )AKE = (500)(.001) = .5. rejecting the AGEM model.'6 Thus for these data there is strong evidence in favor of the AGEM over the traditional share error specification.
V. GEMs as a Research Strategy
Error specifications are fundamental to empirical work. The general error model approach of this paper is consistent with the fundamental and historically fruitful theory-based research strategy: push the static neoclassical model as far as possible. After this core theory is exhausted, then introduce generalizations such as true dynamics or risky decisions. To reiterate, GEMs are a mathematical embodiment of Stigler's (1976) view that apparent inefficiencies arise because we are ignorant of the true optimization problem. Thus GEMs are appropriate when the data or resource constraints do not permit modeling these unknown costs and objectives. The additive GEM permits the best of both worlds. First, one can choose the deterministic demand or share system from the entire extant menu of deterministic systems derived from production theory or approximation theory. This includes all the flexible functional forms such as the translog and the generalized Diewert-Leontief, as well as exact functional forms such as the constant and variable elasticity of substitution. Second, one can use the simple and theoretically justifiable AGEM error structure.
The GEMs proposed and estimated in this paper extend the neoclassical theory of the firm to embrace additive error specifications in The importance of any error specification resides in its impact on empirical results. Conventional error specifications for behavioral equations, although inconsistent with the specified underlying optimization problem, may, nevertheless, yield acceptable empirical results. Research on GEMs consonant with economic theory will either discover that conventional estimators are robust or alter existing empirical conclusions in important ways. Much work is needed before an empirical verdict on the additive general error model of production emerges, and many obvious extensions require investigation.'7
