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In this paper, we discuss the anisotropic static Landau–Lifshitz equations. We
obtain maximum principles and existence results for the small solutions to the
Dirichlet problems and the initial-boundary value problems of the corresponding
evolution equations. We also construct multiple large smooth solutions in the two
dimensions. These problems are dealt with from the viewpoint of harmonic maps
with potential. © 2001 Academic Press
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1. INTRODUCTION
In the spin theory of the ferromagnetic bodies, the Landau–Lifshitz equa-
tion plays a fundamental role. Consider an anisotropic Heisenberg ferro-
magnetic body . Its spin density is u1x t u2x t u3x t. Under an
external magnetic ﬁeld H0, the spin motion of  satisﬁes the Landau–
Lifshitz equation
∂tu = u× u+H0 − 2λq · uq	 (1)
where u = ux t = u1x t u2x t u3x t ∈ R3 x ∈  ⊂ Rm t ∈
0∞H0 is a constant vector in R3 q = 0 0 1 ∈ R3, and λ > 0 is a
parameter of the anisotropy. × and · denote the cross and inner product
for vectors in R3, respectively. The magnitude of the spin is ﬁnite; that is,
u2 = u21 + u22 + u23 = 1.
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The corresponding static equation (time independent) is
u× u+H0 − 2λu · qq	 = 0 x ∈  u = 1
which is equivalent to
u+ ∇u2u+ H0 − H0 · uu	 + 2λu · q2u− 2λu · qq	 = 0
x ∈  u = 1 (2)
This is easily seen by writing
u+H0 − 2λu · qq = δuu
and taking the inner product of both sides with u.
For the static Landau–Lifshitz equation of the isotropic Heisenberg fer-
romagnetic bodies (i.e., Eq. (2) with λ = 0), [9, 10, 15] gave some existence
results on the boundary value problems. For related problems, the authors
of [2, 11] obtained some very interesting regularity theorems. As for the
anisotropic case λ > 0, for non-simply connected domains  ∈ R3, Zhai
[18] constructed special solutions to (2) with boundary values in the equa-
tor of S2. In [16], Shen and Yan gave results on the regularities of solutions
of (2). But to our knowledge, there is not much research on this case, espe-
cially for the general high dimensional domains . The difﬁculties come
not only from the nonlinearity of the equation but also from the constraint
u = 1; i.e., u ∈ S2.
In fact, solutions of (2) can be seen as maps between Riemannian man-
ifolds; precisely, they are harmonic maps with potential from  to S2.
Let Mg Nh be Riemannian manifolds, H ∈ C∞N. A smooth map
u M → N is called a harmonic map with potential H, if it satisﬁes
τu + ∇Hu = 0 (3)
where τu is the tension ﬁeld of u and ∇H is the gradient of H on N .
The ﬁrst variation formula says that (3) is the Euler–Lagrange equation of
the functional
EHu =
∫
M
eu − 2Hu	
where eu = Traceg h is the energy density of u. This kind of map was
introduced by Fardoun and Ratto in [6] and was studied in [3–5, 7, 17].
These maps are generalized harmonic maps, which have some interesting
properties quite different from those of the usual harmonic maps. More-
over, they include some other interesting special cases in geometry and
physics, such as the static Landau–Lifshitz equations, as we will explain
below.
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In this paper, we will consider (2) from the viewpoint of harmonic maps
with potential. We restrict ourselves to the case in which H0 = µq, where µ
is a real number. Assume the domain  to be more general. i.e., a compact
Riemannian manifold M with boundary ∂M . Then (2) reads
u+ ∇u2u+ µq− µq · uu	 + 2λu · q2u− 2λu · qq	 = 0
x ∈M u = 1 (4)
Set a boundary value condition
ux = u0x ∀x ∈ ∂M (5)
where u0 ∈ C∞MS2. We will use the results and methods developed
in the theory of the usual harmonic maps and in the recent research on
harmonic maps with potential.
We ﬁrst consider the small solutions.
Theorem 1. Let M be a compact Riemannian manifold with boundary
∂M , and let S2q be the open hemisphere in S
2 with the northpole q. Let µλ be
constants with µ ≥ 2λ > 0. If u1 u2 ∈ C∞MS2q are solutions to (4), then
the function
Du1 u2 =
1− u1 · u2
q · u1q · u2
satisﬁes the maximum principle on M , namely,
sup
M
Du1 u2 ≤ sup
∂M
Du1 u2
In particular, if u1 = u2 on ∂M , then u1 ≡ u2 in M .
We also consider the parabolic case,
∂u
∂t
= u+ ∇u2u+ µq− µq · uu	
+ 2λu · q2u− 2λu · qq	 x ∈M u = 1 (6)
and
ux 0 = u0x ∀x ∈M  ux t = u0x ∀x ∈ ∂M ∀ t (7)
In this case, the maximum principle still holds:
Theorem 2. Let MS2q µ, and λ be as in Theorem 1, T > 0. If
u1 u2 MT =M × 0 T 	 → S2q are solutions to (6), then the function
Du1 u2 =
1− u1 · u2
q · u1q · u2
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satisﬁes the maximum principle on MT ; namely,
sup
MT
Du1 u2 ≤ sup
∂MT
Du1 u2
where ∂MT = M × 0 ∪ ∂M × 0 T 	. In particular, if u1 = u2 on ∂MT ,
then u1 ≡ u2 in MT .
Based on this, and through the standard heat-ﬂow method, we can get
the global solutions to (6) to (7) which converge to the unique smooth
solution u∞ of (4) and (5) with values in S2q.
Theorem 3. Let MS2q µ, and λ be as in Theorem 1. u0 ∈ C∞MS2q.
Then there exists a smooth global solution ux t M × 0+∞ → S2q of (6)
and (7). Moreover, ux t converges to the unique smooth solution u∞ M →
S2q of the Dirichlet problem (4) and (5) which is homotopic to u0.
The above results ensure the uniqueness of the small solution of (4)
and (5), but for large solutions, we no longer have the uniqueness in gen-
eral, as we have seen in the theory of the usual harmonic maps, where
many efforts have been made to construct large harmonic maps, but it is
usually difﬁcult mainly because of the positively curved target manifolds.
However, we have the remarkable works of Brezis–Coron [1] and Jost [12]
on the construction of multiple harmonic maps from two dimensional discs
to spheres. By using their methods, we can also construct multiple large
solutions of (4) and (5).
Theorem 4. Let B2 = x y ∈ R2  x2 + y2 < 1, and let λ > 0 and µ
be constants. Assume γ ∂B2 → S2 admits an extension u0 ∈ H1B2 S2. If
γ is neither constant with γ · q ≡ µ2λ nor γ ≡ ±q, then there exist at least two
smooth solutions to (4) satisfying the boundary value condition u∂B2 = γ.
Remark. By Theorem 4, even for a constant boundary value γ, the solu-
tion u of (4) with u∂B2 = γ may not constant. This is quite different from
the case of the usual harmonic maps. We will see that the key point is
whether the potential function Hy = µq · y − λq · y2 ∀y ∈ S2 corre-
sponding to (4) attains its maximum at γ.
To deal with the case where γ is constant with γ · q ≡ µ2λ , or γ ≡ ±q, we
have the following:
Theorem 5. Let u ∈ C∞B S2 be a solution of
u+ ∇u2u+ µq− µq · uu	 + 2λq · u2u− 2λq · uq	 = 0
u = γ on ∂B
(8)
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where λ > 0 µ are constants, and γ ∈ S2 is constant. Assume the domain B
is of one of the following two types:
(1) B = B2 = x y ∈ R2  x2 + y2 < 1
(2) B is a geodesic ball centered at some ﬁxed point p in a simply con-
nected complete Riemannian manifold M whose sectional curvature satisﬁes
either
(i) −a2 ≤ KM ≤ −b2 < 0, m− 1b/2 ≥ a, or
(ii) −A/1+ r2x	 ≤ KMx ≤ 0, A < mm− 2/4,
where m = dimM > 2 rx denotes the distance from x to p, and a b, and
A are positive constants.
We have
(a) If γ · q = µ2λ −2λ ≤ µ ≤ 2λ, then u ≡ γ.
(b) If γ = q 2λ ≤ µ, then u ≡ γ.
(c) If γ = −qµ ≤ −2λ, then u ≡ γ.
Remark. The condition (2) is very general. If we choose M = Rm m ≥
3, then B = Bm = x1     xm ∈ Rm  x21 + · · · + x2m < 1 satisﬁes (2).
2. PROOF OF THEOREMS 1, 2, AND 3
Let M be a Riemannian manifold with boundary ∂M , and let N be
a Riemannian manifold with the sectional curvature bounded above by
a constant K ≥ 0. Let q ∈ N , denote Bqτ the geodesic ball of radius
τ ≤ π/2√K, and center q, which lies inside the cut locus of q. We call such
Bqτ a convex ball in N .
Set
Qt =


1− cos
√Kt/K if K > 0,
t2/2 if K = 0.
We will need the following.
Lemma 2.1 [3, Theorem A]. Let M be a compact Riemannian man-
ifold, let Bqτ be a convex ball in a Riemannian manifold N , and let
H ∈ C∞N satisfy the condition (DC) (see the deﬁnition below). If
u1 u2 M → Bqτ ⊂ N are harmonic maps with potential H, then the
function
Du1 u2 =
Qdistu1 u2
cosK distq u1	 cosK distq u2	
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satisﬁes the maximum principle; namely,
sup
M
Du1 u2 ≤ sup
∂M
Du1 u2
where dist· · is the distance in N . In particular, if u1 = u2 on ∂M , then
u1 ≡ u2 in M .
Deﬁnition 2.2. Let Bqτ be a convex ball in a Riemannian manifold
N whose sectional curvature is bounded above by a constant K ≥ 0. H ∈
C∞N. We say that H satisﬁes the condition (DC) on Bqτ, if for any
y1 y2 ∈ Bqτ y1 = y2, when K > 0 holds
YHy1 y2 =
2∑
i=1
[
1
1− cosKρ
∂H
∂ei
+ tan
Kρi
sinKρ
∂H
∂Ei
]
≤ 0
and when K = 0 holds ∂H/∂e1 + ∂H/∂e2 ≤ 0, where e1 e2 are unit exterior
tangent vectors of y1y2 (the minimal geodesic from y1 to y2) at y1 and y2,
respectively, and E1 E2 are the unit tangent vectors of qy1 at y1 and qy2
at y2, respectively. ∂H/∂ei = ∇H ei ρ = disty1 y2 ρi = distq yi,
i = 1 2.
Proof of Theorem 1. In (3), if we choose N = S2Hy = µq · y −
λq · y2 ∀y ∈ S2, then (3) is just (4). To see this, we compute ∇H. Choose
the polar geodesic coordinates θφ on S2 centered at q = 0 0 1 ∈
S2 0 ≤ θ < π/2 0 ≤ φ < 2π; then
y = sin θ cosφ sin θ sinφ cos θ
and
Hy = µ cos θ− λ cos2 θ
But
∇H = ∂H
∂θ
∂θ +
∂H
∂φ
1
sin2 θ
∂φ
∂θ = cos θ cosφ cos θ sinφ− sin θ
∂φ = − sin θ sinφ sin θ cosφ 0
so,
∇H = −µ sin θ+ 2λ cos θ sin θcos θ cosφ cos θ sinφ− sin θ
= −µsin θ cos θ cosφ sin θ cos θ sinφ− sin2 θ
+2λcos2 θ sin θ cosφ cos2 θ sin θ sinφ− sin2 θ cos θ
= −µ cos θsin θ cosφ sin θ sinφ cos θ + µ0 0 1
+2λ cos2 θsin θ cosφ sinφ cos θ − 2λ cos θ0 0 1
= −µy · qy + µq+ 2λy · q2y − 2λy · qq
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Thus,
∇H = µq− µq · yy	 + 2λy · q2y − 2λy · qq	
Therefore, (3) is equivalent to (4) which means the solution u of (4) is a
harmonic map with potential Hy = µq · y − λq · y2 from M to S2.
Clearly, for N = S2, we have K = 1 and cosdisty1 y2	 = y1 · y2 for any
y1 y2 ∈ S2q. From Lemma 2.1, it is sufﬁcient to verify that H satisﬁes (DC).
For any y1 y2 ∈ S2q, we assume
yi = sin θi cosφi sin θi sinφi cos θi 0 ≤ θi < π/2
0 ≤ φi < 2π i = 1 2
Then the unit speed geodesic
qyi  yθ = sin θ cosφi sin θ sinφi cos θ 0 ≤ θ < θi i = 1 2
Now that
YHy1 y2 =
1
1− cosρ
(
∂H
∂ei
+ ∂H
∂e2
)
+ 1
sin ρ
(
tan ρ1
∂H
∂E1
+ tan ρ2
∂H
∂E2
)

and ρi = θi i = 1 2. Therefore,
YHy1 y2 =
1
1− cosρ
(
∂H
∂ei
+ ∂H
∂e2
)
+ 1
sin ρ
(
tan θ1
∂H
∂E1
+ tan θ2
∂H
∂E2
)
 (9)
Assume that the unit speed geodesic from y1 to y2 is
y1y2  y = Rs R0 = y1 Rρ = y2
where ρ = disty1 y2 and s is the arc length parameter.
Since R′s⊥ y1 × y2 R′s⊥Rs, and R′s = 1, we have
R′S = y1 × y2 × Rs
y1 × y2
= 1
sin ρ
y1 × y2 × Rs
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This implies
R′0 = 1
sin ρ
y2 − y1 · y2y1	 R′ρ =
1
sin ρ
y1 · y2y2 − y1	
Therefore,
∂H
∂e1
= −dHRs
ds
s=0 = −µq · R′0 + 2λq · R0 q · R′0
= − µ
sin ρ
cos θ2 − cosρ cos θ1 +
2λ cos θ1
sin ρ
cos θ2 − cosρ cos θ1
= 1
sin ρ
(−µ cos θ2 + µ cosρ cos θ1 + 2λ cos θ1 cos θ2
− 2λ cosρ cos2 θ1
)
 (10)
and
∂H
∂e2
= dHRs
ds
s=ρ = µq · R′ρ − 2λq · Rρ q · R′ρ
= µ
sin ρ
cosρ cos θ2 − cos θ1 −
2λ cos θ2
sin ρ
cosρ cos θ2 − cos θ1
= 1
sin ρ
(−µ cos θ1 + µ cosρ cos θ2 + 2λ cos θ1 cos θ2
− 2λ cosρ cos2 θ2
)
 (11)
On the other hand, since θ is the arc length parameter of qyi i = 1 2,
∂H
∂Ei
= −µ sin θi + 2λ cos θi sin θi i = 1 2 (12)
Substituting (10), (11), (12) into (9),
YHy1 y2 =
1
sin ρ
[
− µ
cos θ1
− µ
cos θ2
+ 2λ
1− cosρ2 cos θ1 cos θ2
− cosρ cos2 θ1 − cosρ cos2 θ2
+ sin2 θ1 − sin2 θ1 cosρ+ sin2 θ2 − sin2 θ2 cosρ
]
= 1
sin ρ
[
−µ
(
1
cos θ1
+ 1
cos θ2
)
+ 2λ
1− cosρ2 − 2 cosρ
− 2λ
1− cosρcos θ1 − cos θ2
2
]
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= 1
sin ρ
[
4λ− µ
(
1
cos θ1
+ 1
cos θ2
)]
− 2λ
sin ρ1− cosρcos θ1 − cos θ2
2
≤ 1
sin ρ
4λ− 2µ ≤ 0
Thus, H satisﬁes (DC). Q.E.D.
The proof of Theorem 2 is similar to that of Theorem 1; we omit the
details (cf. [3, proof of Theorem C]).
To prove Theorem 3, we establish the following energy inequality. Recall
that the energy of a map u Mg → Nh is Eu = ∫M eu.
Lemma 2.3. Let MS2q u0 µ λ, and ux t be as in Theorem 3. Then for
any t ∈ 0+∞, we have
Eu· t +
∫ t
0
∫
M
∣∣∣∂u
∂t
∣∣∣2 dv dt ≤ Eu0 + 2µ + λ vol M
Proof. As in the proof of Theorem 1, the solution u of (6) satisﬁes
∂u
∂t
= τu + ∇Hu
where Hy = µq · y−λq · y2 ∀y ∈ S2. Choose the polar geodesic coor-
dinates θφ on S2 centered at q 0 ≤ θ < π/2 0 ≤ φ < 2π. Then for any
y ∈ S2,
y = sin θ cosφ sin θ sinφ cos θ
and
Hy = µq · y − λq · y2 = µ cos θ− λ cos θ2
Thus,
∇H = ∂H
∂θ
∂θ +
1
sin2 θ
∂H
∂φ
∂φ = −µ sin θ+ λ sin 2θ∂θ
On the other hand,
∂u
∂t
= ∂u
∂θ
∂θ
∂t
+ ∂u
∂φ
∂φ
∂t

so 〈
∂u
∂t
∇Hu
〉
= −µ sin θ+ λ sin 2θ∂θ
∂t
 (13)
landau–lifshitz equations 301
It is known that
du· t
dt
= −
∫
M
〈
∂u
∂t
 τu
〉
= −
∫
M
∣∣∣∂u
∂t
∣∣∣2 +
∫
M
〈
∂u
∂t
∇Hu
〉

Therefore, by (13), we have
Eu· t − Eu0 = −
∫ t
0
∫
M
∣∣∣∂u
∂t
∣∣∣2 dv dt
+
∫
M
∫ t
0
−µ sin θ+ λ sin 2θ∂θ
∂t
dt dv
= −
∫ t
0
∫
M
∣∣∣∂u
∂t
∣∣∣2 dv dt +
∫
M
[
µcos θx t − cos θx 0
− λ
2
cos 2θx θ − cos θx 0
]
dv
≤ −
∫
M
∣∣∣∂u
∂t
∣∣∣2 dv dt + 2µ + λvolM
Q.E.D.
Proof of Theorem 3 We use the standard heat-ﬂow method just as
shown in [13, 14]. A detailed adoption of this method can also be found in
[3, proof of Theorem E].
From [Ha, pp. 122–124], there exists a T > 0 such that for t ∈ 0 T ,
(6) and (7) have a solution ux t. By Theorem 2, ux t is unique and its
values remain in S2q. By the gradient estimates for heat ﬂows of harmonic
maps with potential given in [C1, Theorem 3.1] and Theorem 2, we can
conclude that
u· tC2+αM +
∣∣∣∂u
∂t
· t
∣∣∣
CαM
≤ C t ∈ ε0 T 
for some ε0 > 0. These imply that the set of all the numbers T > 0 such
that (6) and (7) have a solution on 0 T  is non-empty, open, and closed.
Therefore, (6) and (7) have a global solution on 0+∞. By the energy
inequality (Lemma 2.3), the above estimates of ux t, and Theorem 2
again, we conclude that as t → +∞ ux t converges uniformly to some
smooth map u∞ M → S2q which solves (4) and (5) and is homotopic to u0
(rel. ∂M). The uniqueness of u∞ is directly from Theorem 1. Q.E.D.
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3. PROOF OF THEOREMS 4 AND 5
Proof of Theorem 4 From the proof of Theorem 1, we see that (4) is
the Euler–Lagrange equation of the functional
Eλµu =
∫
B2
eu − 2Hu	 u B2 → S2
where Hy = µq · y − λq · y2 y ∈ S2, and eu = ∇u2 is the energy
density of u; namely,
Eλµu =
∫
B2
[∇u2 − 2µq · u + 2λq · u2] u B2 → S2 (14)
Set 3 = u ∈ H1B2 S2 u = γ on ∂B2. Clearly, there is a minimizer
u¯ ∈ 3 of (14),
Eλµu¯ = inf
3
Eλµ
By Morrey’s regularity theory, u¯ ∈ C2B2 S2 ∩C0B 2 S2. Since u¯ satisﬁes
(4) on B2, by the assumption of γ in the theorem, there is x0 y0 ∈ B2
such that ∇u¯x0 y0 = 0. Noting that u = 1, we have u¯ · u¯x = u¯ · u¯y = 0.
By suitably transforming the coordinates x y in B2 and choosing a new
orthonormal basis in R3 like [1], we may assume
u¯x0 y0 = 0 0 1 u¯xx0 y0 = a 0 0 u¯yx0 y0 = 0 b 0
where a b ≥ 0 a+ b > 0.
Choose the polar coordinates r θ in B2 centered at x0 y0 x = x0 +
r cos θ y = y0 + r sin θ. For ε > 0 small, deﬁne uε B2 → S2 as follows:
(1) uεx y = u¯x y, when r > 2ε;
(2) uεx y = 2σ/σ2 + r2r cos θ r sin θ−σ + 0 0 1, when
r < ε, where σ = cε2, and c is a constant such that
4c2 − 8c2 + a2 + b2 − 4ac − 4bc log 2 > 0" (15)
(3) uεx y = A1r + B1A2r + B2,
√
1−A1r+B12−A2r+B22,
when ε ≤ r ≤ 2ε, where AiBi are constants, such that uε is continuous
in B2 and consequently satisfy
A1 = 2a− c cos θ+ o1
A2 = 2b− c sin θ+ o1
B1 = 2ε2c − a cos θ+ oε
B2 = 2ε2c − b sin θ+ oε
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From [1],∫
B2
∇uε2 =
∫
B2
∇u¯2 + 8π − 4πε24c2 − 8c2 + a2 + b2
−4ac − 4bc log 2	 + oε2 (16)
and it sufﬁces to prove that for some ε,
Eλµuε < Eλµu¯ + 8π (17)
Let us estimate the integral
Iλµ =
∫
B2
−µuε · q + λuε · q2	
Denote Iλµ =
∫
B2 −µu¯ · q + λu¯ · q2	. Then∣∣∣Iλµ −Iλµ
∣∣∣ =
∣∣∣∣
∫
B2
−µuε − u¯ · q+ λuε − u¯ · quε + u¯ · q	
∣∣∣∣
≤ µ
∫
B2
uε − u¯ + 2λ
∫
B2
uε − u¯
= 2λ+ µ
∫
B2
uε − u¯
Hence
Iλµ ≤ Iλµ + 2λ+ µ
∫
B2
uε − u¯ (18)
Note that
I =
∫
B2
uε − u¯
=
∫
r<ε
uε − u¯ +
∫
ε≤r≤2ε
uε − u¯ +
∫
r>2ε
uε − u¯
=
∫
r<ε
uε − u¯ +
∫
ε≤r≤2ε
uε − u¯
= I1 + I2
To estimate I1 I2, we ﬁrst note that since u¯ is continuous in B2, for any
δ > 0, we can choose ε > 0 small enough so that if rx y ≤ 2ε, then
u¯x y − u¯x0 y0 < δ
On the one hand,
I1 =
∫
r<ε
uε − u¯
≤
∫
r<ε
uεx y − u¯x0 y0 +
∫
r<ε
u¯x y − u¯x0 y0
= I11 + I12
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But for r < ε,
uεx y − u¯x0 y0 =
2σ
σ2 + r2 r cos θ r sin θ−σ
so
I11 =
∫
r<ε
2σ
σ2 + r2
√
σ2 + r2
= 4πσ
(√
ε2 + σ2 − σ
)
= oε2
Combining this with
I12 =
∫
r<ε
u¯x y − u¯x0 y0 < δπε2
we get
I1 < πδε
2 + oε2 (19)
On the other hand,
I2 =
∫
ε≤r≤2ε
uε − u¯
≤
∫
ε≤r≤2ε
uεx y − u¯x0 y0 +
∫
ε≤r≤2ε
u¯x y − u¯x0 y0
= I21 + I22
For ε ≤ r ≤ 2ε,
uεx y − u¯x0 y02 =
2A1r + B12 + A2r + B22	
1+√1− A1r + B12 − A2r + B22
≤ 2A1r + B12 + A2r + B22	 = oε2
Hence,
I21 = oε2
Since
I22 =
∫
ε≤r≤2ε
u¯x y − u¯x0 y0 < δπ3ε2
we have
I2 = I21 + I22 < 3πδε2 + oε2 (20)
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From (19) and (20),
I = I1 + I2 < 4πδε2 + oε2
Substituting this into (18), we get
Iλµ ≤ Iλµ + 2λ+ µ4πδε2 + oε2
namely,∫
B2
−2µuε · q + 2λuε · q2	 ≤
∫
B2
[−2µu¯ · q + 2λu¯ · q2]
+2λ+ µ(8πδε2 + oε2) (21)
Combining (16) and (21), we have
Eλµuε < Eλµu¯ + 8π − 4πε2
[
4c2 − (8c2 + a2 + b2 − 4ac − 4bc) log 2]
+8π2λ+ µδε2 + oε2
= Eλµu¯ + 8π − 4πε2
[
4c2 − (8c2 + a2 + b2 − 4ac − 4bc) log 2
− 22λ+ µδ]+ 0ε2
If we choose δ > 0 small enough such that
4c2 − 8c2 + a2 + b2 − 4ac − 4bc log 2 − 22λ+ µδ > 0
then
Eλµuε < Eλµu¯ + 8π
As in [1, proof of Theorem 1], we can ﬁnd a critical point u˜ of Eλµ
in 3 which is different from u˜. By the regularity results in [16], u˜ is
smooth. Q.E.D.
Proof of Theorem 5 As demonstrated above, the solution u of (8) can
be seen as a harmonic map with potential Hy = µq · y − λq · y2 from
B to S2. In general, let u B → N be a harmonic map with potential H
and u∂B ≡ P ∈ N , where N is any Riemannian manifold, and B is as in
Theorem 5. IfHP = maxN H, then u ≡ P (see [5, Theorem 3; 6, Theorem
3]). It then remains only to prove that Hy = µq · y − λq · y2 attains
its maximum on S2 at γ.
Consider the function
hs = µs − λs2 −1 ≤ s ≤ 1
Then h′s = µ− 2λs and h′′s = −2λ < 0.
(a) When −2λ ≤ µ ≤ 2λ hµ/2λ = max−1 1	 h. Thus, if γ · q =
µ/2λ, then Hγ = maxS2 H.
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(b) When 2λ ≤ µh1 = max−1 1	 h. Thus, if γ · q = 1, i.e., γ = q,
then Hγ = maxS2 H.
(c) When µ ≤ −2λ h−1 = max−1 1	 h. Thus, if γ · q = −1, i.e.,
γ = −q, then Hγ = maxS2 H.
Therefore, from the above mentioned known results in [5, 6], the desired
conclusions follow. Q.E.D.
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