Randomized sampling-based ensemble learning is emerging as a new alternative to deep neural networks (DNNs) because it supports diversity and locality and does not require backpropagation in the learning process. By connecting randomized weak classifiers in a layer-by-layer manner, it is possible to create models having a performance similar to that of DNNs, but with less overfitting and better generalizability than before. Therefore, in this paper, we propose a deep random ferns (d-RFs) model, in which extremely randomized ferns are connected to multilayers, allowing a high classification performance and a lightweight and fast structure. The input vector is first encoded as a transformed feature vector in the feature encoder layer and then is input to the cascade layers. The feature encoding process is similar to the DNN convolution and helps improve the performance of the final output layer. Unlike in the backpropagation paradigm, the cascade layer adjusts the number of ferns and layers required for the d-RFs adaptively, using only a small scale of data. RFs ensemble approaches have considerably fewer hyper-parameters than a DNN or deep forest model, and the complexity can be determined automatically in a data-dependent manner. In addition, experimental results show that an ensemble of multiple weak classifiers reduces the bias between models through an averaging of the weakly correlated classifiers, resulting in a better overall model. The proposed lightweight d-RFs was successfully applied to benchmark datasets and yielded a similar or better accuracy level and a smaller number of parameters and operations as compared with state-of-the-art methods.
I. INTRODUCTION
In the field of machine learning and computer vision, noteworthy progress has been made in the area of deep neural network (DNNs) in recent years; however, because of limitations, new types of deep models have nevertheless been required. A DNN requires a large number of hyper-parameters, such as learning rate, cost function, normalization, and mini-batch, as well as careful parameter tuning, to allow it to be generalized effectively. However, the most serious problem is that a DNN is a black box model, and therefore, it is difficult to understand the elements of the learning process, except for the incoming and outgoing data [1] , [2] . In terms of system resources, because extremely The associate editor coordinating the review of this manuscript and approving it for publication was Hualong Yu . expensive computational resources are required to train the multiple layers of a DNN, the training of medium to large networks cannot be achieved on a single CPU [2] . In addition, top-performing networks continue to be wide and deep to obtain a better performance, and such very large networks are not suitable for various application fields that are limited in terms of memory or computation time. Therefore, to reduce the computational burden and memory requirements of a DNN, several model compression frameworks [3] - [8] have attempted to lighten the DNN structure through the use of a teacher-student framework [3] - [7] , compact convolutional filters [4] , [5] , parameter pruning and quantization [6] , and meta-pruning [8] . To build an even lighter model, CLIP-Q [7] combines network pruning and weight quantization in a single learning framework in parallel with the theorem, quantization, and fine tuning However, compressed DNN models VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ still have high memory requirements owing to the considerable amount of parameters and processing resources applied during a multiplication [9] . Automated machine learning (autoML) based studies [10] - [13] have attempted to build a transferable network structure to find a well-performing DNN architecture. Automatically constructed autoML networks improved the overall performance by drastically reducing the number of operations and parameters; however, they still require more operations and parameters than model compression methods, such as MobilenetV2 [4] and ShufflenetV2 [5] .
To overcome these limitations, a powerful learning paradigm that uses ensemble learning, which trains multiple learners and combines them to tackle a problem [14] , has been studied as an alternative to neural networks that require backpropagation. Frequently used ensemble algorithms include bagging [15] , boosting [16] , random forest [17] , and random ferns (RFs) [18] . The main feature of these ensemble algorithms is that they reduce overfitting and improve the generalization performance through the combination of multiple classifiers constructed by data subsampling or feature subsampling.
In recent years, new types of deep models have been proposed that link several ensemble algorithms to a multilayer with non-differentiable components and do not use backpropagation during training. Multi-grained cascade forest (gcForest) [1] generates a deep forest ensemble with a cascade structure, which enables it to perform representation learning. In this method, the input vector is changed into a transformed feature vector in the first layer and is then used to learn the second and third layer forests of the cascade. Unlike in a DNN, the cascade levels of gcForest are adaptively determined, and it can be trained with only a small scale of data without using backpropagation as compared to a DNN. Miller et al. [2] proposed a forward thinking deep random forest (FTDRF), where the neurons of deep neural nets are replaced with decision trees. Input data are mapped forward through layers to create a new learning problem. This process is repeated to convert the data of one layer to multiple layers at a time. It allows FTDRF to render new data sets that are expected to behave better and achieve a better performance in the final output layer. Feng et al. [19] proposed multilayered gradient boosting decision trees (mGBDTs) as building blocks for each layer, explicitly emphasizing the method's representation learning ability. Li et al. [20] proposed the use of deep random forest fusion (DRFF), an ensemble of two deep Boltzmann machines and a random forest, for the fault diagnosis of a gearbox. This method improves the accuracy of the gearbox fault diagnosis system through the fusion of signals from multiple sensors and a deep model.
Additional approaches exist in which convolutional neural networks (CNNs) and decision trees [21] - [23] are combined, but these differ from ensemble-based approaches that use ensemble trees as a layer-by-layer connection without using backpropagation in learning.
The existing deep model based on random forests or decision trees improves the diversity of a model using random trees, and a model can be trained without the use of backpropagation with a small amount of training data. In addition, because backpropagation is not used, the advantage of the model is that the training time can be reduced as compared to that of a DNN. In random forests, diversity and locality are essential for forest consistency and these two conditions can be achieved by controlling data and feature subsampling [24] . However, to achieve a DNN-like performance, the deep forest model also requires a large number of parameters, such as the number of decision trees constituting a random forest, the depth of a tree, and the size of leaf nodes, as well as the subsampling rate and computation amount resulting from the number of layers. In addition, the decision tree creates a split function for each node based on information gain for growing the tree. However, such a node evaluation scheme suffers the problems that the diversity of the tree is decreased and the generalization error of the tree ensemble is increased.
In this study, RFs is used to construct the individual layers of a deep model, called deep random ferns (d-FRs), instead of random forests, for the following reasons [18] , [25] .
• The binary tests used in RFs can improve diversity, because they are selected completely randomly.
• RFs are particularly easy to implement, does not suffer from overfitting, does not require ad hoc parameter tuning, and allows fast and incremental training.
• RFs is as reliable as randomized trees; however, its implementation is considerably faster and simpler.
• One fern operates in the same manner as one decision tree. The decision tree classifies samples into a topdown form, whereas a fern classifies samples into a combination of binary tests.
• Ferns models do not perform evaluations regarding the binary tests that comprise the ferns.
A. CONTRIBUTIONS OF THIS WORK
In this study, we replaces ensemble forests in the model layer with the RFs. RFs is based on a completely randomized training process and performs a binary test in a simple fashion, unlike that in [1] and [2] , where the split function is calculated at every node. Because RFs conducts only binary tests to train a dataset, it can be more efficient and considerably simpler than a DNN. These ensembles of weak classifiers can achieve significant diversity by choosing features from randomly selected positions. Moreover, because each RFs maintains histograms that clearly represent the manner in which the input data are trained, the RFs model is understandable.
In our previous study [25] , we proposed simple deep coupled RFs to reduce the requirement of DNN in terms of memory and processing resource for classification and regression. However, for more efficient d-FRs model, we update the structure and learning process of previous version to improve the accuracy of the model that can be run on a CPU and executed similarly to DNN-based methods with a small number of parameters, operations, and training data. First, the number of layers of feature encoder and number of random ferns have changed. To balance the over locality and over diversity, a new subsampling is proposed. Data subsampling randomly extracts data in a subset of the overall dataset, and feature subsampling extracts a continuous local region at a certain distance or more in the same patch. Second, to improve the accuracy of the model in the k-fold cross validation process, d-RFs adopts a boosting method for the learning process. Third, d-RFs assigns only 55 ferns to an individual layer and one feature encoder with two RF layers to reduce the number of parameters. Moreover, we describe the successful application of the proposed method to three different benchmark datasets, and we confirm that d-RFs accuracy is similar to or higher than that of other state-of-the-art DNN-based related methods with a shorter processing time and a small number of parameters.
The major contributions of this paper are as follows.
• We propose a method for constructing lightweight d-RFs, in which each neuron of a layer is composed of individual RFs and each layer is considered a type of RF. This RF-based network can be trained quickly in a layerby-layer manner, eliminating the high computational cost incurred when training an entire DNN at a single time [2] .
• Our proposed RF-ensembles have considerably fewer hyper-parameters than a DNN or a deep forest model, and their complexity can be determined automatically in a data-dependent manner.
• We prove that multilayered ensembles of RFs can achieve a higher diversity and improved classification rates. Scalable layers infuse flexibility into the RFs, in contrast to a DNN, where the entire network architecture is pre-defined.
• We prove that the performance of the proposed method is quite robust to hyper-parameter settings and yields an excellent performance compared to DNN-and deepforest-based methods.
We describe cases in which the proposed method has been successfully applied on several benchmark datasets, and confirm that its classification accuracy is similar to or higher than that of other CNN-based related methods with a shorter processing time.
The remainder of this paper is organized as follows. In Section II, the background of random ferns is described. In Section III, the architecture of deep random ferns consists of feature encoder and cascade layers is presented. Section IV discusses the experimental results of the proposed algorithms as compared with the results of previous related methods. Finally, in Section V, we provide some concluding remarks and areas of future work.
II. BACKGROUND OF RANDOM FERNS
The performance of RFs is based on the fact that, when the tests are chosen randomly, the power of the approach is derived not from the tree structure itself but from the fact that combining groups of binary tests allows improved classification rates. Thus, in the proposed d-RFs, each neuron of a layer is replaced with a fern and each layer consists of several types of ferns. Let us assume that the value of features f n is the outcome (0 or 1) of a simple binary test, I (d n,1 ) <I (d n,2 ), depending only on the intensities of two pixel locations d n,1 and d n,2 of the input image I.
Because the features are very simple, many features are needed to achieve accurate classification. However, when the number of features is too large, it is very likely that learning the joint likelihood distributions over all the features is an intractable problem. Therefore, naïve Bayes makes the simplifying assumption that features are conditionally independent given the class labelC k . However, although it is usually easy to learn the class conditional densities P(f i |C k ), this independence assumption is usually false and the resulting approximation tends to underestimate grossly the true posterior probabilities. Therefore, Özuysal [18] et al. collected features into groups consisting of L small sets of size S to make the problem tractable while considering these dependencies. These groups are called ferns, F l = f l,1 , f l,2 , . . . ,f l,S , and the joint probability for the features in each fern can be computed by assuming that the groups are conditionally independent, a method that is called semi-naïve Bayes:
A single fern does not yield a very good classification performance, but it can be improved by building an ensemble of independent ferns by randomly choosing different subsets of features. From Eq. (2), we learn the class-conditional distributions for each of the ferns and we apply the Bayes rule to obtain posterior distribution by combining their outputs using semi-naive Bayes,
In testing, each fern consists of a small number of binary tests and returns the probability for the input vector, which belongs to one of the classes learned during learning. These responses of the ferns are combined with the semi-naïve Bayes model and finally classified into the class having the largest probability value.
III. DEEP RANDOM FERNS ARCHITECTURE
The proposed d-RFs is composed of an encoding model and a multilayer ferns model inspired by gcForest [1] . The encoding model transforms an input image into class probability features using multi-grained scanning (MGS), and a multilayer ferns model is used to estimate the final class by applying the transformed feature vector to the multilayer ferns model. 
A. FEATURE ENCODER
Recently, most machine-learning algorithms for training have been based on appearances in the images. These methods can gain more and richer information from handcrafted features extracted from very large vision datasets. In the major DNN methods that use convolutional layers, high quality features, as well as correlations of features, are extracted through endto-end learning with consistently repeated backpropagation. In gcForest [1] and FTDRF [2] , MGS is applied to the input image to extract feature vectors for the input of the first layer. These methods use three window sizes, and a feature vector of each size is applied to each corresponding random forest. The output vector of the first layer is the concatenation of the results of each random forest. However, one random forest of gcForest [1] must consist of 500 trees, and 4 random forests must form one layer. Therefore, a gcForest [1] is not suitable for real-time application, because it still has a deep and wide structure, which cannot easily be processed quickly and is optimized only for simple recognition problems. FTDRF [2] is composed of only two layers, each of which consists of 2,000 decision trees, and, unlike FTDRF, does not use several random forests. However, this method also has a disadvantage in that the operation speed is slow owing to an excessive number of trees.
As illustrated in Fig. 1 , the proposed d-RFs employs a feature encoder similar to a convolution layer of a DNN.
The role of its first layer is to transform appearance features into class probabilities, and these probability outputs are concatenated as a single transformed feature vector for the raw input of the next layer. Input feature vectors are extracted by using one size (u×u) of scanning window instead of MGS, which requires a considerable amount of computation time and parameters. The feature encoder has one layer, consisting of 10 random ferns, each of which includes 10 binary tests. To extract feature vectors, binary tests are performed on all the subsampled image patches ((d − u + 1) 2 ) from the input image (d × d) . A richer diversity can be obtained by applying each binary test to an image patch. In addition, to avoid overlocality, the position of the pixel for the binary test is randomly extracted at a certain distance or more in the same patch.
B. CASCADING OF MULTILAYER FERNS
As Fig. 2 shows, the proposed d-RFs consists of a layer-tolayer structure. Each layer is used to generate a new feature vector for the next layer or to predict the final class at the final layer. In the proposed d-RFs, each neuron of a DNN layer is replaced with RFs, and each layer consists of eight RFs. One RFs consists of 40 ferns, including 14 binary tests. Each layer randomly generates heterogeneous RFs to encourage diversity and maintain the generality. For the input feature vector of the next layer, the output vector of the current layer and the transformed feature vector of the feature encoder are combined, as in gcForest [1] , to encourage the diversity of input training features. This may result in the performance being maintained or improved during the training. To reduce overfitting significantly, both the diversity of the data subsampling and the locality of the feature subsampling must be considered simultaneously. Overdiversity can degrade the consistency of the RF results when data subsampling is executed over a wide range. Conversely, overlocality interferes with the selection of feature vectors at various locations. To avoid the over diversity and overlocality problems and balance the two issues, data subsampling is randomly performed in a subset of the overall dataset, and feature subsampling extracts a continuous local region. These two types of subsampling allow overfitting to be suppressed and improve the balance of diversity and locality.
During the learning process, the decision to add a new layer to the d-RFs depends on whether the validation performance converges. To determine the optimal number of layers and parameters automatically while reducing the risk of overfitting, we combine boosting with k-fold cross validation. To add a new layer, the training dataset is divided randomly into k folds; k-1 folds are used for training a new layer and the first fold is used for the validation test. In the second iteration, the remaining k-1 folds serve as the training fold, while the second fold is used as the testing fold. This process is repeated until each k fold has been used as the testing fold. In this study, we adopted a boosting method for the learning process to improve the accuracy of the model in the k-fold cross validation process. To correct the misclassification of the previous test fold, the misclassified data are added back to the training folds and the boosting method attempts to update the RFs constructed by the previous iteration using k-1 folds.
The entire procedure is summarized in Algorithm 1. (1) The feature encoder (E) convert the given image data (X ) to transformed feature (Feat). (2) To make a robust layer at every step for expanding a new layer, K-Fold cross-validation works with separated k steps. (7) The R l nRF,nF of l-th layer is decided as the one model that has the maximum accuracy. The acc and transformed data Feat for the next layer are updated.
After the training of the d-RFs is complete, given a test image we first extract raw feature vectors from a given window size and then input individual feature vectors into the feature encoder layer one by one. The outputs of the feature encoder layer are concatenated, and these transformed feature vectors, augmented with the class vector generated by the first layer, are input into the next layer, until the data are mapped to the final layer. The final layer averages the probability values of each class and determines the class with the highest probability value as the final class.
IV. EXPERIMENTAL RESULTS
Many benchmark databases for evaluating DNNs exist. For a fair performance evaluation of the proposed d-RFs in comparison with other related methods, in this study, we used the MNIST handwritten digit recognition dataset [26] , which contains 60,000 images of size 28×28 for training and 10,000 images for testing, and the ORL face recognition dataset [27] , which is composed of 400 images of size 112 × 92, consisting of 10 images for each of 40 persons. These images are frequently used in DNN-related studies. In addition, extended Cohn-Kanade database (CK+) [28] , which is the most widely used database in facial emotional recognition (FER) is also used. This dataset contains 327 image sequences of size 640 × 480 and 640 × 490 from 118 subjects as well as 7 facial expressions labels.
The system environment for the experiment included Microsoft Windows 10 and an Intel Core i7 processor with 32 GB of RAM. The proposed d-RFs was implemented using Visual C++ and operated based on a CPU. The DNN-based algorithms used in the comparative experiments were tested using a single Titan-X GPU. As the performance evaluation metric, we used the general accuracy, which is the ratio of true outcomes (both true positive and true negative) to the total number of cases examined.
A. OPTIMAL GAIN FOR NUMBER OF LAYERS
In Algorithm 1, minimum gain, g, is an important factor to control the number of layers and improve performance of d-RFs. To determine the value of the optimal gaing, we compared the performances of recognition accuracy according to the number of layers using MNIST dataset while changing the value of the gain, g as shown in Fig. 3 . When a value of 0.013 was used, the number of layer is two and accuracy was 98.50%, which is better than that when other values were 0used. Because only two layers are used, the number of layer is smaller than in other cases (layer three or four), it is efficient to set the minimum value of the gain, g to 0.013 in terms of memory and execution speed.
As we know from the experimental results, if the gain is too small (below 0.013), the proper number of layer cannot be generated, which degrades the performance as 94.33%. In contrast, when the value of the gain is greater than 0.013, the performance, particularly in terms of accuracy, is slowly degraded. These results prove that the recognition accuracy is strongly dependent on the quality of the number of layers, and if the gain for the d-RFs training is too small or large, it may influence the degradation of the recognition performance.
B. HANDWRITTEN DIGIT RECOGNITION
In the first experiment, we compared the number of parameters and operations, as well as the accuracy of the proposed d-RFs and the state-of-the-art methods, including ResNet-101 [28] , [29] , two compressed DNNs (MobileNetV2 [4] and ShuffleNetV2 [5] ), and two deep forest-based methods (gcForest [1] and FTDRF [2] ), using the MNIST dataset. As shown in Table 1 , in terms of accuracy, the five comparative algorithms, not including ShuffleNetV2 [5] , showed a similar performance. However, the number of parameters and operations of ShuffleNetV2 [5] is smaller than that of ResNet-101 by about 18.8 times and 78.5 times, respectively. Of the deep forest-based methods, FTDRF [2] requires a smaller number of parameters and operations and shows a slightly lower performance than gcForest [1] because the number of its trees is smaller. Although the accuracy level of the proposed d-RFs is 0.76% and 0.39% lower than that of gcForest [1] and FTDRF [2] , respectively, it requires about 4.2-4.6 times and 61-105 times fewer parameters and operations, respectively, than gcForest [1] and FTDRF [2] . In this experiment, d-RFs used only two cascade layers; however, if it uses additional layers, a better performance can be expected. In addition, because the proposed d-RFs operates well in a CPU environment without model compression, we can state that it is optimized for embedded systems in terms of accuracy, memory, and operation.
C. FACE RECOGNITION
In the second experiment, we comparatively evaluated the accuracy of the proposed method using the ORL dataset [27] , which is the most widely used dataset in face recognition research and includes 400 gray-scale facial images of 40 persons. For training, five and nine images randomly chosen per person were used and the test was performed on the remaining images. In addition, with our method, the average results of k resampling are measured based on a Monte-Carlo cross validation (MCCV), whereas other methods are measured using a hold-out validation, as reported in [1] . The comparative experiments were conducted on two conventional machine learning techniques (k-NN, support vector machine (SVM)), two compressed DNNs ( [4] and [5] ), two CNN-based methods (CNN, random multimodel deep learning (RMDL) [30] ), and d-RFs, as well as gcForest [1] , as shown in Table 2 . The CNN consisted of two convolution layers of 3×3 size with 32 feature maps, two 2×2 pooling layers, and a fully connected soft-max layer, and was trained using ReLU, crossentropy loss, and a dropout rate of 0.25. RMDL [30] consists of ensembles of deep learning architectures, including DNN, CNN, and recurrent neural network (RNN) in parallel.
As shown in Table 2 , of the seven methods with which d-RFs was compared RMDL [30] shows the best accuracy levels when either 5 or 9 images are applied for the; however, these accuracy levels are respectively 1.5% and 2.5% lower than that of the proposed d-RFs. In addition, when MCCV was applied using 30 resamples (k = 30), the d-RFs achieved a 1% lower accuracy than RMDL [30] for the case of 9 images; however, a 0.5% higher accuracy than RMDL [30] when 5 images were applied.
Moreover, this method requires more parameters and operations than the conventional DNN, because it combines three network models in parallel. We can observe that the two compressed DNNs [4] , [5] and the CNN are severely affected by the size of the dataset, while the proposed d-RFs shows a consistent performance in the two cases. Even as compared to gcForest [1] , the performance of the proposed d-RFs is better by approximately 4.5% under the same configurations as in the first experiment. The performances of the conventional machine learning techniques, such as k-NN and SVM, are similar or better than those of the compressed DNN methods. Therefore, it can be seen that conventional machine learning techniques are more useful when there are fewer training data, such as in the ORL dataset.
D. FACIAL EXPRESSION RECOGNITION
In the third experiment, we verified the generalization of the proposed d-RFs using an additional dataset, namely the extended Cohn-Kanade database (CK+), which is the most widely used database in facial emotional recognition (FER). This dataset contains 327 image sequences from 118 subjects as well as 7 facial expressions labels. The feature vector is composed of 84-dimensional distance ratios and 88 dimensional angles of facial landmarks [31] , without the entire image applied. The performance was compared with those of other state-of-the-art-methods, namely, an AlexNets-based FER approach [32] , a 3D CNN-based FER approach with deformable facial action parts constrained (3DCNN-DAP) [33] , a 3D Inception-ResNet (3DIR) with LSTM [34] , gcForest [1] , and the proposed d-RFs.
As shown in Table 3 , we can see that the overall numbers of parameters and operations of the proposed d-RFs are significantly reduced compared with the three DNN-based algorithms [32] - [34] , while maintaining a similar accuracy. In particular, the numbers of parameters and operations of the proposed d-RFs are approximately 46-and 300,000-times less than that of AlexNets [32] , respectively.
The proposed d-RFs achieve a 3.03% lower accuracy than the 3DIR with LSTM [34] , which shows the best performance among the DNN-based methods. However, the proposed d-RFs reduce the numbers of parameters and operations by approximately 8-and 7,875-fold compared to 3DIR with LSTM [34] . In particular, the reason for the difference in the number of operations during the test is that the nature of the decision tree does not check all nodes, but only specific nodes based on the particular conditions.
Another deep forest-based method, gcForest [1] , showed fewer differences than other DNN methods in terms of the numbers of parameters and operations. However, in terms of TABLE 3. Comparison of the number of parameters and operations for the proposed method and the four state-of-the-art methods using the CK+ dataset (M, million). Deep forest-based methods were tested on the CPU and DNN-based methods were tested on the GPU. accuracy, the performance was approximately 4% lower than that of the proposed method.
E. ACCURACY EVALUATION OF NUMBER OF RANDOM FERNS
One of important factors of d-RFs is to determine the optimal small number of ferns while maintain the recognition accuracy. To analyze the correlation of accuracy with the number of parameters of d-RFs, we use the MNIST dataset while changing the number of ferns of the two-layer d-RFs that showed the best performance in Section IV-A.
As shown in Fig. 4 the accuracy of the smallest d-RFs (40: 20 and 20 per each layer) are the worst among the five comparable cases although number of parameters is significantly lower than other cases. In contrast, as the number of ferns increases, the accuracy increases and obviously the number of parameters increases. When the number of ferns is 130, the accuracy is gradually decreased but the number of parameters is increased sharply.
As an additional evaluation, we measure the correlation between the accuracy and number of ferns using a Chi-squared test, which is a nonlinear metric widely used in computer vision. Similar to the accuracy shown in Figure 4 , the Chi-Square values in Figure 5 show better results with a large number of ferns (110 and 130) than with fewer ferns (40-80). The experimental results in Figure 5 also show the lowest Chi-Square value when the number of ferns is 110. Therefore, we set the optimal number of ferns to 110 by considering the accuracy and required memory.
From the results shown in Table 3 and Figs. 4 and 5, we can see that an ensemble of multiple weak classifiers reduces the bias between models through an averaging of the weakly correlated classifiers, resulting in a better performance than in a DNN.
F. INFERENCE TIME EVALUATION
In this experiment, we evaluated inference time on the CPU for the MNIST instead of number of operation to check how much the number of operations correlate with the actual inference speed. First, we referenced a few lightened CNN-based models [4] , [5] with a dual scalable structure based on a depth multiplier for adjusting the channel depths of each layer. In addition, gcForest [1] and FTDRF [2] , which have shown a cutting edge level of performance in previous studies, are employed with various decision tree settings to reflect the diversity of the ensemble methods.
As illustrated in Fig. 6 , both cases of d-RFs outperform the standard type of CNN methods (MobileNet V2-1.0 and ShuffleNet V2-1.0), and achieve the fastest inference speeds. Although the upgraded ShuffleNet V2-2.0 obtained the best score in this experiment, its inference speed is approximately 88 times slower than that of the d-RFs. In the case of MobileNet V2-1.0, its accuracy is equivalent to that of d-RFs-110, although its inference speed is approximately 163-times slower than that of d-RFs-110. Other ensemble-based methods (gcForest-4000, FTDRF-500, and FTDRF-2000) showed a slightly increased accuracy of approximately 0.3-0.4, although the inference speed is approximately 11-38 slower compared to that of d-RFs-110.
From the experimental results, we can confirm that the proposed d-RFs not only has considerably smaller values than the comparison methods in terms of number of operation but also has a very fast execution time in terms of inference time. Experiments with other datasets are expected to produce similar patterns.
V. CONCLUSION
In this paper, we proposed d-RFs, a non-neural network style deep model. Although the performance of a DNN is powerful, it requires an excessive number of parameters, careful parameter tuning, a very large amount of training data, black box models, and a pre-trained architecture. Our experimental results show that a deep forest model can be run on a CPU instead of a GPU and executed similarly to DNN-based methods with a small number of parameters, operations, and training data. However, the deep forest model also required a large number of parameters according to the number of decision trees constituting a random forest and the number of layers. In the proposed d-RFs, we replaced ensemble forests in the layer with an RFs that was based on a completely randomized training process and performs a binary test simply. We assigned only 55 ferns to an individual layer and one feature encoder with two RF layers to reduce the number of parameters. We proved that, according to our performance evaluation conducted using a few state-of-theart methods, gcForest, FTDRF, DNN, and compressed DNN algorithms, that the classification accuracy was improved.
In future research, we will improve the performance of d-RFs while reducing the number of ferns and adjusting the scheme of layers according to the dataset and apply it in various embedded systems and application studies. 
ACRONYMS

CLIP-Q Compression learning by in-parallel pruning-quantization
