A class of finite measure-valued càdlàg superprocesses X with Neveu's (1992) continuous-state branching mechanism is constructed. To this end, we start from certain supercritical (α, d, β)-superprocesses X (β) with symmetric α-stable motion and (1 + β)-branching and prove convergence on path space as β ↓ 0. The log-Laplace equation related to X has the locally non-Lipschitz function u log u as non-linear term (instead of u 1+β in the case of X (β) ). It can nevertheless be shown to be well-posed. X has infinite expectation, is immortal in all finite times, propagates mass instantaneously everywhere in space, and has locally countably infinite biodiversity.  2004 Elsevier SAS. All rights reserved.
Introduction

Motivation, background, and purpose
Bertoin and Le Gall (2000) established in [2] a connection between a particular continuous-state branching processX = (X t ) t 0 and a coalescent process investigated by Bolthausen and Sznitman (1998) in [3] , by Pitman (1999) in [28] and recently by Bovier and Kurkova (2003) in [4] . This processX was actually introduced in connection with Ruelle's (1987) [29] probability cascades by Neveu (1992) in the preprint [25] , so we call it henceforth Neveu's continuous state branching process. It is indeed a strange branching process: Its (individual) branching mechanism is given by the function u log u, hence belongs to the domain of attraction of a stable law of index 1. On the other hand, the state at time t > 0 has a stable law of index e −t < 1 varying in time and tending to 0 as t ↑ ∞. This process is at the borderline of processes with finite/infinite expectations and with explosion/nonexplosion. Actually, it has infinite expectations, but it does not explode in finite time.
Fascinated by this process, we asked the question whether this model can be enriched by a spatial motion component. Indeed, imagine the "infinitesimally small parts" of Neveu's process move in R d according to independent Brownian motions. Can this be made mathematically rigorous? In other words, does a super-Brownian motion X = (X t ) t 0 exist with Neveu's branching mechanism, and what properties does it have? Clearly, via logLaplace transition functionals, such a superprocess X would be related to the Cauchy problem
∂ ∂t u t (x) = u t (x) − u t (x) log u t (x) on (0, ∞) × R d
with initial condition u 0+ = ϕ 0
(where is the d-dimensional Laplacian and ϕ is an appropriate function on R d ). Note that this diffusion-reaction equation is interesting in itself since the reaction term does not satisfy a local Lipschitz condition (the derivative has a singularity at 0).
Approach, sketch of the main results
As Neveu's processX can be approximated by a family (X (β) ) 0<β 1 of supercritical continuous-state branching processesX (β) of index 1 + β by letting β ↓ 0, we try to approximate the desired process X by a family of superBrownian motions X (β) with (1 + β)-branching mechanism. More precisely, we assume that X (β) is a supercritical super-Brownian motion related to the log-Laplace equation 
Of course, the relation between X (β) and u (β) from (2) is realized via log-Laplace transition functionals:
Here µ, f denotes the integral R d f (x)µ(dx), and the expectation symbol E µ refers to the law P µ of X (β) starting from the finite measure X (β) 0 = µ. We note that 1
therefore such set-up seems to be reasonable if X exists non-trivially at all.
Our purpose is to verify that the family (X (β) ) 0<β 1 of superprocesses is tight in law as β ↓ 0 on the Skorohod space of càdlàg finite measure-valued paths, and that each limit point is identified as the unique process related to the log-Laplace equation (1) . This then gives convergence to the desired process X (see Theorem 2 below) with total mass processX = X(R d ). Actually, in the superprocesses we will replace the Brownian migration by a symmetric α-stable migration (0 < α 2).
Note that many of the standard tools are not available for this route, since the local Lipschitz constants related to the non-linear term in the log-Laplace equation (2) blow up along (4), or -viewed in probabilistic terms -the expectations of X (β) become infinite as β ↓ 0. On the other hand, a variety of monotonicity properties are available and serve as a substitute. For the well-posedness of equations as in (1) , see Theorem 1 below.
First properties of X
Since Neveu's processX has very special properties, one expects also that X has interesting new properties compared with usual superprocesses. For instance, we suspect that X has absolutely continuous states at almost all times in all dimensions. (This conjecture will be confirmed in a forthcoming paper, Fleischmann and Mytnik (2004) [16] .) Recall that the (α, d, β)-superprocesses X (β) have absolutely continuous states at almost all times in dimensions d < α/β (see the appendix of Fleischmann (1988) [13] for the case of critical (α, d, β)-superprocesses starting from Lebesgue measures), and we let β ↓ 0. In this paper, however, we will content ourself with more modest properties of X.
Starting from a non-zero (deterministic) state, for each t fixed,X t has a stable distribution with index e −t . Therefore,X t > 0 almost surely, meaning that the total mass process t → X t (R d ) =X t is immortal. Moreover, the underlying α-stable mass flow -more specifically the semigroup with generator α applied to measurespropagates mass instantaneously everywhere in space. Thus, our superprocess X is expected to be immortal and its mass should propagate instantaneously in space (see Proposition 16 below) . This is in sharp contrast to the approximating supercritical X (β) processes for whichX (β) t = 0 with positive probability, for all α, β and t > 0. Moreover, if α = 2, then X (β) has the compact support property.
As a further consequence of this, we obtain that X has locally countably infinite biodiversity, a notion introduced in Fleischmann and Klenke (2000) [15] . Roughly speaking, this means that, for fixed t > 0, in the clustering representation of the infinitely divisible random measure X t , infinitely many clusters contribute to each given region (see Corollary 18 below). Putting it differently, at time t > 0, in every region there are infinitely many families originating from distinct ancestors at time 0. Again, in the case α = 2, this contrasts with the (locally) finite biodiversity of the random states of the approximating superprocesses X (β) .
The further layout of the paper is as follows: We first introduce some notation in Section 2.1, before in Section 2.2 we rigorously define the process X and its approximations X (β) . There we also state Theorem 1 concerning the solutions u of equations as in (1) . The main results concerning existence of and convergence to X are given in Theorem 2. The proofs are worked out in the remaining parts of Section 2 after the concept is explained in 2.3. In Section 3 we are concerned with immortality and infinite biodiversity of the constructed process X. The appendix gives the proof of an almost sure scaling limit onX t as t ↑ ∞ (see Proposition 10) . This follows a sketch of proof in Neveu's unpublished work [25] , which uses ideas of Grey (1977) [18] regarding the Galton-Watson case.
For background on superprocesses we refer to Dawson (1993) [5] , Dynkin (1994) [7] , Le Gall (1999) [23] , Etheridge (2000) [9] and Perkins (2002) [27] .
Construction
Preliminaries
For any metric space E, let D(R + , E) and C(R + , E) denote the space of functions R + := [0, ∞) → E, which are càdlàg and continuous, respectively. The former space is endowed with the Skorohod topology, the latter with the topology of uniform convergence on compact sets. By C(R d ) we denote the class of continuous real valued functions on R d endowed with the supremum norm || · || ∞ . We use C (R d ) for the subspace of functions which possess a finite limit as |x| ↑ ∞, and C com (R d ) for the subspace of functions with compact support. The subspaces of functions whose derivatives up to order n exist and are also in C (R d ) are denoted by C n (R d ). The superscripts "+" and "++" indicate the respective subspaces of non-negative functions and functions with positive infimum. We write M f := M f (R d ) for the finite measures on R d equipped with the topology of weak convergence. Throughout, c denotes generic positive constants, whose dependencies we sometimes cite in parentheses. The arrow ⇒ is used to indicate convergence in law.
Fix a constant α ∈ (0, 2]. The semigroup associated with the fractional Laplacian α :
where p α is the (jointly continuous) kernel on (0, ∞) × R d of the symmetric α-stable motion in R d related to α , see for example the appendix of Fleischmann and Gärtner (1986) [14] . For α = 2 we write T := T 2 and p := p 2 , which are simply the heat semigroup and the heat kernel corresponding to the Laplacian :
Let q η denote the continuous transition density function of a stable process on R + with index η ∈ (0, 1), so normalized that we have for the Laplace transform
Then, in the case α < 2, the subordination formula
is well-known. Note that T α from (5) is a strongly continuous, positive and conservative contraction semigroup on C + (R d ), which follows via subordination (8) from the corresponding properties of T .
Main results
The construction of our process X is based on the well-posedness of the following integral equation:
is a continuous function on R + , and ρ > 0 is an additional constant (for eventual scaling purposes). For a plot of g in the case ρ = 1, see the dotted curve in Fig. 1 . Note that Eq. (9) is the mild form of the following function-valued Cauchy problem analogous to (1):
with initial condition u 0+ = ϕ.
(11) Fig. 1 . Branching mechanisms g (1) 
Here a little care has to be taken since α is not a differential operator. A mapping u : (a) (Unique existence in the local Lipschitz region). To every ϕ in
is a solution to the function-valued Cauchy problem (11) .
as n ↑ ∞, and the limit u = u(ϕ) solves Eq. (9), satisfies (12) , and is independent of the choice of the sequence (ϕ n ) n 1 converging to ϕ.
We remark that the bounds in (12) are a direct consequence of the fact that log u changes sign at u = 1. Here we leave the question open whether or not solutions to (9) or (11) with non-negative initial conditions exist other than the ones constructed via monotone limits in (b) of the theorem. We also remark that the theorem implies the semigroup property for u, meaning that u t +s (ϕ) = u t (u s (ϕ)) for s, t 0 (see Dawson (1993) [5] , p. 68). The semigroup property is tantamount to the log-Laplace relation (17) below describing a time-homogeneous Markov process X.
The proof of Theorem 1 will start from the well-posedness of the Cauchy problem analogous to (2) in the mild sense for β ∈ (0, 1] fixed:
For a plot of g (β) in the case ρ = 1 = β, see Fig. 1 .
is bounded away from 0 and ∞, implying that the solutions u (β) (ϕ) are also bounded away from 0 and ∞, uniformly in β (see Lemma 11 below) . Therefore, passing to the limit as β ↓ 0 for such initial condition ϕ, we end up in a local Lipschitz region of the function g of (10). This idea is behind part (a) of Theorem 1. (We learned this trick from Watanabe (1968) [31] who worked however in the simpler case of a compact phase space.) Theorem 1(a) is sufficient for the construction of the desired process X. In Section 2.8 we then use probabilistic arguments using the log-Laplace transition functionals of X in order to derive part (b) of the theorem. The extension in (b) is needed in Section 3 for studying some properties of X.
As a starting point for the construction of the process X, for each 0 < β 1 we consider the (unique) timehomogeneous càdlàg strong Markov process (X (β) 
, with u (β) the unique solution to (13) . The construction of X (β) is nowadays standard; for references see, for instance, Iscoe (1986) [20] , Fitzsimmons (1988 and [11, 12] and Chapter 4 of Dawson (1993) [5] . Note that X (β) is a supercritical (α, d, β)-superprocess. Properties of (α, d, β)-superprocesses have been widely studied in the critical case where the branching mechanism g (β) in (13) is replaced by
with b > 0 a constant, see for example Iscoe (1986) , Fleischmann (1988) , Dawson and Vinogradov (1994) and Mytnik and Perkins (2003) [20, 13, 6, 24] . These processes have finite mean for β 1 but infinite variance for β < 1.
with ϕ = 0, and µ (β) ∈ M f with µ (β) = 0, if and only if 0 < θ < 1 + β 2 (see also Lemma 9) . The case we are interested in corresponds to β = 0 in the sense that the branching mechanism is in the domain of attraction of a stable law of index 1, see also Remark 4.
Our main result can now be formulated as follows:
Theorem 2 (Existence, uniqueness and approximation).
(a) (Unique existence of X). For each µ ∈ M f there exists a unique time-homogeneous Markov process
with u the unique solution to (9) in the setting of Theorem 1(a) and (b).
We call X the super-α-stable motion with Neveu's branching mechanism (and branching rate ρ). We would like to point out that the process X is related to a class of superprocesses considered by El Karoui and Roelly (1991) [8] who extend the original work by Watanabe (1968) [31] . However, these papers are restricted to a compact phase space, and existence, uniqueness and appropriate regularity of the log-Laplace equation (9) is assumed in [8] , but rigorously established in the present work.
The proof of the approximation theorem proceeds via tightness in law and convergence of the finite dimensional distributions of subsequences combined with the uniqueness of the limit, which follows from the unique existence of log-Laplace solutions according to Theorem 1(a). This then also establishes the existence of X.
Remark 3 (Critical processes degenerate).
Note that the "highly supercritical" process X cannot be attained as the limit of critical ones. Observe that setting β = 0 for the branching mechanism g (β) crit from (16) implies the linear log-Laplace equation
Hence, the corresponding measure-valued process is deterministic in this case.
Remark 4 (Index convergence in canonical measures).
The process X that we derive here can also be seen as the appropriate one to be considered as the limiting case β = 0 in the following sense. Recall that the branching mechanism Ψ of a general continuous state branching process can be written as
with constants c 1 ∈ R, c 2 0, and where the canonical measure π is a Radon measure on (0, ∞) satisfying [23] ). In the case of the branching mechanisms g (β) , 0 < β < 1, we have
with some constants c 1 (β) ∈ R and c 3 (β) > 0, whereas for the limiting branching mechanism g,
with some constant c > 0.
Remark 5 (Approximation by particle systems).
X is also expected to be the high density limit of suitable branching particle systems as the number of initial particles N tends to infinity. Indeed, consider particles that move independently according to α-stable motions in R d , leaving a random number of offspring after their exponentially distributed lifetime with mean 1/ρ(1 + log N). Let the number of offspring be described by a random variable with probability generating function
The empirical measures of the particle system are given by
, where ξ α,i t are the positions of the particles alive at time t and the sum is taken over all these particles. We note that
Heuristics drawn from Chapter II of Le Gall (1999) [23] (although there the non-Lipschitz branching mechanism considered here is excluded) identifies the left-hand side of the identity as the expression that should converge to the nonlinearity of the log-Laplace equation describing the limit process. One expects therefore that the aforementioned empirical measures converge in law to X t as N ↑ ∞ (provided that the initial states converge).
Concept of proof of Theorem 2
In preparation of the proof, we consider in Section 2.4 properties of Neveu's continuous state branching process X and its approximationsX (β) . We prove some (monotone) convergence of the related branching mechanisms and log-Laplace functions, and show uniform boundedness of lower order moments, see Lemmas 7-9.
The log-Laplace equations (9) and (13) are studied in Section 2.5. We will deal with uniform convergences, comparisons, and solutions starting from "runaway" functions.
In order to show tightness in law of 
b). Then the following statements hold, implying tightness in law on
Part (a) is shown in Section 2.6. Compact containment (b) is verified in Section 2.7.
Neveu's continuous state branching process
We begin with studying the total massX
of the superprocesses that we are considering. Their log-Laplace functionsū (β) andū, both independent of a spatial variable, can be calculated explicitly. Indeed, define for λ 0,
reading the right-hand side of (25a) as 0 for λ = 0. Thenū
t (λ) andū t (λ) restricted to t 0 are the respective unique non-negative solutions of (13) and (9) for ϕ ≡ λ. The uniqueness follows in the former case by the local Lipschitz continuity of g (β) . The latter case can equivalently be written as in (11), or more generally as
where t 0 ∈ R is fixed. Although g is not locally Lipschitz, (26) has a unique solution. In fact, the function g is locally Lipschitz on the locally compact space (0, ∞), hence in a sufficiently small neighborhood of t 0 the solution w with w t 0 = λ > 0 is unique, thus coincides with the correspondingū. Repeating the argument, we get w =ū on R in this case λ > 0. Indeed,ū maps R into (0, ∞), thus the boarders 0 and ∞ cannot be reached during the extensions. Assume now that w is a non-zero non-negative solution to (26) with w t 0 = 0. Then there is a t > t 0 such that w t =: θ > 0. But from the previously mentioned uniqueness, we necessarily obtain w s =ū −(t −s) (θ ), s t. Thus, w t 0 > 0, which is a contradiction.
We thus have for t, λ,X
We can right away verify the following properties of the branching mechanisms g (β) and g [introduced in (14) and (10)]. (β) and g are negative on (0, 1) and positive on (1, ∞), with the only intersection points g(v) = g (β) (v) = 0 for v = 0 and v = 1.
Lemma 7 (Properties of branching mechanisms). For all
v ∈ R + we have g (β) (v) ↓ g(v) as 1 β ↓ 0. Furthermore, g
Proof. Let us start by showing that
To see the non-negativity, we note that for v = 0 the derivative is zero. Otherwise we observe that
is monotonically nonincreasing as β ↓ 0. Actually, g (β) ↓ g as β ↓ 0. In order to show that the only intersection points of g (β) and g are at 0 and 1, where both functions are zero, we observe that for
The only solution is therefore v = 0, which is equivalent to v = 1. To see that both functions are negative on (0, 1) and positive on (1, ∞), consider the derivatives of the two functions,
Thus, the derivative at v = 0 is − ρ β for g (β) and −∞ for g. Likewise, at v = 1 the derivatives are all 1. 2
From the monotone convergence of the branching mechanisms (Lemma 7) we obtain the following monotone convergence result for the solutions to the corresponding ordinary differential equations.
Lemma 8 (Monotone convergence of solutions).
For all λ ∈ R + and t 0 we haveū
Proof. By Lemma 7, g (β 1 ) g (β 2 ) on R + for 1 β 1 β 2 > 0. Thus, by a standard comparison result (see for example Theorem 6.1 of Hale (1969) [19] ), we obtain thatū
Since 1 β (λ −β − 1) → − log λ, it converges to e e −ρt log λ =ū t (λ). 2
As an immediate consequence, since the log-Laplace transforms converge, for each t 0 fixed,X (β) t converges in law toX t as β ↓ 0, provided thatX (β) 0 →X 0 in law. We can also prove the following uniform moment bound.
Lemma 9 (Uniformly bounded lower order moments). Suppose
Then, for all T 0 and 0 < θ < θ 0 e −ρT ,
Proof. Fix θ, θ 0 , T as in the lemma, and η > 1 such that θ e ρT + (η − 1) < θ 0 and θ e ρT η < θ 0 .
Write · η for the norm in the Lebesgue space L η (P). We use the following identity (see (2.1.11) of Zolotarev (1986) [33] ),
which holds for any x 0 (and 0 < θ < 1) and follows from a scaling of Euler's Gamma function . Thus, for constants c = c(θ, η),
where
is a martingale, as can be seen by differentiating the Laplace functional in representation (27a). Now,
by Doob's L η -inequality and the definition of the martingale. Next we apply the elementary inequality
In fact, since η > 1, both sides coincide at r = 0, 1, but the left-hand function is convex whereas the right-hand one is concave. This gives
where we exploited the Laplace relation (27a). By Lemma 8 and (25b),
provided that 0 λη 1.Thus, by (39) and (40),
By the substitution (λη) (e −ρT ) =:λ the latter integral can be written as
Moreover, since θ e ρT < θ 0 1, the measureλ −θe ρT dλ on [0, 1] is finite, and by Jensen's inequality the integral can be bounded from above by
Using again (34), the latter expectation equals
and is bounded in β by our first assumption on η in (33) , and by (31) concerning the initial statesX 
First of all, by Lemma 7, 
Therefore,
But by (27a),
and by (25a),
Combining (49)- (51) gives
Using e −r r 1−θ 0 c for all r 0, we obtain
By (31), the latter norm expression is bounded in β. Moreover,
Going back to (45), inserting (46), (47), (53), and (54), it remains to consider
where we used (40). But −θ − 1 + (θ 0 /η)e −ρT > −1 by our second assumption on η in (33) . Hence, the integral in (55) is finite. This gives (45), finishing the proof. 2 Asymptotic properties as t ↑ ∞ of the total mass processX have been explored in the Galton-Watson setting, amongst others by Grey (1977) [18] . This led Neveu (1992) [25] to sketch the following proposition, whose proof is given in our appendix: Proposition 10 (Almost sure limit of total mass process). For all (deterministic) initial statesX 0 = m > 0, there exists an exponentially distributed random variable V with mean 1/m, so that as t ↑ ∞,
An interesting open problem is the long-term behaviour of the spatial process X constructed here. (An answer will be given in the forthcoming paper Fleischmann and Vakhtel (2004) [17] .)
Log-Laplace equations
In this section we construct solutions to Eq. (9) as the limit of solutions to (13) , and investigate properties needed in the proof of Theorem 2, as well as in Section 3.
Lemma 11 (Approximating solutions). Fix β ∈ (0, 1]. For each ϕ in C + (R d ), there is a unique solution u (β) = u (β) (ϕ) ∈ C(R + , C + (R d )) to the integral equation (13). If additionally ϕ ∈ C 2,+ (R d ) (contained in the domain of α ), then u is continuously differentiable in C (R d ) on (0, ∞) with u (β) t in the domain of α for every t 0, and it solves the related function-valued Cauchy problem
Also, monotonicity in the initial conditions holds, meaning that for
Furthermore,
Proof. Let us first observe that g (β) interpreted as a mapping By a probabilistic argument, we show next the bound on the solutions u (β) as claimed in (58). The boundedness of the solutions uniformly in t 0 implies in particular that the explosion time t 0 = ∞. Here, we use the monotonicity in the initial condition stated in (59), which follows from the log-Laplace representation (15) . Thus, we may estimate u (β) with theū (β) given in (25a), related to the total mass process. We obtain for all x ∈ R d and t 0,ū
Since as t ↑ ∞,ū
t (λ) ↑ 1 for 0 < λ 1, the bounds on u (β) as in (58) follow. In order to prove relation (60) we use (13) and obtain
where the second term at the right-hand side of (62) (9) , which satisfies for any T > 0,
For all t 0, the solution u fulfills
and is monotone in the initial condition (see (59)).
) with u t in the domain of α for every t 0, and it solves (11).
Proof. Solutions to (13) with initial condition ϕ ∈ C ++ (R d ) are bounded away from zero and infinity according to (58) of Lemma 11. We can therefore estimate for 0 < β 1 β 2 1,
Here, we have set
We now note that ∂g (β) ∂v converges to ∂g ∂v , uniformly on compact intervals in (0, ∞) as β ↓ 0 [recall (29)], and hence sup 0<β 1 C(β, ϕ) < ∞. Likewise, g (β) tends to g, uniformly on compact sets in (0, ∞), and thus
and so (u (β n ) ) n 1 with β n ↓ 0 form a Cauchy sequence on
). Of course, the limit, which we call u, fulfills (64) as well as monotonicity in the initial condition as in (59). We can therefore repeat essentially the same arguments as in the array (65) to show that
Hence, u satisfies (9) . Because of the boundedness away from 0 we are securely in the local Lipschitz region of g. Thus, the same arguments concerning further regularity for initial conditions ϕ ∈ C 2,++ (R d ) as detailed in the proof of Lemma 11 apply. This concludes the existence part of the lemma. It remains to show uniqueness of solutions. We first note that for any solution u(ϕ) to (9) y ϕ(y) ) and having the desired property. The branching mechanism g is Lipschitz continuous on compact intervals of (0, ∞) so that uniqueness on [0, t 0 ] follows by Gronwall's Inequality. Thus, the solution on [0, t 0 ] must be the one that we constructed above, which is in fact bounded below by inf y∈R d ϕ(y). Hence, we can reiterate the same argument to see that uniqueness must hold on any arbitrary time interval, and that u ∈ C(R + , C
+ t sup v∈R + (−g(v)) C(T ) for t T , where we choose C(T ) > 1. Thus, on [0, T ], we can bound u from below, u t (x) inf y ϕ(y) − g(C(T ))t, so that we can find a t
0 ∈ (0, T ] satisfying t 0 (g(C(T ))) −1 ( 1 2 inf++ (R d )). 2
Lemma 13 (Comparison of solutions). Fix
Proof. The proof is an adaptation of standard arguments, see for example Theorem 10.1 of Smoller (1983) [30] . Let us first additionally assume that ϕ belongs to C 2,+ (R d ). We define the (at this stage possibly signed) function
, t 0, which then satisfies according to Lemma 11,
(with (g (β) ) denoting the derivative of g (β) ). Note that the following double supremum
is finite because g (β 1 ) is locally Lipschitz and, by (58), ξ is bounded uniformly over all t and x. Also, by (70)
as a difference of functions in this space. Thus, we can find some constant R < 0 so that −(g (β 1 ) ) (ξ(t, x)) + R < 0 for all t and x. Therefore,ṽ t := e Rt v t satisfies
. This follows from the fact that for any t ∈ [0, T ], we haveṽ t (x) → 0 for |x| ↑ ∞. To see this, note that for the initial conditions ϕ considered here, u
. In fact, using the mild form (13) of the equations, Lemma 7, and the monotonicity (59) in the initial condition,
and the lower and upper bounds converge appropriately to 1 as |x| ↑ ∞. At the minimum (t min , x min ) we would have that In order to show that the mass of the processes X (β) does not escape to infinity as β ↓ 0, we need to consider the behaviour of u started from "runaway" test functions r k , k 1. We first define an auxiliary function r ( ) k for some fixed 0 < <
In short, r 
as the mollification of r ( ) k . As an immediate consequence of the properties of r ( ) k , we obtain that r k belongs to C ∞,++ (R d ), is also radially symmetric, monotonically non-increasing in k, and that it is constantly 1 k (respectively 1) for |x| k (respectively |x| k + 1).
Lemma 14 (Runaway solutions).
We have u t (r k )(x) ↓ 0 as k ↑ ∞, for any 0 t < 1/ρ and x ∈ R d . The same statement holds for r k replaced by | α r k | ∨ r k and |g(r k )| ∨ r k .
Proof. Let t 0. We note that u t (r k )(x) is monotonically non-increasing in k for every x, and bounded below by zero, so that a pointwise limit exists, which we call u t (r ∞ )(x). From the radial symmetry in the definition of r k as well as in Eq. (9) we can immediately observe that, for all k, u t (r k )(0) = min x∈R d u t (r k )(x). Now consider a test function ψ ∈ C 2,++ (R d ) with ψ(x) = exp(−|x|) for |x| 1. We will first show that there
for all x ∈ R d . Indeed, for α = 2 this follows from the fact that ψ(
for all |x| 1. For 0 < α < 2, we use the well-known representation (see, for example, (5) of Section IX.11 in Yosida (1980) [32] ),
where once more is Euler's Gamma function. Thus, we obtain
Here, the integral of the second term is finite. The first term can be estimated by Taylor's Formula,
where, in the second inequality, we have used (75) for α = 2 together with the well known fact that
It is also well known that the mild solution u to (11) is also a solution in the weak form for an appropriate class of test functions including our ψ. Thus, we obtain for any t 0,
Here, we have used that
We also used (75). We can now apply Gronwall's Inequality in order to obtain for all t 0,
Now restrict to t < 1/ρ. Then the latter expression converges to zero as k ↑ ∞. This implies that u t (r ∞ ), ψ = 0, that is u t (r ∞ )(x) = 0 for almost all x. Taken together with the monotonicity in |x|, we obtain u t (r ∞ ) = 0. The statement of the lemma for | α r k | ∨ r k and |g(r k )| ∨ r k in C ++ (R d ) follows by repeating the same line of arguments. The estimates of (80) hold true unchanged since both initial conditions are still bounded below by 1 k which is hence also true for the solutions u. The only changes in the calculations given in (81) occur thus in the estimates of the initial condition. Since sup k | α r k | ∨ r k c < ∞, we now estimate
with the additional constant c being inconsequential in the concluding calculations. Because sup x |g(r k (x))| ∨ r k = sup 0 a 1 |g(a)| c < ∞, we estimate in this case,
The constant in the second integral on the right-hand side is once again unimportant. The first term now leads to k ρt−1 log k (instead of k ρt−1 ), which still converges to zero (for t < 1/ρ). 2
Tightness of the one-dimensional processes
In order to show part (a) of Proposition 6, we use Aldous' criterion of tightness (see [1] ) in a version stated as Theorem 3.8. 
So fix ϕ and θ 0 as in Proposition 6. First note that ( X (β) t , ϕ ) 0<β 1 is tight in law for any given time t as a consequence of Lemma 9. According to Lemma 15, it now suffices to verify that for 1 > δ ↓ 0,
For each m > 0, β, t we define the event A m,β,t := {sup 0 s t X (β) s , ϕ m}. We then bound the quantity in (85) by
Note that the term in (86a) converges to zero as m ↑ ∞ due to Lemma 9. Using conditioning at time τ , the strong Markov property, time-homogeneity, as well as the log-Laplace relation (15), we bound the expectation in (86b) by
Now take θ such that 0 < θ < θ 0 e −ρT . Observe that there exists a constant c(θ) so that, for all x, y 0, we have
Therefore inequality (87) can be continued by
Since (89) is independent of the stopping times and converges to zero uniformly over 0 < β 1 and 0 s δ as δ ↓ 0 by Lemmas 9 and 11, we obtain (85). This finishes the proof of Proposition 6(a). 2
Compact containment and convergence
In this section, we show Proposition 6(b), thus establishing tightness in law. The convergence stated in Theorem 2(b) then follows by identifying the unique limit of any convergent subsequence. This also verifies the existence of the process X stated in Theorem 2(a).
Proof of Proposition 6(b).
According to the characterisation of compact sets in M f (see Kallenberg (1976) [22] 
(ii) For all > 0 there exists a k such that for the Borel set
We remark that (i) is satisfied according to Lemma 9. For (ii) consider the test function r k ∈ C ∞,++ (R d ) defined in (74), which has been chosen so that r k 1 A k . Thus, it suffices to show (91) with A k replaced by r k . 1 • (Proof of (91) on a small time interval). We will first show this statement for T =:t < 1/ρ since we want to use Lemma 14. For each K 1, we define a stopping time
For each sample ω, either τ K T or τ K > T , hence we can make the following estimate involving the process stopped at τ K :
Since there is a constant c independent of k so that | α r k | + |g(r k )| < c, Lemma 9 implies that as K ↑ ∞,
In order to deal with the second probability in (92), we define the martingale
Here, we have exploited the log-Laplace representation (15) and the monotonicity of u (β) s in the initial condition in the first inequality, as well as Lemma 13 in the second inequality. Again, by Lemma 14 together with the convergence in law of X (β) 0 to X 0 and the uniform boundedness of the solutions in k, we obtain β-uniform convergence of the integrand to zero as k ↑ ∞ for each s T . Since the integrand is bounded by 1 a further application of Lebesgue's Dominated Convergence Theorem leads to the appropriate convergence of the entire expression.
Thus, we can finally conclude that there exists a k such that the left-hand side of (92) is smaller than for all β. First, choose K large enough keeping in mind (93) and then k large enough. This concludes the proof of (91) and hence of claim (ii) for T =t < 1/ρ. 
This follows by induction using (58) and (64) upon noting that for any sequence (ϕ n ) n 1 of continuous functions in C ++ (R d ) with 0 < c 1 ϕ n c 2 < ∞ and ϕ n − ϕ ∞ → 0 we have u (β n ) t (ϕ n ) − u t (ϕ) ∞ → 0 for any t 0. To see this, consider that the expression is bounded by
where the first term converges to zero as in (65) 
which becomes infinite as θ ↑ ∞ since ϕ = 0 giving (107). This completes the proof. 2
Proposition 16 implies that X has countably infinite biodiversity. This we want to make precise now. Recall that an infinitely divisible random measure Y ∈ M f has a clustering representation Armed with this terminology, we can now prove the following result:
Corollary 18 (Countably infinite biodiversity). For every fixed µ = 0 and t > 0, the random measure X t has (locally) countably infinite biodiversity.
Recall that this is in contrast to the finite biodiversity of the random states of the approximating processes X (β) .
Proof. For Y to have finite local biodiversity, it is necessary and sufficient that P µ Y (B) = 0 > 0 for any compact set B.
This follows from the simple observation that 
provided that γ = 0. Then from Proposition 16 it follows that the X t have infinite biodiversity. Finally, the random measure X t does not have a deterministic component, since X t (R d ) has a stable distribution with index e −ρt [recall (25b) and (27b)]. This finishes the proof. 2
Remark 19 (Genealogy). Recall that in genealogical terms Corollary 18 means that at time t in each bounded region the families of individuals have countably infinite many different ancestors at time 0. It would also be very interesting to study the more detailed genealogy of our superprocess X. The genealogy of Neveu's branching processX was worked out in Bertoin and Le Gall (2000) [2] . It is connected with the Bolthausen-Sznitman coalescent and the description of the generalized random energy model of spin glasses (see Neveu (1992) [25] ).
